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seu cheiro e do seu sorriso. Na minha cabeça me veio a vontade de perguntar por você em 
casa e de viajar logo para te ver. Mas um arrepio tomou meu corpo e eu lembrei que você 
não estaria materialmente onde tantas vezes te encontrava, em sua casa na cadeira de 
balanço. E no exato momento que ia chorar de saudades, uma certeza preencheu-me. Você 
realmente não está lá! Você hoje mora em um lugar mais próximo, perto o bastante para 
não precisar de qualquer meio de transporte para te encontrar. Hoje você mora em meu 
coração e quando a saudade me tomar completamente, é lá que vou te encontrar do mesmo 




Dedico essa tese de doutorado à memória de 
















Porque já tive pressa 
E levo esse sorriso 
Porque já chorei demais. 
 
Hoje me sinto mais forte, 
Mais feliz, quem sabe, 
Eu só levo a certeza 
De que muito pouco sei, 
Ou nada sei... 
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Este trabalho teve como principal objetivo o desenvolvimento e implementação de um 
controlador adaptativo do tipo regulador auto-ajustável (STR - Self Tuning Regulator), com 
a subsequente comparação de seu desempenho com um controlador PID (proporcional-
integrativo-derivativo) e dois controladores preditivos: um preditivo baseado em redes 
neurais artificiais e um controlador DMC (Dynamic Matrix Control). Esses esquemas de 
controle foram todos implementados na ferramenta de simulação desenvolvida, o FCCGUI 
(Fluid Catalytic Cracking Graphical User Interface). Como modelo para estimativa dos 
parâmetros do controlador adaptativo foi treinada e validada uma rede neural. Esse modelo 
caixa-preta forneceu uma abordagem eficiente para identificação e controle não-linear do 
processo de craqueamento catalítico. Para implementação do controlador adaptativo foram 
estruturadas três novas malhas de controle PID a partir de estudos estatísticos 
desenvolvidos para a análise dos efeitos das variáveis de processo e suas interações. Dentre 
essas novas malhas de controle, optou-se pela implementação do controle adaptativo no par 
manipulada-controlada CTCV-SEVER (abertura de catalisador regenerado - severidade da 
reação). Após aperfeiçoamentos e reestruturações no simulador FCCGUI, foram realizadas 
várias simulações para avaliação gráfica e numérica do desempenho do controlador através 
do critério de desempenho dinâmico ITAE (Integral of Time and Absolute Error). O 
controlador adaptativo apresentou bons resultados, tanto para testes servo quanto para 
regulatórios em comparação com a estratégia PID sem adaptação, bem como para as 
demais estratégias disponíveis no simulador, MPC-RNA (Model Predictive Control 
baseado em uma Rede Neural Artificial) e DMC. A capacidade de ajuste dos parâmetros do 
controlador torna-o uma estratégia promissora para sistemas que sofrem com alterações 
contínuas em suas variáveis de processo ou mudanças de setpoint. 








This work had as main objective the development and implementation of an self-
tuning regulator (STR) adaptive controller, with subsequent comparison of its performance 
with a PID (proportional-integral-derivative) controller and two predictive controllers, 
namely a predictive based on artificial neural networks (MPC-ANN) and a dynamic matrix 
controller (DMC). These control schemes were all implemented in the developed 
simulation tool, the FCCGUI - Fluid Catalytic Cracking Graphical User Interface. An 
artificial neural network, used as a model to estimate controller parameters, was trained and 
validated. This black box model provided an efficient approach for identification and 
nonlinear control of the catalytic cracking process. To implement the adaptive controller, 
three new PID control loops were structured based on statistical studies designed to analyze 
the effects of process variables and their interactions. The implementation of adaptive 
control was chosen to be in the manipulated-controlled pair CTCV-SEVER (regenerated 
catalyst valve opening – reaction severity). After restructuring and improvements in the 
simulator FCCGUI, several simulations were performed for graphical and numerical 
evaluation of controller performance through ITAE (Integral of Time and Absolute Error) 
dynamic performance criterion. The adaptive controller presented good results for both 
tests: servo and regulatory, in comparison with PID strategy without adaptation and other 
strategies available to the simulator, MPC-ANN and DMC. The ability to adjust the 
parameters of the controller makes it a promising strategy for systems that suffer from 
continuous changes in their process variables or setpoints. 
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Este capítulo apresenta as motivações que suscitaram a aplicação do controlador 
adaptativo ao processo de craqueamento catalítico fluido, que é o objetivo principal desse 
trabalho, para em seguida apresentar a organização da tese. 
1.1. Motivação do Trabalho 
Avanços tecnológicos, principalmente ligados ao aprimoramento de 
microprocessadores e softwares, proporcionaram maior facilidade para o desenvolvimento 
de pesquisas em diversas áreas da engenharia. A história do aprimoramento de 
controladores e de suas aplicações caminha paralelamente com esses desenvolvimentos 
tecnológicos. Esses avanços vêm proporcionando meios adequados para que os 
pesquisadores realizem estudos e possam aplicar conhecimentos que antes não puderam ser 
bem explorados por falta de ferramentas adequadas para o seu desenvolvimento. 
Controlar bem o processo significa direcioná-lo para maior produtividade, qualidade 
de produto e segurança. Um dos tipos de controlador de processos mais amplamente 
utilizados é o controlador do tipo Proporcional-Integral-Derivativo (PID), devido à 
simplicidade de implementação e ao fato de que, quando sintonizado adequadamente, 
proporciona um bom comportamento servo e de regulação1 ao processo controlado 
(COELHO, 1991). Quando o processo a ser controlado apresenta complexidades, por 
exemplo, não-linearidades ou multiplicidade de entradas e saídas, esses controladores 
apresentam pior desempenho comparado com outros tipos de esquemas de controle mais 
avançados. 
                                                 
1 O controle regulatório é caracterizado pelas reações às perturbações do sistema. Por outro lado, 




Para casos nos quais o processo apresenta essas características complexas, pode ser 
necessária a utilização de outros tipos de controladores, mais avançados, e que apresentem 
desempenho mais satisfatório. Controladores adaptativos vêm sendo cada vez mais 
considerados por terem a capacidade de reconhecer mudanças no sistema e alterar sua 
própria configuração para lidar com elas, além de tratar algumas das características 
complexas de processos. De fato, mesmo controladores avançados, porém não adaptativos, 
necessitam ser ressintonizados quando alterações significantes são impostas ao processo. 
Drenick e Shahbender (apud LAGES e HEMERLY, 2007) inspirados pela definição 
biológica do termo “adaptação” como sendo uma conformação vantajosa de um organismo 
a mudanças no seu ambiente, introduziram o termo “adaptativo” na teoria de controle para 
representar sistemas de controle que monitoram o seu próprio desempenho e ajustam seus 
parâmetros de forma a melhorá-lo. 
Trabalhos recentes utilizaram diferentes estratégias de projeto para controladores 
adaptativos, obtendo bons resultados, como no caso de Fileti (1995), Assis (1996) e Coelho 
et al. (2001), porém são poucas as publicações voltadas para a aplicação dessa abordagem 
de controle a processos de refino de petróleo, mais especificamente a processos de 
craqueamento catalítico fluido - FCC (Fluid Catalytic Cracking), como no caso de Melo Jr. 
et al. (2003). Segundo Seborg et al. (1989), os sistemas envolvendo reações catalíticas são 
um notável exemplo de um importante processo no qual as variações que ocorrem não são 
diretamente mensuráveis. 
Outras causas para variações de processo que podem levar à necessidade de 
ressintonização do controlador ou a um controle adaptativo são: 
1. Incrustação nos trocadores de calor; 
2. Estado de operação incomum, como falhas, start-up e shut-down ou operações em 
batelada; 
3. Perturbações grandes e frequentes como a composição da carga, qualidade do 
combustível, etc.; 
4. Variações ambientais como as tempestades, ciclos diários, etc.; 




6. Comportamento inerentemente não-linear, a exemplo da variação das taxas de 
reação com a temperatura. 
 
O caso de estudo abordado nesse trabalho, o craqueamento catalítico fluido, é um 
importante processo de conversão de correntes pesadas nas refinarias. Uma forma de 
agregar valor ao refino de petróleo é quebrar moléculas grandes presentes no chamado 
“fundo de barril”, gerando moléculas menores, de maior valor comercial. Assim, cadeias 
longas são quebradas, ou seja, craqueadas, utilizando-se catalisadores a alta temperatura 
para obtenção desses produtos mais desejáveis. O processo de craqueamento catalítico é 
conhecido pela dificuldade de operação e controle devido à forte interação entre suas 
variáveis de processo e pela complexidade das cinéticas químicas envolvidas nas reações 
catalíticas. Uma melhor operação do conversor FCC pode ser conseguida unindo o estudo 
do processo com a utilização de controladores mais elaborados, como é o caso do 
controlador adaptativo. 
Para estudo de variáveis e parâmetros de processo, técnicas estatísticas podem ser 
uma importante ferramenta, por possibilitarem a execução planejada de estudos e 
organização das respostas obtidas pelo processo. A metodologia mais utilizada para análise 
de efeitos de variáveis e suas interações é o planejamento fatorial. 
Motivados pela importância do processo de craqueamento catalítico para as 
refinarias e pelos avanços no desenvolvimento de controladores, esse estudo objetiva o 
desenvolvimento e a implementação de um controlador adaptativo ao processo. Esse 
esquema de controle foi incorporado ao FCCGUI (Fluid Catalytic Cracking Graphical 
User Interface), simulador desenvolvido em conjunto com Agremis Guinho Barbosa (pós 
doutorando LOPCA – Laboratório de Otimização, Projetos e Controle Avançado) a partir 
dos trabalhos apresentados em Moro (1992) e Ribeiro (2007), compilado em FORTRAN 
90/95 e Delphi para estudo do comportamento do processo FCC. Atualmente este 
simulador possui três tipos diferentes de controladores implementados, um PID clássico e 
dois controladores preditivos, um baseado em modelo (MPC - Model Predictive Control) e 
um por matriz dinâmica (DMC – Dinamic Matrix Control), sendo que o MPC utiliza uma 
rede neural como modelo interno. Nesse trabalho também serão apresentadas as evoluções 




1.2. Organização da Tese 
Esta tese de doutorado está organizada da seguinte forma: 
O Capítulo 2 refere-se à revisão bibliográfica realizada sobre os temas abordados 
nesse trabalho. São apresentados alguns trabalhos sobre craqueamento catalítico, 
planejamento fatorial e controle adaptativo, evidenciando a importância de cada um dos 
assuntos. 
O Capítulo 3 aborda os conceitos básicos do Craqueamento Catalítico – os 
equipamentos básicos que compõem seu conversor e seu funcionamento; Planejamento 
Fatorial – a técnica estatística que foi aplicada na análise das variáveis de processo e o 
Controle Adaptativo – os conceitos que envolvem o controlador e os principais esquemas 
para modificação de parâmetros. 
O Capítulo 4, referente à descrição do processo de craqueamento catalítico, inclui a 
apresentação das variáveis usadas tanto na modelagem matemática como no programa 
computacional. Limites e restrições de processo são descritos, bem como é feita a 
apresentação dos controladores disponíveis no simulador e que serão comparados com o 
controlador adaptativo. 
O Capítulo 5 apresenta uma descrição do simulador FCCGUI, com as suas telas e 
detalhes de funcionamento. 
O Capítulo 6 traz os resultados obtidos neste trabalho de pesquisa. Nele são 
mostrados os passos realizados para o desenvolvimento do controlador adaptativo. É 
descrito o estudo estatístico realizado nas variáveis do processo, a análise dos efeitos das 
variáveis manipuladas nas variáveis controladas, a validação do planejamento através da 
construção da tabela ANOVA e do teste F e a aplicação da técnica de sobreposição de 
curvas de contorno. É apresentado o procedimento utilizado para a obtenção das malhas 
SISO (Single Input Single Output) a partir de um sistema MIMO (Multiple Input Multiple 
Output), o desenvolvimento do modelo neural para estimativa de parâmetros e os testes 




comparações entre os controladores preditivos (DMC e MPC-RNA), o PID e o controlador 
adaptativo. 
No Capítulo 7 são apresentadas as conclusões da pesquisa e as sugestões para 
trabalhos futuros. 
No Apêndice A é descrito o modelo matemático utilizado para estudo do processo 
de craqueamento catalítico. 
No Apêndice B são apresentadas as abordagens para treinamento de redes neurais 
artificiais. 
No Apêndice C são mostrados alguns dos esquemas de controle adaptativo 





2. Revisão Bibliográfica 
Neste capítulo é feita uma revisão da literatura sobre os assuntos que foram 
abordados no desenvolvimento desse trabalho. São descritos conceitos e citados os 
trabalhos na literatura relevantes sobre o craqueamento catalítico, planejamento fatorial, 
identificação de sistemas, em especial por redes neurais artificiais, e o controle adaptativo. 
2.1. Processo de Craqueamento Catalítico Fluido 
O processo de craqueamento catalítico em uma refinaria de petróleo tem como 
objetivo a quebra de moléculas de cadeias carbônicas de alto valor de massa molar em 
cadeias mais leves e com maior valor agregado. 
A carga (gasóleo e resíduos) é previamente aquecida e entra em contato com o 
catalisador a alta temperatura, provocando sua vaporização quase que instantânea. Pela 
ação da temperatura e das propriedades catalíticas do meio, as moléculas da carga são 
quebradas e conduzidas a uma fracionadora onde as correntes são separadas. As unidades 
FCC (Fluid Catalytic Cracking) são produtoras de gás de cozinha ou gás liquefeito de 
petróleo (GLP), nafta craqueada para gasolina e resíduo aromático (RARO), além de 
diluentes de óleo combustível e correntes que comporão o óleo diesel, após serem 
hidrotratadas, como o óleo leve de reciclo (OLR) e a nafta pesada craqueada (FERREIRA, 
2008). 
O processo de craqueamento ocorre em equipamentos chamados de conversores, 
que são compostos basicamente de um tubo vertical (riser), ciclones, um vaso 
separador(stripper) e um regenerador. Por possuírem elevada interação entre suas variáveis 
de processo e em função da complexidade das cinéticas químicas envolvidas nas reações 




operar e controlar. Além disso, as exigências dos regulamentos ambientais que restringem 
as emissões de poluentes dessas unidades, como é o caso de CO, CO2, NOx e SOx, 
reforçaram a importância do controle dessas unidades (VIEIRA, 2002). 
Uma forma mais rápida e de baixo custo para avaliar o processo de FCC e treinar 
pessoal para operar a planta reside na modelagem matemática e simulação computacional. 
A modelagem representa por meio de equações matemáticas leis físicas que regem os 
fenômenos de interesse, podendo resolvê-las para diferentes condições (por exemplo: 
diferentes cargas, relações catalisador/óleo, tipo de catalisador, etc.). Estas condições 
podem ser manipuladas facilmente dependendo do objetivo da análise, tornando o processo 
muito vantajoso, principalmente quando sua reprodução experimental for onerosa ou 
demorada. 
A modelagem do FCC pode assumir vários níveis de complexidade. De um modo 
geral, um menor número de considerações restritivas sobre as equações governantes leva a 
uma maior complexidade do modelo e a uma representação mais fiel e abrangente do 
fenômeno físico. Em contrapartida, o tempo computacional consumido nos cálculos é bem 
maior. Alguns trabalhos têm sido desenvolvidos no intuito de se obter um modelo, tanto do 
conjunto conversor como dos equipamentos separados, que alie fidelidade aos fenômenos 
físicos com rapidez computacional. 
Como as velocidades das reações endotérmicas dependem do mecanismo de 
transferência de calor e a quantidade de movimento entre as fases sólida e gasosa, foi 
preciso investigar o processo de transporte das partículas pelos gases. Ding e Gidaspow 
(1990) e Tsuo e Gidaspow (1990) apresentaram modelos de escoamento gás-sólido 
baseados nas equações de Navier-Stokes, nos quais são mostrados os campos de velocidade 
ao longo de leitos fluidizados. 
Maya-Yescas e Lópes-Isunza (1997) apresentam uma comparação entre dois 
diferentes modelos matemáticos com dados industriais de uma unidade de craqueamento 
catalítico. O primeiro modelo considera uma cinética com três lumps2 para um regenerador 
                                                 
2 Lumps são agrupamentos de compostos envolvidos no processo de craqueamento em categorias que 




de leito móvel com reciclo e o segundo modelo considera o regenerador como um CSTR 
(Continuous Stirred Tank Reactor – Reator Tanque de Mistura Contínua) para cinco lumps 
usando uma relação explícita entre catalisador ativado, cinética e fenômeno de transporte. 
Para ambos os casos, o reator catalítico é considerado com duas fases no riser, onde a 
entrada de vapor foi desconsiderada. 
Lansarin (1997) propôs o desenvolvimento de modelos matemáticos para o riser e 
para o regenerador, os quais foram usados para simular o comportamento do estado 
estacionário dos reatores individualmente e em conjunto. O riser foi considerado um reator 
tubular, adiabático e em fluxo pistonado, com as reações de craqueamento ocorrendo 
conforme o modelo cinético de dez lumps. O regenerador foi modelado como um reator de 
mistura ideal. Os dois modelos reproduziram com boa precisão, individualmente ou 
conjugados, o comportamento dos reatores da Refinaria Alberto Pasqualine (REFAP). 
Martignoni (2000) apresentou uma modelagem unidimensional específica para o 
riser, baseada em dados experimentais de uma unidade piloto e utilizando um modelo de 
seis lumps: OLR, gasolina, GLP, coque, gasóleo e gás combustível. Assim como ele, 
Shayegh et al. (2000) também trabalharam com unidades de craqueamento catalítico, mas 
seus estudos se concentraram na obtenção de um modelo cinético para o leito fluidizado do 
reator. O modelo difere de outros principalmente pela taxa de decomposição do coque no 
catalisador poder ser predita a partir da conversão do gasóleo e ser isolada do rendimento 
do gás C1 a C4. Por este modelo, para 4 lumps, pode-se também concluir que o rendimento 
do gás C1 a C4 aumenta com a temperatura crescente do reator quando a produção de 
gasolina e coque diminuem e com o decréscimo da velocidade espacial quando o 
rendimento da produção aumenta. 
Penteado et al. (2002) trabalharam com a modelagem da etapa de regeneração do 
conversor considerando duas regiões para o equipamento: a fase densa e a fase diluída. A 
fase densa foi dividida entre bolha e emulsão, sendo ambas modeladas como reatores de 
mistura. O modelo é capaz de fornecer a temperatura e a quantidade de coque no 




Santos e Medronho (2007) estudaram os perfis de velocidade, concentração e 
pressão no riser. Foram realizadas simulações numéricas do escoamento bifásico 
(catalisador e gasóleo) através de um riser empregando-se o pacote comercial de 
fluidodinâmica computacional CFX 11.0. O modelo de turbulência adotado foi o k ε−  para 
a fase fluida e um modelo de teoria cinética granular para determinar a viscosidade da fase 
particulada. Os resultados obtidos foram compatíveis com os existentes na literatura, 
mostrando, assim, que a modelagem utilizada foi satisfatória para avaliar a física do 
problema bifásico em um riser de FCC. 
Heydari et al. (2010) desenvolveram um modelo com sete lumps, a saber: óleo 
residual, lump pesado, lump leve, GLP, gasolina, gás seco e coque (para predizer a 
conversão da alimentação e a distribuição de produto), para o riser do conversor FCC. Esse 
modelo foi validado através da comparação com dados industriais. 
A modelagem de todo o conversor surgiu a partir da necessidade de controle das 
plantas. McFarlane et al. (1990) desenvolveram um modelo voltado para a análise da 
variação de determinados parâmetros potenciais para controle, com equações diferencias 
ordinárias contemplando apenas variações temporais. Entretanto, abriu-se mão de uma 
análise detalhada dos componentes, com o objetivo de reduzir o esforço computacional. O 
modelo do riser não contempla a cinética de conversão da carga, e por isso o balanço de 
energia, que é fortemente afetado pelas reações endotérmicas de craqueamento, fica 
comprometido. O regenerador é modelado segundo duas regiões: uma densa e outra diluída, 
sendo analisadas como CSTR’s, ou seja, como meios contínuos e homogêneos. O modelo 
possibilita a aplicação de perturbações nas temperaturas da carga e do ambiente, na 
tendência de formação de coque e no ajuste do diferencial de pressão entre o reator e o 
regenerador. Arandes et al. (2000) propuseram um modelo para explicar o comportamento 
do riser, do stripper e do regenerador. O modelo é constituído por um conjunto de 
equações diferenciais ordinárias relativamente fáceis de resolver e apropriado para 
simulação em unidades de craqueamento. Arbel et al. (apud ZANIN, 2001) desenvolveram 
um modelo dinâmico para o conversor FCC, apresentando uma descrição das cinéticas das 




10 lumps. O modelo descreve a operação do conversor em combustão parcial e total, bem 
como a transição entre as mesmas. 
Baldessar (2005) apresenta uma modelagem dinâmica do conversor FCC, com 
ênfase para o modelo cinético de seis lumps para o riser, a saber: gasóleo, OLR, Gasolina, 
GLP, Gás combustível e Coque. Os equipamentos considerados na modelagem são o riser, 
o vaso separador/retificador e o regenerador. O modelo proposto foi validado pela 
comparação de resultados do modelo de vaporização ao longo do riser e vaporização 
instantânea da carga; pela comparação entre os resultados dos modelos de seis e quatro 
lumps e pela comparação com resultados experimentais de uma planta piloto de FCC em 
regime estacionário. 
Camolesi et al. (2008) apresentaram a implementação de um otimizador em tempo 
real (RTO) no conversor da unidade de craqueamento catalítico da Refinaria Henrique Lage 
da PETROBRAS. Na estratégia proposta, os valores ótimos das variáveis manipuladas e 
controladas são calculados pelo otimizador e implementados por um algoritmo de 
programação quadrática do controlador multivariável. 
Pode-se observar que os modelos rapidamente descritos nessa revisão, tanto para o 
conversor FCC quanto para seus equipamentos isoladamente, são desenvolvidos para 
condições ou plantas de processo específicas. Esse contínuo desenvolvimento de modelos 
matemáticos para o FCC tem por finalidade a incorporação de novas condições cinéticas ou 
termodinâmicas, com ênfase nos mais diversos cortes de petróleo ou lumps. Assim a 
escolha da melhor modelagem matemática para um sistema vai depender do objetivo do 
pesquisador, dos equipamentos, parâmetros e características operacionais que deseja 
considerar no estudo a ser realizado. 
Nessa tese é considerada a modelagem matemática desenvolvida por Moro (1992) e 
que vem servindo de base para os estudos desenvolvidos desde Ribeiro (2007). Essa 
modelagem se encontra descrita detalhadamente no Apêndice A. O modelo desenvolvido 
inclui as principais não-linearidades das secções de craqueamento e regeneração 
(considerando que o leito do equipamento é dividido em dois estágios distintos) em forma 




comparado, para várias perturbações na vazão da carga, do catalisador e na vazão de ar para 
regeneração, com dados reais de operação coletados de um conversor Kellogg Orthoflow F. 
Os resultados conseguidos foram bastante satisfatórios, considerando-se assim a utilização 
desse modelo como ferramenta base para esse trabalho. 
2.2. Planejamento Fatorial 
O planejamento fatorial é uma técnica baseada em princípios estatísticos e que vem 
sendo cada vez mais empregada no contexto da engenharia, contribuindo para a melhoria 
do desempenho de processos de fabricação, assim como no desenvolvimento de novos 
produtos. Técnicas de planejamento fatorial podem determinar o subconjunto das variáveis 
de processos que têm maior influência sobre seu desempenho. Os resultados de tal 
experimento podem conduzir ao melhor rendimento do processo, à redução na sua 
variabilidade e uma melhor conformidade aos requerimentos nominais ou alvos e à redução 
nos tempos de projeto, desenvolvimento e nos custos de operação (MONTGOMERY e 
RUNGE, 1999). 
Na execução de uma pesquisa, o tempo de duração dos experimentos e o custo para 
a realização dos mesmos são fatores relevantes para obtenção dos resultados desejados. O 
emprego de conhecimento estatístico permite aprimorar os estudos de forma racional e 
econômica. Com o uso de planejamentos fatoriais baseados em princípios estatísticos, 
pode-se extrair do sistema em estudo o máximo de informação útil, fazendo um número 
mínimo de experimentos/simulações (BARROS NETO et al., 2003). 
A metodologia do planejamento fatorial, associada à análise de superfície de 
respostas, é uma ferramenta fundamental na teoria estatística, que fornece informações 
seguras sobre o processo, minimizando o empirismo que envolve técnicas de tentativa e 
erro (BOX et al., 1978), ou seja, é uma forma racional de planejar e direcionar os estudos 
de comportamento de processos. 
Segundo Rodrigues e Iemma (2005) embora esta metodologia tenha sido proposta 




intensamente utilizada, apresentando um aumento crescente e exponencial no número de 
artigos que utilizam análise de superfície de resposta e consequentemente, planejamento 
fatorial. 
Segundo Soares (2000) com o desenvolvimento dos recursos computacionais que 
também se tornaram mais acessíveis, essa técnica passou a ser amplamente utilizada. Tanto 
para experimentos ou simulações, o cálculo e apresentação dos dados são realizados mais 
facilmente quando se dispõem desses recursos. 
Na literatura são encontradas diversas aplicações desta metodologia estatística, 
implementadas nos mais variados processos. No processamento de petróleo podem-se citar 
os trabalhos de Blasetti e De Lasa (1997) que aplicaram a técnica para estudo do riser, do 
conversor FCC, onde foram avaliados os efeito de diferentes variáveis através de um 
planejamento fatorial 32 , bem como o trabalho de Lopes et al. (2007) no qual também foi 
aplicada essa técnica para análise do processo de refino. 
Fregolente (2009) aplicou a técnica de planejamento fatorial para estudos de 
otimização realizados na refinaria de Paulínia (Replan). O seu trabalho abrange aplicações 
da técnica estatística em escala laboratorial, em ferramenta computacional, até a utilização 
da técnica em diferentes plantas industriais. 
A metodologia de planejamento fatorial na análise de variáveis de processo, 
avaliando sua significância estatística, foi utilizada por Pariona et al. (2000), Rojas (2002) e 
Kurozawa (2005). Nos trabalhos de Safizadeha (1984), Rezende (2003), Starion et al. 
(2005), Rezende (2007), Costa (2007), Kleijnen (2008) e Yalçinkaya e Bayhan (2009) os 
resultados encontrados para cada sequência da matriz de planejamento foram obtidos 
através de simulações computacionais dos processos estudados. 
Soares (2000) utilizou a técnica para seleção de variáveis, assim como Guerra 
(2001) que também utilizou as informações do planejamento estrela para análise de efeitos 
e interações de variáveis controladas. Nos trabalhos de El-Aouar (2005) e Bertan (2008), 
além da análise de efeitos das variáveis, foram gerados modelos estatísticos para predição 
do comportamento de variáveis dependentes, sendo sua significância estatística foi 




Alguns trabalhos publicados mencionaram a utilização da técnica da análise de 
superfície de resposta ou RSM para determinação de regiões ótimas como técnica de 
otimização, como Rodrigues (2006), Sampaio (2006), Oliveira (2007) e Rezende (2007). 
Incluindo os trabalhos de Costa et al. (2001) nos quais foi utilizada a técnica da análise de 
superfície de resposta combinada com modelagem e simulação. Antonio (2006) utilizou a 
técnica de sobreposição de curvas para encontrar uma região de ótimo para um processo 
osmótico. 
2.3. Controle Adaptativo 
O início das pesquisas sobre a teoria de controle adaptativo se deu no início dos 
anos de 50 do século XX, especialmente com o objetivo de projetar pilotos automáticos 
para aeronaves de alto desempenho. Como os aviões enfrentam condições muito diferentes 
entre as diversas fases do voo, o controle adaptativo parecia ser uma alternativa atraente. 
Observou-se que o controle feedback linear de ganho constante poderia funcionar bem em 
uma dada condição de operação, mas que uma vez alterada essa condição, poderiam 
surgir dificuldades no controle. Um regulador mais sofisticado, que pudesse operar bem 
sobre uma ampla faixa de condições se fazia, então, necessário. No entanto, na época, os 
computadores digitais não estavam tão desenvolvidos e as implementações de 
controladores adaptativos não obtiveram muito sucesso. 
Na década de 60, várias contribuições à teoria do controle foram importantes para o 
desenvolvimento do controle adaptativo. As teorias do espaço de estados e da estabilidade 
de Lyapunov (apud LAGES e HEMERLY, 2007) foram introduzidas. O controle 
estocástico teve grandes avanços como a compreensão da programação dinâmica com os 
trabalhos de Bellman e outros (ASSIS, 1996). Contribuições fundamentais também foram 
feitas por Tsypkin (1971) que mostrou que vários esquemas para controle adaptativo 
poderiam ser descritos sob um framework comum como equações recursivas de um tipo 
especial. Houve também maiores desenvolvimentos na identificação de sistemas off-line e 




Houve um renascimento do controle adaptativo nos anos 70 do século XX, quando 
diferentes esquemas de estimativa foram combinados com várias metodologias de projeto 
de controladores. Várias aplicações foram reportadas, mas os resultados teóricos foram bem 
limitados. O trabalho de Åström e Witternmark (1973) trouxe uma grande contribuição 
para o desenvolvimento dos controladores adaptativos mono e multivariáveis, a partir da 
implementação de um regulador auto-ajustável (STR–Self Tuning Regulator) monovariável 
obtido pela minimização da variância do sinal controlado. No fim dos anos 70 e início dos 
80 do Século XX, provas corretas de estabilidade para os sistemas adaptativos apareceram 
baseadas no critério de Lyapunov e foram aplicadas a controladores com modelo de 
referência, sendo publicadas por Narendra e Annaswamy (1989) e por Morse (apud ASSIS, 
1996), ainda que sob considerações muito restritivas. A investigação da necessidade de tais 
considerações propiciou novas e interessantes pesquisas sobre a robustez do controle 
adaptativo, bem como sobre controladores que são universalmente estabilizantes. 
O desenvolvimento do controle adaptativo para sistemas não-lineares deu-se 
principalmente na década de 90, assim como estudos abordando a sua robustez. O rápido e 
revolucionário progresso na micro-eletrônica tornou possível implementar reguladores 
adaptativos com simplicidade e baixo custo, despertando interesse tanto no meio acadêmico 
como industrial. 
O controle adaptativo é particularmente interessante para sistemas cujos parâmetros 
da planta são desconhecidos ou variam com o tempo, ou seja, assume-se que a estrutura da 
planta seja conhecida, mas que os valores dos parâmetros não. Mesmo com todo o 
progresso conseguido nas pesquisas sobre o controle adaptativo, não há ainda até o 
momento, um tratamento unificado completo, objetivo e claro, acerca dos tipos de modelos 
usuais, métodos de estimativa de parâmetros, metodologia de projeto do controlador, etc. 
(ASSIS, 1996). O enfoque usualmente adotado é combinar técnicas de estimativa de 
parâmetros com técnicas de projeto de sistemas de controle, assim, podem-se obter diversas 
estratégias de controle adaptativo. 
Clarke e Gawthrop (1975, 1979) e Gawthrop (1977) estenderam a ideia 
desenvolvida em Åström e Wittenmark (1973), com o desenvolvimento de um STR 




objetivos de desempenho. Essa abordagem inclui variações no setpoint de modo que tanto o 
problema regulatório quanto o servo sejam factíveis. 
Allidina e Hughes (1980) propuseram um controlador auto-ajustável generalizado, 
combinando a abordagem por alocação de pólos e a abordagem de Clarke de modo que se 
obtenha robustez e facilidade para perseguir o setpoint. Nessa abordagem, podem ser 
tratadas as características tanto de instabilidade quanto de fase não-mínima3, mas não 
atrasos variáveis. Deve ser mencionado que nenhuma das técnicas de alocação de pólos 
pode lidar eficientemente com perturbações desconhecidas, ou seja, estimando a 
perturbação e depois a compensando diretamente. 
Segundo Åström (1983), a atenção considerável dispensada ao STR se deve à sua 
flexibilidade, fácil entendimento e implementação com micropocessadores. Outro trabalho 
relevante de Åström veio em 1987. Nesse artigo foi desenvolvido um controlador PID auto-
ajustável baseado num modelo adaptativo em redes neurais. O modelo foi treinado on-line 
usando um algoritmo do filtro de Kalman estendido (EKF - extended Kalman filter) para 
aprender a dinâmica pós-falha do sistema. Esse método foi aplicado a um CSTR com duas 
entradas e duas saídas com várias falhas que demonstram a aplicabilidade do esquema 
desenvolvido a processos industriais. 
Gomes (1989) estudou a modelagem, controle e otimização de uma coluna de 
destilação, particularmente abordando o processo de obtenção do silício policristalino de 
grau eletrônico, produto fundamental na indústria micro-eletrônica. A esse processo de 
comportamento dinâmico, complexo e não-linear foram aplicados controladores 
adaptativos lineares e não-lineares. 
Coelho (1991) analisou os algoritmos de controle adaptativo e desenvolveu um 
controlador auto-ajustável de variância mínima generalizada e um preditivo generalizado, 
os quais foram implementados em processos multivariáveis que apresentam atrasos iguais 
                                                 
3 Um sistema causal contínuo no tempo é de fase mínima se todos os seus zeros e pólos estão 
localizados no semi-plano lateral esquerdo do plano-s. Por outro lado, um sistema estável é dito de fase 
máxima se todos os seus zeros estão localizado no semi-plano lateral direito. Sistemas estáveis de fase não-




ou diferentes entre as variáveis de processo, como por exemplo, uma coluna de destilação 
binária de alta pureza. 
Fileti (1992) implementou um controlador adaptativo, desenvolvendo um modelo 
para colunas de destilação multicomponente descontínuas. Posteriormente, Fileti (1995) 
prosseguiu com os estudos sobre controladores adaptativos utilizando dois tipos de 
abordagens ao processo de destilação em batelada: o controlador auto-ajustável e o 
adaptativo programável, que necessita do conhecimento prévio das propriedades dos 
componentes envolvidos no processo a ser controlador. Nesse trabalho também foi 
desenvolvido um controlador preditivo com modelo baseado em redes neurais para 
comparação da técnica de controle aplicada ao processo. 
Assis (1996) estudou e aplicou as principais técnicas de estimativa de estados e 
parâmetros e controle adaptativo para implementação em um processo de destilação em 
batelada, tomando como caso de estudo o processo contínuo de fabricação de etanol em 
escala industrial. Os resultados alcançados com o controlador adaptativo mostraram melhor 
desempenho quando comparados com um controlador clássico PID. 
Pedrosa (1998), a exemplo de Fileti (1995), também aplicou algoritmos de controle 
adaptativo a colunas de destilação em batelada, desenvolvendo e implementando 
experimentalmente um sistema de controle digital direto4. 
Donadon (1998) analisou alguns métodos recursivos de estimação de parâmetros da 
família dos mínimos quadráticos aplicados ao controle adaptativo auto-ajustável. 
Coelho et al. (2001) abordam a relevância dos experimentos práticos no ensino de 
controladores adaptativos, tendo como principais tópicos de ensino a identificação de 
sistemas, análise e projeto de controladores adaptativos. Em seu trabalho são apresentadas 
três metodologias de projeto: alocação de pólos (PP), variância mínima generalizada 
(GMV) e controle preditivo generalizado (GPC - Generalized Predictive Control). 
Melo Jr. et al. (2002) aplicaram um controlador adaptativo preditivo multivariável 
tipo GPC a um modelo não-linear de um fermentador alcoólico. A identificação foi feita 
simultaneamente à simulação do processo e empregou um modelo auto-regressivo com 
                                                 





polinômios de segunda ordem. O desempenho do controlador proposto foi avaliado com 
referência a um controlador PID, mais utilizado industrialmente. 
Melo Jr. et al. (2003) propuseram um controlador preditivo para aplicação em 
controle de conversores FCC Kellogg Orthoflow F. O controle baseia-se no algoritmo GPC 
e utiliza um modelo adaptativo auto-regressivo gerado por identificação em tempo real, 
usando o algoritmo RLS - Recursive Least Squares. O controlador proposto foi avaliado 
através de simulações obtendo resultados que comprovam a viabilidade da técnica. 
A implementação de um controle convencional PID para obter um ajuste fino na 
temperatura de entrada da água de aquecimento em um processo de pasteurização foi 
proposto por Berto (2004). Com o objetivo de encontrar um controle único para que a 
temperatura fosse mantida no setpoint desejado. Em seu trabalho foram testadas três 
sintonias para o controlador adaptativo PID: a primeira consistiu na implementação de uma 
função adaptativa dos parâmetros PID; a segunda em configurar os parâmetros do PID com 
os valores médios calculados individualmente para cada vazão e a terceira consistiu na 
sintonia através de uma função adaptativa ajustada pelos parâmetros de sintonia obtidos 
pela metodologia de Åström e Hägglund. A avaliação do desempenho das sintonias dos 
controladores adaptativos foi realizada por comparação dos valores dos índices de erro, 
obtidos por perturbações do sistema em malha fechada na vazão de água. Dentre as 
sintonias testadas, a terceira popularmente conhecida como bang-bang, apresentou menores 
oscilações e os menores valores dos índices de erros. 
Técnicas de controle adaptativo robustas foram estudadas por Sandes (2005). No 
seu trabalho foram realizadas análises de algumas técnicas de robustez a fim de estabelecer 
um estudo comparativo entre elas. O controle adaptativo por modelo de referência foi a 
estratégia de controle utilizada, e as simulações foram realizadas no Scilab, com a criação 
de funções para a implementação das técnicas de robustez. 
Alguns trabalhos encontrados citam a utilização de redes neurais artificiais para a 
identificação de sistemas. Neto et al. (1998) apresentaram uma abordagem de controle 
adaptativo inverso Feedback-Error-Learning para plantas lineares discretas de fase mínima 
ou não-mínima com uma entrada e uma saída (SISO - Single-Input Single-Output). Essa 




parâmetros fixados) para adaptar um filtro linear com resposta impulsiva finita, ou seja, 
uma rede neural linear, que atua como um controlador feedforward. 
Muniz (2004) implementou um algoritmo de controle preditivo e adaptativo auto-
ajustável, em um reator de pirólise operando em regime semi-batelada. O modelo utilizado 
para inferir sobre o processo é uma rede neural multicamada completamente recursiva. O 
controlador preditivo adaptativo auto-ajustável apresentou desempenho superior aos 
controladores clássicos com retroalimentação, estabilizando a temperatura sem over-shoots 
significativos, sem off-sets e conseguindo compensar os fortes distúrbios ocasionados pelo 
alívio da pressão do reator através da liberação parcial dos produtos da pirólise de borra de 
tinta. 
No trabalho de Yu et al. (2005) foi proposto um esquema de controle tolerante a 
falhas compondo um controlador PID auto-ajustável baseado numa rede neural adaptativa. 
O modelo é treinado on-line usando um filtro de Kalman estendido para aprender a 
dinâmica do sistema no pós-falha. Baseado nesse modelo, o controlador PID ajusta seus 
parâmetros para compensar os efeitos das falhas de modo que o desempenho do controle 
seja recuperado da degradação. O método é aplicado a um reator CSTR simulado com duas 
entradas e duas saídas com várias falhas, assim como Codina et al. (2010) que utilizaram 
uma rede neural multicamada para identificação de um sistema não-linear. 
2.4. Conclusões 
Nesse capítulo foram apresentados os trabalhos considerados relevantes sobre o 
processo de craqueamento catalítico, planejamento fatorial e controle adaptativo, formando 
uma base teórica para o desenvolvimento desses temas nos próximos capítulos. 
A partir dos trabalhos estudados, pôde-se iniciar a análise do processo de 
craqueamento catalítico, bem como escolher entre as técnicas estatísticas disponíveis as que 
foram utilizadas no trabalho. Basicamente a análise de efeitos e interações obtidas pelo 
planejamento fatorial completo e a otimização por análise de superfície de resposta obtida a 




Também foi possível escolher a estratégia para implementação do controlador 
adaptativo, visto que em alguns trabalhos pesquisados foram obtidos bons resultados 
adaptando os parâmetros de uma estratégia de controle tipo PID utilizando redes neurais 





3. Fundamentos Teóricos 
Nesse capítulo serão apresentados conceitos básicos sobre os temas que compõem 
esse trabalho. Será realizada uma explanação sobre o processo de craqueamento catalítico, 
planejamento fatorial, assim como serão introduzidos conceitos sobre redes neurais 
artificiais, identificação de sistemas e os controladores adaptativos, especificamente sobre o 
controlador adaptativo auto–ajustável. 
3.1. Craqueamento Catalítico Fluido 
Segundo a Sociedade Americana de Catálise (NACS), o craqueamento catalítico 
fluido é considerado uma das mais importantes conquistas da engenharia química do Século 
XX. É um processo que se caracteriza na conversão de correntes pesadas de uma refinaria 
de petróleo que teriam valor comercial inferior. No caso específico do Brasil, onde ainda 
predomina a extração de petróleo pesado, qualquer aumento da eficiência na conversão de 
cargas mais pesadas, aliado a uma maior produção diária, pode representar um ganho 
significativo.  
Apesar das recentes descobertas de petróleo leve na costa brasileira na camada de 
pré-sal, a conversão de petróleo pesado ainda encontra-se como importante processo a ser 
estudado. A carga que entra na unidade FCC é uma mistura de correntes e, dependendo do 
produto desejado, no craqueamento podem-se incorporar maiores ou menores quantidades 
de carga leve e pesada e assim obter melhores conversões de produto. 
O FCC é um processo utilizado para a conversão de hidrocarbonetos com massa 
molar mais elevada, tais como gasóleo de vácuo, proveniente da unidade de destilação a 




valor comercial, através do contato com um catalisador pulverizado em condições 










Figura 3.1 Ilustração simplificada do processo de craqueamento (ERTHAL, 2003).
 
O processo de craqueamento catalítico ocorre em equipamentos chamados de 
conversores. O conversor recebe gasóleo e resíduos previamente aquecidos provenientes da 
destilação a vácuo e carga que foi proveniente do fundo da torre de destilação atmosférica. 
Essas frações, após entrarem na unidade, são aquecidas em torno de 250°C, e encaminhadas 
para base do riser. Neste ponto, coloca-se em contato com uma grande quantidade de 
catalisador particulado5, em alta temperatura (em torno de 700°C), o que provoca a 
instantânea vaporização do óleo, fluidizando o catalisador. 
Um conversor é composto basicamente de um tubo vertical (riser), ciclones, um 
vaso separador (stripper) e um regenerador (Figura 3.2). 
 
                                                 
5 Esse material particulado pode ser caracterizado por diferentes áreas superficiais, diâmetros de 





Figura 3.2 Esquema simplificado de conversor FCC (ERTHAL, 2003). 
 
 
O riser é uma tubulação de grande comprimento e pequeno diâmetro, por onde sobe 
a mistura de catalisador e vapores de hidrocarbonetos. As moléculas vaporizadas penetram 
nos poros do catalisador, onde ocorrem efetivamente as reações de craqueamento enquanto, 
progressivamente, o coque vai se depositando na superfície dos sólidos. O coque é um 
resíduo do craqueamento catalítico e é o responsável pela desativação do catalisador. A 
velocidade de escoamento ao longo do riser é bastante elevada, fazendo com que o tempo 
efetivo da reação seja muito pequeno (1 a 4 segundos), suficiente para que todas as reações 
desejadas ocorram, formando os produtos. 
Segundo Abadie (1997), o catalisador desempenha três funções principais no 
processo: promove as reações de craqueamento, é um agente de transporte do coque e um 
agente de transferência de calor. Os catalisadores se apresentam na forma de um pó de fina 




matriz e por ingredientes funcionais. A matriz pode ser inerte (caolim), ativa (alumina) ou 
sintética (sílica). 
A matriz inerte é usada para conferir ao catalisador resistência mecânica e dureza, 
sem interferir nas reações de craqueamento. A matriz ativa é colocada na composição do 
catalisador quando há interesse que ocorra um pré-craqueamento de moléculas pesadas, 
facilitando o acesso de moléculas menores às zeólitas e a matriz sintética ou blinder (sílica) 
é o agente responsável pela incorporação da zeólita à matriz, agindo como elemento 
aglutinador (ABADIE, 1997). 
O vaso separador (stripper) recebe uma mistura de gás-catalisador e é destinado a 
propiciar um espaço físico para que ocorra a separação inercial entre as partículas do 
catalisador e os gases provenientes do craqueamento. Esta separação é feita pela 
diminuição súbita da velocidade dos vapores em ascensão e pelo aumento do diâmetro do 
equipamento. As partículas finas de catalisador que sobem junto à corrente gasosa (vapores 
de hidrocarbonetos craqueados, vapor d’água e gases inertes) são retirados por 
equipamentos fixos denominados ciclones e devolvidas ao leito do catalisador. Os ciclones 
são dispositivos montados no interior do vaso separador que utilizam a força centrífuga e da 
gravidade para separar o catalisador dos gases (mais leves). O catalisador tem sua trajetória 
retilínea convertida num movimento de rotação devido à geometria do ciclone. Em seguida 
à queda no leito do vaso separador, o catalisador passa por uma lavagem por injeção de 
vapor d'água, o que provoca a remoção da maior parte dos hidrocarbonetos remanescentes 
no catalisador, tanto da sua superfície quanto da sua parte interna (poros), arrastados pela 
corrente ascendente de vapor d'água (ABADIE, 1997). 
No stripper, cerca de 5% a 30% do material absorvido na superfície do catalisador 
corresponde aos hidrocarbonetos que podem ser recuperados pelo processo de retificação 
(stripping). O efluente gasoso, após passar por essa câmara, segue através de uma linha de 
transferência para a secção de fracionamento onde, por meio de uma torre de destilação, há 
uma separação preliminar dos produtos (ABADIE, 1997). 
O catalisador gasto (impregnado de coque) chega então ao regenerador, que tem a 




transformando-os em gases de combustão, enquanto, devido a essa eliminação, reativam-se 
as partículas de catalisador. Essa combustão ocorre devido à alta temperatura de chegada do 
catalisador ao regenerador (490°C a 550°C), à presença do coque depositado e à grande 
vazão de ar injetada pela parte inferior do regenerador. 
A queima do coque causa não só a regeneração do catalisador, mas também uma 
intensa liberação de calor, elevando a temperatura do catalisador regenerado para cerca de 
650°C a 740°C. Essa grande liberação de energia provinda da combustão do coque é a 
maior fonte de calor para o processo. 
A passagem de ar através da massa de catalisador no interior do regenerador causa a 
formação de bolhas, produzindo um efeito semelhante ao de um líquido em ebulição. O 
íntimo contato entre o ar, progressivamente transformado em gases de combustão, e os 
sólidos, permite a formação de um leito fluidizado, ou seja, o conjunto gases-partículas 
tende a se comportar como se fosse um líquido. Essa região onde predomina a massa de 
sólidos é conhecida como fase densa. Acima do leito há outra região onde predominam 
agora os gases de combustão existindo, porém, uma grande quantidade de partículas 
arrastadas, conhecida como fase diluída. Esses finos de catalisador arrastados são quase 
totalmente recuperados pelo conjunto de ciclones do regenerador, normalmente de duplo 
estágio (dois ciclones em série) (ABADIE, 1997). Através de um controlador de nível, o 
catalisador gasto é depositado na fase densa do 1º estágio, onde se inicia o processo de 
combustão. Posteriormente, o mesmo transborda sobre um vertedouro para o 2º estágio, no 
qual é concluído o processo de regeneração. O ar necessário para o processo de queima do 
coque é fornecido pelo soprador sendo constante a relação entre as razões para os dois 
estágios de regeneração (ZANIN, 2001). 
Na caldeira, os gases recebem uma quantidade extra de ar e por meio de um 
conjunto auxiliar de maçaricos, o CO é convertido quase que totalmente em CO2. Parte da 
energia produzida na queima é aproveitada na produção de vapor d'água, utilizado no 
acionamento de sopradores e compressores de gás e o restante é empregado em outras 
unidades da refinaria. A caldeira de CO é de grande importância, tanto pela sua grande 




antipoluidor. Depois da passagem pela caldeira, os gases são lançados na atmosfera por 
uma chaminé de grande altura (ABADIE, 1997). 
O catalisador, com baixo teor de coque e, portanto, com sua atividade recuperada, é 
devolvido ao riser por uma linha de transporte chamada stand-pipe passando através de 
uma válvula de controle de temperatura, TCV. Sua vazão controla a temperatura do 
catalisador no topo do riser e é função da abertura e do diferencial de pressão entre o 
regenerador e o riser. Chegando ao riser, o catalisador finalmente é misturado novamente à 
carga de alimentação, completando assim o ciclo (ABADIE, 1997). 
Nem todo o catalisador retorna ao riser, sendo necessário um descarte e reposição 
de até 5% numa base diária para manutenção da atividade catalítica do inventário. Isso se 
deve à desativação irreversível que ocorre nesses catalisadores. Uma das causas da 
desativação irreversível é a decomposição de metais, principalmente o vanádio, metal 
presente em níveis de parte por milhão no óleo e mais concentrado nos resíduos de 
destilação (MOTA et al., 2005). 
3.2. Planejamento Fatorial 
O planejamento fatorial é uma técnica que permite avaliar e comparar configurações 
básicas de projeto (parâmetros e materiais), otimizar processos, desenvolver formulação de 
produtos, dentro das especificações desejadas, que tenham melhor desempenho e 
confiabilidade ou simplesmente avaliar os efeitos que os fatores têm nas respostas 
desejadas, favorecendo assim a redução de tempo e custo de processo. (CALADO e 
MONGOMERY, 2003; RODRIGUES e IEMMA, 2005). 
Para execução de um planejamento fatorial, algumas etapas devem ser realizadas: 
uma exploratória com a determinação de uma série inicial de experimentos, uma de 
refinamento ou otimização e outra de análise estatística dos resultados. A partir dos 
objetivos, variáveis e níveis importantes definidos, vai-se avançando nas etapas do 
planejamento. Podem-se utilizar tanto variáveis de processo qualitativas (tipo de 




resultados devem ser analisados e se necessário modificações pertinentes podem ser feitas 
no planejamento fatorial. A Figura 3.3 apresenta um resumo dessa estratégia inicial 
(CALADO e MONGOMERY, 2003). 
 
 
Figura 3.3 Estratégia inicial do planejamento fatorial.
 
Um dos problemas mais comuns para quem faz experimentos é determinar a 
influência de uma ou mais variáveis de entrada (fatores) sobre outra variável de interesse 
(resposta). Os fatores em geral são variáveis manipuladas pelo processo e as respostas são 
variáveis controladas. Para isso é preciso definir os objetivos que se pretende atingir com os 
experimentos/simulações, os fatores, os valores dos fatores usados nos estados (níveis) e as 
respostas de interesse. 
Para fazer um planejamento fatorial completo, devem-se realizar 
experimentos/simulações em todas as possíveis combinações dos níveis dos fatores. Para k  
fatores, isto é, k  variáveis controladas pelo experimentador, um planejamento completo é 
representado por ky , onde y  é o número de níveis do planejamento, ou seja, para dois 
níveis exige-se a realização de 2 2 2 2k× × × =…  ensaios diferentes, sendo chamado por isso 
de planejamento fatorial 2k . As 2k  combinações possíveis dos dois níveis podem ser 




Os efeitos das variáveis independentes sobre as dependentes podem ser avaliados 
individualmente ou em grupos (interação entre variáveis). Quando o efeito de uma variável 
depende do nível de outra, pode-se dizer que as duas variáveis interagem e pode-se calcular 
o efeito dessa interação. 
O efeito principal é, por definição, a média dos efeitos das variáveis (respostas) nos 
dois níveis, mas apenas com o cálculo do efeito de interação e o efeito principal não se 
pode afirmar nada a respeito da reprodutibilidade do sistema. Dessa forma, não se tem 
nenhuma informação de quão grande é o erro inerente aos experimentos e assim não se 
pode afirmar que os efeitos calculados sejam estatisticamente significativos. Desta forma, 
para a obtenção do erro experimental podem-se efetuar ensaios idênticos no centro da faixa 
experimental, que são chamados de pontos centrais. 
O número de fatores envolvidos em um planejamento fatorial completo pode muitas 
vezes ser grande, o que eleva o número de ensaios (ou no caso dos trabalhos 
computacionais, simulações) a serem realizadas. Por exemplo, com 8 fatores, é necessário 
fazer 256 ensaios/simulações em um planejamento fatorial completo. Além disso, um 
número alto de fatores aumenta a chance de que um ou mais fatores não influenciem 
significativamente a resposta, seja através de efeitos principais, seja através de efeitos de 
interações. Sendo assim, não se faz necessária a realização de todos os experimentos (ou 
simulações) do planejamento completo. Uma alternativa ao planejamento fatorial completo 
é o planejamento fatorial fracionário que permite fazer uma triagem das variáveis, 
selecionando as mais importantes e usando um número menor de ensaios. (BARROS 
NETO et al., 2003). 
3.2.1. Análise de variância (ANOVA) 
O método mais utilizado para se avaliar numericamente a qualidade do ajuste de um 
modelo é a Análise de Variância (BARROS NETO et al., 2003). Para se fazer a análise da 
variância de um modelo, primeiramente é realizada a decomposição algébrica dos desvios 




observar que o desvio de uma resposta individual em relação à média de todas as respostas 
observadas, ( )iy y− , pode ser decomposto em duas parcelas: 
 
( ) ( ) ( )ˆ ˆi i i iy y y y y y− = − + −  (3.1)
 
Em que a primeira parcela, ( )ˆiy y− , representa o desvio da previsão feita pelo modelo 
para o ponto em questão, ˆiy , em relação à média global, iy . A segunda parcela é a 
diferença entre o valor observado e o valor previsto. 
Em um modelo bem ajustado, essa segunda diferença deve ser pequena. Isto 
equivale a dizer que o desvio ( )iy y−  deve ser aproximadamente igual ao desvio ( )ˆiy y− . 
Assim, se os desvios dos valores previstos pelo modelo são semelhantes aos desvios dos 
valores observados (ambos em relação à média y ), isso equivale de dizer que as previsões 
estão em concordância com as observações. 
 
 
Figura 3.4 Decomposição do desvio de uma observação em relação à média global, ( )iy y− , 




Para expressar esta comparação de desvios em termos quantitativos, eleva-se a 
Equação 3.1 ao quadrado e em seguida faz-se o somatório sobre todos os pontos. 
 
( ) ( ) ( )
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∑ ∑
∑ ∑ ∑  (3.2)
 
Pode-se demonstrar que o somatório dos produtos ( ) ( )ˆ ˆi i iy y y y− + − é igual a zero 
e, portanto (BARROS NETO et al., 2003): 
 
( ) ( ) ( )2 2 2ˆ ˆi i i iy y y y y y− = − + −∑ ∑ ∑  (3.3)
 
Estas somas de quadrados de desvios costumam ser chamadas de somas quadráticas, 
ou abreviadamente . .S Q  Assim, pode-se ler a Equação 3.3 como: 
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Ou seja, uma parte da variação total das observações iy  em torno da média y  é descrita 
pela equação de regressão e o restante fica por conta dos resíduos. Evidentemente, quanto 
maior for a fração descrita pela regressão, melhor será o ajuste do modelo, o que pode ser 
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Onde 2R  é chamado de coeficiente de determinação do modelo. O valor máximo de 2R  é 
de 1 e só ocorrerá se não houver resíduo nenhum e, portanto toda a variação em torno da 
média for explicada pela regressão. Quanto mais perto de 1 estiver o valor de 2R , melhor 
terá sido o ajuste do modelo às respostas observadas. 
A soma quadrática residual do modelo pode ser decomposta em duas partes: uma 
causada pelos erros aleatórios e a outra devida à falta de ajuste do modelo, como mostrado 
na Equação 3.4. 
 
[ ] [ ]
[ ]
Soma quadrática residual Soma quadrática devido ao erro puro





r ep fajSQ SQ SQ= +   
 
Onde: 
• A Soma Quadrática devido ao erro puro ( epSQ ) nos dará uma medida do erro 
aleatório, ou seja, do erro inerente aos experimentos, não tendo nada a ver com o 
modelo ajustado. 
• A Soma Quadrática devida à falta de ajuste ( fajSQ ), ao contrário da epSQ , fornece 
uma medida da falta de ajuste do modelo. 
 
Quando se dividem essas somas quadráticas pelos seus respectivos números de 




A Tabela 3.1 apresenta a chamada Tabela de Análise de Variância (ou 
simplesmente ANOVA, um acrônimo de Analysis of Variance). 
 
Tabela 3.1 - Tabela de análise de variância (ANOVA) 
Fonte de 
Variação 
Soma Quadrática Número de 
Graus de 
Liberdade 
Média Quadrática  
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Onde: 
in = número de repetições no nível i ; 
m = número de níveis distintos da variável independente; 
in n=∑ = número total de observações; 




3.2.2. Significância estatística da regressão 
Uma forma de quantificar e qualificar a significância estatística do modelo é a 
realização o teste F , comparando-se o F  calculado com o F tabelado. Admitindo-se que 
os erros seguem uma distribuição normal6, pode-se analisar a variância e usar as médias 
quadráticas para testar se a equação de regressão é estatisticamente significativa. 
Quando 1 0β = , isto é, quando não há relação entre y  e X , pode-se demonstrar que 










Como a Equação 3.5 só é válida para 1 0β = , pode-se testar esta hipótese nula 
comparando o valor calculado de R rMQ MQ  com o valor tabelado de 1, 1p nF − −
7, no nível de 
confiança desejado. Verifica-se que 1, 1R r p nMQ MQ F − −>  (tabelado), deve-se descartar a 
hipótese de que 1 0β = , tem-se então evidência estatística suficiente para acreditar na 
existência de uma relação linear entre as variáveis y  e X , e quanto maior o valor de 
R rMQ MQ  maior a significância do modelo (BARROS NETO et al., 2003). 
Também se pode usar um teste F da razão faj eqMQ MQ para avaliar se o modelo 
está ou não bem ajustado às observações. Valores altos de faj eqMQ MQ  significaram falta 
de ajuste, e vice versa. 
                                                 
6 A distribuição normal é uma das mais importantes distribuições da estatística, conhecida também 
como Distribuição de Gauss ou Gaussiana. Proposto por Karl F. Gauss para calcular probabilidades de 
ocorrência de erros em medições. A distribuição normal pode ser usada para tirar conclusões aproximadas em 
torno da média (BARROS NETO et al, 2003). 




3.2.3. Análise de superfície de resposta 
Utilizando planejamento fatorial pode-se alcançar a otimização de processos 
químicos. Alguns tipos específicos de planejamento são utilizados para otimização de 
processos, através da análise das superfícies de resposta ou RSM (Response Surface 
Methodology). Esta metodologia tem sido utilizada desde 1950 em uma ampla variedade de 
processos industriais. Para realização da análise de superfícies de resposta, é feita uma 
ampliação do planejamento fatorial. Esse tipo de planejamento é chamado de planejamento 
composto central (Central Composite Design), sendo a construção mais utilizada o 
planejamento estrela (MONTGOMERY e RUNGER, 1999). 
A metodologia de superfície de resposta consiste em um grupo de técnicas usadas 
no estudo empírico das relações entre uma ou mais medidas de respostas (BOX, 1978). 
Com essa técnica, pode-se atingir uma região ótima na superfície investigada e assim 
encontrar condições de processo que levem às respostas desejadas do sistema em estudo. 
Frequentemente, quando se está em um ponto na superfície de resposta longe do 
ótimo, pode-se notar pouca curvatura no gráfico de superfície e o modelo de primeira 
ordem é apropriado. Uma vez que a região de ótimo tenha sido encontrada, um modelo 
mais elaborado, de segunda ordem, pode ser empregado e uma análise é feita para localizar 
o máximo. Para ajustar superfícies de respostas de segunda ordem, um planejamento muito 
popular é o planejamento composto central (MONTGOMERY e RUNGE, 1999). 
Para realizar um planejamento estrela, simplesmente acrescenta-se ao planejamento 
inicial um planejamento idêntico, porém girando 45 graus em relação à orientação de 
partida. O resultado é uma distribuição octogonal, como mostra a Figura 3.5 (BARROS 
NETO et al., 2003). Um argumento geométrico permite concluir que os novos pontos, 
assim como os primeiros, estão a uma distância de 2  unidades codificadas do ponto 






Figura 3.5 Planejamento em estrela para duas variáveis codificadas. 
 
Assim, novos pontos serão incorporados no planejamento original e esse agora, com 
novas características, vai levar às regiões de máximo (maior curvatura) e as análises no 
processo poderão ser realizadas. Caso o novo planejamento apresente imprecisão para 
região de ótimo, uma nova rotação deverá ser planejada. 
A técnica de RSM é utilizada nessa tese para avaliação das superfícies de respostas 
geradas e o planejamento estrela é aplicado para encontrar as regiões de máximo para cada 
variável dependente estudada. 
3.3. Redes Neurais 
As redes neurais artificiais (RNAs) são técnicas que, inspiradas no funcionamento 
de organismos inteligentes, proporcionam a obtenção de modelos matemáticos capazes de 
representar os mais variados tipos de processos. Esses modelos caixa preta são obtidos 
através de um processo de aprendizagem (Pimentel, 2005).  
Uma rede neural é um processador maciça e paralelamente distribuído, constituído 




conhecimento experimental e torná-lo disponível para o uso. Ela se assemelha ao cérebro 
em dois aspectos (HAYKIN, 2001): 
1. O conhecimento é adquirido pela rede a partir de seu ambiente através de um 
processo de aprendizagem; 
2. Forças de conexão entre neurônios, conhecidas como pesos sinápticos, são 
utilizadas para armazenar o conhecimento adquirido. 
Um neurônio é uma unidade de processamento de informação que é fundamental 
para a operação de uma rede neural. Análogo ao sistema biológico, uma rede neural é um 
sistema de processamento de informação que possui algumas características de desempenho 








Figura 3.6 Modelo não-linear de um neurônio. 
 
Um modelo neural possui basicamente: 
 
• Um conjunto de sinapses ou elos de conexão, cada uma caracterizada por um 
peso ou função própria. Especificamente, um sinal ix  na entrada da sinapse 




importante notar a maneira como são escritos os índices do peso sináptico 
kjw . O primeiro índice se refere ao neurônio em questão e o segundo se 
refere ao terminal de entrada da sinapse à qual o peso se refere. Ao contrário 
de uma sinapse do cérebro, o peso sináptico de um neurônio artificial pode 
estar em um intervalo que inclui valores negativos bem como positivos. 
• Um somador para somar os sinais de entrada, ponderados pelas respectivas 
sinapses do neurônio; as operações descritas aqui constituem um 
combinador linear. 
• Uma função de ativação para restringir a amplitude da saída de um neurônio. 
A função de ativação é também referida como função restritiva já que 
restringe intervalo permissível de amplitude do sinal de saída de um valor 
finito. Tipicamente, o intervalo normalizado da amplitude da saída de um 
neurônio é escrito como intervalo unitário fechado [ ]0,1 , ou 
alternativamente [ ]1,1− . 
 
O modelo neuronal da Figura 3.6 inclui também um bias aplicado externamente, 
representado por kb . O bias kb  tem o efeito de aumentar ou diminuir a entrada líquida da 
função de ativação, dependendo se ele é positivo ou negativo, respectivamente. 
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Onde 1 2, ,..., mx x x  são os sinais de entrada; 1 2, , , mw w w"  são os pesos sinápticos do 
neurônio k . ku  é a saída do combinador linear devido aos sinais de entrada; kb  é o bias; 
( )ϕ •  é a função de ativação; e kY  é o sinal de saída do neurônio. O uso do bias kb  tem o 
efeito de aplicar uma transformação afim à saída ku  do combinador linear no modelo, como 
mostrado por: 
k k kv u b= =  
A maneira na qual os neurônios de uma rede neural estão estruturados está 
intimamente ligada com o algoritmo de aprendizagem usado para treinar a rede. Em geral 
podem-se identificar duas classes de arquiteturas de rede fundamentalmente diferentes: 
 
a) Quanto ao número de camadas 
a.1) Redes Alimentada Adiante (Feedforward) com Camada Única 
Na forma mais simples de uma rede em camadas, tem-se uma camada de entrada de 
nós de fonte que projeta sobre uma camada de saída de neurônios (nós computacionais) e 
vice–versa. Em outras palavras, esta rede é estritamente alimentada adiante ou acíclica. 
a.2) Redes Alimentadas Diretamente com Múltiplas Camadas 
A segunda classe de uma rede neural alimentada adiante se distingue pela presença 
de uma ou mais camadas ocultas, cujos nós computacionais são chamados 
correspondentemente de neurônios ocultos ou unidades ocultas. A função dos neurônios 
ocultos é intervir entre a entrada externa e a saída da rede de uma maneira útil. Adicionar 
uma ou mais camadas ocultas torna a rede capaz de extrair estatísticas de ordem elevada. 
Em um sentido bastante livre, a rede adquire uma perspectiva global apesar de sua 
conectividade local, devido ao conjunto extra de conexões sinápticas e da dimensão extra 




a.3) Redes Recorrentes 
Uma rede neural recorrente se distingue de uma rede neural alimentada adiante por 
ter pelo menos um laço de realimentação. Uma rede recorrente pode consistir, por exemplo, 
de uma única camada de neurônios com cada neurônio alimentando seu sinal de saída de 
volta para a entrada de todos os outros neurônios. 
b) Quanto a sua conectividade, tem-se: 
b.1) Rede completamente conectada - no sentido de que um dos nós de uma camada da rede 
está conectado a todos os nós da camada adjacente seguinte; 
b.2) Rede fracamente (ou parcialmente) conectada - se alguns elos de comunicação 
(conexões sinápticas) estiverem faltando na rede. 
3.3.1. Processo de Aprendizagem 
A propriedade que é de importância primordial para uma rede neural é a sua 
habilidade de aprender a partir de seu ambiente e de melhorar o seu desempenho através da 
aprendizagem. Uma rede neural aprende acerca do seu ambiente através de um processo 
interativo de ajustes aplicados a seus pesos sinápticos e níveis de bias. Idealmente, a rede se 
torna mais instruída sobre o seu ambiente após cada iteração do processo de aprendizagem. 
Utiliza-se uma definição de aprendizagem que é adaptada de Haykin (2001): Aprendizagem 
é um processo pelo qual os parâmetros livres de uma rede neural são adaptados através de 
um processo de estimulação pelo ambiente no qual a rede está inserida. O tipo de 
aprendizagem é determinado pela maneira pela qual a modificação dos parâmetros ocorre. 
Esta definição do processo de aprendizagem implica a seguinte sequência de 
eventos: 
1. A rede neural é estimulada por um ambiente; 





3. A rede neural responde de uma maneira nova ao ambiente, devido às modificações 
ocorridas na sua estrutura interna. 
 
Um conjunto preestabelecido de regras bem-definidas para a solução de um 
problema de aprendizagem é denominado um algoritmo de aprendizagem. Como se pode 
esperar, não há um algoritmo de aprendizagem único para o projeto de redes neurais. Em 
vez disso, tem-se um conjunto de ferramentas representado por uma variedade de 
algoritmos de aprendizagem, cada qual oferecendo vantagens específicas. Basicamente, os 
algoritmos de aprendizagem diferem entre si pela forma como é formulado o ajuste de um 
peso sináptico do neurônio (HAYKIN, 2001). Outro fator a ser considerado é a maneira 
pela qual uma rede neural, construída de um conjunto de neurônios interligados, se 
relaciona com seu ambiente, que pode ser: 
• Supervisionado – quando é utilizado um agente externo que indica à rede a resposta 
desejada para o padrão de entrada; 
• Não supervisionado – quando não existe um agente externo indicando a resposta 
desejada para os padrões de entrada; 
• Reforço – quando um crítico externo avalia a resposta fornecida pela rede. 
3.3.2. Função de Ativação 
A função de ativação define a saída, em geral não-linear, de um neurônio após o 
processamento da informação recebida. Os tipos de função de ativação, representada por 
( )ϕ υ , mais usados são: a função limiar, a função linear por partes, a função sigmóide e a 
função tangencial hiperbólica. Dentre as funções de ativação citadas, esse trabalho utiliza 






1. Função Sigmóide 
É a forma mais comum de função ativação utilizada na construção de redes neurais. 
Ela é definida como uma função estritamente crescente que exibe um balanceamento 
adequado entre comportamento linear e não-linear. Uma função sigmóide é diferenciável e 
assume um intervalo contínuo de valores entre 0  e 1. 
)(1
1)( υυϕ ae −+=  (3.8)
 



















Essa função pode assumir valores negativos, ou no limite do intervalo entre 1−  e 1. 
3.3.3. Rede Multicamada Feedforward do Tipo Perceptron Multicamadas 
As redes neurais feedforward são provavelmente o tipo de modelo neural mais 
utilizado nas tarefas de identificação e controle de sistemas dinâmicos não-lineares. Uma 
das razões para este sucesso está relacionada ao fato destas estruturas serem capazes de 
modelar adequadamente tanto relações funcionais simples quanto complexas (MELEIRO, 
2002). 
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Onde os bias kb  e os pesos jw  são constantes (ajustados durante o treinamento e mantidos 
fixos durante a operação) e f  é uma função de ativação não-linear. 
Neste tipo de redes, a saída de um neurônio (Equação 3.10) é conectada à entrada de 
outro neurônio, assim, uma rede neural com uma única saída e apenas uma camada oculta é 
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Onde sf  é a função de ativação e sb  é o termo de polarização do neurônio da camada de 
saída; Wj são os pesos da saída de cada neurônio da camada oculta e ijw  são os pesos de 
conexão da entrada j  ao i-ésimo neurônio da camada oculta. 
Como consequência da saída da rede neural ser descrita por uma função não-linear, 
seus parâmetros devem ser determinados por algoritmos específicos para estimação não-
linear. Existem muitos tipos de algoritmos específicos para a estimação de parâmetros de 
redes neurais, dentre os quais se destaca o método do gradiente como o algoritmo utilizado 
com maior frequência. 
O treinamento supervisionado de redes neurais artificiais com várias camadas 
envolve uma etapa crucial: a determinação dos pesos das conexões sinápticas, que pode ser 
vista como um problema de otimização não-linear irrestrita, onde uma função do erro 




métodos para otimização: Levenberg-Marquardt (LM), Broyden–Fletcher–Goldfarb-
Shanno (BFGS) e Gradiente conjugado escalonado (SCG). 
3.3.4. Algoritmo de Retropropagação (Backpropagation) 
Os perceptrons8 de múltiplas camadas têm sido aplicados com sucesso para resolver 
diversos problemas difíceis através do seu treinamento de forma supervisionada com um 
algoritmo muito popular conhecido como algoritmo de retropropagação de erro (error 
backpropagation). Esse algoritmo é baseado na regra de aprendizagem por correção de 
erro, é também referido na literatura como algoritmo de retropropagação 
(backpropagation). 
Basicamente, a aprendizagem por retropropagação de erro consiste de dois passos 
através das diferentes camadas da rede: um passo para frente, a propagação, e um passo 
para trás, a retropropagação. No passo para frente, um padrão de atividade (vetor de 
entrada) é aplicado aos nós sensoriais da rede e seu efeito se propaga através da rede, 
camada por camada. Finalmente, um conjunto de saídas é produzido como a resposta real 
da rede. Durante o passo de propagação, os pesos sinápticos da rede são todos fixos. 
Durante o passo para trás, por outro lado, os pesos sinápticos são todos ajustados de acordo 
com uma regra de correção de erro. Especificamente, a resposta real da rede é subtraída de 
uma resposta desejada (alvo) para produzir um sinal de erro. Este sinal de erro é então 
propagado para trás através da rede, contra a direção das conexões sinápticas – vindo daí o 
nome de “retropropagação de erro” (error backpropagation). Os pesos sinápticos são 
ajustados para fazer com que a resposta real da rede se mova para mais perto da resposta 
desejada, em um sentido estatístico (HAYKIN, 2001). 
Existem métodos que melhoram significativamente o desempenho do algoritmo de 
retropropagação, como: maximização do conteúdo de informação para treinamento da rede; 
escolha da função de ativação, entre outros citados por Haykin (2001). 
                                                 




3.4. Identificação de Sistemas 
A geração de modelos matemáticos para reprodução de sistemas dinâmicos envolve 
o conhecimento prévio das características do sistema. Infelizmente, poucos são os casos em 
que se dispõe de tempo e conhecimento suficientes para desenvolver modelos a partir das 
equações que regem a física do processo. 
A identificação de sistemas é um procedimento alternativo para construção de 
modelos, preocupada com a representação matemática e o comportamento do sistema. Mais 
especificamente, a identificação procura derivar expressões matemáticas as quais 
relacionem os conjuntos de entradas observadas e saídas dadas no processo (GHIGGI, 
2010). 
A motivação básica é simples. Supondo que estejam disponíveis os sinais de entrada 
( )u k , e saída, ( )y k , de um sistema real qualquer. A identificação de sistemas se propõe a 
obter um modelo matemático que explique, pelo menos em parte e de forma aproximada, a 
relação de causa e efeito presente nos dados. Ou seja, tenta-se responder à pergunta: que 
modelo há que, ao ser excitado por ( )u k , resulta em ( )y k ? Obviamente, essa pergunta é 
muito geral e na prática restringe-se à busca de modelos a famílias relativamente pequenas. 
Por exemplo, pode-se buscar um modelo ARX (Autoregressive Model with Exogenous 
Inputs – Modelo Auto-Regressivo com Entradas Exógenas) de até quarta ordem que melhor 
represente a dinâmica presente nos dados. Como consequência dessa restrição, corre-se o 
risco de que a família de modelos usada na busca não seja a mais adequada (AGUIRRE, 
2007). 
Especificamente, a identificação de sistemas é um processo recursivo, contendo 
diversas iterações. As principais etapas de um problema de identificação são: 
• Testes dinâmicos e coleta de dados. Uma vez que a identificação se propõe a obter 
modelos a partir de dados, é necessário gerar tais dados. Muitas vezes, os únicos 
dados disponíveis serão dados de “operação normal”. Em outras situações, 




dinâmica do sistema. Problemas importantes relacionados a esta etapa são a escolha 
dos sinais de excitação, a execução do teste e a escolha do tempo de amostragem; 
• Escolha da representação matemática a ser usada. Importante etapa da identificação 
é a correta escolha da representação matemática do sistema. Algumas dessas 
representações podem fazer uso de funções transferência em tempo contínuo, 
usadas em problemas de identificação determinística, outras utilizam representações 
ARMAX (Autoregressive Moving Avarage with Exogenous Inputs – Modelo Auto-
Regressivo de Média Móvel com Entradas Exógenas), que frequentemente são 
utilizadas em identificações estocásticas; 
• Determinação da estrutura do modelo. No caso de modelos lineares, a escolha da 
sua estrutura se restringe, basicamente, à escolha do número de pólos e de zeros, 
bem como à determinação do atraso puro de tempo; 
• Estimativa de parâmetros. Muitos dos algoritmos utilizados são variantes dos 
métodos clássicos de mínimos quadrados, desde que esses métodos e variantes 
escolhidos sejam lineares nos parâmetros. 
• Validação do modelo. Obtida uma família de modelos, é necessário verificar se eles 
incorporam ou não as características de interesse do sistema original. Além disso, é 
interessante comparar os modelos entre si e decidir se há algum candidato 
significativamente melhor que os demais. Essa etapa é muito subjetiva, sendo que o 
resultado da validação dependerá fortemente da aplicação pretendida para o modelo 
e da quantidade de informação disponível sobre o sistema original. 
 
O que se percebe, portanto, é que o termo identificação é frequentemente usado na 
literatura da área de controle se referindo meramente ao segundo passo, à estimativa de 
parâmetros. Enquanto a estrutura do modelo é assumida como já sendo previamente 
definida, baseada em algum conhecimento do comportamento temporal e frequencial do 
sistema. Este é especificamente o caso de identificação adaptativa, onde a estrutura do 




medida do erro da saída do modelo comparado com a saída atual da planta (GHIGGI, 
2010). 
Quando se procura uma técnica que forneça o maior número de vantagens e que 
funcione bem para a maioria dos problemas de identificação, certos tipos de redes neurais 
artificiais despontam como uma excelente opção. Particularmente, as redes do tipo 
perceptron multicamadas têm apresentado um crescente aumento nas aplicações de 
identificação e controle de processos. De acordo com NG (1997) e NORGAARD et al. 
(2000), publicações recentes indicam que na última década numerosas aplicações práticas 
evidenciam o fato de que as redes do tipo MLP possuem uma impressionante capacidade, 
tanto para modelagem de processos não-lineares, quanto para aplicação em diversas 
estratégias de controle de processos (MELEIRO, 2002). 
Apesar de haver um aumento da complexidade quando comparado com a 
identificação de sistemas lineares, muitos dos resultados estabelecidos na teoria 
convencional de identificação de sistemas também se aplicam à identificação de sistemas 
não-lineares. Assim, a identificação de sistemas baseada em redes neurais artificiais pode 
ser encarada, sob muitos aspectos, como uma extensão natural da abordagem convencional 
de identificação de sistemas lineares (NORGAARD et al., 2000). 
3.4.1. Estimativa de parâmetros 
Segundo Aguirre (2007) o objetivo da estimativa de parâmetros é perceber as 
semelhanças e diferenças com relação ao problema de identificação de sistemas. 
Para introduzir o problema, supõe-se que estejam disponíveis medições de duas 
grandezas x  e y . Tais variáveis estão relacionadas da seguinte forma ( )y f x= . Uma 
situação comum ocorre quando a função f ( )i  é caracterizada por um vetor de parâmetros θ  
e tal relação pode ser explicitamente representada escrevendo-se ( , )y f x θ= . O problema 
de estimação de parâmetros consiste em estimar θ  a partir de um conjunto de medidas de 




Pode-se levantar uma série de questões envolvidas na estimação de parâmetros, 
conforme listado a seguir (AGUIRRE, 2007): 
• A estimação de parâmetros é uma etapa que sucede à escolha da função ( )f i , 
função estimada, ou seja, primeiramente deve-se definir a função estimada e só após 
proceder à estimativa dos parâmetros θ ; 
• A escolha da função ( )f i  dependerá das características do processo e dos objetivos 
do procedimento pelo qual se deseja estimar os parâmetros; 
• Quando os parâmetros forem estimados de uma só vez, a partir de um conjunto de 
medidas, são chamados de estimativa em batelada. No caso dos parâmetros 
mudarem com o tempo, é possível ter-se uma estimativa de θ , ( )tθ , se medições 
,i ix y  forem feitas periodicamente e usadas para atualizar o valor estimado do vetor 
de parâmetros. Isso é conhecido como estimativa recursiva de parâmetros. 
 
Em muitos problemas práticos de estimativa de parâmetros, a função ( )f i  será uma 
equação dinâmica, ao invés de uma equação estática. Uma das consequências disso é que a 
escolha de tal função não será necessariamente simples e nem sempre a forma de ( )f i  se 
tornará evidente observando-se um gráfico. Em diversos problemas, tal função é obtida a 
partir do desenvolvimento das equações que descrevem a física do sistema. 
Em problemas de identificação de sistemas, não apenas o vetor θ deve ser estimado 
como também a função ( )f
 i  precisa ser determinada. Logo, pode-se dizer que a estimativa 
de parâmetros é apenas uma das etapas (normalmente a mais simples) de um problema de 
identificação de sistemas. Uma diferença importante, entretanto, é que em muitos 
problemas de identificação de sistemas, ao contrário do problema de estimação, os 
parâmetros normalmente não têm nenhum significado físico. 
O que vai determinar se os parâmetros da função ( )f
 i  representam parâmetros 
físicos do sistema é a escolha de ( )f




estrutura matemática apta para descrever uma relação de causa e efeito, os parâmetros 
normalmente não terão significado físico e o modelo resultante é chamado de um modelo 
tipo caixa preta. Ao contrário, se ( )f
 i  for derivada a partir das equações que descrevem o 
comportamento do processo (por exemplo, equações de conservação de massa, equações de 
Kirchhoff, etc.), os parâmetros normalmente terão um significado físico bastante claro (são, 
por exemplo, massas, coeficientes de troca de calor, resistências elétricas, etc.). 
3.4.2. Estimativa de Modelos Neurais 
A estimativa de modelos é conhecida como o processo de seleção de um modelo a 
partir de uma estrutura previamente determinada. Ao se tratar de redes neurais, no entanto, 
é tratado como treinamento ou aprendizado (NORGAARD et al., 2000). 
Uma vez que um conjunto de modelos candidatos tenha sido escolhido, o passo 
seguinte é escolher um modelo em particular desse conjunto. Normalmente tal escolha é 
feita baseada em algum tipo de critério de desempenho. Esse critério pode ser formulado de 
várias maneiras, contudo, ele deve estar relacionado com a futura aplicação do modelo. A 
estratégia mais frequente é escolher o modelo que exibe o melhor desempenho em 
predições um passo adiante em termos do menor erro quadrático médio entre as saídas 
observadas e as predições do modelo. Todavia, este critério pode não ser adequado para 
aplicações em estratégias de controle avançado, onde o desempenho desejado é não apenas 
a melhor predição um passo adiante, mas também predições o mais acuradas possíveis em 
um horizonte relativamente grande (predições k  passos adiante). A necessidade de 
modelos que forneçam bons resultados em simulações recursivas está intimamente 
relacionada com a filosofia dos controladores preditivos. 
Mesmo que o critério para caracterizar o melhor modelo seja simples, não é fácil 
garantir que o algoritmo de treinamento convergirá para o ponto ótimo. O problema está 
relacionado ao fato de que frequentemente existem muitos mínimos locais no mapeamento 





As abordagens mais utilizadas para o treinamento de redes é a modelagem direta e 
inversa. Essas abordagens encontram-se detalhadas no Apêndice B desta tese. 
Uma vez que uma estrutura de identificação tenha sido escolhida, a rede neural 
envolvida pode ser designada como rede feedforward ou recorrente. Então, o problema 
restante da estimativa dos parâmetros adaptados para simular o modelo real é traduzido em 
treinamento de redes neurais para comportar-se como no sistema real. Os conceitos 
conhecidos da retropropagação podem ser usados com sucesso em ambas as redes 
feedforward e recorrente. 
A fim de se estimar os parâmetros de uma rede neural multicamada são utilizados 
algoritmos de estimação não-linear, tais como o de retropropagação do erro 
(backpropagation), apresentado na Secção 3.3.4 ou o operador de extensão. (AGUIRRE, 
2007). 
Importante mencionar que a determinação das estruturas dos modelos não-lineares 
implica na definição de quais e quantos regressores serão usados para compor o modelo. 
No caso de redes neurais, a determinação de estrutura (topologia da rede) envolve escolher 
o número de nodos, o número de camadas, o tipo da função de ativação, quais conexões são 
necessárias e que variáveis de entrada usar. 
3.5. A Maldição da Dimensionalidade 
Uma vez que os sistemas não-lineares apresentam as propriedades de superposição e 
homogeneidade, existe a necessidade de excitar o sistema adequadamente através de um 
sinal de entrada rico o suficiente em frequências e amplitudes. Isto significa que o sistema 
deve ser excitado com todas as combinações de frequências e amplitudes passíveis de 
ocorrer dentro de sua faixa operacional. A geração de uma base de dados como esta 
implica, invariavelmente, em um número muito maior de dados necessários para identificar 
um sistema não-linear quando comparado aos sistemas lineares. Como consequência, o 




sistema não-linear com uma dada acurácia cresce exponencialmente com a dimensão do 
espaço de entradas do mapeamento a ser aproximado. Este é um problema bem conhecido e 
chamado de “Maldição da Dimensionalidade” (HAYKIN, 2001). Este problema foi 
introduzido por Belmann (1961) e significa a impossibilidade de execução de um algoritmo 
para certas instâncias de um problema, pelo esgotamento de recursos computacionais para 
obtenção de sua saída. 
Segundo Meleiro (2002), esse problema configura um ponto fraco da abordagem 
caixa-preta não-linear, cuja gravidade fica pronunciada quando se trata de sistemas de 
grande porte. Contudo, alguns resultados relativamente recentes envolvendo estruturas 
hierárquicas vêm sendo reportados na literatura especializada como solução viável para este 
tipo de problema. Campello e Amaral (apud Meleiro, 2002) apresentam resultados bastante 
significativos nesta linha de pesquisa. 
3.6. Controle Adaptativo 
O termo adaptação é definido na biologia como uma conformação vantajosa de um 
organismo a mudanças no seu ambiente. Inspirados por esta definição, Drenick e 
Hahbender (apud LAGES e HEMERLY, 2007) introduziram o termo sistema adaptativo na 
teoria de controle, para representar sistemas de controle que monitoram o seu próprio 
desempenho e ajustam seus parâmetros de forma a melhorá-lo. 
Analisando essa definição, nota-se que ela é imprecisa e dependendo de sua 
interpretação, pode englobar sistemas de retroalimentação convencionais. Existem 
diferentes definições de sistemas de controle adaptativo em uso na literatura. As definições 
e classificações de sistemas adaptativos ainda são pouco exploradas devido à grande 
variedade de mecanismos através dos quais a adaptação pode ser conseguida. Uma 
proposição amplamente aceita é que um sistema de controle adaptativo é uma classe 
especial de sistemas não-lineares que surge ao se tentar controlar plantas com parâmetros 
desconhecidos através da variação automática dos parâmetros do controlador 




Uma definição pragmática de controle adaptativo foi proposta por Chalam (1987): 
um sistema de controle adaptativo deve prover continuamente o estado do processo, ou 
seja, identificá-lo; deve comparar o desempenho do sistema com o considerado ótimo ou 
desejável e decidir adaptá-lo de modo que ele tenda a apresentar o desempenho desejado; e 
finalmente realizar o ajuste propriamente dito. Pode-se dizer também que um controlador 
não-adaptativo é baseado somente em informações a priori, enquanto que o controle 
adaptativo se baseia também em informações a posteriori. 
É importante ressaltar que um sistema de controle adaptativo é um sistema não-
linear ainda que tanto a planta quanto o controlador sejam sistemas lineares. Ou seja, a 
adaptação dos parâmetros em malha fechada faz com que o sistema resultante torne-se não-
linear. 
A grande vantagem do controle adaptativo é que mesmo utilizando um modelo 
simplificado do processo, a representação exata do comportamento do sistema não é muito 
prejudicada, pois esse modelo é atualizado para cada intervalo de amostragem ou de acordo 
com o período de tempo necessário, através do estimador de parâmetros. Como essa 
atualização é em geral realizada de maneira recursiva, por exemplo, através de filtros 
recursivos, o esforço computacional para a identificação e resolução do modelo é 
sensivelmente menor quando comparado com uma estimativa off-line acompanhada da 
resolução de um modelo rigoroso (ASSIS, 1996). 
O diagrama apresentado na Figura 3.7 ilustra a ideia do controle adaptativo, em que 
as variáveis refY , u  e Y  correspondem, respectivamente, aos sinais de referência, entrada e 
saída da planta. A ideia de controle basicamente se resume a duas malhas. Uma delas é uma 
malha bastante comum na teoria de controle: a malha feedback. A outra malha, por outro 





















Figura 3.7 Diagrama de blocos genérico de um controle adaptativo (LAGES e HEMERLY, 
2007). 
 
Diferentes propostas de controle adaptativo são encontradas na literatura, mas três 
esquemas são os mais utilizados: escalonamento de ganho (Gain Schedule - GS), controle 
adaptativo por modelo de referência (Model-Reference Adaptive Control - MRAC) e 
Regulador Auto-ajustável . Como o objetivo deste trabalho é o estudo de controladores 
adaptativos auto-ajustáveis, será realizada uma breve descrição dos dois primeiros tipos e 
uma descrição mais detalhada do STR será apresentada na secção seguinte. 
3.6.1. Escalonamento de ganho 
O controlador adaptativo com ganho programado (GS - gain scheduling), também 
chamado de ganho programado ou adaptação programada, é uma das primeiras e mais 
intuitivas abordagens para controle adaptativo. Essa técnica se baseia em achar uma 
variável auxiliar do processo que não seja a saída da planta usada na retroalimentação e que 
se correlacione bem com as suas variações dinâmicas (ASSIS, 1996). É possível então 
compensar as variações dos parâmetros da planta pelas mudanças nos parâmetros do 







Lei de adaptação 














Figura 3.8 Diagrama de blocos de um controle adaptativo por escalonamento de ganho 
(LAGES e HEMERLY, 2007). 
 
Tipicamente os parâmetros do controlador são variados de forma discreta dentro de 
um conjunto pré-definido. Ou seja, são projetados controladores fixos para diversas regiões 
de operação da planta e o algoritmo de controle adaptativo consiste em selecionar, em 
função das variáveis auxiliares, qual desses controladores é o mais adequado em um dado 
instante de tempo. 
O GS é um método conveniente apenas se a dinâmica da planta varia de forma 
conhecida em função de poucas variáveis facilmente medidas. A desvantagem dessa 
metodologia é que consiste em um esquema de adaptação em malha aberta. 
Adicionalmente, se o número de regiões de operação da planta for elevado, o esforço 
necessário para o projeto pode ser muito grande, pois é necessário projetar um controlador 
para cada uma destas regiões. Outra dificuldade inerente a este método é a prova da 
estabilidade do controlador resultante. Mesmo que seja possível provar a estabilidade para 
cada um dos controladores associados, não existe garantia que ao se chavear entre eles, o 
sistema resultante continuará estável. 
3.6.2. Controlador adaptativo com modelo referência 
No MRAC a ideia básica é fazer com que o sistema sob controle comporte-se como 
um dado modelo de referência, como mostra a Figura 3.9 (LAGES e HEMERLY, 2007). O 











adaptativo neste caso é fazer com que a saída da planta convirja assintoticamente para a 













Figura 3.9 Diagrama de blocos de um controle adaptativo por modelo de referência (LAGES e 
HEMERLY, 2007). 
 
A escolha do modelo de referência é parte do projeto do MRAC e deve por um lado 
refletir as especificações de desempenho do sistema de controle, como tempo de subida, 
tempo de acomodação, over-shoot, etc., e, por outro lado, deve ser tal que exiba um 
comportamento possível de ser atingido pelo sistema de controle. Assim, a escolha do 
modelo de referência está sujeita a restrições em sua estrutura, como ordem e grau relativo, 
que dependem da estrutura do modelo da planta. 
O controlador pode ser interpretado como tendo dois ramos, um interno, constituído 
por um controlador e pelo processo e outro externo. Os parâmetros do controlador são 
ajustados pelo ramo externo, de tal modo que o erro entre a saída do modelo my  e a saída 
do processo Y , seja pequeno. É necessário um mecanismo de ajuste tal que o erro seja 
reduzido à zero simultaneamente com a garantia de estabilidade do sistema, sendo esta a 















3.7. Controle Adaptativo Auto-Ajustável 
Segundo Assis (1996), nos controladores convencionais (não adaptativos), os 
parâmetros do controlador são computados a partir dos parâmetros da planta. Se os 
parâmetros da planta não são conhecidos, é intuitivo substituí-los pelas suas estimativas 
determinadas por algum estimador (on-line) de parâmetros. O controlador obtido desta 
forma, isto é, combinando-se um esquema de identificação on-line de parâmetros com um 
controlador convencional, é denominado STR. Esse tipo de controle adaptativo foi proposto 
originalmente por Kalman (1958) e posteriormente analisado por Åström e Wittenmark 
(1973) que inicialmente propuseram um controlador para um processo de uma entrada e 
uma saída (SISO), com um modelo com parâmetros constantes, um estimador utilizando 
mínimos quadrados recursivos e um projeto de controlador que minimizava a variância da 
saída. 
O diagrama de blocos de um controlador genérico é mostrado na Figura 3.10. 
Dependendo da complexidade do bloco da lei de adaptação podem-se ter duas grandes 
classes de algoritmos STR: os adaptativos indiretos e os diretos. O esquema 
conceitualmente mais simples é aquele no qual o sistema é parametrizado de uma forma 
natural e a síntese do controlador é feita com base no modelo estimado do sistema, como 
mostra a Figura 3.10. Essa classe de algoritmos é denominada indireta, pois a lei de 
controle é obtida indiretamente através do modelo do sistema. Estes esquemas também são 
denominados explícitos, pois o projeto é baseado em um modelo explícito do processo 






















Figura 3.10 Diagrama de blocos de um controle adaptativo indireto (LAGES e HEMERLY, 
2007). 
 
Em alguns casos é possível parametrizar o sistema diretamente em termos dos 
parâmetros da lei de controle, tornando o projeto da lei de controle trivial. Esta classe de 
algoritmos é denominada direta, já que a lei de controle é diretamente estimada, como 
mostra a Figura 3.11. Estes esquemas são denominados implícitos, pois o projeto é baseado 









Figura 3.11 Diagrama de blocos de um controle adaptativo direto (LAGES e HEMERLY, 
2007). 
 
A quase totalidade dos algoritmos adaptativos auto-ajustáveis se baseia em modelos 
reduzidos lineares do processo ou sistema a ser controlado. A aplicação destes algoritmos a 
sistemas não-lineares se fundamenta na suposição que as não-linearidades podem ser 
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aproximadas por modelos lineares não-estacionários, com parâmetros variantes. Suposição 
esta que se revela válida para a grande maioria das aplicações, especialmente se as 
perturbações não afetam demasiado o processo de seu ponto normal de operação, ou se as 
não-linearidades não são demasiadamente exacerbadas (GOMES, 1989). 
O método STR de projeto de controladores pode ser resumido por uma estrutura de 
controle e uma relação entre os parâmetros da planta e os parâmetros do controlador. Como 
os parâmetros da planta não são usualmente conhecidos, utiliza-se de um algoritmo 
recursivo de identificação de parâmetros para defini-los. Os parâmetros do controlador são 
então obtidos a partir dos parâmetros estimados do processo, considerando que estes são os 
verdadeiros parâmetros. Este é o chamado princípio da equivalência à certeza9. Com esse 
enfoque, pode-se obter uma grande quantidade de algoritmos, dependendo de quais as 
técnicas de estimativa e de controle sejam combinadas. Obviamente, algumas combinações 
funcionarão melhor que outras e algumas simplesmente não funcionarão. Por outro lado, 
para alguns esquemas será possível obter provas de estabilidade e convergência (LAGES e 
HEMERLY, 2007). 
A estabilidade e a convergência de controladores STR são geralmente mais difíceis 
de se garantir do que controladores MRAC, frequentemente exigindo suposições sobre as 
propriedades dos sinais envolvidos, de forma a garantir a convergência dos parâmetros 
estimados para os seus valores reais. Se os sinais não forem ricos o suficiente, as 
estimativas dos parâmetros podem não estar próximas dos valores reais e a estabilidade e 
convergência do sistema de controle podem não ser garantidas. Nesses casos, devem-se 
introduzir sinais de perturbação nas entradas, para garantir a sua riqueza ou modificar a lei 
de controle (LAGES e HEMERLY, 2007). 
                                                 
9 O princípio da equivalência à certeza torna possível primeiro resolver o problema determinístico 
com parâmetros conhecidos e então obter o controlador ótimo para parâmetros desconhecidos pela 
substituição dos valores verdadeiros dos parâmetros pelos valores estimados. Assim, no controle equivalente à 





Controladores STR são obtidos combinando-se uma técnica de estimativa de 
parâmetros com uma técnica de controle. As técnicas de controle mais utilizadas são 
Variância Mínima (MV), Variância Mínima Generalizada (GMV), Controle Preditivo 
Generalizado (GPC) e Alocação de Pólos (PP), as mesmas encontram-se descritas no 
Apêndice C. Para possibilitar a implementação do controlador em tempo real, utilizam-se 
técnicas de estimativa de parâmetros recursivas, principalmente Mínimos Quadrados 
Recursivo (RLS), Mínimos Quadrados Estendido (ELS), Método de Erro de Predição 
(PEM) e Variáveis Instrumentais (IV). 
Assim, o procedimento básico é resolver o problema de controle supondo 
parâmetros conhecidos e a seguir substituir tais parâmetros pelas suas estimativas. O 












Figura 3.12 Diagrama de blocos do controle adaptativo baseado na equivalência à certeza 























Esse capítulo teve como objetivo uma breve descrição do processo de 
craqueamento catalítico apresentando os principais equipamentos que compõem um 
conversor FCC. Foram apresentados também conceitos sobre o planejamento fatorial com 
introdução das metodologias utilizadas para análise de variáveis e otimização de processos. 
Finalmente, foi disposta a teoria do controlador adaptativo e as principais técnicas de 
modificação de parâmetros do controlador. A base teórica aqui formulada contribuiu na 






4. Esquemas de Controle do Processo FCC 
Nesse capítulo é feita uma breve descrição do processo de craqueamento catalítico 
fluido para a introdução das variáveis manipuladas e controladas do processo, as malhas de 
controle do conversor, os valores dos parâmetros, limites e restrições de processo. É 
apresentada também uma breve descrição dos três tipos de controladores implementados no 
simulador FCCGUI, quais sejam: o PID, o DMC e o MPC baseado em uma rede neural. 
4.1. O processo 
No craqueamento catalítico fluido a corrente de alimentação é introduzida no 
conversor FCC (riser), onde ocorre a reação de craqueamento catalítico que demanda 
temperaturas na faixa de 500ºC a 550°C (Figura 4.1). Os produtos formados contendo as 
frações mais leves de hidrocarbonetos são levados para a etapa de recuperação, constituída 
de colunas de destilação ou fracionadoras e absorvedoras. 
Durante o processo, o coque formado pelas reações secundárias de polimerização 
deposita-se sobre as partículas de catalisador, reduzindo drasticamente a sua atividade e 
fazendo com que seja necessário um procedimento de regeneração, que é feito através de 
combustão. Assim, o processo FCC constitui-se basicamente de duas secções: a de reação, 
onde o catalisador é colocado em contato com a carga e a de regeneração, onde o coque é 
queimado. Na secção de reação ocorre consumo de energia, formação de coque e 
desativação do catalisador, que passa a ser chamado de catalisador gasto. Na secção de 
regeneração ocorre a queima do coque com a consequente reativação do catalisador e 
geração de energia, que será utilizada na secção de reação. É extremamente importante a 
existência de um controle que permita balancear termicamente o sistema, ou seja, que faça 



















Figura 4.1 Unidade FCC de Craqueamento Catalítico 
 
O Conversor pode ser dividido em três partes: 
1) Riser: Local onde ocorre a reação de craqueamento em leito de arraste na presença 
de catalisador sob condições de controle de temperatura (TRX). 
•  A vazão de catalisador regenerado introduzida no riser é controlada pela 
abertura de uma válvula (CTCV). 
• A vazão (RTF) e a temperatura (TRF) da corrente de alimentação são variáveis 
também usadas para controlar a operação do conversor. 
• A temperatura do riser (TRX) deve ser controlada para permitir a obtenção de 
uma conversão adequada da reação de craqueamento, a qual pode ser 
caracterizada pela severidade da reação (SEVER). 
 
2) Reator: Local onde os produtos gasosos da reação são separados do catalisador pela 




estritamente incorreto porque as reações de craqueamento ocorrem no riser, sendo 
essa nomenclatura devida a motivos históricos. 
• Os produtos (vapores) provenientes da reação são levados para uma coluna de 
destilação (fracionadora) principal e separados de acordo com o seu ponto de 
ebulição, enquanto que o catalisador coqueado (desativado) passa por um 
stripper, onde o vapor d’água é usado para retirar o excesso de hidrocarbonetos 
do sólido e entra na 3ª parte da unidade FCC, o regenerador. 
 
3) Regenerador: Local onde ocorre a regeneração do catalisador. 
• O coque, depósito de carbono que fica aderido à superfície do catalisador impedindo 
que a reação catalítica ocorra, é queimado na presença de ar, cuja vazão (RAI) é 
manipulada; 
• O regenerador é ainda dividido em cinco partes descritas a seguir. O catalisador que 
vem do reator é depositado no compartimento, denominado 1º estágio da fase 
densa, onde sofre a primeira combustão. O catalisador então transborda para o 2º 
compartimento, denominado 2º estágio da fase densa, onde depois de uma segunda 
queima de coque, o catalisador regenerado retorna ao riser. Acima dos 
compartimentos de depósito de catalisador, encontram-se os gases de combustão, os 
quais apresentam características distintas em diferentes partes do regenerador, sendo 
que três zonas principais podem ser identificadas: A 1ª zona, denominada 1º estágio 
da fase diluída localiza-se acima da fase densa do 1º estágio e é constituída pelos 
gases de combustão provenientes da queima do coque desta fase. A 2ª zona, 2º 
estágio da fase diluída similarmente é formada pelos gases de combustão 
proveniente da queima do coque da 2ª fase densa. A 3ª zona, denominada fase 
diluída geral é formada pela mistura dos gases das outras duas fases, dando origem 
a uma região ainda mais diluída cujos gases são levados para uma fornalha. 
 




4.1.1. Variáveis do Processo 
As variáveis manipuladas e controladas do processo de craqueamento foram 
escolhidas baseadas nos estudos realizados por Moro (1992), nas simulações realizadas no 
simulador FCCGUI e a partir de estudos estatísticos desenvolvidos na dissertação de 
Ribeiro (2007). A seguir tem-se a descrição das variáveis manipuladas e controladas no 
processo e como elas são identificadas no modelo matemático e no programa 
computacional desenvolvido. 
 
i) Variáveis Manipuladas: 
 RTF – Vazão da corrente de alimentação – Normalmente não seria considerada uma 
variável manipulada, pois é determinada por outros fatores externos como as 
condições de operação das unidades a montante do FCC e a própria qualidade da 
carga. Caso a carga deva ser um valor fixo, os limites máximo e mínimo deverão ser 
definidos iguais ou próximos; 
 TFP – Temperatura da corrente de alimentação – É uma variável importante para 
ajuste da severidade e do balanço térmico. Existindo limitações de valores máximos 
e mínimos; 
 RAI – Vazão de ar que entra no regenerador para a queima do coque – Apenas a 
vazão total para os dois estágios é manipulada. De um modo geral, esta variável 
possui apenas limite máximo, dado pela limitação dos sopradores; 
 CTCV – Abertura da válvula de catalisador regenerado para o riser - Tem-se nesse 
caso um controle por atuação direta, com o computador atuando diretamente sobre 
um elemento final. Está variável possui limite máximo para impedir a ocorrência de 
reversão de fluxo e limite mínimo para prevenir a interrupção do fluxo de 








ii) Variáveis controladas 
 TRX – Temperatura da saída do riser – É considerada como uma das mais 
importantes variáveis para ajuste da conversão e dos rendimentos da unidade. Nela 
têm-se limites máximos e mínimos, pois além de existirem limitações de material, 
uma temperatura excessivamente alta limita o processamento de carga pela grande 
produção de gás combustível que acarreta. Já uma temperatura muito baixa 
proporcionará conversões muito baixas; 
 TRG1 ou TRG2 – Temperaturas do regenerador das fases densas do primeiro e 
segundo estágios – Utiliza-se essas duas variáveis para controle explícito porque na 
programação linear são utilizados limites bastante amplos de variação, pois a 
variável que realmente quer se limitar é a temperatura da fase diluída do segundo 
estágio, que é a melhor indicação do grau de regeneração do catalisador; 
 SEVER - Severidade da reação – Representa um valor estimado da conversão da 
reação obtido empiricamente (Apêndice A, Equações A.6a e A.6b). Seu controle 
pode ser feito alterando-se a temperatura do reator, ou a temperatura da carga. É 
importante observar a estreita relação entre a temperatura de saída do riser e a 
severidade da reação, de forma que se alterando o valor de referência de uma, 
necessariamente irá afetar o valor da outra (VIEIRA, 2002). 
4.1.2. Limites de operação 
Para realização dos estudos de processo FCC alguns valores precisaram ser 
definidos: valores iniciais das variáveis de processo e principalmente os limites das 
variáveis manipuladas e controladas.  










Tabela 4.1 Valores das variáveis de processo 
 
Variáveis Unidades Valor 
TAI Temperatura do ar ºC 190,0 
HRAIS Inventário do catalisador no riser t 9,7 
HRA Inventário do catalisador no reator t 90,0 
TDG Temperatura da fase diluída geral ºC 698,5 
 
Tabela 4.2 Valores para as variáveis manipuladas 
 
Variáveis Unidades Mínimo Máximo
RAI Vazão de ar que entra no regenerador kNm3/hr 201,0 231,0 
RTF Vazão da corrente de alimentação m3/d 7900,0 10100,0 
CTCV Abertura da válvula de catalisador regenerado - 0,42 0,92 
TFP Temperatura da alimentação ºC 215,0 245,0 
 
Tabela 4.3 Valores das variáveis controladas 
 
Variáveis Unidades Mínimo Máximo Setpoint
TRG1 
Temperatura da fase densa do 1º estágio de 
regeneração 
ºC 601,6 741,6 671,6 
TRG2 
Temperatura da fase densa do 2º estágio de 
regeneração 
ºC 650,88 750,88 700,88 
SEVER Severidade da reação ºC 61,6 93,6 77,6 
TRX Temperatura de saída do riser ºC 517,16 567,16 542,16 
TD2 
Temperatura da fase diluída do 2º estágio 
de regeneração 
ºC 660,0 730,0 703,4 
 
A partir dos valores descritos nas tabelas é que foram escolhidos os limites para 




4.1.3. Restrições de Processo 
Para manter operando uma unidade de craqueamento catalítico, algumas restrições 
de processo devem ser conhecidas e controladas, são elas: 
 Compressor: Deve-se limitar a vazão processada na unidade através da vazão de 
alimentação introduzida no conversor, pois os produtos leves obtidos na fracionadora 
são impulsionados por um compressor e, assim, a capacidade de produção da unidade 
pode estar limitada pela capacidade deste compressor; 
 Temperaturas: No riser, esta restrição (TRX) está associada à conversão da reação 
catalítica, enquanto que, no reator/regenerador a restrição TRG1 (ou TRG2), TD1 ou TD2 
(Temperaturas de saída da fase densa e diluída do primeiro ou segundo estágio do 
regenerador, respectivamente) diz respeito à integridade mecânica e metalúrgica do 
conversor, pois temperaturas muito altas atingem os limites de resistência mecânica dos 
ciclones e da linha de gás combustível. Além disso, a circulação de catalisador diminui 
o acréscimo da temperatura do leito, uma vez que menos catalisador será necessário 
para manter a temperatura do riser dentro do objetivo de controle, podendo reduzir a 
conversão (severidade) da reação. Por outro lado, temperaturas mais baixas podem 
forçar a abertura total da válvula de catalisador regenerado, válvula essa que permite a 
circulação do catalisador do regenerador para o leito do reator, limitando assim a 
capacidade de processamento da unidade; 
 Soprador: O ar usado na combustão do coque (RAI) é alimentado por um soprador que 
apresenta restrições operacionais. O controle da capacidade deste soprador é afetado 
pela regulagem do ângulo das lâminas do soprador (restrita a limite inferior e superior). 
Essa capacidade é também indiretamente limitada pela velocidade superficial máxima 
permitida no regenerador, a qual deve ser mantida abaixo de um limite para prevenir 
entrada de ar através do leito fluidizado; 
 Aquecedor: A temperatura da corrente de alimentação (TFP) depende da capacidade do 
aquecedor. 
 Válvulas: O manuseio das válvulas (TCV - Válvula de Controle de Temperatura, PCV1 - 
Válvula de Pressão, PCV2 - Válvula de Pressão, etc.) deve ser feito de forma adequada, 




É importante entender que nem todas as restrições são encontradas simultaneamente 
durante a operação da unidade. Uma carga mais pesada, por exemplo, pode gerar uma 
quantidade maior de coque e relativamente pouco gás de craqueamento. Isto sobrecarrega o 
soprador de ar e faz aumentar a temperatura do leito, mas deixa a temperatura de saída do 
riser e a pressão de sucção do compressor bem dentro de suas faixas de controlabilidade. 
Reciprocamente, uma carga leve tende a forçar estas duas saídas de controle até seus 
limites enquanto alivia a operação do soprador (VIEIRA, 2002). 
4.2. Esquemas de controle 
Três controladores estavam disponíveis no simulador FCCGUI antes do 
desenvolvimento do controlador adaptativo neste trabalho, a saber: PID, DMC e MPC-
RNA. Esses controladores agem nas variáveis manipuladas e válvulas de processo, 
permitindo não apenas o controle do processo, mas a segurança de sua execução. 
Importante mencionar que o estudo do processo de craqueamento catalítico iniciou-
se no mestrado (RIBEIRO, 2007), com a implementação de dois esquemas de controle: o 
PID e o MPC-RNA e a descrição das etapas para o desenvolvimento e aplicação desses 
dois tipos de controladores ao processo. O controlador DMC apenas teve sua estruturação e 
incorporação concluída no início do presente trabalho. A estrutura implementada segue a 
proposta por Moro (1992). Na Secção 6.1 pode-se observar a comparação entre esses três 
esquemas de controle. 
Segundo a Figura 4.2, que apresenta as malhas de controle da unidade em estudo 
representadas pelas letras de U1 a U8, observa-se que a carga, normalmente proveniente do 
sistema de tancagem, possui um controle de vazão que controla a entrada dessa carga em 
permutadores de calor e posteriormente em um forno de aquecimento. A temperatura da 
carga na saída do forno é controlada por meio de um controle de vazão de combustível para 
o forno. A temperatura de saída do riser é controlada pela válvula de admissão do 
catalisador regenerado. O nível de catalisador no vaso separador é controlado pela válvula 




pela vazão de ar para regeneração. O diferencial de pressão dos subsistemas de reação e 
regeneração e indiretamente a pressão do regenerador, são controlados pela válvula de 
gases de combustão (VIEIRA, 2002). 
 




A – Riser  
B – Reator  
C – Leito do reator com catalisador desativado (“coqueado”) 
D – 1º estágio da fase densa do regenerador  
E – 2º estágio da fase densa do regenerador 
F – Fase diluída geral 




H – Válvula do catalisador desativado 
I – Ciclones do reator 
J – 1º estágio da fase diluída do regenerador 
K – 2º estágio da fase diluída do regenerador 
L – Regenerador 
M – Stripper 
N - Ciclones do regenerador 
Estão listadas a seguir todas as malhas de controle que se encontram representadas 
na Figura 4.2. Nas secções a seguir essas malhas serão detalhadas, agrupadas por 
estratégias de controle. 
 Malha U1: A recuperação do catalisador (queima de coque) é feita manipulando-se 
a vazão de ar (RAI) que é enviada pelo soprador (AB). 
 Malha U2: A temperatura do riser (TRX) é controlada manipulando-se a vazão de 
catalisador regenerado. 
 Malha U3: Controla a vazão de alimentação da carga (RTF) através da manipulação 
da válvula v3. 
 Malha U4: Controla a temperatura da corrente de alimentação (TFP) através da 
manipulação da válvula v4. 
 Malha U5: A pressão do regenerador (PREG) é controlada manipulando-se a vazão 
do gás efluente. Este controle é muito importante para que a mistura reagente no 
riser não retorne ao regenerador, provocando uma explosão. 
 Malha U6: O controle da pressão do compressor (Psuc) é feito através da 
manipulação da vazão de vapor na turbina. 
 Malha U7: O nível do leito de catalisador desativado (HRA) no regenerador é 
controlado pela válvula de vazão de catalisador desativado que vem do reator. O 
controle desse nível controla os níveis de catalisador das fases RG1 e RG2. 




4.2.1. Malhas PID - Proporcional Integral e Derivativo 
Na Figura 4.2, podem-se observar as malhas de controle U5, U6 e U7 do tipo PID. O 
controlador PID é o tipo de mecanismo de controle feedback mais comumente utilizado. No 
controlador PID é calculado um erro pela diferença entre o valor desejado (setpoint) e o 
valor de saída medido. 
Nas malhas descritas têm-se a estrutura de um controlador PI (Proporcional-
Integral), para as seguintes válvulas: 
• LCV: Válvula de vazão de catalisador desativado – regula o nível de catalisador no 
regenerado; 
• PDCV: Válvula de vazão de gás efluente – regula o diferencial de pressão entre o 
reator e o regenerador; 
• PCV: Válvula de vapor da turbina – regula a pressão de sucção no compressor. 
 
Este controlador também é chamado de proporcional + reset. O seu sinal de saída 
está relacionado ao erro pela equação: 
 
0




kc t k t t dt cε ετ= + +∫  (4.1)
 
onde: iτ  é a constante de tempo integral ou tempo de reset (reajuste); Ck  é o ganho 
proporcinal e sc  é o sinal de bias do controlador, ou seja, seu sinal de saída quando 0ε = . 
A ação integral faz com que a saída do controlador ( )c t  mude enquanto existir um 
erro na saída do processo. Logo, este controlador pode eliminar pequenos erros. A 




são eliminados rapidamente e passado algum tempo produzem valores cada vez maiores 
para o termo integral, que por sua vez continua aumentando a ação de controle até a 
saturação (STEPHANOPOULOS, 1984). 
Essas malhas PID apresentadas são de extrema importância para a estabilidade da 
planta. Pelo controle dessas válvulas de pressão e vazão pode-se manter a segurança do 
processo e assim realizar todos os estudos e modificações necessárias. Devido a essas 
questões de segurança, essas malhas são consideradas parte integrante do modelo e nunca 
são abertas. Isso é observado na prática nas refinarias, pois essas malhas de controle fazem 
parte do sistema, pelo fato de não poderem ser desconsideradas no levantamento do modelo 
(MORO, 1992). De fato, as malhas PID influenciam em todo o funcionamento do sistema, 
mas sob a ótica na qual foram tratadas aqui, considera-se que já estejam, como de fato 
estão, sintonizadas; não sendo objeto de maiores investigações quanto à sintonia, 
reproduzindo uma situação real da refinaria. 
Por sobre o sistema formado por essas malhas de controle PID é que foi possível 
implementar os outros tipos de controladores: DMC, MPC-RNA e posteriormente o 
controlador adaptativo. Assim, tem-se um controle avançado atuando em quatro variáveis e 
o controlador PID atuando nas três válvulas de processos descritas acima. 
4.2.2. Malhas DMC - Controle por matriz dinâmica 
DMC desenvolvido por Culler e Ramaker em 1979 (apud DECHECI, 1998) é um 
dos algoritmos de controle mais utilizados baseados em modelo. O algoritmo DMC é uma 
tecnologia de controle originalmente desenvolvida e aplicada na SHELL Oil Co. Esse 
algoritmo evoluiu de uma técnica de representação da dinâmica de um processo através de 
coeficientes numéricos. Essa técnica, em conjunto com a formulação dos mínimos 
quadrados, tornou possível resolver em um computador problemas complexos de controle 
que não poderiam ser resolvidos pelos algoritmos PID tradicionais (MORO, 1992). 
Esse algoritmo é adequado para o controle de processos com elevado grau de 




tanto em problemas SISO monovariável como MIMO (Multiple-Input Multiple-Output). 
Estas características, aliadas à capacidade de manipular restrições, tem garantido a 
utilização bem sucedida deste algoritmo na indústria química e petroquímica. 
Qualquer sistema que pode ser descrito ou aproximado por um sistema de equações 
diferenciais lineares pode utilizar a técnica DMC, que se baseia na representação numérica 
da dinâmica do processo. 
As principais características do algoritmo de controle DMC incluem (MELEIRO, 
2002): 
 Modelo linear da planta baseado na resposta ao degrau; 
 Minimização de uma função objetivo de desempenho quadrático sobre um horizonte 
de predição finito; 
 Comportamento futuro da saída da planta especificado de modo a seguir a saída de 
referência o mais próximo possível. 
 
O modelo utilizado pelo DMC geralmente é obtido a partir da aplicação de um 
degrau em cada variável de entrada do processo, seguido da correspondente medição das 
respostas das variáveis de saída. Estas respostas ao degrau são utilizadas para identificar o 
modelo de convolução do processo. Matematicamente, a resposta ao degrau pode ser 
definida como a integral da resposta ao impulso, assim, dado uma das formas, a outra pode 
ser facilmente obtida. Através do modelo de resposta degrau, pode-se predizer as mudanças 
futuras das saídas do processo como uma combinação linear das variações nas entradas.  
O controlador DMC utilizado para estudos de comparação com o controlador MPC-







4.2.3. Malhas do controlador preditivo baseado num modelo neural 
O Controlador MPC 
O controle preditivo baseado em modelo não-linear (NMPC) combina técnicas de 
programação não-linear com modelos não-lineares, geralmente descritos na forma de 
espaço de estados, para resolução do problema de otimização. Um tipo de modelo entrada-
saída não-linear utilizado para aplicação em estratégias de controle preditivo não-linear são 
as redes neurais artificiais. 
A estratégia de controle desenvolvida pode ser assim descrita: durante a simulação 
são obtidos os dados das variáveis controladas e manipuladas que são as entradas para o 
controle. O algoritmo de controle resolve um problema de minimização da função objetivo 
que utiliza um modelo baseado em redes neurais para prever a resposta das ações nas 
variáveis controladas em um dado número de horizontes de predição. A função objetivo 
descrita na Equação 4.2 é usada para minimizar o erro entre as trajetórias de referência e as 
variáveis controladas e os degraus na ação de controle. Os resultados das predições são 
usados nas ações do controlador, em todo horizonte de controle. Selecionadas as ações que 
minimizam as diferenças entre as trajetórias de referência e as variáveis controladas no 
horizonte de controle, a primeira ação de controle nas variáveis manipuladas é enviada de 
volta ao programa do modelo fenomenológico gerando os dados de impressão de resultados 
e então todo o ciclo se repete. 
 
( )2^ 2, , ,
1 1 1
1λ+ + +
= = = =




j k i j k i j j k i
j i N j i
J Y W u  (4.2)
 
Onde λ  é o vetor com os fatores de ponderação (parâmetros de ajuste que penalizam as 
ações de controle), u∆  é o vetor contendo os incrementos nas variáveis manipuladas, iN  é 
o horizonte inicial, PN  o horizonte de predição, CN  o horizonte de controle, w  o vetor 




contendo as previsões corrigidas dos modelos não-lineares. Estas predições são obtidas 
recursivamente até um total de yN  predições futuras para cada variável controlada, 
corrigidas da seguinte forma: 
 
( )^ ^ , 1,........,C k i k i k PY Y d i N+ += + =  (4.3)
 
Tem-se que 1iY +  são as predições realizadas utilizando o modelo não-linear para as 
saídas controladas do processo no instante de amostragem futuro, 1k +  e kd  são os termos 
de correção dados por: 
 
^
Kk kd Y Y= −  (4.4)
 
Onde kY  são as saídas medidas do processo no instante de amostragem presente e kY

 são as 
respectivas predições do modelo, calculadas no instante de amostragem anterior. 
 
O algoritmo de otimização calcula os incrementos, u∆ , para as variáveis 
manipuladas minimizando a função objetivo, Equação 4.2. As ações de controle futuras são 
então derivadas a partir dos incrementos ótimos de controle: 
 
1 1, ( 0,..., 1)k i k i k Cu u u i N+ + + += + ∆ = −  (4.5)
 
É importante observar que somente as primeiras CN  ações de controle são 
otimizadas, enquanto que as demais são mantidas constantes, ou seja: 
 
1, ( 0 ,..., 1)k i k u C Pu u N i N N+ = + − = −  (4.6)
 





ˆ , ( 1,..., )k i PY Y Y i N+≤ ≤ =  (4.7)
min 1 max , ( 1,..., )k i Cu u u i N+ −≤ ≤ =  (4.8)
1 2 max , ( 1,..., )k i k i Cu u u i N+ − + −− ≤ ∆ =  (4.9)
 
A minimização da função objetivo foi realizada empregando-se a rotina LCONF da 
biblioteca IMSL. 
Várias simulações foram realizadas para ajustes do controlador preditivo, pois era 
necessário encontrar valores satisfatórios para o horizonte de predição PN , o horizonte de 
controle CN , e os valores de lambda e alfa ( ,λ α ), que representam os fatores de 
ponderação das ações do controle. Durante essas simulações foram testados vários 
horizontes de predição (5, 10, 15, 20, 25, 30, 40 e 50) sendo escolhido apenas aquele que 
representava resultados significativos, assim foi escolhido um horizonte de predição PN  
igual a 20  para um horizonte de controle CN  igual a 1, pois valores de CN  acima de 1 
apresentaram dificuldades no ajuste do controlador. Para os fatores de ponderação nas 
ações de controle ( ,λ α ), o valor para o melhor desempenho do controlador foi igual a 1 
para ambas as variáveis. 
Rede Neural 
Pelo seu algoritmo de aprendizagem é possível modificar os pesos sinápticos da 
rede de uma forma adequada para alcançar o objetivo desejado. Especificamente, para o 
processo de FCC, foi necessário o desenvolvimento de uma RNA que foi utilizada como 
modelo interno do controlador preditivo. Para isso foram realizadas algumas etapas, que 
são: coleta e classificação dos dados, configuração da estrutura da rede, seu treinamento e 
validação deste treinamento. 
Na fase de coleta de dados, procurou-se manter as mesmas condições das restrições 
e faixas de limites das variáveis manipuladas existentes no programa computacional 
original e através dele foram gerados os conjuntos de treinamento da rede. Os dados 




três malhas de controle do tipo PID. Para a obtenção deste conjunto de dados foram 
implementadas perturbações durante a execução do simulador. Nas Figuras 4.3, 4.4, 4.5 e 
4.6, pode-se observar os degraus impostos a cada uma das variáveis manipuladas para um 
intervalo de tempo de 500 minutos entre os degraus. 
































Figura 4.3 Degraus aplicados na variável 
manipulada RAI. 
Figura 4.4 Degraus aplicados na variável 
manipulada RTF. 
 






























Figura 4.5 Degraus aplicados na variável 
manipulada CTCV. 
 




O desenvolvimento da estrutura da rede neural foi implementado utilizando a 




biblioteca de código livre que implementa redes neurais artificiais em C com suporte a 
redes total ou parcialmente conectadas e inclui um framework para tratamento e 
treinamento de conjuntos de dados. Suas principais características são a disponibilidade 
para uso com diversas linguagens de programação e a velocidade de treinamento. Essa 
biblioteca foi criada por Steffen Nissen (NISSEN, 2007) e conta com contribuições de 
diversos pesquisadores em todo o mundo devido ao seu caráter aberto de desenvolvimento. 
O algoritmo utilizado para estruturação da rede foi o backpropagation com o 
método de Levenberg-Marquardt para minimização do erro quadrático e a função de 
ativação escolhida foi a sigmoidal simétrica (pesos entre -1 e +1), para uma rede 
multicamadas. 
Uma fase importante antes de realizar o treinamento da rede neural foi definição da 
configuração da rede, ou seja, o número de neurônios na camada de entrada, na camada de 
saída e na camada oculta. 
Para a camada de entrada optou-se pela utilização de oito variáveis como é mais 
comum na literatura (VIEIRA, 2002; SILVA, 2006), isso porque se somou às quatro 
variáveis de saída obtidas no instante atual k às quatro variáveis manipuladas, também no 
instante atual, ou seja, TRG1 k, TRG2 k, TRX k, SEVER k, RAI k, RTF k, TFP k e CTCV k. Na camada 
de saída foram utilizadas as quatro variáveis controladas obtidas num instante futuro k+1, 
ou seja, TRG1k+1, TRG2 k+1, TRX k+1, SEVER k+1.  
Para a camada oculta foi obtido o número de 20 neurônios. Essa quantidade de 
neurônios representa um erro inferior a 0,005 (média aritmética dos erros quadráticos entre 
os neurônios de saída e os valores verdadeiros dos pares de treinamento). As configurações 
utilizando valores superiores e inferiores a 20 neurônios apresentaram maior tempo de 
treinamento e os resultados obtidos, a exemplo do erro, não sofreram muitas modificações. 
Assim foi possível realizar o treinamento da rede neural a partir da estrutura 
escolhida para descrever o caso de estudo: 8 neurônios na camada de entrada, 20 na camada 
oculta e 4 neurônios na camada de saída, para uma rede totalmente conectada. A 



















Figura 4.7 Representação da rede neural proposta, seguindo a estruturação 8 x 20 x 4. 
 
Após a realização do treinamento da rede neural iniciou-se a etapa de validação da 
mesma. A validação é utilizada para verificar a habilidade de generalização do modelo 
frente às amostras. Assim, essa etapa foi feita a partir de outro conjunto de dados gerados 
aleatoriamente, diferentes dos dados usados na etapa de treinamento. Nas figuras a seguir 
(SEVER – Figura 4.8, TRX – Figura 4.9, TRG1 – Figura 4.10 e TRG2 – Figura 4.11), pode-se 
observar a comparação gráfica desses dois conjuntos de dados diferente, gerados pelo 

































Figura 4.8 Comparação entre os valores de 
saída obtidos pelo modelo matemático e a rede 
neural para uma mesma entrada, para a 
variável temperatura de saída do riser. 
 
Figura 4.9 Comparação entre os valores de 
saída obtidos pelo modelo matemático e a rede 
neural para uma mesma entrada, para a 
variável severidade da reação. 
 


























Figura 4.10 Comparação entre os valores de 
saída obtidos pelo modelo matemático e a rede 
neural para uma mesma entrada, para a 
variável TRG1. 
 
Figura 4.11 Comparação entre os valores de 
saída obtidos pelo modelo matemático e a rede 




Nos gráficos mostrados, podem-se observar as curvas de comportamento obtidas 
pelos dois sistemas. Esse resultado indica que a configuração da rede escolhida, arquitetura 






Nesse capítulo foram apresentadas as variáveis manipuladas e controladas do 
processo, as restrições operacionais e os controladores estudados para o FCC. Com relação 
aos controladores mostrados, é importante mencionar que para se manter a estabilidade e 
segurança do processo, as três malhas de controle PID U5, U6 e U7 não são desligadas nem 
na operação em malha aberta, sendo parte integrante do sistema, e que atuam 




5. Simulador FCCGUI 
Nesse capítulo é apresentado o simulador FCCGUI (Fluid Catalytic Cracking 
Graphical User Interface). São descritas as telas que compõem o simulador e os elementos 
que lhe conferem funcionalidade e praticidade na excussão dos estudos conduzidos pelo 
usuário. 
5.1. O Simulador 
O Desenvolvimento do simulador FCCGUI iniciou-se a partir de um código legado 
disponível no LOPCA e desenvolvido por Moro (1992). Esse código apresentava-se em 
linguagem FORTRAN e era operado em modo texto com algumas entradas e saídas de 
dados em arquivos. 
Para alcançar os objetivos propostos trabalho de Ribeiro (2007), este código foi 
totalmente reformulado e aperfeiçoado pela autora e pelo pesquisador Agremis Guinho 
Barbosa, com a introdução de outra linguagem de programação, o Delphi. Assim, desde 
então, o desenvolvimento do simulador batizado de FCCGUI adota duas linguagens de 
programação, o FORTRAN 90/95, no qual foi desenvolvida a parte “interna” de cálculos e 
geração de alguns arquivos de dados de saída, e o Delphi (Borland Developer Studio 2006), 
no qual se desenvolveu a interface gráfica e vários pré-tratamentos de dados e outras 
facilidades como programação de perturbações. Essas duas linguagens de programação 
combinadas proporcionaram a criação de um programa robusto, com uma interface gráfica 
amigável ao usuário e bastante didático para visualização de diferentes condições 
operacionais do processo de craqueamento catalítico fluido. 
Uma das características mais úteis do FCCGUI é o fato de ele operar em um loop 




respostas do sistema a entradas planejadas previamente ou não, na escolha de diferentes 
estratégias de controle e na modificação das suas configurações de forma instantânea e sem 
a necessidade de se recorrer a outros aplicativos. A interface do simulador está em inglês 
para facilitar sua divulgação e apresentação. 
A primeira versão do simulador dispunha de dois controladores: o controlador PID, 
nas malhas U5, U6 e U7, e o MCP-RNA. A descrição do desenvolvimento desses dois 
controladores encontra-se na dissertação de mestrado de Ribeiro (2007). O controlador 
DMC teve sua implementação iniciada em conjunto com o controlador MPC-RNA, mas 
sua conclusão se deu no início deste trabalho de pesquisa para a segunda versão do 
simulador. Na terceira versão do FCCGUI, consta o último controlador estruturado que foi 
o adaptativo. Esta última versão é apresentada a seguir, com suas telas e exemplos de 
funcionamento. 
A tela principal do simulador é apresentada na Figura 5.1, na qual estão a barra de 
menu e uma barra de botões para acessar rapidamente suas principais funcionalidades. 
 
 
Figura 5.1 Tela principal do simulador FCCGUI. 
Ambiente do simulador 
para abertura das telas. 
Barra de menu 
Velocidade da simulação 
Iniciar/pausar/parar simulaçãoGráficos 




As principais características que interferem no andamento de uma simulação estão 
agrupadas na janela Control Panel que possui seis abas (tabs). As tabs são descritas a 
seguir: Operation Data (Figura 5.2) mostra as variáveis de perturbação que podem ter seu 
valor modificado a qualquer momento da simulação ou de forma programada no 
Disturbance Scheduler (Figura 5.3), além de poder chavear entre os esquemas de controle 
disponíveis (PID sozinho, PID+DMC, PID+ANN-MPC10 e Adaptativo). 
Quando se deseja acionar o controlador adaptativo, após marcar a opção 
“Adaptive”, o botão de configuração do controlador adaptativo é disponibilizado e, ao clicar 
nesse botão, é aberta uma nova janela para escolha de alguns parâmetros do controle 
adaptativo: o horizonte de predição e frequência de atuação (Figura 5.4). 
 
 
Figura 5.2 Control Panel – Dados de operação, 
malhas PID, DMC, MPC-RNA e Parâmetros 
de simulação 
Figura 5.3 Perturbação programada. 
 
Em seguida, está a tab PID Loops (Figura 5.5), com as configurações das seis 
malhas de controle do FCC. Logo após, está a tab DMC (Figura 5.6) com a listagem de 
todos os parâmetros referentes ao controlador DMC, do mesmo modo que a tab Neural 
MPC (Figura 5.7), para o controlador preditivo baseado em redes neurais. 
 
                                                 
10 Aqui a nomenclatura que aparece no simulador, ANN-MPC (Artificial Neural Network – Model 
Predictive Control) diverge da usada correntemente nesta tese que é MPC-RNA (Model Predictive Control – 




Figura 5.4 Configurações do controlador 
adaptativo 
Figura 5.5 Control Panel – PID tab 
 
Figura 5.6 Control Panel – DMC tab Figura 5.7 Control Panel – ANN-MPC tab 
 
Na tab seguinte, Simulation Parameters (Figura 5.8), estão listados os dados 
pertinentes à simulação numérica como o passo de tempo na integração, o passo de 
chamada dos controladores preditivos (DMC e ANN-MPC) e os critérios de erro e outras 
configurações para o integrador (SDRIV2). A última tab, Noise Control (Figura 5.9), 
mostra as configurações de adição de ruído aos sinais das variáveis, ferramenta que é 





Figura 5.8 Control Panel – Dados da 
simulação. 
Figura 5.9 Control Panel – Parâmetros da 
simulação e configuração da adição de ruído. 
 
Na janela Simulation Setup (Figura 5.10) estão agrupados os dados que não variam 
durante uma simulação, como os dados construtivos (e.g. dimensão de vasos e 
comprimento de riser), dados do estado estacionário inicial, dados do conversor e outros. 
 
 
Figura 5.10 Simulator Setup – Dados da simulação, do estado estacionário inicial e do 
conversor. 
 
Há também uma janela para acompanhamento dos valores numéricos das variáveis 




acompanhar a evolução gráfica da simulação (Figura 5.12), visualizando-se os gráficos das 
variáveis controladas, manipuladas, abertura de válvulas controladas pelo PID e o 
inventário do catalisador. 
 
 
Figura 5.11 Visão tabular dos dados da simulação. 
 
 





Nesse capítulo foi apresentado o histórico de desenvolvimento do simulador 
FCCGUI, com detalhes sobre sua arquitetura e apresentação de algumas das janelas que 
compõem sua interface gráfica. Esse simulador possibilita o estudo da unidade FCC a partir 
do acompanhamento das variáveis manipuladas, controladas e válvulas de controle do 
processo. Com facilidade e praticidade, o usuário pode alterar dados, parâmetros e 
estratégias de controle, além de desenvolver propostas de operação a partir das respostas 





6. Resultados e Discussões 
Esse capítulo tem como objetivo apresentar os resultados alcançados nesse trabalho 
de pesquisa. O capítulo inicia com uma comparação de desempenho entre os controladores 
já disponíveis no simulador antes da introdução do novo controlador adaptativo, objeto 
central do desenvolvimento dessa tese. Depois disso, são apresentados os estudos 
estatísticos sobre as variáveis do processo de craqueamento catalítico. A técnica utilizada 
foi a do Planejamento Fatorial com o objetivo de se obter o máximo possível de 
informações do sistema em estudo com um número mínimo de simulações, ou seja, uma 
forma mais planejada, organizada e racional de analisar as informações fornecidas pelo 
simulador. Entre as abordagens sugeridas pela técnica estatística, foram utilizadas a 
avaliação dos efeitos das variáveis, a metodologia de superfície de resposta e a otimização 
de condições de processo pela aplicação da técnica de sobreposição de curvas de contorno. 
Na sequência são descritas as etapas do desenvolvimento do controlador adaptativo nas 
quais são mostradas as três novas malhas SISO estruturadas a partir das análises 
estatísticas, a descrição do treinamento e validação do modelo neural para identificação do 
sistema, a implementação do controlador adaptativo em uma das novas malhas e as 
avaliações do sistema por meio de simulações. 
6.1. Avaliação de Desempenho dos Controladores 
Para avaliação comparativa de desempenho dos controladores PID, DMC e MPC-
RNA implementados no simulador FCCGUI, foi realizada uma série de simulações e 
estudos de caso. Nesta secção são apresentados dois deles, o primeiro uma sequência de 
perturbações realizadas no controlador preditivo baseado em modelo neural e o segundo 
uma comparação entre os três controladores. 




• RAI – Vazão de ar que entra no regenerador; 
• CTCV – Abertura da válvula de catalisador regenerado; 
• RTF – Vazão da corrente de alimentação; 
• TFP – Temperatura da corrente de alimentação. 
 
E controladas: 
 Temperatura na saída do riser (ou temperatura de reação) (TRX); 
 Temperatura da fase densa do primeiro estágio de regeneração (TRG1); 
 Temperatura da fase densa do segundo estágio de regeneração (TRG2); 




Para análise da potencialidade do controlador preditivo multivariável baseado no 
modelo neural desenvolvido, foram realizadas perturbações sequenciadas na variável 
perturbação TAI – temperatura de ar para queima de coque no regenerador. A seguir, têm-se 
na Tabela 6.1 a sequência dos valores aplicados para TAI e o tempo em que cada 
perturbação foi implementada. 
 




400 min 800 min 1200 min 1800 min 
Valores 180,5 °C 190,0 °C 199,5 °C 209,0 °C 





Observou-se o comportamento do sistema até 3500 min, estabilização completa do 
controlador. Nas Figuras 6.1, 6.2, 6.3 e 6.4 a seguir são mostradas graficamente as curvas 
obtidas a partir do simulador. 
 
  
Figura 6.1 Resposta a perturbação 
sequenciada para a variável TRG1 
Figura 6.2 Resposta a perturbação sequenciada 
para a variável TRG2 
 
 
Figura 6.3 Resposta a perturbação 
sequenciada para a variável TRX 
Figura 6.4 Resposta a perturbação sequenciada 
para a variável Severidade 
 
Pelos gráficos mostrados, pode-se observar a sequência de perturbações dadas no 
sistema e a resposta obtida, para o controlador MPC-RNA, nas variáveis controladas. É 




estabilização do sistema. Para as principais variáveis controladas, TRX – temperatura do 
riser e SEVER – severidade da reação (que representa a conversão da reação de 
craqueamento), o controlador MCP-RNA consegue ao estabilizar o sistema chegar próximo 
ao setpoint. 
 
Comparação entre os Controladores Implementados 
 
Para realização da comparação do comportamento do sistema sob a ação dos três 
tipos de controladores PID, DMC e MPC-RNA, foi aplicado um degrau na variável 
perturbação TAI - temperatura do ar para queima do coque no regenerador, alterando seu 
valor em 10%, ou seja, de 190°C para 209°C. 
Nos gráficos a seguir, podem-se observar as três curvas, seus comportamentos e os 
setpoints esperados para cada uma das variáveis controladas, ou seja, TRG1 (Temperatura da 
fase densa do 1º estágio do regenerador – Figura 6.5), TRG2 (Temperatura da fase densa do 
2º estágio do regenerador – Figura 6.6), TRX (temperatura da saída do riser – Figura 6.7) e 
SEVER (Severidade da reação – Figura 6.8). 
 
  
Figura 6.5 Comparação entre as respostas 
obtidas pelo sistema com os controladores 
PID, DMC e MPC-RNA – Variável TRG1 
Figura 6.6 Comparação entre as respostas 
obtidas pelo sistema com os controladores 






Figura 6.7 Comparação entre as respostas 
obtidas pelo sistema com os controladores 
PID, DMC e MPC-RNA – Variável TRX 
Figura 6.8 Comparação entre as respostas 
obtidas pelo sistema com os controladores 
PID, DMC e MPC-RNA – Variável SEVER 
 
As respostas obtidas mostram que após um período de oscilações, o controlador 
preditivo com a rede neural consegue levar o valor das variáveis controladas próximo aos 
valores desejados, aos setpoints, o que pode ser facilmente visualizado nos gráficos 
comparativos apresentados, e quando atingido o estacionário, os valores são mantidos 
dentro das restrições operacionais. 
Desempenhos satisfatórios também são vistos nos outros dois controladores 
apresentados (PID e DMC). Podem ser observados períodos de oscilação, mas as curvas 
tendem ao estado estacionário alcançando valores próximos aos setpoints das variáveis 
controladas. A saída do controlador DMC é próxima ao setpoint, com a menor oscilação 
entre os controladores implementados. É importante ressaltar que para as variáveis TRX e 
SEVER o controlador preditivo obteve um bom resultado comparado aos outros dois. Esse 
resultado é bastante relevante visto que essas variáveis influenciam diretamente no bom 







6.2. Planejamento Fatorial 
Desde as primeiras simulações realizadas para o estudo do processo de 
craqueamento catalítico, havia dúvidas com relação ao comportamento do processo 
simulado para diversas condições operacionais. 
Muitas simulações foram realizadas, mas essas tentativas isoladas de reprodução de 
condições geradas não ofereciam as informações necessárias sobre as variáveis de processo 
e principalmente a interação entre elas, haja vista que o processo de craqueamento catalítico 
é conhecido pela complexa interação entre suas variáveis. Segundo Montgomery e Runger 
(1999), experimentos fatoriais são a única maneira de descobrir interações entre as 
variáveis. 
Com o intuito de planejar as simulações e organizar as respostas encontradas que se 
procuraram ferramentas adequadas que possibilitassem a união entre a máxima extração de 
informação e a racionalização de simulações. Partiu-se, então, para o estudo e aplicação de 
técnicas estatísticas, especificamente o planejamento fatorial. 
Os primeiros planejamentos realizados não foram tão conclusivos quanto o 
esperado. Precisaram-se definir adequadamente os objetivos dos estudos, as variáveis, os 
limites e restrições a serem obedecidas. 
Algumas considerações importantes sobre o planejamento fatorial precisaram ser 
feitas. A primeira delas é que, em se tratando de simulações, não se dispõe de erro puro, ou 
seja, as réplicas do processo são idênticas. Assim, neste caso, têm-se apenas erros residuais 
dos ajustes. 
Outra consideração é que cada sequência do planejamento fatorial, determinada pela 
matriz de planejamento, foi considerada como um experimento individual, simulado no 
aplicativo FCCGUI, sendo a resposta obtida considerada como o resultado de uma corrida 
experimental executada em um processo real. 
Assim, foi realizado um planejamento fatorial, utilizando o software Statistica da 




levando em consideração as suas restrições, que foram apresentadas na Secção 4.1.2, com 
as seguintes características: planejamento fatorial completo com dois níveis, ou seja, 24, 
sendo realizadas 16  simulações com combinações diferentes e mais uma que é o valor do 
ponto central, integralizando 17 simulações, para um nível de confiança de 95%  para 
definição dos valores estatisticamente significativos. 
Foram consideradas como variáveis independentes as seguintes quatro variáveis: 
• RAI – Vazão de ar que entra no regenerador; 
• CTCV – Abertura da válvula de catalisador regenerado; 
• RTF – Vazão da corrente de alimentação; 
• TFP – Temperatura da corrente de alimentação. 
 
Como variáveis dependentes ou de saída (respostas), também foram consideradas 
quatro variáveis, sendo elas: 
• TRX – Temperatura na saída do riser (ou temperatura de reação); 
• TRG1 – Temperatura da fase densa do primeiro estágio de regeneração; 
• TRG2 – Temperatura da fase densa do segundo estágio de regeneração; 
• SEVER – Severidade da reação. 
 
As simulações foram realizadas no programa FCCGUI, com a ação apenas do 
controlador PID, sobre as válvulas de segurança do processo e não nas variáveis 
consideradas como manipuladas e controladas pertinentes aos esquemas de controle 
avançados (DMC, MPC-RNA e Adaptativo). Assim, têm-se as condições adequadas para o 
estudo, visto que as malhas de controle avançado estão abertas. 
Na Tabela 6.2 encontra-se a descrição de cada variável de entrada com os valores 





Tabela 6.2 Faixa de limites para cada variável manipulada. 
 Unidade -1 +1 % variação
RAI kNm3/hr 205,2 226,8 5% 
RTF m3/d 8030 9970 10% 
TFP ºC 218,5 241,5 5% 
CTCV - 0,4355 0,9045 35% 
 
Para realização das simulações, foi gerada no software Statistica a matriz de 
planejamento com as 17  combinações, sendo uma o ponto central (representado por 0). Na 
Tabela 6.3 encontram-se os valores das variáveis independentes, para os níveis 1−  e 1+ , e 
















Tabela 6.3 Matriz de planejamento completo. 
Planejamento 24 
Ensaios RAI RTF TFP CTCV TRG1 TRG2 SEVER TRX 
1 205,2 (-1) 8030 (-1) 218,5(-1) 0,44 (-1) 673,48 681,77 60,79 484,99 
2 226,8 (+1) 8030 (-1) 218,5(-1) 0,44 (-1) 671,80 674,52 59,32 480,46 
3 205,2 (-1) 9970 (+1) 218,5(-1) 0,44 (-1) 642,93 666,89 51,72 466,16 
4 226,8 (+1) 9970 (+1) 218,5(-1) 0,44 (-1) 652,62 667,77 52,61 468,30 
5 205,2 (-1) 8030 (-1) 241,5 (+1) 0,44 (-1) 686,04 691,57 63,88 496,41 
6 226,8 (+1) 8030 (-1) 241,5 (+1) 0,44 (-1) 683,92 684,29 62,38 491,59 
7 205,2 (-1) 9970 (+1) 241,5 (+1) 0,44 (-1) 652,78 668,19 50,39 465,60 
8 226,8 (+1) 9970 (+1) 241,5 (+1) 0,44 (-1) 659,51 668,512 51,79 468,81 
9 205,2 (-1) 8030 (-1) 218,5 (-1) 0,91 (+1) 678,99 707,67 85,11 569,77 
10 226,8 (+1) 8030 (-1) 218,5 (-1) 0,91 (+1) 704,96 733,46 87,07 586,41 
11 205,2 (-1) 9970 (+1) 218,5 (-1) 0,91 (+1) 635,54 664,50 74,21 523,10 
12 226,8 (+1) 9970 (+1) 218,5 (-1) 0,91 (+1) 660,53 690,94 77,04 537,67 
13 205,2 (-1) 8030 (-1) 241,5 (+1) 0,91 (+1) 690,32 718,87 86,52 582,01 
14 226,8 (+1) 8030 (-1) 241,5 (+1) 0,91 (+1) 716,98 744,52 88,33 598,97 
15 205,2 (-1) 9970 (+1) 241,5 (+1) 0,91 (+1) 646,64 675,54 76,51 534,97 
16 226,8 (+1) 9970 (+1) 241,5 (+1) 0,91 (+1) 671,80 702,12 79,15 549,83 
17 (C) 216,0 (0) 9000 (0) 230,0 (0) 0,67 (0) 674,13 703,66 82,04 558,37 
6.2.1. Análise dos Efeitos 
Para todas as variáveis estudadas foram geradas tabelas de efeitos e diagramas de 
Pareto para análise estatística da significância das variáveis de entrada sobre as de saída, ou 
seja, se os fatores (variáveis de entrada) têm ou não influência sobre as variáveis de 






Análise sobre a variável TRG1 
 
Segundo a tabela de efeitos (Tabela 6.4), as variáveis estatisticamente significativas 
para TRG1 (Temperatura da fase densa do primeiro estágio de regeneração) são: RAI, RTF, 
TFP e CTCV e as interações entre as variáveis: RAI – CTCV (1 – 4) e RTF – CTCV (2 – 4). As 
mesmas encontram-se em negrito na tabela. A Figura 6.9 mostra o gráfico de Pareto, onde 
se pode melhor observar os efeitos das variáveis que são estatisticamente significativas 
( 0,05p > ), as quais ultrapassam a linha vermelha. 
 
Tabela 6.4 Efeitos das variáveis de entrada sobre a variável TRG1. 
Fatores Efeitos Std.Err. t(6) p -95,% Cnf.Limt
+95,% 
Cnf. Limt 
Mean/Interc. 670,76 0,69 965,97 0,00 669,06 672,46 
(1)RAI 14,42 1,43 10,08 0,00 10,92 17,93 
(2)RTF -35,52 1,43 -24,81 0,00 -39,02 -32,01 
(3)TFP 10,89 1,43 7,61 0,00 7,39 14,39 
(4)CTCV 10,34 1,43 7,22 0,00 6,83 13,84 
1 by 2 2,22 1,43 1,55 0,17 -1,29 5,72 
1 by 3 -0,32 1,43 -0,22 0,83 -3,82 3,19 
1 by 4 11,27 1,43 7,87 0,00 7,77 14,77 
2 by 3 -1,12 1,43 -0,78 0,46 -4,62 2,39 
2 by 4 -8,67 1,43 -6,06 0,00 -12,17 -5,17 





Pareto Chart o f Standard ized Effects; Variable: TRG 1

























Figura 6.9 Gráfico de Pareto em função dos valores estatísticos para TRG1. 
 
Para TFP, quando ocorre um aumento do nível inferior para o nível superior, na faixa 
estudada ( 1−  para 1+ ), ocorre um aumento no valor de TRG1 em aproximadamente 10,9%. 
Para as demais variáveis, pelo efeito de interação ser significativo, os seus efeitos principais 
devem ser interpretados conjuntamente. Assim, pelo diagrama da Figura 6.10 para a 
interação RTF e CTCV, nota-se que TRG1 diminui quando CTCV passa do nível -1 (0,4355) 
para o nível +1 (0,9045), sendo mais pronunciado no nível -1. Segundo Abadie (1997), 
aparentemente tem-se uma contradição quando se aumenta a conversão porque se aumenta 
a produção de coque e, no entanto, ocorre a redução na temperatura da fase densa do 
regenerador. Isso acontece por que se têm de fato dois fatores antagônicos atuando sobre a 


















Figura 6.10 Representação dos efeitos para a combinação CTCV - RTF. 
 
Para as variáveis RAI e CTCV, tem-se que TRG1 aumenta quando ocorre um aumento 
dessas duas variáveis, ou seja, quando passa do nível -1 para o nível +1, sendo mais 
pronunciado no nível +1 para as duas variáveis. Isso pode ser mostrado no sistema, pois 
quando se tem mais ar e catalisador para ser queimado no regenerador, isso acarreta na 


















A seguir têm-se os gráficos de superfície de resposta para essas interações (RAI - 
CTCV e RTF – CTCV) e para as combinações entre TFP e as demais variáveis. Uma outra 
forma de observar os dados já expostos, sendo possível visualizar as regiões de máximo 
para cada combinação (Figuras 6.12, 6.13, 6.14, 6.15 e 6.16). 
Nas superfícies pode-se observar a elevação nos valores das variáveis de saída pela 
variação de cores. Combinações entre as variáveis de entrada que diminuem o valor da 
variável de saída são mostradas em verde, em vermelho estão as regiões de máximo e áreas 
de operação desejável estão nos tons acima do amarelo em direção ao vermelho. A legenda 
ao lado da figura ajuda a observar os valores esperados das variáveis de saída para as 
combinações de cores encontradas. Essa forma de leitura deve ser feita em todos os 
gráficos de superfície para melhor compreensão dos mesmos. 
 
 






Figura 6.13 Superfície de resposta para a variável TRG1 entre as variáveis RTF e CTCV. 
 
 















As demais interações não foram consideradas estatisticamente significativas, para 
um nível de confiança de 95%. 
Para TRG1 devem-se observar graficamente as áreas a partir da cor amarela, as quais 
tanto abrangem o setpoint da variável como seus valores máximos, sem sair dos seus 
limites. Essas áreas são alcançadas quando se tem valores de TFP e RAI iguais ou acima do 
ponto central. Para RTF, valores próximos ou acima do ponto central e para CTCV, essa 
escolha dependerá do valor modificado de outras variáveis manipuladas, como se apresenta 
na Figura 6.13. 
 
Análise sobre a variável TRG2 
 
Na Tabela 6.5, têm-se os valores dos efeitos e na Figura 6.17, o gráfico de Pareto 
onde se pode observar melhor as variáveis e interações que possuem efeitos significativos 
na variável TRG2 (temperatura da fase densa do segundo estágio de regeneração). Na Tabela 
6.5, os efeitos significativos estão em negrito. 
As variáveis estatisticamente significativas para TRG2 são: RAI, RTF, TFP e CTCV e as 
interações entre as variáveis: RAI – CTCV (1 – 4) e RTF – CTCV (2 - 4). 







Fatores Efeitos Std.Err. t(6) p -95,% Cnf.Limt
+95,% 
Cnf. Limt 
Mean/Interc. 690,87 1,42 486,84 0,00 687,40 694,34 
(1)RAI 11,39 2,93 3,89 0,01 4,23 18,55 
(2)RTF -29,02 2,93 -9,92 0,00 -36,18 -21,87 
(3)TFP 8,26 2,93 2,82 0,03 1,11 15,42 
(4)CTCV 29,26 2,93 10,00 0,00 22,10 36,42 
1 by 2 2,17 2,93 0,74 0,49 -4,99 9,32 
1 by 3 -0,07 2,93 -0,03 0,98 -7,23 7,08 
1 by 4 14,72 2,93 5,03 0,00 7,56 21,88 
2 by 3 -2,20 2,93 -0,75 0,48 -9,35 4,96 
2 by 4 -13,83 2,93 -4,73 0,00 -20,99 -6,67 


























Figura 6.17 Gráfico de Pareto em função dos valores estatísticos para TRG2. 
 
Como foi visto na análise da variável TRG1, para TRG2 apenas TFP pode ser analisada 
isoladamente. As demais devem ser analisadas por suas interações. O valor de TRG2 
aumenta quando o valor da temperatura de alimentação passa do nível inferior (-1) para o 
nível superior (+1), em aproximadamente 8,3%. 
Para a interação RAI e CTCV, pode-se observar pelo diagrama da Figura 6.18 que a 
temperatura TRG2 aumenta quando o valor das variáveis passa do nível -1 para +1, sendo 

















No caso da interação RTF e CTCV, tem-se que valores maiores de TRG2 quando CTCV 















Figura 6.19 Representação dos efeitos de TRG2 para a combinação CTCV-RTF. 
 
Os resultados observados para essa variável são análogos a TRG1. Isso já era 
esperado, pelas duas variáveis serem diretamente proporcionais. 
A seguir, têm-se os gráficos de superfície para essas interações: RAI – CTCV e RTF – 
CTCV e para as combinações entre TFP e as demais variáveis (Figuras 6.20, 6.21, 6.22, 6.23 e 
6.24). Essa é outra forma de observar os dados já expostos, sendo possível visualizar as 
regiões de máximo para cada combinação. Os valores máximos para TRG2 são visualizados 






Figura 6.20 Superfície de resposta para a variável TRG2 entre as variáveis RAI e CTCV. 
 






Figura 6.22 Superfície de resposta para a variável TRG2 entre as variáveis TFP e RAI. 
 






Figura 6.24 Superfície de resposta para a variável TRG2 entre as variáveis TFP e CTCV. 
 
As demais interações não foram consideradas estatisticamente significativas, para 
um nível de confiança de 95%. 
As temperaturas da fase densa do regenerador (TRG1 e TRG2) são variáveis de 
extrema importância para a eficiência da regeneração do catalisador. Quanto mais altas 
forem estas temperaturas, menor será o teor de coque no catalisador regenerado e maior 
será sua atividade. Por outro lado, temperaturas excessivamente altas podem causar 
desativação térmica ou hidrotérmica, principalmente se os teores de metais depositados 
forem também elevados (ABADIE, 1997). Assim, pode-se encontrar valores adequados 
admitindo valores próximos aos pontos centrais, como mostra a análise de superfície de 








Análise sobre a variável TRX 
 
Pela Tabela 6.6, de efeitos, apenas as variáveis: RTF e CTCV possuem efeitos 
significativos. As demais variáveis e as interações não são estatisticamente significativas. 
Isso também pode ser visualizado pelo gráfico de Pareto da Figura 6.25. 
Tabela 6.6 Efeitos das variáveis de entrada sobre a variável de estudo TRX. 
 
Fatores Efeitos Std.Err. t(6) p -95,%  Cnf.Limt
+95,% 
Cnf. Limt 
Mean/Interc. 521,38 3,84 135,67 0,00 511,97 530,78 
(1)RAI 7,38 7,92 0,93 0,39 -12,01 26,76 
(2)RTF -34,52 7,92 -4,36 0,00 -53,91 -15,13 
(3)TFP 8,92 7,92 1,13 0,30 -10,47 28,30 
(4)CTCV 82,55 7,92 10,42 0,00 63,16 101,94 
1 by 2 1,32 7,92 0,17 0,87 -18,07 20,70 
1 by 3 0,17 7,92 0,02 0,98 -19,21 19,56 
1 by 4 8,38 7,92 1,06 0,33 -11,01 27,76 
2 by 3 -2,92 7,92 -0,37 0,72 -22,31 16,46 
2 by 4 -13,38 7,92 -1,69 0,14 -32,76 6,01 





























Como as interações não foram significativas estatisticamente, a análise foi realizada 
individualmente para cada uma das variáveis. 
A temperatura TRX aumenta quando o valor de CTCV passa do nível -1 para o nível 
+1, sendo o aumento em torno de 82,5 %. 
A temperatura TRX diminui quando o valor de RTF passa do nível -1 para o nível +1, 
a sendo a redução em torno de -34,5 %. 
Pode-se concluir que uma maior quantidade de catalisador e uma menor vazão de 
alimentação dentro do riser podem levar a um maior valor na temperatura na saída do 
equipamento. 
A seguir tem-se o gráfico de superfície para essas duas variáveis RTF e CTCV (Figura 
6.26). As áreas de máximo para TRX são mostradas nas superfícies com tonalidades de 
amarelo a vermelho. 
 
 






Análise sobre a variável SEVER 
 
Na Tabela 6.7, dos efeitos, apenas as variáveis RTF e CTCV são estatisticamente 
significativas, o que também pode ser observado no gráfico de Pareto (Figura 6.27). As 
demais variáveis e sua interações não apresentaram valores de efeitos significativos. 
 
Tabela 6.7 Efeitos das variáveis de entrada sobre a variável de estudo SEVER. 
 
Fatores Efeitos Std.Err. t(6) p -95,%  Cnf.Limt
+95,% 
Cnf. Limt 
Mean/Interc. 69,93 1,26 55,32 0,00 66,84 73,03 
(1)RAI 1,07 2,61 0,41 0,70 -5,31 7,45 
(2)RTF -10,00 2,61 -3,84 0,01 -16,37 -3,62 
(3)TFP 1,39 2,61 0,53 0,61 -4,99 7,76 
(4)CTCV 25,13 2,61 9,64 0,00 18,76 31,51 
1 by 2 0,87 2,61 0,33 0,75 -5,51 7,25 
1 by 3 0,02 2,61 0,01 0,99 -6,36 6,39 
1 by 4 1,24 2,61 0,48 0,65 -5,14 7,62 
2 by 3 -0,82 2,61 -0,32 0,76 -7,20 5,55 
2 by 4 -0,03 2,61 -0,01 0,99 -6,41 6,35 




























Assim como para a variável TRX, RTF e CTCV foram analisadas separadamente: 
A conversão da reação, ou SEVER, tende a aumentar quando a variável CTCV passa 
do nível -1 para o nível +1, sendo o aumento em torno de 25,13%. 
A conversão da reação tende a diminuir quando a variável CTCV passa do nível -1 
para +1, sendo a redução no seu valor em torno de -9,99%. 
A conversão da reação está diretamente relacionada com a temperatura de saída do 
riser. A diminuição da vazão de alimentação (RTF) e o aumento da abertura da válvula de 
catalisador regenerado (CTCV) podem levar a um aumento de conversão e 
consequentemente a um aumento na temperatura de saída do riser, como foi visto na 
análise da variável TRX. 
Assim, pode-se analisar que o aumento da conversão e o aumento na produção de 
coque somente será interessante se houver também de folga no blower, de modo a fornecer 
uma vazão adicional de ar necessária à queima. Caso contrário, o adicional de coque não 
será queimado, acumulando-se no catalisador regenerado, diminuindo sua atividade e 
podendo comprometer seriamente a conversão e a seletividade (ABADIE, 1997). 
A Figura 6.28 mostra a superfície de resposta para essas duas variáveis. Deve-se 













Figura 6.28 Superfície de resposta para a variável SEVER entre as variáveis RTF e CTCV. 
6.2.2. Modelos Empíricos 
Os estudos realizados na secção anterior mostraram-se bastante elucidativos quanto 
à análise do efeito das variáveis, mas por não apresentarem garantia quanto à qualidade dos 
valores obtidos, fez-se necessária a aplicação da técnica de análise de variância (ANOVA) 
nas variáveis de saída ou controladas.  
A análise de variância pode ser usada para testar hipóteses sobre resultados 
encontrados dos efeitos principais e suas interações. Essas hipóteses são testadas através da 
aplicação do teste F, conseguido a partir da construção da tabela ANOVA.  
A partir dos resíduos gerados pode-se obter um modelo empírico que também pode 
ser avaliado pelo teste F. É importante observar que esses modelos empíricos conseguidos 
no planejamento são modelos locais, isto é, modelos aplicáveis apenas a uma determinada 
região. Essa característica torna a extrapolação uma atividade bastante arriscada (BARROS 
NETO et al., 2003). 
Alguns trabalhos estudados apresentam esta metodologia para validação de seus 




Starion (2001). Segundo Rodrigues e Iemma (2005), apenas com a validação do modelo 
pelo teste F é possível construir a superfície de resposta e a curva de contorno com 
segurança. 
 
Modelo para as variáveis controladas 
 
Para verificar a significância estatística do modelo, primeiro foi gerada a Tabela 6.8, 
ANOVA, posteriormente comparado com os valores do F tabelado11 e calculado. 




Soma Quadrática Média Quadrática 
Nº de Graus de 
Liberdade 
F-calculado 





TRG1 TRG2 TRX SEVER 
Regressão 7588,3 9219,5 32018,3 2931,4 1264,7 1536,6 16009,2 1465,7 6 2 167,8 55,7 51,3 80,4 
Resíduo 75,4 276,1 3123,2 182,8 7,5 27,6 312,3 18,2 10 14 - - - - 
Total 7663,7 9495,4 35141,4 3114,2 - - - - 16 16 - - - - 
R2 99% 97% 92% 94%  
F valor tabelado F6,10 = 3,22         F2,14 = 3,74 
 
Pelos valores obtidos para F , pode-se concluir que como o valor de 
calculado tabeladoF F , os modelos propostos para as variáveis de saída são significativos e 
                                                 





consequentemente validam o planejamento realizado. As equações que descrevem o 
modelo são: 
 
1 774,66 0,82 0,06 0,47 286,97
2,23 0,02
RG AI TF FP TCV
AI TCV TF TCV
T R R T C
R C R C
= − − + − +
+ × − ×  (6.1)
 
2 824,45 1,42 0,01 0,36 291,76
2,21 0,03
RG AI TF FP TCV
AI TCV TF TCV
T R R T C
R C R C
= − − + − +
+ × − ×  (6.2)
 
80,40 0,01 53,59TF TCVSEVER R C= − +  (6.3)
 
563,59 0,02 176,01RX TF TCVT R C= − +  (6.4)
 
Os gráficos de resíduos (Figura 6.29, 6.30, 6.31 e 6.32) mostram como a reta 
ajustada se situa com relação às observações para cada uma das variáveis controladas, 
confirmando visualmente que o modelo linear representa bem os dados. 
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Figura 6.29 Ajuste do modelo linear, variável 
TRG1. 

















































Figura 6.31 Ajuste do modelo linear, variável 
TRX. 
Figura 6.32 Ajuste do modelo linear, variável 
SEVER. 
6.2.3. Planejamento Estrela 
Continuando os estudos estatísticos no processo de craqueamento catalítico, nesta 
fase foi realizado um planejamento composto central, do tipo estrela, que é a construção 
mais comum desse tipo de planejamento. 
Essa etapa foi realizada com o objetivo de atingir uma região ótima nas superfícies 
de respostas das variáveis controladas investigadas (TRG1, TRG2, TRX e SEVER). Para isso, 
foi acrescentado um planejamento idêntico, porém girando 45 graus em relação à 
orientação de partida. 
Nas superfícies obtidas na Secção 6.2.1, pode-se observar que as áreas de máximo 
das variáveis se encontram nas pontas das superfícies, apresentando dúvidas com relação a 
sua curvatura e comportamento. Neste ponto do trabalho, pretende-se desenvolver o estudo 
das superfícies de respostas para um caso específico, rotacionando as variáveis RTF (vazão 
de alimentação) e CTCV (válvula de catalisador regenerado). Espera-se obter outras 
condições operacionais que levem a regiões de ótimo para os valores de conversão da 
reação. 
Esta etapa será dividida em duas fases. Na primeira serão mostrados o planejamento 




teste F e gráficos de superfície e curvas de contorno, as quais serão utilizadas para 
realização de uma sobreposição de curvas com a finalidade de melhorar a visualização da 
região de ótimo para a variável SEVER – conversão de reação, especificamente. Na 
segunda fase, serão apresentados os gráficos de sobreposição de curvas propriamente ditos. 
Na primeira etapa também serão apresentadas as tabelas com a análise de efeitos 
obtidos no planejamento estrela. Esses resultados não serão comentados nessa secção, visto 
que todas as informações necessárias quanto à significância estatística foram conseguidas 
no planejamento fatorial (Secção 6.2.1). 
6.2.4. Rotação das variáveis RTF e CTCV. 
O planejamento estrela construído foi um com dois e quatro fatores, ou seja, um 42 . 
Na Tabela 6.9 encontra-se a matriz do planejamento estrela preenchida com os 
valores de nível (-1 e +1) e as respostas das variáveis dependentes a cada uma das 














Tabela 6.9 Matriz codificada do planejamento estrela. 
 
Planejamento - 2(4) 
 Variáveis Independentes Variáveis Dependentes 
Ensaios RAI RTF CTCV TFP TRG1 TRG2 SEVER TRX
1 205,2 (-1) 7950 (-1) 0,75 (-1) 218,5 (-1) 685,5 715,4 82,7 559,9 
2 205,2 (-1) 7950 (-1) 0,75 (-1) 241,5 (+1) 697,7 727,1 84,4 572,6 
3 205,2 (-1) 7950 (-1) 0,88 (+1) 218,5 (-1) 681,9 710,8 85,2 570,6 
4 205,2 (-1) 7950 (-1) 0,88 (+1) 241,5 (+1) 693,2 721,9 86,6 582,9 
5 205,2 (-1) 9000 (+1) 0,75 (-1) 218,5 (-1) 661,7 692,4 76,4 533,6 
6 205,2 (-1) 9000 (+1) 0,75 (-1) 241,5 (+1) 672,8 703,6 78,6 545,6 
7 205,2 (-1) 9000 (+1) 0,88 (+1) 218,5 (-1) 656,4 685,5 79,4 542,9 
8 205,2 (-1) 9000 (+1) 0,88 (+1) 241,5 (+1) 667,9 697,0 81,3 555,2 
9 226,8 (+1) 7950 (-1) 0,75 (-1) 218,5 (-1) 709,7 734,7 84,3 571,4 
10 226,8 (+1) 7950 (-1) 0,75 (-1) 241,5 (+1) 720,9 744,1 85,7 583,0 
11 226,8 (+1) 7950 (-1) 0,88 (+1) 218,5 (-1) 707,9 735,9 87,1 586,8 
12 226,8 (+1) 7950 (-1) 0,88 (+1) 241,5 (+1) 719,7 746,5 88,3 599,1 
13 226,8 (+1) 9000 (+1) 0,75 (-1) 218,5 (-1) 684,2 714,1 78,5 545,0 
14 226,8 (+1) 9000 (+1) 0,75 (-1) 241,5 (+1) 697,7 726,7 80,7 558,3 
15 226,8 (+1) 9000 (+1) 0,88 (+1) 218,5 (-1) 680,7 710,9 81,7 557,6 
16 226,8 (+1) 9000 (+1) 0,88 (+1) 241,5 (+1) 692,6 722,6 83,5 570,2 
17 194,4 (-2) 8475 (0) 0,82 (0) 230,0 (0) 663,5 692,6 80,9 549,9 
18 237,6 (+2) 8475 (0) 0,82 (0) 230,0 (0) 712,7 738,8 84,8 577,3 
19 216,0 (0) 7425 (-2) 0,82 (0) 230,0 (0) 717,9 744,1 88,3 595,8 
20 216,0 (0) 9525 (+2) 0,82 (0) 230,0 (0) 666,2 696,8 77,4 540,0 
21 216,0 (0) 8475 (0) 0,69 (-2) 230,0 (0) 693,1 721,4 79,6 550,4 
22 216,0 (0) 8475 (0) 0,95 (+2) 230,0 (0) 685,1 714,1 85,2 574,2 
23 216,0 (0) 8475 (0) 0,82 (0) 207,0 (-2) 677,1 707,3 81,3 552,6 
24 216,0 (0) 8475 (0) 0,82 (0) 253,0 (+2) 701,1 730,6 84,8 577,9 
25 (C) 216,0 (0) 8475 (0) 0,82 (0) 230,0 (0) 688,8 718,7 83,1 565,0 
26 (C) 216,0 (0) 8475 (0) 0,82 (0) 230,0 (0) 688,8 718,7 83,1 565,0 
27 (C) 216,0 (0) 8475 (0) 0,82 (0) 230,0 (0) 688,8 718,7 83,1 565,0 
 
Análise da variável TRG1 
 
A Tabela 6.10 mostra as variáveis e interações estatisticamente significativas e a 
Figura 6.33 o gráfico de Pareto para melhor visualização dos resultados encontrados para a 






Tabela 6.10 Efeitos das variáveis de entrada sobre a variável de estudo TRG1 para o 
planejamento estrela. 
 
Fatores Efeitos Std.Err. t(6) p -95,%  Cnf.Limt
+95,% 
Cnf. Limt 
Mean/Interc. 688,80 0,28 2420,64 0,00 688,18 689,42 
(1)RAI(L) 24,54 0,20 121,97 0,00 24,10 24,98 
RAI(Q) -0,41 0,21 -1,94 0,08 -0,88 0,05 
(2)RTF(L) -25,48 0,20 -126,66 0,00 -25,92 -25,05 
RTF(Q) 1,56 0,21 7,31 0,00 1,09 2,02 
(3)CTCV(L) -3,82 0,20 -18,96 0,00 -4,25 -3,38 
CTCV(Q) 0,09 0,21 0,42 0,68 -0,38 0,55 
(4)TFP(L) 11,88 0,20 59,06 0,00 11,45 12,32 
TFP(Q) 0,10 0,21 0,47 0,65 -0,36 0,57 
1L by 2L -0,41 0,25 -1,66 0,12 -0,95 0,13 
1L by 3L 0,82 0,25 3,32 0,01 0,28 1,35 
1L by 4L 0,29 0,25 1,17 0,26 -0,25 0,83 
2L by 3L -0,93 0,25 -3,79 0,00 -1,47 -0,40 
2L by 4L 0,16 0,25 0,65 0,53 -0,38 0,70 
































Figura 6.33 Gráfico de Pareto em função dos valores estatísticos para TRG1. 
 
Nos diagramas de Pareto, as letras (L) e (Q) ao lado das variáveis e interações 




As superfícies de respostas e suas respectivas curvas de contorno para as 
combinações dessas variáveis estão nas Figuras de 6.34 a 6.39 a seguir. 
 
Figura 6.34 Superfície de resposta e respectiva curva de contorno para a variável TRG1 entre as 
variáveis RAI e RTF. 
 
 
Figura 6.35 Superfície de resposta e respectiva curva de contorno para a variável TRG1 entre as 





Figura 6.36 Superfície de resposta e respectiva curva de contorno para a variável TRG1 entre as 
variáveis RAI e CTCV. 
 
 
Figura 6.37 Superfície de resposta e respectiva curva de contorno para a variável TRG1 entre as 






Figura 6.38 Superfície de resposta e respectiva curva de contorno para a variável TRG1 entre as 
variáveis RTF e CTCV. 
 
Figura 6.39 Superfície de resposta e respectiva curva de contorno para a variável TRG1 entre as 
variáveis TFP e CTCV. 
 
Comparando os resultados obtidos nos gráficos de superfície com os da Secção 
6.2.1, pode-se perceber o quão evidente se tornaram as áreas de máximo para todas as 
combinações das variáveis manipuladas (áreas em vermelho). 
As tendências de aumento ou diminuição para a maioria das variáveis de entrada 
com relação a TRG1 se mantiveram, mas é notória a caminhada realizada para as regiões de 
máximo. Isso já era esperado e desejado, devido à técnica estatística utilizada. Essa 




Análise da variável TRG2 
 
A Tabela 6.11 mostra as variáveis e interações estatisticamente significativas e a 
Figura 6.40 o gráfico de Pareto para melhor visualização dos resultados encontrados para a 
variável TRG2. As variáveis estatisticamente significativas estão destacadas em negrito na 
tabela. 
 
Tabela 6.11 Efeitos das variáveis de entrada sobre a variável de estudo TRG2 para o 
planejamento estrela. 
 
Fatores Efeitos Std.Err. t(6) p -95,%  Cnf.Limt
+95,% 
Cnf. Limt 
Mean/Interc. 718,68 0,42 1701,28 0,00 717,76 719,60 
(1)RAI(L) 22,85 0,30 76,50 0,00 22,20 23,50 
RAI(Q) -1,53 0,32 -4,82 0,00 -2,22 -0,84 
(2)RTF(L) -23,20 0,30 -77,66 0,00 -23,85 -22,55 
RTF(Q) 0,84 0,32 2,64 0,02 0,15 1,53 
(3)CTCV(L) -3,46 0,30 -11,59 0,00 -4,11 -2,81 
CTCV(Q) -0,51 0,32 -1,61 0,13 -1,20 0,18 
(4)TFP(L) 11,36 0,30 38,03 0,00 10,71 12,01 
TFP(Q) 0,08 0,32 0,26 0,80 -0,61 0,77 
1L by 2L 1,22 0,37 3,34 0,01 0,43 2,02 
1L by 3L 2,44 0,37 6,68 0,00 1,65 3,24 
1L by 4L -0,17 0,37 -0,46 0,66 -0,96 0,63 
2L by 3L -1,82 0,37 -4,98 0,00 -2,62 -1,03 
2L by 4L 0,49 0,37 1,33 0,21 -0,31 1,28 



































Figura 6.40 Gráfico de Pareto em função dos valores estatísticos para TRG2. 
 
As superfícies de respostas e suas respectivas curvas de contorno para as 
combinações dessas variáveis estão da Figura 6.41 até a 6.46 a seguir. 
 
Figura 6.41 Superfície de resposta e respectiva curva de contorno para a variável TRG2 entre as 





Figura 6.42 Superfície de resposta e respectiva curva de contorno para a variável TRG2 entre as 
variáveis RAI e TFP. 
 
Figura 6.43 Superfície de resposta e respectiva curva de contorno para a variável TRG2 entre as 






Figura 6.44 Superfície de resposta e respectiva curva de contorno para a variável TRG2 entre as 
variáveis RTF e TFP. 
 
 
Figura 6.45 Superfície de resposta e respectiva curva de contorno para a variável TRG2 entre as 






Figura 6.46 Superfície de resposta e respectiva curva de contorno para a variável TRG2 entre as 
variáveis TFP e CTCV. 
 
As tendências de aumento ou diminuição para a maioria das variáveis manipuladas 
continuaram da mesma forma que as já analisadas na Secção 6.2.1. Importante observar nas 
interações entre as variáveis CTCV com RAI ou RTF e de RAI com RTF que quando se tem um 
aumento nos valores da combinação CTCV com RAI ou RTF, obtêm-se valores próximos aos 
limites superiores para a variável TRG2. Para a interação RAI com RTF, menores valores 
assumidos levam a áreas de máximo para TRG2. 
A variável TFP por não possuir interação estatisticamente significativa é analisada 
isoladamente. Valores elevados dessa variável podem levar a valores de máximo para TRG2, 
considerando os limites máximos da mesma. 
 
Análise da variável TRX 
 
A Tabela 6.12 mostra as variáveis e interações estatisticamente significativas e a 
Figura 6.47 o gráfico de Pareto para melhor visualização dos resultados encontrados para a 






Tabela 6.12 Efeitos das variáveis de entrada sobre a variável de estudo TRX para o 
planejamento estrela. 
 
Fatores Efeitos Std.Err. t(6) p -95,%  Cnf.Limt
+95,% 
Cnf. Limt 
Mean/Interc. 565,00 0,29 1917,12 0,00 564,36 565,64 
(1)RAI(L) 13,58 0,21 65,17 0,00 13,13 14,03 
RAI(Q) -0,75 0,22 -3,39 0,01 -1,23 -0,27 
(2)RTF(L) -27,45 0,21 -131,72 0,00 -27,90 -27,00 
RTF(Q) 1,45 0,22 6,54 0,00 0,96 1,93 
(3)CTCV(L) 11,98 0,21 57,47 0,00 11,52 12,43 
CTCV(Q) -1,39 0,22 -6,27 0,00 -1,87 -0,90 
(4)TFP(L) 12,49 0,21 59,95 0,00 12,04 12,95 
TFP(Q) 0,09 0,22 0,41 0,69 -0,39 0,57 
1L by 2L -0,07 0,26 -0,27 0,79 -0,63 0,49 
1L by 3L 2,01 0,26 7,86 0,00 1,45 2,56 
1L by 4L 0,07 0,26 0,27 0,79 -0,49 0,62 
2L by 3L -1,14 0,26 -4,48 0,00 -1,70 -0,59 
2L by 4L 0,16 0,26 0,61 0,55 -0,40 0,71 
































Figura 6.47 Gráfico de Pareto em função dos valores estatísticos para TRX. 
 
As superfícies de respostas e suas respectivas curvas de contorno para as 





Figura 6.48 Superfície de resposta e respectiva curva de contorno para a variável TRX entre as 
variáveis RAI e RTF. 
 
Figura 6.49 Superfície de resposta e respectiva curva de contorno para a variável TRX entre as 






Figura 6.50 Superfície de resposta e respectiva curva de contorno para a variável TRX entre as 
variáveis RAI e CTCV. 
 
Figura 6.51 Superfície de resposta e respectiva curva de contorno para a variável TRX entre as 







Figura 6.52 Superfície de resposta e respectiva curva de contorno para a variável TRX entre as 
variáveis RTF e CTCV. 
 
Figura 6.53 Superfície de resposta e respectiva curva de contorno para a variável TRX entre as 
variáveis TFP e CTCV. 
 
Para a variável TRX, quando foi realizado o planejamento fatorial, apenas duas 
variáveis manipuladas tinham efeito sobre as variáveis de saída. Assim apenas elas duas 
foram interpretadas. No planejamento estrela, pode-se verificar outra configuração. Além 
de todas as variáveis manipuladas nos termos lineares e quatro delas nos termos quadráticos 
serem significativas, algumas particularidades podem ser observadas. As interações RAI-
CTCV e RTF-CTCV também são estatisticamente significativas. Valores maiores para a 
primeira interação e menores para a segunda interação levam a valores de máximo na 




Análise da variável SEVER 
 
Para a variável SEVER observou-se que não houve variáveis independentes 
estatisticamente significativas. Na Tabela 6.13 encontram-se os valores dos efeitos 
calculados e na Figura 6.54 tem-se o gráfico de Pareto para a variável SEVER. 
 
Tabela 6.13 Efeitos das variáveis de entrada sobre a variável de estudo SEVER para o 
planejamento estrela. 
 
Fatores Efeitos Std.Err. t(6) p -95,%  Cnf.Limt 
+95,% 
Cnf. Limt 
Mean/Interc. 83,12 82200,59 0,00 1,00 -179016,59 179182,82 
(1)RAI(L) -63670,38 58124,60 -1,10 0,29 -190313,00 62972,23 
RAI(Q) 15917,93 61650,44 0,26 0,80 -118406,85 150242,71 
(2)RTF(L) 63666,80 58124,60 1,10 0,29 -62975,82 190309,42 
RTF(Q) 15917,94 61650,44 0,26 0,80 -118406,84 150242,71 
(3)CTCV(L) -63669,52 58124,60 -1,10 0,29 -190312,14 62973,10 
CTCV(Q) 15917,72 61650,44 0,26 0,80 -118407,06 150242,49 
(4)TFP(L) -63670,56 58124,60 -1,10 0,29 -190313,18 62972,05 
TFP(Q) 15918,04 61650,44 0,26 0,80 -118406,74 150242,82 
1L by 2L -95508,19 71187,80 -1,34 0,20 -250613,08 59596,71 
1L by 3L 95508,58 71187,80 1,34 0,20 -59596,31 250613,48 
1L by 4L 95508,38 71187,80 1,34 0,20 -59596,52 250613,27 
2L by 3L -95508,21 71187,80 -1,34 0,20 -250613,10 59596,68 
2L by 4L -95508,16 71187,80 -1,34 0,20 -250613,06 59596,73 



































Figura 6.54 Gráfico de Pareto em função dos valores estatísticos para SEVER. 
 
Os estudos estatísticos que se seguem não consideram as análises de superfície de 
resposta da variável SEVER, pois nenhuma das variáveis manipuladas foi estatisticamente 
significativa e nem suas interações. É importante mencionar que quando for determinada a 
região ótima de trabalho pela sobreposição de curvas, consequentemente serão obtidos 
valores para esta variável. 
 
Análise de variância 
 
Na Tabela 6.14 encontra-se a análise de variância (ANOVA) para as variáveis de 









Tabela 6.14 Análise de variância – ANOVA (planejamento estrela). 
 
Fonte de Variação Soma Quadrática Média Quadrática Nº de Graus de Liberdade F-calculado 





TRG1 TRG2 TRX 
Regressão 8468,7 7274,2 7482,0 470,5 454,6 467,6 9 7 588,8 441,8 1272,9
Resíduo 5,6 9,3 3,3 0,8 1,0 0,4 17 19    
Total 8474,3 7283,4 7485,3    26 26    
R2 99% 99% 99%  
F valor tabelado F7,19 = 2,61         F9,17 = 2,49 
 
Pelos valores obtidos para F, pode-se concluir que como o valor de Fcalculado >> 
Ftabelado, os modelos propostos para as variáveis de saída são significativos e as equações do 
modelo, em função dos coeficientes de regressão estatisticamente significativos, são: 
 
1 771,14 0,66 0,06 0,51
0,58 0.01
RG AI TF FP
AI TCV TF TCV
T R R T
R C R C
= + − +
+ × − ×  (6.5)
 
2
2 743,65 0,01 0,05 0,49 176,07
0,03
RG AI TF FP TCV
TF TCV
T R R T C
R C
= − − + −




504,0 0,91 0,003 0,06 198,74
167,58 0.54 1,42 0,02
RX AI AI TF TCV
TCV FP AI TCV TF TCV
T R R R C
C T R C R C
= + − − +




6.2.5. Sobreposição das superfícies 
Dentre as superfícies de respostas, geradas na Secção 6.2.4, neste estudo foram 
observadas especificamente as que apresentavam o comportamento das variáveis 
dependentes em relação às variáveis independentes RTF e CTCV. 
Como foi visto nas superfícies geradas no planejamento fatorial, as variáveis 
controladas apresentaram suas regiões de ótimo quando as variáveis RTF e CTCV estavam 
em valores próximos aos níveis inferiores e superiores, respectivamente. Na prática não é 
possível alimentar o riser com valores pequenos de carga (gasóleo) e acrescentar maiores 
quantidades de catalisador por dois motivos: primeiro pelo alto custo do catalisador, que 
aumentaria muito o valor da operação e segundo porque se injeta uma quantidade nova de 
catalisador no riser periodicamente e não apenas catalisador regenerado, e esse não é 
totalmente recuperado no regenerador. Assim, nesta fase procura-se uma região de ótimo, 
dentro dos limites já apresentados, que satisfaça simultaneamente todas as variáveis 
dependentes (regiões de máximo), através de uma técnica chamada de sobreposição de 
curvas de contorno. 
Para encontrar essa região ótima foram feitos três pares de sobreposições, de acordo 
com as interações estatisticamente significativas determinadas no planejamento estrela. 
Assim, na Figura 6.55 tem-se a sobreposição das curvas de contorno, cada uma das 
variáveis dependentes (TRG1, TRG2 e TRX), para a interação RAI-CTCV e na Figura 6.56 tem-se 





Figura 6.55 Sobreposição das curvas de contorno das variáveis dependentes (TRG1, TRG2 e 
TRX), com relação a interação RAI-CTCV. 
 
 
Figura 6.56 Sobreposição das curvas de contorno das variáveis dependentes (TRG1, TRG2, TRX e 





Assim, pelos gráficos das Figuras 6.55 e 6.56, pode-se observar uma área em 
destaque em branco na qual estão as áreas ótimas para as variáveis dependentes. De acordo 
com essas áreas destacadas nas sobreposições, têm-se melhores valores para as variáveis 
dependentes quando os valores de RTF estão entre 8400 e 8600 m3/d, os valores de CTCV 
estão entre 0,810 e 0,825 e RAI está entre 214,0 e 216,5 KNm3/hr, obedecendo aos limites 
impostos pelo sistema. 
6.2.6. Simulação dos parâmetros de processo propostos pelo planejamento estrela 
No planejamento estrela, procurou-se uma região de ótimo rotacionando duas 
variáveis estatisticamente significativas encontradas no planejamento fatorial, foram elas: 
vazão de alimentação de gasóleo para o riser e catalisador regenerado para o riser. A partir 
das observações feitas nos gráficos de sobreposição, foram realizadas novas simulações 
com a finalidade de encontrar um valor maior de conversão da reação, mas que mantivesse 
as demais variáveis dependentes dentro de suas faixas de máximo e mínimo. 
Para isso, foi realizada a simulação com as condições indicadas dentro da área 
apontada como região de ótimo pelo planejamento. Os valores escolhidos localizam-se 
próximos ao ponto central e assumem os seguintes valores para as variáveis manipuladas: 
RTF = 8590 m3/d, CTCV = 0,82, RAI = 215,5 KNm3/hr e TFP = 235 ºC, para o esquema de 
controle PID  
O valor apresentado para a variável TFP não foi obtido através das análises feitas nos 
gráficos de sobreposição apresentados na Secção 6.2.5, visto que ele não consta nas 
interações consideradas nas curvas sobrepostas. Esse valor foi obtido a partir das 
superfícies apresentadas na Secção 6.2.4. 
Após as simulações realizadas, pode-se observar que o valor alcançado para a 
conversão da reação foi de aproximadamente 83% para o controlador PID com as demais 





Os valores e comportamentos aqui expostos apresentam a potencialidade das 
análises estatísticas realizadas. Como o intuito é a aplicação prática da técnica de 
otimização por superfícies de resposta, foram apenas apresentados os resultados das 
simulações no estado estacionário para as combinações indicadas nos gráficos de 
sobreposição. 
6.3. Determinação de Novas Malhas de Controle PID 
Como mostrado no Capítulo 4, estão implementados no simulador FCCGUI três 
tipos diferentes de estratégias de controle, entre elas o PID clássico. Na Secção 4.2 é 
descrita a aplicação desse controlador a três malhas de controle responsáveis pela segurança 
do processo (malhas U5, U6 e U7). Nesta secção, são apresentadas três novas malhas de 
controle PID como parte do desenvolvimento do controlador adaptativo. Essas malhas 
foram montadas a partir das variáveis envolvidas nos esquemas MIMO de controle 
avançado (DMC e MPC-RNA descritos nas Secções 4.2.2 e 4.2.3). Em uma dessas novas 
malhas foi implementado o controlador adaptativo. 
Quando se pretende implementar controladores em um processo, devem-se levar em 
conta todas as variáveis envolvidas no mesmo. Alguns problemas envolvem apenas uma 
variável de entrada e uma variável de saída, classificados como sistemas SISO (single-input 
single-output), mas a maioria dos problemas existentes em processos químicos e 
petroquímicos não possui essa simples configuração. Geralmente tem-se múltiplas variáveis 
de entrada e saída, são os sistemas MIMO. 
Em sistemas MIMO deve-se levar em consideração a presença de interações entre 
as variáveis, ou seja, como as variáveis manipuladas coletivamente afetam as controladas. 
Quando interações significativas estão presentes num processo, a seleção da configuração 
mais eficiente para o controle pode não ser óbvia. 
Nos processos de craqueamento catalítico é conhecida a forte interação entre as 
variáveis. Isso pôde ser notado nas simulações e nos estudos estatísticos realizados e essa 




Na literatura são encontradas duas principais metodologias para parear entradas e 
saídas formando malhas SISO a partir de um sistema MIMO. Elas são o desacoplamento de 
variáveis e a matriz de ganho relativo. Nesse trabalho é proposto o uso do planejamento 
fatorial como uma técnica intuitiva e de simples aplicação para escolha de pares 
significativos de variáveis controladas e manipuladas. Nas subsecções a seguir, essas 
técnicas da literatura são descritas sucintamente para logo após a técnica do pareamento de 
variáveis por planejamento fatorial ser introduzida e aplicada. 
6.3.1. Sistemas de Controle por Desacoplamento 
Uma abordagem popular para lidar com interações em malhas de controle é o 
projeto de esquemas de controle não-interativos ou esquemas desacoplantes. O objetivo é 
eliminar completamente os efeitos das interações das malhas. Isso é alcançado através da 
especificação de redes de compensação conhecidas como desacopladores. 
Em princípio, o esquema de controle por desacoplamento pode fornecer dois 
importantes benefícios (SEBORG et al., 1989): 
1. As interações entre malhas de controle são eliminadas e consequentemente a 
estabilidade do sistema em malha fechada é determinada pelas características 
individuais das malhas de controle feedback; 
2. A mudança do setpoint para uma variável controlada não tem qualquer efeito sob 
outra variável controlada. 
 
Na prática, os benefícios teóricos podem não ser completamente realizados devido a 
imperfeições no modelo. Tipicamente, desacopladores são projetados usando um modelo 
simples do processo que pode ser tanto em estado-estacionário quanto dinâmico. 
Um tipo de sistema de controle por desacoplamento para um processo com 2 inputs 
e 2 outputs é mostrado na Figura 6.57. Nela são mostrados quatro controladores: 2 




para cada desacoplador é o sinal de saída para o controle feedback. As funções de 




Figura 6.57 Um sistema de controle por desacoplamento (SEBORG et al., 1989). 
 
Os desacopladores foram projetados para compensar interações indesejáveis de 
processo. Por exemplo, o desacoplador D21 pode ser projetado para cancelar C21, que vem 
da interação de processo entre M1 e C2. Esse cancelamento pode ocorrer em C2 se a saída 
M21 do desacoplamento satisfizer a expressão: 
 
12 11 22 21G M +G M =0p p  (6.8) 
 
Substituindo 21 21 11M =D M  e fatorando tem-se: 
 





Mas 11( ) 0M s ≠ haja vista que 11M  é a saída do controlador que é dependente do 
tempo. 
 
12 22 21G +G D =0p p  (6.10) 
 












De forma análoga, pode ser derivada a equação de projeto para 12 ( )D s  pela 
imposição do requisito que 22M  não tenha efeito em 1C . Assim, o sinal de compensação 
12M  e a interação do processo devido a 12pG  devem cancelar em 1C , 
 
12 22 11 12 22G M +G D M =0p p  (6.12) 
 













=  (6.13) 
 
Os desacopladores ideais nas Equações 6.11 e 6.13 são muito similares com o 




controle feedforward com um sinal de entrada que é a variável manipulada ao invés de uma 
variável de perturbação. É importante mencionar que os desacopladores ideais nem sempre 
são fisicamente realizáveis (SEBORG et al., 1989). 
6.3.2. Matriz de Ganhos Relativos 
Segundo Shinskey (1981), se o ganho do estado estacionário ou dinâmico de uma 
dada variável controlada em resposta a uma variável manipulada varia quando é fechada 
uma outra malha que estava inicialmente aberta, então há interação no sistema. Se o 
controlador em questão foi sintonizado com todas as outras malhas no manual, essa sintonia 
será incorreta quando essas malhas forem colocadas no automático devido a suas 
influências sobre o ganho de uma malha em particular. Dependendo do grau de interação, 
respostas instáveis ou ao menos degradadas serão obtidas. 
O problema da interação das malhas pode ser diminuído através da escolha 
apropriada de pares entrada-saída de modo que essas interações sejam minimizadas. Um 
exemplo trivial é formado por um sistema 2 2× . Se 1u  forma uma malha com 2y , a outra 
malha é logicamente 2u  com 1y . Se essa combinação não fornece o desempenho requerido, 
então a próxima combinação possível seria 1u  com 1y  e 2u  com 2y . Sistemas de 
dimensionalidade maior geram combinações cada vez maiores de pares entrada-saída 
possíveis. Por exemplo, um sistema N N×  gera !N  possíveis pares. Portanto é importante 
avaliar quantitativamente o grau de interação entre as malhas de controle. Essa informação 
pode ser usada então como um guia para estruturar um esquema de controle de mínima 
interação. A técnica de análise de ganho relativo é uma dessas metodologias. 
 
Bristol (1966) desenvolveu a primeira abordagem sistemática para análise de 
problemas de controle para processos multivariáveis. Essa abordagem requer apenas as 
informações do estado estacionário e provê duas importantes informações: 




2. Uma recomendação sobre os pares de variáveis controladas e manipuladas mais 
eficientes. 
 
Assim, a técnica da matriz de ganhos relativos não apenas se tornou uma valiosa 
ferramenta para seleção de pares de variáveis manipuladas-controladas como também é 
usada para predizer o comportamento de respostas controladas (SHINSKEY, 1981). A 
análise é baseada na construção da assim chamada Matriz de Ganhos Relativos (RGA - 
Relative Gain Array) (SEBORG et al., 1989). 
Considerando um sistema geral com N  variáveis controladas e N  variáveis 
manipuladas. O ganho relativo ijλ  entre a variável controlada iC  e a manipulada jM , é 







C M ganho em malha aberta
C M ganho em malha fechada
λ ∂ ∂= =∂ ∂  (6.14) 
 
Para 1,2, ,i n= "  e 1, 2, ,j n= " . 
 
Na Equação 6.14, o símbolo ( / )i j MC M∂ ∂  denota a derivada parcial que é avaliada 
com todas as variáveis manipuladas, exceto jM  que é mantida constante. Assim, esse 
termo é o ganho de malha aberta entre iC  e jM . De forma semelhante, ( / )i j CC M∂ ∂  é 
avaliado com todas as variáveis controladas exceto iC , que é mantido constante. Essa 
situação poderia ser alcançada na prática pelo ajuste das outras variáveis manipuladas 
usando controladores com ação integral. Assim ( / )i j CC M∂ ∂  pode ser interpretado como 
um ganho de malha fechada que indica o efeito de jM  sobre iC  quando todas as outras 




É conveniente arranjar os ganhos relativos numa matriz, a assim chamada Matriz de 














Os elementos da RGA detêm as seguintes propriedades (SEBORG et al., 1989): 
1. A soma de todos os elementos em cada coluna é igual à unidade, ou seja, 
1






= = …∑  
2. A soma de todos os elementos em cada linha é igual à unidade, ou seja, 
1






= = …∑  
3. Os ganhos relativos são adimensionais e assim não afetados pela escolha das 
unidades. 
6.3.3. Pareamento Entrada-Saída por Planejamento Fatorial 
Como já se dispunha de um grande número de informações do processo FCC, 
principalmente com relação ao grau de interação entre suas variáveis, optou-se pela escolha 
dos pares entrada-saída das novas malhas PID baseados nos conhecimento adquiridos no 
planejamento fatorial e nas análises de efeitos. 
Segundo as análises feitas a partir da metodologia estatística aplicada, foram 




• Malha U1: Para TRG2 considerou-se a combinação com a variável RAI (vazão de ar 
para queima do coque no regenerador). Dentre as variáveis com os efeitos 
estatisticamente significativos encontradas no planejamento fatorial para TRG2, essa 
foi escolhida por atuar diretamente no regenerador e influenciar as temperaturas 
dentro do mesmo; 
• Malha U2: Para TRX considerou-se a combinação com a variável RTF (vazão de 
alimentação da carga), uma das variáveis apontadas pelo planejamento fatorial 
como tendo o efeito estatisticamente significativo sobre TRX; 
• Malha U3: Para SEVER considerou-se a combinação com a variável CTCV (Abertura 
da válvula de catalisador regenerado para o riser). Essa variável apresentou maior 
efeito quando comparada com a outra variável estatisticamente significativa. 
Manipulando a abertura desta válvula tem-se o controle do fluxo de catalisador 
regenerado, permitindo a chegada no riser de uma maior ou menor vazão de 
sólidos. 
 
É importante observar que no simulador, em duas dessas novas malhas, U1 e U2, o 
cálculo da saída do controlador é feito diretamente para as variáveis manipuladas: RAI e 
RTF. Na malha U3, o cálculo da saída do controlador é uma posição de válvula, no caso, a 
válvula de catalisador regenerado. 
 A estratégia de controle proposta foi um PI, com dois parâmetros para serem 
adaptados, o ganho proporcional ( ck ) e a constante de tempo integral ( iτ ). 
Posteriormente à estruturação das malhas de controle, prosseguiu-se para a sintonia 
das mesmas. As três malhas PID foram sintonizadas pelo método de Zigler e Nichols. 
O método de Zigler e Nichols é uma metodologia clássica, bastante utilizada 
industrialmente. Ela consiste em se encontrar o ganho limite uk , ou seja, o valor do ganho 
para o qual a malha de controle está no limite de estabilidade com controle feedback 




período de oscilação chamado de período limite, uP , pode ser medido 
(STEPHANOPOULOS, 1984). 
Assim, consegue-se obter os valores dos parâmetros do controlador pelo cálculo 
feito a partir das relações de Zigler e Nichols. Neste caso de estudo, como se tem um 
controlador PI, foram consideradas as seguintes relações (Tabela 6.15): 
 
Tabela 6.15 Relações de Zigler e Nichols para uma malha PI. 
 
Parâmetros Zigler e Nichols
ck  2.2
uk  
iτ  1.2uP  
 
Os valores para os parâmetros do controlador calculados encontram-se na Tabela 
6.16, por malhas de controle. 
 
Tabela 6.16 Parâmetros das malhas de controle PID 
 
Malhas ck  iτ  
U1 0,005 25 
U2 0,053 82,17





As Figuras 6.58, 6.59 e 6.60 apresentam o comportamento do sistema em resposta a 
uma perturbação degrau de + 8% em TAI, alterando seu valor de 190°C para 205,2°C, no 
instante de tempo igual a 250 minutos, para as quatro variáveis controladas TRG1, TRG2, TRX 
e SEVER, respectivamente, após a sintonia das malhas. A linha vermelha tracejada nos 
gráficos a seguir representa o setpoint. 
 
Figura 6.58 Comportamento de TRG1 e TRG2 para uma perturbação de +8% em TAI 
 





Figura 6.60 Comportamento de SEVER para uma perturbação de +8% em TAI 
 
As Figuras 6.61, 6.62 e 6.63 apresentam as respostas das variáveis controladas 
(TRG1, TRG2, TRX e SEVER) a uma perturbação de - 8% em degrau, dada na variável TAI, de 
190°C para 174,8°C, no instante de tempo igual a 250 minutos. 
 





Figura 6.62 Comportamento de TRX 
 
Figura 6.63 Comportamento de SEVER 
 
Pelos gráficos obtidos pode-se observar um comportamento satisfatório para as 
malhas de controle sintonizadas. Após as perturbações impostas ao sistema, as malhas de 
controle conseguiram manter os valores das variáveis controladas próximo aos setpoints. 
As oscilações observadas nos gráficos ocorreram dentro das faixas de restrições (limites) 
operacionais. 
Com o sistema já sintonizado, partiu-se para a escolha da malha de controle a qual 
seria implementado o controlador adaptativo. Dentre as três malhas de controle 
apresentadas foi escolhido o par manipulada-controlada CTCV - SEVER, para instalar o 




6.4. Identificação de Sistema 
O passo inicial para o desenvolvimento do controlador adaptativo foi a obtenção do 
modelo para identificação do sistema. Na literatura encontram-se duas classes de modelos 
dinâmicos para controle: a primeira é por funções polinomiais ou funções de transferência, 
que relacionam as entradas e as saídas conforme o tipo de problema. A segunda classe de 
modelos para controle são os chamados modelos internos na forma de espaço de estado e 
que descrevem todas as interações internas entre as variáveis de estado (AGUIRRE, 2007). 
As redes neurais se apresentam como uma opção vantajosa para modelos de 
identificação por possuir uma grande capacidade tanto para modelagem de processos não-
lineares quanto para aplicação em estratégias de controle. 
Pelas vantagens apresentadas, optou-se por um modelo neural que representasse o 
sistema e pudesse ser utilizado para as estimativas dos parâmetros do controlador 
adaptativo. O procedimento para obtenção desse modelo neural encontra-se descrito na 
secção a seguir. 
6.4.1. Redes neurais 
O desenvolvimento de uma rede neural passa basicamente por quatro etapas: coleta 
e classificação dos dados, configuração da estrutura da rede, treinamento e validação desse 
treinamento. 
A primeira e uma das mais importantes etapas é a coleta de dados. Os dados 
coletados devem ser representativos e abranger toda a extensão dos limites do sistema, ou 
corre-se o risco da rede neural desenvolvida não ser representativa. Segundo Meleiro 
(2002), quando se trabalha com sistemas não-lineares, é fundamental que todas as 
amplitudes e frequências sejam representadas. Portanto, é importante aplicar uma sequência 
de sinais de entrada que realmente excitem o sistema de modo que toda a sua faixa 
operacional seja coberta, garantindo assim um conjunto de dados bem amplo. Todavia, 




Vários conjuntos de dados foram coletados até se chegar a um conjunto considerado 
satisfatório durante o treinamento da rede. Para obtenção desse conjunto de dados de 
entrada foi aplicada uma série de perturbações na forma de variações em degrau no sistema 
para as variáveis manipuladas e uma variável de perturbação (TAI). 
As perturbações impostas ao sistema foram realizadas em uma única simulação, na 
qual foram escolhidos os valores para cada degrau nas variáveis TAI, CTCV, TFP, RTF e RAI 
seguindo um intervalo de tempo entre cada um deles. Assim, chegou-se a sequência de 
perturbações que proporcionou um conjunto adequado de dados. Nas Figuras 6.64 a 6.68 
podem-se observar os gráficos das perturbações impostas às variáveis e que resultaram no 
conjunto de treinamento da rede. 
Importante mencionar que os limites e restrições de processo, apresentados na 
Secção 4.1.2, foram mantidos e que os dados obtidos foram simulados com apenas as 












Figura 6.64 Degraus aplicados na variável 
manipulada TAI. 




Figura 6.66 Degraus aplicados na variável 
manipulada TFP. 









Com o conjunto de dados determinado, partiu-se para a escolha da configuração, 
treinamento e validação da rede. Essa etapa foi realizada no aplicativo Matlab, 
considerando uma rede com múltiplas camadas e totalmente conectada. 
O algoritmo utilizado para o treinamento da RNA foi o backpropagation, com o 
método de Levemberg-Marquard para minimização do erro quadrático e a função ativação 
escolhida foi a tangente hiperbólica (intervalo entre -1 e 1). 
Para determinação da estrutura da rede, várias configurações foram testadas com o 
intuito de determinar o melhor número de neurônios para as camadas de entrada, saída e 
oculta. As primeiras configurações testadas, apesar de apresentarem um erro pequeno na 
ordem de 10-3 para o treinamento, quando o modelo neural gerado era levado para 
validação e utilização não apresentava resultados satisfatórios.  
Tentou-se então considerar na camada de entrada mais neurônios, além da 
representação de RAI, CTCV, TFP, RTF, TAI e SEVER no instante atual k . Foram testados 
neurônios adicionais para os instantes 1k −  e 2k −  para SEVER, além da inclusão de 
outras variáveis controladas com o intuito de melhorar o desempenho da rede, o que não 
aconteceu. Ao contrário, o que se obteve foi a saturação da rede. Assim, manteve-se a 
utilização dos seis neurônios na camada de entrada, RAI, CTCV, TFP, RTF, TAI e SEVER no 
instante atual k quando posteriormente observou-se que os problemas de representatividade 
se deviam ao condicionamento dos dados. 
Para a camada oculta também foram testadas configurações com diferentes números 
de neurônios, de 20 a 60 neurônios. A quantidade que se mostrou mais adequada e que 
forneceu o menor erro, de aproximadamente de 10-4, dentre os treinamentos foi a de 40 
neurônios. 
Assim, a estrutura da rede neural escolhida foi de 6 40 1× × , ou seja, seis neurônios 
na camada de entrada, quarenta na camada oculta e um na camada de saída, representando a 
previsão do valor de SEVER no instante posterior, 1k + . A Figura 6.69 ilustra a 






Figura 6.69 Ilustração da configuração da rede neural treinada e validada 6 40 1× × . 
 
Após a realização do treinamento da rede, iniciou-se a sua validação. A validação 
dos dados foi realizada a partir de outro conjunto de dados distinto do usado para o 
treinamento, no sentido de qualificar a capacidade de generalização da rede. No gráfico da 
Figura 6.70 pode-se observar a comparação dos dois conjuntos de dados, o gerado pelo 


































Figura 6.70 Comparação entre os valores de saída obtidos pelo modelo matemático e a rede 
neural para uma mesma entrada, para a variável SEVER. 
 
Na Figura 6.70, pode-se observar que a estrutura proposta para a rede neural 
apresenta uma capacidade preditiva adequada quando comparada com os valores do 
modelo fenomenológico, o que valida a rede neural treinada. 
6.5. Controlador Adaptativo 
Essa secção mostra o desenvolvimento do controlador adaptativo auto-ajustável. Os 
controladores STR são tipicamente desenvolvidos em tempo discreto. A cada instante de 
amostragem os parâmetros da planta θ  são identificados com base nas entradas u  e saídas 
y  passadas, os parâmetros do controlador ψ são determinados e o sinal de controle u  é 
gerado (LAGES e HEMERLY, 2007). 
Um controlador adaptativo pode ser obtido através das seguintes etapas: 
i. Estimativa de parâmetros; 
ii. Previsão da saída do processo; 





O controlador adaptativo auto-ajustável foi projetado para realizar a adaptação ou 
modificação dos parâmetros de uma malha de controle SISO, definida pelo par controlada-
manipulada SEVER-CTCV. O algoritmo da estratégia elaborada para o controlador 
adaptativo pode ser assim descrito: 
1. São tomados os dados atuais do sistema ( ck , iτ , RAI, CTCV, TFP, RTF, TAI e SEVER); 
2. O otimizador escolhe os dois parâmetros da lei de controle ( ck  e iτ ). Na primeira 
interação esses valores são os tomados no passo 1 (estimativa inicial); 
3. A função objetivo recebe esses dois parâmetros e executa uma rede neural que 
simula SEVER em resposta à variável CTCV. Esse sistema é controlado por uma 
malha PI cuja lei de controle é descrita pelos dois parâmetros descritos no passo 
anterior; 
4. O conjunto da rede neural e sua malha de controle é simulado durante um dado 
horizonte de predição e acumula um valor que qualifica a eficiência da malha 
segundo o critério ITAE (Integral of Time and Absolute Error – Integral do Erro 
Absoluto ponderado pelo Tempo) aplicado à variável SEVER; 
5. Esse valor do ITAE é retornado pela função objetivo para o otimizador que pode 
qualificar como a resposta final ou proceder novamente todo o ciclo a partir do 
passo 2 até que um critério de parada seja alcançado; 
6. Os novos parâmetros calculados, em caso de sucesso da otimização, são 
implementados na lei de controle, efetivamente controlando a malha U3. 
 
Após a completa implementação do controlador, foram realizadas várias simulações 




6.5.1. Teste regulatório 
O primeiro estudo realizado sob o controlador desenvolvido foi a comparação entre 
o comportamento da variável controlada SEVER (malha U3) com e sem a atuação do 
controlador adaptativo. Os gráficos mostrados a seguir apresentam os resultados 
encontrados após a aplicação de perturbações degrau em TAI - temperatura de ar para 
queima de catalisador, variando ± 8%, no instante igual a 250 minutos. Na Figura 6.71 tem-
se o comportamento de SEVER para uma perturbação de + 8% em TAI de 190ºC para 
205,2ºC, sem a atuação do controlador adaptativo e na Figura 6.72 com a atuação do 
mesmo. 
 
Figura 6.71 Resposta da variável controlada SEVER a perturbação de + 8% em TAI, sem 
atuação do controlador adaptativo. 
 
Figura 6.72 Resposta da variável controlada SEVER a perturbação de + 8% em TAI, com 




Na Figura 6.73 têm-se a resposta da variável SEVER para uma perturbação de -8% 
em TAI, ou seja, variação de 190ºC para 174,8ºC, sem atuação do controlador adaptativo e a 
Figura 6.74 com a atuação do mesmo. 
 
Figura 6.73 Resposta da variável controlada SEVER a perturbação de - 8% em TAI, sem 
atuação do controlador adaptativo. 
 
Figura 6.74 Resposta da variável controlada SEVER a perturbação de - 8% em TAI, com 
atuação do controlador adaptativo. 
 
Os gráficos apresentam bons resultados. Pode-se observar que os valores oscilam 
em torno do setpoint de SEVER (a linha tracejada em vermelho), mas visualmente é difícil 
realizar uma análise mais criteriosa sobre o desempenho do controlador adaptativo frente ao 




Assim, foi realizada uma série de perturbações planejadas de diferentes valores, 
horizontes de predição, períodos de atuação do controlador e range de busca do otimizador. 
E diante dessa gama de informações geradas, procuraram-se critérios de desempenho para 
melhor avaliar o controlador adaptativo. 
Optou-se pelo uso de critérios de desempenho dinâmico, como ITAE, ISE (Integral 
of the Square of the Error – Integral do Quadrado do Erro) e IAE (Integral of Absolute 
Error – Integral do Erro Absoluto). A escolha do critério a ser usado depende das 
características do sistema a ser controlado e de certas exigências que são impostas à 
resposta do processo controlado. Nesse caso foi utilizado o critério ITAE, a integral do erro 
absoluto ponderado pelo tempo, pois, de acordo Stephanopoulos (1984), o critério ITAE é 
utilizado para evitar erros que persistem por longos tempos porque segundo esse critério, 
grandes tempos amplificam o efeito de erros mesmo pequenos no valor da integral. 
 
0
( )ε∞= ∫ITAE t t dt  (6.16) 
 
onde: ( ) ( ) ( )ε = −spt y t y t  é o desvio ou erro entre a resposta do sistema e o valor desejado. 
A seguir têm-se as tabelas construídas a partir das simulações realizadas. Como 
anteriormente mostrado, das três novas malhas PID estruturadas (U1, U2 e U3), o 
controlador adaptativo atua diretamente na malha U3. Assim, foram testadas diferentes 
configurações para duas diferentes estruturas de controle, a primeira apenas com a malha 
U3 ativa e a segunda com as três malhas ativas. Em ambas as situações com e sem a atuação 
do controlador adaptativo. Entre outros dados, foi colhido o valor de ITAE para cada caso. 
Para cada uma dessas estruturas descritas, foram testados valores diferentes de 
horizonte de predição (60, 100 e 120 min.), diferentes períodos para os diferentes 
horizontes de predição (30 e 60 min., 50 e 100 min. e 60 e 120 min., respectivamente para 
os horizontes de predição citados), todos para diferentes ranges de 5% e 10% sobre os 




Os dados encontrados para as diferentes configurações são as respostas do sistema 
para quatro diferentes perturbações ± 2% e ±8% (Tabela 6.17) na variável perturbação TAI. 
As Tabelas 6.18, 6.19, 6.20 e 6.21 apresentam os resultados de ITAE calculado a partir da 
variável SEVER para essas simulações. 
 
Tabela 6.17 Valores de TAI para as perturbações impostas. 
 
Valor Inicial Perturbações 
0% -2% +2% -8% +8% 
190ºC 186,2ºC 193,8ºC 174,8ºC 205,2ºC 
 
Tabela 6.18 Valores para ITAE para uma perturbação de +2% em TAI 
 
 U3 U1, U2, U3 Range 
Horizonte de 
Predição Período 5% 15% 5% 15% 
60 30 2894,4 3323,9 2849,8 3258,3 60 2416,0 1744,2 2324,0 3076,0 
100 50 2379,4 2572,2 2292,7 2591,0 100 2104,0 2551,5 1999,9 2464,2 
120 60 2370,3 4248,6 2282,9 4211,4 120 1985,2 2819,3 1878,5 2783,6 









Tabela 6.19 Valores para ITAE para uma perturbação de -2% em TAI 
 
 U3 U1, U2, U3 Range 
Horizonte de 
Predição Período 5% 15% 5% 15% 
60 30 19874,5 22923,8 20084,9 22943,3 60 21608,9 21629,5 21945,6 20751,5 
100 50 20172,7 22191,9 18949,2 21741,8 100 19405,5 22314,1 19356,1 20968,5 
120 60 19979,6 22544,4 19881,5 21435,1 120 19734,8 21686,0 19392,8 21336,8 
Sem Adaptativo 18111,2 17965,4 
 
Tabela 6.20 Valores para ITAE para uma perturbação de +8% em TAI 
 
 U3 U1, U2, U3 Range 
Horizonte de 
Predição Período 5% 15% 5% 15% 
60 30 34698,1 43811,0 35473,0 38577,0 60 31758,5 37603,8 33835,7 40546,2 
100 50 36069,8 42979,3 28123,2 34807,3 100 36773,8 33963,2 31517,8 33849,8 
120 60 36599,4 39734,5 34097,6 39518,0 120 35115,8 40569,2 35980,7 27612,6 
Sem Adaptativo 40065,3 32795,7 
 
Tabela 6.21 Valores para ITAE para uma perturbação de -8% em TAI 
 
 U3 U1, U2, U3 Range 
Horizonte de 
Predição Período 5% 15% 5% 15% 
60 30 52497,7 58834,8 51341,2 58409,1 60 51385,7 51670,7 50018,3 53425,0 
100 50 51685,3 55685.2 50144,7 54234,4 100 49007,0 52759,8 48796,4 51918,8 
120 60 50618,8 52309,1 50250,4 52619,8 120 49024,1 52526,5 48868,0 52015,9 




Nas tabelas podem-se observar as células destacadas em cinza, nas quais o valor do 
ITAE calculado para a variável SEVER para o controlador adaptativo foi menor quando 
comparado com os obtidos sem o controlador adaptativo. 
A melhor configuração encontrada para a atuação do controlador adaptativo 
apresenta-se na Tabela 6.20, destacada em negrito, com as seguintes características: 
 
Condição 1: Para apenas a malha U3 ativa: 
• Perturbação de 8% em TAI; 
• Range de 5%; 
• Horizonte de predição de 60; 
• Período de 60. 
 
Condição 2: Para as malhas U1, U2 e U3 ativas: 
• Perturbação de 8% em TAI; 
• Range de 15%; 
• Horizonte de predição de 120; 
• Período de 120. 
 
Nas Figuras 6.75, 6.76 e 6.77 são mostrados o comportamento das variáveis 
controladas, para a primeira condição destacada a partir dos estudos feitos em ITAE, com 







Figura 6.75 Resposta das variáveis TRG1 e TRG2 a perturbação de + 8% em TAI, com range 
5%, hor. predição de 60 e período de 60 com atuação do controlador adaptativo. 
 
 
Figura 6.76 Resposta da variável TRX a perturbação de + 8% em TAI, com range 5%, hor. 
predição de 60 e período de 60 com atuação do controlador adaptativo. 
 
Figura 6.77 Resposta da variável SEVER a perturbação de + 8% em TAI, com range 5%, hor. 





Nas Figuras 6.78 e 6.79 pode-se observar a modificação dos parâmetros do 
controlador PID ( ck  e iτ ) sob atuação do controlador adaptativo durante esta simulação. 
 
Figura 6.78 Ajuste do ck  pela atuação do controlador adaptativo. 
 
 
Figura 6.79 Ajuste do iτ  pela atuação do controlador adaptativo. 
 
Nas Figuras 6.80, 6.81 e 6.82 são mostrados o comportamento das variáveis 






Figura 6.80 Resposta das variáveis TRG1 e TRG2 a perturbação de + 8% em TAI, com range 
15%, hor. predição de 120 e período de 120 com atuação do controlador adaptativo. 
 
Figura 6.81 Resposta da variável TRX a perturbação de + 8% em TAI, com range 15%, hor. 
predição de 120 e período de 120 com atuação do controlador adaptativo. 
 
 
Figura 6.82 Resposta da variável SEVER a perturbação de + 8% em TAI, com range 15%, 





Nas Figuras 6.83 e 6.84 pode-se visualizar as modificações dos parâmetros do 
controlador PID ( ck  e iτ ) sob atuação do controlador adaptativo durante esta simulação. 
 
Figura 6.83 Ajuste do ck  pela atuação do controlador adaptativo. 
 
Figura 6.84 Ajuste do iτ  pela atuação do controlador adaptativo. 
 
Pode-se concluir que, quando se tem um controlador PID bem sintonizado, este 
apresenta resultados em geral melhores do que com a atuação de um controlador 
adaptativo. Para algumas configurações e situações, como foi mostrado nas tabelas, pode-se 
conseguir resultados melhores com o controlador adaptativo, cuja grande vantagem está em 
justamente oferecer um ajuste automático dos parâmetros da malha PID U3 de tal forma a 
se obter um desempenho satisfatório do sistema. Isso é especialmente interessante quando 




A grande vantagem apresentada pelo controlador adaptativo frente às abordagens 
não adaptativas, é sua capacidade de ajustar os parâmetros do controlador em processos nos 
quais podem ocorrer mudanças constantes de setpoint ou flutuações que levem à 
necessidade constante de resintonização do controlador, o que pode ser uma grande 
desvantagem, ocasionando perda de tempo, custos e eventualmente perdas no processo. 
6.5.2. Teste servo 
Continuando o estudo do controlador adaptativo, foram realizados testes servo. 
Novamente, a exemplo do testes regulatórios apresentados, o desempenho do controlador 
adaptativo foi medido pelos valores obtidos de ITAE aplicado à variável SEVER. Nesse 
caso, foi variado o valor do setpoint de SEVER, acrescido e decrementado para + 1% e -
1%, respectivamente (Tabela 6.22), apenas sobre a malha U3. 
 
Tabela 6.22 Modificações no valores do setpoint de SEVER. 
 
Valor Inicial Perturbações
77,6 76,6 78,6 
 
Para as simulações nas quais o controlador adaptativo estava ativo, as características 
do mesmo foram as seguintes: horizonte de predição igual a 30, período igual a 30 e range 
de atuação igual a 5%. 
Nas Figuras 6.85 e 6.86 são apresentados o comportamento da variável SEVER com 
e sem atuação do controlador adaptativo para uma variação de -1% no setpoint, no instante 





Figura 6.85 Resposta da variável SEVER a perturbação de - 1% no setpoint, com atuação do 
controlador adaptativo. 
 
Figura 6.86 Resposta da variável SEVER a perturbação de - 1% no setpoint, sem atuação do 
controlador adaptativo. 
 
Nas Figuras 6.87 e 6.88 pode-se visualizar as modificações dos parâmetros do 





Figura 6.87 Ajuste do ck  pela atuação do controlador adaptativo. 
 
Figura 6.88 Ajuste do iτ  pela atuação do controlador adaptativo. 
 
Nas Figuras 6.89 e 6.90 são apresentados o comportamento da variável SEVER com 
e sem atuação do controlador adaptativo para uma variação de +1% no setpoint, no instante 
de tempo igual a 250 minutos. As simulações foram feitas com um horizonte de predição 









Figura 6.90 Resposta da variável SEVER a perturbação de + 1% no setpoint, sem atuação do 
controlador adaptativo. 
 
Nas Figuras 6.91 e 6.92 pode-se visualizar as modificações dos parâmetros do 





Figura 6.91 Ajuste do ck  pela atuação do controlador adaptativo. 
 
Figura 6.92 Ajuste do iτ  pela atuação do controlador adaptativo. 
 
Os valores encontrados para o ITAE calculado a partir da variável SEVER para as 
condições apresentadas nos gráficos foram de 73041,0 sem o controlador adaptativo e 
42103,0 com o controlador adaptativo, ou seja, para o teste servo realizado, o controlador 
adaptativo levou a resultados de desempenho melhores que os obtidos com o controlador 
PID fixamente sintonizado. 
6.5.3. Comparação entre o controlador adaptativo e os controladores preditivos 
O último teste realizado com o controlador adaptativo foi a sua comparação com os 
controladores preditivos já implementados no simulador FCCGUI. Nos dois controladores 




de perturbação TAI, alterando o valor de 190ºC para 205,2ºC, no instante de tempo igual a 
250 minutos. 
No caso do controlador adaptativo, foi escolhida para o teste a configuração 
apontada pelo critério ITAE como sendo a melhor para a estratégia de controle com as três 
malhas ativas, ou seja, a condição 2: horizonte de predição igual a 120 minutos, período de 
120 minutos e range de 15%. 
As Figuras 6.93, 6.94, 6.95 e 6.96 mostram os resultados comparados das 
simulações para os três esquemas de controle. 
 
Figura 6.93 Comparação entre os controladores preditivo (MPC-RNA e DMC) e o controle 
adaptativo, para a variável TRG1. 
 
 
Figura 6.94 Comparação entre os controladores preditivo (MPC-RNA e DMC) e o controle 






Figura 6.95 Comparação entre os controladores preditivo (MPC-RNA e DMC) e o controle 
adaptativo, para a variável TRX. 
 
 
Figura 6.96 Comparação entre os controladores preditivo (MPC-RNA e DMC) e o controle 
adaptativo, para a variável SEVER. 
 
Visualmente, pode-se observar que o controlador adaptativo apresenta maior 
oscilação que os outros dois controladores preditivos. Isso pode ocorrer devido a 
instabilidades numéricas. Os três controladores mostram resultados dentro dos limites 
operacionais e próximos ao setpoint das variáveis controladas. 
Para melhor avaliação do desempenho dos controladores, novamente foram 
calculados os valores do ITAE calculados para a variável SEVER para todos os três 













Pelo valor do ITAE calculado, o controlador adaptativo apresenta desempenho 
numericamente superior aos outros controladores avançados considerados, havendo apenas 
que considerar as oscilações observadas no fim do período simulado. Esse resultado mostra 
a capacidade do controlador adaptativo desenvolvido como um promissor esquema de 
controle. 
6.6. Conclusões 
Neste capítulo foram apresentados e discutidos todos os resultados obtidos. 
Inicialmente foi mostrada uma comparação dos esquemas de controles disponíveis no 
FCCGUI antes da introdução do novo controlador adaptativo, para na sequência apresentar 
o estudo estatístico realizado no processo de craqueamento catalítico. Esse estudo teve 
como finalidade a análise de efeitos das variáveis envolvidas no processo FCC, a 
qualificação numérica da adequação do modelo linear obtido e por fim a análise da região 
de ótimo para as variáveis dependentes, por sobreposição de curvas de contorno. Os 
conhecimentos gerados nessa primeira etapa foram absorvidos nas demais, além de levarem 
a uma maior compreensão do sistema estudado. Um aprofundamento maior da análise dos 





Em seguida, para o desenvolvimento do controlador adaptativo, foram descritas as 
malhas SISO, obtidas a partir do sistema MIMO, estruturadas pelas análises estatísticas, 
seguido do desenvolvimento do modelo neural para identificação do sistema a ser usado 
pelo controlador adaptativo. 
Foram apresentados testes de desempenho e comparações aplicados ao esquema de 
controle adaptativo desenvolvido. Os resultados obtidos para o controlador mostram que ele 
é promissor. Para algumas configurações, ele chega a ter desempenho melhor que os outros 
controladores fixamente sintonizados, mas, de fato, a principal vantagem deste esquema de 
controle é a sua capacidade de adaptação às variações do sistema, o que foi demonstrado 









7. Conclusões e Sugestões para Trabalhos Futuros 
Com a finalidade de implementar um controlador adaptativo ao simulador de um 
processo de craqueamento catalítico, este trabalho de pesquisa iniciou-se com o 
aprimoramento do software desenvolvido no mestrado da autora, o simulador FCCGUI. A 
partir deste simulador foram realizados todos os estudos e implementações propostas. 
Dois esquemas de controle já estavam disponíveis no FCCGUI, o PID e um 
preditivo baseado em modelo neural. O terceiro esquema de controle implementado foi o 
preditivo baseado em matriz dinâmica, que foi incorporado no início dos ajustes feitos no 
simulador. A comparação entre esses três esquemas de controle foi apresentada. 
Os aperfeiçoamentos realizados no simulador eram necessários para a 
implementação do controlador adaptativo, tanto nas subrotinas de cálculo quanto na 
interface com o usuário. Foram também apresentadas as telas do simulador FCCGUI, que 
se apresenta como uma ferramenta prática e de fácil utilização para o usuário. 
Enquanto se concluíam os ajustes no simulador, foi realizada outra etapa de estudos 
propostas para essa tese, a realização de análises estatísticas das variáveis de processo. Essa 
etapa teve como objetivos realizar um estudo dos efeitos das variáveis independentes nas 
dependentes e suas interações, validar numericamente o planejamento e o modelo proposto 
e realizar um estudo complementar de otimização do sistema através de uma técnica 
chamada sobreposição de curvas de contorno. Todos esses objetivos propostos foram 
alcançados, visto que a análise dos efeitos englobou mais parâmetros que os abordados nos 
planejamentos feitos em Ribeiro (2007), apontando as variáveis que mais influenciam e 
principalmente suas interações. O modelo proposto foi validado a partir do teste F, sendo 
que o valor obtido com F calculado foi muitas vezes maior que o tabelado, dando assim 
maior segurança na significância estatística do planejamento. Para completar, foi realizado 




curvas de contorno. Nesse estudo foi encontrada uma região ótima que satisfizesse à 
condição desejada de redução da vazão de alimentação e aumento da quantidade de 
catalisador regenerado, dentro dos limites impostos e que levasse ao aumento da conversão 
da reação, o que foi comprovado a partir dos testes de simulação realizados no simulador 
FCCGUI, com o sistema operando sob os controladores PID e MPC-RNA. 
O desenvolvimento do controlador adaptativo iniciou-se com a elaboração de 
malhas SISO estruturadas a partir das variáveis envolvidas nos esquemas de controle 
avançado MIMO. Na literatura foram encontradas algumas técnicas de pareamento dessas 
variáveis, mas como se dispunha de muita informação sobre os efeitos e interações das 
variáveis, optou-se pela escolha dos pares manipuladas-controladas a partir das análises 
estatísticas realizadas, o que se mostrou eficiente, pois os pares montados apresentaram 
bons resultados, o que foi mostrado graficamente na secção de resultados. 
O modelo de identificação escolhido para o controlador adaptativo foi um modelo 
neural. Foram realizados o treinamento e a validação dessa rede com o seu posterior teste 
dentro da estrutura do controle adaptativo. A rede estruturada possui 6 neurônios na camada 
de entrada, 40 na camada oculta e 1 na camada de saída, para uma rede totalmente 
conectada. Pelos gráficos de validação da rede, pode-se observar que a mesma apresenta 
uma boa representação do sistema. Contudo, essa representação satisfatória é obtida a partir 
de uma massa estanque de dados usados para essa finalidade. Essa avaliação, no entanto, 
não é capaz de prever uma eventual degradação da rede quando do seu uso recursivo, ou 
seja, sendo retro-alimentada com dados calculados por ela mesma em uma iteração anterior. 
Para análise de desempenho do controlador adaptativo, foram realizados vários 
testes servo e regulatórios, além da comparação com os outros esquemas de controle já 
implementados. O controlador adaptativo obteve resultados satisfatórios, especificamente 
para algumas configurações testadas, apresentou resultados melhores comprovados 
numericamente pela aplicação do critério de desempenho ITAE. 
Quando comparado com os outros controladores preditivos (MPC-RNA e DMC), o 
controlador adaptativo apresentou resultados do ITAE calculado a partir da variável 




Contudo, há que ser feita uma ressalva quanto ao comportamento oscilatório observado na 
segunda metade da simulação para o esquema adaptativo, cuja origem não pôde ser 
identificada e pode ser devido à instabilidades numéricas ou problemas relacionados à 
precisão plotada da variável. 
O que realmente torna o controlador especial é sua capacidade de alteração dos 
parâmetros do controle por si. A modificação, comprovada graficamente com a plotagem 
dos gráficos de ck  e iτ , mostra a atuação do controlador e o torna uma interessante 
ferramenta para casos nos quais o processo está sujeito a perturbações constantes ou sejam 
necessárias sucessivas modificações de setpoint que normalmente demandariam uma 
ressintonização. 
A estrutura montada para implementação e estudo dos controladores é outro ponto 
positivo dessa pesquisa. A ferramenta de simulação FCCGUI aperfeiçoada está na sua 
terceira versão e apresenta-se com uma interface gráfica amigável e didática. As 
possibilidades de simulação disponíveis nessa última versão do software facilitaram tanto a 
execução como a visualização e análise dos dados obtidos. 
Assim, o trabalho concluído abrange todos os objetivos almejados, podendo-se citar 
as seguintes sugestões para futuros trabalhos: 
• Continuação dos aperfeiçoamentos do software desenvolvido com a inclusão de 
novas cinéticas e modelos matemáticos para o conversor FCC, sendo facilmente 
disponibilizados como opções de escolha para o usuário do simulador FCCGUI; 
• Formular e implementar um controle adaptativo auto-ajustável para um esquema 
MIMO; 
• Incluir na modelagem do FCC parâmetros ambientais que pudessem ser usados no 
seu controle, como material particulado e SOx; 
• Desenvolvimento de um módulo conjugado para o (re)treinamento das redes neurais 
usadas no aplicativo (no esquema de controle preditivo e no adaptativo), incluindo 
uma ferramenta de validação para acompanhar a qualidade da rede diretamente a 




recursivas. Uma outra possibilidade interessante, é que essas redes pudessem 
também ser treinadas on-line a partir dos próprios dados de simulação; 
• Estudo e aplicação de outros modelos de identificação para o esquema de controle 
baseado em modelos e para a estimativa de parâmetros no esquema de controle 
adaptativo. A cada inclusão de novos modelos, esses devem compor um cardápio de 
opções para o usuário; 
• Inclusão de novas formas de pareamento das variáveis manipuladas de modo 
customizado; 
• Melhoramentos na interface com o usuário, com inclusão de facilidades para 
formatação de arquivos de saída numéricos e gráficos, bem como a inclusão de 
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Apêndice A - Modelagem Matemática da Unidade FCC 
 
 
O modelo proposto aqui é baseado no trabalho de Moro e Odloak (1995), que 
considera o riser e dois estágios do regenerador com queima parcial do CO. O vaso 
separador e as fases densas e diluídas dos dois estágios do regenerador são considerados 
sistemas a parâmetros concentrados. Os balanços de massa e de energia conduzem a um 
conjunto de equações diferenciais ordinárias não–lineares. 
A seguir são apresentadas as equações obtidas destes balanços que representam o 
modelo usado neste estudo para simulação do conversor: 
 
Balanço de carbono no catalisador do reator 
 
O carbono gerado pela reação de craqueamento é geralmente conhecido como 
carbono catalítico. O balanço de massa do carbono catalítico na secção da reação (vaso 
separador/stripper mais o riser) pode ser escrito como: 
 
100CatRA RC Cat CF
dCH R C R
dt
× = − × + ×  (A.1)
 
onde: RAH  -  Inventário de catalisador no reator ( t ); 
 CatC  -  Carbono catalítico ( % massa ); 
 RCR  -  Circulação de catalisador para o riser ( mint ); 
 CFR  -  velocidade de formação de carbono e é obtido pela seguinte 




de craqueamento são muito rápidas quando comparadas com as 










CKcc R DOR W Exp
C C R T
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onde: Kcc  - Constante experimental (Assume-se o valor igual a 4,2); 
 C O  - Relação entre a circulação de catalisador e a vazão de carga; 
conhecida como relação catalisador/óleo ( t t ); 
 RXT  - Temperatura na saída do riser ( C° ); 
 TFR  - Vazão de carga ( 3m dia ); 
 TFD  - Massa específica da carga ( 3mt ); 
 RAP  - Pressão na zona de reação ( 2kgf cm ); 
 HSVW  - Velocidade espacial ( argc a catalizadort h t ); 
 RCC  - Teor de carbono no catalisador regenerado ( % massa ). 
 
O catalisador gasto – representado pelo catalisador que deixa o vaso separador, 
por sua vez, é representado pela soma do carbono catalítico com o carbono presente no 
catalisador regenerado dado: 
 





onde: SCC  - Teor de carbono no catalisador gasto ( % massa ); 
 2RCC  - Teor de carbono no catalisador regenerado ( % massa ). 
 
Balanço de energia no riser 
 
O balanço foi efetuado considerando o riser como sendo um reator tanque de 
mistura perfeita (CSTR), mesmo de este sendo um reator tubular. Apesar do que se 
encontra nos trabalhos de Santos e Medronho (2007) e Almuttahar e Taghipour (2008), os 
quais apresentam perfis de escoamento (como velocidade, concentração e pressão), nessa 
modelagem consideram-se parâmetros concentrados. A dinâmica da reação de 
craqueamento no riser é insignificante quando comparada às constantes dominantes do 
tempo do sistema. Isto é justificado pelo tempo de residência pequeno (aproximadamente 
2  segundos) do hidrocarboneto e do catalisador no riser. É aceitável supor que o sistema 







RX F TF TF FP RX
RIS C C RC RG RX
FV TF TF
CR OC
dT S D R T TH S S R T T
dt
H D R H R
× × × −× × = × × − +
∆ × ×− −∆ ×
 (A.4)
 
onde: RISH  - Inventário de catalisador no riser ( t ); 
 CS  - Calor específico do catalisador ( kcal kg C° ); 
 2RGT  - Temperatura do leito do segundo estágio de regeneração ( C° ); 
 FS  - Calor específico da carga, constante é igual ao dos produtos 




 FPT  - Temperatura da carga na entrada do riser ( C° ); 
 FVH∆  Calor de vaporização da carga ( kcal kg ); 
 CRH∆ - Calor de craqueamento ( kcal kg ); 
 OCR  - Velocidade das reações de craqueamento ( mint ). 
 







= × × ×−  (A.5)
 
onde CRK  é uma constante obtida experimentalmente e A  representa a severidade, sendo 









C C R T
−× × ⎛ ⎞= × × −⎜ ⎟× × +⎝ ⎠
 (A.6a)
 
Na verdade, severidade da reação catalítica é determinada a partir da expressão 





ASEVCONT +×=  (A.6b)











×= ×  (A.7)
 
Balanço de catalisador no vaso separador 
 






= −  (A.8)
 
Onde a vazão de catalisador gasto é manipulada por uma válvula situada no stand-
pipe, controlada pelo controlador de nível do vaso separador. A vazão de catalisador 
depende do diferencial de pressão disponível para a válvula, que por sua vez, depende das 
pressões do reator e do regenerador e do nível do leito de catalisador e pode ser calculada 
pela seguinte expressão: 
 
P PLCV RA SP REGP h hγ γ∆ = + × + × −  (A.9)
 
onde: LCVP∆  Perda de carga disponível para a válvula; 
 PRA  - Pressão no vaso separador; 
 γ  - Peso específico do catalisador fluidizado (assumindo 3500kgf m= ); 
 SPh  - Altura do stand-pipe ( m ); 









⎛ ⎞= ×⎜ ⎟×⎝ ⎠  (A.10)
 
onde: ρ  - Massa específica do catalisador no vaso separador ( 3500kg m= ); 
 A  - Área transversal do vaso separador ( 2m ). 
 
A vazão de catalisador através da válvula é dada por: 
 
0,5( )SC LCV LCV LCVR CV A P= × × ∆  (A.11)
 
onde: LCVA  - Abertura da válvula; 
 LCVCV - Coeficiente de vazão. 
 
A dinâmica desta válvula, assim como de todas as outras, foi considerada de 






τ × = ×  (A.12)






Balanço de energia no vaso separador 
 
O balanço no vaso separador considera apenas a capacidade térmica do 
catalisador, desprezando o efeito do vapor d’água ou hidrocarbonetos. 
 
RA
RA RC RX SC RA
dTH R T R T
dt
× = × − ×  (A.13)
 
Balanço de energia no leito do primeiro estágio do regenerador 
 
O regenerador é considerado um reator de mistura, com temperatura e 
concentrações homogêneas, calores específicos constantes na faixa de temperatura normal e 
considerando também que 10%  do ar é arrastado para o segundo estágio e que esta corrente 
é aquecida até a temperatura do leito, mas não participa da reação de queima de coque. A 
equação obtida é: 
 
1
1 1 1 1
1 1





RG C C SC RA C RC RG A AI
G A RG
AI AR RG RG arb
dTH S S R T S R T S R
dt
F S TT F T H C
× × = × × − × × + × × ×
× ×× − × − − ×∆ ×
 (A.14)
onde: AS  - Calor específico do ar e dos gases de combustão ( kcal kg C° ); 
 1AIR  - Vazão de ar injetada no primeiro estágio de regeneração ( 3k Nm h ); 
 AIT  - Temperatura do ar injetado ( C° ); 
 12ARF  - Vazão de ar arrastada para o segundo estágio, proporcional à vazão de 




 1GF  - Vazão de gases de combustão ( minkmol ); 
 1arbC  - Carbono queimado ( minkmol ); 
 1RGH∆ - Calor de combustão do coque, considerado função apenas da relação 












⎛ ⎞⎜ ⎟+⎜ ⎟⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠∆ = ⎛ ⎞⎜ ⎟+⎜ ⎟⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
 (A.15)
 





C O CO H kcal kg
C O CO H kcal kg
+ → ∆ = −
+ → ∆ = −  
 
Considera-se apenas a queima de carbono grafite, desprezando o hidrogênio, 
enxofre, etc. Esta simplificação pode não ser aceitável para o projeto do regenerador, mas 
com a finalidade do controle da simulação é aceitável. A relação de 2CO CO  é uma 
função da temperatura. 
 







( 2)( ) ( ) ( )2 ( 1) 4 ( 1)
1 ( ) ( )( 1) 2
x
xCH S O g CO g
xCO g H O g
β ββ β
β
+⎡ ⎤× + + × → × +× + +⎢ ⎥⎣ ⎦
+ × + ×+
 (A.16)
 
sendo que, na fase diluída, ocorre a reação, 
 
)(2)(2 22 gCOOgCO →+  (A.17)
 
onde: xCH  - Coque depositado no catalisador; 
 β  - Relação 2CO CO  intrínseca no catalisador ( mol mol ). 
 





C CO C Or K e C P
− ×= − × × ×  (A.18)
 
onde: COK  - Constante pré-exponencial ( 1 1kPa s− − ); 
 Ec R - 18.900 K ; 
 CC  - carbono catalisadorkg kg ; 
 
2O
P  - Pressão parcial média logarítmica de 2O  ao longo do leito ( kPa ). 
 
No trabalho de Moro (1992) foi utilizado uma equação aproximada para 







273CB OR RC G RGRG
R K C OF
T
⎛ ⎞−= × × × ×⎜ ⎟+⎝ ⎠
 (A.19)
 
onde: 1CBR  - Velocidade de queima de coque ( % minC ); 
 1RCC  - Teor de carbono no catalisador do 1º estágio ( % massa ); 
 1GOF  - Teor de 2O  no gás de combustão do 1º estágio ( % vol ); 
 PRG  - Pressão do regenerador ( 2kgf cm ); 





C R H= × ×  (A.20)
 
onde: 1RGH  - Inventário de catalisador no 1º estágio de regeneração. 
 
Balanço de catalisador no leito do 1º estágio do regenerador 
 
A Figura A.1 mostra esquematicamente o fluxo do catalisador no regenerador. O 
catalisador gasto vem do reator através da válvula de controle nivelado do reator. O 
catalisador regenerado flui do primeiro estágio ao segundo estágio, dependendo da altura 
do leito fluidizado sobre o vertedor que separa os dois estágios. O nível de catalisador no 1º 












onde: Catρ  - Massa específica média do leito do 1º estágio ( 3kg m ); 
 1RGA  - Área transversal do 1º estágio ( 2m ). 
A vazão é dada por: 
 
0,5
1 ( )RC F vR K h h= × −  (A.22)
 
onde: 1RCR  - Vazão do catalisador do primeiro para o segundo estágio ( mint ); 
 vh  - Altura do vertedor ( 4 metros ). 
 
Assim o balanço de massa do catalisador resulta em: 
 
0,51
1 ( )RGde SC F v
dHV R K h h
dt














Balanço de carbono no catalisador do regenerador 
 






RC SC SC RC RC
CB
RG
dC R C R C R
dt H
⎛ ⎞× − ×= ×⎜ ⎟⎝ ⎠
 (A.24)
 
Balanço de oxigênio nas fases densa e diluída 
 
Na fase densa do regenerador o balanço de massa do oxigênio corresponde a: 
1 1 1 1




mde G GM G
AI CB RG AT
V DOF F OFR R H F
dt










+= +× +  (A.26)
onde: 1deV  - Volume da fase densa do 1º estágio ( 3m ); 
 mρ  - Densidade molar dos gases de combustão ( 3kmol m ); 
 1
m
AIR  - Vazão molar de ar, já descontado arraste para o 2º estágio ( 3kmol m );
 1GOF  - % Molar de 2O  nos gases de combustão na saída da fase densa; 




Onde já foi visto anteriormente que β  é a relação entre 2CO CO  intrínseca no 
catalisador ( mol mol ). 
Estes cálculos são repetidos de maneira análoga para o segundo estágio de 
regeneração. 
 
Na fase diluída do 1º estágio é utilizada a equação: 




R K O CO
T
⎡ ⎤= − × − × × ×⎢ ⎥+⎣ ⎦
 (A.27)
 
onde: COR  - em kmol  de 3CO m s ; 
 [ ]2O  - % molar de 2O  na fase diluída; 
 [ ]CO  - % molar de CO na fase diluída. 
 
O balanço de massa para o 2O  é dado por: 
 
( )1 21 2
1





O OV d O F R V
dt
ρ −× × = × − × ×  (A.28)
 
 
Balanço de energia na fase diluída 
 
A equação que representa o balanço é dada por: 






( ) 4.058 10G RG DI CODI
DI A
F T T RdT
dt V Sρ ρ
× −= + × ×× ×  (A.29)
 
onde: 1DIT  - Temperatura da fase diluída do 1º estágio ( C° ); 
 GF  - Vazão de gases de combustão ( minkg ); 
 ρ  - Densidade dos gases de combustão ( 3kg m ). 
 
Cálculo análogo é feito para a fase diluída do 2º estágio e para a fase diluída geral. 
 
Balanço de pressão no regenerador 
 
O balanço é feito considerando o regenerador como sendo apenas uma 




ρ× = −  (A.30)
 
onde: iF  - Vazão de gases de combustão gerados ( minkg ); 
 oF  - Vazão de gases de combustão enviados para a caldeira de CO 
( minkg ). 

























× × = −× +  (A.31)
 
Onde oF  é controlado pela válvula slide de gases de combustão sob comando do 
controlador de pressão diferencial entre o regenerador e o reator. Esta válvula foi simulada 
de maneira semelhante às válvulas do catalisador. 
 










Seja uma planta dinâmica discreta, causal, invariante no tempo cuja entrada, ( )u i , é 
uma função do tempo uniformemente limitada e cuja saída é representada por ( )py i . A 
planta é considerada estável, com parametrização conhecida, mas com os valores dos 
parâmetros desconhecidos. O objetivo da identificação é construir um modelo neural 
adequado de modo que, quando submetido à mesma entrada u da planta, forneça uma saída 
my  que se aproxime de py  segundo um determinado critério. Este processo de 





Figura B. 1 Identificação de uma planta utilizando RNA. 
 
O procedimento de treinamento de uma rede neural para representar a dinâmica de 
uma planta é conhecido como modelagem direta (forward modelling). O modelo neural é 
colocado em paralelo com a planta e os erros entre as saídas do sistema e as da rede neural 












Considerando que a planta é descrita pela equação diferencial não-linear a seguir: 
 
( 1) [ ( ), , ( 1); ( ), , ( 1)]p p py t F y t y t n u t u t m+ = − + − +… …  (B.1)
 
A saída da planta py  no tempo 1t +  depende dos n valores passados da própria 
saída e dos m valores passados da entrada u . Neste ponto, somente a parte dinâmica da 
resposta da planta será considerada; o modelo não representa explicitamente as possíveis 
perturbações agindo sobre a planta (CHEN et al., 1990, apud MELEIRO, 2002). 
A abordagem mais comum para a modelagem de sistemas é escolher a estrutura de 
entrada-saída da rede idêntica à do sistema que se deseja modelar. Denotando a saída da 
rede neural por my , obtendo-se a seguinte representação: 
 
^
( 1) [ ( ), , ( 1); ( ), , ( 1)]p p py t F y t y t n u t u t m+ = − + − +… …  (B.2)
 
Em que ( )F
 i  representa o mapeamento não-linear entrada-saída realizado pela rede neural 
para aproximar o mapeamento ( )F i  da planta. Pode-se observar que as entradas da rede 
neural incluem os valores passados da saída da planta e não os valores passados da saída da 







Modelagem Inversa  
Na modelagem inversa o modelo do sistema dinâmico fornece na entrada para a 
saída desejada seja obtida. Conceitualmente, a abordagem mais simples é a modelagem 
direta inversa, mostrada na Figura B.2, onde um sinal de treinamento sintético (a entrada da 
planta) é introduzido no sistema. A saída da planta é utilizada como entrada para a rede 
neural e a saída desta é então comparada com o sinal de treinamento (a entrada do sistema). 
O erro gerado é utilizado para ajustar os parâmetros da rede neural através de um algoritmo 





Figura B. 2 Modelagem neural direta–inversa 
 
Em uma análise da estrutura entrada-saída da modelagem neural inversa verifica-
se que a determinação da inversa 1F − , que leva à obtenção de ( )u t  a partir da Equação B.1, 
requer o conhecimento do valor futuro ( 1)py t + . Para superar este problema, pode-se 
substituir este valor por ( 1)ref tpy
+  que admite-se estar disponível no tempo t . Esta 
consideração é bastante razoável uma vez que refpy  está relacionado com o sinal de 
referência que, por sua vez, normalmente é conhecido de antemão. Assim, o mapeamento 
não-linear entrada-saída da modelagem neural inversa é dado por: 
 
1( ) [ ( ), , ( 1); ( 1); ( 1), , ( 1)]refp p pu t F y t y t n y t u t u t m











Apêndice C - Esquemas de Controle Adaptativo 
 
 
Controle adaptativo de variância mínima 
 
O STR original desenvolvido por Åström e Wittenmark (1973) é baseado no 
princípio da mínima variância estocástica. Essa abordagem usa o objetivo de controle 
ótimo. As principais considerações feitas são de que o sistema seja de fase mínima, que o 
atraso seja conhecido e que um limite possa ser dado à ordem do sistema. As primeiras 
duas considerações levam a um algoritmo simples, que pode ser facilmente implementado 
em um microcomputador. O objetivo de desempenho é a minimização da variância da saída 
do processo medida nos instantes de amostragem. A única modificação que o usuário pode 
fazer é variar o tempo de amostragem. Como não se leva em conta o esforço requerido para 
o controle, existe a possibilidade de gerar sinais de controle de grande dimensão, levando à 
instabilidade. A instabilidade pode também resultar de uma amostragem de alta frequência 
ou grande atraso. Portanto, um STR desse tipo deve ser usado com cuidado. O trabalho de 
Chalam (1987) fez surgir uma nova confiança na aplicabilidade do controle adaptativo e foi 
o ponto de partida para uma série de desenvolvimentos que levaram a STRs mais gerais e a 
cada vez mais aplicações industriais. 
No STR original de Åström e Wittenmark (1973), o controlador com 
retroalimentação foi projetado para minimizar a variável de saída y . Os controladores de 
variância mínima representam um caminho natural na solução dos problemas de controle de 
qualidade em aplicações onde as perturbações são importantes. Pela redução da variância 
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Onde 1q−  é o operador shift-back, isto é 
 
( ) ( )1 1q y t y t− + =  (C.4)
 
Logo, de (C.3) a (C.4), tem-se: 
                                                 
12 Modelo auto-regressivo com média móvel e entradas exógenas (ARMAX do inglês autoregressive 




( ) ( ) ( ) ( ) ( ) ( )1 1 1 11 1 1A q y t q B q u t C q tω− − − −+ = + + +  (C.5)
 
Que corresponde a um sistema com atraso de transporte unitário. 
 
Para atraso de transporte 1k ≥  tem-se 
( ) ( ) ( ) ( ) ( ) ( )1 1 11 1 1kA q y t q B q u t C q tω− − − −+ = + + +  (C.6)
 
Deseja-se determinar ( )u t  em função de ( ) ( ) ( )( ), 1 , , 1 , 2 , ,y t y t u t u t+ − −… …  ou 
seja, as últimas perturbações no sistema (ações de controle) e as suas futuras saídas, de 
modo a minimizar o custo: 
 
( ) ( ) ( )( )2refJ t k E y t k y t k⎡ ⎤+ = + − +⎢ ⎥⎣ ⎦  (C.7)
 
Sendo que ( )refy t k+  é a referência a ser seguida. 
Para o cálculo do controle ( )u t , que minimiza a Equação C.7, precisa-se conhecer a 
predição de ( )y t k  passos à frente. Realizando as considerações necessárias e seguindo a 
demonstração encontrada em Lages e Hemerly (2007), chega-se à seguinte equação: 
 
( ) ( ) ( ) ( )0 1y t k t y t k F q t kω−+ = + − +  (C.8)
 
Onde 




é o polinômio de parâmetros do controlador. 
Efetivamente a Equação C.7 corresponde à predição ótima k  passos à frente de 
( )y k . 
Prosseguindo com a minimização do custo, tem-se a partir da Equação C.7: 
 
( ) ( ) ( )( )2ref tJ t k E E y t k y t k⎡ ⎤⎡ ⎤+ = + − +⎢ ⎥⎢ ⎥⎣ ⎦⎣ ⎦F  (C.10)
 
E seguindo com uma sequência de desenvolvimentos que pode ser vista em Lages 
e Hemerly (2007), chega-se à expressão: 
 
1 1 1( ) ( ) ( ) ( ) ( ) ( )refB q u t A q y t k G q tω− − −= + −  (C.11)
 
Controle adaptativo de variância mínima generalizada 
 
O controle de variância mínima generalizada é uma generalização do controle de 
variância mínima. Esse controlador é aplicado em sistemas lineares discretos com 
parâmetros constantes. Nesse caso, a função custo a ser minimizada é da forma: 
 
( ) ( )( ) ( )2 21 1 1( ) ( ) ( ) ( ) ( )refJ t k E P q y t k R q y t Q q u t− − −⎡ ⎤′+ = + − +⎢ ⎥⎣ ⎦  (C.12)
 
De modo semelhante à derivação anterior, deve-se obter a expressão para o preditor 
k passos adiante para 1( ) ( )P q y t k− + , ou seja, definindo: 
1( ) ( ) ( )py t k P q y t k





( ) ( ) ( )( )0 1P ty t k E P q y t k−⎡ ⎤+ = +⎣ ⎦F  (C.14)
 
Deve-se chegar, depois de derivações que podem ser encontradas em Lages e 
Hemerly (2007), a seguinte expressão: 
 
( ) ( ) ( ) ( ) ( )( )1 011 Prefu t R q y t y t k tQ q −−= − +  (C.15)
 
Onde Q é o polinômio de ponderação da entrada 
 
STR por alocação de pólos 
 
A estratégia explícita de auto-sintonia baseada na síntese do controlador por projeto 
de alocação de pólos foi estudada por Edmunds (1976) e Wouters (1977). Essa abordagem 
foi estendida por Wellstead et al. (1979). Esse método envolve a alocação dos pólos em 
malha fechada em posições prescritas que definam uma dada resposta transiente requerida, 
enquanto que deixando os zeros em suas posições de malha aberta. Essa abordagem é 
assemelhada aos métodos clássicos de controle e a robustez é uma de suas vantagens 
essenciais. Além disso, os STRs desse tipo podem também ser aplicados a plantas de fase 
não-mínima e isso é uma vantagem pois esse comportamento é encontrado em várias 
aplicações práticas. Uma outra característica importante do STR por alocação de pólos é 
sua habilidade de regular sistemas com atrasos de transporte desconhecidos ou mesmo 
variáveis que não são facilmente tratados por outros métodos. Åström et al. (1978) também 
consideram os controladores por alocação de pólos, mas esse trabalho difere do de 




perturbações estocásticas na derivação do controlador. Além disso, esse método requer 
fatoração polinomial on-line. 
O modelo padrão da planta descrito pela Equação C.5 é considerado na estimativa. 
Uma faixa de valores de atraso pode ser considerada pela sobreparametrização do 
polinômio B. Contudo, isso leva a uma adição na carga computacional. 
Considerando uma faixa de valores de k  indo de 1k  até 2k . Seja 
1( )B q−′  o polinômio 
com ( )2 1bn k k+ −  termos. Então o modelo identificado é: 
 
1 1 1( ) ( ) ( ) ( ) ( ) ( )kpA q y t q B q u t C q t kω− − − −′= + +  (C.16)
 
Se 1k k= , os primeiros bn  coeficientes de Bˆ′  serão não nulos, e se 2k k= , os 
últimos bn  coeficientes de Bˆ′  serão não nulos. Pode-se usar Bˆ′  no algoritmo, desde que o 
projeto do controlador não seja sensível a variações resultantes nos zeros de Bˆ′ . Por outro 
lado, essa insensitividade resultante afetará o desempenho. 
A abordagem por alocação de pólos de Wellstead et al. (1979) considera apenas 
posições dos pólos em malha fechada e não altera os zeros. 
Um controlador retro-alimentado padrão é da forma: 
 
1 1( ) ( ) ( ) ( ) 0pG q y t E q u t
− −+ =  (C.17)
 









= +  
(C.18)
pode-se notar que 0 1g =  no polinômio G em Equação C.17. 
O modelo descrito pela Equação C.16 vai ser estimado. Contudo, por uma questão 
de simplicidade, usa-se Equação C.5 junto com a Equação C.17 para se obter uma equação 





( ) ( ) ( )k pAE q BG y t CE t kω−+ = +  (C.19)
 
Os coeficientes de G  e E  são escolhidos de acordo com a identidade 
 
kAE q BG CT−+ =  (C.20)
 
onde 1( )T q−  é um polinômio de ordem tn da forma: 
 
1 1( ) (1 )i iT q qπ α− −= −  (C.21)
 
onde iα  corresponde aos pólos estáveis, que são pré-selecionados a partir de observações 
sobre a planta em questão. A malha fechada é descrita por: 
 
( ) ( )p











A determinação de T  afeta a variância de ( )py t . Nota-se também que B  não é um 
fator da equação característica. 
O objetivo do STR por alocação de pólos é mover os pólos do sistema em malha 
fechada dos seus loci em malha aberta para os valores prescritos dados pela Equação C.21. 
O número de pólos em malha fechada tn  é limitado por 
 
( - )t a b cn n n k n< + +  (C.23)
 
Essa restrição assegura que a ordem do lado direito da Equação C.21 não exceda a 
ordem do lado esquerdo. Se o atraso do sistema k  é desconhecido, pode-se atribuir que k  




ordem do polinômio B  seja aumentada de k , para permitir os k  primeiros coeficientes 
possam ser zero. O pressuposto de  0k =  traz uma considerável simplificação, ainda que 
sempre se deva notar que o atraso de tempo vai estar presente, em geral, e isso é resolvido 
pelo conjunto de coeficientes nulos no polinômio B . Em vários processos, variações 
significativas ocorrem no atraso de transporte, de modo que tanto B quanto k  variam. Isso 
resulta em um atraso fracionário, levando o sistema a se tornar de fase não mínima. Em tais 
casos, os STRs de mínima variância são instáveis. A mesma dificuldade surge se k  
aumenta além do valor permitido no modelo. Um STR por alocação de pólos pode lidar 
com esse fenômeno através da adaptação de sua configuração durante uma verificação de 
parâmetros, o que é uma vantagem interessante. 
 
Algoritmo explícito de auto-sintonia 
 
A auto-sintonia explícita é alcançada por uma iteração a cada intervalo de 
amostragem através do seguinte ciclo, como é mostrado na Figura C.1: 
 
1. Identificação; 
2. Estratégia de projeto de controle; 




































Figura C. 1 Ciclo de auto-sintonia. 
 
O algoritmo de alocação de pólos é desenvolvido como segue: seja 
1 1
1 1( ) e ( )A q B q
− − e as soluções da identidade: 
 
1 1 1 1 1
1 1( ) ( ) ( ) ( ) ( )
kA q E q q B q G q T q− − − − − −+ =  (C.24)
 
onde G  e E  são dados pela Equação C.23. Pode-se notar que C  é omitido em C.24. 






Estratégia de síntese 
de controlador
Solução da equação 
de diofantina











( )  (se usar Equação C.23)( ) ( )










⎧ + +⎪− = ⎨⎪ +⎩
 (C.25)
 
Esse é o modelo de uma estrutura na qual mínimos quadrados recursivos (RLS) 
podem ser usados para se obter estimativas não enviesadas de 11( )A q
−  e 11( )B q
− . A auto-
sintonia é procedida da seguinte forma (Figura C.1) 
 
• Passo 1 - A cada intervalo de amostragem, os parâmetros 11ˆ ( )A q−  e 11ˆ ( )B q−  são estimados 
pelo RLS. 
• Passo 2 - Os polinômios 11ˆ ( )A q−  e 11ˆ ( )B q−  são usados para gerar os polinômios do 
regulador 1ˆ ( )E q−  e 1ˆ ( )G q− , usando a identidade 3.28 e um 1( )T q−  pré-determinado. 
• Passo 3 - As entradas do controle são obtidas usando Eˆ  e Gˆ na lei de controle (C.17). 
 
Repetir os passos de 1 a 3 a cada intervalo de amostragem até que os parâmetros 
estimados 11ˆ ( )A q
−  e 11ˆ ( )B q
−  convirjam para valores estacionários. 
 
