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Abstract
A definition of a generalized filled-in Julia set generated by an infinite array of proper polynomial
mappings in CN is introduced. It is shown that such Julia sets depend analytically on the defining
polynomial mappings.
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Résumé
On introduit une définition d’un ensemble rempli de Julia généralisé qui est engendré par une
matrice infinie d’applications polynomiales propres de CN . On démontre que cet ensemble de Julia
dépend analytiquement des applications polynomiales définissantes.
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1. Introduction
Much of research in pluripotential theory has been focused on properties of the so called
pluriregular subsets of CN , that is on compact sets whose pluricomplex Green functions
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pluriregular compact subsets of CN . Since any compact subset of CN together with its
polynomially convex hull share the same pluricomplex Green function, we have a one-
to-one correspondence between R and the family of all continuous pluricomplex Green
functions associated with compact sets. We can endow R with a metric by defining the
distance between two sets as the L∞(CN)-distance between the corresponding Green
functions. This bears a direct analogy to the classical Hausdorff distance between two
compact sets and turns the family R into a complete metric space (see [4]). Furthermore,
if F is a finite family of proper polynomial mappings P :CN → CN with Łojasiewicz
exponent > 1, then the set function
HF :R K →
( ⋃
P∈F
P−1(K)
)∧
∈R (1)
becomes a contraction of R and hence has a unique fixed point. Here the exponent ∧
denotes the operation of taking the polynomially convex hull of the set enclosed in the big
parentheses. In the one-dimensional case and if we are dealing with a single polynomial of
degree at least 2, this unique fixed point is simply the filled-in Julia set associated with the
polynomial. In general, we get a “composite” Julia set with a rather complex structure. For
more details the reader is advised to consult the articles [4–9].
In this paper we show that under suitable assumptions the mapping (1) remains a
contraction of R even for some F containing infinitely many polynomial mappings
(Theorem 3.5). We also show that mappings of this type preserve Hölder continuity
property of compact sets. Iteration of mappings like HF above (or their generalizations)
leads also to a very general definition of a composite Julia set, which we clarify in terms
of truncated orbits of points in CN (Theorem 4.6), thus generalizing a result from [5]. As
it turns out, we obtain a sensibly defined Julia set even if the choice of polynomial maps is
different at each step of the iteration process. In other words, we have a two-dimensional
array P = [Pij ], with infinitely many rows, possibly finite and of varying length. Each
entry Pij is a proper polynomial mapping satisfying a regularity condition (which is
automatically true for univariate polynomials). Then the corresponding composite Julia
set K+[P ] ∈ R is generated by the mappings of the type (1) (possibly with infinite F )
corresponding to the consecutive rows of P . In particular, we show that if we restrict
our attention to arrays P with finite rows, the set-valued mapping P → K+[P ] is a well
defined continuous function on an open subset of a Banach space. Moreover, it is (weakly)
analytic in the sense of the theory of set-valued analytic functions (Theorem 5.1). This
generalizes some earlier results. In the one-dimensional case, analyticity of the mapping
p → K+[(p,p,p, . . .)] which is defined on the set of all polynomials of degree d  2 of
one complex variable follows from a result of Baribeau and Ransford [2] concerning Julia
sets generated by families of rational functions. In the multi-dimensional case, Theorem 5.1
generalizes significantly some of the results proved in [6,7].
Finally we would like to emphasize that even in the one-dimensional case our results
are new. In this case the only general assumption about the polynomials involved is that
they are of degree at least 2.
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Terminology pertaining pluripotential theory will be consistent with that used in [3]
except that we will use the adjective pluriregular in place of L-regular to follow the current
trend in research literature.
Throughout the paper N will denote a fixed positive integer. Let BR = {z ∈CN : ‖z‖
R}, where ‖ · ‖ denotes the Euclidean norm in CN . If K ⊂ CN is compact and v is a
complex-valued bounded function on K , then ‖v‖K will denote the supremum norm of v
on K .
Let d  2 be an integer. By Pd we denote the space of all polynomial mappings
P :CN → CN of degree not greater than d . We will view Pd as a Banach space with
the norm
‖P‖ =
d∑
n=0
‖Hn‖,
where P =H0 +H1 + · · · +Hd , Hn is homogeneous of degree n, and
‖Hn‖ = sup
‖z‖=1
∥∥Hn(z)∥∥.
Since dimPd <∞, for every R > 0 there exists MR > 0 such that
‖P‖BR MR‖P‖, P ∈Pd . (2)
We denote by P̂ the homogeneous component of P of degree d (i.e., P̂ = Hd ) and we
define the floor of P to be
P  = inf‖z‖=1
∥∥P̂ (z)∥∥.
Note that Pd  P → P  is Lipschitz continuous (see [7, (1)]).
We say that P is regular if P̂−1(0) = {0} (which holds if and only if P  > 0). The
subset of all regular mappings in Pd will be denoted by Pd .
LetR denote the family of all compact polynomially convex pluriregular subsets ofCN .
The familyR becomes a complete metric space (see [4]) if it is endowed with the distance
Γ (E,F )= ‖VE − VF‖CN =max
{‖VE‖F ,‖VF ‖E}, E,F ∈R.
Note that the quantityΓ (E,F ) is also well defined if E and F are compact and pluriregular
but not necessarily polynomially convex—in this case Γ (E,F )= Γ (Ê, F̂ ).
We have the following transformation formula for pluricomplex Green functions:
VP−1(E) =
1
d
VE ◦P, (3)
provided that P ∈ Pd and E ⊂ CN (see, e.g., [3, Theorem 5.3.1]). Consequently, the
mapping R  E → P−1(E) ∈ R turns out to be a contraction with the contraction
ratio 1/d .
Let Comp(CN) denote the family of all non-empty compact subsets of CN and let Ω be
an open subset of a complex Banach space E. A set-valued function K :Ω→ Comp(CN)
is said to be upper semicontinuous if for each z0 ∈ Ω and each open set V such that
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z ∈ U . We define the graph of K as the set Graph(K)= {(z,w) ∈Ω ×CN : w ∈K(z)}.
Furthermore, we say that an upper semicontinuous set-valued function K is analytic
(see [11]) if for every open set ω⊂Ω and for every function u which is plurisubharmonic
in a neighbourhood of Graph(K|ω), the function
v(z)= supu({z} ×K(z)), z ∈ ω,
is plurisubharmonic. Note that this kind of analyticity is called sometimes weak to
distinguish it from a stronger concept (see [12]).
We say that R > 0 is an escape radius for P if for each z ∈CN \BR
lim
n→∞‖P
n(z)‖ =∞.
[6, Lemma 1] gives a formula for an escape radius
r(P )= 1+ P  + ‖P − P̂‖P  (4)
depending continuously on P ∈Pd . It is useful to note that P−1(BR)⊂ BR for R > r(P ).
To put it differently, if R > r(P ) and z /∈ BR , then the forward orbit of z stays outside
of BR .
The following property is well known and will be needed in the next section. If N = 1, it
is a special case of the Hurwitz’s root theorem (and follows easily from Rouché’s theorem).
For N  1 it is a special case of a theorem about continuity of intersections of analytic
varieties (see [13, Theorem 4]). Here we give a short direct proof based on standard
properties of holomorphic maps.
Proposition 2.1 (On continuity of roots of polynomial maps). Let P ∈Pd and ε > 0. Then
there exists δ > 0 such that for any Q ∈ Pd with ‖P −Q‖ < δ and for any z ∈ P−1(0)
there exists w ∈Q−1(0) with ‖z−w‖< ε.
Proof. Let k = dimPd . Consider the function F :Pd × CN → CN given by F(P, z) =
P(z). The Jacobi matrix of F has size N × (k +N) and constant rank equal to N . (The
latter is easily seen because ∂F/∂H0 is the N×N identity matrix, whereH0 is the constant
term of P .) Hence V = F−1(0) is a k-dimensional closed submanifold of Pd ×CN .
Let π :V → Pd denote the natural projection (P, z) → P . Each fibre π−1(P ) =
{P } × P−1(0) of π is finite and thus since π is holomorphic it must be open.
Take P ∈ Pd and fix ε > 0. Let π−1(P ) = {(P, zj ): j = 1, . . . , l}. Let U1, . . . ,Ul be
pairwise disjoint neighbourhoods in V of (P, z1), . . . , (P, zl) respectively, such that if
(Q,w) ∈ Uj , then ‖w− zj‖< ε. Choose δ > 0 such that if ‖Q−P‖< δ, then Q belongs
to the open set π(U1)∩ · · · ∩ π(Ul).
Take now a map Q ∈ Pd with ‖Q − P‖ < δ and z = zj ∈ P−1(0). Then there exists
w ∈ CN such that (Q,w) ∈ π−1(Q) ∩Uj . Consequently, ‖w − z‖< ε and Q(w)= 0, as
required. ✷
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maps. If (E,‖ · ‖) is a complex Banach space and Σ is a non-empty set, then
l∞(Σ,E)=
{
P :Σ  s → Ps ∈E
∣∣ sup
s∈Σ
‖Ps‖<∞
}
endowed with the norm ‖P‖ = sups∈Σ ‖Ps‖ is a Banach space. In our case E = Pd .
Consider the set
ΩΣ =
{
P ∈ l∞(Σ,Pd ): P > 0
}
,
where
P  = inf
s∈ΣPs.
Due to Lipschitz continuity of the floor in Pd the function P → P  is also continuous
and thus the set ΩΣ is open (see also [7, §2]). Moreover, in view of (4) the function
ΩΣ  P → sup
s∈Σ
r(Ps) (5)
is locally bounded from above (see [7, (3)]).
3. Contractions associated with families of polynomial maps
It will be convenient to extend the definition of a regular polynomial map to families of
polynomial maps. We will say that a family F ⊂Pd is regular if
inf
P∈F
P > 0 and sup
P∈F
‖P‖<∞.
Equivalently, F ⊂Pd is regular if and only if F  Pd .
For any S CN and any regular family F ⊂Pd we define
AF (S)=
⋃
P∈F
P−1(S) and HF (S)= ÂF (S)=̂AF (S).
The following example shows that even if S is compact, AF (S) does not have to be closed.
Example 3.1. Let N = 1, E = [0,1] and F = {z → −(z− 1
n
)2: n  1}. Then AF (E) =⋃
n[ 1n − i, 1n + i] and AF (E)=AF (E)∪ [−i, i].
The mappingHF :R→ Comp(CN), but with a finite familyF , was already considered
in [4] (see also [5,6]), where it was shown that it is an R-valued contraction. Later in this
section we will prove that the same is true for infinite regular families F . First, however,
we will establish some basic properties of HF .
Remark 3.2. If F ⊂Pd is regular and S CN , then AF (Ŝ)⊂HF (S). Moreover,HF (S)
is compact.
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inclusions P−1(Ŝ) ⊂ P̂−1(S) ⊂ ÂF (S), for P ∈ F . To justify the second conclusion we
note that s = sup{r(P ): P ∈ F} is finite because of (5). Fix R  s such that S ⊂ BR .
Then P−1(S) ⊂ P−1(BR) ⊂ BR for P ∈ F . Consequently, AF (S) ⊂ BR is compact and
so is HF (S). ✷
Proposition 3.3. If E ⊂ CN is compact and F ⊂ Pd is a regular family of polynomial
maps, then
AF (E)=AF (E),
where F denotes the closure of F in Pd .
Proof. (⊂) If AF (E) = AF (E), the inclusion is obvious. Otherwise let z ∈ AF (E) \
AF (E) and take a sequence (zν) ⊂ AF (E) with zν → z (as ν → ∞). There exists
a sequence (Pν) ⊂ F such that zν ∈ P−1ν (E) for each ν. By taking a subsequence if
needed, we may assume that Pν(zν)→ a ∈ E. By the definition of regular families of
polynomial maps, the sequence (Pν) is bounded in the finite-dimensional Banach spacePd .
Therefore we may assume without lost of generality that Pν →Q ∈ Pd (by taking again a
subsequence if needed).
Take ε > 0. Since zν converges to z and Q is continuous, we have ‖Q(zν)−Q(z)‖<
ε/3, provided that ν > ν1. Since Pν converges toQ locally uniformly and the sequence {zν}
is bounded, ‖Pν(zν)−Q(zν)‖< ε/3, provided that ν > ν2. Finally limν→∞Pν(zν) = a,
and thus ‖Pν(zν) − a‖ < ε/3, provided that ν > ν3. Therefore ‖Q(z) − a‖ < ε, for all
ν > max(ν1, ν2, ν3), by the triangle inequality. Since this holds for any ε > 0, Q(z) = a
and so z ∈Q−1(E).
(⊃) Let Q be the limit of a sequence (Pν) ⊂ F . Since F is regular, infPν > 0, and
thus by the continuity of the floor function in Pd , we have Q = limν→∞Pν> 0, which
implies that Q ∈ Pd .
By Proposition 2.1, if Q is the limit of a sequence (Pν)⊂F and Q(z)= a ∈E, then z
is a limit point of some sequence (zν), where zν ∈ P−1ν (a)⊂ P−1ν (E). ✷
Proposition 3.4. If E ∈ R and F ⊂ Pd is regular, then AF (E) is pluriregular. As a
consequenceHF (E) ∈R.
Proof. Let z be in AF (E). By Proposition 3.3 there exists a mapping Q ∈ Pd such that
z ∈ Q−1(E) ⊂ AF (E). The definition of the pluricomplex Green function yields that
VAF (E)  VQ−1(E) and therefore V
∗
AF (E)
 V ∗
Q−1(E). The set Q
−1(E) is pluriregular,
hence 0  V ∗
AF (E)
(z)  V ∗
Q−1(E)(z) = 0 and thus VAF (E) is continuous (see, e.g., [3,
Corollary 5.1.4]). ✷
Before stating and proving the main result of this section we would like to recall the
concept of Hölder continuity property of compact sets. Let E ⊂ CN be compact. We say
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C,α such that
VE(z) C
(
dist(z,E)
)α
, z ∈CN.
Obviously HCP implies pluriregularity. Moreover, it is enough to check the inequality for
z with dist(z,E) 1.
Theorem 3.5. If F ⊂Pd is regular, then the mapping
HF :R E →HF (E) ∈R
is a contraction (with contraction ratio 1/d). In particular, the mappingHF has a unique
fixed point. Moreover, if a compact set E ⊂ CN has HCP, then HF (E) has HCP with the
same exponent.
Proof. If Ej ,Fj ∈R, for j ∈ J, are such that ⋃Ej , ⋃Fj are compact and pluriregular,
then using the same argument as in the proof of [4, Corollary 2] we obtain the inequality
Γ
(⋃
j∈J
Ej ,
⋃
j∈J
Fj
)
 sup
j∈J
Γ (Ej ,Fj ).
Suppose that Q ∈F ⊂Pd . Transformation formula (3) yields that the mappingR E→
Q−1(E) ∈R is a contraction with contraction ratio 1/d . Consequently, by Propositions 3.4
and 3.3,
Γ
(HF (E),HF (F ))= Γ (AF (E),AF (F ) ) 1
d
Γ (E,F ),
for all E,F ∈ R. By [4, Theorem 1] (R,Γ ) is a complete metric space and hence by
Banach’s contraction principle the mappingHP has an unique fixed point.
To prove the last conclusion of the theorem we proceed as follows. Let C1 and α be
such that VE(z) C1(dist(z,E))α, z ∈ CN . By [9, Proposition 2.2] it is enough to show
that AF (E) has HCP with the exponent α.
Fix R > 0 such that E ⊂ BR−1, where R − 1  sup{r(P ): P ∈ F}. If Q ∈ F , then
R − 1 r(Q) by the continuity of the escape radius r( · ) in Pd (see [6, Lemma 1]).
Let MR be defined as in (2). In view of the Bernstein inequality for BR (which can
be easily derived—with the help of Cauchy’s integral formula—from the formula for the
pluricomplex Green function for a ball) there exists M > 0 such that
‖gradp‖BR Md‖p‖BR
for every polynomial p :CN → C of degree d . Therefore, if Q ∈ F and Q = (q1, . . . ,
qN) :C
N →CN , then
‖gradqj‖BR Md‖qj‖BR Md‖Q‖BR MdMRL, j = 1, . . . ,N,
where L= sup{‖P‖: P ∈F} and MR is as in (2). Note that the estimate does not depend
on Q ∈F . Put C := C1(MMRL
√
N )αdα−1.
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dist(z,AF (E)) = ‖z − w‖ = dist(z,Q−1(E)). The mean value theorem combined with
the above gradient estimate implies that
dist(Q(z),E)MMRLd
√
N dist
(
z,Q−1(E)
)
.
Combining all of the estimates with (3) gives
VAF (E)(z) VQ−1(E)(z)=
1
d
VE
(
Q(z)
)
 1
d
C1
(
dist(Q(z),E)
)α
 C
(
dist
(
z,AF (E)
))α
. ✷
4. A Banach space of arrays of polynomial maps
Consider now l∞(N2,Pd) and let Pn denote the (unordered) set of all polynomial
mappings in the nth row of P = [Pn,j ] ∈ l∞(N2,Pd). If P ∈ ΩN2 , then obviously Pn
is regular.
Let now S CN and P ∈ΩN2 . We have the following auxiliary properties:
Lemma 4.1.
(AP1 ◦ · · · ◦APn)(S)=
⋃
j1,...,jn1
(Pn,jn ◦ · · · ◦ P1,j1)−1(S), n ∈N.
Proof. We use induction with respect to n. The case n = 1 is simply the definition.
Suppose now that the formula is true for some n. Hence we have(
AP1 ◦ (AP2 ◦ · · · ◦APn+1)
)
(S)=AP1
( ⋃
j2,...,jn+11
(Pn+1,jn+1 ◦ · · · ◦P2,j2)−1(S)
)
=
⋃
j11
P−11,j1
( ⋃
j2,...,jn+11
(Pn+1,jn+1 ◦ · · · ◦P2,j2)−1(S)
)
. ✷
Lemma 4.2.
(HP1 ◦ · · · ◦HPn)(S)=
[
(AP1 ◦ · · · ◦APn)(S)
]∧
, n ∈N.
Proof. Again we use induction. The case n = 1 is the definition. Assume now that the
formula is true for some n. We will first prove the inclusion “⊃”:
(HP1 ◦ · · · ◦HPn)
(HPn+1(S))= [(AP1 ◦ · · · ◦APn)( ̂APn+1(S))]∧
⊃ [(AP1 ◦ · · · ◦APn+1)(S)]∧.
To get the inclusion “⊂” we use Remark 3.2 and Lemma 4.1 applied to
AQ :=AP1 ◦ · · · ◦APn,
where Q is the regular family of polynomial mappings in Pdn consisting of all
compositions Pn,jn ◦ · · · ◦P1,j1 , where j1, . . . , jn  1. ✷
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(Pd)n =Pd × · · · ×Pd  (p1, . . . , pn) → p1 ◦ · · · ◦ pn ∈ Pdn
is continuous.
Proof. Indeed, every polynomial in Pd can be identified with its coefficients and hence
the above mapping is a polynomial with respect to the coefficients of p1, . . . , pn.
Consequently, it is continuous with respect to any norm and in particular with respect
to the supremum norm on BR ⊂CN . ✷
Remark 4.4. If Pn are as above, then
{πn ◦ · · · ◦ π1: π1 ∈ P1, . . . , πn ∈ Pn} =
{
πn ◦ · · · ◦ π1: π1 ∈ P1, . . . , πn ∈ Pn
}
.
Proof. Indeed, since P = [Pn,j ] ∈ΩN2 , the sets Pj are compact in Pd and it suffices to
use continuity of the mapping (π1, . . . , πn) → πn ◦ . . . ◦ π1. ✷
The next objective is to show that the sequence (HP1 ◦ · · · ◦HPn)n1 is convergent. We
will prove now a lemma which is also interesting in its own right.
Lemma 4.5 (Enhanced version of Banach’s contraction principle). Let (X,ρ) be a
complete metric space and let (Hn)n1 be a sequence of contractions ofX with contraction
ratios not greater than L< 1. If
sup
n1
ρ
(
Hn(x), x
)
<∞
for each x ∈X, then there exists a unique point c in X such that the sequence (H1 ◦ · · · ◦
Hn)n1 converges pointwise to c.
Proof. Take a0 ∈X. Define
an = (H1 ◦ · · · ◦Hn)(a0), n ∈N,
and
M = sup
n1
ρ
(
Hn(a0), a0
)
.
Then
ρ(an+k, an)
k∑
j=1
ρ(an+j , an+j−1)
=
k∑
j=1
ρ
(
(H1 ◦ · · · ◦Hn+j−1)
(
Hn+j (a0)
)
, (H1 ◦ · · · ◦Hn+j−1)(a0)
)

k∑
j=1
Ln+j−1ρ
(
Hn+j (a0), a0
)
M
(
Ln +Ln+1 + · · · +Ln+k−1).
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The limit does not depend on the choice of the point a0. Namely, if b0 ∈ X, bn =
(H1 ◦ · · · ◦Hn)(b0) and b = limn→∞ bn, then
0 ρ(a, b)= lim
n→∞ρ(an, bn) limn→∞L
nρ(a0, b0)= 0.
We put c= a. ✷
Let P = [Pn,j ] ∈ l∞(N2,Pd) and—just as before—let Pn = {Pn,j : j ∈N}. If z0 ∈CN ,
then by a truncated P -orbit of z0 we mean any finite sequence of the form z0, z1, . . . , zk ,
where zn = πn(zn−1) for n = 1, . . . , k and πn ∈ Pn. If R > 0 is a common escape radius
for all Pn,j we define
Ktr[P ] :=
{
z0 ∈CN : z0 has arbitrarily long truncated P -orbits within BR
}
.
(Obviously the definition does not depend on the choice of R.)
Theorem 4.6. Let P = [Pn,j ]n,j1 ∈ΩN2 . Then for each E ∈R the sequence ((HP1 ◦ · · ·◦
HPn)(E))n1 converges in (R,Γ ) to a set K+[P ]. Furthermore, K+[P ] = K̂tr[P ].
Proof. By Theorem 3.5 the mapping HPn is a contraction with the contraction ratio 1/d
for any n ∈ N. Pick any set E ∈R and R  sup r(Pn,j ) with the property that E ⊂ BR .
Note that R is also an escape radius for all accumulation points of the sets Pn, n ∈ N. In
what follows MR is defined as in (2).
Let 8 := max(R,MR‖P‖). Since HPn(E)⊂ BR , we have ‖VE‖HPn (E)  ‖VE‖BR . On
the other hand,
‖VHPn (E)‖E  ‖VP−1n,1 (E)‖E =
1
d
‖VE‖Pn,1(E) 
1
d
‖VE‖B8 ,
because ‖Pn,1‖BR MR‖Pn,1‖ 8, n ∈N. Therefore by the definition of Γ
sup
n∈N
Γ
(
E,HPn(E)
)
 ‖VE‖B8 <∞.
We apply the enhanced version of the Banach contraction principle (Lemma 4.5) to the
family (HPn)n1 and we obtain the unique limit set which we denote K+[P ].
Let Kn = (AP1 ◦ · · · ◦APn)(BR). By Proposition 3.3 and Lemma 4.1
Kn =
⋃{
(πn ◦ · · · ◦ π1)−1(BR): π1 ∈ P1, . . . , πn ∈ Pn
}
.
Since π−1n+1(BR)⊂ BR , we have Kn+1 ⊂Kn. Consider
K :=
(⋂
n∈N
Kn
)∧
.
Note that z0 ∈⋂Kn if and only if for each n there exist π1 ∈ P1, . . . , πn ∈ Pn with
(πn ◦ · · · ◦ π1)(z0) ∈BR . Thus ⋂Kn =Ktr[P ].
It remains to show that K = K+[P ]. By Lemma 4.2 and the definition of K+[P ],
K̂n converges to K+[P ] in (R,Γ ). It means that VKn = VK̂n converges uniformly to
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to V⋂Kn = VK . Hence VK = VK+[P ] and consequently K = K+[P ] since both sets are
polynomially convex. ✷
Note that if the array P ∈ ΩN2 is such that either all Pn are finite and identical or
alternatively Pn = {Pn,1} for each n, then K+[P ] is exactly the type of Julia set considered
in [4–7]. For an arbitrary P ∈ΩN2 , in analogy to [5,6], the unique set K+[P ] will be called
the composite Julia set generated by P .
5. Analytic dependence of the Julia set on the polynomial maps
We consider now a mapping σ :N→N and the set
Nσ :=
{
(n, j) ∈N2: j  σ(n)}.
We will be interested now in the space l∞(Nσ ,Pd). As before for P ∈ l∞(Nσ ,Pd) we
denote by Pn the subset of Pd consisting of the entries in the nth row of the array P . This
time the sets Pn are finite.
In this case the composite Julia set K+[P ] depends analytically on the polynomial
mappings.
Theorem 5.1. Let σ :N→N. Then the set-valued mapping
K+ :ΩNσ  P →K+[P ] ∈R
is continuous and analytic.
Proof. According to (5) for each point in ΩNσ we can choose a neighbourhood ω ⊂ΩNσ
and a number R > 1 such that if P = [Pn,j ] ∈ ω, then R is an escape radius common to all
Pn,j ’s and we have P−1n,j (BR)⊂ BR . Since continuity is a local property we can work with
such a neighbourhood.
We define
KPn := (AP1 ◦ · · · ◦APn)(BR), n ∈N.
In view of (3)
Γ
(
(Pn,jn ◦ · · · ◦ P1,j1)−1
(
(Pn+1,jn+1)−1(BR)
)
, (Pn,jn ◦ · · · ◦ P1,j1)−1(BR)
)
 1
dn
Γ
(
(Pn+1,jn+1)−1(BR),BR
)
,
for any j1  σ(1), . . . , jn+1  σ(n+ 1). Thus by Lemma 4.1 and [4, Corollary 2]
Γ
(
KPn+1,KPn
)
 1
dn+1
max
{
log+
‖Pn+1,jn+1‖BR
R
: jn+1  σ(n+ 1)
}
 MR‖P‖
Rdn+1
,
where MR is as in (2).
If P,Q ∈ ω, then the above estimate implies that
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(
KPn+1,K
Q
n+1
)
 Γ
(
KPn+1,KPn
)+ Γ (KPn ,KQn )+ Γ (KQn+1,KQn )
 2MR max(‖P‖,‖Q‖)
Rdn+1
+ Γ (KPn ,KQn ).
Consequently,
Γ
(
K̂Pn+m,
̂
K
Q
n+m
)
= Γ (KPn+m,KQn+m)
 2MR max(‖P‖,‖Q‖)
R
n+m∑
k=n+1
1
dk
+ Γ (KPn ,KQn ). (6)
Take ε > 0 and fix P ∈ ω. Choose r > 0 so that if ‖P −Q‖ < r , then Q ∈ ω. From
the proof of Theorem 4.6 we know that K̂Pn converges in R to K+[P ]. By choosing a
sufficiently large n and letting m→∞ in (6) we obtain
Γ
(
K+[P ],K+[Q]
)
 ε
2
+ Γ (KPn ,KQn ).
But
Γ
(
KPn ,K
Q
n
)
 1
dn
max
j1,...,jn
sup
z∈BR
∣∣∣∣ log+ ‖(Pn,jn ◦ · · · ◦P1,j1)(z)‖R
− log+ ‖(Qn,jn ◦ · · · ◦Q1,j1)(z)‖
R
∣∣∣∣
 1
Rdn
max
j1,...,jn
∥∥(Pn,jn ◦ · · · ◦P1,j1)− (Qn,jn ◦ · · · ◦Q1,j1)∥∥BR .
To show the continuity of the mapping K+ it is enough to observe that Remark 4.3,
combined with the continuity of the escape radius formula (4), implies the following
property:
Let q1, . . . , qn ∈ Pd have the property q−1j (BR)⊂ BR, j  n. Then for each ε > 0 there
exists such δ > 0 that for each p1, . . . , pn ∈Pd with p−1j (BR)⊂ BR and ‖pj−qj‖BR <
δ, j  n, we have∥∥(pn ◦ · · · ◦ p1)− (qn ◦ · · · ◦ q1)∥∥BR < ε.
As in the proof of [7, Theorem 1], continuity of the mapping
K+ :ΩNσ →R
(with respect to the metric in R) implies its upper semicontinuity when it is treated as a
set-valued function. It remains to show analyticity.
By [7, Remark 3] the multifunctions P → (Pn,jn ◦ · · · ◦ P1,j1)−1(BR) are analytic.
By [1, Theorem 7.1.1(ii)] (see also [10, Proposition 2.11(a)]) the multifunctions P →
KPn are analytic since in view of Lemma 4.1 they are finite unions of analytic
multifunctions. Consequently P → K̂Pn are analytic by [10, Proposition 2.12(b)] (see also
[1, Theorem 7.1.2]). We complete the proof of the theorem by applying [7, Remark 4] to
P → K̂Pn . ✷
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sets. We have the following inclusions{
K+[P ]: P ∈ΩN×{1,...,k}, all rows of P coincide, k ∈N
}
⊂ {K+[P ]: P ∈ΩNσ , σ ∈NN}⊂ {K+[P ]: P ∈ΩN2}⊂R.
It was shown in [6] that for d = 2 the first family is proper and dense inR. The construction
given in [6] can be easily repeated for any d  2. Hence all of the families of composite
Julia sets considered above are dense in R. It remains an open question whether they are
proper.
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