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ABSTRACT
Complex microscopic many-body processes are often interpreted in terms of so-called “reaction coordinates,” i.e., in terms of the evolution
of a small set of coarse-grained observables. A rigorous method to produce the equation of motion of such observables is to use projection
operator techniques, which split the dynamics of the observables into a main contribution and a marginal one. The basis of any derivation
in this framework is the classical Heisenberg equation for an observable. If the Hamiltonian of the underlying microscopic dynamics and the
observable under study do not explicitly depend on time, this equation is obtained by a straightforward derivation. However, the problem
is more complicated if one considers Hamiltonians which depend on time explicitly as, e.g., in systems under external driving, or if the
observable of interest has an explicit dependence on time. We use an analogy to fluid dynamics to derive the classical Heisenberg picture
and then apply a projection operator formalism to derive the nonstationary generalized Langevin equation for a coarse-grained variable. We
show, in particular, that the results presented for time-independent Hamiltonians and observables in the study by Meyer, Voigtmann, and
Schilling, J. Chem. Phys. 147, 214110 (2017) can be generalized to the time-dependent case.
Published under license by AIP Publishing. https://doi.org/10.1063/1.5090450
I. INTRODUCTION
When studying a complex many-body system, it is often a prag-
matic choice to describe a process of interest in terms of the evolu-
tion of a small set of relevant observables (“reaction coordinates”),
which capture the main features of the process. In molecular bio-
physics, this view is commonly adopted: for example, protein fold-
ing, amyloid fiber formation, or DNA mechanics are described in
terms of the size, shape, and structure of the complex molecules
involved, while the degrees of freedom of the surrounding water as
well as detailed information on the molecular structure are “aver-
aged over.”1–3 Similarly, chemical reactions and phase transitions
are often described in terms of reaction coordinates. In the con-
text of computer simulation, this approach is particularly useful. To
run a full molecular dynamics simulation of a complex many-body
system is often computationally very demanding; therefore, it is con-
venient if one can systematically integrate out degrees of freedom to
obtain a self-consistent equation of motion for the observables of
interest.
The derivation of such equations from first principles has
been discussed over many decades, starting with Langevin in 19084
and the introduction of his famous equation, then followed by
various resourceful theoretical studies, in particular, the develop-
ment of projection operator techniques and the Mori-Zwanzig
formalisms.5,6 These techniques have first been introduced in equi-
librium physics and progressively extended to nonequilibrium sys-
tems.7–10 In this context, we have recently derived a nonstationary
version of the generalized Langevin equation as a general structure
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for the evolution of an arbitrary phase-space function in a non-
stationary process.11 One central hypothesis of the derivation in
that paper was to work with a time-independent Liouvillian, i.e.,
time-independent microscopic equations of motion.
Here, we show, by two different methods, how to extend the
results presented in Ref. 11 to explicitly time-dependent microscopic
dynamics as well as explicitly time-dependent observables. First, we
make use of a result derived by Holian and Evans in Ref. 12 on
the evolution of phase-space observables, and we derive a general
fluctuation-dissipation-like relation that relates the memory ker-
nel with the fluctuating contribution to the generalized Langevin
equation. Second, we introduce a method that is inspired by fluid
dynamics. In the case of an observable that explicitly depends on
time, we first show that adding a temporal degree of freedom
to phase-space can effectively remove this inconvenient depen-
dence. We then apply this method to time-dependent microscopic
dynamics in such a way that the resulting equation of motion can
be written using a propagator that has an exponential form. We
show how to compute averages in this augmented phase-space,
and we show the equivalence with the derivation in the standard
phase-space.
II. PROJECTION OPERATOR TECHNIQUES IN
TIME-INDEPENDENT MICROSCOPIC DYNAMICS
We study a dynamical process, defined as the evolution in time
of a large set of degrees of freedom γ (e.g., the positions q and
momenta p of a system of many particles). We work on the ensemble
level; i.e., we consider infinitely many copies of the system initial-
ized at time s with some distribution of states ρ(γ, t = s), which
does not need to be stationary; i.e., we could initialize the ensem-
ble out of equilibrium. Assume now that one is interested in the
time-evolution of an observable A on this ensemble. In classical sta-
tistical mechanics, there are two approaches: Either one works in the
Schrödinger picture, which consists in studying a phase-space distri-
bution ρ(γ, t) that evolves in time and a fixed observable field A(γ),
or one works in the Heisenberg picture, which refers to the point of
view in which one follows the evolution of the observable A(γ, s; t)= A(Γ(γ, s; t)) along each particular trajectory, where Γ(γ, s; t)
denotes the point in phase-space reached at time t given that the tra-
jectory was located at the position γ at time s, and then one averages
over the initial distribution. The names of these two complemen-
tary pictures are obviously borrowed from quantum mechanics, but
the idea is similar: in the first picture, the density is time-evolved,
whereas in the other, the observable is. For systems in which the




ρ(γ, t) + i Lρ(γ, t) = 0, (1)
d
dt





iL ≡γ˙ ⋅ ∂
∂γ
(4)
is the Liouvillian operator, and γ˙ is a vector flow field determined by
the microscopic equations of motion. (The case in which γ˙ does not
explicitly depend on time is what we refer to as time-independent
microscopic dynamics.) The vector field γ˙ then defines a flow
Γ(γ, s; t) as the solution of the initial-value problem (d/dt)xs(t)= γ˙(xs(t)) with xs(s) = γ, where the flow is defined as the map-
ping Γ(γ, s; t) = x(t). Note that (d/dt)xs(t + τ) = γ˙s(x(t + τ)),
but also (d/dt)xτ(t) ○ xs(τ) = γ˙(xτ(t) ○ xs(τ)), where we set
xτ(t) ○ xs(τ) ≡Γ(Γ(γ, s; τ), τ, t). Hence, xs(t + τ) and xτ(t) ○ xs(τ)
both obey the same first-order differential equation with the same
initial value at t = s. They are thus identical. This identity is at the
basis of writing Γ and related quantities in terms of exponential
operators.
Equation (1) is known as Liouville’s theorem, while Eq. (2)
is easily derived from a chain rule. Their formal solutions are
given by
ρ(γ, t) = e−i L(t−s)ρ(γ, s), (5)
A(γ, s; t) = eiL(t−s)A(γ), (6)
where we have used the fact that the phase-space fields A(γ, s; s)
and A(γ) are equal. By defining an inner product on phase-space
as [X,Y] = ∫ dγX∗(γ)Y(γ), (7)
where the star stands for the complex conjugate, we can write the
average of A(t) in the Heisenberg picture and the Schrödinger pic-
ture. (Note that we assume in the following that we always deal with
functions for which this integral exists.) In the Schrödinger picture,
we obtain
⟨A(t)⟩ = [ρ(γ, t),A(γ)] = [e−i L(t−s)ρ(γ, s),A(γ)], (8)
while in the Heisenberg picture, we obtain
⟨A(t)⟩ = [ρ(γ, s),A(γ, s; t)] = [ρ(γ, s), eiL(t−s)A(γ)]. (9)
The definition (7) of the inner product is such that iL and i[d1]
are antiadjoints, i.e., (iL)† = −i L. This ensures the equivalence
of the averages. Note that in conservative systems (i.e., such that
∂
∂γ ⋅ γ˙ = 0), we have i L= iL, which becomes thus anti-self-
adjoint. This is the case of autonomous Hamiltonian dynamics, for
instance.
Projection operator techniques are commonly used to study the
time-evolution of a dynamical variable A(γ, t) (we will omit γ in the
rest of this paragraph). The main idea is to split the dynamics of
the observable in the Heisenberg picture into a main parallel contri-
bution and a remaining orthogonal part. The standard derivation13
proceeds as follows:
Let us define an operator Pt , which can be time-dependent,
which acts in the space of phase-space functions and is such
that for any pair of times t and t′ the following identity is
satisfied:
Pt′Pt = Pt . (10)
This property defines Pt as a projection operator: it retrieves a
certain fixed contribution from the variable it is applied to. By
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decomposing the identity operator as I = Pt + (I − Pt) and inserting
it in the following way in Eq. (6)
dAt
dt
= eiLt[Pt + Qt]iLA0, (11)
where At = A(γ, 0; t) is the value of the observable A at time t, and
Qt = 1 − Pt , it is possible to rewrite its time-evolution as11
dAt
dt






where t′ is an arbitrary reference time and Gτ ,t is a negatively time-
ordered exponential defined as
Gt′ ,t = exp−{∫ tt′ dt′′iLQt′′}= 1 + ∞∑
n=1∫ tt′ dt1 ∫ t1t′ dt2⋯∫ tn−1t′ dtniLQtn⋯iLQt1 . (13)
The next step is then to specify the projection operator in order to
obtain a structural form for the equation of motion of At . In general
terms, we can write Pt as an operator that projects onto a set of rel-





where Ot(X,Fi) is a scalar prefactor, which to choose one has a
certain freedom. In most cases, the variable under study A is itself
the relevant variable that one projects onto. In Ref. 11, we have
shown that, if one intends to study the autocorrelation function
C(t′, t) = ⟨A∗t′At⟩, one would choose
PtX = ⟨A∗t Xt⟩⟨∣At ∣2⟩−1A (15)




= ω(t)At + ∫ t
t′ dτK(t, τ)Aτ + ηt′(t′, t), (16)
∂C(t′, t)
∂t
= ω1(t)C(t′, t) + ∫ t
t′ dτK(t, τ)C(t′, τ), (17)
where we have defined the following quantities:
ω1(t) = ⟨A∗t iLAt⟩⟨∣At ∣2⟩−1, (18)
K(t, τ) = ⟨A∗τ eiLτ[iL − P˙τ]QτGτ,tiLA0⟩⟨∣At ∣2⟩−1, (19)
ηt′(t′, t) = eiLt′Qt′Gt′ ,tiLA0. (20)
Note that the time t′ in Eq. (16) is originally defined as an
arbitrary reference time in the integration of the orthogonal part
of the dynamics, required by the projection operator formalism.
It is then used to derive Eq. (17), which is valid only because⟨A∗t′ηt′(t′, t)⟩ = 0.
However, the whole derivation becomes invalid if Eq. (2) does
not hold. In particular, care is required in the case of a time-
dependent Liouvillian operator, i.e., a system in which the flow field
in phase-space is not constant in time. To overcome the problem, we
have to adapt Eqs. (1) and (2) to the case of explicitly time-dependent
microscopic dynamics. In the classical case, the Schrödinger picture
is easily generalized to the time-dependent dynamics. In fact, the






⋅ [ρ(γ, t)γ˙(γ, t)] = 0. (21)
In words, as the total probability of finding the system in phase-
space is obviously conserved and as the trajectories in phase-space
are continuous, the instantaneous change in the probability density
at a local point γ is due to the incoming and outgoing probabil-
ity fluxes that pass by the point γ. At time t, the total flux is equal
to ρ(γ, t)γ˙(γ, t), hence the structure of the balance equation (21).
Defining the time-dependent generator
i Lt ≡ ∂
∂γ
⋅ [γ˙(γ, t)⋯], (22)
we conclude that Eq. (1) remains valid for classical, time-dependent
microscopic dynamics when replacing i Lby i Lt . It can formally be
integrated for ρ because its structure remains the one of a partial
differential equation in ρ(γ, t). We obtain
ρ(γ, t) = exp+{−∫ ts i Lt′dt′}ρ(γ, s), (23)
where exp+ denotes the positively time-ordered exponential. The
time-dependent average ⟨A(t)⟩ would then be written as
⟨A(t)⟩ = [exp+{−∫ ts i Lt′dt′}ρ(γ, s),A(γ)]. (24)
On the other hand, the time-evolution of an observable in the
Heisenberg picture in the case of time-dependent Liouvillian opera-
tors requires more care. A time-dependent vector field γ˙ does not
readily define a flow in the same way a time-independent vector
field does. Using the notation defined above, we would get (d/dt)xs(t +τ) = γ˙t+τ(xs(t +τ)) but (d/dt)xτ(t)○xs(τ) = γ˙t(xτ(t)○xs(τ)),
which is not identical. Hence, it does not make sense to write x or
related quantities as simple exponentials.
As Holian and Evans have shown,12 it is not correct to simply
replace iL by iLt in (2) in the case of time-dependent microscopic
dynamics. That would lead to serious inconsistencies with Eq. (21).
The problem can be tackled in the following way: Let us denote as
Us ,t the operator that advances the implicitly time-dependent phase
variables from a previous time s to the current time t, along the
trajectory, i.e.,
Γ(γ, s; t) = Ut′ ,tΓ(γ, s; t′). (25)
In particular, U t ′ ,t is defined such that γ˙(Γ(γ, s; t), t) = Us,t γ˙(γ, t),
and for any pair of observables X(γ, s; t) and Y (γ, s; t), we
have X(γ, s; t)Y(γ, s; t) = Us,t[X(γ, s; s)Y(γ, s; s)] = Us,t[X(γ, s; s)]
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Us,t[Y(γ, s; s)]. Finally, we emphasize the relation A(Γ(γ, s; t))= Us,tA(γ). Differentiating this identity with respect to t and using
the correspondence between dtΓ and γ˙ (that we will explain in more
detail later), we obtain
d
dt
Us,tA(γ) = Us,t[γ˙(γ, t) ⋅ ∂
∂γ
A(γ)]. (26)
As this equation holds for any observable field A, by defining
iLt = γ˙(γ, t) ⋅ ∂∂γ , one obtains
d
dt
Us,t = Us,tiLt . (27)
This equation is solved using a negatively time-ordered exponential,
which then allows us to write
A(γ, s; t) = exp−{∫ ts iLt′dt′}A(γ, s; s). (28)
This result is perfectly consistent with the one previously obtained
for ρ(γ, t) [Eq. (23)] because of the adjointness identity
[exp−{∫ ts iLt′dt′}]† = exp+{−∫ ts i Lt′dt′}. (29)
Writing the time-dependent average ⟨A(t)⟩ in the Heisenberg pic-
ture using this result would coincide with the one shown in Eq. (24).
This result is very convenient in order to apply the projection
operator formalism. In fact, we have
dAt
dt
= exp−{∫ t0 iLt′dt′}iLtA0, (30)
where At = A(γ, 0; t) again. We can thus again insert a time-
dependent projection operator Pt as
dAt
dt
= exp−{∫ t0 iLt′dt′}[PtiLtA0 + QtiLtA0]. (31)
Following Grabert,13 one writes a differential equation for the quan-
tity Zt = exp−[∫ t0 iLt′dt′]Qt ,
Z˙t = ZtiLtQt + exp−{∫ t0 iLt′dt′}Pt[iLt − P˙t]Qt (32)
from which follows
Zt = Zt′Gt′ ,t + ∫ t
t′ dτ exp−{∫ τ0 iLt′′dt′′}Pτ[iLτ − P˙τ]QτGτ,t , (33)
where Gt ′ ,t is defined in Eq. (13) and t′ is an arbitrary reference time.
With this, we can apply the same machinery as in Ref. 11 and show
that Eqs. (16) and (17) are still valid, provided that eiLt is replaced by
exp−{∫ t0 iLt′dt′} in ω1, K, and η.
This general result is interesting because it shows that the
structure of a generalized Langevin equation is quite robust. The
term “time-dependent microscopic dynamics” encompasses time-
dependent Hamiltonian processes as well as other nonconservative
processes. We have proven that a constant structure remains valid
in all these cases, and thus, the tools and methods to analyze data in
terms of generalized Langevin equations14–19 can be systematically
applied. Note that a recent publication by te Vrugt and Wittkowski
approaches the same problem in comparable terms, while discussing
other aspects of the formalism.20
A. A fluctuation-dissipation-like relation
The definition of the projection operator P allows us to derive
a relation which links the friction kernel and the autocorrelation of
the fluctuating force
K(t, t′)⟨∣At′ ∣2⟩ = −⟨η∗t′(t′, t′)ηt′(t′, t)⟩. (34)
This identity holds because the proof shown in Ref. 11 remains valid
in the case of time-dependent microscopic dynamics. In equilib-
rium physics, this structure is known as a fluctuation-dissipation
theorem. Out of equilibrium, we cannot interpret the effect of the
kernel as dissipation in general. However, here, we show that the
kernel is fundamentally related to the autocorrelation of the fluctu-
ating force. As the kernel [together with the drift ω(t)] is the main
function that controls the autocorrelation of the observable A (see
Ref. 17), this FDT-like relation therefore links the autocorrelation of
the observable with the fluctuating force. However, Eq. (34) involves
the autocorrelation function of the fluctuating force η between an
arbitrary time t and the initial (or “reference”) time t′. It would be
more useful to derive a similar type of relation for the autocorre-
lation function of η between two arbitrary times t1 and t2, i.e., for⟨η∗t′(t′, t1)ηt′(t′, t2)⟩. This would, for instance, help if one aims to
numerically generate random realizations of the fluctuating force η
according to its correct distribution. To do this, we take Eq. (16) and
we subtract it from itself where we have changed t′ to t1. We thus
obtain
ηt′(t′, t) = ηt1(t1, t) − ∫ t1
t′ dτK(t, τ)Aτ. (35)
This equality can also be reached from the original definitions (19)
and (20) of, respectively, K and η in terms of the projection opera-
tor, where the standard exponential operators are replaced by neg-
atively time-ordered exponential operators. Taking the derivative
of Eq. (20) with respect to t′ straightforwardly leads to ∂t ′ηt ′ (t′, t)
= K(t, t′)At ′ , which we can integrate again using an arbi-
trary reference time t1 and obtain Eq. (35). Now, we calculate⟨ηt′(t′, t1)∗ηt′(t′, t2)⟩ by multiplying (35) by itself, once with t = t1
and once with t = t2,
⟨ηt′(t′, t1)∗ηt′(t′, t2)⟩ = − K(t2, t1)⟨∣At1 ∣2⟩
+ ∫ t1
t′ dτ∫ t1t′ dτ′K∗(t1, τ)K(t2, τ′)⟨A∗τAτ′⟩− ∫ t1
t′ dτK
∗(t1, τ)⟨A∗τ ηt1(t1, t2)⟩
− ∫ t1
t′ dτK(t2, τ)⟨Aτη∗t1(t1, t1)⟩, (36)
where we have already used (34) to rewrite the first term in the
right-hand side. Let us now simplify the last two terms involving⟨A∗τ ηt1(t1, t2)⟩ and ⟨Aτη∗t1(t1, t1)⟩. Let us first multiply (35) by A∗τ
and take the average to find
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⟨A∗τ ηt′(t′, t)⟩ = −∫ τ
t′ dτ
′K(t, τ′)C(τ′, τ), (37)
where we have used ⟨A∗τ ητ(τ, t)⟩ = 0 by the definition of the
projection operator. Therefore, we have
∫ t1
t′ dτK
∗(t1, τ)⟨A∗τ ηt1(t1, t2)⟩
= ∫ t1
t′ dτ∫ t1τ dτ′K∗(t1, τ)K(t2, τ′)C(τ′, τ) (38)
and
∫ t1
t′ dτK(t2, τ)⟨Aτη∗t1(t1, t1)⟩= ∫ t1
t′ dτ∫ τt′ dτ′K(t2, τ′)K∗(t1, τ)C(τ′, τ), (39)
where we have swapped the order of integration and rela-




∗(t1, τ)⟨A∗τ ηt1(t1, t2)⟩ + ∫ t1
t′ dτK(t2, τ)⟨Aτη∗t1(t1, t1)⟩= ∫ t1
t′ dτ∫ t1t′ dτ′K(t2, τ′)K∗(t1, τ)C(τ′, τ). (40)
The last three terms of Eq. (36) cancel each other, and it finally
reads
K(t2, t1)⟨∣At1 ∣2⟩ = −⟨ηt′(t′, t1)ηt′(t′, t2)⟩. (41)
The structure of the “fluctuation-dissipation-like relation” still holds
true for two arbitrary times, in the case of real-valued observables.
Note that the relation is independent from the reference time t′ and
that it might be a practical tool if one wants to generate trajectories
that are solutions of Eq. (16).
III. TREATING TIME AS A PHASE-SPACE COORDINATE
Here, we introduce a concept, inspired by fluid dynamics,
that we consider a useful alternative pathway to the derivation of
the Heisenberg equation. This concept also allows us to derive
the generalized Langevin equation for time-dependent variables,
which turns out to be once again identical to the one derived for
time-independent observables in Ref. 11.
A. The case of time-dependent variables
Assume now one is interested in a variable that has an explicit
dependence on time and one wants to derive the projection oper-
ator formalism in order to obtain a Langevin-like equation. The
notation for the phase-space field A(γ) becomes A(γ, t) and A(γ,
s; t) becomes A([γ, s; t], t) (where the second time-dependence is
an explicit dependence). Both notations are related via A([γ, s; t], t)= A(Γ(γ, s; t), t). In order to apply the method of Holian and Evans
in this case, we need to define the operator Us ,t such that it also
advances the explicit time-dependence of phase-space fields, i.e.,




Us,tA(γ) = γ˙(Γ(γ, s; t), t) ⋅ ∂A
∂γ
(Γ(γ, s; t), t) + ∂A
∂t
(Γ(γ, s; t), t).
(42)
In order to recover the convenient structure of Eq. (26) that was used
for time-independent observables, we can artificially treat the time-
dependence of A as an effective phase-space coordinate and get rid
of the partial derivative with respect to time. We hence define an
augmented phase-space, which consists in the usual phase-space to
which we add an extra temporal dimension. We note the coordinate
in this new space
γ′ = (γ, τ). (43)
Along a trajectory, a phase-space particle evolves forward in the τ-
direction at a constant rate and formally follows the time-evolution
of the process. The flow field in this augmented space is given
by
γ˙′(γ′, t) = (γ˙(γ′, t), τ˙(γ′, t)) = (γ˙(γ, τ), 1). (44)




Us,tA(γ′) = Us,t[γ˙′(γ′, t) ⋅ ∂
∂γ
A(γ′)]. (45)
We can then change the definition of the Liouvillian operator in this
augmented phase-space accordingly and find
d
dt
Us,t = Us,tiL′t . (46)
The formalism developed in the previous paragraph would then
remain valid and the structure of Eq. (16) would still be valid,
together with the FDT-like relation (41). In order to recover the
true dependence of the observable A, we make sure that the initial
augmented phase-space density ρ′(γ′, s) has a Dirac peak at τ = s,
i.e., ρ′(γ′, s) = ρ(γ, s)δ(τ − s). The averages and correlation functions
computed in this way are then consistent such that Eq. (17) would
also hold true. Note that this procedure is in principle valid for any
time-dependence in the variable A.
An important example of such time-dependence is the inves-
tigation of fluctuations in a nonstationary process. If the time-
dependent average ⟨A(t)⟩ of the variable A is not constant, the auto-
correlation function ⟨A∗(t′)A(t)⟩ might not be enough to study
fluctuations and one may want to study the shifted correlation
function
C˜(t′, t) = ⟨A∗(t′)A(t)⟩ − ⟨A∗(t′)⟩⟨A(t)⟩. (47)
This function can be seen as the true correlation function of the
modified variable A˜ whose observable field is defined as
A˜(γ, t) = A(γ) − ⟨A(t)⟩, (48)
which is such that C˜(t′, t) = ⟨A˜∗(t′)A˜(t)⟩. For this modified
variable, the arguments presented above show that the deriva-




= ω˜(t)C˜(t′, t) + ∫ t
t′ dτK˜(t, τ)C˜(t′, τ), (49)
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where ω˜ and K˜ are defined similarly as in (18) and (19) where A
is replaced by A˜. Note also that the corresponding fluctuation term
η˜ has a vanishing average ⟨η˜t′(t′, t)⟩ = 0 by the definition of the
variable A˜.
The concept of augmented phase-space introduced here can




The approach presented in the previous paragraph can be
related to concepts of fluid dynamics in which, as in statistical
mechanics, one has two choices when it comes to describing the
motion of an object. One can choose to describe a process in the
Euler picture, which consists in looking at the flow of fluid that
passes through a fixed point of space, or one can choose to follow
the trajectory of one particle of the fluid throughout the process,
the Lagrange picture. An introduction to these concepts is presented
in Ref. 21. The analogy between Hamiltonian mechanics and fluid
dynamics has been used successfully multiple times to solve various
problems, as shown in Refs. 22–24.
To derive the equation of motion, we employ the Lagrange pic-
ture, in which one follows the evolution of one particle of “fluid”
(be it a hydrodynamic volume in real space or a volume in phase-
space). The position at time t in that space of a particle that was
located at position γ at time s is denoted by Γ(γ, s; t). The change




= γ˙(Γ(γ, s; t), τ)∣τ=t , (50)
where γ˙(γ, t) is the flow field at the position γ at time t and is
given by the microscopic equations of motion. We now follow
the value of the observable A along a trajectory and denote as
A(γ, s; t) = A(Γ(γ, s; t)) its time evolution along a trajectory that
was initialized at time s at a position γ in phase-space. Thus, one
has
A(γ, s; t + dt) = A(Γ(γ, s; t + dt))= A(Γ(γ, s; t) + γ˙(Γ(γ, s; t), t)dt), (51)
i.e., the chain rule, which yields
dA(γ, s; t)
dt
= γ˙(Γ(γ, s; t), t) ⋅ ∂A
∂γ
(Γ(γ, s; t)). (52)
Note that the notation ∂A
∂γ (Γ(γ, s; t)) means that we take the deriva-
tive ofA with respect to γ, and we then evaluate it at the point Γ(γ, s;
t), i.e., ∂A
∂γ (Γ(γ, s; t)) ≠ ddγ [A(Γ(γ, s; t))].
We show in the supplementary material that for time-
independent dynamics the identity
Γ(γ + γ˙(γ)dt, s; t) = Γ(γ, s; t + dt) (53)
is enough to show the validity of the Heisenberg equation. This is
due to the fact that the streamlines defined by γ˙ are constant in




= γ˙(γ) ⋅ ∂A(γ, s; t)
∂γ
= iLA(γ, s; t). (54)
Since Eq. (53) is not valid for time-dependent flow fields γ˙(γ, t),
Eq. (54) cannot be valid either. Time-dependent microscopic
dynamics is often tackled in very mathematical words, using the
tools of topology of symplectic manifolds, which might be hard
to read for nonspecialists.25,26 Here, we will account for the time-
dependence of the flow field in the Lagrange picture first and later
in the Euler picture, using hydrodynamics as a didactic tool. As
mentioned above, working in a phase-space whose streamlines are
fixed in time is intrinsically more convenient. In fact, the very rea-
son that makes the Heisenberg picture valid in time-independent
microscopic dynamics is the validity of Eq. (53).
To achieve this, we use the same technique as for the case of
time-dependent observables; namely, we add a temporal dimension
to phase-space, exactly as defined in Eqs. (43) and (44). The stream-
lines of this space are constant in time, and the trajectory of a phase-
space particle is therefore well-defined in this space. We denote as
Γ′(γ′, t) the position at time t in the augmented phase-space of a
trajectory that was initialized at the position γ′ = (γ, τ). The argu-
ment that leads to Eq. (54) can now be reproduced in the augmented
space. In particular, we show
dΓ′(γ′, s; t)
dt
= ∂Γ′(γ′, s; t)
∂γ′ ⋅ γ˙′(γ′), (55)
which is the extension of Eq. (76) in the supplementary material.
We now split this into two parts, the phase-space part and the tem-
poral part, and we notice that the equation is valid for any compo-




= ∂Γ(γ′, s; t)
∂γ
⋅ γ˙(γ′) + ∂Γ(γ′, s; t)
∂τ
, (56)
where we have used τ˙ = 1. The term ∂Γ(γ′ ,s;t)
∂τ can be interpreted
as the change in the position in phase-space at time t if the sys-
tem was initialized at time τ + dτ instead of τ. Following the same




= γ˙′(γ′) ⋅ ∂A(γ′, s; t)
∂γ′ , (57)
where A(γ′, t) is the value of A at time t for a trajectory initialized
at position γ′ in the augmented phase-space. We now introduce the
modified Liouvillian operator
iL′ = γ˙′(γ′) ⋅ ∂
∂γ′ . (58)
This allows us to formally integrate the equation of motion for
A(γ′, s; t) as
A(γ′, s; t) = eiL′(t−s)A(γ′). (59)
In most concrete situations, the trajectories are all initialized at
equivalent reference times, meaning that we start all the config-
urations with the same value of τ that one can arbitrarily set to
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where A(γ, s; t) = limτ→sA(γ′, s; t) has the same meaning as in the
previous paragraph, and γ˙(γ) = limτ→s γ˙(γ′) is the initial/reference
value of the flow field.
Regarding the Schrödinger picture, one might want to write
Liouville’s theorem, i.e., the conservation of probability, in the aug-
mented phase-space. Even though Eq. (21) remains valid, it is also




∂γ′ ⋅ [ρ′(γ′, t)γ˙′(γ′, t)] = 0, (61)
where ρ′(γ′, t) is the probability density in the augmented phase-
space at time t. Defining a propagator i L′, in analogy, as
i L′ = ∂
∂γ′ ⋅ [γ˙′(γ′, t)⋯], (62)
Liouville’s theorem becomes
∂tρ′(γ′, t) + i L′ρ′(γ′, t) = 0, (63)
and thus, the propagation of density is integrated as
ρ′(γ′, t) = e−i L′(t−s)ρ′(γ′, s). (64)
Practically, most experiments are carried out such that all tra-
jectories are initialized in a hyperplane τ = s, in which case the
connection with the previous notation is
ρ′(γ′, t) = ρ(γ, t)δ(t − τ). (65)
The time-dependent picture is now complete, on the Heisenberg
level as well as on the Schrödinger level. (A concrete simple exam-
ple is shown in the supplementary material.) In addition, we can
establish a relation between these two approaches. Making use of
Eqs. (65), (23), and (64), we can write
ei L
′(t−s)[δ(s− τ)ρ(γ, s)] = δ(t− τ) exp+{−∫ ts iLt′dt′}ρ(γ, s). (66)
This equation should be true for any reference phase-space proba-
bility density ρ(γ, s); thus, we have
e−i L′(t−s)[δ(s − τ)⋅] = δ(t − τ) exp+{−∫ ts iLt′dt′}, (67)
which directly connects our approach with the one by Holian
and Evans. We can now safely define the time-dependent
averages.
C. Time-dependent averages
To define the averages correctly in the augmented phase-
space, we can work directly with A(γ′, t) itself and therefore use
Eq. (59) together with Eq. (65). In the Schrödinger picture, we would
have ⟨A(t)⟩ = ∫ dγ′ρ′(γ′, t)A(γ′)
= ∫ dγ′e−i L′(t−s)[ρ(γ, s)δ(s − τ)]A(γ′). (68)
The integration by parts that is usually performed to switch to the
Heisenberg picture is still valid in the augmented phase-space. In
fact, (i L′)† = −iL′; therefore, we have
⟨A(t)⟩ = ∫ dγ′ρ(γ, s)δ(s − τ)eiL′(t−s)A(γ′)
= ∫ dγρ(γ, s)[∫ dτδ(s − τ)A(γ′, s; t)]. (69)
Since we have A(γ, s; t) = limτ→sA(γ′, s; t) = ∫dτδ(s − τ)A(γ′, s; t), we
finally can write
⟨A(t)⟩ = ∫ dγρ(γ, s)A(γ, s; t). (70)
We recover safely the definition of the time-dependent average of A
that one would naturally define in the Heisenberg picture using the
usual phase-space.
IV. CONCLUSION
In this paper, we have shown how to derive the equation of
motion of a coarse-grained observable in the case of a system that is
governed by microscopic dynamics that depends explicitly on time
and in the case of an observable having itself an explicit depen-
dence on time. We have shown that the basic steps of the projection
operator formalism can still be applied although the propagator of
the process is more complicated than a simple exponential opera-
tor. We have also derived an improved version of the fluctuation-
dissipation-like relation, linking the memory function with the
autocorrelation of the fluctuating force between two arbitrary
times.
In addition, we have introduced the notion of an aug-
mented phase-space together with a modified Liouvillian operator,
which allows us to write an effectively time-independent equation.
Although this concept is not strictly necessary to derive the gener-
alized Langevin equation in this context, we think that it is a useful
conceptual tool that allows us to understand the problem in geo-
metrical terms. The fact that the streamlines in this space are fixed
by construction helps generalize the Heisenberg equation together
with projection operator formalism that is known for conservative
systems. The structure of the equation of motion in this space was
shown to be identical as the one of the time-independent dynamics,
but calculations of averages must be then performed with care. In
particular, we have discussed the equivalence between this method
and the one introduced by Holian and Evans using time-ordered
exponentials.
SUPPLEMENTARY MATERIAL
See the supplementary material for the detailed derivation of
Eq. (53) in geometrical terms and a simple example of a 1-particle
time-dependent Hamiltonian which illustrates the concept of the
augmented phase-space.
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