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Abstract
This article completes and simpliﬁes earlier results on the derivation of best linear, or afﬁne, unbi-
ased estimates in the general Gauss–Markov model with a singular dispersion matrix and additional
restrictions under very general conditions. We provide the class of all linear representations of the
best afﬁne unbiased estimator with precise statements concerning its indeterminacy.
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1. Introduction
We refer to the notion of a general Gauss–Markov (GGM) model as introduced by Rao
[3] when we discuss regression models with (possibly) singular dispersion and regressor
matrix. Usually, such a GGM model is estimated by generalized, or Aitken, least squares
(GLS) using a g-inverse of the dispersion matrix. The properties of such estimators were
ﬁrst approached, systematically, by Rao [2–4], Rao and Mitra [5], and in the econometric
context by Theil [6]. This article picks up, completes, and substantially simpliﬁes the results
of the major contributions in this ﬁeld. In doing so, we solely rely on concepts of basic linear
algebra throughout the paper. The background of this reasoning is, that typically the model
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assumptions contain conditions on linearmanifolds, which are avoided in this paper because
there is no means of checking them in statistical practice (see the discussion in [1]).
The paper is organized as follows. The second section of the paper is devoted to a con-
cise introduction of the model setup and the corresponding assumptions. Then, in the third
section, our key result (Theorems 1 and 2) provides an explicit formula of the class of all
possible representations of the best afﬁne unbiased estimator in the most general case of
a singular dispersion matrix, adding-up and further parameter restrictions, where the re-
gressor matrix is possibly deﬁcient in rank. Our discussion is motivated by the fact that
the indeterminacy giving rise to different representations does not need to be exclusively
due to the indeterminacies caused by the use of g-inverses (which is necessary by virtue
of rank deﬁcient regressor and covariance matrices). It can also be caused by the fact that
the response variable is conﬁned to a subspace, which is of particular interest when consid-
ering afﬁne representations of the coefﬁcient estimators. These representations, however,
usually go unnoticed when applying the parameter reduction advocated by Rao [2, 4a.9].
As a prerequisite to illustrate and prove our main results, we provide an interesting re-
sult (Lemma 1) concerning the structure of the normal equations of GGM models under
additional parameter restrictions.
2. Problem setting
Consider the general Gauss–Markov model given by
y = X+ u, (1)
where y is the T-vector of observations on the response variable,  is the K-vector of
unknown parameters, X is the T ×K regressor matrix and u is the T-vector of disturbances.
Assumption 1. All regressors are nonstochastic and rank(X) = mK .
Assumption 2. Eu = 0 and the covariance matrix of u is given by V(u) = 2, where
is known, tr() = T and 2 = 0.
The parameters in (1) should obey the restrictions
R = r, (2)
where R is an q × K matrix, r is a suitable column vector and rank(R) = nq.
Assumption 3. R and r are known and rank(R) = rank(R | r).
Assumption 4.  is singular with rank() = T − p and p1,
A = 0, (3)
where the columns of the T × p matrix A are orthogonal without loss of generality, and
rank(A) = p.
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Then, s = A′y is constant with probability one by virtue of the degeneracy ofA′y induced
by the singularity of . Consequently,  can be represented by









or, compactly = FF′, where (A |F) is an orthogonal T ×T matrix and is the diagonal
matrix of the positive eigenvalues of of the orderT −p. Consequently, theMoore–Penrose
inverse of is given by+ = F−1F′. Considering (3), we get A′u = 0 and A′y = A′X
with probability one. This leads to parameter restrictions
A′X = s a.s., (4)
which are due to the singularity of , whereas constraints (2) are given exogenously. We












The actual setting, constituted byAssumptions 1–5, bears an identiﬁcation problem (see






has full column rank.
Since this assumption is the necessary identiﬁcation condition, it cannot be weakened.
Rao [2] considers the case of a singular regressor matrix and additional parameter restric-
tions, but does not allow for a singular dispersion matrix. Rao and Mitra [5] and Rao [4]
discuss the case of a singular dispersion matrix and the resulting restrictions without con-
sidering further restrictions. This allows linear homogeneity in y of the resulting estimator
ˆ = Ly, whereas in the case of further restrictions, ˆmust be afﬁne in y, i.e. ˆ = Ly+d. In
this context it is important to note that [4, Corollary 3.6.], provides the set of representations
ofL, such thatLy is the best linear unbiased estimator in the sense of [4, Deﬁnition 1]. Theil
[6] considers the case of a singular  and further restrictions, but poses the too restrictive
rank condition rank(−1/2F′X) = K . His conditions guarantee the solution of the normal
equations by use of the true inverse. The more general case considered here can only be
solved by using a g-inverse.
3. Derivation of best afﬁne unbiased representations
Premultiplying (1) by the nonsingular matrix (A |−1/2F)′ results in an equation system
which is statistically equivalent to (1) and is given by constraints (4) and the regression
equation
−1/2F′y = −1/2F′X+ −1/2F′u, (5)
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with dispersion matrix 2IT −p. The corresponding normal equations could be written as
X′+X = X′+y. It proves useful to combine constraints (2) and (4) so that
H = h, (6)
where H = (R′ |X′A)′ and h = (r′ | s′)′. Then, least-squares estimation of (5) subject to













where  is a vector of Lagrangean multipliers and the matrix on the left-hand side of (7)
will be denoted as C. If Assumptions 5 and 6 are fulﬁlled, the normal equation system (7)
always possesses a solution. This could be veriﬁed by simple reparameterization (see [2,
4a.9; 1]). From the above-mentioned literature it is well known that this solution is unique.
Of key interest in this paper, however, is the question to provide an explicit formula of the
class of possible representations.
In order to derive the estimator ˆ and to establish its properties, we need a base of the null
space on H. The vectors of this base will be combined as columns of a K × (K − rank(H))
matrix N. Thus, HN = 0 and there exists a suitable matrix B with (IK − H−H) = NB,
since the deﬁnition of the g-inverse implies H(IK − H−H) = 0.
Lemma 1. The ﬁrst K rows of a g-inverse C− ≡ (C−11 |C−12) of C in (7) are given by
C−11 = NS−1N′ and C−12 = (IK − NS−1N′X′+X)H−, where S ≡ N′X′+XN.
Proof. The claim follows from NS−1N′X′+XNB + H−H = NB + H−H = IK and
NS−1N′H′ = 0, under consideration of Lemma 1 in [1], which proves that the matrix S of
order K − rank(H) is invertible. 
From Lemma 1 follows that
ˆ = NS−1N′X′+y + (IK − NS−1N′X′+X)H−h, (8)
is a solution of (7). This solution is unbiased which is obvious from taking expectations in
(8), and the variance is given by
V(ˆ) = 2NS−1N′X′++XNS−1N′ = 2C−11,
where C−11 is symmetric and unique.
Theorem 1. Under Assumptions 1–6, ˆ in (8) is the best afﬁne unbiased estimator.
Proof. By using an arbitrary nonzero column vector p of dimension K, we prove that the
variance of every linear combination p′˜ of another linear unbiased estimator ˜, satisfying
constraints (6), exceeds the variance of p′ˆ, i.e.V(p′ˆ)V(p′˜). Let ˜ be an arbitrary linear
unbiased estimator of . Then we can write
˜ = ˆ+ Ly + d. (9)
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Due to A′y = s, representation (9) is not unique, and we assume that
LA = 0. (10)
It is important to note that this assumption can be made without loss of generality when
proving Theorem 1.As we shall see, however, this assumption is crucial when investigating
the class of linear representations of ˆ in y in Theorem 2. The unbiasedness of ˜ implies
LX+ d = 0, (11)
where L and d must be independent from . According to (6)  can be written as H−h +
(IK −H−H)z, where z is an arbitrary vector. Then, from (11) follows LXH−h+LX(IK −
H−H)z + d = 0, identically in z. Thus, we receive the unbiasedness condition
LX = LXH−H. (12)
The dispersion matrix of ˜ in (9) is given by V(˜) = V(ˆ + Ly) = V(ˆ) + 2LL′ +
2 cov(ˆ,Ly). By showing that cov(ˆ,Ly) = 0, it follows that V(˜)−V(ˆ) = 2LL′0,
and, using (10) and (12), the theorem is proved, since
cov(ˆ,Ly) = cov(C−11X′+y,Ly) = 2C−11X′+L′ = 2C−11X′FF′L′
= 2C−11X′(IT − AA′)L′ = 2C−11X′L′
and, due to C−11H′ = 0, we obtain
cov(ˆ,Ly) = 2C−11H′H−′X′L′ = 0. 
That there exists an inﬁnite number of different linear representations for the unique
estimator ˆ can be easily seen by the fact that, due to s = A′y, the estimator
ˆ = C−11X′+y + C−12h given in (8) could also be represented by
ˆ = (C−11X′+ + GA′)y + C−12h − Gs, (13)
where G is an arbitrary matrix of order K × p. The difference between (8) and (13) is
due to the relation between y and s. The result of this relation can be seen in analogy to
the multicollinearity problem in the classical linear regression model, leading to different
representations of the systematic part. Thus, the question of the general representation of ˆ
arises.
Theorem 2. The class of all linear representations of ˆ is given by (13).
Proof. Starting with two arbitrary representations ˆ = L1y + d1 and ˆ = L2y + d2,
by subtraction we obtain (L1 − L2)y + d1 − d2 = 0. Taking variances and considering
Assumption 4 implies that (L1 − L2) = GA′ and Gs = d2 − d1, where G is an arbitrary
K × p matrix. 
Remark. In the case of exogenous restrictions the parameter estimation function is nec-
essarily nonhomogeneous. Even in the case of R = 0 the estimator ˆ is represented by
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(C−11X′
+ + GA′)y + C−12s, which follows from the preceding discussion. Even if the
true inverse of C exists, the indeterminacy may be forced by a possible exchange in L or
an interchange between L and d. Rao [4, Corollary 3.6], however, discusses the class of
representations of L, emerging by virtue of different g-inverses.
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