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Abstract
Ubiquitous computing is becoming an increasingly prevalent part of our everyday lives.
The reliance of society upon such devices as mobile phones, coupled with the increasing
complexity of those devices is an example of how our everyday human-human interaction is
affected by this phenomenon. Social scientists studying human-human interaction must now
take into account the effects of these technologies not just on the interaction itself, but also
on the approach required to study it. User evaluation is a challenging topic in ubiquitous
computing. It is generally considered to be difficult, certainly more so than in previous
computational settings. Heterogeneity in design, distributed and mobile users, invisible
sensing systems and so on, all add up to render traditional methods of observation and
evaluation insufficient to construct a complete view of interactional activity. These challenges
necessitate the development of new observational technologies. This thesis explores some of
those challenges and demonstrates that system logs, with suitable methods of synchronising,
filtering and visualising them for use in conjunction with more traditional observational
approaches such as video, can be used to overcome many of these issues.
Through a review of both the literature of the field, and the state of the art of computer
aided qualitative data analysis software (CAQDAS), a series of guidelines are constructed
showing what would be required of a software toolkit to meet the challenges of study-
ing ubiquitous computing systems. It outlines the design and implementation of two such
software packages, Replayer and Digital Replay System, which approach the problem from
different angles, the former being focussed on visualising and exploring the data in system
logs and the latter focussing on supporting the methods used by social scientists to perform
qualitative analyses.
The thesis shows through case studies how this technique can be applied to add significant
value to the qualitative analysis of ubiquitous computing systems: how the coordination of
system logs and other media can help us find information in the data that would otherwise
be inaccessible; an ability to perform studies in locations/settings that would otherwise be
impossible, or at least very difficult; and how creating accessible qualitative data analysis
tools allows people to study particular settings or technologies who could not have studied
them before. This software aims to demonstrate the direction in which other CAQDAS
packages may have to move in order to support the study of the characteristics of human-
computer and human-human interaction in a world increasingly reliant upon ubiquitous
computing technology.
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Ubiquitous computing is increasingly a part of everyday life. The miniaturization of tech-
nology and the continuing fall in prices has allowed computing power to be embedded and
leveraged in a wider range of situations than ever before. People performing everyday tasks
are making use of ubiquitous computing technology often without even realising it. When
they vote in the latest reality television phenomenon; when they call friends on their mobile
phones to find each other in a crowd and when they change which route to take when trav-
elling because their satellite navigation tells them that there is traffic ahead are just three
simple examples. There are so many applications of ubiquitous computing pervading our
everyday lives, that it becomes important to consider how such technology might affect the
process of qualitative data research.
At one level there is a need to explore how technology can be leveraged to support in situ
studies of the technology in use, but there is also a more general case. The pervasiveness
of this technology is such that it has simply become part of most peoples’ lives. A person
in the UK without a mobile phone is rare and more recent smart phones such Apple’s
iPhone and phones running Google’s Android operating system are starting to use global
positioning systems (GPS) to deliver location aware services. Large numbers of cars are
now shipped with satellite navigation; shops equip their stock with RFID tags that tell the
shop’s computers what is in and out of stock and display. Increasingly our everyday lives
are affected by ubiquitous computing and thus any study of our everyday interactions must
also be aware of how we interact around these technologies, how we fit them into our lives,
1
1.1 Introduction Chapter 1: Introduction
and how they affect the character of our interactions with other people and settings.
The notion of technomethodology was originally coined by Graham Button and Paul
Dourish to refer to the making of the invisible characteristics of computer systems visible
and accountable, i.e., available to inspection and analysis [38]. In its original context, tech-
nomethodology was intended to be a notion that would serve to elaborate the computer to
end-users. It is appropriated here as a device for reasoning about user evaluation in ubiqui-
tous computing. Specifically, it is exploited to promote the recommendation that we develop
technologies of observation which make interaction in ubiquitous computing environments
visible and accountable. What do we mean by technologies of observation? We mean things
like microscopes, telescopes, particle accelerators, etc. We mean a technology that helps you
see something. We take it that observation is the basic problem in user evaluation of ubiqui-
tous computing environments, which move computing away from the desktop and distribute
interaction across heterogeneous devices that exploit invisible sensing systems. Users are
online and on the streets [25] they interact via different interaction mechanisms [30], and
interaction is mediated by invisible sensing systems [24]. The asymmetrical and fragmented
nature of ubiquitous computing [32], makes interaction difficult to observe let alone evaluate
from the outset. Right now effort is largely focused on observational methods. Many of
these methods are derived from the social sciences. They include quantitative [37], qual-
itative [30], experimental [52], and in the wild approaches [43], and they involve a range
of elicitation techniques or procedures - e.g., interviews, experience sampling, diary stud-
ies, and ethnographic observation. These efforts are complemented by the development of
frameworks for analysing the data gathered, which seek to provide a stable foundation for
user evaluation in ubiquitous computing [189]. The problem with the current concern with
method is that it does not address the basic problem of observation: if you cannot see inter-
action or see it adequately in the fist place, then you cannot evaluate it or do so adequately
either. Thus, the concern with method needs to be complemented by the development of
observational technologies. Our premise is a straightforward one: in natural science a great
many phenomena need to be made observable and this is done through the development
of new technologies. The history of scientific development is the history of technological
development whereby the objects of scientific inquiry are made visible and accountable [99].
The suggestion is that we must do likewise to support the study of ubiquitous computing
systems.
This thesis will focus on methods of supporting qualitative researchers who are studying
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peoples’ interactions with ubiquitous technologies and with the understanding that the same
techniques could be applied to studying peoples’ interactions around the same technology,
by constructing new qualitative data analysis software and demonstrating that the use of
such software can add value to a study.
1.2 Approach Taken
We will begin by defining exactly what is meant by the term ubiquitous computing, and
including some few examples of the types of technologies it applies to. We will look at
how qualitative research methods (and in particular ethnography) are currently used in
the study of ubiquitous computing. We will then clearly lay out the inherent challenges
associated with applying qualitative research methods to study interaction with this type of
technology. Following that we will describe the current state of the art in computer assisted
qualitative data analysis software (CAQDAS) including some examples of how CAQDAS
software is being used by qualitative social scientists ’in the wild.’ We will describe the
process by which qualitative methods can be applied to system log files in their most basic
state. All this will lead to a set of design guidelines for a new generation of CAQDAS
software capable of supporting social scientists in the study of peoples’ interaction with and
around ubiquitous computing systems.
Next we will describe two new software packages: Replayer and Digital Replay System
(DRS) which approach those challenges from different directions. We will see that Replayer
is largely concerned with capture, replay and more crucially representation, synchronization
and filtration of system log data and its use in combination with other media types such
as video and audio, and that DRS is aimed squarely at evolving more traditional CAQDAS
software techniques (as described in the related work section) to better integrate with these
new types of data. We will start by giving a comprehensive overview of the functionality of
each system. Next we will drill down and focus on the design and implementation of three
key features of both systems, namely:
• Distributed software architectures
• Log file handling
• Synchronization (both technical and methodological)
Next we will describe two case studies, one of the use of Replayer and one of the use of
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DRS. We will show in these case studies how the coordinated use of system log data and
other recorded data types such as video can help to build up a description of the character of
an interaction, and thus support the process of qualitative description of those interactions.
Proceeding that we will compare the approaches of the two systems highlighting the
specific strengths and weaknesses of each and describing how future work can solve the
inherent weaknesses in each system by combining the two approaches into a unified whole.
We will then revisit the original challenges laid out in the related work section associated
with performing studies of people interacting with and around ubiquitous computing systems
and see how the software has addressed those challenges, with specific reference to the case
studies. We will also revisit the key design challenges defined in the related work section
and show how both Replayer and DRS conform to those ideals. Finally we will sum up the
academic contribution on this work and show in the conclusion that using heterogeneous
media including system log data as qualitative resources really can support the process of
qualitative data analysis.
1.3 Contributions
There follows a summary of the key academic contributions of this work. These contributions
will be described in more detail in the final chapter of the thesis.
• Demonstrate the value that can be added to a qualitative analysis by combining log
data with other media.
• Show how the coordination of system logs and other media can help us discover infor-
mation in the data that would otherwise have been inaccessible.
• Show an ability to perform studies in locations/settings that would otherwise have
been impossible, or at least very difficult
• Demonstrate how computer aided qualitative data analysis software has to evolve
to support understanding interaction in a world increasingly affected by ubiquitous
computing technology
• Demonstrate how creating accessible qualitative data analysis tools allows people to
study particular settings or technologies who could not have studied them before.
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• Show how we have defined, implemented and demonstrated an effective framework for
storing and synchronizing log files.
• Show how this framework can be exploited to achieve coordinated views and selections
of recorded data using techniques of brushing and linking.
• Show that with the use of a distributed software architecture some of the basic prob-
lems associated with viewing high dimensional data can be addressed.
• Show that we have developed two pieces of proof of concept software, Replayer and
Digital Replay System with radically different approaches to supporting the use of
heterogeneous media types as a resource for qualitative analysis of interaction with
and around ubiquitous computing systems, and show how those disparate approaches
can be combined to create the next generation of CAQDAS tools.
1.4 Thesis Statement
The current observational technologies available to social scientists are insuffi-
cient to support the qualitative analysis of peoples’ use of ubiquitous computing
systems. New software needs to be created that can help to reveal the character
of this interaction by use of coordinated, synchronized views of heterogeneous
media, including system logs. This can then be used as an accountable resource
to add significant value to an evaluation by helping researchers find information
in the data that would otherwise be inaccessible; giving researchers the ability to
perform studies in locations and settings that would otherwise be impossible, or
at least very difficult; and by creating accessible qualitative data analysis tools
allows people to study particular settings or technologies who could not have
studied them before. The development of these tools must be directed by work-






This chapter will begin with an exploration of the evolution of ubiquitous and mobile com-
puting as an important area of computing science research. Following that we will describe
the specific challenges associated with applying qualitative data analysis methods to ubiqui-
tous computing systems. We will examine the state of the art for current computer assisted
qualitative data analysis software, both commercially and academically produced and cite
some examples of social scientists using such software ’in the wild.’ We will then look at how
qualitative social scientists may currently use system log data as a resource and produce
some guidelines for the creation of new tools to support the exploitation of such data.
2.2 Ubiquitous Computing
2.2.1 The Origins of Ubiquitous Computing
In 1991 Mark Weiser published a landmark article in Scientific American called The Com-
puter for the 21st Century, containing a mission statement that became the foundation of
ubiquitous computing research world wide. [225] The article is summed up most concisely
with the following quote:
The most profound technologies are those that disappear. They weave themselves
into the fabric of everyday life until they are indistinguishable from it.
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This is a direct evolution of an idea defined by Martin Heidegger in his seminal work:
Being and Time [104]. Heidegger proposed the idea of tools being either ready-to-hand or
present-at-hand. The premise is often described with the analogy of a hammer: when one
uses a hammer, one focuses on the task of hammering in a nail, rather than the hammer
itself, that is, the task should be the focus of one’s attention rather than the tool. Weiser
postulated a world of invisible computing, predicated on two core ideas:
• Technology should not require the user’s active attention.
• Technology should be available for use at a glance.
Weiser’s vision came on the back of proposals at Xerox Palo Alto Research Center
(PARC) in 1987 by Bob Sprague and Richard Bruce to create wall-sized, flat panel dis-
plays from large-area amorphous silicon sheets. At the same time PARC’s work practices
and technology department, lead by Lucy Suchman was looking at the way computers were
embedded into the complex social framework of everyday life [204]. By the time PARC
started to produce examples of this new ubiquitous computing, such as LiveBoard [74],
ParcTab [217] and Active Badges [218], PARC had started to focus less on the practice of
human-computer interaction and more on human-human interaction, relegating technology
to the place in the background that Weiser’s vision said was where they should be.
Sadly, with his early death in 1999, Weiser never lived to see just how influential his
research would become. In 2000 The European Commission published an IST call for re-
search proposals in the area of future and emerging technologies named the disappearing
computer [226]. With the proliferation of mobile phone technology the public began to be-
come aware of the impacts of ubiquitous computing, even if the term may remain unfamiliar
outside of the field. The CIA World Factbook [1] reported in 2008 that there were 69.657
million mobile phones in the UK alone, which with a population of 60.776 million reveals the
staggering fact that for the first time there were more handsets in the country than people.
With such a large percentage of the population carrying potentially significant computing
power with them at all times, and the demystification of the technology, the importance of
research into ubiquitous computing has never been higher.
In 1998 Don Norman published a book called The Invisible Computer [164] in which
he approaches the idea from a background of design and psychology. He describes the
traditional personal computer as complex, difficult to use and expensive to maintain. He
directly reflects Wieser’s adaptation of Heidegger’s ideas when he asserts the need to:
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Design the tool to fit the task so well that the tool becomes part of the task, feeling
like a natural extension of the work, a natural extension of the person. [164]
This same idea is discussed extensively in Paul Dourish’s 2001 book Where the Action
is [67] which describes the principle as ’embodied interaction’, aiming to show how an un-
derstanding of this principle can affect the design process of modern software and hardware.
With the emergence of ubiquitous and mobile computing as an important and accepted
area of computing science research the number of conferences and journals has steadily
increased. Conferences such as Ubiquitous Computing and MobileHCI, focus specifically on
this area, though the research tends to stay under the wider banner of Human-Computer
Interaction, with conferences like CHI and CSCW still being major goals for the publication
of ubiquitous computing research.
2.2.2 What do we really mean by a Ubicomp System?
Just a few years ago, when discussing ubiquitous computing systems authors were typically
referring to academically developed proof of concept systems, such as those developed by the
Equator Interdisciplinary Research Council. These systems frequently exploited the most
up to date available technologies for mobility (portable digital assistants, mobile phones)
connectivity (802.11 Wifi, general packet radio service (GPRS)), Positioning (Global Posi-
tioning System (GPS), Ultrasonic Positioning), And all manner of additional sensors such
as accelerometers, heart rate monitors and galvanic skin response monitors. Many systems
were developed exploring many different facets of human computer interaction from many
different angles: artistic, playful, educational etc. Some notable examples include:
Tourism
The City project began by performing an ethnography on city visitors [31], then began to
focus on designing systems to support collaborative interaction as part of the process of
tourism, beginning with the mack room, set in the lighthouse museum [30] wherein users
took part in a shared museum visiting experience with only one of the three users physically
present, the other two being in a virtual reality environment and a web page environment
respectively. City continued by scaling the experiment up to the idea of general tourism,
culminating in the George Square project [20]. Other examples from outside of equator
include the application of robotic avatars to museum visiting [183], systems to make guides
more context aware [16] and much focus on education and young person engagement, e.g.
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[110, 213]. Indeed, so many interactive tourism systems have been developed recently as to
prompt the introduction of a new conference on the subject (HCITOCH: Human-computer
interaction, tourism and cultural heritage), and a comprehensive review of the state of the
art in digital tourism [124]
Mobile Gaming
Examples include Can You See Me Now? [25] and Uncle Roy All Around You [78] both of
which were nominated for BAFTA awards. Can you see me now? Was a chase game based
on the idea of internet players chasing real players through the streets, that is, the internet
players were chasing a digital representation of the street players through a digital represen-
tation of the city, but the street players were actually running in the real world, being chased
by digital ghosts. The system explored some of the challenges of location based technology,
demonstrating the strategies employed by players to use and exploit the uncertainties in
GPS and WiFi. It also contributed towards the development of the Equip platform [98]
designed to support the creation of experiences using many different physical technologies.
Uncle Roy All Around You was another game which featured players in the street, this time
trying to track down the elusive and eponymous Uncle Roy. The game explored the use
of self reported positioning as a technique for location awareness, demonstrating by means
of both implicit and explicit positioning that humans interpret position in subtle ways be-
yond just absolute location [23]. Outside of equator, ubiquitous computing-based games
have flourished as a research topic, or at least as a means to explore other research topics.
Some examples include: Pirates! [28] which combined physical, location-based gameplay
with virtual, screen-based gameplay - in demonstrations of the game, players explored the
same physical environment while simultaneously navigating a fantasy archipelago depicted
on their PDA screens; The Drop [200], a theoretical game, never actually produced, but
proposed by Smith and La Marca at Intel Research as an example use of its Place Lab [139]
multi-platform indoor location technology; and The Invisible Train [215] which uses aug-
mented reality to place a digital toy train on the same track as a physical one. Of course
these examples can only begin to scratch the surface of ubiquitous computing gaming appli-
cations. Several labs, for example the Exertion Games Lab at RMIT University, Melbourne
1 or the PLAY research studio at the Swedish Interactive Institute 2 focus exclusively in
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journal Computers in Entertainment (CIE) frequently publish articles discussing ubicomp
games and the range is ever expanding.
Education
The Hunting of the Snark [101] was a project designed to help children explore the ideas
of cause and effect. It took the form of an adventure game using a variety of tangible
interfaces. The Ambient Wood [220] and its indoor component Classroom Ecology were
designed to help children explore the world of ecologies. Set in a local wood, the system
used location awareness technology to deliver information about nearby living organisms to
a mobile device carried by the children giving them access to information about the invisible
aspects of the wood around them. The children used a probe tool to measure information like
moisture and light leading up to a classroom discussion about the local ecology. Again the
range of applications of ubiquitous computing technology is extensive. Some examples from
outside equator include Virtual Classrooms [143] which looks to replace traditional video
based e-learning systems with the eponymous virtual classroom (essentially a collaborative
virtual reality environment) in which each participant has an avatar; Mobile Stories [76]
which looks at the collaborative construction of stories on childrens’ mobile devices; and
much work has focussed on using ubicomp to specifically support children with autism,
e.g. [84, 111,208]. Poole et. al elaborate in [173] exactly how one might go about deploying
ubicomp technologies in schools - with a particular focus on health interventions.
To create an exhaustive list of examples of ubiquitous computing systems is beyond the
scope of this work. The field is sufficiently large to merit several annual international confer-
ences including Ubiquitous Computing, Pervasive Computing and Mobile Human Computer
Interaction amongst others. An important point to note however is that ubiquitous com-
puting is no longer just something done by researchers. Ubiquitous computing hardware
is fast becoming considered commodity hardware. A person without a mobile phone now
seems like an aberration. Those phones often include location aware services supported by
cell positioning and even GPS. They also often contain Bluetooth or WiFi allowing users to
wirelessly link together multiple devices to, for example, use a hands free kit or share files
between two peoples’ phones. As the technology continues to drop in price, and the services
become more widely known, this is a trend that is likely to continue.
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2.3 Evaluation
Several articles have remarked on the difficulties and challenges facing ubiquitous computing
evaluation [5, 58, 109]. Despite this, the number of systems that have gone through truly
iterative design cycles is quite small (e.g. [2,121,157,161]) as compared with more traditional
desktop based systems which frequently undergo more familiar types of lab based usability
evaluation. This may well be a consequence of how difficult ubiquitous computing systems
can be to evaluate. We begin by discussing examples of iterative design, followed by a dis-
cussion of some places that existing formative and summative techniques have been applied
to greater or lesser success.
One of the first ubiquitous computing systems to receive extensive study from a user
perspective was eClass (formerly Classroom 2000) [2, 4]. EClass was a sensor-embedded
environment in which, at various times, lecture slides, written comments, video and audio,
and other classroom activities were captured and organised and students could later access
this information on the internet. EClass was used and evolved over the course of more than
three years and during this period, various qualitative and quantitative evaluations were
completed, leading to the system as deployed evolving and changing. As a result of this
work, and other related projects, Abowd et al. developed the concept of a living laboratory,
an environment occupied by real users in which a research system is deployed, evaluated,
and updated as it is used over time [3].
This was one of the first successful long-term deployments of a ubiquitous computing
application, and certainly one of the first to include regular study of and feedback from end
users. While eClass was an excellent proof of the potential of Ubicomp applications, and a
fine example of iterative design, neither the evaluation techniques nor the prototyping tools
used in the project particularly lent themselves to rapid iteration. Another early system,
Tivoli [157], was developed to support meeting activities. Moran et al.’s experiences with
Tivoli led them to develop tailorable tools so that they could better adapt the application to
varying user needs. The applications just described provide solid examples of iterative design
in ubiquitous computing, and involved mainly summative evaluations. In contrast, Jiang et
al. and Mynatt et al. went through multiple iterations in the design of prototypes of new
ubiquitous computing applications. Jiang et al. developed and compared two prototypes of
large-screen displays to support fire fighters’ incident command centres, and then developed a
third, improved display based on the results of evaluation [121]. That evaluation principally
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involved showing the prototypes to fire fighters and asking for feedback. Mynatt et al.
developed multiple designs of a digital family portrait, all before a working prototype was
completed [161]. Their iterations involved a combination of techniques such as surveys,
interviews, and Wizard-of-Oz evaluation [161]. In addition to these examples of iterative
design, numerous developers have successfully used either existing formative evaluation or
existing summative evaluation in the design of Ubicomp applications.
Formative techniques, used for requirements gathering and understanding problem spaces,
at the stage before actual systems are built, are probably among the most common found
in Ubicomp application development at present. Areas of study include the home [54, 197],
information management [22], hospitals [13], and various other settings. One early piece of
work in early-stage evaluation of a non-working prototype was Oviatt’s use of Wizard-of-Oz
evaluation to test a multi-modal map application which combined speech and pen input in
different ways [169] (though Dahlback was first to highlight the uses of Wizard-of-Oz sys-
tems in this domain [63].) Wizard-of-Oz evaluation has subsequently been applied to other
Ubicomp systems, e.g. [161]. Finally, Jianget al. used a form of expert user evaluation to
study non-working prototype systems [121].
Summative evaluation as an often used alternative for studying ubiquitous computing
systems. Oviatt, for example, made use of a wearable computer to test the robustness
of speech in unconstrained settings [170]. When combined with pen input, the system was
shown to be remarkably effective in recognizing speech. A related study conducted by McGee
et al. compared maps and post-it notes with a tangible multi-modal system [151] using a
controlled, lab-based study. Consolvo et al. used Lag Sequential Analysis in a summative
evaluation to gather quantitative data about how their system was used [51]. Although an
interesting and informative technique, Lag Sequential Analysis requires hours of video to be
coded by hand into different categories. Researchers investigating alerting displays provide
one example group where extensive evaluations have been conducted (e.g. [49, 211]). The
alerting display community has put significant effort into developing a deep understanding
of interruptibility [113]; parallel and pre-attentive processing [68, 108] and the attentional
impact of different types of animations or other alerts [15,60,116,147]. However, these studies
normally involve extensive lab-based testing rather than discount, real-world evaluations of
actual systems.
When evaluating the user interfaces of ubiquitous computing applications, laboratory
studies can help to discover some interface and navigation problems [26, 123], especially
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when the study is designed to reflect some aspects of the setting in which the real use will
take place [131]. Even simple heuristic evaluation [172, 198] can be useful, as can paper
prototyping, as Carter and Mankoff assert [43]. However, as Zhang et al. and Monrad et al.
point out, situated experimentation is vitally important for understanding the unexpected
behaviour. [162, 234]. Tools do exist to support the evaluation of ubiquitous computing
systems, one such technique is experience sampling [115, 141]. Intille et al.’s [117] aimed
to make the experience sampling device context aware, asking questions of the user only
when particular conditions are met by its sensors. Momento, developed by Carter et al.
aims to support the logistics of fieldwork by supporting the capture of various qualitative
materials including system logs and experience samples [44]. MyExperience, by Froehlich et
al. also supports this process by capturing system logs from mobile phone use. [86]. In [168],
Oulasvirta et al. focus on hardware configurations for deploying effective mobile usability
labs so called “highly instrumented interaction”. These build on work on previous wearable
camera systems such as [145, 179, 191]. Indeed Oulasvirta goes on, along with Raento and
Eagle, in [176] to argue that smartphones are becoming an increasingly powerful tool for
social science - citing their programmability, ubiquity and cost effectiveness as a method of
capturing information about users’ behaviour.
The tools and methods described in this thesis will focus on supporting qualitative ap-
proaches to the evaluation of ubiquitous computing. In the environment in which the tools
discussed later in the work were developed, the local social science expertise was largely
focussed on the practice of ethnography, so it is this method of qualitative analysis that
has largely shaped the development process; in particular because a participatory design
approach was used (more deliberately in the development of the Digital Replay System)
to explore the requirements for tools to support the analysis within and around these new
interaction media.
With its focus on the situated nature of interaction and the social character this re-
veals [196] ethnography, or more properly, ethnomethodologically-informed ethnography, is
especially relevant to understanding the purchase of ubiquitous computing in the wide array
of social settings that are intrinsically part of the definition of ubicomp. It is appropriate
now to briefly examine what is meant by the term ethnography in the context of this thesis.
The term ethnography is really a collective term for heterogeneous practices and ways of
thinking. To say that ethnography is concerned with understanding situated action is not
strictly true, rather that is the concern of ethnographers working in the ethnomethodological
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tradition [89]. Ethnomethodolgy does not consider ethnography to be a specialised way of
examining action, but rather something we all do as part of our everyday lives [88]. When
we ask someone to describe some action that took place, such as a child’s day at school or
describing a night out to our friends we are performing an ethnography. So if ethnographies
are such a mundane part of our lives how can it be considered to be an effective approach to
social science research, and in particular a tool for interaction evaluation, to affect systems
design and understanding in computing science? The distinction is clearly in the way the
ethnography is analysed. In a professional ethnography the ethnography is described in
terms of a formal analytic schema for intense analysis, and packaged in a report, while the
lay ethnography is simply casually understood. [88].
There are two distinct methods by which ethnographies can be reported, first through
formal analysis which is concerned with describing the materials in the form of coding
schemes, taxonomies, narratives, models and other situationally absent descriptions [90].
Second we have the ethnomethodological approach which describes the material in thick
description [184] of the practical action and practical reasoning exhibited by subjects as
their shared activity progresses [196]. Both these techniques share an understanding that
the process of description is reflexively connected to an analysis [185], but each approach is
concerned with this reflexivity in different ways.
Much of the process of formal analysis is concerned with analytic reflexivity, in which crit-
ical self-reflection is used to understand the ways in which the act of ethnography shapes our
understanding of a setting and the actions within, and seeking solutions to the professional
belief that that cultural and subjective biases are intrinsically built in to any analysis [146].
Ethnomethodology however, despite accepting that some awareness of this subjective bias
is relevant, tends to reject analytic reflexivity [27], concerning itself with the reflexivity of
accounts [88].
When considering the reflexivity of accounts, instead of focusing on the effect of the anal-
ysis on the study, and formal representations, an ethnomethodologically-informed ethnogra-
phy focuses on the everyday settings that people inhabit specifically that which is observable
and reportable, the so-called work practices that shape those settings and the interaction
that occurs within them [62,89]. Such studies have played a vital role in computing science
research since Lucy Suchman’s 1987 seminal work in the field of human-computer commu-
nication, Plans and Situated Action. [204]. So called ethnographies have become a staple
feature of computing science research and systems design, to the extent that a corpus of
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such studies populates much HCI, CSCW and DIS literature, elaborating the character of
interaction and collaboration, of organisation and of technology and its use in the home
and workplace. This thesis will demonstrate ways of supporting such studies into the more
difficult to capture field of ubiquitous computing, and specifically in situ.. Some early ex-
periences of using ethnography to explore the use of ubiquitous computing systems include
Brown et al. [30] [32] and Woodruff et al. [231]
2.3.1 Specific Challenges of Evaluating Ubiquitous Computing Sys-
tems
The study of ubiquitous and mobile computing systems presents a series of new challenges
previously unseen in the interaction analysis of more traditional desktop based systems.
Ubiquitous computing systems are intrinsically linked to the setting in which interaction
occurs, and how this setting may be explored to shape a user experience. Features like
context-awareness allow the technologies to dynamically adapt to different places, users,
activities and situations. As these kinds of technology mature and become increasingly
pervasive it is important to complement their design with a thorough understanding of
their impact on situated action in order to ensure that the technology fits with the social
circumstances of their use.
The study of such technologies in situ necessitates a shift from the traditional paradigms
of analysis. Observation (at least in the traditional sense) alone may not be sufficient to
discover the whole story. The traditional methods used to capture information about a
system such as video and audio recordings, photographs and field notes are simply unable
to adequately describe the context in which an interaction occurs. The reason for this is
intrinsically tied up with the definitions of mobile and ubiquitous computing. Analysts have
to cope with such rarely previously encountered challenges as the following:
• Mobility. Users of ubiquitous systems are often mobile. They move across extended
physical areas, quickly at times, sometimes even running, which can make the docu-
mentation of action and capturing of video material difficult at best.
• Small Displays. Interaction frequently involves the use of small displays such as hand-
held computers and mobile phones. This makes it difficult to see users’ interactions
with the system.
• Headphones. Users often have audio information provided through headphones which
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becomes unavailable with traditional capture techniques like video recording. This
means that the analyst may miss much key information.
• Occlusion. Closely related to the previous two issues, the situation of an interaction
means that the environment, or even the users themselves will frequently occlude
information that might otherwise be captured by video cameras or simple observation.
The same is true of audio cues, environmental noise can easily occlude key audio
information.
• Non-collocation. When interacting with collaborative ubiquitous systems users are
frequently interacting with other users who are not collocated with the user. Again
this affects the analysts’ ability to capture all the required information about the
context of the interaction, unless multiple analysts and capture devices are involved,
and even then this presents the challenge of the synchronisation of captured data.
• Invisible interaction. Users often interact with invisible sensor systems such as Global
Positioning Systems or video tracking, which can make it challenging to understand
why users are acting in a given way and how the sensing systems are actually behaving.
• Distribution of Interaction. Interaction may be distributed across different applications
and devices. Interaction is thus not only located in different physical locations but may
also be mediated through different applications and devices, which makes it difficult
to develop a coherent description of interaction.
• Interaction Time. Certain communication channels such as mobile phone text mes-
sages (SMS) or email are not continuous, that is, a message may come in at one time,
but a user may examine it much later then wait till a convenient time to respond. This
complicates the process of conversational analysis as the context of the times when a
user receives a message and when they act on it may be very different.
• Technological breakdowns. Because ubiquitous computing systems frequently rely on
the use of diverse technologies all being used together, we often assume that these
technologies will smoothly interconnect and interact. In reality however, these tech-
nologies do not always work perfectly together, potentially creating confusion for both
the user and the analyst in the interaction process.
As can be seen from these examples, describing the interactional character of a ubiquitous
computing system is different to describing that of more traditional kinds of computing
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environment. The problem becomes one of reconciling many fragments of recorded inter-
action into one cohesive description framework. Additional data has to be recorded and
supplied to the analyst as part of their resources. The best source for this data is system
logs. There is of course nothing new in exploiting system logs to support the understanding
of interaction. HCI researchers have been doing this for decades and techniques for doing so
are documented in most good HCI textbooks. However, ubiquitous computing goes beyond
logging machine states and events to record elements of social interaction and collaboration
conducted and achieved through the use of ubiquitous applications as well. For example,
audio, location information and textual interaction may be logged alongside machine states
and simple UI events. System recordings make a range of digital media used in and affecting
interaction available as resources for an analyst to exploit allowing an understanding of the
distinctive elements of ubiquitous computing and their impact on interaction. The challenge
then is one of combining a burgeoning array of internal resources with the more traditional
external resources gathered by an analyst to support a thick description of the character of
interaction in complex digital ubiquitous computing environments. Qualitative researchers,
and in particular, ethnographers will already be familiar with the process of bricolage [64]
in which multiple disparate resources are combined to understand social behaviour. It will
be in part the work of this thesis to demonstrate how one may support the bricolage process
in including these more unfamiliar resources - and in making them into accountable objects.
2.4 State of the art in CAQDAS
Here we will first explore the current state of the art for the analysis of ubiquitous computing
systems. we will look at some currently available examples of computer aided qualitative
data analysis software (CAQDAS) in both commercially and academically developed toolk-
its, and provide some concrete examples of qualitative social scientists actually using them
to support their research. We will then describe an example of researchers attempting to
exploit system log data by hand, that is, without additional tools to turn the logs into un-
derstandable and accountable objects, in order to demonstrate to complexity of that task.
This will lead us to a set of key design guidelines for the next generation of CAQDAS tools
which the proceeding chapters will then discuss.
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2.4.1 Replay
There are a large number of tools available which provide some form of replay, either to
support transcription and coding of video and audio data, or to support the wider analysis
process. In this section we will examine many of them, starting with commercial packages,
then looking at academic work surrounding replay.
2.4.2 Commercial Tools
Transana
Initially developed at the University of Wisconsin, Transana 3 is perhaps the most widely
used CAQDAS tool across the social sciences. It is a transcription program allowing users
to transcribe both video and audio and mark areas as interesting. It uses audio waveforms
to support the transcription process. In 2007 Transana made a paradigm shift from freely
downloadable tool to paid software, somewhat reducing its breadth of uptake. Transana
is still so popular however, that as part of the design process for Digital Replay System a
decision was taken to use the same keyboard commands to control the system, and indeed
to support importing and exporting to Transana’s output format.
Atlas.ti
Atlas.ti 4 is probably the most versatile commercial tool on the market at this time. Its
primary focus is coding, but unlike the other coding tools discussed below, It supports the
coding of text-based data as well as video and audio. It provides a basic automation of coding
based on regular expression searching within text, as well as providing integration with
Microsoft Office 5 and SPSS 6. It supports a project-based approach to corpus management,
allowing a user to keep all files organised into projects. Each item (referred to within Atlas.ti
as a unit) such as a code, or a segment of text is annotatable. It also provides support for
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The Observer
Developed by Noldus, The Observer 7 was designed originally for studying animal behaviour
patterns and has been adopted as a more general coding solution within the social sciences,
particularly in behavioural psychology, but boasts case studies of its use in neuroscience,
psychology and zoology. A module based system, users can buy modules to perform different
parts of their analysis, including the base module which supports coding of video data and
visualisation of those codes for analysis. Additional modules offer support for multiple
videos, code comparisons, confusion matrices, screen capture and a mobile module designed
to run on handheld computers. Like Atlas.ti, the observer is Microsoft Windows based, and
extremely expensive.
INTERACT
Mangold International’s INTERACT 8 is another windows based observational analysis
solution that supports the process of coding videos, then provides some simple visualisation
tools to support analysis of the coded data. It is unique amongst the commercial tools in
that it provides support for extensibility in the form of the Interact Extension Language: an,
albeit limited, scripting language which allows the user to perform transforms on the data,
as well as supporting import and export to specific formats. Basic export for tools like SPSS
and Excel is provided. INTERACT’s marketing department makes the rather bold claim
of being able to analyse your data automatically, though on closer inspection this actually
refers to its support for basic statistics and visualisations. A key factor here, which will be
discussed later, is that these programs cannot and should not be expected to ‘analyse your
data automatically’. That is the task of the social scientists. The programs should be there
simply to support that task.
StudioCode
Unlike all the other software described here (with the exception of Transana which is cross-
platform) StudioCode 9 is designed to run on Apple’s OSX platform. It provides a solution
for capturing data straight from firewire (IEEE1394) video cameras and a suite of tools for
coding and transcribing those videos. StudioCode has a deceptively clean interface hiding
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live coding, lead and lag times and multiple coders. It is probably the most polished of the
software described here.
2.4.3 Academically Developed Tools
As can be seen from the selection above, there is no shortage of commercial video analysis
tools available on the market, however there are also a number of academically developed
tools performing similar functions. This section will examine each of these, as a contrast to
what is available commercially.
I-Observe
An early system synchronising video with log data was developed by Badre et al. [11] which
used a video tape based system and made use of captured event streams to synchronise
time-stamped events with the time-code on a video. This was designed for static, lab
based usability testing and was somewhat limited by the technology available at the time,
however this system could be considered to be well ahead of its time in the way it combined
heterogeneous data types for analysis, and is perhaps the most closely equivalent to the
core themes of this thesis, though its intended use may have been very different from those
discussed here.
ANVIL
Developed in 2001 by Michael Kipp at the University of the Saarland, ANVIL was designed
as a video annotation tool specifically for the purpose of analysing multimodal corpora [130].
It is a java based tool supporting the annotation of a single video stream and based on an
underlying XML schema, with a simple GUI. It supports multiple tracks of annotation of
video and the export of those annotations to common formats for further analysis in tools
like Excel and SPSS.
Diver
The Diver Project, developed at Stanford University is another tool to support video an-
notation [171]. Designed to work with a single video, it nevertheless has a unique feature,
that of the eponymous dives where users can manipulate the viewpoint of a video using
a virtual camera viewfinder, allowing zooming, panning and rotation of the original video
data. These dives can then be individually annotated and shared on the WebDive site for
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collaboration with other analysts. Dive offers an interesting approach to repurposing the
basic video data into a number of different perspectives depending on the purpose of a given
analysis.
VACA
Also developed at Stanford University VACA provides a toolkit for annotating or coding
several simultaneous videos on a timeline representation [36]. A study was carried out
comparing the use of VACA against a combination of Windows Media Player and Excel,
showing that VACA allowed its users to perform a coding task nearly twice as fast.
ELAN
Now in its third version ELAN was developed at the Max Planck Institute for Psycholin-
guistics [33]. It is a fairly comprehensive tool for the annotation of video data, primarily in
the field of linguistic research. It supports annotation in tiers, what other projects might
call tracks, so several simultaneous annotations can be applied to a single piece of media.
It also offers a waveform panel similar to that of Transana to support the process of syn-
chronised transcription. ELAN offers the facility to search within one’s annotations, across
multiple tiers, and allowing the user to jump to the location in the video of search results.
Additionally ELAN supports the practice of collaboration by providing a network interface
allowing two users of ELAN to collaborate on the annotation of a single piece of media.
NITE XML Toolkit
The NITE XML Toolkit, developed at the university of Edinburgh [41] is primarily a set of
open source libraries to support the analysis of heavily annotated corpora. It provides a GUI
for the annotation of multimodal corpora supporting the annotation of textual, audio and
video data. It includes a comprehensive querying language and some command line-based
textual analysis tools. One of its goals is to allow better sharing of qualitative analysis data,
though the Qualitative data exchange project [53] may prove to be a more comprehensive
approach aiming to achieve the same goal.
Mixed Media Grid
Developed at the University of Bristol, based on the same underlying code as Digital Replay
System’s immediate predecessor: ReplayTool [85], from which it was a development branch,
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the Mixed Media Grid or MiMeG project is designed to support multi-site simultaneous
collaborative video analysis. [82] It features video streaming and cross-site synchronisation,
as well as some basic security precautions and allows its users to annotate video by drawing
directly on top of a given frame.
Tatiana
Post dating both Replayer and DRS, Tatiana is nevertheless one of only two other current
video analysis tools that support the viewing of system log data, in this case referred to
as trace data. [69] Tatiana allows synchronous playback of system logs in a given format
with videos, supporting annotation. Initial tests performing a socio-cognitive analysis of a
collaborative writing task have supported the assertion of this thesis, that including trace
data can help to provide a more holistic view of an activity being analysed.
Chronoviz
The newest software described here (from 2011), Chronoviz [80], developed at the University
of California, is in practice perhaps the closest to the proof of concept software described in
this thesis. Chronoviz allows a user to combine multiple streams of video with some types of
logs (notably location traces and time series). Chronoviz also explores the use of interactive
paper to take notes and control playback of the data streams.
2.4.4 Project Specific Replay Tools
A large number of projects employ replay tools created specifically for analysing the logged
data recorded during the execution of one program. Indeed, Replayer started its life as one
such tool. It is of course the general applicability of tools like Replayer and Digital Replay
System that differentiate them. However some examples of these include tools developed
for analysing the following systems: Savannah [40] ABSTRACT [94], CatchBob! [165] and
The Mack Room [30]. There are of course many more of these, but comprehensively listing
them here does not really serve to further the themes of this thesis, rather it is enough to
be aware that the practice of creating such tools does exist.
2.4.5 Capture and Replay of System Log Data
In this section we will cover some tools created for the capture and display of system log
data, of course the goal of this thesis is to cover the benefits of tools which use a synthesis
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of both system log data and more familiar qualitative data types such as audio and video,
but the practice of recoding and visualising log data has a long tradition within computing
science and should be acknowledged here.
GRUMPS, developed at the University of Glasgow is a tool designed to capture java
program usage data, by instrumenting Java Bytecode. [152] GRUMPS allows a user to
dynamically choose the granularity of recording, then runs transparently while a program
is executed recording for later analysis data about the execution of the program. Hilbert
and Redmiles [106] developed an agent based system for capturing user interface events in
java programs. Like GRUMPS, it performs its capture behind the scenes and was designed
primarily for analysing web interfaces, to allow analysts to compare the actual results of an
interaction with the expected results. KALDI [8] is designed to similarly capture Java usage
data, though it also captures screenshots, allowing synchronised playback of the log data
with the screenshots. GUITESTER by Okada and Ashi [166] uses a similar approach to
that of KALDI. The event recorder ObSys [92] goes slightly further, working at an operating
system level to capture every message from input devices that Windows puts in its event
queues. Ivory and Hearst [118] provide a comprehensive view of the state of the art of usage
data capture, making a comparative analysis of many of the systems that were available
at the time: something which is beyond the scope of this section, thus reference to that
paper is worthwhile for more information in this area. All the tools so far discussed have
been designed to focus on usability testing of desktop (primarily web) applications. A more
recent system, discussed above called MyExperience by Froehlich et al focuses on capturing
trace data from mobile phones. [86]. It is the data from generalised capture systems such
as this which will allow systems like Replayer and Digital Replay System to thrive as tools
for the qualitative analysis of mobile and ubiquitous computing systems.
2.5 Example real uses of CAQDAS
Kuckartz [138], presents an exploration of the use of the MAXQDA 10 in particular high-
lighting the difference between case-oriented and cross-case visualisations of coded text.
Kuckartz demonstrates the benefits of having the visualisations of codes directly related
back to the source text - something that Replayer and Digital Replay System are deigned
to do on a more multi-modal scale.
10www.maxqda.com
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Le-Roux et al. [142] discuss the use of CAQDAS software in an industrial context, citing it
as an effective technique for analysis of target markets - in particular focussing on the effects
of political and cultural transformation of those markets. They describe a process by which
introductory courses to CAQDAS software have been proposed to company sociologists
suggesting that such software is being used to support analysis outside of academia.
Murray [160] Describes a case study where NVivo 11 was used in a secondary analysis
to try and prevent some of the pitfalls of the primary analysis - in particular a practice she
refers to as code-fetishism, whereby the primary analyst used a coding scheme so diverse
as to be virtually useless. By limiting the number of potential nodes in the secondary
analysis, and making use of a hierarchical tree structure, available within NVivo instead of
a completely flat free system, the data became more easily analysable, and more suitable to
be interrogated in future analyses.
Di Gregorio and Davidson [65] Use case studies of the use of Atlas.ti and NVivo, to
discuss the process of research design, based on an understanding of CAQDAS software.
They highlight the key fact that a research project has to be designed with a knowledge of
the way the software works in advance, in order to allow the user to achieve the goals they
hope for by using said software. They discuss a need for explicit clarification of the design
of a project beyond the typically implicit design that qualitative studies more traditionally
use.
Varela eta al. [212] discuss their use of Transana in a project studying a classroom
workshop with their families. They demonstrate how they were able to make use of Transana
to support the ethnographic process from project organisation through transcription and
right through to analysis. The project focussed specifically on the way parents support their
children in narratives using information related to their everyday lives.
Hesse-Biber and Crofts [105] meanwhile take a wider approach, exploring from a social
scientist’s perspective the availability of some of the different CAQDAS software discussed
above, and examining how they fit in with different research styles, what benefits they offer
and more practical considerations like system requirements and cost. They also consider the
case of users’ preconceptions of the capabilities of these programs - specifically whether the
marketing hyperbole around particular programs is baﬄing its users into expecting more
than the program may be able to give. In the commercial tools section (above) we see an
example of this where INTERACT claims to be able to automatically analyse your data.
11http://www.qsrinternational.com
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There are of course many examples of social scientists writing abut their experiences of
CAQDAS software, this has been simply a small sample, however it suggests that there is
an uptake of this kind of software within at least some of the social science community, and
further, that community is willing to try out new tools and provide feedback about the way
those tools are affecting their work practices and potentially benefiting their research.
2.6 Analysing Log files by hand
In [55] The authors discuss the practice (from an ethnographer’s point of view) of unpacking
the data found in system logs to make use of that as a resource in an analysis of the mobile
game Uncle Roy all Around You [78]. The authors assert that ethnographers frequently draw
on a multiple resources to support the task of observing and analysing social life from within
exploiting biographical resources [229], visual resources [175], technological resources [103],
and a wide variety of others. They point out that ethnography is done not only through
the immersion of a researcher in a setting but through the use of material resources as well.
System logs, or text logs as they are described in [55] represent just another exploitable
resource. However, the complexity of retrieving the value of that resource is a factor in the
usability of these logs in their raw state.
To be usable, the log must first be cleaned, that is, reduced to contain just salient infor-
mation. However, the definition of salient information is necessarily subjective. The authors
freely admit that in this case the log cleaning is directed towards extracting conversational
threads that are relevant to particular aspects of the study. In effect this means that for
the resource to be applicable to more than one study, or more than one specific area of a
study, it may have to be cleaned additional times, each time with a significant man-hour cost
associated with the task. The next thing they note is that the log by itself is not terribly
useful. It is only when combined and synchronized with the recorded media files, in this
case with the transcriptions of audio clips where the synchronization is done at a textual
level, that it becomes a useful resource for description. We can thus already see that it is
the combination and coordination of system log data with other heterogeneous media types
that creates an exploitable resource for qualitative analysis.
One very important point to be drawn from this can be best summed up by this quotation
from [55]:
Whatever the added extras it is hopefully clear that text logs do not, in and
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as of themselves, contain data. Rather, the data must be produced through the
analytically oriented working of resources internal to situated action and their
combination with resources external to the setting of action. Data is constructed
then and produced through the work-practices of the analyst.
2.7 Design guidelines for ubiquitous computing analysis
tools
Ethnomethodology, or ethonomethodologically-informed ethography, can certainly be con-
sidered to be an effective tool for the analysis of interaction. However, predicated as it
is on observation, there are, as we have seen, certain areas in which practitioners require
some support. Specifically they require the development of new technologies of observation
that make the invisible parts of these new interaction phenomena visible. It is the work of
this thesis to demonstrate how such tools might be developed and used to support ethno-
graphic, and wider qualitative approaches to analysing peoples’ interaction, communication,
and collaboration with, around and through ubiquitous computing systems.
In order for a CAQDAS tool to succeed as an effective tool for analysing ubiquitous
computing systems, at least assuming we accept the challenges highlighted above, we must
design systems that support the following key processes:
• Tools that allow viewing of system log data synchronized with other types of media
• Tools that enable researchers to extract multiple sources of information from recorded
logs, and which allow them to edit extracted information and combine it with media
from external sources to produce unique datasets.
• A replay system that exploits time stamps to coordinate the use of the multiple media
in a dataset, which enables cross referencing and indexing to support the splicing
together of multiple media, and which enables multiple media to played side-by-side.
• Tools that support the production of representations from datasets and which preserve
the relationship between representations and the media from which they are derived,
and which enable source media to be recovered and viewed.
Figure 2.1 shows a flow-type diagram of how the record and reuse process could fit into
both the fieldwork practices and the post-hoc analytical practices of a qualitative researcher
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Figure 2.1: The Record and Reuse Process
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dealing with people who are making use of ubiquitous computing technology. In particular
it describes the capture, representation and potential re-representation of data from a digital
environment and the resources both within and outside that environment.
In the next chapter we will look at two systems, Replayer and Digital Replay System
which purport to conform to these guidelines and provide the tools necessary to allow
ethomethodologists and other qualitative social scientists to successfully observe, and un-
pack interaction, communication, and collaboration with, around and through ubiquitous
computing systems. The use of these systems will then be explored in two case studies,





In the previous chapter we outlined some core requirements for systems to support qualita-
tive analysis of ubiquitous computing systems. Namely:
• Tools that allow viewing of system log data synchronized with other types of media
• Tools that enable researchers to extract multiple sources of information from recorded
logs, and which allow them to edit extracted information and combine it with media
from external sources to produce unique datasets.
• A replay system that exploits time stamps to coordinate the use of the multiple media
in a dataset, which enables cross referencing and indexing to support the splicing
together of multiple media, and which enables multiple media to played side-by-side.
• Tools that support the production of representations from datasets and which preserve
the relationship between representations and the media from which they are derived,
and which enable source media to be recovered and viewed.
In this chapter we will explore two systems which approach the task of replaying hetero-
geneous data from two distinct directions, but both of which aim to fulfil those requirements.
The chapter aims to give a broad overview of the functionality of each system, with more
specific technical discussion of key features in the proceeding chapter. The first of these sys-
tems, Replayer approaches the challenges focusing firmly on the system log data and various
ways to represent that data and combine it in a synchronized manner with other media such
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as video and audio. In particular Replayer provides a set of tools by which once a log has
been imported to its internal framework, virtually any log data can be explored through
a variety of visualizations, and different views can be used together in synchrony, allowing
synchronization to be applied across many different dimensions. The second tool described:
Digital Replay System (DRS), Approaches the challenge in a different manner. Because
DRS was developed with a participatory design approach [12], working directly with several
qualitative social scientists from different fields, it provides support for more methodological
synchronization, such as transcription, coding, annotation etc. Log files in DRS have an
equivalent precedence to any other media type reflecting their relative importance in the
eyes of the intended user group.
3.2 Replayer
Developed at the University of Glasgow, Replayer first appeared as a project specific tool for
the study of the mobile game Treasure [14] combining a detailed animated visualization of the
state of the system with several synchronized video streams of the action taken from different
viewpoints. The success of this representation as a resource for the qualitative analysis of
Treasure led to the rewriting and expansion of the system into a more generalized toolkit
that would allow system logs to be visualized simultaneously with synchronized video and
audio playback.
3.2.1 Requirements and Design Approach
The initial development of Replayer was purely to study the single case of the game treasure,
in which the mobility of the subject made observation difficult. Developed simultaneously
with the game it presented an overview of the state of the system from a set of system
logs. Figure 3.1 shows this early system. The in-house development team also included
an ethnographer, who would be tasked with evaluating treasure, so it was tailored more or
less specifically to his needs. In practice this meant an iterative design process with several
versions of the software being produced in quick succession.
As the ethnographer in question used video analysis as a primary resource for his work,
and videos were captured of the trials, it quickly became apparent that there was a need
to synchronise the video and log data streams. This then was the first real iteration of
the Replayer idea. Further discussions lead to a number of requests for specific features
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Figure 3.1: An early version of Replayer, specifically designed to analyse data from Treasure.
On the left we have two videos and an audio stream, right-top we have a live map showing
positions of players, connectivity, and some state information, right-middle we have a set of
filters for the above map, and right-bottom we have some VCR-like playback controls.
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such as counts of events given a particular circumstance, and it soon became clear that a
more general-purpose approach was needed. Scaling this up it further became clear that
there was a need to generalise the whole system to allow for its use in the study of other
in-house ubiquitous computing systems. This lead to a general redesign following the one
basic principle that visualised log data should be synchronisable with other media such as
video. Before beginning to build the system a number of interviews were conducted with
HCI evaluation specialists from different backgrounds including ethnography, psychology and
more traditional HCI. From these interviews a number of key requirements were constructed:
• Visualise system logs in different ways: graphically, tabular etc.
• Perform some simple statistics on the log data: counts of events given certain circum-
stances etc.
• Synchronise those visualisations with each other and with other media resources.
• Allow for collaborative exploration of the data: an equivalent of video data sessions
conducted by one of the interviewees.
These rather general requirements served as a basis to create a first generalised version of
Replayer, which was then refined iteratively through its use in the evaluation of several sys-
tems including treasure [14], Feeding Yoshi [21] and Shakra [9]. With each system evaluated
helping to highlight both usability issues and additional requirements for the software. It is
worth noting that the number of social scientists involved was quite small (four interviews
and only two of those went on to actually use the system for studies). We will see later the
more extensive participatory design approach taken in the development of Digital Replay
System. That refined version is the system described here.
Replayer is designed to examine two main types of data:
• Multimedia Data
• System Logs
The first of these, multimedia data, would consist mainly of video and audio files. Re-
player would need to be able to play these synchronously with the system logs in the same
way that its initial incarnation had. It was a design decision to make direct use of a video
playback program for this area of the system rather than building a custom one, as it was
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an intention of Replayer to feel like middleware, allowing the user to make use of software
packages they were already familiar with, for reasons outlined by Paul Dourish in [67]. This
was one area where, despite being a cross platform system, a difference between the Win-
dows and OSX versions of the system would have to appear. For windows users, it seemed
most suitable to use Windows Media Player, while for OSX users QuickTime would be the
familiar playback tool.
The second type of data Replayer would need to focus on was system logs. When
discussing system logs in this context we refer to anything recorded by a computing system
during its execution. The number of possible data types here are too numerous to completely
categorise; indeed that would be an axiomatically impossible task as any new system might
record something that has never been recorded before, but examples from past experience
included such things as location data, network traffic, signal strengths, system state data,
interface events, memory usage and many others. An internal database structure was thus
required which could handle any type of recorded data and make it easily accessible and
visualisable. A set of viewers designed for displaying data in different ways would be created
for visualising that data.
We will see in detail in the next chapter why it was a design goal to create Replayer
using a distributed system architecture, but it is enough for now to know that Replayer was
designed to be an analysis toolkit capable of handling system logs and multiple multimedia
streams that was both cross platform and networkable. Furthermore it needed to include the
concept of brushing and linking [19] in order to maintain selection integrity, and therefore
data integrity between different viewers - this means that any selection made in one area of
the system should affect the selection (where relevant) in all the other areas.
3.2.2 The Server
At the heart of the system is a server which must be running for any of the viewers to work.
The server has very little in the way of user interaction, beyond some simple output of the
state of the database, and self-logging. It is responsible for management of all connected
viewers and handles all database transactions.
3.2.3 Clients
Users do not as a matter of course interact directly with the database server. Instead
that interaction takes place through a management interface called, for legacy reasons,
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Figure 3.2: Five Replayer tools in coordination. Clockwise from top left, the figure shows the
video component handling two synchronised simultaneous videos, the event series charting
signal strength for each user over time, a histogram and time series showing summary
information on a system property and the map showing the recorded positions of users
based on GPS. Data are taken from the treasure game.
the Meta Tool (figure 3.3). The meta tool serves a number of purposes and unlike the
server is replicable within a session - this means that different computers sharing the same
Replayer session are able to have a meta tool each. It is for this reason that the meta
tools are separated from the server. First, the meta tools display a list of the current
active components on the session, along with the name of the computer on which they are
running. Behaving a bit like an operating system task manager it is possible to open and
close components from here.
Figure 3.3: Replayer’s Meta Tool, Used for component management.
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The list of usable components is dynamic allowing new components to be added at run-
time. To qualify to be a component the program must be packaged up as a java archive
resource (JAR) and added to the folder containing Replayer’s executable files. It is pos-
sible for these components to be written in any language as long as the executables are
subsequently packaged up into jars.
The meta tool is also more importantly, the user’s gateway to the database. It is here that
we see an example of Replayer’s versatility, but also its necessary complexity. Components
themselves do not directly query the database, as they have no preconception (unless hard
coded in application specific components) of exactly what data they require to display.
Instead the user must query the database and send that data to an open component. And
thus comes the dilemma. The most effective and powerful way to query a database is using
the Standard Query Language (SQL) this is a long developed and powerful approach to data
extraction, however it is a scripting language which requires some understanding of database
theory, or at the very least some practice. We knew it would be difficult to convince non-
technical users to write SQL, but it provided an effective means for us to try out ideas until
we developed a visual programming approach to writing that SQL. Some understanding
of the way it works remains necessary for making advanced queries of the database in the
current version of Replayer. The visual programming approach offers the user slightly more
to work with. A menu is displayed showing a list of available tables. When a table is
selected a conditional panel is displayed. Depending on the type of the column this will
take one of two forms. If the data are numerical, a double ended slider is displayed with a
histogram directly above it (figure 3.4)., this is based on a similar visualisation component
from HiVE [180].
Figure 3.4: A visual interface for selecting data from the database, featuring a double ended
slider, with an attached histogram showing the distribution of the data.
This gives the user an overview of the data and allows upper and lower limits to be set.
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Alternatively, if the data contains strings, a list of check boxes is displayed, allowing the
user to select those nominals she wishes to include in the returned data.
The visual programming tools offer nowhere near the versatility of pure SQL, while SQL
alone is simply too complex to be acceptable to non-computer scientists as more than an
expert option within the toolset. This is a dilemma that persists throughout the development
of both Replayer and DRS. Increasing functionality necessarily increases complexity, which
decreases the understanding and subsequently the uptake rate amongst new users. It is
important to maintain an awareness that the intended user group are qualitative social
scientists and not computer scientists though their willingness to experiment with CAQDAS
software has been demonstrated in the literature review chapter. A discussion with Greater
Manchester Police over potential uses of DRS within their forces yielded an interesting
revelation called the five click rule - if a user cannot get to where they want to be within five
clicks, the system is too complicated. This is probably a good rule of thumb for user interface
designers to keep in mind, predicated as it is on the seven plus or minus two rule of working
memory [195], especially when developing for communities outside computer science. As
such, a system requiring the user to understand and write SQL (misuse of which can lead
to the compromising of data integrity) is almost certainly over complicated.
3.2.4 Log Data Viewers
Replayer provides a number of visualization components for analysing logged data. Each of
these receives a table of data from the server, following a request made via the meta tool
and displays it in some coherent manner. The intention was to create a set of generically
applicable viewers, mostly taking the form of charts of various types. This was never intended
to be a complete set covering every possible technique for graphical data analysis, but
rather a collection of basic tools which could be extended as required. The coordination
of multiple views is supported to allow greater insight to be made into the captured data.
This is achieved through a technique called brushing and linking [19], whereby a user’s
selection in one view will highlight the corresponding subset of objects in the others. For
example, a particular group of data might have been clustered together when processed by
one component, and being able to select this region and immediately see how the same group
has been handled by complementary viewers can greatly increase an analyst’s understanding
of the inherent structure of the data.
36
3.2 Replayer Chapter 3: Replay Systems
Time Series Viewer
The first tool incorporated into Replayer is a time series, designed to plot various types
of temporal data. Each numerical data variable provided as input is drawn as a line on
the plot, with colours related to variable names by a key on the right. Axes are labelled
automatically, and re-labelled if the time series module window is resized.
Figure 3.5: The Time Series component plots logged data over time. The tool can compare
attributes between users or view a summary of a single users’ performance
A double-ended slider is provided at the top of the module, with which a specific section of
the series can be selected. If the data are also being viewed in another connected component,
the system will highlight the corresponding time measurements. Similarly, marking time
periods in other views will alter the time series display to reflect the selection. In Figure 3.6,
the time series is reflecting selections made in another component. The time series variables
are greyed out at the deselected periods, with the background also darkened.
Event Series
The time series module shows system state over time. While this is a useful tool, it is
unsuitable for much of the data that is likely to be recorded during a system evaluation.
State data are continuous and represents properties that will have a specific value at any
instant of a system trial. It would also be of benefit to study event data, which describes
37
3.2 Replayer Chapter 3: Replay Systems
Figure 3.6: The time series has received a remote selection and has shaded the de-selected
periods.
discrete events that happen occasionally throughout system use. Examples would be user
interactions such as button clicks, or server messages.
The event series has the same time-based x-axis as the time series, but visualises these
discrete events as icons. Figure 3.7 shows an example, displaying data recorded over a
week-long system trial of the mobile game: Feeding Yoshi [21]. In this case, each event
is the discovery by a participant’s PDA of a new wireless access point. Certain pieces
of information are logged each time this occurs, which the user can explore with controls
provided on the event series, as described below.
The tool is useful in providing an immediate overview of set of events, while allowing
users to zoom to particular periods of interest. A context window in the top right of the tool
shows all of the data currently loaded into the tool, with a green window illustrating where
the current focus fits into the overall context. The view in the figure is zoomed to show
events taking place over two days, but there is a degree of overlap that could be resolved by
zooming in to an hour or a few minutes of recorded data.
A drop-down list is provided at the bottom-left of the tool to allow users to select
the input dimension with which to plot the data in the y-axis. If a numerical dimension
is selected, the y-axis will be scaled appropriately and each event will be drawn at the
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Figure 3.7: The event series tool plots discrete events by time. In this example, the y-axis
has been set to display owner-assigned names of wireless network access points, and each
event is coloured by user name.
appropriate height in the frame. On the other hand, if a nominal dimension is selected, the
number of unique nominal values on that dimension is calculated, these are spaced out evenly
on the y-axis and objects are placed accordingly. Figure 3.7 shows a selection of SSIDs: (the
owner-assigned name of the wireless network). Moving the cursor over any object in the
event series generates a tool tip showing the exact value on the x and y dimensions.
At the bottom-right of the tool is another drop-down list, to determine the input dimen-
sion with which to colour objects. In the figure, the user has selected NAME, corresponding
to the ID of the participant whose PDA generated each event. A key is provided, as in the
time series, which can be used to filter data in the same manner. Selections can be made
in the event series by dragging a box around the objects of choice. Non-selected items are
then greyed out.
The Event series viewer also has some additional advanced tools, including support for
single link clustering of events, and multiple selection comparison (via the histogram).
Histogram
The previously described components afforded temporal-based distributions, and judged
events and states on properties at a given time. Replayer also contains a histogram tool,
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which provides a means of assessing data by distribution. Rather than showing individual
events, a summary is given of the aggregated measurements. Figure 3.8 illustrates.
Figure 3.8: The histogram component shows a distribution over time. This example shows
the occurrence of each of a number of events. Bars are filled in proportion with the number
of each such event that exists in the selection.
Like the event series, the histogram tool has a drop-down list from which an input di-
mension can be selected. The histogram will then display the distribution of values recorded
on that dimension. Should the selected attribute be based on nominal data, a separate
bar in the histogram is created for each unique value. This is the case in the figure, which
illustrates the frequency of each distinct event. If the selected dimension contains numerical
data, the data will be bucketed by value. Tool tips are used to present the x-axis labels,
with the appropriate nominal being displayed when the cursor is moved over a bar. This
action also shades the bar red and highlights its height in red on the y-axis, for easy value
comparisons.
As with the other components, support is provided for brushing between views. Selec-
tions can be made by clicking on individual bars. The histogram visualises received selections
by shading certain amounts of each bar. Colour is filled in proportion to the amount of ob-
jects represented in the bar that are selected. In the figure, every object represented by
right-most bars is included in the selection, whereas less than half the values in the bars to
the left are selected.
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Graph Drawing
Replayer includes a graph drawing component. In this case we mean a graph in the math-
ematical sense, as an abstract model used to represent data consisting of inter-connected
objects. Through an iterative force-modeling process [87], a drawing can be constructed to
convey weighted pair-wise relationships between a large set of objects.
Figure 3.9: Replayer’s Graph Drawing Module showing a selection of events that happened
in a short space of time, with clustering based on the amount of time between events.
This is one of the more abstract of Replayer’s components, designed to cluster sets of data
in meaningful ways. One example of its potential use is to recover spatial information where
geographical log data are not available - as in figure 3.9 where a quasi-spatial positioning
for a given user over a short period of time is being reconstructed from logs containing
no location data. Clustering between the vertices (i.e. the length of the edges) is based
on the average amount of time between repeated events - in this case repeated accesses of
certain wireless hotspots by users. So the result is a topographical map, that while it may
bear no resemblance to the physical layout of the hotspots, may still provide some useful
information. We need only look at the famous London underground map by Harry Beck
(1933) to see a fine precedent for the use of topographical mapping.
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3.2.5 Statistical Analysis Tools
Replayer provides a small set of tools for doing certain kinds of statistical analysis. It was
decided early in the development process that complex statistics were outwith the design
goals of the system, it would have been pointless to replicate all the facilities provided by
packages such as the Statistics Package For Social Science (SPSS), especially as this is a
package that most social scientists are already familiar with. Therefore Replayer simply
allows exporting to a format readable by that package. However, some basic numerical
analysis tools are provided including a simple SQL based tool for counts, summations and
averages, a correlation graph tool, and a tool specifically created for examining mutual
information relationships.
Basic Stats Tool
Another in a long line of Replayer misnomers, the stats tool is actually a visual implemen-
tation of SQL’s math functions. It generates the SQL statements required to achieve simple
functions such as SUM, COUNT, AVERAGE and many of the other options provided within
the SQL language. The output is displayed on a table, and can be routed to the other com-
ponents where appropriate. As with the meta tool, the stats tool leaves the SQL visible,
allowing the user to edit it offering greater versatility for those familiar with that language,
but is structured enough to be at least possible to use without prior SQL knowledge.
Correlation Graphing
One common practice in qualitative analysis is performing correlations between two types
of data. The tool takes two streams of data, generated by two SQL statements, or routed
from other components and displays the results on a simple x,y graph.
Like the other Replayer components it supports brushing and linking, but unlike the
others, the data displayed is not actually directly from the database, instead being the
product of two values. However, making a selection in the correlation tool results in the
values used to create that value being selected in the other components. This presents an
interesting idea. Much of the practice of statistics involves creating levels of abstraction.
Once that abstraction has been applied, it is difficult to get back to the earlier levels. With
Replayer’s brushing techniques, it is simple to see the reasons behind outlying data - imagine
a case where we have an apparently good linear correlation between two data streams,
however we have one value lying seriously outside the line, and drastically throwing off the
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Figure 3.10: Replayer’s Correlation Component
result. In Replayer we can select that value then examine the original data leading to that
value and discover the reason for that outlier - it may be valid, or perhaps it is the result of
some system error. Whatever the reason might be we are able to reverse our abstraction to
examine the underlying data with a single click, along with related contextual data, even if
those contextual data are found in something more traditionally qualitative such as a video.
Mutual Information Tool
It is possible to use Replayer to do more complex numerical analysis. A special component
was created primarily as an example of the kind of sophisticated analysis that could be pos-
sible within Replayer were more of such components created. This component is designed
to examine mutual information between two data streams. Information theory is a math-
ematical study of the encoding and communication of information, which provides several
measures for the calculation of dependencies and relationships between data sources [194].
One such measure that is of use in this work is mutual information (MI); a property used in
considering the independence or interdependence of two variables. It measures the amount
of information that can be gained about a variable X by knowing about another, Y. A Re-
player component has been constructed to perform mutual information calculations between
streams of recorded data. This can be applied to any timestamped numerical measurements,
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allowing an analyst to assess the relationships between the various recorded streams.
3.2.6 Google Earth Bridge
As has already been noted, one common feature of ubiquitous computing systems is location
data. It is thus important to provide some form of graphical display of recorded geographical
data. Google Earth 1 is able to display custom data in the form of Keyhole Markup Language
(KML) files, which can be retrieved from a network server on the basis of regular updates,
which combined with its comprehensive mapping facilities and widespread use made it an
excellent resource for Replayer to exploit. Figure 3.11 shows Replayer’s Google Earth Bridge
component.
Figure 3.11: Replayer using Google earth to create a spatial distribution of events for each
user. Top: the normal Google earth application. Bottom: Replayer’s bridge to Google earth
allowing control over which events are displayed and how.
This component serves as a translator between Replayer and Google earth, generating
1earth.google.com
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KML files and serving them to Google earth via an http connection. The HTTP GET
command from Google earth includes the coordinates of the four corners of the rectangle of
map currently being displayed. This means that selection can be achieved by zooming the
rectangle to cover a subset of the data.
3.2.7 Multimedia Components
The Replayer multimedia components make use of different playback software for each plat-
form (Windows Media Player for Windows and QuickTime for OSX). Both of these players
are controlled in a similar fashion to the Google earth component described above, using
special bridging components. The interfaces to these components are identical, with only
the internal implementation and ultimate result changing. These are duplicate components
so as to have specific versions for specific platforms. The user interface to the bridges are
written in Java, while the QuickTime component uses AppleScript to control QuickTime
player on OSX based systems, and the Windows Media Player component uses C# and
the common object model(COM)interface to achieve the same results on Windows-based
computers. The initial visualisation presented to the user is that of a Timeline component
(figure 3.12). In the example shown in the figure Replayer’s time slider component is shown,
along with two videos associated with a particular dataset. The area of the slider’s track
coloured red shows that area where media clips are available. The green blocks are those
areas of time highlighted by making a selection in another tool. The thumb of the slider
points to the current point in time being displayed on the videos. In these particular clips,
the left stream shows a clip recorded from a camera in a building overviewing this trial.
Just in shot is one of the field evaluators, holding a video camera. It is the view from this
camera that we see in the video on the right.
The start time and duration of media clips are stored in the server’s database. On start-
up, the component colours on its timeline all the places where media is available. This alone
can be important - a system log may potentially last many days or even weeks, and video
clips may be sparse, so being able to locate them on a timeline is a useful initial visualisation.
Using this component, new clips can easily be added to the database, with synchronisa-
tion being achieved with the QCCI technique described in the next chapter. The timeline
shows the current selection by highlighting the relevant slices of time in green. When a
selection is made from here, or from another component, the media clips will automatically
jump to the first selected frame. As the thumb is moved in the timeline, the clips move, with
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Figure 3.12: Replayer’s Time slider component and quicktime videos
only those that are related to that time being displayed. A ‘scrubbing’ mode is provided
which allows the user to drag the thumb, thus changing the frame of the movies and affect-
ing the selection in all peer components in real time. A ‘play-all’ button is included, which
plays all the video clips synchronously and sends relevant selections to peer visualisation
components. If no video is available - the play function can be set to jump between times
where some data are available, skipping any gaps in the logs, Additionally when using this
mode the time delay between frames can be changed, allowing components to be animated
faster than real-time.
3.2.8 Summary
We have seen some of the functionality of Replayer, as well as some of the motivation for
why it was designed in this manner. Replayer provides tools to store and access data on a
local database server, and run a managed set of visualisation components, including time
series, event series, histograms, maps, video etc. Each of these components allows a different
way to explore the data, and they can be used in coordination either simply by synchronised
playback, or by the shared selection system (brushing and linking).
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3.3 Digital Replay System (DRS)
The Digital Relay System (DRS) is an application developed by The Digital Records for e-
Social Science (DReSS) Node at Nottingham University. DRS is a cross platform, Java based
analysis toolkit that supports the collection, collation, storage, markup and representation
of digital records. Unlike Replayer, DRS has all its tools integrated into a single program.
The layout is designed in a similar manner to the Integrated Development Environments
(IDEs) used for programming, with some areas resembling those of video editing suites.
Figure 3.13: Screenshot from DRS
Like Replayer, DRS is prone to use a lot of screen real estate, but unlike Replayer this
cannot be solved by opening up additional viewers on networked computers, so instead
familiar window organization menus are provided. Generally DRS must be used in multi
monitor setups, or at least on high resolution monitors, to allow for the necessary space
to lay out several coordinated viewers. However, as a consequence of having a containing
application, the whole of DRS can easily be minimised - something that was not feasible
with Replayer. While that sounds like a minor issue, in terms of usability it is actually quite
a serious one.
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3.3.1 Requirements and Design Approach
The design and development process of DRS differs significantly from that of Replayer.
Developed as part of the work of The Digital Records for e-Social Science research node at the
University of Nottingham, the approach taken was somewhat different. The research node is
an interdisciplinary collaboration between computer scientists, ethnographers, psychologists
and corpus linguists providing a wide range of social science professionals with whom to
conduct a strong participatory design approach. The design has been forwarded by a series
of driver projects, one from each discipline, each with its own specific requirements. The
first, based in the Department of Computing Science is concerned with supporting the
process of ethnography and thus relates to the development of tools to directly support
observation and description, including the exposition and visualisation of system logs. At
the time of the driver projects this was largely concerned with studying the use of several
mobile games developed by the Mixed Reality Laboratory at the university of Nottingham.
The second project, based in the Department of Psychology focuses on studying the use
of a system called VIRILE [34] designed to teach chemical engineering students about the
practicalities of working in a plant. The study is concerned largely with the markup of
recorded data and has requirements relating to the synchronisation, coding and application
of meta data to recorded data, but also makes use of the system logs to describe the state of
the system at any given time. The final project, Based in the Department of English Studies,
is concerned with the construction of multimodal corpora, extending the more traditional
textual corpora to also handle video allowing for the study of the rich context and back-
channelling associated with the use of language in situ. It makes use of logs generated by a
gesture recognition system to automatically generate codes defining particular gestures and
collocates them with particular language utterances. A number of corpus and computational
linguistics approaches are then applied to the created corpus [133]. In a series of focussed
design meetings a number of key use cases were explored leading a set of core requirements
for the system. These core requirements were as follows:
• Must be cross-platform
• View and synchronise media of various types (video, audio, images, documents, tran-
scriptions etc.)
• Organise a corpus of heterogeneous media.
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• Mark up media (transcription, coding, annotation).
• Import and visualise system logs in various formats, synchronised with other media.
• Perform concordance and other text-search techniques over annotations transcriptions
and codes.
• Share corpora with other users
An initial prototype was then developed. This was presented to each of the driver projects
who then applied it to their own project data and returned with reports about usability,
feature requests and additional use cases. This process was repeated several times until
a general public release was made available. Next a collaboration was formed with the
CAQDAS group at the University of Surrey whereby they promoted the tool to a wider
community of social scientists. Working closely with CAQDAS as well as the original driver
projects enabled the further refinement of the system, and a second public release was made.
As of December 2009 the webstart version of DRS has been launched by 1542 unique IP
addresses, and the source code has been downloaded by 638 unique IP addresses.
The direct collaboration in development with exactly the target user group has allowed
DRS to develop into a practically usable toolkit supporting a wide variety of qualitative
social science practices. This method of participatory design, along with iterative prototype
development has been exploited to develop a tool more directly suited to the needs of the
community than Replayer, while still providing the innovative key features for observation.
However, because of the nature of its driver projects, it is mostly focussed on the study of
ubiquitous computing systems, and its features have been designed with that task in mind.
3.3.2 Corpus Management
DRS provides the concept of projects and analyses as a method for the collation of one’s
data. Unlike Replayer which could store only one dataset at a given time, DRS allows its
users to store all of their data permanently within the system. The data are then split up
into a series of projects, with each project split into a series of analyses. This is somewhat
more in line with existing tools outlined in the related work section, and marks DRS as more
of a plausible tool than proof of concept - though it is still very much a prototype.
A project in DRS refers to the repository into which all the media and derived media
for a particular study are stored. It is possible to have as many projects in the main DRS
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database as one wishes, with each one related to one specific collection of data. This allows
completely distinct experiments to be stored concurrently. Within a project is stored all
the associated media as well as derived media such as coding schemes transcripts etc. Also
stored in a project is associated metadata such as information about people and devices
related to the project. Data are never actually deleted from a project, but simply marked as
deleted, and displayed in a recycle bin. In actuality, the media is not itself stored within the
project but rather a dynamic link is stored within an internal resource description framework
(RDF) [201] based representation.
An Analysis represents a single study over a subset of media from a project. It contains all
the media and derived media associated with it. It also contains all the time synchronisation
data for those files - this means that media files can be synchronised differently for different
analyses. An analysis depends on a parent project. Once media has been added to an
analysis it is available to be synchronised and viewed with one or more of DRS’s viewers.
Depending on the type of media, a number of context sensitive options become available,
including options such as import/export, transcoding and application to other areas of DRS
such as the Track Viewer. Unlike a project, which serves simply as a repository, and analysis
has a concept of time and synchronisation. It is therefore possible once in an analysis to
simultaneously view several synchronised media. Media playback is controlled within the
DRS environment only at analysis level.
3.3.3 Time and Synchronisation
Each analysis has a master timeline across which all other time-based media should be
synchronised. Each item of time-based media or derived media can be considered to have
a duration which must be placed somewhere on the master timeline. Figure 3.14 shows
the way in which several media files can be positioned on the master timeline. Note that
Video II and its associated transcript are locked together, so that moving one will affect
the other. Synchronization information is defined either by directly inputting the numerical
offset information to the dedicated synchronization editor tool or by visual manipulation of
tracks in the Track Viewer (see below).
3.3.4 Media Files
DRS deals with two particular types of media: time-based media, and discrete media. Time-
based refers to anything which has a duration such as audio, video etc. Discrete media refers
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Figure 3.14: Positioning media on the master timeline.
to those media-types in which time is not a meaningful thing, such as images. Additionally,
DRS generates special media types called derived media. These are not physical files stored
on the disk, but rather descriptions such as annotations, coding tracks and transcripts which
depend on another file in order to make sense. These derived media files exist only within
the DRS environment, though each can be exported into a physical file if required.
When importing media files into DRS, some information has to be provided to inform
DRS how to store them - this allows DRS to apply its ontology to the media. This infor-
mation typically includes the filename and path, a title, by which the file will be referred to
within DRS, the mime type and finally the media type.
3.3.5 Media Viewers
The different types of media supported by DRS necessitate a variety of ways to view them.
Opening a media file from within the application offers a filtered choice of viewers which
can be used to examine that particular media type.
The Video Viewer
The video viewer (figure 3.15), as the name implies is used to display video files. It is
possible to have any number of video viewers open simultaneously, however playback quality
will reduce as the number of viewers increases. The number of viewers that can be displayed
is highly dependent on how powerful the computer is. The viewers are based on QuickTime
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for java,
Figure 3.15: DRS’s Video Viewer
The viewer as shown in figure 3.15, is based on QuickTime, so can playback any Quick-
Time supported video codec. This which means that playback is only limited by which
codecs are supported by the installed version of QuickTime.
There is no provision in DRS to play a single video without playing the main timeline,
playback is exclusively controlled using the VCR controls at the base of the application.
Individual movies have independent volume controls however. Also displayed is the current
time within a given movie (note that this is different to the current time within the Analysis
displayed at the bottom of the screen beside the play controls, because individual moves can
be positioned across the main timeline (as shown in figure 3.14). The Duration of the video
clip is also displayed.
The video viewer supports the ability to capture specific frames and store them as images
by means of a frame-Capture button, which allows individual frames to be quickly exported
as jpegs, which are then automatically imported into the analysis. This feature exists
primarily to support the representation process, so that as one creates a story, one can use
specific fames as evidence, that can be included in a description.
The Audio Viewer
The peculiarly titled audio viewer (figure 3.16) provides a method for playing back audio
files within the DRS environment. It takes the form of a window with a volume control and
a basic graphic equaliser. The audio viewer supports only two codecs, WAV and MP3. Like
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the video viewer above, individual playback controls are not available - playback is always
project -wide, and controlled with the VCR Controls.
Figure 3.16: DRS’s Audio Viewer plays MP3 and WAV files.
This viewer serves as a playback device, with a simple volume and graphic equaliser
provided to support better audio analysis, but the audio file is perhaps more usefully viewed
as a track in the track viewer (figure 3.17), in which the wave form is displayed. This feature
is primarily provided to support transcription (in a similar method to Transana - discussed
in the related work section 2.4.2) and annotation, as it can help with the correct temporal
placement of these annotation objects.
The Image Viewer
Te image viewer (figure 3.18) is a simple tool for examining images in one of the common
forms: JPEG, PNG or GIF. It provides support for zooming and panning and is capable of
displaying very high resolution images such as those taken by high quality DSLR cameras.
The image viewer also provides a context view, which shows the whole image and a small
white rectangle showing how much of the image is displayed in the main viewer.
It is possible for several images to be viewed in a sequence, with each image having
an associated timestamp. This means that images can be ‘played back’ along with other
media, with the displayed image changed as the playback progresses. A filmstrip-style
view is provided at the base of the viewer allowing users to jump to specific images, and
subsequently jump the position in the main timeline. This is in line with DRS’s nod to the
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Figure 3.17: The Track Viewer showing three ‘tracks’ - one video (top), one audio(bottom)
and one coding track(middle).
Figure 3.18: DRS’s Image Viewer
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interfaces of video editing software such as Adobe’s Premiere 2 and Apple’s Final Cut Pro
3.
The HTML Viewer
A very simple HTML viewer is provided to allow users to view documents in HTML or plain
text. It is non editable, but provides support for examining off-line web pages, which can
form a resource for analysis like any other media type.
3.3.6 The Track Viewer
The track viewer (figure 3.17 is a versatile tool which provides a visualisation of any item or
collection of items of time based media in an analysis. Each media item is associated with
a track which is displayed on the viewer. A red line shows the current time, and clicking on
a track will jump the analysis time to the position clicked. The time is also reflected in a
text box at the top left.
Track Types
Each of the time based media can be displayed on the track viewer. The supported media
types are:
• Video - displayed as a solid purple bar.
• Audio - displayed as a waveform to support synchronized transcription and annotation.
• Transcriptions/Free Annotations - Appear as boxes on the track. Most of the text is
hidden unless the current analysis time coincides with the annotation. The process of
transcription will be covered in greater detail presently.
• Coding Tracks - Appear as boxes coloured with the code’s colour. Coding and coding
schemes will be covered in greater detail in a later section.
Other functionality
The track viewer can be horizontally zoomed indefinitely allowing the granularity of the
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use of available space. This allows for very fine grained manual synchronisation of tracks as
they can be dragged around on the timeline from here.
It is also possible to limit DRS’s playback to a specific slice of time. Something that is
frequently required for transcription. the user can by using context menus for the tracks,
set the start and end times limiting the playback range. The user will see the slice of time
selected highlighted and the playback will loop or loop back and forth as selected.
3.3.7 Transcriptions
A transcript is a form of derived media. It refers to a list of all the unique utterances, along
with the time they occurred, from a time-based-media file such as a video or audio recording.
Each transcript is usually associated with a time-based-media file, meaning that they begin
at the same time when playing in viewers. Transcriptions are usually either created in DRS
using the transcription editor, or imported from Transana.
Transcriptions, and free annotations generally, form an important part of many qualita-
tive analyses. The actual uses of them will differ based on the specific project, but the need
is almost universal. While many transcription packages have the option of time synchroni-
sation, Only DRS allows the user to share that synchronisation with other related media,
and this facility supports the process of indexing, in much the same way that Replayer’s
brushing and linking does.
There are three methods by which transcriptions can be examined or created. These are
the transcription editor, the annotation table viewer and the track viewer. Transcriptions
are not stored by DRS as external files, as with other media but rather a collection of
annotations within a greater DRS project file. Because they are stored as part of the RDF,
but appear to be distinct files in the project and analysis browser, this can create a certain
amount of confusion - especially when dealing with transcriptions imported from Transana.
There were, during testing, a number of cases of users editing the original file then failing
to realise that the edit would not carry through to the version stored in the RDF model,
which suggests that our users’ mental model may not in fact match the reality of how their
data is being stored.
The Transcript Editor
The transcript editor (figure 3.19) is one of two tools created to handle transcriptions, the
other being the annotation table viewer. The transcription editor provides two primary
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functions creating/editing and viewing transcripts of time based media. When viewing, the
transcription element reflecting the episode time will be highlighted in green. This highlight
will move during playback to reflect the progress of the conversation.
Figure 3.19: DRS’s Transcript Editor.
Creating a transcript with the transcript editor is simply a matter of plying back the
media that one is transcribing then inserting transcription elements at the appropriate times
either by clicking the insert button, or by using the associated keyboard accelerator.
The Annotation Table Viewer
The annotation table viewer (figure 3.20) allows a user to get a tabular overview of any
type of annotation track including transcriptions and codes. The annotation table viewer
displays the start and end time for each annotation element along with the content of the
annotation, all in tabular form.
Figure 3.20: DRS’s Annotation Table Viewer.
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Hovering the mouse over one of the content cells will result in a tooltip showing the
complete text of that element. When the system is playing, the correct element for any given
time will be selected, and clicking on any element will jump the analysis (and consequently
all the other viewers) to that time. It is also possible to use the annotation table viewer to
edit or add new annotations at any given time.
The transcription viewer and annotation viewer provide very similar functionality. The
reasoning behind making both of them is that the table viewer makes for a good overview
- and was specifically requested by one of the driver projects, while the transcript editor
supports more ‘free’ text, which allows users to employ conversational analysis markup [228]
- something we hope to directly support in DRS in the future perhaps supporting some form
of multi-modal markup as well such as MURML [135], though this latter is probably more
relevant to the following section on coding.
3.3.8 Coding
The practice of coding is widespread among social scientists, particularly those concerned
with formal analytic methods, as discussed in the related work section. It is a technique by
which a media file can be annotated with a finite set of codes or annotations which serve
to define the subject’s behaviour in some way. Codes are generally described by means of a
coding scheme, though the scheme is often subject to change as the task of coding progresses.
Coding Schemes
A coding scheme is arguably a form of ontology. It may have many levels of hierarchy. to
reflect this structure, in DRS, a coding scheme is defined using the Coding Tree (see figure
3.21 in which a simple coding scheme to define some basic gestures has been created).
Figure 3.21: An example of a very simple coding scheme.
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Any given coding scheme has:
• A name.
• A maximum depth, i.e. how many levels of sub-codes are allowed.
• A timing type, which defines how the codes will be used when coding - see below.
• A nominal duration/period of each code, for certain timing types only (event with
nominal duration and state with periodic changes) - see below.
DRS supports five distinct timing types for coding schemes:
• Event with variable duration
• Event with nominal duration
• State with explicit switching
• State with periodic changes
• ‘untimed’, which means that the codes cannot be used to do time-based coding.
In this case events refer to things which happen at particular times, e.g. a gesture or
action while states are things which are always present or observable in some form but which
may change from one form or value to another at particular times, e.g. whether and how
someone is moving (stationary, walking, running, etc.). These cases are illustrated in figure
3.22.
Figure 3.22: Illustration of different coding types.
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Further to the general information about a whole coding scheme, each individual code
also has certain information associated with it:
• A name (effectively the code keyword).
• A colour.
• Optionally, a key binding, i.e. a key on the keyboard associated with the code for real
time coding.
• Optionally, a set of ‘modifiers’, i.e. additional parameters or assignable values associ-
ated with the code (e.g. the object of a reference)
Coding in DRS
Once a suitable coding scheme has been created, the process of actually coding can begin.
Coding of time based media is performed using the track viewer (figure 3.17).
Coding is organized into coding tracks (which are a particular kind of annotation set).
A coding track can only have one state or event at any given time, so concurrent states
or actions must be coded on separate coding tracks. Each coding track has the following
properties:
• A coding scheme
• A name
• Optionally, a piece of media which it is specifically associated with (e.g. if the codes
are specifically references to things observed in that piece of media)
For most coding scheme types (events with nominal duration and periodic and explicitly
switching state) each code needs only one time, as so is simple to insert with one key press
(or mouse action). For events with variable duration, however, the end of each event must
be explicitly specified, typically by tapping the same key again, or releasing a held key.
Additional (non real time) coding can be performed using the mouse by first selecting a
region of the coding track by clicking and dragging on coding tracks.
A coding track - like any annotation set - can also be viewed using the annotation table
viewer. This gives a tabular view of event/state start and end times and code (text).
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Automated Coding
The process of coding is time consuming and intensive. In most cases this process is simply
necessary, and is a skilled part of performing an analysis, but there are some instances when
it might be feasible to automate this process to some extent. System logs in and of themselves
can often form ‘codes’ which may be treated in the same analytical way as hand-coded data,
however it is even possible to go beyond that. In section 3.3.10 we will explore a part of
the system which uses computer vision techniques to auto-generate codes representing head
nods and gestures, which can then be used in multimodal linguistic analysis in line with
the work from that driver project. This was developed as a proof of concept to show what
might be feasible in terms of automated coding.
3.3.9 The DRS Document Viewer
A DRS Document (figure 3.23) is a special form of document which supports internal annota-
tions. The purpose is to allow the user to construct a multi modal document containing not
just text, but links to video clips and images. Further, the user is able to insert timestamps
which when clicked jump directly to the related point in the analysis. Another feature is the
ability to code a document, that is use DRS’s coding scheme to define set annotations about
certain areas of the text. The DRS document viewer serves as a tool for the qualitative
assembly of an interaction description document, one of the core tasks of an ethnographer.
Once a document has been coded, the user can use these codes as a special index. Down
the right hand side is a list of the codewords, which when clicked, will open a new text file
containing just the elements of the document which have been coded with that keyword.
This serves as a quick way to get an overview of all the document’s contents related to a
particular subject.
The document is actually an RTF file with some special data included at the end, so it
can be viewed in other programs, however if edited this may break the coding structure.
3.3.10 Gesture Tracker
As part of one of the driver projects - specifically focussing on the development of multi
modal corpora, and in an attempt to mark-up the visual ‘mode’ of video data within DRS, we
have used a computer vision technique to analyse videos from which gestures are recognised
and annotated by the system in order to automate the creation of these coded annotation
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Figure 3.23: DRS’s Document Viewer.
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tracks (this can later be encoded following rigorous analysis of the patterns between certain
movement sequences). This is achieved by way of a tracking algorithm which can be applied
to a video of a speaker and reports in each frame the position of, for example, the speaker?s
hands in relation to their torso, within a pre-defined granularity. Examples of the tracker
in different modes are seen in figure 3.24.
Figure 3.24: DRS’s Head and Hand Trackers(left and right respectively).
The tracking algorithm reports the position of, for example, the speaker?s mouth in
relation to their eyes, in each frame (for more information see [75]). The circular nodes
seen in figure 3.24 (left) are the tracking targets (with a pre-defined granularity), which
have the flexibility to allow the user to adjust the size of the tracked locations in relation
to the specific size of, for example, the eyes and mouth of the participant (this has proved
particularly useful when using close-up images in which participants have larger eyes and
mouths). These targets are manually positioned at the start of the video and subsequently,
as the tracking is initiated, a horizontal line is automatically drawn in the centre of these
three nodes, marking an initial y-axis location (with position 0). Consequently, subsequent
vertical head movements are denoted as causing a marked change in the y-axis in a + or ?
direction (+ being a head up movement and ? being a head down movement).
The horizontal line also rotates to the left and right depending upon the position of the
eyes, monitoring the angle of motion around the y-axis (when tracking head movements).
The observation of the head angle from one tracked frame to the next proves invaluable to
the analyst as such can help to reveal the characteristics of specific types of head movement
(a feature that was integrated into the tracker as a result of various consultations with
linguists), so for example such information can help to identify head shakes or head rotations
as being distinct from a basic up-down head nod, should marked changes in the head angle
be observed simultaneously with a marked change in the y-axis.
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When tracking hand and body movement 3.24 (right), instead of the single horizontal
line used as the point of movement reference in the head tracker, we are presented with three
vertically positioned lines marking four zones on the image, R1 to R4 (R2 and R3 mark the
area within shoulder width of the participant, acting as a perceived natural resting point
for the arms, hence R1 and R4 mark regions beyond shoulder width). In consequence, the
algorithm tracks the video denoting in which region the left hand (labelled as R by the
tracker, since it is located to the right of the video image) and right hand (labelled as R by
the tracker, since it is located to the right of the video image) are located in each frame.
This provides an output of state for each frame. These states can then be applied to a video
as a state periodic coding scheme.
The movement of each hand can therefore be denoted as a change in region location of
the hand, so for example for Rhand (the left hand), we see a sequence of outputted zone 3
for frames 1 to 7, which changes to a sequence of zone 4 for frames 8 to 16. Ergo this notifies
the analyst that the RHand has moved across one zone boundary to the right during these
frames.
In theory, in order to track larger hand movements, the analyst can pre-determine a spe-
cific sequence of movements which can be searched and coded in the output data. So if, for
example, the analyst had an interest in exploring a specific pattern of movement, considered
to be of an iconic nature, i.e. a specific combination of the spontaneous hand movements
which complement or somehow enhance the semantic information conveyed within a conver-
sation, it would be possible to use the hand tracker to facilitate the definition of such gestures
across the corpus (for in depth discussions on iconics and other forms of gesticulation, also
see studies by Ekman and Friesen [70], Kendon [125–128], Argyle [97], McNeill [153, 154],
Chalwa and Krauss [48], and Beattie and Shovelton [18]). Obviously the analyst would be
required to train the tracking system be means of pre-defining the combination of move-
ments to be coded as ‘iconic gesture 1’, for example (so perhaps a sequence of RHand or
LHand movements into from R1 to R4 and back to R1 across x amounts of frames), in order
to convert the raw output into data which is both more meaningful and usable.
Further to this, it is viable to note that in order to further enhance the efficacy of the
hand tracker, the current prototype not only outputs the hand locations across individual
frames, but also provides an ‘average’ location of each hand across the span of one second.
Whereas the head tracker was designed to deal with the most subtle of head movements,
some of which may last for less than one second, the hand tracker is designed to deal with
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more emphatic, ‘large’ hand signals which may last 3,4 or 5 seconds, in addition to more
subtle movements, as required.
Each potential gesture sequence (signified by the tracking output) is then labelled with
a suitable code, and these codes are presented as a track of annotations anchored to the
original video. These annotations may then be used in conjunction with the concordance
tool (see section 3.3.11).
This automated approach to tracking hand gestures has two significant benefits over
manual analysis. Firstly, there is the potential to save a great deal of time through au-
tomation. The tracker can be run much faster than many other image tracking approaches,
working at close to real time. It is also possible for the tracker to produce a variety of
different outputs at the same time. Secondly, tracking techniques should be able to more
accurately recognise the intensity of gestural movement than a human observer can.
Mark-up specific gesture sequences without the tracker necessitates a more labour inten-
sive approach, as we have seen in the previous section, similar to that taken by systems such
as anvil and studiocode (as described in the related work section). A hierarchical ’coding
scheme must be defined in advance with necessary codes bound to particular keys ? then
as a media file (typically, but not necessarily, a video) is played back, these keys can be
depressed to signify an instance of a particular gesture code. These codes are then stored in
a ‘coding track’ which can be exported to packages such as SPSS for statistical analysis, or
used in conjunction with the text in the concordance viewer within DRS, allowing analysis
of instances of co-occurrence between codes and utterances.
3.3.11 The Concordance Viewer
The concordance viewer (figure 3.25) is a special kind of search tool, developed as a result
of the participation in the design process of members of Nottingham University’s English
Linguistics department. It provides the analyst with the capacity for interrogating data con-
structed from textual transcriptions anchored to video or audio, and from coded annotations.
The concordance viewer can utilise specific words, phrases, or other lexical tags in addition
to any other codes, as a ‘search term’ (though this may also be a regular expression). Once
presented with a list of occurrences, and their surrounding context (within the concordance
viewer window - see figure 3.25), the analyst may jump directly to the temporal location
of each occurrence within the video or audio clip. Further to this, the concordance viewer
provides the commonplace frequency utility, giving raw counts of the frequency-of-use of
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each search term, again providing an invaluable impetus for the quantitative exploration of
data.
However, for many interaction researchers, it is the complex interactions between di-
alogue, non-verbal behaviour and system activity that are of most interest. There has
been an increasing interest in the relationship between certain nonverbal behaviours and
the linguistic context in which they occur as researchers recognise that they can be tightly
synchronised in natural language (e.g. to convey shared meanings, [17]) The study of these
relationships will lead to a greater understanding of the characteristics of verbal and non-
verbal behaviour in natural conversation and the specific context of learning, and will allow
social scientists to explore in more detail the relationships between linguistic form and func-
tion in discourse, and how different, complex facets of meaning in discourse are constructed
through the interplay of text, gesture and prosody (building on the work of McNeill [153]
and Kendon [126,127]).
Since the concordance tool treats textual and coded annotations in the same way in-
ternally, the search functionality extends to all media within an analysis. This allows an
investigation of all types of annotation in the same manner, applying the same skills and
techniques used in the analysis of traditional corpora (for an example see [192]). This mul-
timodal concordance viewer has led to the need for developing new approaches for coding
and tagging language data in order to align textual, video and audio data streams [6, 132].
Figure 3.25: DRS’s concordance viewer.
In figure 3.25, the concordance viewer shows instances of a search term (‘Oh’) occurring
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within all annotations associated with the project (transcriptions, codes and free annota-
tions). The context in which that term occurred is shown to the left and right. Selecting
an instance will jump DRS to that analysis and location, automatically opening the media
that the annotation pertains to at the correct time.
Clicking on any one of the cells offers the ability to jump to the time in the analysis in
which that instance occurs. Unlike other viewers the concordance viewer searches all the
data in a given project, rather than just within an analysis. In this case the data may be
taken from many non temporally related media, therefore keeping them in a single analysis
my not be appropriate, however the need exists to search across each of them. In the cases
where a token is not in the current analysis, DRS will switch to the correct analysis in order
to display the appropriate data.
3.3.12 Log File Workbench
One of the core features of DRS is of course the ability to deal with so-called system log data.
DRS provides a tool called the Log File Workbench examined in more depth in chapter 4)
with which to import and create views over that data. The design and functionality of the
log file workbench will be discussed in the next chapter. For now it is mentioned only to
make the reader aware that DRS does support synchronized playback of system log data,
indeed DRS provides some basic charts similar to those developed for Replayer (time series,
event series, histogram etc).
3.3.13 Summary
DRS provides a series of tools for viewing and marking up data in a number of different
ways. Much attention is paid to creating usable tools for annotation and coding (automated
coding in the case of the computer vision system) - in particular working with the social
scientists who are using the system in anger, to iteratively prototype those tools and provide
exactly the necessary facilities to conduct interesting research, for example the concordance
tool directly supports a regular practice from corpus linguistics in a way that a basic search
tool simply could not. While DRS focusses on the markup and description of qualitative
data, it should not be forgotten that turning system logs into qualitative data is a necessary
step, which once achieved gives it the same significance as other marked up data - and thus
it can be approached in the same way and with the same tools.
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3.4 Conclusions
We have now seen much of the functionality of both systems, and the very different focusses
should be clear. As we will see in the next chapter however the systems are really not in any
kind of conflict. In fact in general the weak points of one tend to be the strong points of the
other. The stronger influence of social scientists in the design of DRS lead it to feel more like
a ‘familiar’ CAQDAS tool, and it provides support for many of the kinds of methods used
in qualitative data analysis. Its weaker support for generalized analysis of log data reflects
the priorities of those social scientists, as well as their lack of experience in handling log
data. Replayer on the other hand, coming as it does from a more directly computer science
oriented background has strong support for handling the logs rooted firmly in the field of
information visualization, but lacks the crucial support for methodological synchronization





This chapter will focus on three specific areas of the two systems described in the previous
chapter (Replayer and Digital Replay System). Those three areas are:
• Log file handling
• Distributed software architecture
• Synchronization
In each case we will explore how the systems handle this area, how they differ, and what
the benefits and drawbacks of each approach are. It is the handling of these three areas
in particular which make Replayer and DRS distinct from many of the computer aided
qualitative data analysis tools discussed in the related work chapter.
4.2 Log Files
4.2.1 Introduction
The feature that really sets Replayer and DRS apart from previous systems is the fact
that they are designed to handle system log files - and do it in a way that allows them to
be effectively combined with other heterogeneous media. Both systems have components
designed to read in log files and store them in an internal database. Again, the systems
differ somewhat in approach.
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4.2.2 State and Event Logging




State type logs are characterised by being representable within a single consistent database
table. They essentially come in two forms regular and irregular. We can consider state data
as data that is sampled, either at regular intervals, or irregular. The key point however,
is that it is the type of data that can be used to reconstruct the state of a system at any
given time. State data is well suited for display on certain types of graphs such as time
series. The fact that state data can be stored in a single table, makes handling it relatively
simple for viewers. Conversely we have the event type data. Event data typically describes
irregular discrete occurrences. While in some cases it may be suitable to describe this data
as irregular state data, the size of the table necessarily increases with the number and
complexity of events. This method is more suitable for recording things like user interface
interactions. So as a simple example, Imagine a thermometer application. It runs constantly,
but the user must press a button to check the temperature. The temperature is regularly
sampled and stored as state data, however we might store the user’s checking of the values
as event data. Assuming we sample every 30 seconds, we have a regular state value, that can
be plotted easily on a time series. We can also plot the user’s interactions with the system
on an event series. Selecting a user interaction event in the event series we will be able to
look up the last sampled ‘state’ at that particular time. To achieve this with a single table
would require the insertion of a potentially irregular row in the state table and necessitate an
extra column(s) to describe the user’s interaction. This simple separation of logging types
leads to an extensible generalised architecture for storing logged data in a database. With
that standardised system we can significantly reduce the complexity required for viewer
components to be able to handle the data. It is sufficiently flexible to handle virtually any
type of system log.
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4.2.3 Replayer’s Log File Handling
4.2.4 Log Files and Parsers
When considering the types of log file Replayer would have to handle it became immedi-
ately clear that this was no small task. Around this time there was a seminar within the
Equator Interdisciplinary Research Council where an attempt was made, driven primarily
by researchers from the University of Southampton who had been working on developing
semantic web applications, to create an extensible format for system logs that would be
applicable to any system. This was an XML (Extensible Markup Language) and RDF (Re-
source Description Framework) ontology based approach [201]. While having a standardised
logging format certainly offered plenty of advantages for builders of replay tools, this also
presented two major disadvantages. First the framework was extremely complicated - ne-
cessitating serious work for anyone wishing to write to that standard, and secondly that
sticking exclusively to this format would preclude any system from examining legacy data
without first changing the logs into this new format, or building legacy-parsers - something
that would have to be approached by a programmer familiar with both the new standard
and whatever the present standard of any given log might be. Instead it was decided to
put that standard aside temporarily, given it had not been fully agreed at the time - and
indeed was never fully agreed upon or implemented in the lifetime of the Equator project,
and create a simpler standard which could easily be used locally, while providing facility to
parse legacy or alternative logging standards, including that one when it was complete.
To get the data from a system log into the database, and thus make it queryable and
subsequently visualisable, each log type would require to be parsed, that is, examined pro-
grammatically. A decision was taken to make two parsers - one based on a simplified version
of the above standard, called, for want of a more imaginative name, Replayer Markup Lan-
guage (RML), and another to analyse simple text logs, which would serve as a template for
the development of legacy parsers. Local developers would be encouraged to record their
logs in RML which provided facility for recording both the state type and event type logging
discussed above.
Here we can see a sample of and RML log:
<record type="event">
<timestamp>632597507190000000</timestamp>
<HRTime>Tue Aug 16 01:58:39 BST 2005</HRTime>
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So to get the data from a log file into the database, the appropriate parser component is
opened and pointed at the appropriate file and the parsing process is started. It then auto-
matically connects to a running server as all clients do (of which more in the next section).
This parser generates a set of database creation instructions which are then executed by the
server. As an interesting by-product of using this technique, it became possible, though this
technique was never actually applied, for a connected device to write its logs directly into
Replayer’s database, thus completely bypassing the need for parsers and making such logs
accessible for analysis in pseudo-real-time.
4.2.5 Instrumentation
With the RML specification in place, it became apparent that Replayer would have to pro-
vide a way to encourage developers to record their logs using this standard. The chosen
approach was to develop an instrumentation tool which would automatically add logging
code into a program from within the IDE in which it was being developed. Systems like
GRUMPS [152] adopt a dynamic proxying approach to insert logging code directly into java
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bytecode making the logging entirely transparent. However, Replayer’s Instrumentor com-
ponent takes a different approach. Logging code is instead inserted visually into the source
code (figure 4.1). While dynamic proxying aims to make the instrumentation transparent
to the programmer, direct code insertion takes the opposite approach and allows the pro-
grammer to see, and indeed modify the code inserted by the instrumenting system. Indeed,
the Instrumentor actively encourages, and even requires the programmer to interact with
the logging code. The reasoning behind this opacity is the intended use. While GRUMPS
appears to be intended for use by a third party, Replayer’s Instrumentor is designed to be
used by the designer/coder of a project, thus a user will have intimate knowledge of the
code.
Figure 4.1: Replayer’s instrumentor running in visual studio (highlighted in red). Ticked
classes/methods have been marked for logging.
By allowing designers to adapt the instrumentation, they should be able to control, to an
extent, the performance hit caused by that instrumentation. This is taken a step further in
the case of variable logging: The user has to actively decide the best time to call a variable
dump method, ensuring that it is called at the most suitable time. Another advantage of this
transparent method of instrumentation is that the designer can create meaningful output
strings, that is, the additional text messages output by the logger system for a particular
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method. This means that when visualising the data in Replayer, the user will have a clear
schema of what individual log atoms refer to. Indeed it could thus be tailored in such a way
that the logs could be effectively explored by a user with less knowledge of the code. One
side effect of using the instrumentor is the additional workload generated, and the effects
of code bloat [209], however if a system is to be logged for later analysis, then Replayer’s
instrumentor provides a simple approach to including logging code in a project, and the
visibility of the logging code mean steps can be taken to manage code bloat. Replayer’s
Instrumentor is an add-in for Microsoft’s Visual Studio 2005, designed to simplify the logging
process (figure 4.1). A tree view shows all the classes, methods and variables in a solution
with icons showing whether or not they are currently being instrumented. A user can apply
or remove instrumentation at any level of the tree allowing the granularity (and subsequent
performance hit) of the instrumentation to be tailored to the user’s requirements. Visually
the tree structure and icons recall CVS and other code management systems, with checked
classes being logged and crossed ones ignored. This version of the instrumentor is of course
only applicable to programs written in C#, however the same principle could easily be
applied in for example a plugin to Eclipse, or any other IDE which supports third party
plugins.
4.2.6 Log File Parsers
In order to begin the process of analysing log files, it is first necessary to include the contents
of those files in the Replayer database. To this end, some special clients are required to parse
those logs and generate the Standard Query Language (SQL) commands needed to build
the database. Replayer makes no initial assumptions about what will be contained in these
logs, but works on the premise that some data can be considered as state-type, and some as
event-type. Such logs may not be separated in the way that those of treasure were, indeed
many logs consist only of event data and as such state data is only implied and must be
inferred from the events.
Replayer provides two parsers by default - one to parse logs in the RML format, and
another template parser, which contains a set of methods designed to simplify the process of
creating a custom parser. Because the server makes so few assumptions about the content
of the logs, it is the job of a log file parser to create and populate the database based on that
content. The actual implementation is up to the user, but the template includes methods for
reading in files, generating SQL CREATE and INSERT commands, and for sending those
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commands to the server.
RML Log File Parser
The RML Based logfile parser is able to parse any system log created using the RML
standard. This is an XML based standard and as such the parser uses Java’s SAX parser to
examine them. As the logs are parsed in a serial fashion this is the most appropriate. An









where attribute ‘type’ is either ‘state’ or ‘event’. Note that in the case of state logs, the
‘eventname’ tags are excluded.
The state table is generated based on the format of the first log entry to contain the
state attribute. To do this, an SQL CREATE TABLE command is sent to the server, which
automatically modifies it to include RID as a field. This, and every subsequent entry with
the state attribute then generates an SQL INSERT INTO statement, again sent to the server
to populate the state table. Similarly events are handled in much the same way. Each event
generates an INSERT INTO for the event master table (in place by default with a new
Replayer database) and a CREATE TABLE command to create a suitable table to contain
the variables for this event. The server then ignores the duplicate create table events. Using
this approach, while somewhat wasteful of traffic means that new events can be added at any
time, as and when they are encountered in the log files. Also different parsers can be used
for different log formats within a single session, and because the server ignores requests to
create tables that already exist, there is no error thrown when a second parser tries to create
a table that already exists. Once the appropriate tables have been created, it is simply a
matter of generating more INSERT INTO commands to fully populate the database.
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CSV Parser
One common format of system logs is that of comma separated values. Thus we created
a special log file parser for Replayer that handled these files, allowing sample data from
HiVE [180] to be examined with Replayer. It works in a similar fashion to the RML parser,
though the CSV format is perhaps less versatile than that of RML, as it is only really suitable
for state based data, with the table headers being defined in the first line, their types in the
second, and values in all the proceeding lines. Indeed, Replayer itself uses this particular
CSV format to pass its internal data around between clients.
Custom Parsers
It is of course simply not the case that all future log files will be written in RML or CSV.
Indeed, even within a local research group that knew of and expected to use Replayer, this
was frequently not the case, and of course there remained the question of legacy data. As
such it was clear that additional parsers would be required. After writing a number of these,
the logical solution seemed to be to crate a template and library which would allow users
to easily create their own. The template sets up the necessary communications with the
server, and reads in a user-selected file. It then offers a library of methods for generating
SQL statements, one for table creation and another for data insertion. With a little work
going into the control statements to actually read the contents of the file, something it is not
easy to offer help with, without knowing what format that data will take, it is thus possible
to create a parser which will create and populate the server’s database with appropriate
data.
4.2.7 Log File Handling in DRS
DRS handles log files somewhat differently. Unlike Replayer it doesn’t specify its own format
instead relying on an extensible system of text file processors to handle logs in a variety of
common formats. It also doesn’t specify a way in which its databases should be organised.
While in theory this is more flexible, in practice it means that the task of constructing
generic data viewers for system log data becomes somewhat more complex.
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The Log File Workbench
In DRS log files are imported, turned into databases and viewers are configured for those
databases using a system called the log file workbench. This system allows any number of
databases to be created, which are then treated as ‘media’ objects by the rest of the DRS
system. Figure 4.2 The log file workbench uses a series of processors to handle the importing
Figure 4.2: DRS’s LogFile WorkBench
of logs. There is one configurable processor designed to handle generic file types such as
comma Separated value files (CSV) or tab separated value files (TSV). The processor takes
the form of a wizard (shown on the middle right in figure 4.2) in which the user specifies
information about the data contained in the file, including encoding, separators, headers,
footers and meta data about the type of data contained in the columns. This processor is
significantly more flexible then Replayer’s CSV importer. Once configured, the processor is
run over a text file producing a single table database which the appears in the list of project
media (shown on the left in figure 4.2). For state-type data this is an extremely effective
system. However, when handling data in more complex forms than simple tabular data the
task becomes more challenging. The log file workbench provides an API for creating new
processors which can be used to create any style of tables necessary. This means that in
theory any logged data can be imported to the system, but like Replayer it will require a
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specific processor to be written for any complex type of log. Unlike Replayer, DRS is able
to support multiple databases, which in theory means that several different datasets can be
viewed simultaneously.
Log File Meta Data
Unlike Replayer which uses a rigorously defined database table structure, DRS allows tables
to be in any form. To make it possible for viewing components to work on those tables in a
generic way, DRS allows the user to apply meta data to particular columns, defining them for
example as timestamps, strings, integers, or filenames. This more flexible approach allows
timestamps for example to be in virtually any format. As long as that format is defined in
the meta data then DRS’s internal time management tools are able to turn it into a usable
form. While this increases the difficulty of actually inputting logged data to the system, it
does allow the potential for meta data based searches across the databases, and because the
metadata ontology is extensible, the volume of meta data is limited only by the particular
processor, and the amount of time the user is willing to spend including it.
Creating Views
Once the log file has been imported a secondary processor can be applied to the created
database to construct views on the data (created views shown on the lower left of figure
4.2). Again there is a generic processor available, which is simply a Synchronized table
viewer, selecting the cells associated with the time currently selected in one’s DRS analysis
(assuming there is a timestamp column in the database). Additional views can be created
by anyone with some java programming experience by implementing the viewer interface.
4.2.8 Comparing the two approaches
Once again we have two systems doing a similar thing in somewhat different manners. If
a program is instrumented to output its data in RML form, then importing log file data is
significantly easier with Replayer, however DRS provides far more flexibility for importing
data in a series of standard forms. DRS also benefits from being able to maintain several
databases. In general, when it comes to importing data, DRS is the more sophisticated of
the two systems, however once the data is in there, DRS offers very little in the way of
things to do with your data, without writing custom viewers, such as the one we will see
in the case study in the next chapter. Replayer, on the other hand has a strong selection
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of viewers of various types, detailed in the previous chapter. These generic viewers, while
not providing the specific functionality of a bespoke tool, provide a variety of methods for
visually querying and exploring your data. DRS as a single tool, has a greater sense of
internal cohesion, with the same metadata applicable to database tables and columns as it
is to transcripts, media files or code atoms, however, because it lacks Replayer’s state/event
separation, at least by default, as well as missing out on Replayer’s RIDs it is limited to
synchronising data by time alone. From an extensibility point of view DRS requires its
processors to be written in java and requires a specific interface to be implemented for its
log file processors and viewers. It does however, provide all the necessary methods and tools
necessary to quickly create processors. Conversely, Replayer, while it provides a template
parser which does contain the necessary tools, has no such restrictions. Parsers, like other
viewers, are essentially separate programs and can thus be written in any language as long as
they can send messages via TCP to the network server using the Replayer communications
protocol. Despite this flexibility it would appear DRS has the superior engineering for
reading in log files. The configurable handling of so many potential file types is far superior
to that of Replayer, but Replayer’s rigorous database structure and comprehensive set of
synchronized generic data viewers make it significantly more useful once the data has been
input. It is perhaps unsurprising that DRS is having its database system rewritten into a
structure resembling Replayer’s. However, it will maintain its superior support for input,
and metadata, as well as the support for multiple databases crucially missing from Replayer.
DRS is also having a set of generic graph type viewers similar to those of Replayer written
to allow the same kind of coordinated data exploration that Replayer currently offers. This
is an example of the convergence of the two approaches.
4.3 Distributed software architecture
4.3.1 Introduction
Replayer and DRS both have a client server architecture, to allow multiple users to work on
an analysis, but they are approached in very different ways. Replayer is created as a set of
networked viewer components which all communicate with a workgroup database and thus
allow users to work concurrently on the same data, or a single user to utilize two or more
computers to circumvent physical limitations of screen real-estate and processing capacity.
DRS on the other hand, uses an approach more like concurrent versioning system (CVS),
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with each client self contained and a networked server allowing non-simultaneous shared
access to projects and files stored elsewhere. In practice we see that while the potential
collaborative use of Replayer was not fully exploited in our pilot studies, the architecture
did nevertheless allow for a more customised setup. DRS, while somewhat simpler with
respect to collaboration, is the more heavyweight of the two programs with many users
noting that it had a very difficult learning curve.
4.3.2 Replayer’s Client-Server architecture
One of the design goals Replayer has been to allow for networked interaction, with several
computers sharing a single Replayer session and subsequently support both collaborative
analysis, and distributed task sharing. The design would therefore require a central session
controller and clients to that controller, thus necessitating the classical client-server architec-
ture. It was short logical step to assume that that session controller would serve to control
access to the database. Each client is an independent program which communicates directly
with the server using simple network protocols, thus allowing clients to be run on any com-
puter sharing a network link with the server. This allows differing configurations based on
the particular requirements for any given session. The server broadcasts its existence across
the network on a known port, and each client, when started, listens on that port, locates the
server and sets up a connection. By using a simple communications API, it is possible to
allow clients to be written in any language, by anybody with some programming experience,
and no one client need depend on the existence of any other. Additional components can
be added to the set at any time, including runtime.
This architecture has two distinct advantages. First, two or more analysts are able to
simultaneously collaborate on the same piece of work simply by connecting their computers
to the same network server, and second it is possible to use distribution to share out the
workload between multiple computers. Let us take an example in which we have a number
of videos which must be played simultaneously. Now add to this the requirement that they
must all be high resolution and encoded with high visual and audio detail. Add to that
the need to process some very complex log files, and possibly visualise them with a CPU
intensive dynamic graphing technique.
One way of encoding these videos might be MPEG2 (the DVD standard). Playback of
MPEG2 is quite processor intensive - an examination of playback of an MPEG2 movie at
television resolution (720x576 pixels) using a computer with a reasonable processor (2.4Ghz
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Pentium 4) and plenty of Memory (1Gb) using Cyberlink’s PowerDVD 1 software showed
the playback process consistently using 75% of the CPU. Trying to play two of these
movies simultaneously becomes problematical. Add to that the system log data analysis
and it quickly becomes impractical. Instead consider the situation where we have several
computers available. We can dedicate one each to the two movies and a separate one to
the graphing and have everything run smoothly. Of course this necessitates having several
computers, and is therefore not an option for every user, however it does make this kind of
operation possible. One other side benefit comes from using multiple computers. It quickly
became apparent with use that Replayer is extremely hungry for screen space (sometimes
called screen real estate). At the time of development - A good high resolution monitor
screen was typically 1600x1200 pixels, with 1280x1024 being more common. Even with two
monitors it wouldn’t take many videos and visualisations to completely fill those screens.
Figure 4.3 is a photograph of Replayer running simultaneously on two computers and four
screens) There are in fact only five different coordinated viewers showing. The views are
(clockwise from the top left) a pair of videos, an event series, a time series, a histogram, a
Google earth bridge (and associated Google earth view). Note also that the laptop on the
left is running Apple’s OSX, while the laptop on the right runs Microsoft’s Windows XP.
The screens shown here can be seen in closer detail in figure 3.2.
Figure 4.3: Multiple networked instances of Replayer
1www.cyberlink.com
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4.3.3 The Server
Replayer’s server, called the Control Unit, holds the database and manages connections to a
number of data viewers as clients. The database itself could have been implemented as one
central webservice based database (a grid-style [79] approach), that all clients of Replayer
connect to allowing for global sharing of data, or each client could have maintained its own
database, synchronising with other connected clients when necessary. For a proof of concept
system, a one server per session approach was used based on a hypersonic SQL database
2 and the QuickServer java networking API 3. One computer would maintain the database
only for the duration of a given Replayer session. Other clients could connect during that
session but they would interact with that dataset rather than whatever replayer databases
they may have stored on their own machines. To further simplify the cross system design,
it was decided that each viewer would actually be a separate program, and communicate
through network protocols with the server.
The server broadcasts on a user defined port a simple message containing the IP address
of the computer on which it is running and on which port connection requests should be
made. Once a client connects, the server sets up a bi-directional TCP link over which all
communications with that client will occur. Only the server uses the Quickserver pack-
age, with clients using a simpler stream writing technique. This allows, the cross-language
support mentioned earlier, as dependency on quickserver would limit the clients to those
programmed in Java.
4.3.4 Communications Protocol
Replayer uses TCP for all its internal communications based around a very simple structure.
Messages are transferred in uncompressed ASCII, over the QuickServer defined system using
keywords, which the client and server recognise and use to trigger the appropriate responses.
Keywords are denoted by the ‘$’ character and listed in the API. An example might be a
message sent to the server requiring a response containing data in the database to be sent
to a particular client. This would take the following form:
$SQL<sql query> $CLIENT <client ID>
The $SQL tells the server that this is going to be a selection query, it then sends that
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client, denoted by the number following the $CLIENT keyword. Note that this client may
not be the same one that sent the request - indeed requests are typically sent from the Meta
Tool, with their responses being sent to one of the visualisation clients. The server maintains
a list of active clients, each with a unique ID so the server is able to use this list to decide
how best to route the response. There are also cases, primarily those of selection, where the
server will multicast a response to all its clients, which it does simply by iterating through
that list. A kill protocol is used when individual clients are closed to ensure that the client
list is accurate, and regular ping-type communications are made to ensure that each client
is alive - this means that should an individual component fail, the server will be aware of
this and remove it from its list.
This protocol, while very simple, allows the development of additional clients with rela-
tive ease, not requiring complex communications systems, though it is not appropriate for
sensitive data as the communications are unencrypted. However, were stronger security
a requirement, Quickserver offers the facility to include encryption on all messages. This
would of course add an extra layer of complexity to constructing new client visualizations.
4.3.5 The Database
The back end database, is created with the hypersonic SQL package, and designed to run
in main memory, until such time as the size of the database exceeds the available memory -
defined when the virtual machine is started, at which point it switches to a more traditional
format. The database is written to XML on shutdown, and recreated from that file on
startup. This allows for several databases to be maintained simultaneously with the user
switching between them as required. As such, datasets are typically stored in separate
databases, with only one being active at any given time. Importing and exporting is then
simply a matter of sharing the XML files, though they are packaged up into jar files to
achieve this as one database may generate more than one file. The server uses JDBC to
communicate with the database system allowing for the execution of SQL commands. As
with many database systems, there is no direct visual interface to the database, though it
is possible to interrogate it using freely available database viewer tools included with the
hypersonic SQL package.
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Database Architecture
As we have seen in the Log file handling section, Replayer’s database makes a differentiation
between the idea of state and event type entries to the database. The defining factor of
these paradigms is that state will be a set of values (not necessarily continuous), but that
these values will be all of the same types, and thus easily represented with a single table.
The structure of that table is defined by the log file parser, but the first two fields must
be included. First, Replayer Identifier (RID): this is a unique ID for that row, used as the
primary key of the table and also used by the selection process to achieve brushing and
linking. Because the RID must be unique it is not possible to expect a log file parser to be
able to assign this; several different independent log file parsers may be used to create one
database, or just one used several times. Because this could happen concurrently it made
more sense to allow the server to assign this crucial attribute. Thus, it is assigned by the
server, which modifies incoming SQL Create or INSERT commands to include this field,
and assigns them based on its own internal list. The second value is always TIMESTAMP.
This is self explanatory, but Replayer expects it in the form of Milliseconds since January
the first 1970 - which is the standard that Java uses for creating time values. There are
of course many different ways in which time can be represented, but Replayer makes it
the responsibility of the log-file parser to correctly translate these into a Replayer-friendly
format. All the other fields in the table will be defined, again, by the log file parser. The
first command it is expected to execute is an SQL CREATE TABLE for the state table. A
simple example of a very simple state table might include:
RID, TIMESTAMP, XPOSITION, YPOSITION
This particular table thus includes the RID and timestamp as required, but also the x and
y positions of a user. The exact form of these coordinates, be they British Ordinance Survey,
Lattitude/Londitude, or some form of relative positioning is not known by the database, and
it is up to the clients to correctly interpret them. The state table is thus the simplest of
database tables, and easily represented. Slightly more complex is the case of events. An
event may have a number of values associated with it, but those values may differ from an
event of another type, therefore a single table is inappropriate. Instead Replayer creates
an event master table, containing just three values for each event - RID, TIMESTAMP,
EVENT TYPE. Each event type refers to a second table, specific to that event, using the
RID as a foreign key and is created with whatever fields are appropriate for that event. It
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is thus possible to modify the database’s set of tables at runtime to include more tables
for different event types as they appear in the process of parsing the logs. Let us consider
the case of an event that records a button press on the UI of a recoded system. The event
master table would include a row containing an RID, timestamp, and the event type, in this
case BUTTONPRESS. The server, on receiving this update will examine the list of tables
to see if BUTTONPRESS is a valid event type. If it is, then the vales are simply written
into that table, if not a new table is created, with fields based on the content of the event.
That table might look something like the following example:
RID, BUTTONNAME
It is of course likely that an event may have far more variables associated with it, but
let us just consider this very simple example for now. If we imagine that we have the three
tables described above, giving us the State table, The event master table and the button
press table, we can work out for any given event - when it happened and where the user
was at that time. This allows us to create, for example, spatial or temporal distributions
of button press events. One more table is required to complete this set. Replayer supports
not just logged data but also the use of multimedia data types. The most common of these
are video and audio, and in order to accommodate their Synchronization within the system,
they too must be included in the database. One common feature of such files is a tendency
to be temporal - that is they have a duration. Note that this is not the case with still
images but these are defined as having an instantaneous duration so can be represented
in the same way as other media types, and at the time of writing Replayer does not have
an image viewer component. The media table thus contains RID, START TIME, END
TIME, FILEPATH, TYPE values, with type typically containing the codec with which it
is compressed - which also defines what type of media file it is. With media files, Replayer
does not support streaming, instead requiring the file to be stored on the local computer.
4.3.6 Queries
When Replayer receives a query from a client it executes the appropriate SQL command
to the database, and the result comes back as a java result object. One option would be
to serialise this object and then route it to the appropriate client, however because of the
cross-language philosophy underlying Replayer’s component architecture, it instead converts
that result into a comma separated value table. The first line of this table contains the field
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names, the second, the field types, then each subsequent line contains the values. An example




using newline characters to separate the lines. It is entirely up to the client component
how that data should be represented, indeed it is by appropriate choice of visualization
components that researchers are able to extract accountable data from the system logs
stored in the database.
4.3.7 Clients
In the Replayer architecture (figure 4.4), everything except the control unit, is considered
a client. This can include, but is not limited to, log file parsers, visualisation components,
multimedia players and bridges to third party programs. It is also possible for a networked
system that is being captured to be itself a Replayer client and thus write its logs directly
into the Replayer database. Each client conforms to the Replayer communications API and
fulfils the necessary requirements to be loaded by the meta tool as outlined in the section on
extensibility (section 4.3.9). In the proceeding subsections we will examine these different
types of component and consider how they work and integrate with Replayer as a whole.
Figure 4.4: Replayer’s System Architecture
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Visualisation Components
While the set of visualisation components are quite diverse in style, they do all follow a
consistent formula.
• Start up empty and register with the server
• Wait for some data from the server (sent via a request from the meta tool by the user)
• Filter the data in some way
• Display the data
• Allow the user to make selections
• Reflect the selections made in other components.
Communication with the server is achieved over a TCP connection mediated by the server
(figure 4.4). A simple API of available message types offers the client various options for this
communication. Assuming it is written in java, a client must implement the iReplayerClient
interface which requires the client to include connect(), recievedata(), sendselection(), and
recieveselection() methods. This, when combined with the ReplayerClientNetworking.jar
library provides everything the client needs to communicate with the server. The Replayer-
ClientNetworking Library is fairly simple, and replicable in any language that supports raw
SOCKETS, so the dependency on java is not complete, but it is certainly simplest to create
one’s clients in java.
Data are received from the client in the form of a comma separated value string using
newline characters as line separators. It is entirely up to the client the way in which these
data are displayed to the user. Descriptions of each of the default set of components is
included in the previous chapter.
When a user makes a selection within a visualisation component, the component must
send to the server a list of all the selected RIDs. In the cases where the user is selecting
a slice of time, the component must find all the RIDs within its stored data, that occur
within that timeslice, and send them to the server. The server will then respond with a list
of selected RIDs, multicast to all the connected clients.
When a client receives a list of selected RIDs from the server it must update its selection
to include only that set of objects. In some cases, such as that of the event series, this is
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Figure 4.5: A partially selected event series.
trivial - simply graying out those glyphs that are not in that new set of objects (as shown
in figure 4.5).
In a more complicated viewer such as the histogram, the selection must be displayed
differently - in this case with the bars of the histogram partially filled with colour based on
counts of the events in the selection set (as shown in figure 4.6).
Figure 4.6: A partially selected histogram.
Each visualisation component is free to handle the data in whatever way its programmer
sees fit. Replayer’s architecture does not require the visualisation components to depend
on any one model, simply that they send and receive data in the CSV format specified
in the iVisualisationComponent interface. This allows for a diverse range of components
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and techniques, with each using whatever storage model and visualisation technique is most
appropriate.
4.3.8 Bridge Components
It is the case with some components that third party software already exists that does
the required job effectively. In the current version of Replayer, these include Google earth
for map based displays, and either QuickTime or Windows Media Player for displaying
media content. It is however a requirement that Replayer’s server be given some way to
communicate with these programs. As such Replayer includes three ‘bridge components’,
two media bridges, one each for QuickTime and Windows Media Player and a third for
Google earth. As the bridge components are, like the visualisation components based on the
iReplayerComponent interface they operate in much the same way.
Media Bridges
Replayer’s two media bridges coexist on a one-per-platform basis. Those tools consist Quick-
Time on OSX and Windows Media Player on Microsoft Windows. The user interface and
much of the functionality is identical between these two components, with only the layer that
communicates with the program in question being replaced. Those layers will be examined
presently, but first let us focus on the Time Slider component, which is replicated in both
versions.
The time slider is a simple looking component. It comprises a Slider with a thumb,
a user interface component that most computer users will be familiar with, Three buttons
labeled ‘Play’, ‘Stop’ and ‘Fix in DB’ respectively. A start time label at the top left, and end
time label at the top right, a current time text field in the top centre, and a master volume
control on the bottom right. On startup, the time slider queries the server for the contents
of the ‘Media’ database table. It also retrieves the state and event master tables. Next it
finds the first and last timestamp from all of those tables. This gives the entire duration of
the dataset, and defines the start and end points for the slider. It is possible to send the
TimeSlider a reduced set of data by using the meta tool to send a smaller set of tables by
making a constrained SQL query. Once it has the start and end points of the data set, the
timeslider paints the slider’s bar red in all the locations where there is media data available,
based on the values in the media field. Additionally it stores a list of all the RIDs in the
master tables, along with their timestamps in a list sorted by timestamp. As the thumb is
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moved on the slider, when it enters one of the red areas, the corresponding media is opened
in the appropriate program see the next section for details on how this works. Moving the
slider will scrub these movies along, jumping to the correct time in the movie as the thumb
progresses or reverses along the path bar. At times where a given movie is not supposed to
be viewable, that is, when the thumb is at a time that that movie was not being recorded
(according to the contents of the media table), the movies are hidden from view.
The time slider, like every other visualisation component, supports the selection process.
Because it maintains a list of all the RIDs along with their timestamps, it is possible to select
a slice of time in the interface, by dragging with the mouse, yielding a green colouration.
The start and end times of this selection are then used by the timeslider to locate all the
RID values within that slice of time. These values are then sent to the server as a selection
and subsequently sent to all the other components. Received selections reverse the process,
drawing single pixel green lines along the interface in all the places where events have been
selected. The thumb, and subsequently the movies are then jumped automatically to the
first of these lines, ready for the user to review the videos for that time.
Pressing the play button causes all the multimedia files to play simultaneously (single
video playing is available trough the normal media controls of the program in question).
While playing those videos, the time slider also sends out selection information, once per
second based on the location of the thumb. In this manner it is possible to ‘animate’ the
selections in other visualisation components, yielding for example on a map the apparent
motion of the users as a trial progresses, or the occurrences of events in an event series.
Pressing the stop button, as one might imagine, causes this process to desist. The master
volume slider simply sets the volumes of all the movies to the value defined.
Having considered the operation of the TimeSlider part of the media bridges we must now
consider the area in which the two differ. First let us examine the QuickTime Controller.
Apple’s OSX includes a scripting language called Applescript, which can be used to remotely
control all of Apple’s own applications. As one of these applications, QuickTime is control-
lable in this manner. Contained within the Aapple distribution of java, is a library allowing
java to execute applescript programs, and thus it is relatively straightforward to instruct
QuickTime to do exactly what one wishes. As such, when a user, for example, presses the
play button, an applescript is executed which tells QuickTime to Play All Movies. The same
technique allows data about the movie to be retrieved, so for the synchronization a script
requests data from QuickTime about the current position of a movie. The same technique
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is used to hide and show movies, and to jump to specific frames.
Windows media player does not share apple’s scriptable approach. Fortunately there is
an available solution. A small C# program, that runs in the windows system tray has been
created. When a movie needs to be opened, it creates a window, and adds a windows media
player COM component to that window, giving the user an interface, which if lacking the
full features of windows media player, is certainly a familiar interface. This program com-
municates with the TimeSlider component over a TCP connection and achieves effectively
the same result as the QuickTime alternative. Movies are shown, hidden, played, stopped
and jumped as required by the user’s interaction with the time slider.
Google Earth Bridge
Google earth is a powerful tool that allows locations to be plotted on a globe. The 3D model
of the earth is textured with satellite photographs of nearly everywhere on the planet, and
can be zoomed in to a quality dependant on the highest resolution of photographs so far
taken for that area. In some cases, particularly the larger western cities, those photographs
are incredibly detailed. This then seemed like an idea companion to Replayer.
Locations can be plotted in one of two ways, either directly - requiring the user to click
the location and tag it with some data or, alternatively, locations can be plotted using a
Keyhole Markup Language (KML) file. It is the latter of these which is of interest to the
design of Replayer. Google earth can be configured to get this file in one of two ways, either
by opening it from the file menu, or indeed the operating system, or by retrieving it from an
HTTP server on a predefined port and schedule. The highest resolution of these retrievals is
1Hz. This means that the fastest that Replayer can update Google earth is once per second,
as there is unfortunately, as yet, no way to directly push data at the Google earth client.
The Google earth bridge component starts up exactly like a normal Replayer component,
and has a simple user interface that allows the user to make selections about how the resulting
KML file should be structured. A set of drop down menus allow the user to define, from the
columns made available by the SQL statement generated in the meta tool, a main variable -
which is the text that will appear in Google earth as the title of that object, an x position, a
y position (the bridge component is able to automatically and transparently convert between
British OS and latitude/longitude values, and finally a variable by which the values will be
coloured - this allows an extra dimension of data to be represented at a glance. An example
of this setup from the treasure game described in the next chapter, might be the Player’s
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name as the main variable, the x and y coordinates, and then the glyphs coloured based on
the player’s team. Note that it is acceptable for the colour variable and the main variable
to be the same. Additional variables can be added by selecting them from a list box on the
left side of the UI. These are added to the KML and represented in a pop up box when the
user selects one of the objects in Google earth.
Once the setup process is complete, it generates that KML file and makes it available
to Google earth by running its own private HTTP server on a user defined port. Each
time a selection update is received from the server, the KML file is re-generated, either
excluding the non-selected objects completely, or colouring them grey, depending on the
user’s preference.
When the user starts the Google earth application, they must select the options from
within the Google earth user interface to get the KML file from Replayer’s server. This
requires them to input the IP address of the computer running the bridge component -
typically the same machine, so the loopback address 127.0.0.1 is the most common and the
port, typically 8081. Once this is done, they must select a refresh rate.
One of the biggest problems with the choice of Google earth as a visualisation tool, is
that there is no obvious way to retrieve the selections a user makes from the program and
send them back to Replayer. The only option available, comes from a quirk of Google earth’s
HTTP GET request. When it asks for the KML file, it sends the enclosing coordinates of
the image currently shown on the screen. This means that it is possible to use this box as a
crude form of selection. When the GET request is processed by the HTTP server, it passes
that data into the bridge component, which can the use a simple algorithm based on Java’s
2DRectangle object to establish which RIDs are within that enclosing rectangle. This is
considered to be a selection and passed to the server, which then passes it on to the other
components.
The Google earth bridge is at best an imperfect solution to the problem of plotting
positional data for Replayer. The selection process is clunky and the updates are potentially
too slow at 1 per second. One option for updating this component to solve these issues might
be to use the Google Maps API instead and display data using HTML and either a default
browser or a custom viewer component.
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4.3.9 Extensibility
Each Replayer client is a separate program in its own right. It need only adhere to the
communications API to be able to communicate with the server. As such, there are no
restrictions on the way it is implemented. To make it accessible to the user however, it must
be packaged up into a format that the meta tool is able to examine, and thus display in the
‘start new component’ screen - though if this is not done, one can still use such components
by opening them from outside the Replayer environment. This packaging requires them to
be stored in a java archive (jar) along with the path for the main class, and a screenshot
which the meta tool uses in its menu. This means that a simple java wrapper which executes
a Runtime.exec() command will be required for non-java based clients.
Additional clients can be added at runtime as the ‘open new component’ menu in the
meta tool scans the folder where clients are stored every time it is opened. The intention
here was to create an architecture which would support third party components, encouraging
a system whereby if a particular component is required, it can be added by someone with a
little programming experience, then shared with a larger community. In theory, a community
of Replayer users could generate a pool of available open source components and one would
be able to search this for suitable components before having to create a whole new one.
4.3.10 Digital Replay System’s Client-server system
The DRS desktop application can be used either in a standalone mode or a client mode,
associated with a particular DRS workgroup server. DRS’s support for collaboration and
distribution are only available when used in client-server mode.
When running in standalone mode all projects are stored exclusively on the local com-
puter. However, when running in client-server mode each project can be either standalone
(local only to that DRS client) or server-based (and potentially accessible to other clients,
depending on permissions). A standalone project can be converted to a server-based project
at any time (but not vice versa). In a server-based project it is up to the user to decide
which files should be uploaded to the server, and which maintained locally only (and/or
distributed by other means than the DRS server).
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4.3.11 Server Overview
The DRS server, like the client, is written in Java. It runs as a J2EE (Java 2 Enterprise
Edition) web application, in a servlet hosting container such as Apache Tomcat. It has two
interfaces:
• An XML Web Services interface, which clients use to communicate with the server
(based on Apache Axis), and
• An HTML browser interface, for DRS users and administrators (based on the Spring
Framework and Java Server Pages).
Like a DRS client, the server uses persistent JENA RDF models (backed by a Hypersonic
SQL database) to hold an index model and the metadata for each project. The server also
has a local file storage area for project-related files, and can upload files from and download
them to individual clients for local use. Project-specific databases do not exist on the server;
it is assumed that they can be regenerated by clients using the log files and data processor
definitions which are stored on the server.
4.3.12 Security and access control
The DRS server is presumed to be secure - it is up to the local system administrator(s)
to take the usual precautions to protect the machine and access to it. The full RDF of all
(server-based) projects and any project files that have been uploaded are all accessible to the
server. However DRS clients need not be assumed to be secure, and different DRS users may
have access to only a subset of server projects (and, in principle, only a subset of the RDF
and files within any one project). The main point at which this is policed is in the interaction
between the client and the server. The DRS server website is the starting point for security
and access control. When first deployed there is a single pre-configured administrator for the
server. This bootstrap user can then add other users (as server administrators or regular
users). The web site is also used by administrators and project owners to control which
other users have access (read and/or write) to which projects.
Client Identification and Authentication
A new DRS client must be added to the server by an administrator - an administrator user
name and password are required by the client during the initial client registration process
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when the client is first run on a new machine. The registration process establishes a shared
secret (a random string) between the client and the server which is used to authenticate that
client in subsequent interactions (excepting un-trusted clients). DRS supports a number of
different strategies for authenticating users, according to the nature of the machine that the
client is running on; this is configured by the administrator when the client is first registered
with the server. The options are:
• Client machine is un-trusted - this requires an explicit user log-on every time the client
application is used, and should typically avoid retaining local project metadata or files
after the session is over. Note: this is probably unsupported at the present time.
• Client machine is trusted and single-user - this does not require a log-on or authenti-
cation from the user each time the client application is used, as it assumes that the
normal (physical and OS) security of the client machine are sufficient to reasonable
identify and authenticate the user.
• Client machine is trusted and shared (typically part of a multi-user domain) - this does
not require a log-on to the application itself, but the user identity is mapped from the
current operating system identity, i.e. it is again assumed that a successful access and
authentication with the OS of the client machine is sufficient to authenticate the user
(and that the OS user accurately identifies the user).
There is no fundamental reason for a DRS user to actually be a single person - if a group of
people normally shares use of a single OS user account then they will normally also appear
as a single user to DRS.
Server Access Control
Almost all client requests to the server are subject to authentication - of the client and
user - before handling (the only exceptions are checking the server version and initial au-
thentication). Consequently, when each request is actually processed the identity of the
requesting user in known. DRS currently has a relatively simple access control model: each
user can have no access, read access or read-write access to any one server project. The
server index model is used to persist access permissions, and this can be changed via the
server web pages (which require the user to log into the web pages independent of their use
of a DRS client). The server will only provide new project data or files to a user if they have
read permission at the time of asking. Similarly, the server will only access project updates
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or new file uploads if the user has write permission at that time. If a user’s permissions
are reduced then they will normally still have access to the copies of project data and files
which had previously downloaded from the server, and any data which they had previously
contributed will still be present in the project. By default, a new project is readable and
writeable only by the user who created it. They can then grant read or write access to other
users registered with the workgroup server. In addition to read and write access, the server
also keeps track of granted access, i.e. the right to change other users’ access to a project. A
DRS server administrator has grant access on all server projects (e.g. in case a user leaves
the organisation). Otherwise, as with read and write access, the user creating a project is
the only one with initial grant access, although they can grant this same facility to other
users.
4.3.13 Client Access control
The DRS client maintains a separate RDF model for each project. More precisely the client
maintains a separate RDF model for each user’s own view of each project. So if the same
client machine (and DRS client application) is used by two different users, then each one will
be using a disjoint set of RDF models, even if they are working on the same server-based
projects. This provides a basic level of access control on the client, since the client will only
give the user access to their own copies of the project data. So if a particular user is denied
access to a server project by the server they will never be able get their own copy on the
client. However, at least in the current implementation, these models are actually part of
the same database, to which the client application has full access. So a sophisticated user
(programmer) could gain access to the project views of other users on the same machine.
We assume that local policies and working practices (including trust) will be sufficient to
address this issue trusted multi-user machines (but if follows that highly sensitive data should
never be accessed at all from a machine that is not itself sufficiently secure). Depending on
the configuration of the client machine and its operating system it may not be possible to
prevent other users accessing local video and log files stored on the machine (e.g. through
the normal operating system tools and applications). However, users are able to make use of
any operating system facilities which are available to guard the files that they are working
with from other users of the same machine (e.g. OS file and directory permissions), since
they will normally run the DRS client from their own user account (with their own OS
identity and rights for file access). At present, files downloaded from the server are cached
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in a common client directory, and so would be accessible to other users of the same machine.
A more secure option would be to rely on personal removable storage (e.g. external hard
disk, flash memory or DVD) which is only plugged in to the client machine when those files
are actually required and can otherwise be independently physically secured.
4.3.14 Project Synchronization
The data for each project is a single RDF graph (plus associated files and databases on
disk). For a server-based project, the server is considered to hold the complete and up-to-
date version of this project data. Each project has a server version number (an integer),
which is incremented each time the project is updated on the server. When a new project is
created it is initially a standalone project, known only to the creating client and user. The
user can then work on that project locally if they wish. At this point or at some later time
the standalone project can be converted to a server project. At this point:
• the client uploads its complete RDF model to the server,
• the server:
– creates its own new persistent RDF model for the project and loads the client’s
data into it,
– checks and updates the project information (e.g. creation date, version),
– copies essential information about the project to its own index model,
– grants initial project access rights to the creating user,
– creates a new RDF graph to the client reflecting the state of the server project as
that user is allowed to see it (often but not always this would be the full model),
– stores a copy of this on the server, so that it has a persistent record of what the
client was given of the project metadata,
– and returns the data to the requesting client.
• The client then
– replaces its old (uploaded) project data with the new data,
– stores a copy of this locally, so that it also has a record of what information the
server gave it, and
– updates its own index information (e.g. with project server version number).
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Note that the server also caches a copy of the RDF data that it returns to the client, so
that it has a persistent record of what the client was given of the project metadata. This is
illustrated in figure 4.7
Figure 4.7: Creating a new server project from a standalone project.
4.3.15 Synchronising client and server
Each user on each client machine has a separate copy of a server project’s RDF metadata
(filtered according to any read access constraints for that user). Each client also has a
copy of the project metadata as originally received from the server and without any local
changes. Whether a user has write access to a project or not they can make changes to their
own copy of the project on their own client machine like any other (server or standalone)
project - no communication with the server is required for normal DRS operations. This
is an important design goal of DRS client-server approach, and allows the analyst to work
effectively when away from their home network (or, indeed, any network, for example while
travelling). When a user has done some local work on a project and wishes to update the
server they choose explicitly to synchronize that project with the server. If successful, this
will make those local changes to the metadata available to other project users and/or from
other client machines. Synchronization has two phases.
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Client Update
First, the client must get itself up to date with respect to any changes (by other users or
from other client machines) made since this client/user version of the project was downloaded
from the server. It does this by requesting an update from the server. The server:
• Checks that the user still has read access to this project;
• Makes a new snap-shot of the server’s version of the project metadata, filtered accord-
ing to any access restrictions that this user has,
• Retrieves its copy of the version of the project which it previously gave to this user
and client,
• Calculates the difference, i.e. which RDF statements have been added and which
removed since the last update,
• And sends these differences to the client.
The client can then apply these differences to its own local model. If the changes that have
occurred on the server do not overlap with those just made on the client then these changes
will all be simple to make - just adding and removing statements. The client also uses the
changes to update the copy that it has of the project data as originally received from the
server. This is illustrated in figure 4.8. However, if the user has changed some of the same
Figure 4.8: Client update process to merge server changes.
things then the changes from the server may no longer make sense. For example, two users
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might change the title of the same analysis concurrently. The first might then upload their
changes to the server. Then when the second user tries to update they find a request to (a)
remove a statement that is no longer present (the old title) and (b) add a new statement
which conflicts with one already present (a second value for a functional property - the new
title value). There is no general automated solution to reconciling these kinds of concurrent
changes. The current implementation has some simple heuristics, e.g. checking for functional
properties (or property restrictions with cardinality 1) and retaining the locally changed
value in preference to remotely changed value. However this is not a complete solution, and
more needs to be done in this area (for example, automatically merging changes in textual
content, and/or referring conflicts to the user for manual reconciliation). Most problems of
this kind can be avoided by appropriately designed working practices. For example, if each
users creates and edits their own analyses then they are unlikely to make changes which
conflict with others. If a client merges its updates successfully then its local model will now
be up to date with respect to the server, but still contain the additional changes that had
been made locally.
Server Merge
Once the client merge is complete, the client can then perform the second phase of Synchro-
nization, which is to pass those local changes back to the server, to be merged by the server
into its reference version of the project. This is essentially the same as the client update
process but with client and server roles partially reversed:
• The client
– Retrieves its local copy of the model as received originally from the server (incor-
porating any updates received from the server, above),
– Calculates the difference between its current (edited) model and this, i.e. which
RDF statements have been added and which removed locally,
– Sends this to the server.
• The server
– Checks that the user has write access to this project, rejecting the request if they
do not, otherwise
– Applies the client’s changes to the reference version of the project,
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– Increases the server project version number (changes have been made),
– Makes a new snap-shot of the server’s version of the project metadata, filtered
according to any access restrictions that this user has,
– Retrieves its copy of the version of the project which it previously gave to this
user and client,
– Calculates the difference, i.e. which RDF statements have now been added and
which removed (at the client’s request) since the last update,
– And sends these differences to the client.
The client can then apply these (approved and visible) differences to its local copy of the
model as previously received from the server. This is now copied into its current view of
the project. This is illustrated in Figure 4.9. Note that there should be no conflicts during
Figure 4.9: Merging client changes with the server.
this process, either on the server or on the client, since the updates from the client are now
based on an up to date version of the server’s information, and the updates from the server
are based on a known model in the client.
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4.3.16 Comparing the two approaches
While Replayer and DRS both demonstrably use client-server approaches, the goals, and
thus design and implementation of these approaches differs drastically. DRS, the more
heavily engineered of the two projects takes a monolithic approach to clients. That is, the
client is a single application per computer with a number of viewers and editors for the
data. This limits collaboration to some extent, making it a solo application, but the server
extensions allow small teams to work on the same data. Ultimately, this approach is the
more scalable of the two, as it is possible for a single client to have several servers with
different data stored on them. It is also significantly easier to set up, as it has a single-user
version which entirely bypasses the need for a server and is sufficient for most applications. A
spinoff project of DRS called Mixed Media Grid (MiMEG) created a cross-site collaborative
version of the system however [82].
By keeping each viewer as a separate process, in effect a whole separate program, Re-
player allows users to more effectively tailor the tool to their needs. Setup is more complex
as a server is required to run any session, even on a single machine, however once set up
Replayer benefits in a number of ways from its approach. First, Replayer does not require
the kind of window organisation tools that DRS does, as these are embedded in most mod-
ern operating systems. Second, a Replayer analysis can be spread across several machines
on a network which allows two key benefits: collaborative analysis and additional process-
ing power/screen-real-estate. While DRS is limited to the maximum processing power of a
single computer to run all its viewers, and thus has a hard limit on the number of those
viewers that can run simultaneously (especially in the case of video playback), Replayer
is able to share its processes between two or more computers, circumventing those limits
(though Replayer Synchronization between two computers is compromised by network lag).
In discussions with users it has been shown that it is really the last of these benefits that
appeals from Replayer. We with our pilot users, we saw few examples of collaborative anal-
ysis, though MiMEG has demonstrated that there is a recognisable demand for it. The final
point to consider is that of extensibility. Both programs offer facility for this, but of the two,
Replayer offers a significantly more versatile model. DRS requires extensions to be written
in Java, implementing the (fairly complex) viewer interface and for them to be registered
with the main program. Replayer on the other hand has no set requirements other than
that the module is able to read and write to the correct TCP ports and uses the Replayer
communication protocol to send and receive selection data. This increases the number of
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people able to create extensions to Replayer, simply by removing the requirement that code
be written in Java. Of the two tools DRS is the most immediately familiar to its core user-
group (social scientists) since the suite of tools it delivers are more recognisable to users
of existing CAQDAS software, however several of those users find the program excessively
complex because of the sheer number of facilities it provides. While Replayer can seem like
a simpler alternative, it lacks the more traditional CAQDAS tools, such as transcription and
a coding system. It is worth noting that in a proposed rebuild of DRS the architecture will
be brought closer in line to the Replayer model. One area in which the DRS model stands
far superior to Replayer is that of multiple project support. Replayer can handle exactly one
database at a time. While that database can easily be saved, exported and passed around,
it has nothing like the kind of corpus support enjoyed by DRS. Indeed, as will be seen in
the proceeding section, DRS is even able to handle multiple log file databases to provide
comparative views of different studies within a single analysis - something Replayer is simply
unable to do. Likewise DRS’s server system allows users to have data stored securely on
several servers. Replayer is simply not capable of that kind of sharing. Despite the fact
that of the two, Replayer is billed as the collaborative analysis tool, usage has shown that
it is the type of collaborative work supported by DRS, i.e. users working independently but
sharing a corpus of data, that is more practically useful than the kind of simultaneous data
analysis that Replayer supports.
4.4 Synchronization
4.4.1 Introduction
It is important to note here that when discussing synchronization we mean more than just
the technical task of keeping data temporally synchronized, though that does form part of
the discussion. There is also the idea of methodological synchronization. How heterogeneous
media can be ‘used’ together.
4.4.2 Synchronization in Replayer
Synchronization is a fundamental feature of a system such as Replayer. Without accurate
synchronization, one cannot easily relate one data set to another. There are two different
types of synchronization used in Replayer which we must consider. One is the synchroniza-
tion of multimedia clips with each other and with the system logs. The other is the internal
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synchronization required to implement the brushing and linking described in the section on
viewers.
First let us consider the case of multimedia synchronization. It is necessary for each
device creating a log to be synchronized in advance of a trial. This gives internal synchro-
nization within the logged data, however, synchronising video and audio tracks with the
system logs is more complex. We use a lo-fi technique based around a tool called QCCI
(Quickie). This is an application designed to be run on a PDA given to each evaluator of
a system in use, i.e. each observer who goes out into the field. It displays a clapperboard
image on the PDA screen, and the time on the PDA is synchronized to the other devices
through wireless network connections.
Figure 4.10: The QCCI synchronised digital clapperboard
From a user’s point of view synchronization points are set in the timeline slider. A button
is used to synchronize new movies with the logged data. To achieve this synchronization, it is
necessary to open the desired movie and find a time where there is some obvious connection
between a the system time and a given frame in the movie. The easiest way to achieve this
is if the recorder of the movie has used a system such as QCCI, wherein the observer’s video
camera is pointed at the screen of the QCCI device, which displays an accurate system clock,
that has been synchronized with the devices being logged. This gives a user the system time
displayed on a frame of the movie. The user can then enter that time in the current time
field, resulting in the thumb jumping to that time, thus coordinating the frame of the movie
with the correct system time. The timeline slider sends a message to the server to write a
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new time into the media table, along with the file path and details of the currently selected
(topmost) movie. That movie is then permanently synchronized with the data and can be
used as described above. If QCCI or a similar technique has not been observed, the user
must find some event, usually using the event series that is obviously observable in the movie
and base the synchronization on that.
One slight problem with this technique is that the best possible synchronization is based
on the framerate of the movie, so a movie recorded at fifteen frames per second can at
best be synchronized accurately to one fifteenth of a second. General use showed that
synchronization tended to be out by anything up to a second. Additionally, some forms of
compression - notably MP3 played back with QuickTime, slightly stretch or compress the
file, meaning that the synchronization will drift the further one is from the synchronization
point.
This is a problem about which little can be done, though if the compression amount were
known and constant it would be possible to repair it. Imperfect synchronization is spotted
most readily in audio. Playing back two media files that are imperfectly synchronized results
in a slight echo. It has been observed that the best way to handle this is simply to mute
all but one of the movies. Interviews with users have also suggested that it is difficult to
seriously attend to more than one movie at any given time. This does not in itself mean
that it is not desirable to have multiple simultaneous video streams. Indeed, many of the
points laid down in the challenges in the introduction call for multiple views on one’s data.
Just because a user attends to only one at a time does not mean that the others are not
part of the analysis. A user may examine an area of video, then immediately want to review
what happened at that time in the system logs, or in a video of a non-collocated user.
Realistically such examinations happen one at a time however, so for most applications
imperfect synchronization is not considered a major issue. In one interview, the analyst
said that she liked to watch the whole lot together first, just to get a general ‘feel’ for the
data, then began to focus on the detail of each part of the data individually, and examine
the relationships between those different data streams with a view to describing a particular
accountable event.
Audio synchronization is handled similarly, using a distinctive noise that is recorded on
the audio track and simultaneously logged. This technique does not actually require the use
of QCCI, indeed any suitably accurate display of the time is acceptable, as long as that time
is synchronized with the system clocks of the recording devices, or at least one is aware of
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the offsets involved.
Beyond synchronising logs, videos, audio, the second requirement is to keep the data
selections synchronized. With many different visualisations of heterogeneous data types,
the challenge of keeping everything synchronized is considerable. There are two specific
areas of the system where data synchronization must be maintained. The meta tools must
remain synchronized showing both the current list of open components, and the queries
currently associated with them. Secondly, the current selection of data between components
must remain accurate, including when new components are opened.
Replayer is a distributed network system, so all inter-component communication must
take place over TCP network connections. Additionally, because components are non-
language-specific any communication must also be based on a simple grammar. synchro-
nization of the meta tools is maintained with messages from the control unit. Whenever a
new component, including a new meta tool, is opened or a query is sent to the database,
the control unit multicasts a list of currently active components. Included in this list is a
unique identifier for each component; the type of each; the location of each, that is, what
computer it is running on; and the last query made by each. The meta tools retrieve this
list, and update their displays appropriately.
The server is responsible for facilitating brushing and linking process between visualisa-
tion clients. Thus, when a user makes a selection in one of those clients it must notify the
server, which must in turn notify the other clients. Here we see the true purpose of the RID
value in each row of the database. A row of the database can be considered to be an object,
in that it refers to either a discrete event, or a slice of time where some state value is the
case.
A selection in Replayer consists of a collection of RIDs with each RID referring to the
object represented by that row of the database. Some clients, such as the time series and
the media bridges may appear to be selecting a slice of time, but in fact they are selecting
a collection of objects and it is this that is sent to the server. The server maintains a list
of currently selected objects which is then multicast to the current collection of clients.
A selection message uses the keyword $SELECTION then a coma separated list of RIDs.
When the server revives one of these lists, it is straightforward to simply reflect this list
back out to the clients. However, this is not sufficient to achieve the intended task.
Let us use an example to illustrate the problem. Using our earlier example from the
database architecture section, we have event data pertaining to button presses and state
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data pertaining to the locations of the users. Now consider two views on this data. We have
the all the location traces plotted on a map using the Google earth bridge component, and
the button presses plotted on an event series. We want to plot just the positions of those
button presses on the map. If we select all the button presses on the event series, we see the
disappearance of all the plots on the map. This is an effect of the RID method of object
selection - we have selected all the button press events, by their RIDs and broadcast that
list out as the currently selected list of objects. However, because the map is displaying
the state objects, which have a completely different set of RIDs we see nothing selected on
the map. The same thing would happen if the situation were reversed. If we wanted to see
all the button press events that occur within a constrained area of the map and made that
selection using the map tool, none of the button press events would be highlighted.
The server, on receiving a list of RIDs examines each one individually. If it is an event,
it uses the timestamp to find the closest preceding recorded value in the state data and
includes this RID in its broadcast response. Note that it must be the preceding value, even
if the proceeding value is closer as otherwise the data are certainly untrue, while this is not
perfect, it does return the best possible known state data for the time that event occurred.
If the selected RID is a state value, then the server will look for pairs of values - that is two
values in the selection set which immediately proceed each other in the state table. If it finds
a pair, it uses the timestamps of that pair to select all the event objects that occur in that
slice of time. Filtering of these events must then be actuated on the client side. In figure
4.11 we see state entries and event entries shown over time (y-axis). The red box shows
how when selecting a slice of time including two or more state entries, all events within that
timeframe regardless of type will be selected. The figure also shows the last known state for
each event. When an event is selected the last known time is also selected (not the closest
time).
In this manner it is possible to make and maintain selections which cross the boundaries
of the underlying state/event model.
Effectively then we have a system of data synchronization that can be applied through
any dimension of the data, rather than exclusively temporal.
4.4.3 Synchronization in DRS
From a technical point of view, the current incarnation of DRS handles all its synchronization
by time. DRS supports a simple synchronization model: each file in the (analysis) file-set has
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Figure 4.11: Interrelation of state and event selections
its own start time relative to the file-set as a whole. So playing from time zero (for example)
in the file-set would actually mean playing from the individual start time of each file within
the set. This start-time could be set by finding a distinctive visible or audible event (a
‘clapperboard’ event) in one file and temporarily freezing its playback, playing the other
file(s) to get to the same event, and unfreezing the first file. DRS supports this functionality
through the analysis Synchronization Manager - but with scope to significantly extend and
refine it, by the definition of time classes within its ontology. File time offsets can also be
adjusted by graphically dragging media tracks in the Track Viewer. Time is modelled in
the digital record ontology by the ontology class dr:Time. This is specialised into the two
subclasses:
• dr:AbsoluteTime, which specifies a complete date and time (e.g. 6th June 2006,
12:03:02pm GMT) as determined by some kind of timing device such as a computer
or camera with a real-time clock, or a wrist-watch or wall clock, and
• dr:TimelineTime, which specifies a time by an offset along some abstract or concrete
‘Time line’ (modelled by ontology class dr:Timeline).
The ontology models several different ways which might be used to specify time-line times:
• The unified time within a single analysis or replay (ontology class dr:EpisodeTimeline),
• Time within a single media file, i.e. time from the start of a video or audio file (ontology
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class dr:MediaTimeline),
• Time as measured by some timing divice starting from some (absolute) start time
(ontology class dr:TimingDeviceTimeline), e.g. ‘UNIX’ times, which are typically
seconds since midnight on the 1st January 1970, or
• Time based on some offset from some other time-line (ontology class dr:RelativeTimeline).
Every analysis has exactly one timeline - its dr:EpisodeTimeline - and all replay is based
on this. Every time-based media file (such as a video) has its own dr:MediaTimeline. The
relationship between replay time in the analysis and time in each file viewer is determined
by the mapping from the current time in the episode timeline to each viewer’s file’s media
timeline. If the analysis and the media both have known absolute start times then these can
be used to synchronize playback (see Figure 4.12).
Figure 4.12: File/analysis Synchronization using absolute times
Otherwise (or in addition) one or more dr:TimeRelations can be used to specify points of
correspondence between times on the different time-lines, such as the ‘clapperboard’ events
already mentioned (see Figure 4.13).
It is theoretically possible with the current model, though not implemented, to specify
multiple time relations at different point in the respective time-lines, e.g. to compensate for
differences in relative clock speed, or the pausing of one of the time-lines (e.g. a video which
has been paused and resuming part way through recording). While there are good reasons
for modelling these details of time and synchronization, it does raise significant additional
challenges for user understanding and for creating a reasonably simple and usable application
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Figure 4.13: File/analysis Synchronization using absolute times
interface.
Methodological Synchronization within DRS
Of course the technical challenge of synchronising media along a timeline is only part of the
idea of synchronization within a piece of CAQDAS software. Once the data is temporally
synchronized we must consider what can actually be done with it. One area to examine
is corpus management. This may be seen as a form of synchronization. DRS provides
a method by which all different types of media may stored as a single multimedia and
multimodal corpus. The project and analysis system allows these data to be not just stored
but organised into sensible subsets can be synchronized via the client server system with
other users.
Second we should look at the familiar CAQDAS tools provided by DRS. First we have
transcription, coding and annotation of time based media, all of which may be considered
a form of methodological synchronization. In each case we are essentially creating meta
data which can be effectively searched via the concordance tool, thus though we rely on
time to take us to the correct point in a related media item, searching our meta data allows
analysts to look for connections in the data, and indeed exporting that meta data allows
more sophisticated statistical methods to be applied using tools such as Microsoft Excel and
the Statistics Package for Social Scientists (SPSS).
The other area of interest here concerns the DRS document tool. With this tool we are
able to create active documents allowing data that has no inherent temporal information
to enjoy an asynchronous link with the temporal media. As an example we might have the
transcript of an interview conducted as part of a study. The interviewee may reference events
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recorded elsewhere on the timeline. The system of coding within the DRS document allows
a user to link that reference back to the actual referenced event, so it can be examined with
a single click. Indeed the system is such that several events happening at different times
may be referenced simultaneously within the text and each reference can easily be mapped.
What is essentially being done here is the addition of extra contextual data to a docu-
ment. In practical situations, an analysis is the process by which a descriptive document is
built. Taking ethnography as an example of the kind of qualitative analysis DRS and Re-
player are designed to support, a professional ethnography is described in terms of a formal
analytic schema for intense analysis, and packaged in a report [88]. DRS’s document viewer
provides a means by which that report can be augmented during its design phrase with what
amounts to quick reference bookmarks to the data drawn on by the ethnographer.
4.4.4 Comparing the two approaches
From a technical point of view, both Replayer and DRS’ temporal synchronization at play-
back time is simplistic at best. All that is made is a ‘best try’ to start viewers playing at the
same time. MiMEG demonstrated that when using networked simultaneous playback this is
simply insufficient, and demonstrated technology by which an improved playback synchro-
nization may be achieved. No provision is made in either system to cope with the idea of
‘drift’ wherein two items drift further and further out of sync as playback time increases.
This seems to be particularly problematical in DRS when playing back audio files encoded
as MP3s.
Likewise the media synchronization is essentially very simplistic. While log data synchro-
nization is limited only by the maximum accuracy of the least accurate clock used (assuming
those clocks have been synchronized in the first place) or by any delay between starting logs
recording separately, video synchronization is limited first by the framerate of the video(s)
in question, second, by the accuracy of a recorded clock (if a system such as QCCI is used),
and further by human accuracy, if using a more traditional clapperboard (audio based)
system. One solution to this problem, currently being explored in forthcoming updates to
DRS is the augmentation of cameras to include accurate timing data about when recordings
were started. The only major problem with this approach is it requires specific hardware,
while both systems are otherwise usable with exclusively commodity hardware. Replayer
actually takes this idea in a slightly different direction as described in this paper [158]. In
this proof of concept work, the cameras were augmented with location and bearing recording
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systems. The subsequent generated logs could be used to determine where a given camera
was pointing at a given time, and thus determine ‘usable’ footage. In the example in the
paper ‘usable’ footage was defined as footage where the camera was sufficiently steady to
be viewable and more crucially, particularly for ‘static’ cameras, when one of the study
participants was actually in shot (determined by a GPS log of the participants location and
the effective viewport of the camera).
4.5 Conclusion
In this chapter we have reviewed the differing approaches taken by Replayer and DRS in three
key areas of system design: distributed architecture, log file handling and synchronization.
In each case there are some general similarities, but the direction taken by the two systems
demonstrates the differencing approaches used in their development. Replayer, which was
developed centred far more on the system log data, generally revolves around support for
that, with additional media taking a less central role, while DRS is aimed more squarely
as a familiar CAQDAS tool, providing the sort of functionality (transcription, coding etc)
more normally associated with those tools (as can be seen in the related work section).
As yet DRS has not focussed on ‘doing’ much with system log data in any generic way at
least, though as we will see in the next chapter, when a bespoke log file viewer is created,






This chapter will present two separate case studies. One of the use of Replayer to study
the mobile game treasure and the second on the use of Digital Replay System, also studying
a mobile game: Day of the figurines In the first case the study is performed in house by
the Treasure development team, while the study of Day of the figurines is performed by a
professional ethnographer from outside the project. In each case we will see how the use of
coordinated views of system log data is used as a resource to describe in detail interaction
details which could not otherwise have been captured, thus demonstrating the value that
such resources can add to a qualitative analysis. It is important to note at this point that
while these case studies provide good anecdotal evidence of the benefits of using the tools
described in this thesis, this should not be considered a formal evaluation of those tools.
Rather they will serve as examples to drive discussion.
5.2 Treasure
The first case study is based on data collected during trials Treasure, a mobile game devel-
oped at the University of Glasgow to explore issues of seamful deign [47]. The main aim of a
Treasure player is to collect coins placed in areas of poor or non-existent network coverage,
and then bring these coins back into an area of good network coverage, and upload them
to gain points. By moving in and out of areas of network coverage, players also survey the
wireless network they are playing in, building up a dynamic map of network coverage that
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they all share.
Figure 5.1: The PDA interface to Treasure.
At the beginning of the game, each player is given a Personal digital assistant (PDA) with
GPS and 802.11 wireless capabilities. To pick up a coin, a player must walk or run to the
physical location of the coin as indicated on the map, so that his or her GPS-tracked location
is close to the coin’s location, and then press the ‘pickup’ button. For the player to gain
points for this coin he or she must then walk or run to an area of sufficiently high network
signal strength and click ‘upload’ so as to send the coins he or she has collected to the game
server. The chances of a successful coin upload increase the deeper a player is inside wireless
network coverage. To be successful in the game, players must therefore learn which areas
are covered by wireless network and which are not. In other words, they have to learn and
use the seams of the game infrastructure. A key competitive game feature is pickpocketing.
When players are close to each other they can use the ‘pickpocket’ button to steal coins
that are being carried by other players. However, for a pickpocket to work, both players
need to be within network range i.e. one can gain safety by staying out of the network.
Players can also protect themselves from such attacks by deploying a ‘shield’, preventing
other players from stealing coins that they have collected. Those players bringing coins
into network coverage have to be aware of where their opponents are, keeping a distance or
shielding themselves so as upload coins before they are stolen. In addition to coins, ‘mines’
are occasionally placed in random locations on the map. When a player walks over a mine,
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their PDA vibrates and is disabled for twenty seconds. This also causes the player to drop all
the coins he or she was carrying, and prevents the player from participating in or observing
what is going on in the game via the game interface.
Figure 5.1 shows the interface to the game. At the top of the screen, information is
displayed showing personal and team scores; coins currently being carried; signal Strength
for both WiFi and GPS and the remaining time in the game. The map (in this case an aerial
photograph of the play area) is displayed with notation for the location of each coin and
mine; the location of the player (and any other players within range); the range for pick-
pocketing (ring around the player); and an aggregate map of the wireless network strength
(shown as alpha blended blocks). At the base of the map are the interface buttons allowing
the player to upload coins, pick up coins, pick-pocket opponents and shield themselves from
mines and pickpockets. Finally there are buttons allowing the player to switch between
zooming and panning the map, and to centre the map on their location.
The game was played in teams of two versus two. If team-mates upload their coins
to the same access point within two seconds of each other, they gain double the normal
point allocation. A wireless coverage map was constructed dynamically by the server, from
coverage data sampled in real time by the players, and was regularly broadcast as part of the
game state for display as a semi-transparent map layer on users’ PDAs (see figure 5.1). Green
squares show areas of high sampled signal strength, and yellow squares show areas of weak
coverage. These collaboratively constructed maps provide players with additional awareness
of the network strength in the game environment, and also reveal where players have been
and can be used to select suitable places to upload coins and areas where pickpocketing is
likely to work.
In [14], Barkhuus et al. examine the evolution of tactics in Treasure as teams played
the game several times. Recording of data in Treasure was threefold: log data was collected
from each PDA, and separately from the server; videos were recorded of the game from two
locations, one roaming camera in the field, and another from a vantage point in a window
overlooking the game area. Finally, after each trial, participants were interviewed about
their experience. The data was loaded into Replayer, and then the results of the interviews
were collated with the recorded data.
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5.2.1 Inaccurate Interface Displays
One Issue, inherent to the seamful nature of the game was the fact that a player’s PDA
display of the other participants’ positions seemed to be wrong. With the versatility of
Replayer’s log file handling, we can use the general tools to describe the problem. By using
the Google Earth component to display each player’s position as recorded on his or her
PDA, as well as each player’s position as recorded by the server, we are able to see that
the discrepancy between these two apparent positions is often very large, and that these
discrepancies occur when the players pass out of network coverage. By combining this with
an event series showing the times a player uploaded their position to the server, we can
see when and why these discrepancies appear: the server maintains the last known position
for the player, so when they move out of network range and are no longer updating their
position - this becomes increasingly inaccurate, assuming they are still moving, while the
local copy stored in the PDAs logs shows the actual position (at least according to their
GPS log). Alternatively an event series showing a player’s signal strength, linked to the
original Google earth view can be selected to demonstrate that when a player is connected,
the server’s accuracy tends to be much higher. Conversely, when a player moves out of
network range, the server is no longer updating their view of the others’ positions so, again,
as time passes, these positions become increasingly inaccurate.
Relatedly, one example case is that of a trial in which the participants claimed in their
interview that they had been uploading simultaneously to score extra points. The interviews
provide a good starting point for constructing questions that can be answered by the data,
especially when viewed in conjunction with the system logs. These players’ abnormally
low final score brought this into question and, when the data was examined, there were no
instances of simultaneous uploads for this team. Further examination of the data showed
that one player’s PDA was regularly significantly less successful in connecting to the wireless
network - thus she was unable to upload simultaneously with her team-mate despite making
a valid effort. The visualisation showed she was in an area of good coverage, because the
visualisation is an aggregate made up of all the users’ connectivity sample data.
What is being highlighted in this particular example is a mismatch between the user’s
mental model of the system and the reality of the actual state of the system. Mental model
theory [163] assumes that humans create internal representations of objects and situations
they encounter in everyday life in order to explain how they work. One important aspect
of this is that these representations are ‘runnable’ in the head, that is, they can be used
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to predict the result of a particular interaction with the world. They are not always accu-
rate, which is why humans can have misconceptions about the effects of their interaction.
Rehman in particular explores how users may have their mental models of ubiquitous com-
puting systems enhanced by visualisations [178], however in the example described above
the visualisations are actually responsible for the breakdown of that model, i.e. the system
is showing them something (in this case the apparent signal strength on the map) that may
not be accurate. Indeed the network discontinuity on which the game is predicated effec-
tively perturbs the benefits of these visualisations. Kieras [129] explains the learning process
for device operation as requiring a good mental model of a system - but here is a system
designed to explore what happens when technologies break down - or rather to exploit those
breakdowns for some positive purpose. In practice then, it seems that treasure is a game
with a difficult learning curve, not because the game or the interface is difficult to learn,
but rather because what a player sees does not necessarily map well to reality. Generalis-
ing from this finding we can imagine that in a world of ever more pervading location and
context aware systems, the discontinuity between what a system might assume (its state)
as compared to our actual situation may lead to confusion and the apparent misfiring of
systems.
Where systems like Replayer come in here is in helping to highlight the specific break-
downs between users’ perceptions of a systems and the systems’ perception of users. In
this example, if we take either of the data types alone we get an incomplete model. The
interviews have the user telling us exactly what they were doing (pressing the upload button
when the map showed they were in an area of good coverage). They did indeed receive their
points, but fewer than would be expected from a team deliberately making simultaneous
uploads. If the system works as expected we can only assume some kind of human error
(perhaps they were not pressing the buttons in good enough synchrony). Otherwise we must
assume that the system is broken. If we look at the logs alone (without the interview) we
see that the users did not appear to upload their data at the same time. If however we use
the interview as a cue to investigate this discrepancy and look at the video of the users’
behaviour, we see that they were indeed pressing the button at the same time. Because the
video is synchronised with the logs we can then see that while one user was able to upload,
the other was not (because of differing connectivity on the two devices). The small screen on
the PDA makes it impossible on the videos to see what is actually happening - but the logs
show us exactly what is happening in system terms. The user is indeed, as they postulated
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in the interview, doing exactly what they should, however because the model of the system
they have built up by looking at the visualisations does not match with the reality of the
system (the device was not in fact connected) their attempt to ‘do the right thing’ failed.
This stands as an excellent example of how Replayer (or systems like it) might help us to
understand breakdowns in interfaces, and users’ mental models of, ubiquitous computing
systems.
5.2.2 Pick Pockets
In a related example, interviewees often noted a discrepancy between the number of times
they attempted to pickpocket an opponent and the number of times they actually succeeded
(and were rewarded with coins). Again, the event series is used to show the occurrences of
these events as a starting-point to investigation. Three reasons for this discrepancy present
themselves.
The first reason is that the displayed position discrepancy issue described above. It is
the server’s view of relative player positions that is used to determine whether an opponent
is in pick-pocket range, yet players were making visual determinations based on the physical
proximity of their intended victim rather than working directly with the information dis-
played on their PDA. This is an entirely understandable practice. Even without knowledge
of the game architecture, the pattern of message events triggered by a pickpocket attempt,
as visualised by the event series, can indicate that the success is determined by server po-
sitions. The second reason is also clear from the event series: players tended to press the
button many times in quick succession when trying to pickpocket, yet because only one
attempt could succeed this leads to a very high number of failed attempts reported in the
logs, though in this case the interviews suggested that player would only consider this to be
a single attempt.
Another possibility, and one that was a deliberate design point of the game, to stop users
from just continuously pickpocketing is the shield. When switched on this would protect
them from opponents’ attempts to pickpocket. There was however no feedback telling the
user that their attempts had been repulsed by a shield, rather the instigator simply didn’t
get any coins. The fact that his lack of suitable feedback served to confuse players is a
demonstrable flaw in the design of the game.
The final reason is that the intended victim may not have actually been carrying coins
at the attempted time of the pickpocket. Figure 5.2 illustrates how Replayer may be used
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Figure 5.2: Using Replayer to show the context of a pickpocket
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to show the context of an individual pickpocket event. The map (marked A) shows the
locations of three players involved. The two videos (top) show views of this incident from
different locations. The event series (marked B) shows all the pickpocket attempts made
in this game, with the current events highlighted. The time series (marked C) shows the
number of coins carried by the victim suddenly dropping to zero. Finally the time slider
(marked D) shows the position of the incident in the overall timeline.
A pickpocket event is selected in the event series, loading the map with every player’s
position at this time. A slice of time on the time series is also automatically highlighted by
the analyst’s selection. From this selected area, the number of coins being carried by the
intended victim at the time of the pickpocket can be determined. If at this stage a Media
component is open, a selection will highlight the point in the video where the pickpocket
attempt was made. In this manner we have selected the area of the videos relevant to
the specific area of the data we are trying to understand, supporting the process of thick
description.
Locating a pickpocket event simply by examining the video would be impossible, as it
is displayed only on the screen of the PDA, and is not an event players would choose to
make obvious. Playing the media component when a selection has been made automatically
skips between selected periods. By selecting all the pickpokcket attempt events in the
event series we can see how many of them have been captured on film, and use these films
to understand why the player was attempting to make a pick-pocket at this time. Using
various components in conjunction we are therefore able to establish through observation
for each attempted action, the participant’s motivation, whether the action succeeded and,
if not, provide a reason for the failure.
In this example we are using Replayer as a tool to support the ethnographic practice of
unpacking the character of an event [56]. We are presented with an event which is difficult
to understand because of a series of challenges outlined in section 2.3.1. Specifically:
• Mobility: our users are out running around literally ‘in the field.’
• Small Displays: The users are interacting through PDAs and hance the videos are
unable to effectively capture the screens
• Occlusion: The users occlude each other and each other’s screens - and the environment
often occludes the users from the view of the videos - particularly in this case where
the pick-pocketing user is attempting to hide the fact he is making the attempt from
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his proposed victim. This often includes hiding behind trees, or sneaking up on the
target etc.
• Invisible Interaction: The success or failure of the pickpocket depends on the accuracy
of two technologies: GPS and Wifi, quite apart from the games context (i.e. whether
the opponent has coins or is using a shield).
• Distribution of interaction: The event is taking place between two separate devices
using a number of services.
• Technological breakdowns: The game is predicated on the discontinuity of network
connections as an exercise in seamful design [46, 47] it is therefore axiomatic that the
system will not function in perfect harmony.
In order to unpack this event, we must combine a number of available resources, using
the method known as bricolage [64]. We have the interviews in which the users describe
exactly what they did in their own terms; we have the system logs which show locations (as
understood by the system), signal strength, interface events etc.; and we have the videos
which show the real locations of the players, and the environmental context in which the
event occurred. In order to unpack and describe this complex event we need to make use
of all of these resources, and we need them to be synchronised. As example, in the data
there are often hundreds of pickpocket button presses - a result what gamers call ‘button
mashing’ but few successful events. How do decide which of these is a single event as
understood by a player? We can use the event series to show these ‘bursts’ of activity and
separate them out into events. Finding the successful ones is easy - but it is generally more
interesting to explore the unsuccessful attempts, because these can tell us more about the
users’ understanding of the system. In some cases it may be because (as discussed in section
5.2.1) the users’ mental model does not match the state of the system, that is for example,
that the system’s stored location for a user may not match their actual physical location -
something that only becomes apparent when we look at the ‘real’ location in conjunction
with the ‘server’ location. Bearing in mind that the server mediates the event so it is that
location which is relevant to the success of the event. Similarly, both parties must be in good
network coverage for the event to take place - again as mentioned in section 5.2.1 seeing
somebody in a good location on the aggregated map does not guarantee they have a good
connection.
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It should be plain to see here that there are a very large number of contextual or sit-
uational circumstances that effect the success of the event. Unpacking these in detail by
making use of the tools provided by Replayer helps us to understand how and why the
system succeeds or fails, and how the players are interacting with it and with one another.
Once again, we can generalise somewhat from our results and consider that ubiquitous com-
puting is making digital and even physical interaction an increasingly complex proposition
to unpack (though it should be noted that this is not a trivial task at the best of times,
hence the whole practice of ethnography and ethnomethodology) and we require observa-
tional technology to support that unpacking process by making available different views on
situations and contexts necessary to understand these new types of interaction.
5.2.3 Environment Awareness
Because the games of Treasure took place in the city streets, and it is a fairly intense game,
the question arose as to whether users were able to safely operate the system. In one of
the interviews a participant stated: “I nearly got run over at one point!” This brought
up the question of road safety, as there were several roads intersecting the game area. By
selecting the roads in the map component, it is possible to highlight all the points in the
videos where participants were crossing the roads. Each event could then be played (if the
camera had been focussed on that participant at the time). In fact on examining the videos
we were able to establish that players did not, in practice, lose the ability to cross the road
or walk around safely. Although they did spend considerable time concentrating on the
information provided on the PDA, they also spent much time looking around, for other
players, cars and landmarks to help them use the map. This is an interesting observation
and worthy of further examination in future work, as it appears to contradict the results
of studies like [137]. Is this apparent additional awareness related to the characteristics of
this application? - playing with representations of location as it does. Much of the work
of playing the game was mentally overlaying the objects presented on the PDA with the
physical environment - bringing together the features of the game with the environment
they were in. Landmarks on the map had to be read and used to find where coins were
and players had to be found for pickpockets. In effect, the players were building a mental
model, not, this time, of the system state and interactions, but rather of how the physical
and digital aspects of the ‘game world’ were combined.
If we wish to understand these models - at least in relation to the locations of things the
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game knows about (players, coins etc.), it is possible to turn to mathematics. Information
theory is a mathematical study of the encoding and communication of information, which
provides several measures for the calculation of dependencies and relationships between
data sources [194]. One such measure that is of use in the analysis of treasure is mutual
information; a property used in considering the independence or interdependence of two
variables. It measures the amount of information that can be gained about a variable X
by knowing about another variable Y. This is applicable to an analysis of treasure as we
shall see. As each game takes place in a confined setting, over a relatively short period, it
is a reasonable assumption that a player’s actions at any time will be affected by the ‘state’
of the game in terms of other participants’ positions and artefacts on the map. Mutual
information was measured between the GPS positions of a pair of participants, to assess
the degree to which they could be said to operate collaboratively. While this may seem
like a radical departure from what has so far been a largely qualitative analysis, we are in
fact taking a mixed-methods approach, that is, we will take some quantitative measure (like
mutual information) then turn it into an accountable object that can be used to support
our qualitative analysis. The nature of system logs generally make quantitative techniques
applicable, and it is one of the challenges for Replayer to make the results of those analyses
applicable and accessible within a qualitative study.
Such a measure as mutual information(MI) is a more powerful analysis than a simple
correlation of positions, as it does not merely detect players moving around in pairs, but
more generally attests to the extent to which one participant’s location is predictable from a
team-mate’s. For example, a player might move to one corner of the game space in response
to a team-mate heading in the opposite direction, in order to cover more of the playing
area, or players might meet regularly in the centre of the map to perform collaborative
uploads, before swapping the sides they cover. Such behaviour would be detected by the
mutual information metric and would yield high MI scores. Players would only receive low
MI ratings if they played completely independently; that is, they acted with no thought to
their team-mate’s ongoing activity.
Figure 5.3 shows the results from the analysis. The tool on the left is the MI component,
which makes a series of MI calculations between pairs of participants. These are passed
to the tool on the right, where they are correlated with score showing that teams playing
collaboratively perform better. If required, SQL statements to retrieve each of the two
streams under analysis are entered in the text fields. A visualisation in the centre of the MI
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Figure 5.3: Performing a mutual information analysis in Replayer.
frame shows the joint probability density from the current calculation: a plot that may be
of interest to analysts, but is unimportant for the current example. The MI result is stored
for each calculation - multiple calculations over a series of input streams build up an array
of results. The export control at the bottom of the MI tool can then be used to send this
MI array to a correlation module, where it can be correlated with other variables.
In this example, data covering six trials of Treasure were analysed, each involving two
competing teams of two participants. Therefore twelve mutual information values were gen-
erated and passed to the correlation module. The correlation with team score was calculated
as 0.527. From the plot, it could be seen that one point was clearly set apart from the oth-
ers. Highlighting this point in the correlation tool allowed us to drill down to the data from
which the point was abstracted, highlighting the associated data in other visualization com-
ponents. We were able to establish that a system error had caused the logs for this player to
be incomplete, thus invalidating both the individual data and the wider MI correlation. This
value subsequently removed from the analysis. As shown on the right hand side of Figure
5.3, the correlation of MI and score was then 0.73, a strong positive correlation between
MI between team-mates’ positions and their final scores. It can therefore be concluded that
players acting in a collaborative manner were more successful at the game.
How then is this information useful in context? Beyond being interesting in and of itself,
there are a few factors here which require consideration. MI makes no distinction between
‘conscious’ or ‘deliberate’ collaboration, and ‘subconscious’ collaboration. It tells us that
teams that seemed to collaborate appear to do better, but if we wish to understand how
players interacted with the game and indeed how they collaborated then this information
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merely serves as a support. It can tell us for example a ranking of the amount of collaboration
between teams. We can then use this as a cue to interviewing to try to get a sense of exactly
how that collaboration happened. For example, did they actually decide to split up and
cover more ground as proposed above? or did they actively walk about together? the MI
doesn’t tell us this, but there are plenty of resources which can (videos, interviews, maps
etc.). Once again we see that to really unpack what happened, in line with qualitative
description practices we can take the results of the MI as a resource to support that process.
What is interesting about MI is that it will also highlight those ‘subconscious’ collaborations
or interactions (a phenomenon explored in [230]). Without it we would have no good way to
explore these in qualitative terms - because we would lack the evidence of their occurrence,
but by using this technique of mathematical logfile analysis to create a useful resource, we
can explore in depth how this behaviour might affect the experience.
5.2.4 Summary
We have seen in three examples some of the ways in which Replayer was used to unpack
interactions. In some cases the data is used essentially as a method of filtration for the
videos, as in section 5.2.3 where the video is filtered to find only sections of the video
where players are interacting with the system around roads - and the videos could then be
subsequently analysed to explore whether players were paying suitable attention to their
environment to be safe. Indeed filtration of video is something Replayer provides specific
tools for as described in [159] where Replayer is used to automatically find sections in videos
containing specific users, and to filter out parts of the video that are of very poor quality.
We have also seen, in sections 5.2.1 and 5.2.2 how a combination of resources can be used to
understand users’ mental models of a system, and indeed how those models may differ from
the system’s view of a situation. We looked (in section 5.2.2) at how Replayer can be used
to tease out the details of an event, allowing a deep understanding and thick description
of that event. Finally we looked (in section 5.2.3) at how Replayer might be used to apply
mathematical or quantitative techniques to system log data, then make the results of those
techniques accessible to inform a qualitative study. We have highlighted how the challenges
(as outlined in section 2.3.1) relate to these particular situations and how Replayer can help
to overcome them. In each case we have seen how Replayer serves to help a qualitative
researcher perform analysis on a complex mobile system,
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5.3 Day of the Figurines
This case study will describe some experiences with using DRS as a resource to support an
ethnographic analysis of a mobile ubiquitous computer game called Day of the Figurines [57].
This analysis was done as part of an experience report for the DReSS node. The log files
in this case are explored using a bespoke viewer component, added though the log file
workbench API and designed specifically for exploring system log data from day of the
figurines. Unlike the previous example, this study represents a real world case of the use
of DRS. DReSS has the advantage of a strong user base for testing within its own staff,
due to its participatory design predicated driver project process, with examples of users
including ethnographers, psychologists, and English linguists. This has given DRS a strong
development cycle opportunity with testing taking place in the field by users other than its
core developers, and rapid prototyping of new tools and processes.
The development of DRS supports the process of ethnographic description and has added
value to the core business of ethnography, i.e., the writing of culture in details of the practical
action and practical reasoning of its members. We start from the beginning with system
logs to articulate systems’ support for ethnographic studies of ubiquitous computing. Below
(Figure 5.4) is a representation generated from a system log of a cultural experience created
by Blast Theory 1 and the Mixed Reality Lab from Nottingham University. Day Of The
Figurines is a mobile SMS based game set in an imaginary city played by hundreds of
geographically dispersed people over four weeks.
The representation parses the system log and thus transforms the raw log into a human-
readable and accountable object; that is an object that may be discussed and reasoned
about and which can be drawn upon to formulate accounts of game play. Regardless of
whatever technical characteristics ‘parsing’ might have, the term refers to the co-design
of representations that address specific ethnographic interests. Co-design means that the
representation is the product of collaboration between the designer and the ethnographer.
The purpose of the collaboration is to specify features of the log that are relevance to
ethnographic research.
Practically, there is a reason here why a generalised component like Replayer’s mapping
tool is not feasible for such a project. The game is predicated on the existance of a ’virtual
world’ Though in practice there is a physical representation of this world in the form of a
model at a museum on which players place their figurines at the beginning of the game. The
1www.blasttheory.co.uk
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Figure 5.4: An XML based log from Day of the figurines
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state of the game is maintained by game organisers physically moving the figurines around
the map as information comes in. Representing this board might be considered in a number
of ways - not least by simply filming, or taking regular pictures of the board. However, we
must consider the meaning of location in this context. There are two locations of interest:
• The real location of the player - which is not tracked by the system, and which, though
it may be relevant to how the player interacts with the game, is not strictly speaking
part of the game’s ‘state.’
• The location on the board of the player’s avatar. It is also important to realise here
that this is not a cartesian coordinate relative to the board - and thus easily overlaid
on a photograph of the board, but rather an abstract location related to landmarks
like ‘school,’ ‘hospital,’ ‘fire station’ etc.
As such the snesible approach appeared to be to create a project specific mapping component
- essentially a representation of the board which could be used with the relational database
generated from the log files to determine who was where, and when.
Figure 5.5: Seeing what players did at locations.
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Thus we have a virtual model of a physical model of the imaginary city that all the
players saw when they registered to play the game at Wolverhampton Art Gallery. The
virtual model shows all the locations in the imaginary city that players could visit. More
than that it allows the researcher to query the log by specific ‘player ID’ (top right Figure
5.5). The player ID menu shows all players in the game and the number of messages they
sent (e.g., Miss Scarlet sent 96 messages in Figure 5.5). We can then highlight destinations
or locations that a player visited. We can do so by number of messages sent in a location,
number of messages received in a location, number of visits to a location, number of things
used in a location, and number of times recipient of thing used or gifts received from others
in a location (see bottom of Figure 5.5). Effectively the interrelatedness of the database
combined with the visual components creates a visually queryable resource, that is, one
that can easily answer questions about who was doing what, where and when from log data
stored in a database, and the data is returned in a usable fashion.
For example, when number of messages sent is selected, each location a message was sent
from is highlighted. Blue indicates where the player is on the current timeline, in this case
the Rec (as in Figure 5.5); red indicates where most messages were sent from; the tone of red
decreases across the remaining locations according to messages sent. The same principles
apply across the other methods of highlighting locations visited by a player. The slider
(on the left of player ID in Figure 5.5) allows us to trace the player’s route from location
to location over the four weeks of the experience according to the method of highlighting
selected. Thus we can scroll through the player’s virtual journey to see at-a-glance the
locations they sent messages from, received messages, what places they visited and how
often, what things they used in those locations and received from others. We can also see
at-a-glance the people they talked with at any location. To see just what was said and went
on between players any highlighted location we can click on the location to reveal specific
interactions.
Drilling down into a location gives us a view of interaction involving the selected player
(e.g. Miss Scarlet) over immediately previous, current, and following days in details of time,
who the message was sent by (including game events from the server), who the message
was heard by (or at least received by), what type of message was sent (e.g., a conversation,
a message describing the thing a player has requested to use, a local game event, and so
on), the content of the message, and the thing requested by a player. Message location or
player who sent the message are also available according to type, specifically when a player
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arrives or requests to leave a location. Drilling down into a location provides us not only
with a view of current player interactions at, for example the Rec, as in Figure 5.5, but with
a detailed retrospective-prospective view further articulating the context of interaction in
that location. Furthermore, we can click on entries in the ‘player’ list and see the locations
they arrived from and departed to from the current location and see the details of their
interactions in those places.
What we are looking at is a reconstruction of events. Beacsue of the casual and slow
nature of the game (which is played over four weeks) and the large number of players, a more
traditional approach to capturing this data for qualitative analysis, such as video is frankly
infeasible. While video can be (and was) captured for short periods for a subset of the users,
getting an overview of ’what happened in the game’ can only be reasonably actioned by use
of system logs, and given the complexity of the events a custom viewer was necessary. This
incidentally serves to show why extensibility is crucial in systems like Replayer and DRS.
No matter how many general purpose tools we provide, there will always be situations and
experiences that those tools are unable to adequately explore. By making it fairly trivial
to add those tools - at least to a programmer who need not have n depth knowledge of the
system he is building a tool to analyse, but rather just the requirements of the tool, we
support a much wider potential user community. So the board representation behaves as
a queryable qualitative resource, unlike any of the more familiar tools (video, audio, field
notes etc.) but powerful and reasonably easy to use in its own right. It also maintains its
state when interacting with the document viewer (3.3.9) so states can be saved and revisited
as notes in the wider context of a description.
At the click of a button, rather than after a prolonged manual effort, DRS enables us to
extract relevant sequences of interaction from system logs; or rather, at the click of a button
after the co-design of appropriate representations that transform the log into an accountable
object. The production of representations from system logs is very much bespoke at the
moment and requires close cooperation between designers and social scientists.
While there will always be a bespoke element insofar as the study of novel computing
domains and applications is concerned, one of the key challenges for the future development
of DRS is the production of standard representations or viewers, such as those offered by
Replayer, that enable social scientists to interrogate the contents of system logs. Neverthe-
less, Day Of The Figurines provides a view on system logs that makes the temporal and
spatially distributed character of social interaction and communication visible, it enables
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the analyst to trace players’ routes and journeys through space (in this case the virtual
space of the game), and it allows us to inspect collaboration between players in detail. Had
the players’ phones been equipped with locational technology their real physical locations
could also have been modelled allowing an exploration of the relationships between physical
location and interaction with the game. While we could imagine refining and extending the
interrogative functions of the viewer, providing better graphics or viewing multiple players’
pathways and their intersections for example, the need to develop viewers that provide spa-
tial and temporal views is key to the application of DRS to interaction, communication, and
collaboration in the digital society at large.
Of course this is only one view on the system, used to get an understanding of exactly
what happened in the game. However, if we wish to understand the experiences and in-
teractions with the game from the perspective of a user, rather than simply the system,
we must capture one person’s experience more thoroughly. This is done, using the more
familiar approach of video ethnography, as described in [102]. Analysing the data from the
perspective of this video alone is again subject to the challenges described in section 2.3.1.
In this case:
• Mobility : Discussion with players suggested that much of the interaction with the
game happened in ‘off moments’ such as travelling or standing in queues. While they
are not exactly running around in the way that players did in treasure or other Blast
Theory games like can you see me now? and uncle roy all around you, the fact remains
that the game takes place (at least from the perspective of the player) on a mobile
phone.
• Small displays As above, the game takes place mobile phone via SMS. This is not a
format that lends itself well to video - indeed much effort is expended in dramatic
storytelling to figure out how to embed this particular quiet, but extremely popular
communication channel in broadcast media - i.e. a character gets a text, how to show
the contents without them reading it out loud, which would be unusual and potentially
story breaking, or creating jarring graphics.
• Non-collocation: The player is geographically separated from the game board, and
usually from all or most of the other players.
• Distribution of interaction: There are many players interacting through mobile phones,
but on the other end of that there are organisers with computers and a physical board
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to manage.
• Interaction Time: SMS is not a synchronous medium. The time it was sent and even
received does not necessarily map to the time it was read or the time it was acted on.
In purely system terms what matters is when and what the actual messages sent are,
but if we want to understand the ‘game’ and how the players interact with it we need
to understand this.
• Technological breakdowns: The game depends on mobile phones. These are not always
on, and not always in range. How might this affect peoples’ interaction with the game?
If a player turns their phone off while at work - as was discovered to be the case in one
example, and misses a crucial game event, what happens? how does this affect their
experience?
In practice however we can address much of these by simply combining our videos with
the representation discussed above (as per figure 5.5. We do not need to see the specific
messages on the video because we have them right in front of us and synchronised on the
viewer. We also have to had the game context in which that event took place - who sent it?
from where (on the game board)?, why? etc. We can address these questions generally with
the system log data, and of course it would be feasible to do this just with a list of paper
logs, using the process discussed in section 2.6, but the time and effort involved would be
extremely significant. DRS really does add value to the whole process by giving us context,
and allowing us to ask questions of the data in a usable manner. It creates an accountable
resource through representation that can be used with other resources to understand and
describe interaction.
Analysis of interaction, communication, and collaboration is not restricted to what can
be seen via the viewer. While it obviously provides a resource that may be used to analyse
the inner life of the game, or of digital interaction, communication, and collaboration more
generally, it also supports exploration of the game’s intersection with the everyday life of
participants as explored in [21]. Digital interactions, communications and collaborations are
embedded in physically situated interactions, communications and collaborations. Thus,
we may be in the physical presence of people and also be interacting with others at a
digital remove. Understanding not only what people do in digital environments but how we
weave digital technologies into our physical relationships - where we use the digital, when
we use it, how we use it and so on - are all key issues to understanding the impact of
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ubiquitous computing on everyday life and arguably to broader social science research into
the digital society as well. The kinds of tools described here give qualitative social scientists
the resources and opportunities to study those relationships. Spatial and temporal views
on digital interaction, communication and collaboration provide a resource to explore such
themes, providing a concrete and detailed starting point for conducting rich interviews to
complement our understanding of what goes on within digital environments with external
dependencies that shape digital use.
Just by attending to ordinary problems of extraction occasioned by the use of system
logs in DRS we can see that DRS does not just make extraction easier, it transforms the
extraction process from one that is concerned to make log contents intelligible into one
that adds value by enabling interrogation and inspection. Instead of labouring through logs
seeking out relevant sequences of interaction, extracting them and cleaning them up, the
work is replaced by the co-design of log viewers to represent salient features of interaction,
communication and collaboration. With the development of standard views much that work
may be dispensed with too and the analyst may concentrate on what system logs have to
say as it were, rather than on making them into accountable objects.
5.3.1 Summary
We have seen how DRS enables the analyst to examine not only the contents of system logs
but other resources too in coordination with those logs. This particular case study is of
interest because the primary feature discussed is a bespoke viewer created for analysing the
Day of the Figurines project from within the DRS environment. A new representation was
created within the system, developed in close collaboration with the users to support exactly
the necessary forms of data and data interrogation. We have shown how a representation
of the data can be used to understand state over long periods of time - as was the case
with day of the figurines, and how that can be used to provide context to shorter in-depth
studies of specific parts of the process through video ethnography or other means. We have
seen specifically how DRS can be used to overcome the challenges outlined in 2.3.1 and
presented by day of the figurines, and how it has been used in a real study by a professional
ethnographer.
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5.4 Other examples of the use of Replayer and DRS
Aside from Treasure, Replayer has also been used in the studies of Feeding Yoshi [21], where
system log data was used to psuedo-spatial maps of player locations, andShakra [9] where
it was used during the iterative design cycle to demonstrate the success rate of the machine
learning algorithm behind that system.
DRS, having been a significantly longer running program has a wider array of users.
It has been used in the construction and coordination and coding of of the Nottingham
Multi Modal Corpus [42], It has been used in the study of VIRILE [35] where it was used
as a tool to code and synchronize several simultaneous videos, system logs and a screen
capture, It has been used by the Real Life Methods group to synchronize several different
video streams capturing a group session, and to link the data returned in questionnaires to
related parts of the discussion. It has been used by the thrill laboratory [188] to support
public playback of biological monitor data (heart rate, galvanic skin response etc.) It is
also in use at Nottingham University’s psychology department and in particular the visual
perception and driving in autism group, where it has been used as both a video playback
and interaction data capture device as well as a coordinated playback device for eye-tracker
data along with the original videos being watched at the time. DRS is currently in us in
a number of other studies involving several different universities and departments. As of
January 2009, DRS had been downloaded by 538 distinct IP addresses 423 of which were
external to the University of Nottingham. All users of the system register their usage online,
and later this year a survey will be conducted to learn how it is being used and on what
type of data.
5.5 Conclusions
We have explored through these case studies some specific evidence of how Replayer and
DRS can add significant value to an analysis. With reference to the challenges laid out in
section 2.3.1, we have seen how each of the case studies presents a subset of those challenges
and how Replayer and DRS have been used to overcome them. We looked at ways in which
we can use multiple resources in bricolage to unpack interactions, particularly in cases where
parts of that interaction are invisible, or uncapturable (5.2 and 5.3). We looked at how we
can inform our analysis in terms of what to look for and questions to ask in interviews by
applying quantitative techniques like mutual information to our system log data (5.2.3),
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and how we can use system logs, in coordination with other resources to better understand
users’ mental models of systems (5.2.1 and 5.2) and how inconsistencies between those mental
models and the system’s internal model may cause interaction to break down.
We have also seen that in some cases, general tools are going to be insufficient, and that
these systems need to be sufficiently extensible to allow the addition of new representations
of the data. Here we see, as has been discussed, the intrinsic need for a person with skills
and knowledge of both computing and social science practices to provide much needed
communication between the social and computing science communities. We also see the
benefit available to a willing social scientist using the tools provided by computing science,
and it is this collaboration which will serve to continue to drive forward the use of social
science as an analysis tool for ubiquitous computing in general.
It is important to take away from these studies that they are very much anecdotal. They
can never be true formal experimental evaluations of the tools for the very fact that doing
such an evaluation is infeasible. Because of the inherently reflexive nature of ethnography,
it would be impossible to design an experimental scenario where the same system could be
analysed with and without the tools and compare the results. Instead we must rely on the
evidence of examples, feedback and the fact that the tools (in particular DRS) have been
designed iteratively and in close collaboration with a number of professional social scientists.
Certain functionality, for example, the document viewer (3.3.9), very specifically supports
ethnographic process as laboriously determined in interviews, discussions and testing. Ul-
timately these case studies can only scratch the surface of the functionality, or analytic
possibilities to be found in either system. Much of DRS, for example, is concerned with
corpus linguistics, as discussed in depth in sections (3.3.10 and 3.3.11) as a result of one of
the driver projects, and these tools have not been included in the case studies. So while
these systems have not undergone a formal evaluation, they have been extensively “tested”
through their use. DRS in particular has been prototyped, tried out, modified, tried again
and generally gone through an iterative design process with often several prototypes of
each tool (at least for the more complex ones) each building on feedback from its use in
one of the driver projects. A good example of this might be the coding tools, used and
tested extensively in several projects including the Nottingham Multi Modal Corpus [42],
and VIRILE [35] both of which were undertaken by members of the driver projects. It was
the feedback from those users which has helped DRS’s coding tools to be effectively usable.
It has been the intention in this chapter to show that there is a genuine practical use
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and value to be had when doing qualitative analysis from these types of tools and this kind




6.1 Replayer vs DRS
In the above chapters we have explored two very different pieces of software, Replayer and
Digital Replay System (DRS). This section will examine the different approaches taken,
including the reasoning behind those different approaches, and explore the strengths and
weaknesses of each.
The goal of each system is ultimately the same: to combine heterogeneous media, includ-
ing system log files onto a synchronised, coordinated view in order to support the practice
of qualitative data analysis in a world where the miniaturisation and pervasiveness of tech-
nology makes system logs that an increasingly important and useful resource.
Replayer approaches that goal very much from the side of the system logs, providing a
variety of generic ‘chart’ type viewers that can be used singly or in a coordinated fashion
to explore that data. It takes an approach familiar in the world of information visualisa-
tion, using brushing and linking between different views to allow filtration, selection and
exploration of that data. Replayer’s rigorous organisation of those logs allow this system to
function effectively, while the distributed nature of its architecture allows it to circumvent
some of the major issues generated by a multi-view system such as screen real-estate, lack
of processing power etc. That same architecture could also allow multiple analysts to work
together concurrently, or analysts to word directly with a system’s designers to further a
better understanding of the data contained in the system logs. To provide playback of other
types of time based media, such as video or audio, Replayer makes use of tools familiar to
most users: QuickTime on OSX and windows media player on Windows.
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Key strengths:
• Cross Platform support
• Well defined internal database structure for storing logs, based on a sound framework
• Large range of viewer types for those logs
• Instrumentation system to support the logging process
• Brushing and Linking based synchronisation of data, allowing complex selection and
filtration processes
• Support for collaborative analysis and/or separating complex processing tasks to dif-
ferent computers
• Strong framework for extensibility in every aspect
• Uses familiar tools for playback of familiar media types (QuickTime, Windows Media
Player)
Key Weaknesses:
• Unfamiliar approach for social science
• Lacks the more ‘expected’ CAQDAS tools such as transcription, annotation and coding
• Lack of flexibility in log input
• Weak synchronisation for media files
• Weak playback synchronisation
• No support for corpus management
• Knowledge of SQL required to construct more complex queries
• Not a very intuitive interface
• No support for project meta data
• No real support for project/data sharing
• Lack of ways to ‘search’ the data
• No support for images
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It is important to consider that Replayer exists really as a proof of concept. It serves to
demonstrate the kind of things that can be done by combining system logs with other media
data as shown in the case study. However, its complicated interface, dependency on SQL
and lack of support for other CAQDAS methods make it not really suitable as a ‘real world’
tool by social scientists who do not also have a strong background in computing science.
The environment in which it was constructed was largely one of computer science rather
than social science.
Conversely DRS was constructed to actually be a tool usable by social scientists. Taking
a participatory design approach the development of DRS was guided at every stage by three
main driver projects comprising different aspects of qualitative social scientists:
• Ethnographic analysis of ubiquitous computing technologies
• Linguistic analysis of multi-modal features of natural language use
• Psychological analysis of teaching and learning in e-Learning environments
The varied backgrounds in qualitative social science of the three driver projects has
allowed the development of DRS to focus on supporting those varied practices culminating in
a tool more widely applicable than for simply one area. As an example, consider the different
coding systems within DRS. The time-based coding in the track viewer is something required
by both the English linguists and the psychologists though the particular ethnographers who
comprise that driver project have little interest in it. Conversely the coding (technically
‘markup’) provided in the DRS document viewer is designed to directly support the process
of constructing ethnographic reports and was designed in close collaboration with those
ethnographers.
It is perhaps unsurprising then that DRS has the look and feel of a familiar CAQDAS
toolkit such as ANVIL or Transana, though it provides an amalgamation of the facilities of
several different established tools. DRS is much more rigorously engineered than Replayer,
since pert of the project’s mandate was to create a tool that would be freely downloadable
for use within the social science community. Because of the particular focus of the driver
projects, log files actually had a lower priority in the early stages of development, despite
being the feature that truly sets the system apart from those other CAQDAS tools, however
support for them was designed and built in from the earliest stages of the design, and this
is reflected in particular in the way meta data can be applied to log file data in the same
way as other data types, and in the way the log file workbench has been designed to handle
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the input of many standardised logging formats. DRS has however been criticised by users
for its inherent complexity. Being a ‘monolithic’ tool, all the functionality is exposed all the
time, giving it a very steep learning curve for a new user.
However, despite some criticism, DRS has been picked up and made use of by a number
of social scientists, working in different fields and doing ‘real’ work. Section 5.4 highlighted
a number of projects making use of the system, as well as a large number of downloads
(423 outside Nottingham University). It is directly supported by the CAQDAS networking
project at the University of Surrey, an independent group who provide training to social
scientists in the use of software tools 1. It is difficult to refute the fact that it is being used
in anger, and has produced real results, such as those reported in [42, 96, 140, 219]. The
general feedback has been that it is not completely starightforward to use, would benefit
from some improvements to its interface and some debugging, but is usable and provides an
effective method for approaching data.
One interesting example of this usage - or more properly of appropriation, was in the
Riders have spoken project, described in [96], wherein DRS was used not so much as an
analysis tool, but as a method of archiving large amounts of experimental data. The project
and analysis system it provides, along with its support for a wide variety of data types
apparently made it very suitable as a data curation system, which just happened to have
some added benefits for marking up that data.
Key strengths:
• Cross platform support
• Familiar tools for qualitative analysis (transcription, coding, annotation etc)
• Support for many different log types, timestamps etc
• Well engineered for a stable, consistent and familiar interface
• Strong support for Meta data
• Strong corpus management tools
• Support for project sharing
• Included tools are designed to the requirements laid down by social scientists
• Support for import/export to and from other tools such as Transana and SPSS
1http://www.surrey.ac.uk/sociology/research/researchcentres/caqdas/
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• Cross media searching
• Supports a wide range of data types: logs, video, audio, pictures, transcripts, docu-
ments
• extensible ontology able to handle additional data types as they are included
• API for creating custom viewers
Key Weaknesses:
• Very limited tools for viewing/analysing logged data
• Number of possible concurrent views limited by screen size and processing capability
• No support for the actual process of logging
• No standardised internal database framework for handling logs
• Weak synchronisation for media files
• Weak playback synchronisation
• Difficult learning curve
If we compare the lists of strengths and weaknesses of the two systems it is interesting
to note that in many cases, the strengths of one, are the weaknesses of the other, and vice
versa. The reality is that a combination of the facilities provided by these two tools is needed
to really provide the kind of tool that should be possible. The two weaknesses shared by
both systems (that of maintaining temporal synchronisation during playback, and getting
a sufficiently high-accuracy synchronization to start from) has been heavily addressed in
DRS’s sister project MiMEG [82]. Were that functionality also to be incorporated those
weaknesses could also be addressed. As should be expected, DRS being the larger of the
two projects provides a more usable tool, but Replayer is arguably the more innovative of the
two focussing as it does on what can be done with the system log data. However, visualising
log data on its own is nothing new. Replayer began the process of integration with more
traditional materials by supporting the synchronisation of video and audio files with that
log data, but DRS provides far more support for the use of those types of data.
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Extensibility
Let us now look at a one area in which both systems excel: Both Replayer and DRS are very
extensible in terms of creating new visualisation tools. DRS also allows for the creation of
new types of metadata by the expansion of its ontology. In Replayer’s case, new tools need
only be able to communicate by raw sockets and understand a fairly simple string-based
protocol to be able to become part of the system. For them to appear in the interface they
may need a java wrapper round any other language software (such as an executable file),
but that is a trivial process. There are essentially two areas for expansion in Replayer:
parsers and visualisations and both are quite simple to create. DRS similarly provides
opportunities to create parsers - called processors in DRS but doing basically the same task
of transforming log files into database tables) and visualisations - called viewers in DRS.
Unlike with Replayer, we have a strong example from the case study where a viewer was
made for a specific project, and indeed another example from [96] where a ‘map’ viewer
was created for DRS to show the paths riders had taken. This extensibility makes the two
systems extremely flexible and is one of the key aspects of the software that makes the
practically useful for dealing with ever more complex interactions and experiences. It would
never be possible to create a tool able to handle every situation, but to create a tool able to
handle lots of situations and put infrastructure in place to allow others to add to that tool
is practicable.
6.2 Revisiting the challenges
In the related work section a series of challenges was laid out defining some of the difficulties
associated with trying to perform qualitative analysis on ubiquitous computing systems,
and more generally just in an environment where ubiquitous computing is an increasingly
normal part of everyday life. In this section we will revisit each of those challenges and
describe how the software explored in the previous three chapters attempt to manage them,
with specific reference in each case to the case studies outlined in the previous chapter.
6.2.1 Mobility
This is certainly a key factor in virtually all ubiquitous computing systems. Users of ubiq-
uitous systems are often mobile. They move across extended physical areas, quickly at
times, sometimes even running, which can make the documentation of action and capturing
142
6.2 Revisiting the challenges Chapter 6: Reflections and Conclusions
of video material difficult at best. However analysts are able to leverage ubiquitous com-
puting technology to support the analysis process. For example if the study participants
were equipped with global positioning systems (GPS) and those GPS devices recorded a
log, then a viewing component such as Replayer’s Google earth bridge Would allow those
location traces to be plotted on a map. Recording additional system log information about
their interaction with the technology around them allows us to replay exactly what they
were doing from a purely systemic point of view. Combining that systemic information with
video, possibly captured from several sources and synchronized with one of the replay tools,
and further combining that with the field notes and knowledge of our analyst it becomes
easier to build up a flexible corpus of useful information that can be used to effectively
describe the character of the user’s behaviour.
Turning to the case studies, we are well served here by the examples from Treasure
(section 5.2), which is a fast paced game played out in the streets with PDA interfaces.
When performing an ethnography using more traditional observation techniques such as
video, we are unable to capture the ‘hidden’ game events and states. It is difficult to attend
to all the players at once, but as they are interacting with one another, sometimes at a
distance through ‘pickpockets’ (5.2), simultaneous uploading (5.2.1) etc. we need to have
a deep understanding of the context of the game, i.e. its state to make sense of these
interactions. A set of recorded positions for each player (both from the server and the client
- the discrepancy of which was shown in sections 5.2.1 and 5.2 to cause players’ mental
models of the system to break down) allows us to reconstruct the movements of each player
after the event, and give each the attention it deserves. We also saw that by applying mutual
information theory to the respective players’ movements (section 5.2.3, the system was able
to inform us about collaboration on both a conscious (as shown by discussion in interviews
and recorded on game videos) and more subconscious level.
Similarly with Day of the Figurines (5.3) the players often play the game in free time
such as while commuting or waiting in queues. The fact it occurs via SMS on mobile phones
makes it almost axiomatically a mobile experience. Capturing data from theseevents is
challenging in this case also because of the time factor. The game is played over four weeks,
with mobile participants, making a more regular observation difficult. By creating a ‘view’
on the game constructed from system logs, we can examine the general behaviour in depth
and when we do gather observational data about short periods of play we can understand
this in the context of the game itself and the surrounding players.
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6.2.2 Small Displays
Interaction frequently involves the use of devices with physically small displays such as
handheld computers and mobile phones. This makes it difficult for an analyst to see a user’s
interactions with a system. Of course there are many ways to capture that information,
through long established human computer interaction research. Having users ‘think aloud’
their interaction springs to mind, but methods like that rather break the ‘real world settings’
exploration favoured by many analysts. Again then we may turn to replay to provide a
solution. One option available for some devices is to use a screen capture approach - i.e.
record a continuous video of the screen using special screen capture software. Again replay
software such as DRS or Replayer can be used to synchronise this video with other videos
capturing a wider view of the context of the interaction. This approach as successfully used
in an evaluation of the VIRILE system [35] and [34]. Alternatively a well instrumented
system such as Treasure may have much of its action reconstructed from the system logs
as demonstrated in the case study. This reconstruction may then be used as a resource in
synchrony with other resources such as video, field notes etc in the production of an analysis.
Turning once more to the case studies, we can look at the practice of reconstruction. In
treasure (section 5.2), the screen gives a lot of information about state, but we are unable to
capture this (screen recording is not technically feasible on PDAs) because of the size of the
screens. For a good exmaple, we might turn to the case of reconstructing a pickpocket event
(section 5.2). In this case capturing the screen is made even harder by the fact that one player
is trying to hide his actions from his target. There are a number of circumstances which
might cause a pickpocket to succeed or fail, and we can reconstruct those circumstances -
both in terms of what information the player had (leading to his attempt) and what the
state of the system was (leading to the result). In Day of the Figurines (section 5.3) The
interaction takes place through text messages. If we are observing natural behaviour, people
do not generally read their text messages out loud. However our synchronised reconstruction
of the game events allows us to see those messages (i.e. what the player sees) in the correct
context and thus better describe and interpret their actions.
6.2.3 Headphones
Users often have audio information provided through headphones which becomes unavailable
with traditional capture techniques like video recording. This means that the analyst may
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miss much key information. By simply recording the audio sent over the headphones and
playing that back in synchrony with other data using the tools provided, we can recapture the
crucial information that might otherwise have been lost to the analyst using more traditional
capture and playback techniques.
In this example, the case studies cannot help us, because neither of the examples we
explored featured audio or headphones. However the same holds true for this as for the
previous example. If we have the audio recorded separately and synchronised, or it can be
reconstructed from system events (as is the case with some forms of audio feedback) We
can overlay that audio track with captured video - or other form of observation to better
understand the context and thus better unpack the behaviour.
6.2.4 Non-Collocation
When interacting with collaborative ubiquitous systems users are frequently interacting
with other users who are not collocated with the user. This characteristic of ubiquitous
computing systems presents a significant challenge for an analyst. One possibility is to
capture both sides of an interaction using either system logs or other recording technology
such as audio or video then reconstruct the action post-hoc using one of the replay tools
described. Additional information my be recovered by interviewing the participants then
using tools provided to annotate the recordings, with information regarding the other side
of the interaction. Again we have a situation where the tools allow us to reconstruct a view
over the data which would have been difficult to achieve without the support provided by
these tools.
The case study that serves us best for this point is Day of the Figurines (section 5.3).
Players are geographically separated from each other, from the game board, and from the
organisers, and communicating with the game through a non synchronous medium (namely
SMS) - which means they may also be temporally separated e.g. receiving events at different
times - something that will be discussed presently. The geographically dispersed nature of
the game makes it challenging to observe interaction between players, but we can observe
one side of that interaction and reconstruct the missing information (the other side of the
interaction) later when we unpack it.
The study of Treasure (section 5.2) does also serve here in the same manner. While
the distances are smaller, since treasure was played over an area of only around one square
kilometre, they are still widely dispersed over that area. As such attending to all of them at
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once is difficult, so the same reconstruction of context serves us. One related and interesting
factor coming from the case study is that of ‘collaboration at a distance,’ something suggested
by the mutual information analysis in section 5.2.3. It showed us that players were able to
divide up the space in a form of collaboration that might be difficult to capture or indeed
even be aware of when they are some distance apart.
6.2.5 Invisible Interaction
Users often interact with invisible sensor systems such as Global Positioning Systems or
video tracking, which can make it challenging to understand why users are acting in a given
way and how the sensing systems are actually behaving. The inclusion of synchronised
log data from these systems allows the analyst to include this missing information in his
analysis, and thus better describe the accountable process of an interaction.
The case study of treasure (section 5.2) serves us well here. In the specific example in
which we wish to understand how players failed to successfully upload coins in a particular
location (section 5.2.1), it is only apparent what is going on if we can reconstruct exactly
what data was available to that player. Looking at their position we can see that they are in
what appears, at least on the aggregate signal map, to be an area of good signal coverage,
and by combining this with information (also shown on the screen) which shows they were
not in fact connected to the network, we are able to understand why the upload was not
succeeding. The players did not notice at the time that this was not working, and there
is no indication on the video, though it is discussed in the interview when talking about
their seemingly low team score and their attempts to collaborate. The interview highlights
a problem that cannot easily be answered through observation - but reconstructing the
context gives us that answer - pointing again to inconsistency in mapping between mental
model and system state.
6.2.6 Distribution of Interaction
Interaction may be distributed across different applications and devices. Interaction is thus
not only located in different physical locations but may also be mediated through different
applications and devices, which makes it difficult to develop a coherent description of inter-
action. Again the support for synchronised system logs helps to support the collection of
interaction fragments into a cohesive whole. Bringing all the logs into one playback creates
a holistic ‘virtual device’ which combines data from all the devices and applications into a
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synchronized corpus for playback and analysis. It is thus easier to consider the system as a
whole rather than what it is in reality: a collection of diverse technologies and applications.
This ‘virtual device’ can then be examined in synchrony with other materials, allowing the
analyst to focus on the character of the interaction, while remaining aware of the diversity
of resources supporting the description.
Both case studies give us examples of this issue to explore. Treasure (section 5.2) is
made up of a series of PDAs and a central server. To get an accurate picture of the ‘state’
of the system, logs are recorded on each of these devices, then combined together to create
what is, to all intents and purposes, a ‘view from nowhere.’ However it is through this
view that we are able to reconstruct the context of and subsequently unpack events, as in
the example of exploring a ‘pickpocket’ event (section 5.2). In that event the user looks
at his PDA interface, which gives him a picture of the known game context - or at least
some of it (recall that he is not informed if his target is using a shield, nor if his target is
out of network coverage). he then makes a decision to try to pickpocket a target. When
he clicks the button, a message is sent to the server, which examines its own view of the
context, measures the distance to the target and accepts the event only if its position for
both the player and target are within range of one another. A message is then sent to the
target’s device telling it to remove coins and if the receipt of that message is acknowledged
(confirmation that the target was indeed in range) a message is then sent to the player’s
device telling it to add the coins (i.e. that the event has succeeded). As we can see here,
even without the shield or other factors, there is a complex process to go through involving
messaging from several systems and a dependency on two technologies (GPS and Wifi).
Only if all this succeeds will the player have made a successful pickpocet and to understand
why one may have worked while others may not have we must build a picture of the system’s
state, and the player’s mental model of that state. If the two do not match then the attempt
will fail and the player will be disappointed. We see then what the benefit of being able
to reconstruct all this information is - and combining this with videos of the event helps
to shape the understanding of the process. Some players for example simply mashed the
pickpocket button whenever they could see another player. Others were more deliberate -
checking their screen to make sure everything was in place, or lying in wait near the upload
areas. These actions are best unpacked through the coordination of video, system log data
(suitably visualised) and interviews. The study of Day of the Figurines (section 5.3) serves
us equally well. That system is made up of consumer mobile phones, an SMS server, a game
147
6.2 Revisiting the challenges Chapter 6: Reflections and Conclusions
server and of course the physical board. A player-player interaction is not a direct SMS
but one mediated by the servers, which record the event. In fact the case study is a great
example of the representation of a system as a virtual device. We are able to construct a tool
for querying the event data (as seen in the case study and pictured in figure 5.5, regardless
of what types of phones people might be using, what network they might be on etc. and
we can use this representation to unpack players’ interaction with the game in considerable
depth - something that would have been extremely difficult without that representation.
6.2.7 Interaction Time
Certain communication channels such as SMS messages or email are not continuous, that
is a message may come in at one time, but a user may examine it much later then wait till
a convenient time to respond. This complicates the process of conversational analysis as
the context of the times when a user receives a message and when they act on it may be
very different. Synchronised access to all the resources involved allows the analyst to select
exactly the resources he needs to develop his description, filtering out those which are at
the time irrelevant. The facility provided by Replayer and DRS to jump straight to the
relevant areas of a video tied to a specific system log event means that the analyst can easily
focus on one particular interaction, even if the parts of that interaction are not temporally
collocated, and construct a cohesive description of that interaction.
The case study of Day of the Figurines 5.3 provides an excellent example of this phe-
nomenon occurring. The game is played over SMS, which is an asynchronous medium. The
server records when it sends a message, and when it receives one, but cannot know when
that message was received by the player (the phones are not instrumented) nor when it was
read. Because the server runs continuously, we can have some idea of when the message
was acted on - assuming good network coverage ensures the reply is delivered promptly.
This is an example of why dealing with the system logs alone is not sufficient to build up a
picture of how people engage with the game. We know how in game terms they interact,
but not the context under which that interaction took place, or the thought and decision
making processes behind that interaction. For this we must turn to more familiar meth-
ods: observing and recording the player in situ for example, or through post hoc interviews.
We can however inform such interviews by examining the data in the viewer for interesting
game events to explore with the players - and indeed because we have a timestamp for the
message events we can interrogate the player as to why particular delays took place. In the
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case study, for example, we have the case of a player who switched the phone off while at
work. We need a combination of the temporal and system context provided by the viewer,
with the observation or interview based understanding of the players actions in that context
to fully unpack what happens in their interaction with and through the game.
6.2.8 Technological Breakdowns
Because ubiquitous computing systems frequently rely on the use of diverse technologies all
being used together, sometimes not everythign runs as smoothly as it should. In reality
these technologies do not always work perfectly together, potentially creating confusion for
both the user and the analyst in the interaction process. The key to understanding system
behaviour is once more to be found in the system logs. An example from the case study
of treasure (section 5.2, which was deliberately created to play with the ‘edges’ or ‘seams’
of interacting technologies [47] is to be found in section 5.2.1 where the GPS system was
reporting one position to a user, but disconnection in the messenger system meant that
the server recorded them at an entirely different position (something invisible to the users)
caused a breakdown in the player’s understanding of the game. One might assume that the
server has a complete picture of the ‘state’ of the game, but in practice this is not the case.
Position reports can only happen when the PDA is within network range of the server, but
the game requires players to leave the network, so its ‘state’ can only ever be a ‘best guess’
based on last known location. However, because the PDA also records its position, when we
combine the logs into an aggregated spatial distribution we can see the discrepancies in these
locations. An interview with the user suggested they were attempting one tactic, while the
system logs suggested otherwise. Each viewpoint (user, PDA, server) tells a different story,
and the facts can only be reconciled by combining those viewpoints. This provides a specific
example of how the complete picture can only be found in the coordinated examination of
both the system log data and the more traditionally recorded interview data - either alone
would not have served to explain this discontinuity.
6.2.9 Meeting the Challenges
We have seen in the examples above how the practice of coordinating system logs with more
traditional data can alleviate many of the problems associated with studying ubiquitous
computing systems. It is notable that the programs do not in themselves solve the prob-
lems, it is by understanding their potential uses through the whole process of designing an
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experiment, deciding what to record and log, running the experiment then collecting, syn-
chronising and analysing the data, that an analyst can exploit these facilities to overcome
the challenges laid out in the related work chapter. Computer aided qualitative data analysis
tools such as Replayer and DRS are not in themselves a solution to these challenges. Indeed
such tools cannot and should not replace the core skills of a qualitative data researcher,
rather they provide a way of exploring and exploiting new types of data to which tradi-
tional qualitative methods may be applied. Just as word processors provide many valuable
resources to an author, the skill, process, methods and conclusions remain the province of
the individual researchers. Replayer and DRS simply help the researcher to apply his or
her methods across a wider range of data to reflect the wider range of interaction media the
researcher is faced with the challenge of understanding.
6.3 Revisiting the design guidelines
At the end of the related work section we laid out a series of key design guidelines necessary
for any system aiming to support qualitative data analysis of ubiquitous computing systems,
in particular through the use of system log data as a potential resource for qualitative
description. We shall now show how Replayer and DRS have been developed within those
guidelines.
• Tools that allow viewing of system log data synchronized with other types of media.
We have examined in detail in chapters 3 and 4 how both Replayer and DRS provide
support for the viewing of system log data synchronized with additional source media
such as video and audio in the case of Replayer and with additional media such as
transcriptions, photographs and documents in DRS. We have seen in the case studies
how the use of those logs in coordination with other media types can inform an analysis
and support the description of interaction with and around ubiquitous computing
technology.
• Tools that enable researchers to extract multiple sources of information from recorded
logs, and which allow them to edit extracted information and combine it with media
from external sources to produce unique datasets.
The case studies described in chapter 5 and in section 6.2 have examined the use of
different types of logged data and how that data can be used in coordination with other
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data to create uniquely powerful resources for qualitative description. We have further
shown how it is possible to extract certain information only by using the combination
of both media types.
• A replay system that exploits time stamps to coordinate the use of the multiple media in
a dataset, which enables cross referencing and indexing to support the splicing together
of multiple media, and which enables multiple media to played side-by-side. Both
Replayer and DRS provide the ability to synchronize multiple media sources on a
single timeline. DRS in particular demonstrates by use of coding (Track Viewer,
Gesture Recognition) and document markup (DRS Documents) how heterogeneous
media types can be effectively cross referenced. Both systems provide means by which
one media type, or view of a media type can be used as an index to another.
• Tools that support the production of representations from datasets and which preserve
the relationship between representations and the media from which they are derived,
and which enable source media to be recovered and viewed.
In the case of Replayer we see many potential representations of system log data
with the set of graphical viewers provided. In DRS we can see how more familiar
approaches such as transcription and coding can also be used to create synchronized
representations of the data both at an absolute and descriptive level. In all these
cases the coordinated nature of the data handling allows source media to be instantly
accessible even after abstraction, such as in the case of Replayer’s correlation tool.
Both Replayer and DRS have been implemented with these requirements at the core of
their design.
6.4 Specific Academic Contributions
This section will describe the specific academic contributions made by this thesis and the
work described therein.
• Demonstrated the value that can be added by combining log data with other media.We
have shown through case studies that using system log data as a qualitative resource
for can add significant value to an analysis. While the contents of the log file do not by
themselves represent qualitative data, the application of those resources to can help
to determine the character of an interaction that may be otherwise difficult both to
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study and to describe because of the inherent difficulties in working with ubiquitous
computing tools as laid down in the challenges. Specifically we have shown that the
coordination of those accountable logs with other data types such as video and audio
can, when a suitable qualitative research methodology such as ethnomethodologically
informed ethnography is applied, serve as an effective descriptive resource.
• Shown the coordination of system logs and other media can help us ‘see things we could
not otherwise have seen.’ Closely related to the above point, we have demonstrated
in the case studies examples of the type of value added by system log data, in that
in the coordination of that data with other media it becomes possible to understand
interaction in ways that would have been impossible (or at least extremely difficult)
in any other way. As specific example of this can be see in the Treasure case study
during the discussion on inaccurate position displays. The player’s understanding
of the system and the technical implementation of the system did not quite match.
Because the player was unfamiliar with the technical details of the system, all they
see is a problem - which is highlighted in interviews with the player by the evaluator.
Only by interacting with the logs, and using multiple views over those logs can this
problem be effectively described. In particular this example serves to highlight several
of the key challenges discussed above: the players are mobile, the device they use has a
small display, they are interacting with other players who are not collocated, and they
are interacting with an imperfect network (a seamful environment). All of these issues
are overcome by the coordinated use of system logs and other media in a synchronized
playback environment, allowing effective description of the players’ actual interaction
with the system and with each other.
• Ability to perform studies in locations/settings that would otherwise have been impos-
sible The very nature of ubiquitous computing systems can make the settings in which
their use occurs difficult to study with traditional qualitative methods. The use of
recorded log data along with other heterogeneous media can allow researchers to ap-
ply those qualitative methods by adding previously invisible data as a coordinated
description resource. For example in the Day if the Figurines case study (section 5.3),
we are unable to directly observe all the diversely located players over a long period
of time (four weeks), however we are able to reconstruct the events that occurred in
the game by making a representation of the system logs. We can then interrogate
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this representation like any other more traditional type of observation and unpack the
recorded events.
• Demonstrated how computer aided qualitative data analysis software has to evolve to
support understanding interaction in a world increasing populated with ubiquitous com-
puting technology Having explored the current state of the art in CAQDAS tools, we
have then demonstrated by means of the difficulties laid down in the related work sec-
tion, how the current tools are simply not equipped to cope with the new challenges
of studying the use of and the interaction around ubiquitous computing technology.
We have demonstrated through the development of both Replayer and Digital Replay
System, how those tools can be evolved to incorporate additional system log informa-
tion as well as ways by which that data can be viewed, explored and exploited as an
integrated resource for qualitative analysis.
• Demonstrated how creating accessible qualitative data analysis tools allows people to
study particular settings or technologies that could not have studied them before. We
have demonstrated that by creating familiar tools, ubiquitous computing can be stud-
ied by ‘real’ social scientists, and not just computing scientists. The complexity of
system log data can be reduced to manageable and accountable data by means of
coordinated visualization. In effect this means that analysis of ubiquitous computing
systems can be effectively performed by those who are experts in qualitative analysis,
instead of those whose expertise lies in the technical aspects of ubiquitous computing.
• Defined, implemented and demonstrated an effective framework for storing and syn-
chronizing log files. The organizational paradigm of state and event logs as demon-
strated in the implementation of Replayer serves as a powerful framework for storing
and handling high dimensional system log data. The framework is sufficiently flexible
to handle every type of system log yet encountered in the development process, and
many others besides. This framework allows sampled data to interact with recorded
events to so if suitable data are available, a system’s state can be framed at any given
time that an event occurs. The framework is sufficiently generalized to be able to in-
clude not just system log data, but any annotations and by means of that also coding
and transcription data. This means that recorded data, whether it be system logs, or
descriptive data added post-hoc, can be coordinated, searched and explored together.
• Shown how this framework can be exploited to achieve high dimensional synchroniza-
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tion of recorded data. We have demonstrated how with the use of a series of coordinated
views, it is possible to make complex selections within a given dataset achieving syn-
chronization over several dimensions beyond just time. Within the framework of DRS
we have shown that the use of ‘markup’ of documents to include temporal information,
and links to additional media allows us to ‘synchronize’ a document that in itself has
no inherent temporal structure.
• Shown that with the use of a distributed software architecture some of the basic problems
associated with viewing high dimensional data can be addressed Replayer’s distributed
architecture serves to provide a flexible platform for playing back data across multiple
computer systems, helping to circumvent problems such as screen real estate or limited
processing power. as well as supporting language independent extensibility. DRS’s
distributed architecture further supports the task of corpus management, allowing
individuals to interact with different corpora with appropriate security measures.
• Co-developed two proof of concept pieces of software, Replayer and Digital Replay
System with radically different approaches to supporting the use of heterogeneous media
types as a resource for qualitative analysis if interaction with and around ubiquitous
computing systems, and shown how those disparate approaches can be combined to
create the next generation of computer aided qualitative data analysis software.
6.5 Conclusion
The study of ubiquitous computing systems presents significant challenges that have not
previously been encountered in interaction analysis of desktop systems and virtual environ-
ments. Ubiquitous computing situates users in a heterogeneous array of physical and digital
environments; users interact via different interaction mechanisms; and interaction itself is
mediated by invisible sensing systems. The asymmetrical, fragmented, and invisible nature of
ubiquitous computing [32], makes interaction difficult to observe from the outset. The chal-
lenge is often treated as a methodological one: a matter of developing analytic frameworks
and methods that are capable of handling the problem of understanding interaction that
ubiquitous computing brings with it (e.g. [86, 93, 99]. Efforts to address the problem adapt
existing techniques, quantitative, qualitative, experimental and naturalistic. The ubiqui-
tous computing and HCI literature is replete with examples that together form a consensus
that the problem of understanding interaction in ubiquitous computing environments is a
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methodological problem through and through. There is more to the matter than method,
however. Before we can devise and employ a methodical way of observing interaction, we
need to be able to see it. Yet interaction in ubiquitous computing environments is mobile,
massively distributed, located on small devices, mediated through invisible sensing systems
etc. In other words, the problem is not so much that we do not have suitable methods
but that we cannot see what is going on, at least to a sufficient degree in the fist instance.
The problem is not a methodological one per se, but an observational one or, to put it
another way, before we address issues of method, we first need to address the visibility of
the phenomenon.
The need to make the phenomenon visible is an old and constant preoccupation of sci-
entific endeavour [44]. Our understanding of phenomena great and small depends on the
development of technologies that make the phenomenon visible: microscopes, telescopes,
particle accelerators, etc. The sciences are replete with technologies of observation. The ad-
vent of ubiquitous computing places the same demand on computer science if we are develop
an adequate understanding of human interaction within increasingly complex technological
environments: as the computer disappears, our interactions become increasingly opaque.
It has been the work of this thesis to demonstrate through in depth literature review; the
development of core requirements for new observational tools; the subsequent development
of two example software packages (Replayer and Digital Replay System); two in depth case
studies of their use in practice and reflection on what value they have shown to add to an
analysis, that such technologies of observation for ubiquitous computing systems are not only
feasible but practicable and necessary. A large part of this work has been the exploitation
of system logs - in particular creating accountable representations of those logs which can
become a significant qualitative resource.
For all the added extras that they bring however, system logs do not, in and as of them-
selves, contain data. Rather, the data must be produced through the analytically oriented
working of resources internal to situated action and their combination with resources ex-
ternal to the setting of action. Data is constructed then and produced through the work
practices of the analyst. The identification and extraction of salient features enables the
analyst to start to make sense of the system logs, and through the understanding, filter-
ing and visualization of those logs to construct and characterize interaction in and around
ubiquitous computing systems.
Just as the process of capturing data changed as photographs and video became an ac-
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cessible resource, so too it must change to accommodate this ‘born digital’ data. Ubiquitous
computing is only going to increase in volume and pervasion over time and it is important
that social scientists adopt the necessary resources and processes to understand it and ex-
ploit both the technology itself, and the data captured from such technology as one more
facet in an ever expanding collection of resource types.
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• complete initial development of phase one - a dedicated playback tool for the Treasure
game, featuring a complex animated locational visualization of system log data played
with synchronized multiple video streams.
• Complete design and development of the distributed extensible architecture.
• Complete design and development of the server database system and internal selection
management system.
• Compete design and development of all bridges to third party software: media bridges
of OSX and Windows and the Google Earth Bridge
• Complete Design and development of RML and the Instrumentor system, as well as
the RML parser component and generic parser API
• Complete design and development of the QCCI lo-fi synchronization tool
• Complete design and development of the simple stats tool
• Collaborative design and development of the Meta Tool visual query system.
• Worked in the team that developed the treasure game outlined in the Replayer case
study.
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All Graphical visualization components (Time Series, Event Series, Histogram, Corre-
lation Tool, Mutual Information Tool) were developed by Dr Alistair Morrison at the Uni-
versity of Glasgow. He also collaborated with the author on the development of the visual
query system for the Meta Tool
A.2 Digital Replay System
• Adaptation of the system tool to enable cross platform functionality
• Complete overhaul of the user interface of virtually every aspect of the system
• Complete redesign and redevelopment of the Video viewer
• Complete design and implementation of the DRS Document viewer
• Complete design and development of the Image Viewer
• Partial redesign and redevelopment of the concordance tool
• Amalgamation of transcription editor and annotation table viewer tools
• Several log file processors and viewers made for specific projects not described in this
thesis
• Integration of DRS with the SIDGRID qualitative research sharing framework at the
University of Chicago
All other design and development of DRS has been by members of the DReSS develop-






Since the initial submission of this thesis there has been significant change in the field of
HCI evaluation. This chapter will demonstrate that while there may have been significant
changes in the available data sources, in practice the central argument of the thesis remains
unchanged: that is, that the challenge of supporting qualitative data analysis is not a
methodological one, but rather one of exposing and representing new types of data in a way
that turns them into accountable objects and makes them practically useful for qualitative
research - indeed the appearance of more and more streams of interesting and usable data
simply serves to strengthen the argument that there is a need for this ‘technomethodolgical’
[38] approach to enabling its use.
In order to address this point the chapter will examine several key areas: First we will
explore some examples of the new types of data streams that have become increasingly
accessible over the last few years - in most cases these were data that were already available
one way or another, but are becoming increasingly popular within HCI either because of
the changing availability of sensors, or because of the subsuming by HCI of fields such as
affective computing and social signal processing.
Of these new types of data we will initially examine social networking data - something
touched lightly on in case study 3, but something which has become an increasing staple
of qualitative research for various reasons including accessiblity, uptake, public-awareness
and the plethora of ‘new’ social networks which deal with specific media, such as vine1,
1http://www.vine.com
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instagram2 and foursquare3, which deal with video, photographs and location respectively.
Next, we will look at the field of expression recognition. This is not in and of itself a new
field - indeed it has a long and proud history, but the requirements for everyday use have up
till recently been verging on the unfeasible. The difficulty of actually using it in real world
situations is steadily reducing - there are more commercial tools, equipment is becoming
cheaper or even consumer grade, and the computational hardware requirements are less
(or rather consumer grade hardware is catching up with the requirements - for example
CUDA is now a standard on most mid to high end consumer graphics cards), making it
more accessible for use outside the pure challenge of simply achieving it and making it into
a more realistic data type for use in qualitative analysis.
Finally for new types of data, we will explore so called ‘biodata’ by which we mean
physiological data recorded from a participant’s body using sensors (or more accurately
‘biosensors’). Again this is an area that was touched on earlier in the thesis, in case study 1,
but in a short period of time there has been an explosion of the popularity and subsequent use
of such sensors in HCI. This can at least partially be attributed to the increasing popularity
of the field of affective computing (and to a lesser extent social signal processing) which has
all but merged into more traditional HCI. The representation requirements for handling and
making biodata accountable are significantly higher than some other data types previously
addressed such as location, since they invariably require some level of processing before they
become practically usable - something we shall return to presently.
There are of course vast numbers of new types of data. The three examples above (social
networks, expression recognition and biodata) have been chosen as representative examples
of the kinds of new data suddenly and widely available to researchers, each of which presents
specific challenges in representation before they can reasonably be applied when doing the
business of analysis.
Having thus determined that there are many new data streams for the qualitative re-
searcher to explore, we will next explore the treatment some of that data requires to make it
practically usable for analysis - and look at data processing. This is an area that the original
thesis left largely unexplored, beyond simple representation, but is something fundamentally
required by many of these new data types.
Moving away from new types of data, and the requirements these create for use, the




B.2 New Types of Data Chapter B: Addendum
with respect to recently published work. First we will briefly look at a range of new tools
which address the evaluation challenges in a similar way to Replayer and DRS - that is by
combining and synchronising streams of different types of data. Then we will look at a num-
ber of representative examples of the successful use of this approach. We will the conversely
look at several representative examples of studies which would have greatly benefited from
following this technique - often contrasting them with studies which approached a similar
subject, but used a synchronised data approach to better effect.
Next we will look at the practice of eliciting stories with data, including several examples
and demonstrating that working through a data stream with a participant can be an excellent
way to get participants to describe their experience, often in a level of detail that is not
otherwise immediately accessible by interview.
At this point we will reflect on the continued validity of this approach and how it has
been borne out in the evidence presented above. We will then revisit the challenges to
evaluation of ubiquitous computing systems systems laid down in the related work chapter
in the light of the contents of this supplement - focussing on the effect of these new types of
data, and how our approach to evaluating ubicomp (or rather supporting the evaluation of
ubicomp) can accommodate them.
Lastly we will discuss how all these threads cohere together to support the central argu-
ment of the thesis, demonstrating its continued relevance in the face of a changing field.
B.2 New Types of Data
There has been a seismic shift in this field over the last couple of years. Not in the approaches
taken to handling data per se, but rather in the accessibility of new (or actually often
old) types of data streams. We will take as example three specific sources of data: social
networking, expression analysis and physiological data, to demonstrate the new types of
challenges associated with a growing cornucopia of data sources opening for designers, and
subsequently evaluators, to understand and explore.
B.2.1 Social networking data
Originally the thesis (particularly in case study 3) argued that social networking was a viable
source for gathering ethnographic (and other qualitative research) data. This particular
data source has proven to be methodologically challenging as outlined by [182], though
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the conclusions of that paper imply that a process of selective application of established
methods are necessary to perform ethnography in what the authors refer to as ‘large scale
online environments’.
This data gives us an extraordinary picture of users’ behaviour in these online environ-
ments. However, perhaps due to the nature of the data source, in particular the size of
the datasets, most of the analyses tend towards the quantitative. For example, [182] points
out that we can study: “Individually distinctive data” identities, demographics, personal
preferences, and contributed content, which can answer questions about who is online and
who does what online; “Structural data” - showing ties and relationships, shared interests,
zeitgeists, patterns of interaction and information dissemination, which describes who is
connected to whom and how; and “Activity logs” detailing action and behaviour, such as
search queries, navigation, reviews and favouring, which describes who does what, when and
where.
Practically, these kinds of data are relatively easy to capture and seem to be a rich
source for analysis, so they draw many researchers to focus on quantitative assessments
of the structure of the networks and log analysis of activities. Several examples of well
known studies follow this structural analysis approach e.g. [45, 136, 174]. But this type of
data does not by itself not present the complete picture of what is happening in these large
environments. One of the elements missing from such quantitative analyses is why people
are doing what they are doing online in the first place.
It is here that ethnography and similar qualitative approaches can offer a great deal.
There is much to be said for hybridising traditional forms of ethnographic analysis with
a more computation oriented approach to analysis. Some approaches apply the method
of social-network analysis e.g. [112, 181] while others make use of a method called “trace
ethnography” [91] which requires collecting and assembling automatically generated traces
of activity. This latter approach is akin to the system-log analysis discussed earlier in this
thesis. Natural language processing has also been used to programatically track behaviour
in online social networks e.g. [7,120,144,214] which while not method in and of themselves,
provide one possible computational route to accessing the data to be found within these
online communities - perhaps necessary given the sheer volume of information. And that
volume is extensive: According to [182] “Current statistics estimate the number of weekly
tweets at 1 billion, Facebook has more than 750 million active users, and 48 hours of videos
are uploaded to YouTube every minute”. And the methods we have discussed thus far
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largely apply only to text-based online interaction - or in some cases to capturing content
dissemination, while not addressing the content itself.
The increasing proliferation of ‘new’ social networks (Vine, Instagram, Foursquare etc.)
which are based on a wider selection of data types (video, images and location respectively)
as well as an increase in both uptake and accessibility in the more established social networks
(Facebook, and particularly Twitter and YouTube) have provided a wealth of material that
demands its own approach to understand and evaluate. This multimedia landscape demands
support for tools and method able to support viewing the networks at a macro-level to un-
derstand the structure as well as a micro-level to understand the details of online behaviour.
So the challenge becomes one, not necessarily of developing new methods, but of developing
ways to explore these rich new datasets, which can be examined at various different granu-
larities to tell us much about what is happening online, who is making it happen and how
it is happening.
B.2.2 Expression Recognition
One area within the wider field of social signal processing is that of facial expression analysis.
This is a mature field in its own right and is capable of computationally telling us much
about a person’s (presented) emotional state. One might question at this point what the
benefit to qualitative analysis of such an approach might be? We posit here that it is two-
fold. One is the process of automatic code generation (for example we wish to count how
many times a user smiles in a video). Of course we could do this by hand, but such work is
time consuming and requires little skill. Arguably automating such a process would allow
for better use of a researcher’s time. Second is the idea of emotional leakage - that is micro
expressions almost too small for a human to pick up. Computerised analysis of individual
facial muscles can pick up on these cues and potentially provide valuable insight about the
emotional undercurrents of a given interaction [73,210].
During interpersonal communication we implicitly transmit cues that are indicative of our
internal affective state. These cues may be spontaneous (beyond self-control) responses to
encountered stimuli e.g. being startled, receiving a gift or receiving affection, etc. However,
these cues can be posed, that is, deliberately invoked to mask a true inner feeling. Here we
will define the terms for these posed and spontaneous facial expressions as Macro and Micro
expressions.
• Macro Expressions - Archetypal facial expressions synonymous with prototypic emo-
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tions. These include Ekmans 6 basic emotions [70]: disgust, happiness, sadness, anger,
fear and surprise (see figure B.1).
• Micro Expressions - Facial muscle activity that is of a much finer granularity over
that of prototypic facial expressions. These are thought to leak [71] feelings of affect
through unconscious facial muscle activity
Figure B.1: Ekmans 6 basic emotions
There have been many attempts at rationalising about the activation of facial muscles,
their relationship to a person’s feelings, what information the various polymorphic forms
of the face offer to other people and how these actions accompany our roles within society.
Work in this area can have its origins traced back as far as Darwin and Aristotle. The most
enduring of these attempts is Ekmans Facial Action Coding System (FACS) [73,210]. FACS
is a sign and judgement based system that enables the encoding of almost all anatomically
possible permutations of human facial neuromuscular activity. The system comprises of a
set of Action Units (AUs) (There are 9 action units prescribed to the upper face, 18 to the
lower face, and a remaining 5 actions that cannot be attributed exclusively to the upper or
lower regions of the face) that describes a total of thirty two atomic 4 actions attributable
to facial muscle activity.
FACS is formed on the basis that the face has a finite number of muscles, and each muscle
has a finite number of actions it may perform. These muscle activities are of a naturally tem-
poral nature so can only ever be in a single state at any given time. This implies the human
face is, on some level, an encodable construct and that facial expressions can be modelled,
categorised and stored computationally. This requires actions being conducted by a given
muscle within the face to be accurately detected and compared against a robust database of
existing learned expressions for an accurate determination of what that expression may rep-
4These actions are not divisible, that is they happen entirely independently but may contribute to more
than one single facial expression
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resent. Such databases include SEMAINE5, MMI Facial Expression6 and GEMEP-FERA7.
Built on top of FACS itself is emFACS [72] which connects given collections of facial action
units to specific emotions. The emFACS framework can be used to detect particular expres-
sion activity as for example in figure B.2. It is important to realise here that what is being
detected is “expressed emotion” rather than necessarily “true emotion”. While [72] makes
some claims about the connection of the activation of particular action units to emotions
(including those described as emotional leakage. Emfacs databases (and thus the training
sets used to train most systems) are largely built on acted emotions. This work area should
be carefully understood as expression recognition rather than emotion recognition - that is
we may detect that a person is expressing fear or happiness, but not necessarily that they
are experiencing it.
Figure B.2: Detecting facial expressions on a rollercoaster
This recognition method may offer an insight into the psychological, affective and cogni-
tive states of other people and be subsequently applicable as a relevant data stream for deep
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B.2.3 Physiological data
The thesis, in case study 1, alludes to the use of recorded physiological data - sometimes
called ‘biodata’ as one practically useful channel of information. As HCI has subsumed the
respective fields of affective computing and social signal processing, biodata is becoming a
far more prevalent data stream for a number of reasons. First, let us look at the accessibility
of sensors. There are essentially three grades of physiological monitoring equipment:
• Medical Grade - Very expensive, designed primarily for use in labs, though some
mobile equipment is available such as CamNtech’s actiwave and actiwave cardio8 or
compumedic’s ambulatory EEG9. Somewhere between lab-oriented and mobile are
equipment such as Sten’s nexus10 range - a medically rated multi sensor platform.
• Consumer grade - Cheap, easily available and becoming increasingly popular. There
are plenty of examples to choose from but to pick a couple for representative purposes:
Polar’s various heart rate monitors11 and Fitbit12 Both of which connect to a users’
smartphone or PC and give them data about their exercise behaviour - generally in
coordination with some proprietary application.
• Intermediate Grade - These are generally significantly more expensive than consumer
grade equipment, but are not medically rated and thus more affordable than the med-
ical grade equipment. They tend to be more lightweight and mobile and are popular
for academic use. Examples include the Affectiva Q Sensor13, the Empatica14 and the
Basis 15. These intermediate sensors are trending towards focussing on ‘wellness’ but
typically provide good mobile access to electro dermal activity and heart rate sensing
amongst other streams. There are also intermediate grade “sensor platforms” such as
the vilistus16 though thus far in practice these perform inconsistently when compared
to their more expensive medical grade equivalents.
Another reason for the increasing uptake relates to the accessibility of method - that is,
the fields of psychophysiology, social psychology and social neuroscience are all becoming in-
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- indeed controlling those interfaces with participants’ physiological responses is becoming
a common practice in HCI research - as example a search of the ACM digital library with
the keywords “physiological data” returns some 1500 papers, and “psychophysiology” alone
returns more than 50. For some specific examples see e.g. [61, 148,177,199,202,207]
It seems appropriate at this point to look at the types of biodata that can be measured.
What follows is by no means an exhaustive list, but goes some way to show the range of
biodata that might be accessible (sometimes with very small unobtrusive sensors - or in
some cases simply by the application of appropriately positioned cameras).
• Electrocardiograms (ECG), Blood Volume Pulse (BVP), Heart Rate Variance (HRV).
These are all measures of the heart. In the case of ECG and BVP these are often
processed into a heart rate - used primarily as a measure of physical arousal, while
HRV (typically computed from ECG) is often used to measure emotional arousal. It
is also technically feasible to measure heart activity using only a camera as outlined
in [205] or by micro impulse radar as shown in [155].
• Electrodermal Activity (EDA) sometimes called Galvanic Skin Response (GSR), psy-
chogalvanic reflex (PGR) or Skin Conductance (SC) is a measure of elecrical con-
ductivity on the skin, typically related to the sympathetic nervous system and used
to measure emotional arousal. It consists of two parts tonic and phasic which show
different characteristics.
• Electromyography (EMG) is used to measure muscle movement - measuring the the
electrical potential generated by muscle cells. It can be used to detect minute fluctu-
ations in muscles for detecting (for example) micro fluctuations in expression.
• Electrooculography (EOG) and electroretinography (ERG) are used to measure, re-
spectively, eye movement and retinal response to stimuli. These are often implemented
as part of the eye-tracker systems which are familiar to lab based HCI experimentalists.
• Respiration (RSP) measured typically either by a chest-worn expansion sensor or a
flow meter, though occasionally by a microphone is a measure of breathing and can
be used to detect certain affective states such as fright, surprise, shock etc. based on
the pattern of the breathing.
• Electroencephalography (EEG) and functional magnetic resonance imaging (fMRI)
are used to study brain activity. EEG does this by measuring changes in electrical
potential across the skull (correlated with activity in a particular area of the brain),
while fMRI works on the principle of detecting changes in blood flow in the brain -
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predicated on the fact that when an area of the brain activates, blood flow to that
area similarly increases.
It should, from the above list, be clear that physiological data is a rich source of in-
formation, some of which (such as eye tracking) is already very familiar in lab-based HCI
research and others which are becoming more practically viable for research ‘in the wild’.
For a more in depth list of the types and relevance of different biodata, see [39]. While
some forms of biodata such as fMRI might be impractical for mobile HCI/ubicomp there
are plenty of examples where it is used to explore or control interfaces. When looking at
these signals, which might seem dependent on extensive medical knowledge, it is possible to
extract meaning from them by a process of abstraction and representation - using tools to
turn a raw signal into something both meaningful and understandable. Handling biodata
typically requires some work to transform it into usable data. This is of course no different
from any other data type (for example consider the process of ‘cleaning’ data described in
chapter 2) - however the methods in this case are more computational. This necessary data
processing is the topic of the next section.
B.3 Data processing
We can see from the preceding section on new types of data that many of these data types are
not inherently information carrying in their raw form. That is, of course they contain data
but they require some work to transform them into accountable information. This fits with
one of the core arguments of the thesis - that data (for example transcriptions or system log
data) need to be treated to be turned into accountable objects - that is, that the information
contained in them needs to be teased out by manipulation, abstraction, representation etc.
This is similarly true of the data described here. While some of that data, for example
gathered tweets, text messages or written status updates, might be treatable using the same
approach as described for transcriptions - albeit potentially on a somewhat grander scale,
other forms of data require a more computational approach to be made useful. Handling
biodata, for example, requires a specific technical approach in order to transform it into
usable data. consider a captured ECG wave. It might be impractical to work with in its raw
representation - assuming we consider the time series representation of blood flow through
the heart to be a raw representation, but when processed and turned into a heart rate it may
be considered usable. A time series of heart rate is a readable and relatively familiar model of
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arousal. Of course if we wish to make comparisons between subjects we then have to address
the issue of baselining and scaling, but strategies for approaching this are well defined and
appear in publications such as the Handbook of Psychophysiology [39]. Similarly EDA in its
raw form might be considered a useful measure of emotional arousal [39, 59, 114] however
direct comparison between subjects (and even within subjects under different environmental
conditions) is difficult. One strategy is baselining, as with heart rate, but EDA tends to
drift [39] so modelling it as a rate of change (∆EDA) which still requires some scaling is
desirable. This trend of necessary transformation is endemic in the use of biodata, but
not necessarily problematical in itself since a number of tools such as EDF Browser17,
Vicarious [206], Biotrace18 and even more general tools like Matlab19, can help to support
this process with accessible and descriptive interfaces.
Much biodata information is restricted to descriptions of arousal (whether physical or
emotional) which may not tell us that much out of context. When combined with video (or
some other form of social context carrying information) we can infer much. For example in
case study 1 we looked at a participant riding a rollercoaster. The heart rate information
there gives us an effective measure of arousal, while the context tells us what kind of arousal
it might be - for that example excitement, fear, thrill etc. There may of course be other
causes, but reviewing the video and looking for contextual clues either in facial expression
or in some other information can help us put that arousal in context and explicate the
participant’s feelings. The data provides a practically useful way to find interesting areas
of the video to unpack in greater detail - and knowing what that data tells us can be very
useful. Sometimes this is familiar, as in the case of heart rate, and sometimes it requires
some additional knowledge as in the case of EDA in social coordination - but if the unfamiliar
data streams are turned into a familiar form (for example “arousal”) - they become useful
information carrying data streams in their own right.
Facial expression analysis similarly requires a computational approach to be useful.
While there are various different approaches to capturing expression - the currently popular
approach, based on facial muscle activation - and its counterpart schema FACS [73, 210]
provides a set of activating ‘facial action units’. These may be processed using FACS into
a set of expressions, or by emFACS into a set of emotions (generally in each case what is
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achieved by a variety of machine-learning approaches). Once this processing is done, we
have transformed the raw data stream (activating action units) into practically usable and
understandable data - which can be used, for example, to automatically code video for par-
ticular expressions or emotions, or as suggested for an arousal stream - to locate key points
of interest when working through a longer dataset - (e.g. a look of disgust when testing an
interface might indicate a particularly poorly designed area which needs addressing).
Generalising then, it is practically feasible to collect so called invisible (or at least intan-
gible) data such as biodata, or leakage in facial muscle activation, and transform that data
into something understandable and usable in a deep qualitative analysis.
B.4 New Systems
The purpose of the previous sections has been to demonstrate the range of data types becom-
ing increasingly available, and to highlight the specific challenges that each of them present
when attempting to use them for deep qualitative analysis. Here we look at how the method
proposed by this thesis - of combining ‘born digital’ data with more traditional forms, has
played out over the last couple of years. In particular we will examine a some newer systems
developed in the interim, then in the proceeding sections we will look at a number of success
stories, showing the application of this technique, then look at a representative sample of
work that does not use this approach, to show how log files alone (or video/notes etc. alone)
remain insufficient to meet this challenge - demonstrating that the central argument of this
thesis remains intact.
Chronoviz
Chronoviz [80], first developed in 2011 at the university of California, San Diego, provides
a suite of tools similar in nature to digital replay system, in that it is designed to create
synchronised representations of multi-modal data, including some support for time-based
log files, and a ‘digital paper’ approach to capturing and synchronising field notes - indeed
this is considered the main contribution of the work. In particular, chronoviz provides solid
support for GPS data and numerical time series data.
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Cloudpad
Cloudpad [95], developed at the University of Nottingham (independently from the author),
Is a cloud-based documentation and archiving tool, that also serves as a multimedia anno-
tation toolkit. It is built on the premise of collaborative analysis (in some ways similar to
Mixed media grid [83]), and is hence delivered via a web interface. It allows for the synchro-
nisation and annotation of multiple streams of video, audio and text, but also some light
support for GPS tracking data.
Vicarious
Vicarious [206], also developed at the university of Nottingham (in part by the author),
is designed primarily as a live visualisation tool, aimed at synchronising visualisations of
biodata and video data. Unlike most other similar tools, it provides functions for actively
processing and transforming biodata to create understandable visualisations. While its use
is principally performance-oriented, it can be used to create synchronised playbacks for
analysis.
CLAPS
The combined log and audio playback system (CLAPS) [100], developed at Texas A & M
University, is designed specifically around audio analysis - in conjunction with log files.
It focusses on following participant trajectories through experiences by means of either
system log data, or recorded audio - allowing users to focus on extracting only relevant
audio from longer term experiences. This focus on audio rather than video is unusual, but
arguably appropriate for mobile ubicomp experiences when video is either difficult to film
(i.e. participants are fast moving etc.) or overly invasive.
Timestreams
Timestreams [29], while not dealing with video per se, is platform developed to support
the complex temporal access required when dealing with long-term data collection, such as
environmental data. It is a plugin to wordpress, designed to allow for non-sequential, time
specific, or looped playback of specific areas of recorded log data, and has been used by
a number of artists (e.g. [119]) in the production of visualisation and (some) analysis of
environmental data. While one might argue that this is not combining log data with video,
as might appear to be the argument of this thesis, it is a tool that allows the transformation
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of log data into (in the artistic example abstract) visualisations thereby making that log
data into accountable and practically usable objects.
Biotrace
Biotrace20, being the only commercial offering on this list, has recently significantly im-
proved its “multimedia” support making it practically usable for combining recorded videos
with biodata. It provides an extensive suite of tools for processing and visualising synchro-
nised biodata and is heavily in use in experimental psychology/psychophysiology, though
the principal purpose of the video component is to provide the stimulus for experiments.
Nevertheless, recorded biodata is played back in synchrony with the stimulus (or external
recording) which means it can be used to understand the context of the biosignals.
B.5 Success stories
In this section we will review examples of recently published work which makes use of
the combined-analysis approach outlined in this thesis, demonstrating the validity of this
technique, and thus confirming the continued validity of the central argument of the thesis.
Weibel et al. in [224] demonstrate effective use of the combination of recorded logs of
eye tracking and external videos in a deep analysis of cockpit behaviour. In particular they
use their system to explore attentional behaviour when engaging in everyday task on the
flightdeck - with the eye tracking providing a powerful resource for understanding exactly
what each participant is attending to when combined with the context provided by the
external videos. They demonstrate here that it is necessary for, non-interfering observational
analysis (absolutely necessary in this safety-critical context) to be able to capture both the
general context and the specific behaviour of the individuals.
Hollan, in [107] focusses specifically on the analysis of so called activity trails, that
is recorded histories of interaction with a computer - using background-running software
to capture extensive information about open programs, documents etc, with snippets of
video. He demonstrates that this multimedia data-capture approach is a powerful tool for
reconstructing interactional behaviour - particularly over extended periods of use, where the
activity trail can allow the selection of relevant time frames from the data.
Fouse and Hollan [81] provide an interesting view of this approach, by focussing not
20http://www.humankarigar.com/biotrace.htm
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on the later stages of analysis, but on the initial pass-through stage. This is a somewhat
reflexive approach that captures and visualises researchers’ activity as they work though
video data, essentially serving to show researchers which areas of a video were attention-
grabbing, and supporting the process of multi-stage viewing. This may arguably be at odds
with expectation, in that it encourages analysis based on a first look, rather than deeper
analysis of a whole dataset, but in an age of increasing volume of video data to be examined,
approaches like this may effectively help to cut down the datasets into more manageable
chunks.
Weibel et al. in [223], focus specifically on the capture and synchronisation of pen and
paper-based observational research, noting the importance of this in everyday observational
practice, noting its use both in quantitative (i.e. tallys etc.) and quantitative (i.e. specific
quotes or sentences) note taking approaches, performing a study with some 28 participants -
all observational researchers, over an eighteen month period, and receiving generally positive
feedback on the facility to combine synchronised notes with video etc - indeed demonstrating
a behavioural evolution of note taking practice in light of the digital nature.
Scherer et al., in [186] use multimodal analysis of audio, video and writing, to ex-
plore leadership and expertise in learning groups. They make use of visualisation software
(chronoviz) to synchronise, the various components of the data, and in particular make use
of waveform analysis of the audio to explore vocal behaviour. This holistic approach to data
collection and analysis is only made possible by the existence of such tools, and provides
deep insight into methods to disambiguate leaders, experts and other students in group
learning sessions, through detectable indicators.
In [222], Weibel et al. focus on exploring patient-physician communication when medi-
ated by an interpreter from a multi-modal analysis point of view, in which an xbox kinect
is used to capture gesture data, along with multiple angles of video. The paper explores the
breakdown of communication patterns, particularly when dealing with complex technical
(medical in this case) information. It also examines the use of artifacts (primarily paper in
this case), allowing the synchronisation of the content of those artifacts to allow a deeper
understanding of context during the analysis. The paper is aimed to show the opportunities
for HCI to support the interaction - and is made possible by using HCI to perform a deep
analysis of the interaction itself. A similar approach is used in [221], where the authors
explore the usage of electronic health records, by automated gesture tracking with a kinect
to generate codes for gesture, and audio analysis for speech to create interaction patterns
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for analysis.
In [134] Kramer et al. set out to explore challenges associated with source code main-
tenance, and the usage of call graphs in this practice. The authors collected navigation
events (essentially clicks in an IDE) as well as video of the user performing the task, then
synchronised the log files of those events with the video data. The events were then man-
ually coded for modifications of source code as well as text-searches, scrolling and other
UI events. Crucially - the videos provided the context of specific events (not least whether
they were successful) in a way that was practically much simpler to achieve than any au-
tomated method, then the output of the coding was used to drive an automated analysis
model attempting to determine understanding (and ultimately maintenance task success) of
the source code from IDE interactions. The use of external video in this process was crucial
to understand the specific events and their meaning in a way which would simply not have
been possible from the log-files alone.
Schmidt and Gellerson, in [187] explore the use of personal clipboards in shared multi-user
surfaces, an interaction paradigm that is becoming increasingly common with the availability
of hardware such as Microsoft’s Surface Table [216] etc. In this work the authors consider
the impact on interaction of different forms of clipboard to support personalised copy-paste
behaviour in these multi-user situations. They consider three approaches: context menus,
subareas and external handheld devices (smartphones). In each case user studies are carried
out capturing both video and detailed system logs, and the interaction videos are coded using
a combination of information from the system logs and field notes. These codes were then
used in a detailed quantitative analysis of task-speed, and combined with more qualitative
feedback from the users to construct a detailed discussion of the three different approaches.
Using a similar approach, Seifert et al., in [193] explore the integrated use of mobile
devices and interactive, multi-user surfaces for collaborative tasks. In this case the authors
outline the development of MobiSurf a system to allow collaborative tasks to be performed
using a mix of mobile devices and shared surfaces, in which private information (such as
passwords etc.) remain on the local device and public information is published to the shared
device. This builds on similar work such as Doring et al.’s distributed poker game [66]. The
researchers use a combination of video and system logs to effectively unpack the system in
use.
In [100], Hamilton et al. discuss the use of a system that combines and synchronises audio
with logged game events, and demonstrate that the combination of game events and audio is
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an effective way of exploring users’ interaction with a game environment. In particular, they
allow a researcher to follow particular users through the experience by muting the additional
audio tracks to focus on a specific individual’s trajectory, bringing it live again when that
user interacts with another. This is a particularly nice example because it eschews video,
instead focussing exclusively on audio - which is less subject to occlusion, shakiness etc.
being issues that plague mobile video capture - particularly in fast paced game experiences.
In [122] Kafai and Fields provide a very detailed analysis of player behaviour in the
virtual world Whyville. They capture video, field notes and very detailed logs. The logs
capture behaviour data from some 681 participants, while the video was recorded over two
days at an after-school club and observed 21 participants. In the analysis, both the log data
and the video provide deep understanding of the interaction behaviour, and in each case are
used to support the conclusions of the other - in general the log data was used to establish
the “who, what and where” of an interaction (bearing in mind that there are many more
participants than just those being filmed), while the video was used to flesh out the context.
Christel et al. in [50] focus more on the end-users’ use of synchronised video and textual
data - demonstrating through a deep system log analysis of users’ interactions with a library
of over 900 hours of oral history videos, that there is a strong benefit for accessibility to
be found in presenting fully synchronised and searchable text transcripts along with video
in large databases - particularly in this field, in which the spoken content is crucial, but
nuanced by the video - thus text alone is insufficient to deliver a complete experience.
B.6 Counter Examples
In this section we will take a look at some representative examples of recent papers which
may have benefited from the application of the research discussed in this thesis. While it is
simply not feasible to produce an exhaustive taxonomy of such systems, the following cases
serve to demonstrate the kinds of areas where this analysis approach could prove useful.
In [167], the authors aim to develop an emotional recognition system based on biofeed-
back. The stimuli in this case are movies. In each case, the movies were marked up by
experts for their particular emotional expectation. Biodata was then captured from the
eight participants, and used to train a state vector machine (SVM) based classification sys-
tem. Output of the system was then compared to the expert-classifications of the movie.
Where this system breaks down however, is in a failure to examine the specific participants’
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behaviour. Emotion is highly subjective, and while it may be that the stimulus was designed
to elicit a specific emotion, having video of the participants to explore in detail those cases
where the classifier fails to match the expected emotion would have potentially led to a
stronger analysis.
In another example, Xu et al. [232] use a mixed methods approach to analysing so-
cial interaction in first person shooters. They make use of the extensive server logs from
Microsoft’s Halo 3, then use these to inform semi-structured interviews with a number of
participating gamers. What seems to be almost glaringly absent from the study is any anal-
ysis of games (and gamers) in play - and the actual interaction between the players. The
interviews are about specific games, informed by general behaviour patterns, but data from
the specific game discussed is not directly explored. Given the approach this would appear
to be a logical step made possible by analysis of synchronised system log, screen recording
and contextual video recording of the players’ immediate behaviour - something exploited
to great effect in [156].
In [77], Fern et al. discuss a process of mining ‘old’ HCI data to extract complex be-
haviour patterns about users. What is interesting is that they take very rich data (data that
they mention often contains rich contextual information) and immediately abstract from
that to a very high level. What they do not allow for is the reversal of that abstraction,
which means that all that contextual richness is discarded. By maintaining the links between
high and low levels of data analysis, it would be possible to drill down into the specifics of
those complex behaviours in a way that simply is not possible with the approach taken.
Interestingly, the purpose of the work is to determine high level strategies, but to do this
they resort to abstraction from low-level data logs. The process is certainly powerful for
getting an overall picture of user behaviour, but is severely limiting in terms of the detail -
even though that detail is available in their data set.
In McEwan et al.’s work on board and card gaming websites [150] a particularly com-
pelling aspect of this argument is revealed. The paper aims to explore the social dynamics
of players in these online games, in particular looking at shared activity and verbal com-
munication through extensive analysis of three months woth of server logs, however the
authors seem oblivious to the social context of the actual player. It seems unreasonable to
examine the online interaction in this context without also considering the situation of the
user themselves. The authors refer to the need to accept game play as a “legitimate form of
human interaction” as if to suggest that the participants have no other kind of interaction
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engagement. This work would very much have benefited from examination of the social con-
text of at least some of the players, as beautifully outlined in [122] above - since context and
situation may significantly affect online behaviour - e.g. multiple people playing the same
game in the same room (poker lan parties etc.), people playing while engaging in some other
task (e.g. watching television), people playing alone and solely focussed on the game, or
one of a host of other contexts. This qualitative aspect is necessary to put the quantitative
analysis into perspective.
At the opposite end of the scale, studies such as [227] depend exclusively on video. In
this example Wellington and Ward are examining how students learn to program. While
the phenomenography-based [149] approach taken, may have been effective, it generated
a tremendous amount of work, with each video requiring painstaking hand coding for the
students’ coding behaviour - specifically the mechanics of that behaviour. If we consider
the work of Kramer et al. [134] discussed in the previous section, as comparison, we can
see how unnecessary this work is - the application of system logs would have provided a
rich “ready made” set of codes for much of this information, though of course a coding pass
for indirect interaction (such as reading and re-reading) would still be required. Even this
too could be achieved, by applying eye tracking (as in [224]) however there are extensive
complexity overheads to this addition. The point remains however, that by exploiting simple
logging processes, the authors could have achieved more for less expended effort. At a most
basic level, the authors could have pulled the camera back to focus on several subjects at
once, since log information could have been used to reconstruct the contents of the screens,
while still maintaining sufficient resolution to capture the contextual and gesture behaviour
(reading etc.). This would have allowed them to increase their subject count, since the
experiment was conducted at a specific time in a class, and potentially further validate their
results.
B.7 Eliciting stories with data
One practical benefit to analysis provided by additional data streams such as those described
above, is as a tool to elicit stories from experimental participants. Getting users to provide
explicit and deep detail about their experience is a fundamentally challenging task in post-
hoc interviews (and indeed in live ‘think aloud’ type scenarios). Providing them with data
on a time-line around which to talk can support the participant by giving them a framework
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to talk about. Interestingly, anecdotal evidence from a number of ‘in the wild’ experiences
would suggest that more abstract concepts such as arousal or emotional trajectory actually
prove more useful than more easily understandable data such as location. This is because
showing a participant a peak in excitement (for example) will result in them describing the
exciting parts of their experience (regardless of whether the peak actually indicates that
particular part of the experience). As example, when chatting to roller coaster riders at
an event at the Alton Towers theme park in the UK (recorded for the BBC’s Blue Peter
in 2013 - see figure B.2), riders were shown an expression trajectory and asked to explain
their feelings and actions on the ride. The responses were quite detailed; compare this to
initial questioning without the data stream, where the responses tended to be much more
general (e.g. “It was brilliant - I was terrified the whole time”). This particular example is
one of several such which showed a trend of the data being a useful method of extracting
stories. A similar approach was used in a recent advertising campaign for Nissan’s Juke
car, wherein participants had their biodata recorded in a number of thrilling experiences (a
skydiving simulator21, a track day drive22 and an adventure trip to Morocco featuring quad
bikes, dune buggies and a helicopter ride23). In each case the participant was ‘taken through
their data’ and this was used to elicit detailed information about their experience - this was
particularly relevant in the case of the Morocco event where four full days of data were
captured and only some small parts of the experience were filmed. Of course in this case,
the extraction of information was for broadcast interview rather than deep analysis, but the
principle of the argument remains intact: Data is an attractive, and relatively lightweight
way to get people to talk about their experiences.
This view has been recently borne out in the field of games user research in a paper
from Mirza-Babaei et al. [156] in which players are taken through their experience using
their physiological data in a biometric storyboard. This storyboard tracks their experience
in the game, showing the physiological highs and lows (primarily arousal based). The user
then describes their experience to a game designer (or evaluator) using the storyboard as
a boundary object [203]. This approach supports users in reflecting on their emotional
trajectory through the game experience, rather than the purely physical aspects of the
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B.8 Reflection
We have seen over the sections of this addendum, that the work of evaluating ubicomp
systems, and the work of using ubicomp systems to evaluate wider interaction are changing.
New technologies like biosensors and expression recognition are becoming widely available,
and we have explored some of the specific challenges involved in transforming these forms
of data into accountable objects through linear transformations, machine learning, action
coding etc. Even transformed into qualitatively valuable objects, they still present challenges
to understanding, and often require the addition of contextual data to make them practically
valuable in a qualitative analysis.
Alongside the explosion of new types of data, we have also seen the emergence of new
types of environments, like massively complex social networks, which create never before
seen challenges to evaluation, yet we have also seen the HCI community embracing this
( [182]). These new forms and sources of data are being actively explored. New ways of
looking at these data are being developed ( [122,134]) , new tools to handle combining them
are being released ( [80, 100]) and older, established tools are being updated to handle the
necessary combinations of data stream sources (biotrace). We have seen how looking at
additional channels of data has supported evaluation through direct analysis ( [107, 224]),
and as a boundary object for eliciting deep description of experience from users ( [156]). We
have also seen how the provision of additional streams of data can be of practical value to
users themselves ( [50]).
Conversely we have seen that failing to exploit these possibilities can weaken research
outcomes ( [77, 167]) , or at least make the process significantly more time consuming and
difficult ( [227]).
Ultimately this goes some way to validate the argument, that in the changing and in-
creasingly complex space that is ubiquitous computing, it is necessary to embrace new types
of data, new sources of data, and to find new ways to make use of that data in analysis.
While ultimately the methods remain relatively consistent, the process of teasing out detail
from the data must change - that is the tools change but the task remains essentially the
same. This is axiomatic of tool development - the hammer and the nailgun may behave
very differently, but they ultimately perform the same task, and both require skill to use
correctly. Qualitative social science is well equipped to exploit useful accountable objects -
the challenge to HCI is to be able to create, or at least allow for the extraction of those
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useful accountable objects from the complex tangle of data created all around us every day.
B.8.1 Revisiting the challenges again
In the related work and conclusion sections of this thesis a set of challenges associated with
handling and evaluating mobile and ubiquitous data were presented. It is appropriate at
this point to revisit these challenges taking into account what has been covered in this
supplementary chapter.
Small Displays
The issue of small displays remains prevalent - indeed it is an issue which has only increased
with the continued proliferation of smartphones, tablets etc. Further to this are a number
of new types of data capture devices which have no display at all (for example fitbits, or
empatica devices), but can be an integral part of an interaction process. The method of
addressing this is largely the same as proposed in the body of the thesis. It is reasonable to
expect to be able to reconstruct from system logs, the behaviour of a given system during
an interaction. Tools like Replayer and DRS directly support this process.
Headphones
As above, the situation of audio-interaction has not changed significantly. Synchronised
reconstruction of experiences from recordings and logs, as well as distribution of recording
may be sufficient to support handling this particular interactional analysis challenge. How-
ever, there are now tools such as CLAPS [100], which focus specifically on audio to better
support the process of extracting this demonstrably useful data stream.
Non-Collocation
Here we see a significant increase in the use of mobile social networking use. Facebook
revealed in August 2013 that some 78 percent of its users make use of its various mobile
device applications. Quite apart from the non-collocated interaction with social networks in
the first place, this mobility puts an extra strain on methods of understanding interactional
behaviour with and through social networks. We have explored here how a hybrid approach
of network analysis, coupled with more traditional ethnographic analysis can help to under-
stand behaviour in these online communities ( [122]). The tools to support the observational
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side of that depend on the same principles expounded by this thesis - distributed capture
and reconstruction of interaction behaviour.
Invisible Interaction
This supplementary chapter has highlighted many additional ways in which users may inter-
act with (or be monitored by) invisible systems - data channels like biodata and expression
analysis create unfamiliar streams of data that require treatment to be of practical value, in
the same way as any other captured data - the difference being the more computationally,
or signal-processing-oriented manner in which they must first be treated in order to become
first class data to be used in deep analysis.
Distribution of Interaction
We have seen here a variety of different examples of new channels through which users’
may interact with systems - from new types of inter-connected social networking systems,
through physiological capture (which may even serve to drive interaction in systems such
as [148,207,233]), to expression or gesture based interaction with, for example, avatars such
as those described in [10, 190]. These new channels of interaction demand ways to capture
and synchronise them with other forms of behaviour capture, and the tools described in
this thesis provide exactly that facility - from data logging and visualisation to systematic
reconstruction of context.
Interaction Time
The issue of interaction time is something of crucial importance when understanding the na-
ture of interaction with and through social networks. The non-immediate and asynchronous
nature of the communication media used make it very difficult to understand exactly how
people temporally interact with them - and this is something where the more quantitative
approach to understanding social network interaction is useful, since it can often tell us
when users interact with the network, both in terms of reading and in response. This can
be used as part of a hybrid (or mixed methods) approach to categorise and characterise this
interaction.
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Technological Breakdowns
This is not an area that has been particularly addressed by this supplement, but the in-
creasing complexity of interaction media leads to this being an increasing issue. To briefly
consider an example, in [206] we describe a system where participants were monitored with
bluetooth based biodata capture devices (nexuses). The event was a one night performance
displayed live to a cinema. On the night of the event, despite numerous successful tests
throughout the day and preceding days, the bluetooth radio connection completely failed.
It was later determined that this was due working within a busy nightclub environment -
with lots of active bluetooth interference. It was necessary for us to simulate the biodata
of the participants for the benefit of the live cinema audience. Because of the robust and
flexible and dynamically reconfigurable nature of the software used (vicarious) we were able
to seamlessly swap in the simulated biodata to replace the missing ‘real’ data, then later
capture the ‘real’ data from the local recordings on the devices and reconstruct the event
as it should have happened - or rather as it ‘did’ happen for the participants, but not for
the audience. This is of course rather an extreme example, but it serves to demonstrate the
need for redundancy and strategies to handle the seams of complex interactive systems.
B.8.2 Conclusions
Over the course of this supplementary chapter we have considered the appearance of new
sources of data available to qualitative researchers - discussing examples including social
networking data, facial expression analysis data and physiological data. We have looked
at the ways in which this data needs to be treated, processed and abstracted in order to
be turned into accountable objects, in a similar, but often more computational manner to
the ways in which system log data and transcription data has to be addressed as described
elsewhere in the thesis.
We have examined how the work presented in this thesis fits in with current research
practices, giving concrete examples of the practical benefits of applying the methods de-
scribed, and contrasting that with examples where the application of this approach would
have significantly improved work done using either log-files alone, or video analysis alone.
We have also discussed some of the new tools developed since the initial version of this
work which follow a similar approach. We have looked at one of the more obvious practical
benefits for working with streams of data - eliciting stories from participants using data as
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a cue. Finally, we have revisited the challenges laid out in the related work section (and
originally revisited in the conclusion) to see how the new factors explored in this chapter
relate to those challenges.
Throughout this chapter it has been made clear that the central argument of the thesis
remains intact despite the extensive changes in availability of data. That is, that the chal-
lenges presented by the addition of new ‘born digital’ forms of data are not methodological
per se, but rather of inclusion and representation. Qualitative research, and in particular
ethnography, has always been effective at cherry picking interesting data, and turning it into
information (or vice versa depending on choice of definitions of the terms) - take for example
the adoption of photo and video ethnography and more recently an inclusion of sources like
location as important. These new types of data require a higher degree of processing to
turn them into accountable objects - that is, to create meaningful and practically usable
representations and, as such, collaboration between computer science and social science is
necessary to make the exploitation of these modes of data viable. HCI has a long interdisci-
plinary history, showing itself, as a field, quite capable of bridging the apparent gaps between
social science, computer science and other relevant fields like psychology, social psychology,
psychophysiology etc. However, for all this new data, the core work of doing ethnography,
indeed of doing qualitative data analysis, has changed little. While the tools may be an ever
shifting landscape, and to some extent the onus to approve, make use of, and understand
these tools adds to the day to day work of a qualitative social researcher, ultimately they
are just that: tools. If making the invisible visible is considered a worthwhile goal, and this
thesis has argued that it absolutely is, then tools to address these new forms of data are
necessary to support the way in which social researchers go about their daily work.
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