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Abstract
Consider the following eigenvalue problem of p-Laplacian equation
−∆pu+ V (x)|u|
p−2u = µ|u|p−2u+ a|u|s−2u, x ∈ Rn, (P)
where a ≥ 0, p ∈ (1, n) and µ ∈ R. V (x) is a trapping type potential,
e.g., inf
x∈Rn
V (x) < lim
|x|→+∞
V (x). By using constrained variational methods, we
proved that there is a∗ > 0, which can be given explicitly, such that problem
(P) has a ground state u with ‖u‖Lp = 1 for some µ ∈ R and all a ∈ [0, a
∗), but
(P) has no this kind of ground state if a ≥ a∗. Furthermore, by establishing
some delicate energy estimates we show that the global maximum point of the
ground states of problem (P) approach to one of the global minima of V (x)
and blow up if aր a∗. The optimal rate of blowup is obtained for V (x) being
a polynomial type potential.
MSC: 35J60, 35J92, 35J20, 35P30
Keywords: p-Laplacian; elliptic equation; eigenvalue problem; least energy; blowup
rate
1 Introduction
In this paper, we are concerned with the existence and asymptotical behavior of
ground states for the following eigenvalue problem of p-Laplacian equation:
−∆pu+ V (x)|u|
p−2u = µ|u|p−2u+ a|u|s−2u, x ∈ Rn, (1.1)
∗Corresponding author. Email: hszhou2002@sina.com . To appear in Nonlinear Analysis. DOI:
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where p ∈ (1, n), s = p + p
2
n
, a ≥ 0 and µ ∈ R are parameters, V (x) is a trapping
potential which satisfies
(V ) : V (x) ∈ C(Rn), lim
|x|→∞
V (x) =∞ and inf
x∈Rn
V (x) = 0.
When p = n = 2, (1.1) is the so called time independent Gross-Pitaevskii (GP)
equation, which was proposed independently by Gross[8] and Pitaevskii[20] in study-
ing the Bose-Einstein condensate. In this special case, problem (1.1) has been stud-
ied under various conditions on the potential V (x), for examples, [10, 11, 12], etc.
Roughly speaking, if V (x) is a polynomial type trapping potential such as
V (x) = h(x)
m∏
i=1
|x− xi|
qi, xi 6= xj if i 6= j, 0 < C ≤ h(x) ≤
1
C
for all x ∈ Rn, (1.2)
the results of [10] show that the existence of normalized L2-norm ground states of
(1.1) depends heavily on the parameter a ≥ 0, and this kind of solution blows up
at some point xi0 with qi0 = max{q1, ..., qm}. The rate of blowup is also given in
[10]. The main aim of this paper is to extend the results of [10] to the p-Laplacian
problem (1.1) for general p ∈ (1, n) and V (x).
As we know, the operator −∆p is no more linear if p 6= 2, which leads to some
quite different properties from −∆ (i.e. p = 2), for examples, it is well known that
the limit equation of (1.1), that is,
−∆pu+
p
n
|u|p−2u = |u|s−2u, (1.3)
has a unique positive radially symmetric solution (see e.g., [7, 13, 17, 19]) for p =
2, but in general case we know that this fact holds only for p ∈ (1, 2) (see e.g.,
[6, 16, 23]), which is still unknown if p ∈ (1, n) and p 6= 2. However, in [10] the
uniqueness of solutions of the limit equation of (1.1) plays a crucial role not only in
applying the Gagliardo-Nirenberg inequality, but also in getting the exact blowup
rate for the ground state of (1.1). In order to extend the results of [10] to the p-
Laplacian case, the key step is how to avoid using the uniqueness of solutions of the
limit equation (1.3). In this paper, we overcome this difficulty by detailed analyzing
the relations between the extremal functions of the sharp constant of the Gagliardo-
Nirenberg inequality and the ground states of the limit equation (1.3). On the other
hand, if p 6= 2, the expansion of the main part of the variational functional of (1.1) is
also more complicated than that of p = 2, which causes more difficulties in making
the energy estimates than in [10].
To get a ground state solution of (1.1), we consider the following constrained
minimization problem
e(a) = inf{Ea(u) : u ∈ H,
∫
Rn
|u|pdx = 1}, (1.4)
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where Ea is the energy functional defined by
Ea(u) =
∫
Rn
(|∇u|p + V (x)|u|p) dx−
pa
s
∫
Rn
|u|sdx
=
∫
Rn
(|∇u|p + V (x)|u|p) dx−
na
n + p
∫
Rn
|u|sdx, (1.5)
for u ∈ H :=
{
u ∈ W 1,p(Rn) :
∫
Rn
V (x)|u|pdx < +∞
}
and
‖u‖H :=
(∫
Rn
|∇u|p + V (x)|u(x)|pdx
) 1
p
.
Clearly, a minimizer of (1.4) is a weak solution of (1.1) for some µ ∈ R, which is
indeed a Lagrange multiplier.
For problem (1.4), the power s = p + p
2
n
is critical in the sense that e(a) can be
−∞ if s > p+ p
2
n
. Indeed , take u ∈ H and ‖u‖Lp(Rn) = 1 and let vλ(x) = λ
n
p u(λx),
it is easy to see that
Ea(vλ) = λ
p
∫
Rn
|∇u|pdx+
∫
Rn
V (
x
λ
)|u|pdx−
pa
s
λ
ns
p
−n
∫
Rn
|u|sdx
λ→∞
−→ −∞,
if ns
p
− n > p, i.e., s > p + p
2
n
. When p = n = 2, s = 4 is the so called mass critical
exponent for GP equation.
For s = p+ p
2
n
, we recall some known results about the limit equation (1.3). First
we define the energy functional
I(u) =
1
p
∫
Rn
(|∇u|p +
p
n
|u|p)dx−
1
s
∫
Rn
|u|sdx, u ∈ W 1,p(Rn).
It is well known that u is a weak solution of (1.3) if and only if
〈I ′(u), ϕ〉 = 0 for all ϕ ∈ W 1,p(Rn).
Next, we denote the set of all nontrivial weak solutions of (1.3) by S, that is
S := {u ∈ W 1,p(Rn) \ {0} : 〈I ′(u), ϕ〉 = 0 ∀ϕ ∈ W 1,p(Rn)}.
Then, for any u ∈ S, by using Pohozaev identity(see [9]) we know that∫
Rn
|u|sdx = (1 +
p
n
)
∫
Rn
|∇u|pdx = (1 +
p
n
)
∫
Rn
|u|pdx, (1.6)
where s = p + p
2
n
. Now, we say Q ∈ W 1,p(Rn) is a ground state of (1.3) if it is the
least energy solution among all nontrivial weak solutions of (1.3). Then, it follows
from (1.6) that
Q ∈ G := {u ∈ S : I(u) = inf
v∈S
I(v)} = {u ∈ S : I(u) = inf
v∈S
1
n
∫
Rn
|v|pdx}. (1.7)
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Clearly, if Q(x) ∈ G, then Q(x − x0) ∈ G for any x0 ∈ R
n. Furthermore, by the
result of [16], any ground state of (1.1) decays exponentially at infinity, that is, for
any Q ∈ G there exists δ > 0 such that
|Q(x)| ≤ e−δ|x|, for |x| large. (1.8)
Finally, we give the main theorems of the paper. Our first theorem is concerned
with the existence of minimizers of the minimization problem (1.4) and hence Lemma
2.4 implies the existence of ground states of (1.1), which is consistent with the results
of [3, 10, 26] if p = 2.
Theorem 1.1 Let Q ∈ G and let
a∗ =
(∫
Rn
|Q|p
) p
n
. (1.9)
If p ∈ (1, n) and V (x) satisfies the condition (V ). Then,
(i) Problem (1.4) has at least one minimizer if 0 ≤ a < a∗.
(ii) Problem (1.4) has no minimizer if a ≥ a∗ and e(a) = −∞ if a > a∗. Moreover,
e(a) > 0 if a < a∗ and lim
aրa∗
e(a) = e(a∗) = 0.
Remark 1.1 The number a∗ defined in (1.9) is independent of the choice of Q ∈ G.
In fact, let c0 be the least energy of (1.3), then, for any Q ∈ G, I(Q) = c0 and it
follows from (1.7) that
∫
Rn
|Q|pdx = nc0, which is independent of Q ∈ G.
By Theorem 1.1, we know that, for any a ∈ [0, a∗), problem (1.4) has a solution
ua, then it is interesting to ask what would happen when a goes to a
∗ from below,
which is simply denoted by aր a∗ in what follows. Our next theorem answers this
question for the general type of trapping potential V (x) as in (V).
Theorem 1.2 Let ua ≥ 0 be a minimizer of (1.4) for a ∈ (0, a
∗). If the condition
(V ) holds, then
(i)
εa ,
( ∫
Rn
|∇ua|
p
)− 1
p → 0 as aր a∗. (1.10)
(ii) Let z¯a be a global maximum point of ua(x), there holds
lim
aրa∗
dist(z¯a,A) = 0, (1.11)
where A = {x ∈ Rn : V (x) = 0}.
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(iii) For any sequence {ak} with ak ր a
∗ as k → ∞, there exists a subsequence of
{ak}, still denoted by {ak}, such that
lim
k→∞
ε
n
p
akuak(εakx+ z¯ak) =
Q(x)
a
∗ n
p2
in W 1,p(Rn), for some Q ∈ G, (1.12)
where z¯ak is a global maximum point of uak and lim
k→∞
z¯ak = x0 ∈ A.
The above theorem tells us that as a ր a∗, the minimizers of (1.4) must con-
centrate and blow up at a minimum point of V (x). Our final result shows that the
concentration behavior and blow up rate of the minimizers of (1.4) can be refined
if we have more information on the potential V (x). Accurately, we assume that
the trapping potential V (x) is of some “polynomial type” and has m ≥ 1 isolated
minima, for instance, V (x) is given by (1.2). Let Q ∈ G be given in Theorem 1.2,
and let y0 ∈ R
n be such that
∫
Rn
|x+ y0|
qQp(x)dx = inf
y∈Rn
∫
Rn
|x+ y|qQp(x)dx, q = max{q1, ..., qm}. (1.13)
Set
λi =
∫
Rn
|x+ y0|
qQp(x)dx lim
x→xi
V (x)
|x− xi|q
∈ (0,∞],
and
λ = min{λ1, ..., λm}, Z := {xi : λi = λ}. (1.14)
Remark 1.2 If 1 < p ≤ 2, the ground state Q of (1.3) is unique (up to translation)
and radially symmetric, see e.g., [23, 6, 7, 13, 17, 19], then it is not difficult to
know that y0 = 0 in (1.13).
Based on Theorem 1.2 and the above notations, we have the following theorem,
which is a refined version of Theorem 1.2 when the potential V (x) is given by (1.2).
Theorem 1.3 If V (x) satisfies (1.2), let {ak} ⊂ (0, a
∗) be the convergent subse-
quence in Theorem 1.2 (iii) and let uak be a corresponding minimizer of (1.4), then
(i) For e(ak) defined by (1.4), there holds
e(ak) ≈
(a∗ − ak)
q
p+q
a∗
n+q
p+q
λ
p
p+q ((
q
p
)
p
p+q + (
p
q
)
q
p+q ) as k →∞, (1.15)
where f(ak) ≈ g(ak) means that f/g → 1 as k →∞.
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(ii) Let Q ∈ G be obtained in (1.12) and let εak be defined by (1.10), then (1.12)
still holds for uak , but εak can be precisely estimated as
εak ≈ σk , a
∗ n−pp(p+q) (a∗ − ak)
1
p+qλ−
1
p+q (
p
q
)
1
p+q , (1.16)
that is,
lim
k→∞
σ
n
p
k uak(σkx+ z¯ak) =
Q(x)
a
∗ n
p2
in W 1,p(Rn). (1.17)
Moreover, for each k, if z¯ak is a global maximum point of uak , then
lim
k→∞
z¯ak = x0 with x0 ∈ Z.
2 Preliminary lemmas
In this section, we give some useful lemmas which are required in next section.
Lemma 2.1 (Gagliardo-Nirenberg inequality) Let p ∈ (1, n), s = p + p
2
n
and a∗ be
given by (1.9). Then, for any u ∈ W 1,p(Rn), there holds
∫
Rn
|u(x)|sdx ≤
n+ p
na∗
∫
Rn
|∇u(x)|pdx ·
(∫
Rn
|u(x)|pdx
) p
n
. (2.1)
Moreover, the equality holds if and only if u(x) = c1Q(c2x) for some c1, c2 ∈ R \ {0}
and Q ∈ G.
Proof. By using Theorem 2.1 of [2] with q = p and s = p+ p
2
n
, we see that
∫
Rn
|u(x)|s ≤
( K
E(u∞)
)n+p
n
∫
Rn
|∇u(x)|p ·
(∫
Rn
|u(x)|p
) p
n
, (2.2)
whereK = n+p
np( p
n
)
p
n+p
and u∞ is a minimizer of the following constrained minimization
problem:
inf
{
E(u) =
1
p
∫
Rn
|∇u(x)|pdx+
1
p
∫
Rn
|u(x)|pdx : u ∈ W 1,p(Rn), ‖u‖Ls(Rn) = 1
}
,
(2.3)
Since u∞ is a minimizer of (2.3), then u∞ satisfies
−∆pu∞ + |u∞|p−2u∞ = λ|u∞|s−2u∞,
where
λ = pE(u∞), (2.4)
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is the so called Lagrange multiplier. By the Pohozaev identity[9], we have
∫
Rn
|u∞|pdx =
p
n
∫
Rn
|∇u∞|pdx =
λp
n + p
∫
Rn
|u∞|sdx. (2.5)
Let
v(x) = (
pλ
n
)
n
p2 u∞
(
(
p
n
)
1
px
)
, (2.6)
then v satisfies (1.3). By the definition of ground state and (1.9), it follows from
(2.6) that
λ
n
p
∫
Rn
|u∞|pdx =
∫
Rn
|v|pdx ≥ a∗
n
p . (2.7)
Hence, (2.5) and (2.7) together with
∫
Rn
|u∞|s = 1 imply that
λ ≥ (
n + p
p
)
p
n+pa∗
n
n+p . (2.8)
So, (2.1) holds by using (2.2), (2.4) and (2.8).
Next, we claim that any Q ∈ G is an extremal function of (2.1).
Indeed, if Q ∈ G then Q is a ground state of (1.3), and (1.6) and (1.9) hold, that
is,
n
n + p
∫
Rn
|Q|sdx =
∫
Rn
|∇Q|pdx =
∫
Rn
|Q|pdx = a∗
n
p .
Therefore, Q satisfies the equality of (2.1), so does c1Q(c2x) for any c1, c2 ∈ R\{0}.
Now, let u be an extremal of (2.1), then by a similar arguments to [24] we know
that u satisfies
−∆pu+ a1|u|
p−2u− a2|u|s−2u = 0,
for some a1, a2 > 0. Let uˆ(x) = (
pa2
na1
)
n
p2 u
(
( p
na1
)
1
px
)
, then uˆ satisfies
−∆puˆ+
p
n
|uˆ|p−2uˆ− |uˆ|s−2uˆ = 0,
and uˆ is also an extremal of (2.1). Then by (1.6) we have
∫
Rn
|uˆ|p = (a∗)
n
p .
Thus, uˆ ∈ G and u = (na1
pa2
)
n
p2 uˆ
(
(na1
p
)
1
px
)
.

Using Lemma 2.1 one can quickly get the following result.
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Lemma 2.2 Let 0 ≤ w0 ∈ W
1,p(Rn) satisfy the equation
−∆pw0 +
p
n
w0
p−1 = a∗w0s−1, (2.9)
and ∫
Rn
|∇w0|
pdx =
∫
Rn
|w0|
pdx = 1. (2.10)
Then, w0 satisfies the equality of (2.1) and w0 = a
∗− np2Q(x) for some Q ∈ G.
Proof. By (2.9) and (2.10), it is easy to see that∫
Rn
|w0|
sdx =
n+ p
na∗
, (2.11)
using again (2.10) we konw that w0 satisfies the equality of (2.1). Then, Lemma 2.1
implies that there exist c1, c2 > 0 such that
w0 = c1Q(c2x),
for some Q ∈ G. Using (2.10) and (2.11) together with (1.6) and (1.9), we get
c1 = a
∗− np2 and c2 = 1, thus the proof is completed. 
Lemma 2.3 Suppose V ∈ L∞
loc
(Rn) with lim
|x|→∞
V (x) =∞, then the embedding H →֒
Lq(Rn) is compact, for any p ≤ q < p∗ =
{ np
n−p , p < n,
+∞, p ≥ n.
Proof. This lemma can be proved by almost the same way as that of Lemma 5.1
in [26] or section 3 of [4], where only p = 2 is considered. 
Lemma 2.4 If ua is a minimizer of problem (1.4), then ua is a ground state of
(1.1) for some µ = µa.
Proof. Let ua be a minimizer of problem (1.4), then there is a µa, i.e., the so called
Lagrange multiplier, such that
−∆pua + V (x)|ua|
p−2ua = µa|ua|p−2ua + a|ua|s−2ua. (2.12)
Define
Ja(u) =
1
p
∫
Rn
[
|∇u|p + (V (x)− µa)|u|
p
]
dx−
a
s
∫
Rn
|u|sdx. (2.13)
Then, to prove ua is a ground state of (1.1), we need only to show that Ja(ua) ≤ Ja(v)
for any nontrivial weak solution v of (2.12). For this purpose, let v(x) 6≡ 0 be solution
of (2.12), then we see that∫
Rn
[
|∇v|p + (V (x)− µa)|v|
p
]
dx = a
∫
Rn
|v|sdx. (2.14)
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It follows from (2.13) and (2.14) that
Ja(v) = (
1
p
−
1
s
)a
∫
Rn
|v|sdx =
a
n + p
∫
Rn
|v|sdx.
Since ua satisfies (2.12), then (2.14) holds also for ua, this implies that
Ja(ua) =
a
n + p
∫
Rn
|ua|
sdx.
Now, we set d = ‖v‖Lp(Rn) and v¯ =
v(x)
d
, then ‖v¯‖Lp(Rn) = 1. Note that ua is a
minimizer of (1.4), hence
Ea(v¯) ≥ Ea(ua), ‖ua‖Lp(Rn) = 1,
which means that
Ja(v¯) =
1
p
Ea(v¯)−
µa
p
∫
Rn
|v¯|pdx ≥
1
p
Ea(ua)−
µa
p
∫
Rn
|ua|
pdx = Ja(ua). (2.15)
On the other hand, by the definition of v¯ and Ja as well as (2.14), we see that
Ja(v¯) =
( 1
pdp
−
1
sds
)
a
∫
Rn
|v|sdx ≤
a
n+ p
∫
Rn
|v|sdx = Ja(v),
this and (2.15) show that Ja(v) ≥ Ja(ua). We complete the proof.

Lemma 2.5 Let a > 0, b > 0 and p > 1. then there exists Cp = C(p) > 0 such that
(a + b)p ≤ ap + bp + Cpa
p−1b+ Cpabp−1.
. 
3 Existence of ground states
The aim of this section is to prove Theorem 1.1. By Theorem 1.1 and Lemma
2.4 we then get the existence and non-existence of ground states of (1.1). For the
p = 2 case we refer to [3, 10, 26].
Proof of Theorem 1.1. (i). For any u ∈ H with ||u||Lp = 1, by (2.1) and
(V) we know that, if a ∈ [0, a∗)
Ea(u) ≥
(
1−
a
a∗
)∫
Rn
|∇u|pdx+
∫
Rn
V (x)|u(x)|pdx
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≥
(
1−
a
a∗
)∫
Rn
|∇u|pdx ≥ 0. (3.1)
So, e(a) in (1.4) is well defined. Let {um} ⊂ H be a minimizing sequence, that is,
||um||Lp(Rn) = 1 and lim
m→∞
Ea(um) = e(a). Using (3.1), we see that both
∫
Rn
|∇um(x)|
pdx
and
∫
Rn
V (x)|um(x)|
pdx are bounded, hence {um} is bounded in H. By Lemma 2.3,
we can extract a subsequence such that
um
m
⇀ u in H and um
m
→ u strongly in Lq(Rn), for any p ≤ q < p∗,
for some u ∈ H. Then,
∫
Rn
|u(x)|p = 1 and Ea(u) = e(a) by the weak lower semi-
continuity of Ea. This implies u is a minimizer of e(a).
(ii). Choose a non-negative ϕ ∈ C∞0 (R
n) such that
ϕ(x) = 1 if |x| ≤ 1, and ϕ(x) = 0 if |x| ≥ 2.
For any x0 ∈ R
n, τ > 0 and R > 0, motivated by [10] we let
uτ (x) = AR,τ
τ
n
p
||Q||Lp
ϕ
(x− x0
R
)
Q
(
τ(x− x0)
)
, (3.2)
where Q is a ground state of (1.3) and AR,τ is chosen such that
∫
Rn
|uτ(x)|
pdx = 1
and then lim
Rτ→∞
AR,τ = 1. In fact, it follows from (1.8) that
1
ApR,τ
=
∫
x≤τR
Qp(x)dx+
∫
τR<|x|≤2τR
ϕp( x
τR
)Qp(x)dx
||Q||pLp
= 1 +O(e−δτR), as τR→∞. (3.3)
By Lemma 2.5 and (1.8) we have
∫
Rn
∣∣∣ 1
R
∇ϕ(
x
τR
)Q(x) + τϕ(
x
τR
)∇Q(x)
∣∣∣pdx−
∫
Rn
∣∣∣τϕ( x
τR
)∇Q(x)
∣∣∣pdx
≤
∫
Rn
∣∣∣ 1
R
∇ϕ(
x
τR
)Q(x)
∣∣∣pdx+ Cp
∫
Rn
∣∣∣ 1
R
∇ϕ(
x
τR
)Q(x)
∣∣∣p−1∣∣∣τϕ( x
τR
)∇Q(x)
∣∣∣dx
+Cp
∫
Rn
∣∣∣ 1
R
∇ϕ(
x
τR
)Q(x)
∣∣∣
∣∣∣τϕ( x
τR
)∇Q(x)
∣∣∣p−1dx
= O(e−δτR), as τR→∞.
Then, by (3.3) and the exponential decay of Q (1.8), we see that
∫
Rn
|∇uτ(x)|
pdx−
na
n+ p
∫
Rn
|uτ (x)|
sdx
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=
ApR,τ τ
n
||Q||pLp
∫
Rn
∣∣∣ 1
R
∇ϕ(
x− x0
R
)Q(τ(x − x0)) + ϕ(
x− x0
R
)∇Q(τ(x− x0))τ
∣∣∣pdx
−
na
n + p
AsR,ττ
sn
p
||Q||sLp
∫
Rn
∣∣∣ϕ(x− x0
R
)Q(τ(x− x0))
∣∣∣sdx
=
ApR,τ
||Q||pLp
∫
Rn
∣∣∣ 1
R
∇ϕ(
x
τR
)Q(x) + τϕ(
x
τR
)∇Q(x)
∣∣∣pdx
−
na
n + p
AsR,ττ
p
||Q||sLp
∫
Rn
∣∣∣ϕ( x
Rτ
)Q(x)
∣∣∣sdx
≤
ApR,τ
||Q||pLp
∫
Rn
∣∣∣τϕ( x
τR
)∇Q(x)
∣∣∣pdx− na
n+ p
AsR,τ τ
p
||Q||sLp
∫
Rn
|ϕ(
x
τR
)Q(x)|sdx
+O(e−δτR) as τR→∞
≤
τ p
||Q||pLp
(∫
Rn
|∇Q|pdx−
na
(n + p)a∗
∫
Rn
|Q|sdx
)
+O(e−δτR), as Rτ →∞.(3.4)
It then follows from (3.4) and (1.6) that
∫
Rn
|∇uτ |
pdx−
na
n+ p
∫
Rn
|uτ |
sdx ≤ τ p(1−
a
a∗
) +O(e−δτR). (3.5)
On the other hand, since uτ (x) is bounded and has compact support, the convergence
lim
τ→∞
∫
Rn
V (x)|uτ (x)|
pdx = lim
τ→∞
∫
Rn
V (x
τ
+ x0)
||Q||pLp
ϕp(
x
τR
)Qp(x)dx = V (x0) (3.6)
holds for all x0 ∈ R
n.
When a > a∗, it follows from (3.5) and (3.6) that
e(a) ≤ lim
τ→∞
Ea(u) = −∞.
This implies that for any a > a∗, e(a) is unbounded from below, and the nonexistence
of minimizers is therefore proved.
When a = a∗, taking x0 ∈ Rn such that V (x0) = 0, then (3.5) and (3.6) imply
that e(a∗) ≤ 0, but we know that e(a∗) ≥ 0 by (3.1), so e(a∗) = 0. If there exists a
minimizer u0 ∈ H for e(a
∗) = 0 with ||u0||Lp = 1, then
∫
Rn
V (x)|u0(x)|
pdx = inf
x∈Rn
V (x) = 0,
and ∫
Rn
|∇u0(x)|
pdx =
na∗
n+ p
∫
Rn
|u0(x)|
sdx.
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These lead to a contradiction, since the first equality implies that u0 must have
compact support, while the second equality means that u0 has to be a nonnegative
ground state of (1.3) by Lemma 2.1, thus u0 > 0 by the strong maximum principle
[22]. So problem (1.4) has no minimizer for a = a∗.
Note that (3.1) implies that e(a) > 0 for a < a∗. We have already shown that
e(a∗) = 0 and e(a) = −∞ if a > a∗, hence it remains to prove that lim
aրa∗
e(a) = 0.
Indeed, let x0 ∈ R
n be such that V (x0) = 0, set τ = (a
∗ − a)−
1
p+1 . Then if aր a∗,
it follows easily from (3.5) and (3.6) that lim sup
aրa∗
e(a) ≤ 0, hence lim
aրa∗
e(a) = 0. 
4 Blowup behavior for general trapping potential
In this section, we come to analyze the concentration (blowup) behavior of the
ground states of (1.1) as aր a∗ under the general assumption (V), that is, to give
a proof of Theorem 1.2.
Let ua be a nonnegative minimizer of (1.4), thus ua satisfies the following equa-
tion
−∆pua + V (x)u
p−1
a = µau
p−1
a + au
s−1
a , (4.1)
where µa ∈ R is a suitable Lagrange multiplier.
Proof of Theorem 1.2.
(i). By contradiction, if (1.10) is false, then there exists a sequence {ak} with
ak ր a
∗ as k → ∞ such that {uak(x)} is bounded in H. By applying Lemma 2.3,
there exist a subsequence of {ak} (still denoted by {ak}) and u0 ∈ H such that
uak
k
⇀ u0 weakly in H and uak
k
−→ u0 in L
p(Rn).
Thus,
0 = e(a∗) ≤ Ea∗(u0) ≤ lim
k→∞
Eak(uak) = lim
k→∞
e(ak) = 0,
since e(a) → 0 as a ր a∗, by Theorem 1.1. This shows that u0 is a minimizer of
e(a∗), which is impossible by Theorem 1.1(ii). So, part (i) is proved.
(ii). For any solution ua of (4.1), by the result of [15] we know that ua ∈ C
1,α
loc (R
n)
for some α ∈ (0, 1) and
ua(x)→ 0 as |x| → ∞,
this implies that each ua has at least one maximum point. Let z¯a be a global
maximum point and define
w¯a(x) = ε
n
p
a ua(εax+ z¯a), (4.2)
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then ∫
Rn
|∇w¯a|
p =
∫
Rn
|w¯a|
p = 1. (4.3)
By (2.1), we know that
0 ≤
∫
Rn
|∇ua|
p −
n
n+ p
a
∫
Rn
|ua|
s = ε−pa −
n
n+ p
a
∫
Rn
|ua|
s ≤ e(a).
By part (i) and Theorem 1.1 (ii), we have
εa → 0 and e(a)→ 0 as aր a
∗,
then ∫
Rn
|w¯a|
s = εpa
∫
Rn
|ua|
s →
n + p
na∗
as aր a∗. (4.4)
Now, we claim that
lim inf
aրa∗
∫
B2(0)
|w¯a|
p ≥ η > 0. (4.5)
Indeed, it follows from (4.1) that
µa = e(a)−
pa
n + p
∫
Rn
|ua|
s,
this together with (4.4) indicates that
εpaµa → −
p
n
as aր a∗. (4.6)
Moreover, by (4.1) and (4.2), w¯a satisfies that
−∆pw¯a(x) + ε
p
aV (εx+ z¯a)w¯
p−1
a (x) = ε
p
aµaw¯
p−1
a (x) + aw¯
s−1
a (x), (4.7)
and since w¯a ≥ 0 and ε
p
aµa ≤ 0 for a close to a
∗, it follows from (4.7) that
−∆pw¯a − c(x)w¯
p−1
a ≤ 0, where c(x) = aw¯
s−p
a .
Thus by Theorem 7.1.1 of [21] we have
sup
B1(ξ)
w¯a ≤ C(
∫
B2(ξ)
|w¯a|
p)
1
p , (4.8)
where ξ is an arbitrary point in Rn and C > 0 depends only on the upper bound of
‖c(x)‖
L
n
p(1−ǫ) (B2(ξ))
, i.e., ‖w¯a‖
L
p
1−ǫ (B2(ξ))
, for some 0 < ǫ ≤ 1. On the other hand,
w¯a(0) ≥ ζ uniformly as aր a
∗ for some ζ > 0, (4.9)
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since 0 is a global maximum point of w¯a. Otherwise, there exists a sequence ak ր a
∗
such that w¯ak(0) = ‖w¯ak‖L∞(Rn)
k
−→ 0, then by concentration-compactness lemma [18]
we have
∫
Rn
|w¯ak |
s → 0 as k →∞, which contradicts (4.4). So, (4.8) and (4.9) imply
(4.5).
In what follows, we come to prove (1.11) by using (4.5). Since (1.5) and (2.1),
we have ∫
Rn
V (x)|ua|
pdx ≤ e(a)→ 0 as aր a∗,
that is ∫
Rn
V (x)|ua|
pdx =
∫
Rn
V (εax+ z¯a)|w¯a|
pdx→ 0 as aր a∗. (4.10)
By contradiction, if (1.11) is false, then there is a constant δ > 0 and a sequence
{ak} with ak ր a
∗ as k →∞ such that
εak
k
−→ 0 and lim
k→∞
inf dist(z¯ak ,A) ≥ δ > 0, (4.11)
then, there exists Cδ > 0 such that
lim inf
k→∞
V (z¯ak) ≥ 2Cδ. (4.12)
Indeed, suppose such Cδ does not exist, then, up to a subsequence, there exist
{z¯ak} ⊂ R
n such that V (z¯ak)
k
−→ 0. Since V (x) satisfies (V), we have {z¯ak} is
bounded and thus z¯ak
k
−→ z0, for some z0 ∈ R
n. By the continuity of V (x) we have
z0 ∈ A, but this contradicts (4.11), so (4.12) is proved. By Fatou’s Lemma and
(4.5), we see that
lim
k→∞
∫
Rn
V (εakx+ z¯ak)|w¯ak |
pdx ≥
∫
Rn
lim
k→∞
V (εakx+ z¯ak)|w¯ak |
pdx ≥ Cδη,
which contradicts (4.10). Therefore, (1.11) holds.
(iii). Let {ak} be a sequence such that ak ր a
∗ as k → ∞. For simplicity, we
set
uk(x) := uak(x), w¯k := w¯ak ≥ 0, z¯k := z¯ak and εk := εak > 0.
By (1.11), (4.3) and (4.4), there exists a subsequence of {ak}, still denoted by {ak},
such that
lim
k→∞
z¯k = x0 with V (x0) = 0,
and
w¯k
k
⇀ w0 ≥ 0 weakly in W
1,p(Rn)
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for some w0 ∈ W
1,p(Rn). Moreover, w¯k satisfies
−∆pw¯k(x) + ε
p
kV (εkx+ z¯k)w¯
p−1
k (x) = ε
p
kµkw¯
p−1
k (x) + akw¯
s−1
k (x).
Motivated by the idea of [25, 14], we claim that
w¯k
k
→ w0 strongly in W
1,p(Rn). (4.13)
Indeed, by Theorem 1.1 and the definition of w¯k we have
0 ≤ lim
k→∞
(
ε−pk
∫
Rn
|∇w¯k|
p −
nak
n+ p
ε−pk
∫
Rn
|w¯k|
s
)
≤ lim
k→∞
e(ak) = 0, (4.14)
and thus by (4.3) and (4.14) that ∫
Rn
|w¯k|
p ≡ 1,
and
lim
k→∞
(∫
Rn
|∇w¯k|
p −
na∗
n+ p
∫
Rn
|w¯k|
s
)
= 0. (4.15)
To prove (4.13), we show first that
w¯k
k
→ w0 strongly in L
p(Rn). (4.16)
By Lemma III.1 of [18], to show (4.16) we only need to exclude the “vanishing case”
and “dichotomy case” of the function sequence {|w¯k|
p}. In fact, we can easily rule
out the “vanishing case” by (4.5). Then, arguing indirectly, suppose the “dichotomy
case” occurs and taking (4.5) into consideration, there exists 0 < ρ < 1 such that for
any ε > 0 there are Rk > 0, {yk} ⊂ R
n and two function sequences {w1k}, {w
2
k} ⊂
W 1,p(Rn) with Supp w1k ⊂ BRk(yk) and Supp w
2
k ⊂ R
n \B2Rk(yk) satisfiy∣∣∣
∫
BRk (yk)
|w1k|
p − ρ
∣∣∣ ≤ ε,
∣∣∣
∫
Rn\B2Rk (yk)
|w2k|
p − (1− ρ)
∣∣∣ ≤ ε; (4.17)
and, up to a subsequence,∫
Rn
|w¯k − (w
1
k + w
2
k)|
s ≤ Cε
ε→0
−→ 0, (4.18)
lim inf
k→∞
∫
Rn
(
|∇w¯k|
p − |∇w1k|
p − |∇w2k|
p
)
≥ 0. (4.19)
Then, by (4.17)-(4.19), (2.1) and (4.4) we have
( ∫
Rn
|∇w¯k|
p −
na∗
n + p
∫
Rn
|w¯k|
s
)
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≥
∫
BRk (yk)
(
|∇w1k|
p −
na∗
n+ p
|w1k|
s
)
+
∫
Rn\B2Rk (yk)
(
|∇w2k|
p −
na∗
n + p
|w2k|
s
)
− Cε
≥
na∗
n + p
((
(ρ+ ε)−
p
n − 1
) ∫
Rn
|w1k|
s +
(
(1− ρ+ ε)−
p
n − 1
) ∫
Rn
|w2k|
s
)
− Cε
> 0, (4.20)
since ε can be arbitrarily small. Then (4.20) leads to a contradiction with (4.15).
So, (4.16) holds. (4.16) and the boundedness of {w¯k} in W
1,p(Rn) imply that
w¯k
k
→ w0 strongly in L
s(Rn). (4.21)
Combine (4.16)(4.21) with (2.1) and (4.4), we have
∫
Rn
|∇w0|
p ≥ 1 and thus∫
Rn
|∇w0|
p = 1,
by the weak lower semi-continuity of the norm. SinceW 1,p(Rn) is a uniformly convex
Banach space [1], (4.13) holds by [5]. Moreover, w0 satisfies
−∆pw0 +
p
n
w0
p−1 = a∗w0s−1,
and
∫
Rn
|∇w0|
p =
∫
Rn
|w0|
p = 1.
So, Lemma 2.2 implies that
w0 =
Q(x)
a∗
n
p2
, (4.22)
for some Q ∈ G. Then (4.13) and (4.22) gives the proof of Theorem 1.2. 
5 Refined blowup behavior for polynomial type
potential
This section is devoted to prove Theorem 1.3. In what follows, we always denote
{ak} to be the convergent subsequence in Theorem 1.2. Our first lemma is to address
the upper bound of e(ak).
Lemma 5.1 If V (x) satisfies (1.2), then
0 ≤ e(ak) ≤
(a∗ − ak)
q
p+q
a∗
n+q
p+q
λ
p
p+q
(
(
q
p
)
p
p+q + (
p
q
)
q
p+q + o(1)
)
as k →∞, (5.1)
where λ is given by (1.14) and o(1) is a quantity depends only on k.
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Proof. Let Q ∈ G be given in Theorem 1.2 and y0 as in (1.13). Take
u(x) = AR,τ
τ
n
p
||Q||Lp
ϕ
(x− x0
R
)
Q(τ(x − x0)− y0)
with x0 ∈ Z as a trial function. Let R =
1√
τ
and it is easy to see R → 0 and
τR→∞ as τ →∞. Then,∫
Rn
V (x)|u|p = ApR,τ
∫
Rn
V (x)
τn
‖Q‖pLp
ϕp(
x− x0
R
)Qp(τ(x− x0)− y0)dx
=
ApR,τ
‖Q‖pLp
∫
Rn
τn|x− x0|
qϕp(
x− x0
R
)Qp(τ(x− x0)− y0)
V (x)
|x− x0|q
dx
≤
ApR,τ
‖Q‖pLp
τ−q
(∫
Rn
|x|qQp(x− y0)dx lim
x→x0
V (x)
|x− x0|q
+ o(1)
)
≤ ApR,τa
∗−np τ−q
(
λ+ o(1)
)
, (5.2)
with o(1)→ 0 as τ →∞. By (5.2), (3.3) and (3.5), we see that, for large τ ,
e(ak) ≤ Eak(u) =
∫
Rn
|∇u|p −
n
n+ p
ak
∫
Rn
|u|s +
∫
Rn
V (x)|u|p
≤
a∗ − ak
a∗
τ p + a∗−
n
p τ−q
(
λ+ o(1)
)
+O(e−δRτ ).
Choose τ = ( a
∗
1−np λq
(a∗−ak)p)
1
p+q and thus τ
k
→∞, then
0 ≤ e(ak) ≤
(a∗ − ak)
q
p+q
a∗
n+q
p+q
λ
p
p+q
(
(
q
p
)
p
p+q + (
p
q
)
q
p+q + o(1)
)
as k →∞.

Based on Lemma 5.1 and Theorem 1.2, we are ready to prove Theorem 1.3.
Proof of Theorem 1.3.
(i). From (2.1) we have
e(ak) = Eak(uak) =
∫
Rn
|∇uak |
p −
n
n+ p
a
∫
Rn
|uak |
s +
∫
Rn
V (x)|uak |
p
≥
a∗ − ak
a∗
∫
Rn
|∇uak |
p +
∫
Rn
V (x)|uak |
p
=
a∗ − ak
a∗
ε−pak +
∫
Rn
V (εakx+ z¯ak)|w¯ak |
pdx,
where w¯ak is given by (4.2). By Theorem1.2, we may assume that z¯ak → xi with
xi ∈ A as k →∞. Define
V¯ak(x) =
V (εakx+ z¯ak)
ci|εakx+ z¯ak − xi|
qi
with ci = lim
x→xi
V (x)
|x− xi|qi
,
18 L.-J. Gu, X.Y. Zeng and H.-S. Zhou
then V¯ak(x)→ 1 a.e. in x ∈ R
n as k →∞. Hence,
∫
Rn
V (εakx+ z¯ak)|w¯ak |
pdx =
∫
Rn
V¯akci|εakx+ z¯ak − xi|
qiw¯pakdx
= εqiak
∫
Rn
V¯akci|x+
z¯ak − xi
εak
|qiw¯pakdx.
We claim that lim sup
k→∞
|z¯ak−xi|
εak
<∞ and qi = q. Indeed, let
ρak :=
∫
Rn
V¯akci|x+
z¯ak − xi
εak
|qiw¯pakdx,
then ρak →∞ if
|z¯ak−xi|
εak
→∞. Moreover we have
e(ak) ≥
a∗ − ak
a∗
ε−pak + ρakε
qi
ak
≥ (
a∗ − ak
a∗
)
qi
p+qi ρ
qi
p+qi
ak ((
q
p
)
p
p+q + (
p
q
)
q
p+q ), (5.3)
which contradicts Lemma 5.1 if
z¯ak−xi
εak
k
−→∞. Thus
lim sup
k→∞
|z¯ak − xi|
εak
<∞.
By Fatou’s Lemma and the above fact, we see that
lim inf
k→∞
ρak > 0,
the above inequality together with (5.3) and Lemma 5.1 indicates that qi = q. Then
using Fatou’s Lemma again,
lim inf
k→∞
∫
Rn
V¯ak |x+
z¯ak − xi
εak
|qwpakdx limx→xi
V (x)
|x− xi|q
≥
1
a∗
n
p
∫
Rn
|x+ y0|
qQpdx lim
x→xi
V (x)
|x− xi|q
≥
1
a∗
n
p
λ, (5.4)
where (1.13) and (1.14) were used in the last two inequalities. So,
e(ak) ≥
a∗ − ak
a∗
ε−pak + ε
q
ak
1
a∗
n
p
λ
≥
(a∗ − ak)
q
p+q
a∗
n+q
p+q
λ
p
p+q ((
q
p
)
p
p+q + (
p
q
)
q
p+q ), (5.5)
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where the equality in the last inequality holds if and only if
εak = a
∗ n−pp(p+q) (a∗ − ak)
1
p+qλ−
1
p+q (
p
q
)
1
p+q .
This together with Lemma 5.1 shows Theorem 1.3(i).
(ii). By Lemma 5.1 we know that the inequality (5.4) is in fact an equality
which implies x0 ∈ Z. Then we need only to show that
lim
k→∞
εk
σk
= 1. (5.6)
If (5.6) is false, then there exists a subsequence of {k}, still denoted by {k}, such
that
lim
k→∞
εk
σk
= θ 6= 1, with 0 ≤ θ ≤ ∞.
From (5.5) we have
e(ak) ≥
a∗ − ak
a∗
ε−pk + ε
q
k
1
a∗
n
p
λ
≥
(a∗ − ak)
q
p+q
a∗
n+q
p+q
λ
p
p+q
(
(
q
p
)
p
p+q θ−p + (
p
q
)
q
p+q θq
)
>
(a∗ − ak)
q
p+q
a∗
n+q
p+q
λ
p
p+q
(
(
q
p
)
p
p+q + (
p
q
)
q
p+q
)
,
when lim
k→∞
εk
σk
= θ 6= 1, and this contradicts Lemma 5.1. (5.6) together with (1.12)
gives (1.17) and (1.16). So the proof is complete.

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