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Abstract
To fast approximate the maximum likelihood estimator with massive data, Wang
et al. (JASA, 2017) proposed an optimal subsampling method under the A-optimality
criterion (OSMAC) for in logistic regression. This paper extends the scope of the OS-
MAC framework to include generalized linear models with canonical link functions.
The consistency and asymptotic normality of the estimator from a general subsam-
pling algorithm are established, and optimal subsampling probabilities under the A-
and L-optimality criteria are derived. Furthermore, using Frobenius norm matrix con-
centration inequality, finite sample properties of the subsample estimator based on
optimal subsampling probabilities are derived. Since the optimal subsampling proba-
bilities depend on the full data estimate, an adaptive two-step algorithm is developed.
Asymptotic normality and optimality of the estimator from this adaptive algorithm are
established. The proposed methods are illustrated and evaluated through numerical
experiments on simulated and real datasets.
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1 Introduction
Nowadays, massive data sets are ubiquitous in many scientific fields and practices such as
in astronomy, economics, and industrial problems. Extracting useful information from these
large data sets is a core challenge for different communities including computer science,
machine learning, and statistics. Over last decades, progresses have been make through
various investigations to meet this challenge. However, computational limitations still exist
due to the faster growing pace of data volumes. Faced with this, subsampling is a popular
technique to extract useful information from massive data. This paper focus on this technique
and will develop optimal subsampling strategies for generalized linear models.
Some commonly used generalized linear models include Poisson regression models for
count data, logistic regression models for binary data, and binomial regression models for
categorical data. To be precise, consider the generalized linear model introduced in Mc-
cullagh and Nelder (1989). Let (x, y) be a pair of random variables with x ∈ Rp being
the covariate variable and y ∈ R being the response variable. The conditional distribu-
tion of the response given x is f(y|β,x) = h(y) exp(yβTx − ψ(βTx)), where βTx satisfies
that
∫
h(y) exp(yβTx)µ(dy) < ∞ with ψ being the normalized function and µ(·) being the
dominating measure (Lebesgue measure for continuous distribution and counting measure
discrete distribution). The unknown parameter vector, β, is typically estimated with max-
imum likelihood techniques, namely, the maximum likelihood estimator (MLE) of β is the
maximizer of the following log-likelihood function,
L(β) =
n∑
i=1
[yiβ
Txi − ψ(βTxi)]. (1)
The MLE are often found numerically by using a Newton-Raphson method with updates
of the form:
β(t+1) = β(t) + J −1(β(t))∂L(β
(t))
∂β
, (2)
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where J (β(t)) is the Hessian matrix (observed information matrix). However, fitting a gener-
alized linear model on massive data is not an easy task through the iterative Newton-Raphson
method, since it requires O(np2) time in each iteration of the optimization procedure.
When statistical methods are no longer applicable due to limited computing resources,
a common practice to extract useful information from data is the subsampling method (see
Drineas et al., 2006b, as an example). This approach uses the estimator based on a sub-
sample set that is taken randomly from the full data to approximate the full data estimator.
Drineas et al. (2011) proposed to make a randomized Hadamard transform on data and then
use uniform subsampling to take random subsamples to approximate ordinary least square
estimators in linear regression models. Ma et al. (2015) developed effective subsampling
methods for linear regression models, which use normalized statistical leverage scores of the
covariate matrix as non-uniform subsampling probabilities. Jia et al. (2014) studied lever-
age sampling for generalized linear models based on generalized statistical leverage scores.
Wang et al. (2017) developed an optimal subsampling procedure to minimize the asymptotic
mean squared error (MSE) of the resultant subsample-estimator given the full data which is
based on A- or L-optimality criteria in the language of optimal design. Wang et al. (2018)
proposed a new algorithm called information-based optimal subdata selection method for
linear regressions on big data. The basic idea is to select the most informative data points
deterministically based on D-optimality without relaying on random subsampling.
To the best of our knowledge, theoretical and methodological investigations with sta-
tistical guarantees on subsampling methods for massive data are still limited. Most of the
existing results concern linear regression models such as in Ma et al. (2015) and Wang et al.
(2018). The optimal subsampling method in Wang et al. (2017) is designed specifically for
logistic regression models. In addition, they did not consider finite sample properties of
the subsample-estimator. In this paper, we fill these gaps by deriving optimal subsampling
probabilities for generalized linear regression models. Furthermore, we will derive finite-
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sample upper bounds for approximation errors that can be practically used to make the
balance between the subsample size and prediction accuracy. This is an important aspect of
subsampling method that Wang et al. (2017) didn’t consider.
The rest of this paper is organized as follows. Section 2 introduces the model setup
and derives asymptotic properties for the general subsampling estimator. Section 3 derives
optimal subsampling strategies based on A- and L-optimality criteria for generalized linear
models. Finite-sample error bounds are also derived in this section. Section 4 designs a two-
step algorithm to approximate the optimal subsampling procedure and obtains asymptotic
properties of the resultant estimator. Section 5 illustrates our methodology through numer-
ical simulations. Real data applications are presented in Section 5.2. Section 6 concludes
this paper with some discussions. All proofs are given in the Appendix.
2 Preliminaries
In this section, we present the generalized linear regression models and extend the general
subsampling algorithm mentioned in Wang et al. (2017) to this framework.
2.1 Models and Assumptions
Recall the definition of one parameter exponential family of distributions
{f(y|θ) = h(y) exp(θy − ψ(θ)), θ ∈ Θ} , (3)
as in (5.50) of Efron and Hastie (2016). Here f(·|θ) is a probability density function for
the continuous case or a probability mass function for the discrete case; h(·) is a specific
function that does not depend on θ; and Θ is the parameter space defined as Θ := {θ ∈
R :
∫
h(x) exp(θx)µ(dx) < ∞} with µ being the dominating measure. In the formulation
in (3), θ is called the canonical parameter, and Θ is called the natural parameter space.
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The exponential family includes most of the commonly used distributions such as normal,
gamma, Poisson, and binomial distributions (see Efron and Hastie, 2016, Chapter 8).
A key tactic for a generalized linear regression model is to express θ in form of a linear
function of regression coefficients. Let (x, y) be a pair of random variables where y ∈ R and
x ∈ Rp. A generalized linear regression model assumes that the conditional distribution of
y given x is determined by θ = βTx. Specifically for exponential family, it assumes that the
distribution of y|x is
f(y|β,x) = h(y) exp(yβTx− ψ(βTx)), with βTx ∈ Θ. (4)
The problem of interest is to estimate the unknown β from observed data. To facilitate the
presentation, denote the full data matrix by Fn = (Xd,yd), where Xd = (x1, . . . ,xn)T is
the covariate matrix and yd = (y1, y2, . . . , yn)
T consist of the corresponding responses. In
this paper, we consider the case that (xi, yi)’s are independent observations.
2.2 General Subsampling Algorithm and its Asymptotic Proper-
ties
In this subsection, the general subsampling algorithm developed in Wang et al. (2017) is
extended to generalized linear models, and then some asymptotic results for the resultant
estimator are obtained.
Let S be a set of subsample with r data points, and define the sampling distribution
pii, for all data points i = 1, 2, ...n as pi. A general subsampling algorithm is presented in
Algorithm 1. The weighted MLE in Algorithm 1 can be implemented by Newton-Raphson
method, i.e., iteratively applying the following formula until β˜(t+1) and β˜(t) are close enough,
β˜(t+1) = β˜(t) +
{
r∑
i=1
ψ¨(x∗Ti β˜
(t))x∗i (x
∗
i )
T
pi∗i
}−1 r∑
i=1
{
y∗i − ψ˙(x∗Ti β˜(t))
}
x∗i
pi∗i
, (6)
where ψ˙(t) and ψ¨(t) denote the first and the second derivatives of ψ(t), respectively.
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Algorithm 1 General subsampling algorithm
Input: data matrix Fn = (Xd,yd), sampling distribution pi, and subsample size r.
Output: approximated estimator β˜.
Initialization: i∗ = 0, S = ∅.
For t = 1, . . . , r do:
– sample i∗ ∼ pi;
– update Si∗ = Si∗−1 ∪ {(y∗i ,x∗i , pi∗i )}, where x∗i , y∗i , and pi∗i stand for covariates,
responses, and subsampling probabilities in the subsample, respectively.
Estimation: maximize the following weighted log-likelihood function to obtain the
estimate β˜ based on the subsample set S,
L∗(β) =
1
r
r∑
t=1
1
pi∗i
[y∗iβ
Tx∗i − ψ(βTx∗i )]. (5)
Finally, output the weighted MLE β˜ derived from maximizing (5).
An important feature of Algorithm 1 is that subsample estimator is essentially a weighted
MLE and the corresponding weights are inverses of subsampling probabilities. This is anal-
ogous to the Hansen-Hurwitz estimator (Hansen and Hurwitz, 1943) in classic sampling
techniques. For an overview see Sa¨rndal et al. (1992). Although Ma et al. (2015) showed
that the unweighted subsample estimator is asymptotically unbiased for β in leveraging sam-
pling, an unweighted subsample estimator is in general biased if the sampling distribution pi
depends on the responses. The inverse-probability weighting scheme is to remove bias, and
we restrict our analysis on the weighted estimator here.
In order to characterize asymptotic properties of subsampling estimators, we need some
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regularity assumptions listed below. Note that we have no intent to make our assumptions
the weakest possible.
• (H.1): The variable x is almost surely bounded by a constant L, i.e., there exists a
constant L > 0 such that ‖ x ‖≤ L a.s., where ‖ · ‖ denote the euclidean norm.
• (H.2): For all x ∈ [−L,L]p, βTx ∈ Int(Θ), where Int(Θ) denotes the interior of the
parameter space Θ.
• (H.3): The regression coefficient β lies in a compact domain:
ΛB =
{
β ∈ Rp : ∀x ∈ [−L,L]p ,βTx ∈ Θ, ‖β‖ ≤ B}
for some large constant B.
• (H.4): As n → ∞, the observed information matrix JX = n−1
∑n
i=1 ψ¨(βˆ
T
MLExi)xix
T
i
goes to a positive-definite matrix in probability.
• (H.5): maxi=1,...,n(npii)−1 = OP (1).
Here, assumptions (H.1)-(H.3) are the set of assumptions used in Blazere et al. (2014)
and Zhang and Jia (2017). We listed them here for completeness. The bounded covariate
assumption (H.1) is commonly used in literature for generalized linear models, see page 46 of
Fahrmeir and Tutz (2001), and Section 2.2.7 of Chen (2011) as examples. This assumption
may be strong, and we relax it so that x can be unbounded in Section 7.8 in the appendix.
Assumption (H.3) is required for the proofs of consistency and asymptotic normality of sub-
sampling estimators. Condition (H.4) is a typical assumption in the literature of likelihood
theory and it is also assumed in Wang et al. (2017). Assumption (H.5) imposes a restriction
on the subsampling distribution. It is to protect the likelihood function from being inflated
by data points with extremely small subsampling probabilities.
The theorem below presents the consistency of the estimator from the subsampling algo-
rithm to the full data MLE.
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Theorem 1. If Assumptions (H.1)–(H.5) hold, then as n→∞ and r →∞, β˜ is consistent
to βˆMLE in conditional probability given Fn. Moreover, the rate of convergence is r−1/2. That
is, with probability approaching one, for any  > 0, there exist finite ∆ and r such that
P (‖β˜ − βˆMLE‖ ≥ r−1/2∆|Fn) <  (7)
for all r > r.
Remark 1. Note that if a sequence of random variables is bounded in conditional probability,
then it is also bounded in unconditional probability (Xiong and Li, 2008). Thus, (7) implies
that β˜ − βˆMLE = OP (r−1/2), meaning that subsampling estimator is
√
r-consistent to the
full data estimator under the unconditional distribution as well.
Besides consistency, we derive the asymptotic distribution of the approximation error,
and prove that the approximation error, β˜ − βˆMLE, is asymptotically normal.
Theorem 2. If Assumptions (H.1)–(H.5) hold, then as n→∞ and r →∞, conditional on
Fn in probability,
V −1/2(β˜ − βˆMLE) −→ N(0, I) (8)
in distribution, where
V = J −1X VcJ −1X = Op(r−1), (9)
and
Vc =
1
rn2
n∑
i=1
{yi − ψ˙(βˆTMLExi)}2xixTi
pii
. (10)
Remark 2. Result (8) shows that the distribution of β˜−βˆMLE given Fn can be approximated
by a normal random variable with distribution N(0, V ). For convenience, we denote the
corresponding random variable as u. It worth to mention that this does not necessarily
imply that E(‖β˜ − βˆMLE‖2|Fn) is close to E(‖u‖2|Fn) unless ‖β˜ − βˆMLE‖2 is uniformly
integrable.
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3 Optimal Subsampling Strategies
In this section, we will consider how to specify subsampling distribution pi = {pii}ni=1. Ob-
viously, the uniform subsampling strategy, piUNI = {pii = n−1}ni=1, satisfies Assumption
(H.5) in pervious section and the resultant estimator will possess the asymptotic properties
described in Theorems 1 and 2. However, Algorithm 1 with the uniform subsampling prob-
abilities may not be optimal in terms of parameter approximation and a subsampling with
unequal probabilities may have better performance. To better approximate βˆMLE, our goal
is to minimize the asymptotic MSE or its variant of β˜ in approximating βˆMLE with the same
size of the subsamples. This is to adopt the same idea as the A-optimality criterion in the
theory of design of experiments (see Pukelsheim, 2006).
3.1 Minimum Asymptotic MSE of β˜
From Theorem 2, the asymptotic MSE of β˜ is equal to the trace of V , namely,
AMSE(β˜) = E(‖u‖2|Fn) = tr(V ), (11)
where tr(·) denotes the trace function.
From (9), V depends on {pii}ni=1, and clearly, piUNI may not produce the smallest value
of tr(V). The key idea of optimal subsampling in Wang et al. (2017) is to choose subsam-
pling probabilities such that the AMSE(β˜) in (11) is minimized and we can the resulting
subsampling strategy mV-optimal.
Theorem 3. In Algorithm 1, if the subsampling probability is chosen such that
pimVi =
|yi − ψ˙(βˆTMLExi)|‖J −1X xi‖∑n
j=1 |yj − ψ˙(βˆTMLExj)|‖J −1X xj‖
, i = 1, 2, ..., n, (12)
then tr(V ) attains its minimum.
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As observed in (12), the optimal subsampling probability pimV = {pimVi }ni=1 depends on
data through both the covariates and the responses directly. For the covariates, subsampling
probabilities are higher for larger ‖J −1X xi‖, which are square roots of diagonal elements of the
matrix XdJ −2X XdT . For linear regression, diagonal elements of XdJ −1X XdT are statistical
leverage scores, usually denoted by hii for i = 1, . . . , n.
Let σmax(A) and σmin(A) denote the maximum and minimum non-zero singular values of
matrix A, respectively. The condition number of A is κ(A) := σmax(A)/σmin(A). Note that
σmin(J −1/2X )hii ≤ ‖J −1X xi‖ ≤ σmax(J −1/2X )hii. It can be seen that ‖J −1X xi‖’s measure effects
of individual observations in terms of covariates in a way that is similar to statistical leverage
scores. In other words, the optimal subsampling probability pimV give higher preference to
high-leverage observations, which share the same property as leveraging subsampling. The
direct effect of the response on the optimal subsampling probability is through the term
|yi− ψ˙(βˆTMLExi)|. This term measures how surprise each data points are observed. Note that
ψ˙(βˆTMLExi) is the estimated mean of yi given xi using the full data MLE. Thus, data points
with large values of |yi − ψ˙(βˆTMLExi)| are harder to observe as they are in the tail region of
the conditional distribution of the response. The optimal subsampling probability prefers
to include more surprising data points in the subsample. This also improves the robustness
of the subsample estimator. For example, if yi follows the Bernoulli distribution, i.e., the
support of yi is {0, 1}, then the MLE uniquely exists if and only if the convex cone generated
by xi in the sample with yi = 0 overlaps with the convex cone generated by xi in the sample
with yi = 1 (Silvapulle, 1981).
The optimal subsampling probability pimV also has a meaningful interpretation from
the view-point of optimal design of experiments (Pukelsheim, 2006). Note that under mild
condition the “empirical information matrix” J eX = 1n
∑n
i=1(yi − ψ˙(βˆTMLExi))2xixTi and JX
converge to the same limit, the Fisher information matrix of model (4). This means that
J eX−JX = oP (1). Thus, JX can be replaced by J eX in pimV, because Theorem 2 still holds if
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JX is replaced by J eX in (9). Let ηxi = (yi − ψ˙(βˆTMLExi))2xixTi , the contribution of the i-th
observation to the empirical information matrix, and J eXxiα = (1− α)J eX + αηxi , which can
be interpreted as a movement of the information matrix in a direction determined by the i-th
observation. The directional derivative of tr(J eX−1) through the direction determined by the
ith observation is Fi = limα→0+ α−1{tr(J eX−1)− tr(J eXxiα−1)}. This directional derivative is
used to measure the relative gain in estimation efficiency under the A-optimality by adding
the i-th observations into the sample. Thus, the optimal subsampling strategy prefers to
select the data points with large values of directional derivatives, i.e., data points that will
result in a larger gain under the A-optimality.
3.2 Minimum Asymptotic MSE of JXβ˜
The optimal subsampling strategy derived in the previous section requires the calculation of
‖J −1X xi‖ for i = 1, 2, ..., n, which takes O(np2) time. To reduce the calculating time, Wang
et al. (2017) proposed to minimize a modified optimality criterion, i.e., minimize tr(Vc),
instead. This criterion essentially is the linear optimality (L-optimality) criterion in optimal
experimental design (see Atkinson et al., 2007), which is to improve the quality of some
linear combinations for unknown parameters.
Here are additional rationale for this optimality. Note that JX and Vc are nonnegative
definite, and V = J −1X VcJ −1X . Simple matrix algebra yields that tr(V ) = tr(VcJ −2X ) ≤
σmax(J −2X )tr(Vc). Since σmax(J −2X ) does not depend on pi, minimizing tr(Vc) minimizes an
upper bound of tr(V ). In fact V depends on pi through Vc, and JX does not depend on
pi. For two given subsampling strategies pi(1) and pi(2), V (pi(1)) ≤ V (pi(2)) in the sense of
Loewner-ordering if and only if Vc(pi
(1)) ≤ Vc(pi(2)). This alternative optimality criterion is
to further reduce the computing time without scarifying the estimation efficiency too much.
The following theorem gives the optimal subsampling probability that minimizes the
trace of Vc.
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Theorem 4. In Algorithm 1, if the subsampling probability is chosen such that
pimVci =
|yi − ψ˙(βˆTMLExi)|‖xi‖∑n
j=1 |yj − ψ˙(βˆTMLExj)|‖xj‖
, i = 1, 2, ..., n, (13)
then tr(Vc) attains its minimum.
It turns out that the alternative optimality criterion greatly reduces the computing time
without scarifiing too much accuracy. From Theorem 4, the effect of the covariates on pimVc =
{pimVci }ni=1 is presented by ‖xi‖, instead of ‖J −1X xi‖ as in pimV. The computational benefit
is obvious: it needs O(nd) time to evaluate ‖xi‖ for i = 1, 2, ..., n, which is significantly less
than the required O(nd2) time to calculate ‖J −1X xi‖ for i = 1, 2, ..., n.
Note that the score function for the log-likelihood function is
U(β) =
n∑
i=1
{yi − ψ˙(βTxi)}xi.
It is interesting that the pimVci ’s in Theorem 4 are proportional to ‖{yi − ψ˙(βˆTMLExi)}xi‖,
norms of gradients of the log-likelihood at individual data points evaluated at the full data
MLE. This is trying to find the subsample that best approximate the full data score function
at the full data MLE.
3.3 Non-asymptotic Properties
In this section, we derive some finite sample properties of the subsample estimator based on
optimal subsampling probabilities pimV and pimVc. The results are presented in the form of
excess risk for approximating the mean responses and they hold for fixed r and n without
requiring any quantity to go to infinity. These results shows the factors that affect the
approximation accuracy.
Since ψ˙(xTi β) is the conditional expectation of the response yi given xi, we aim to
characterize the quantity of β˜ in prediction by examining ‖ψ˙(XTd βˆMLE) − ψ˙(XTd β˜)‖. This
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quantity is the distance between the estimated conditional mean responses based on the full
data and that based on the subsample. Intuitively, it measures the goodness of fit in using
subsample estimator to predict the mean responses. Note that we can always improve the
accuracy of the estimator by increasing the subsample size r. Here we want to have a closer
look at the effects of different quantities such as covariate matrix and data dimension and
the effect of subsample size r on approximation accuracy.
Recall that σmax(A) and σmin(A) are the maximum and minimum non-zero singular values
of matrix A, respectively, and κ(A) := σmax(A)/σmin(A). For the estimator β˜ obtained from
Algorithm 1 based on the subsampling probabilities, pimV and pimVc, the following theorem
holds.
Theorem 5. Let X˜d denotes the design matrix consisted by the subsamples and each sampled
element has been rescaled by 1/
√
rpi∗i . Assume that both σmax(Xd)/
√
n and σmin(Xd)/
√
n
are bounded and σ2min(X˜d) ≥ 0.5σ2min(Xd). For any given  ∈ (0, 1/3), with probability at
least 1− :
‖ψ˙(XTd βˆMLE)− ψ˙(XTd β˜)‖ ≤
8ακ2(Xd)
√
p log(1/)√
r
‖y − ψ˙(XTd βˆMLE)‖, (14)
where α = κ(J −1X ) for pimV and α = 1 for pimVc.
Theorem 5 not only indicates that the accuracy increase with subsample size r, which
agrees with the results in Theorem 1, but also enables us to have a closer look at the effects of
different quantities such as covariate matrix and data dimension and the effect of subsample
size r on approximation accuracy. Heuristically, the condition number of Xd measures the
collinearity of covariates in the full data covariate matrix; p shows the curse of dimensionality;
and ‖y−ψ˙(XTd βˆMLE)‖ measures the goodness of fit of the underlying model on the full data.
The result in (14) also indicates that we should choose r ∝ p to control the error bound,
hence it seems reasonable to choose the subsample size as r = cp. This agrees with the
recommendation of choosing a sample size as large as 10 times of the number of covariates
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in Chapman et al. (1994) and Loeppky et al. (2009) for designed experiments. However, for
designed experiments, covariate matrices are often orthogonal or close to be orthogonal, so
κ(Xd) is equal or close to 1 in these cases. For the current paper, full data may not obtained
from well designed experiments so Xd may vary a lot. Thus, it should also be considered in
determining required subsample size for a given level of prediction accuracy.
The particular constant 0.5 in condition σ2min(X˜d) ≥ 0.5σ2min(Xd) of Theorem 5 can be
replaced by any constant between 0 and 1. Here we follow the setting of Drineas et al. (2011)
and choose 0.5 for convenience. This condition indicates that the rank of X˜d is the same as
that of Xd. More details and interpretations about this condition can be found in Mahoney
(2012). Using similar argument as in the proof of Theorem 5, it is proved that this condition
holds with high probability.
Theorem 6. Let X˜d denote the design matrix consisted by the subsamples and each sampled
element has been rescaled by 1/
√
rpi∗i . For any given  ∈ (0, 1/3), let r > 64cdα2 log(1/)p2/κ4(Xd)
where cd ≤ 1 is a constant depending on full data matrix Xd, and assume that σmax(Xd),
σmin(Xd) are bounded, then with probability at least 1− :
σ2min(X˜d) ≥ 0.5σ2min(Xd),
where α = κ(J −1X ) for pimV and α = 1 for pimVc.
4 Practical Consideration and Implementation
For practical implementation, the optimal subsampling probabilities pimVi ’s and pi
mVc
i ’s cannot
be used directly because they depend on the unknown full data MLE βˆMLE. As suggested in
Wang et al. (2017), in order to calculate pimV or pimVc, a pilot estimator of βˆMLE has to be
used. Let β˜0 be a pilot estimator based on a subsample of size r0. It can be used to replace
βˆMLE in pi
mV or pimVc, which then can be used to sample more informative subsamples.
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From the expression of pimV or pimVc, the approximated optimal subsampling probabil-
ities are both proportional to |yi − ψ˙(β˜T0 xi)|, so data points with yi ≈ ψ˙(β˜T0 xi) have very
small probabilities to be selected and data points with yi = ψ˙(β˜
T
0 xi) will never be included
in a subsample. On the other hand, if these data points are included in the subsample,
the weighted log-likelihood function in (5) may be dominated by them. As a result, the
subsample estimator may be sensitive to these data points. Ma et al. (2015) also noticed
the problem that some extremely small subsampling probabilities may inflate the variance
of the subsampling estimator in the context of leveraging sampling.
To protect the weighted log-likelihood function from being inflated by these data points
in practical implementation, we propose to set a threshold, say δ, for |yi− ψ˙(β˜T0 xi)|, i.e., use
max{|yi−ψ˙(β˜T0 xi)|, δ} to replace |yi−ψ˙(β˜T0 xi)|. Here, δ is a small positive number, say 10−6
as an example. Setting a threshold δ in subsampling probabilities results in a truncation
in the weights for the subsample weighted log-likelihood. Truncating the weight function
is a commonly used technique in practice for robust estimation. Note that in practical
application, an intercept should always be included in a model, so it is typical that ‖xi‖ and
‖J −1X xi‖ are bounded away from 0 and we do not need to set a threshold for them.
With threshold δ and pilot estimate β˜0, the practical subsampling probabilities corre-
sponding to pimV and pimVc are
p˜imVi =
max(|yi − ψ˙(β˜T0 xi)|, δ)‖J˜ −1X xi‖∑n
j=1 max(|yj − ψ˙(β˜T0 xj)|, δ)‖J˜ −1X xj‖
, (15)
p˜imVci =
max(|yi − ψ˙(β˜T0 xi)|, δ)‖xi‖∑n
j=1 max(|yj − ψ˙(β˜T0 xj)|, δ)‖xj‖
, (16)
respectively. They are minimizers of tr(V˜ δ) and tr(V˜ δc ), respectively, where V˜
δ = J˜ −1X V˜ δc J˜ −1X ,
V˜ δc =
1
rn2
n∑
i=1
max({yi − ψ˙(β˜T0 xi)}2, δ2)xixTi
pii
,
and J˜X = (nr0)−1
∑
i∈S˜r0 (pi
∗
i )
−1ψ¨(β˜T0 x
∗
i )x
∗
ix
∗T
i . Here, we can also approximate JX by using
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β˜0 to replace βˆMLE in its expression. However, this approach requires an additional round
of calculation on the full data.
Let V˜ be the version of V with βˆMLE substituted by β˜0. It can be shown that
tr(V˜ ) ≤ tr(V˜ δ) ≤ tr(V˜ ) + δ
2
n2r
n∑
i=1
1
pii
‖J˜ −1X xi‖2.
Thus, minimizing tr(V˜ δ) is close to minimizing tr(V˜ ) if δ is sufficiently small. The threshold δ
is to make our subsampling estimator more robust without scarifying the estimation efficiency
too much.
For transparent presentation, we combine all the aforementioned practical considerations
in this section and present a two-step algorithm in Algorithm 2.
The pilot sampling distribution pi0 in Algorithm 2 can be simply selected as the discrete
uniform distribution, i.e., pii0 = n
−1 for i = 1, . . . , n or some other informative sampling
distribution satisfying condition (H.5).
As shown in Theorem 1, the pilot β˜0 approximates βˆMLE accurately as long as r0 is not
too small. On the other hand, the efficiency of the two-step algorithm would decrease, if
r0 gets close to the total subsample size r0 + r and r is relatively small. Empirically from
simulations in various settings, we find that the algorithm works well when the proportion
r0/r is around 0.2.
Comparing with the full data approach, Algorithm 2 greatly reduces the computational
cost. The major computing time is to approximate the optimal subsampling probabilities
which does not require iterative calculations on the full data. Once the approximately
optimal subsampling probabilities are available, the time to obtain β˘ in the second step is
O{ζ(r0 + r)d2} where ζ is the number of iterations of the iterative procedure in optimizing
the log-likelihood in (17). For the estimator β˘ obtained from Algorithm 2 based on the
subsampling probabilities p˜imVci ’s or p˜i
mV
i ’s, we establish its asymptotic properties as follows.
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Algorithm 2 Two-step Algorithm
Input: covariate matrix Xd ∈ Rn×p, response vector yd ∈ Rp, pilot subsampling
distribution pi0, pilot subsample size r0, subsample size r, and threshold δ.
Output: approximated estimator β˘ based on the total subsample of size r0 + r.
Initialization: i∗ = 0, S = ∅.
Run Algorithm 1 with subsample size r0 and pilot sampling distribution pi0 to obtain
a subsample set S˜r0 and a pilot estimate β˜0.
Using β˜0 to calculate approximated subsampling probabilities p˜i
opt = {p˜imVi }ni=1 or
p˜iopt = {p˜imVci }ni=1, where p˜imVi and p˜imVci are defined in (15) and (16), respectively.
For i∗ = 1, . . . , r do:
– sample i∗ ∼ p˜iopt;
– update Si∗ = Si∗−1 ∪ {(y∗i ,x∗i , pi∗i )} with S0 = S˜r0 .
Estimation: maximize the following weighted log-likelihood function (17) to obtain the
estimator β˘
L∗(β) =
1
r + r0
∑
i∈Sr∗
1
pi∗i
[y∗iβ
Tx∗i − ψ(βTx∗i )]. (17)
17
Theorem 7. Under Assumptions (H.1)–(H.4), if r0r
−1 → 0, then for the estimator β˘
obtained from Algorithm 2, as r0 → ∞, r → ∞ and n → ∞, with probability approaching
one, for any  > 0, there exist finite ∆ and r such that
P (‖β˘ − βˆMLE‖ ≥ r−1/2∆|Fn) < 
for all r > r.
The result of asymptotic normality is presented in the following theorem.
Theorem 8. Under assumptions (H.1)–(H.4), if r0r
−1 → 0, then as r0 → ∞, r → ∞ and
n→∞, conditional on Fn,
V
−1/2
opt (β˘ − βˆMLE)→ N(0, I),
where Vopt = J −1X Vc,optJ −1X ,
Vc,opt =
1
r
1
n
n∑
i=1
{yi − ψ˙(βˆTMLExi)}2xixTi
max(|yi − ψ˙(βˆTMLExi)|, δ)‖xi‖
× 1
n
n∑
i=1
max(|yi − ψ˙(βˆTMLExi)|, δ)‖xi‖,
for the estimator obtained from Algorithm 2 based on the subsampling probabilities p˜imVci ’s,
and
Vc,opt =
1
r
1
n
n∑
i=1
{yi − ψ˙(βˆTMLExi)}2xixTi
max(|yi − ψ˙(βˆTMLExi)|, δ)‖J −1X xi‖
× 1
n
n∑
i=1
max(|yi−ψ˙(βˆTMLExi)|, δ)‖J −1X xi‖,
for the estimator obtained from Algorithm 2 based on the subsampling probabilities p˜imVi ’s.
In order to get standard error of the corresponding estimator, we adopt the method
of moments to estimate the variance-covariance matrix of β˘. To be precise, the variance-
covariance matrix of β˘ is estimated by
V˘ = J˘ −1X V˘cJ˘ −1X , (18)
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where
J˘X = 1
n(r0 + r)
{
r0∑
i=1
ψ¨(β˘Tx∗i )x
∗
i (xi)
∗T
pi∗i0
+
r∑
i=1
ψ¨(β˘Tx∗i )x
∗
i (xi)
∗T
p˜i∗i
}
,
V˘c =
1
n2(r0 + r)2
{
r0∑
i=1
{yi − ψ˙(β˘Tx∗i )}2x∗i (x∗i )T
(p˜i∗i0)2
+
r∑
i=1
{yi − ψ˙(β˘Tx∗i )}2x∗i (x∗i )T
(p˜i∗i )2
}
,
and p˜i∗i = p˜i
mV∗
i or p˜i
mVc∗
i for i = 1, . . . , r.
5 Numerical Studies
5.1 Simulation Studies
In this section, we use simulation to evaluate the finite sample performance of the proposed
method in Poisson regression. Full data of size n = 100, 000 are generated from the model
y ∼ P(exp(βTx)) with the true value of β, β0, being a 7× 1 vector of 0.5. We consider the
following four cases to generate the covariates xi = (xi1, ..., xi7)
T .
Case 1: The seven covariates are independent and identically distributed (i.i.d) from the
standard uniform distribution, namely, xij
i.i.d∼ U([0, 1]) for j = 1, ..., 7.
Case 2: The first two covariates are highly correlated. Specifically, xij
i.i.d∼ U([0, 1]) for all
j except for xi2 = xi1 + εi with εi
i.i.d∼ U([0, 0.1]). For this setup, the correlation
coefficient between the first two covariates are about 0.8.
Case 3: This case is the same as the second one except that εi
i.i.d∼ U([0, 1]). For this case,
the correlation between the first two covariates is close to 0.5.
Case 4: This case is the same as the third one except that xij
i.i.d∼ U([−1, 1]) for j = 6, 7. For
this case, the bounds for each covariates are not all the same.
We consider both p˜imVi and p˜i
mVc
i and choose the value of δ to be δ = 10
−6. For comparison,
we also consider uniform subsampling, i.e., pii = 1/n for all i and the leverage subsampling
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strategy in Ma et al. (2015) and Jia et al. (2014). For linear regression with covariate matrix
Xd = (x1, ...,xn)
T , leverage scores are defined as hi = xi(X
T
dXd)
−1xi. Leverage sampling
defines the subsampling probabilities to be pii = hi/
∑n
j=1 hi = hi/p (Ma et al., 2015). For
generalized linear models, leverage scores are defined by using the adjusted covariate matrix,
namely, h˜i = x˜i(X˜
T
d X˜d)
−1x˜i, where X˜d = (x˜1, ..., x˜n)T ,
x˜i =
√
−E
[∂2 log f(yi|θ˜i)
∂θ2
]
xi,
and θ˜i = x
T
i β˜ with an initial estimate β˜ (see Lee, 1987). In this example, simple algebra
yields x˜i =
√
ex
T
i β˜0xi. For the leverage score subsampling, we considered both hi and
h˜i. Here is a summary for the methods to be compared: UNIF, uniform subsample; mV,
pii = p˜i
mV
i ; mVc, pii = p˜i
mVc
i ; Lev, leverage sampling; Lev-A, adjust leverage sampling.
We first consider the case with the first step sample size fixed. We let r0 = 200, and
second step sample size r be 300, 500, 700, 1000, 1200 and 1400, respectively. Since the
subsample probabilities do not depend on unknown parameters and no pilot subsamples are
required for uniform and Lev methods, they are implemented with subsample size r+ r0 for
fair comparisons.
Here, we evaluate the performance of a sampling strategy pi by the empirical mean
squared error (MSE) of the resultant estimator: MSE = K−1
∑K
k=1 ‖β(k)pi − βˆMLE‖, where
β
(k)
pi is the estimator from the k-th subsample with subsampling probability pi and βˆMLE
is the MLE calculated from the whole dataset. We set K = 1000 throughout this section.
Computations are performed by R (R Core Team, 2018).
Figure 1 gives the empirical MSEs. It is seen that for all the four data sets, subsampling
methods based on p˜imV and p˜imVc always result in smaller MSE than the uniform subsam-
pling, which agrees with the theoretical result that they aim to minimize the asymptotic
MSEs of the resultant estimator. If the components of x are independent, p˜imV and p˜imVc
have similar performances, while they may perform differently if some covariates are highly
20
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(a) Case 1 (independent covariates)
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(b) Case 2 (highly correlated covariates)
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(c) Case 3 (weakly correlated covariates)
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(d) Case 4 (unequal bounds of covariates)
Figure 1: MSEs for different second step subsample size r with the first step subsample size
being fixed at r0 = 200. The different distributions of covariates which are listed in the front
of Section 5.
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correlated. The reason is that p˜imVc reduces the impact of the data correlation structure
since ‖J˜ −1X xi‖ in p˜imV are replaced by ‖xi‖ in p˜imVc.
For Cases 1, 3 and 4, empirical MSEs are small. This is because the condition number
of Xd is quite small (≈ 5) and a small subsample size r = 100 produces satisfactory results.
However, for Case 2, the condition number is large (≈ 40), so a larger subsample size is
needed to approximate βˆMLE accurately. This agrees with the conclusion in Theorem 5.
Another contribution of Theorem 8 is to enable us to do inference on β. Note that in
subsampling setting, r is much smaller than the full data size n. If r = o(n), then βˆMLE
in Theorem 8 can be replaced by the true parameter. As an example, we take β2 as a
parameter of interest and construct 95% confidence intervals for it. For this, the estimator
given in (18) is used to estimate variance-covariance matrices based on selected subsamples.
For comparison, uniform subsampling method is also implemented.
Table 1 reports the empirical coverage probabilities and average lengths over the four
synthetic data sets with the first step subsample size being fixed at r0 = 200. It is clear
that p˜imV and p˜imVc have similar performances and are uniformly better than the uniform
subsampling method. As r increases, the lengths of confidence intervals decrease uniformly
which echos the results of Theorem 8. The length of confidence interval in Case 2 is longer
than those in other cases with the same subsample sizes. This is due to the fact that the
condition number of Xd in Case 2 is bigger than that of Xd in other cases. This indicates
that we should select a larger subsample when the condition number of the full dataset is
bigger. This echos the results discussed in Section 3.3.
Now we investigate the effect of different sample size allocations between the two steps.
We calculate MSEs for various proportions of first step subsamples with fixed total sub-
sample sizes. The results are given in Figure 2 with total subsample size r0 + r = 800 and
1200, respectively. Since all the cases have similar performance, we only demonstrate the
performance of Case 4 here. It is worth noting that the two-step method outperforms the
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Table 1: Empirical coverage probability and average lengths of confidence intervals for β2.
The first step subsample size is fixed at r0 = 200.
method mV mVc UNIF
r cover rate Length Coverage Length Coverage Length
case 1
300 0.954 0.2037 0.955 0.2066 0.952 0.2275
500 0.954 0.1684 0.945 0.1713 0.942 0.1924
1000 0.946 0.1254 0.938 0.1281 0.953 0.1471
case 2
300 0.961 1.9067 0.946 2.0776 0.950 2.2549
500 0.958 1.5470 0.948 1.7263 0.947 1.9082
1000 0.954 1.1379 0.948 1.2919 0.945 1.4559
case 3
300 0.959 0.1770 0.953 0.1816 0.939 0.2000
500 0.942 0.1451 0.949 0.1507 0.942 0.1693
1000 0.954 0.1082 0.954 0.1132 0.939 0.1291
case 4
300 0.955 0.2097 0.951 0.2179 0.953 0.2402
500 0.951 0.1721 0.956 0.1803 0.942 0.2033
1000 0.957 0.1276 0.960 0.1347 0.943 0.1552
23
uniform subsampling method for all the four data sets, when r0/r ∈ [0.1, 0.9]. This indicates
that the two-step approach is more efficient than the uniform subsampling. The two-step
approach works the best when r0/r is around 0.2.
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Figure 2: MSEs vs proportions of the first step subsample with fixed total subsample sizes
r + r0.
To further evaluate the computational efficiency of the subsampling strategies, we record
the computing time of five subsampling strategies ( uniform, pimV, pimVc, leverage score and
adjust leverage score) by using microbenchmark() function in R package microbenchmark
(Mersmann, 2018) and evaluating each subsampling strategy 50 times. For fair comparison,
R programming language is used to implement each strategy. Computations were carried
out on a desktop running Window 10 with an Intel I7 processor and 32GB memory. Table 2
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shows the results for Case 4 synthetic dataset with different r and a fixed r0 = 200. The
computing time for using the full data is also given for comparisons. It is not surprising to
observe that the uniform subsampling algorithm requires the least computing time because it
does not require an additional step to calculate the subsampling probability. The algorithm
based on pimV requires longer computing time than the algorithm based on pimVc, which
agrees with the theoretical analysis in Section 4.
Table 2 reports the computing time with p = 7 and the Leverage score is computed
directly by the definition since p = 7 is not that big to use the fast computing method
mentioned in Drineas et al. (2011). For fairness, we also consider the case with p = 40, n =
100, 000, which is suitable to use the fast computing method for the Lev and Lev-A methods.
The first seven variables are generated as the case 4 and the rest are simply generated
independently from U([0, 1]). To ensure that the pilot estimator exists, r0 is selected as 800.
The results are reported in Table 3.
From Table 3 it is clear that all the subsampling algorithms take significantly less com-
puting time compared to using the full data approach. As the dimension increases, the
computational advantage of pimVc is even more prominent.
Table 2: Average Computing time (in millisecond) for synthetic dataset Case 4 with different
r and a fixed r0 = 200.
r FULL UNIF mV mVc Lev Lev-A
500 279.358 2.690 28.263 21.621 190.222 215.302
1000 274.692 4.158 29.759 23.516 192.733 219.766
1500 277.668 5.705 30.902 24.287 193.545 218.556
2000 283.681 7.352 33.288 26.158 205.934 231.874
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Table 3: Average Computing time (in millisecond) for synthetic dataset with full sample size
n = 100, 000, dimension p = 40, different r, and a fixed r0 = 800.
r FULL UNIF mV mVc Lev Lev-A
1000 5582.989 74.399 256.677 144.516 524.909 619.627
1500 5564.029 90.893 275.119 163.675 538.146 638.587
2000 5586.085 111.808 294.143 180.168 561.614 658.294
2500 5611.224 135.920 318.774 204.375 586.907 682.043
5.2 Real Data Studies
5.2.1 The Demand for Medical Care Data Set
In the following, we illustrate our methods by applying them to a cross-sectional data set
from health economics. Deb and Trivedi (1997) analyzed this dataset on 4406 individuals,
aged 66 and over, who are covered by Medicare, a public insurance program. The data
are available from the data archive of the Journal of Applied Econometrics at http://qed.
econ.queensu.ca/jae/1997-v12.3/deb-trivedi/. The objective is to model the demand
for medical care by the covariates available for the patients, where the demand is captured
by the number of physician/non-physician office and hospital outpatient visits. Here, we use
the number of physician office visits ofp as the dependent variable and take the following
six factors as covariates: number of hospital stays (x1), self-perceived health status (x2),
number of chronic conditions (x3), gender (x4), number of years of education (x5), and
private insurance indicator (x6). An intercept term is also included in the regression model.
In order to capture the relationship between the number of physician office visits and all
covariates, we use Poisson regression to model the data. We implement our method with
r0 = 200 in first step and let r vary in the second stage. For comparison, the uniform
subsampling method and the leverage score subsampling methods are also implemented.
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The mean-square prediction errors (MSPEs) n−1‖y − exp(Xdβ˜)‖2 and MSEs are reported
in Figure 3. It is seen that pimV dominates other methods in terms of both MSE and MSPE.
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Figure 3: MSEs and MSPEs for different second step subsample sizerwith the first step
subsample sizebeing fixed at r0 = 200.
5.2.2 The Gas Sensor Array Drift Data Set
In the following, we illustrate our methods described in Section 4 by applying them to a
data set from chemistry. This data set is about 16 chemical sensors exposed to the mixture
of Ethylene and CO at varying concentrations in air. A total of n = 4, 208, 261 readings are
recorded for each sensor, with no missing values. Readers may refer to Fonollosa et al. (2015)
for more information about this data set. The objective is to predict the observations from
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last sensor by using the other sensors as covariates. Using domain knowledge (Goodson,
2011), a log transformation is taken to the sensors readings. In addition, we drop out the
first 20,000 data points which correspond to the system run-in time. In accordance with
the irrational state of data acquisition, the second sensor’s readings are excluded due to
the reason that 20% of the original reading for gas concentrations are negative. A linear
regression model is used to model the last sensor’s readings with n = 4, 188, 261 data points
and p = 14 covariates.
Similar to synthetic datasets, we also compare our method with uniform subsampling
and the leverage score subsampling methods, and report the results for r varying from 500
to 2000. The MSPEs n−1‖y −Xdβ˜‖2 and MSEs are presented in Figure 4. It is seen that
in terms of MSE pimV is the best; in terms of MSPE, pimV and pimVc perform similarly, and
they are better than the leverage score subsampling for larger values of r.
6 Concluding remarks
In this paper, we study statistical properties of a general subsampling algorithm for gener-
alized linear models. Based on the asymptotic distribution, we derive optimal subsampling
probabilities under the A-optimality criterion. For practical implementation, a two-step
algorithm is developed, for which we also derive the theoretical properties. As shown in
numerical experiments, our algorithm is computationally feasible for super large datasets
and it produces more efficient inference on parameter of interest compared with the uniform
subsampling method.
Subsampling of big data is a cutting-edge problem and more research is needed for more
complicated model setups and data sets, such as Cox model, panel count data, and time
series data. For these examples, the score function is a sum of dependent random variables,
so the optimal subsample probabilities have more complicated structures.
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Figure 4: MSEs and MSPEs for different second step subsample size r with the first step
subsample size being fixed at r0 = 200.
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7 Appendix
7.1 Some Lemmas
To prove Theorem 1, we begin with the following lemma which gives upper bound of the
absolute moments of exponential family random variables.
Lemma 1. (Lemma III.2 in Blazere et al. (2014)) Let Y be a random variable with density
or mass function f(y|η) = c(y) exp(yη − A(η)) and assume |η| ≤ T are fulfilled. For all
t ∈ N∗ there exists a constant CT (which depends only on T ) such that E|Y |t ≤ t!CtT .
With Assumption (H.3), |η| ≤ T holds automatically by observing that
|η| = |βTx| ≤ BL := T.
Thus we could apply the above Lemma to the proof of next Lemma.
Lemma 2. If Assumptions (H.1)–(H.5) hold, then as n→∞,
1
n2
n∑
i=1
{|yi − ψ˙(βˆTMLExi)|}kxixTi
pii
= OP (1),
for k = 1, 2, 3.
Proof. Direct calculation shows that for any component of 1
n2
∑n
i=1
{|yi−ψ˙(βˆTMLExi)|}kxixTi
pii
,
1
n2
n∑
i=1
{|yi − ψ˙(βˆTMLExi)|}kxij1xij2
pii
≤
(
max
i=1,...,n
‖xi‖2
npii
)( n∑
i=1
{|yi − ψ˙(βˆTMLExi)|}k
n
)
.
From Lemma 1, let Zn :=
∑n
i=1
{|yi−ψ˙(βˆTMLExi)|}k
n
, we have
EZn =
1
n
n∑
i=1
E|yi − ψ˙(β̂TMLExi)|k ≤
1
n
n∑
i=1
E(|yi|+ |ψ˙(β̂TMLExi)|)k ≤
1
n
n∑
i=1
E(|yi|+M)k
≤ 1
n
n∑
i=1
k∑
t=0
 k
t
E|yi|Mk−t ≤ 1
n
n∑
i=1
k∑
t=0
 k
t
t!CtTMk−t = k∑
t=0
 k
t
t!CtTMk−t,
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where M := sup
x
|ψ˙(β̂TMLEx)|. It is clear that M <∞ by applying (H.1)-(H.3) and Remark 3.
By Chebyshev’s inequality, we know that Zn = Op(1) as n → ∞. See also the sim-
ilar proof of Theorem 3.1 in Zhang and Jia (2017). And from (H.1) and (H.5), Mn :=
maxi=1,...,n ‖xi‖2/(npii) = OP (1). Then we are ready to show that ZnMn is OP (1).
Note that both Zn and Mn are positive and OP (1). For any given ε1, ε2 > 0, there exist
τ1 and τ2 such that P (Zn < τ1) ≥ 1− ε1, P (Mn < τ2) ≥ 1− ε2. Then,
P (ZnMn ≥ τ1τ2) = P (ZnMn ≥ τ1τ2, Zn < τ1) + P (ZnMn ≥ τ1τ2, Zn ≥ τ1,Mn ≥ τ2) +
+ P (ZnMn ≥ τ1τ2, Zn ≥ τ1,Mn < τ2)
≤ P (Mn ≥ τ2) + min{P (Mn ≥ τ2) , P (Zn ≥ τ1)}+ P (Zn ≥ τ1)
≤ ε2 + min{ε2, ε1}+ ε1.
Let τ = τ1τ2, ε = ε2 + min{ε2, ε1} + ε1. Thus P (ZnMn < τ) ≥ 1 − ε, namely, ZnMn =
OP (1).
Remark 3. By the fact that λ(θ) := exp(ψ(θ)) is analytic in Int(Θ) (see Theorem 2.7 in
Brown (1986)), Cauchy’s integral formula tells us that all its higher derivatives exist and are
continuous. Therefore, the derivatives ψ˙(t), ψ¨(t),
...
ψ(t) are continuous in t, and ψ˙(t),ψ¨(t) are
bounded on the compact set, which follows by a well-known property that every real-valued
continuous function on a compact set is necessarily bounded.
Lemma 3. If Assumptions (H.1)–(H.5) hold, then as n → ∞, conditionally on Fn in
probability,
JˇX − JX = OP |Fn(r−1/2), (19)
1
n
∂L∗(βˆMLE)
∂β
= OP |Fn(r
−1/2), (20)
where
JˇX = 1
n
∂2L∗(βˆMLE)
∂β∂βT
=
1
nr
r∑
i=1
ψ¨(βˆTMLEx
∗
i )x
∗
i (x
∗
i )
T
pi∗i
.
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Proof. By the definition condition expectation and towering property of flirtations, it yields
that
E(JˇX |Fn) = JX .
For any component J˜ j1j2X of J˜X where 1 ≤ j1, j2 ≤ p,
E
(
Jˇ j1j2X − J j1j2X
∣∣∣Fn)2 =1
r
n∑
i=1
pii
{
ψ¨(βˆTMLExi)xij1xij2
npii
− J j1j2X
}2
=
1
r
n∑
i=1
pii
{
ψ¨(βˆTMLExi)xij1xij2
npii
}2
− 1
r
(J j1j2X )2
≤ 1
rn2
n∑
i=1
[ψ¨(βˆTMLExi)xij1xij2 ]
2
pii
− 1
r
(J j1j2X )2
≤1
r
(
max
i=1,...,n
‖xi‖2
npii
) n∑
i=1
(ψ¨(βˆTMLExi))
2
n
− 1
r
(J j1j2X )2.
The last inequality holds by Assumptions (H.1) and (H.3).
Combining the facts that the parameter space is compact, βˆMLE is the unique global
maximum of log-likelihood function and Assumption (H.1), we have that ψ¨(βˆTMLExi)’s are
almost surely bounded due to (H.1)-(H.3) and Remark 3. Then it follows by Assumption
(H.5) that
E
(
Jˇ j1j2X − J j1j2X
∣∣∣Fn)2 = OP (r−1). (21)
From Chebyshev’s inequality, it is proved that Equation (19) holds.
To prove Equation (20), let ti(β) = yiβ
Txi−ψ(βTxi), t∗i (β) = y∗iβTx∗i −ψ(βTx∗i ), then
L∗(β) =
1
r
r∑
i=1
t∗i (β)
p˜i∗i
, and L(β) =
n∑
i=1
ti(β).
Under the conditional distribution of subsample given Fn,
E
{
L∗(β)
n
− L(β)
n
∣∣∣∣Fn}2 = 1n2
n∑
i=1
t2i (β)
pii
+
(
1
n
n∑
i=1
ti(β)
)2
.
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It can be shown that
|ti(β)| ≤ |yiβTxi − ψ˙(βTxi)βTxi|+ |ψ˙(βTxi)βTxi − ψ(βTxi)|
≤ |yiβTxi − ψ˙(βTxi)βTxi|+ |ψ˙(βTxi)βTxi|+ |ψ(βTxi)|
≤ C1|yi − ψ˙(βTxi)|+ C2,
where C1 = BL and C2 is a positive constant. The last inequality holds by noting Assump-
tions (H.1) and (H.3). Therefore, as n→∞,
1
n2
n∑
i=1
pii
t2i (β)
pi2i
≤ 1
n2
n∑
i=1
[
C21(yi − ψ˙(βTxi))2
pii
+
2C1C2|yi − ψ˙(βTxi)|
pii
+
C22
pii
]
,(
1
n
n∑
i=1
ti(β)
)2
≤
(
1
n
n∑
i=1
C1|yi − ψ˙(βTxi)|
)2
+
2C2C1
n
n∑
i=1
|yi − ψ˙(βTxi)|+ C22 .
From Assumptions (H.1), (H.5) and Lemma 2,
E
{
L∗(β)
n
− L(β)
n
∣∣∣∣Fn}2 ≤ 1r
 1n2
n∑
i=1
pii
t2i (β)
pi2i
+
(
1
n
n∑
i=1
ti(β)
)2 = Op(r−1). (22)
Thus the desired result (20) follows from Chebyshev’s Inequality.
7.2 Proof of Theorem 1
Based on the lemmas in the above subsection, now we are ready to prove Theorem 1.
Proof. As r →∞, by (22), we have that n−1L∗(β)−n−1L(β)→ 0 in conditional probability
given Fn. Note that the parameter space is compact and βˆMLE is the unique global maximum
of the continuous convex function L(β). Thus, from Theorem 5.9 and its remark of van der
Vaart (1998), as n→∞, r →∞, conditionally on Fn in probability,
‖β˜ − βˆMLE‖ = oP |Fn(1). (23)
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Using Taylor’s theorem for random variables (see Ferguson, 1996, Chapter 4),
0 =
L˙∗j(β˜)
n
=
L˙∗j(βˆMLE)
n
+
1
n
∂L˙∗j(βˆMLE)
∂βT
(β˜ − βˆMLE) + 1
n
Rj, (24)
where L˙∗j(β) is the partial derivative of L
∗(β) with respect to βj, and the Lagrange remainder
1
n
Rj =
1
n
(β˜ − βˆMLE)T
∫ 1
0
∫ 1
0
∂2L˙∗j{βˆMLE + uv(β˜ − βˆMLE)}
∂β∂βT
vdudv (β˜ − βˆMLE).
From (H.1), (H.3) and (H.5),∥∥∥∥∥∂2L˙∗j(β)∂β∂βT
∥∥∥∥∥ =1r
∥∥∥∥∥
r∑
i=1
−...ψ(βTxi)
p˜i∗i
x∗ijx
∗
ix
∗
i
T
∥∥∥∥∥ ≤ C3r
r∑
i=1
‖x∗i ‖3
pi∗i
for all β, where C3 is the upper bound of ‖
...
ψ(βTxi)‖, From (H.1-3) and Remark 3, it is
known that C3 is a constant. Thus
1
n
∥∥∥∥∥
∫ 1
0
∫ 1
0
∂2L˙∗j{βˆMLE + uv(β˜ − βˆMLE)}
∂β∂βT
vdudv
∥∥∥∥∥ ≤ C32r
r∑
i=1
‖x∗i ‖3
npi∗i
= OP |Fn(1),
where the last equality holds by noticing Assumptions (H.1), (H.5) and the fact that as
τ →∞,
P
(
1
nr
r∑
i=1
‖x∗i ‖3
pi∗i
≥ τ
∣∣∣∣∣Fn
)
≤ 1
nrτ
r∑
i=1
E
(
‖x∗i ‖3
pi∗i
∣∣∣∣∣Fn
)
=
1
nτ
n∑
i=1
‖xi‖3 → 0, (25)
in probability.
Combining the above equations with the Taylor’s expansion (24), we have
β˜ − βˆMLE = −Jˇ −1X
{
L˙∗(βˆMLE)
n
+OP |Fn(‖β˜ − βˆMLE‖2)
}
. (26)
From Lemma 3 and Assumption (H.4), it is obvious that Jˇ −1X = OP |Fn(1). Therefore,
β˜ − βˆMLE = OP |Fn(r−1/2) + oP |Fn(‖β˜ − βˆMLE‖),
which implies that
β˜ − βˆMLE = OP |Fn(r−1/2).
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7.3 Proof of Theorem 2
Proof. Note that
L˙∗(βˆMLE)
n
=
1
r
r∑
i=1
{y∗i − ψ˙∗i (βˆTMLEx∗i )}x∗i
npi∗i
=:
1
r
r∑
i=1
ηi. (27)
It can be seen that given Fn, η1, . . . , ηr are i.i.d random variables with mean 0 and variance
var(η1|Fn) = 1
n2
n∑
i=1
{yi − ψ˙i(βˆTMLExi)}2xixTi
pii
. (28)
Then from Lemma 2, it is known that var(ηi|Fn) = OP (1) as n→∞.
Meanwhile, for some δ > 0 and every ε > 0,
r∑
i=1
E{‖r−1/2ηi‖2I(‖ηi‖ > r1/2ε)|Fn} ≤ 1
r1+δ/2εδ
r∑
i=1
E{‖ηi‖2+δI(‖ηi‖ > r1/2ε)|Fn}
≤ 1
r1+δ/2εδ
r∑
i=1
E(‖ηi‖2+δ|Fn)
≤ 1
rδ/2
1
n2+δ
1
εδ
n∑
i=1
{yi − ψ˙i(βˆTMLExi)}2+δ‖xi‖2+δ
pi1+δi
≤ 1
rδ/2
1
εδ
(
max
i=1,...,n
‖xi‖2+δ
(npii)1+δ
) n∑
i=1
{yi − ψ˙i(βˆTMLExi)}2+δ
n
.
(29)
Then we obtain that
r∑
i=1
E{‖r−1/2ηi‖2I(‖ηi‖ > r1/2ε)|Fn} ≤ 1
rδ/2
1
εδ
OP (1) ·OP (1) = oP (1),
where the last equality holds by using Assumptions (H.1), (H.5) and Lemma 2 with k = 2+δ.
This shows that the Lindeberg-Feller conditions are satisfied in probability. From (27) and
(28), by the Lindeberg-Feller central limit theorem (Proposition 2.27 of van der Vaart, 1998),
conditionally on Fn, it can be shown that
1
n
V −1/2c L˙
∗(βˆMLE) =
1
r1/2
{var(ηi|Fn)}−1/2
r∑
i=1
ηi → N(0, I),
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in distribution. From Lemma 3, (26) and Theorem 1, we have
β˜ − βˆMLE = − 1
n
Jˇ −1X L˙∗(βˆMLE) +OP |Fn(r−1). (30)
From (19) in Lemma 3, it follows that
Jˇ −1X − J −1X = −J −1X (JˇX − JX)Jˇ −1X = OP |Fn(r−1/2). (31)
Based on Assumption (H.4) and (28), it can be proved that
V = J −1X VcJ −1X =
1
r
J −1X (rVc)J −1X = OP (r−1).
Thus,
V −1/2(β˜ − βˆMLE) = −V −1/2n−1Jˇ −1X L˙∗(βˆMLE) +OP |Fn(r−1/2)
= −V −1/2J −1X n−1L˙∗(βˆMLE)− V −1/2(Jˇ −1X − J −1X )n−1L˙∗(βˆMLE) +OP |Fn(r−1/2)
= −V −1/2J −1X V 1/2c V −1/2c n−1L˙∗(βˆMLE) +OP |Fn(r−1/2).
So the result in (8) of Theorem 2 follows by applying Slutsky’s Theorem (Theorem 6, Section
6 of Ferguson, 1996) and the fact that
V −1/2J −1X V 1/2c (V −1/2J −1X V 1/2c )T = V −1/2J −1X V 1/2c V 1/2c J −1X V −1/2 = I.
7.4 Proof of Theorem 3
Proof. Note that
tr(V ) = tr(J −1X VcJ −1X ) =
1
n2r
n∑
i=1
tr
[
1
pii
{yi − ψ˙(βˆTMLExi)}2J −1X xixTi J −1X
]
=
1
n2r
n∑
i=1
[
1
pii
{yi − ψ˙(βˆTMLExi)}2‖J −1X xi‖2
]
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=
1
n2r
n∑
i=1
pii
n∑
i=1
[
pi−1i {yi − ψ˙(βˆTMLExi)}2‖J −1X xi‖2
]
≥ 1
n2r
[
n∑
i=1
|yi − ψ˙(βˆTMLExi)|‖J −1X xi‖
]2
,
where the last inequality follows by the Cauchy-Schwarz inequality, and the equality in it
holds if and only if pii ∝ |yi − ψ˙(βˆTMLExi)|‖J −1X xi‖I{|yi − ψ˙(βˆTMLExi)|‖J −1X xi‖ > 0}. Here
we define 0/0 = 0, and this is equivalent to removing data points with |yi− ψ˙(βˆTMLExi)| = 0
in the expression of Vc.
7.5 Proof of Theorems 5 and 6
Let ‖A‖F := (
∑m
i=1
∑n
j=1A
2
ij)
1/2 denote the Frobenius norm, and ‖A‖S := supx6=0,x∈Rn
‖Ax‖/‖x‖ = σmax(A) denote the spectral norm. For a given m × n matrix A and an
n × p matrix B, we want to get an approximation to the product AB. In the following
FAST MONTE CARLO Algorithm in Drineas et al. (2006a), we do r independent trials, in
each trial we randomly sample an element of {1, 2, · · · , n} with given discrete distribution
P =: {pi}ni=1. Then we extract an m × r matrix C from the columns of A, and extract
an r × n matrix R from the corresponding rows of B. If the P is chosen appropriately in
the sense that CR is a nice approximation to AB, then the F-norm matrix concentration
inequality in Lemma 4 holds with high probability.
Lemma 4. (Theorem 2.1 in Drineas et al. (2006b)) Let A(i) be the i-th row of A ∈ Rm×n
as row vector and B(j) be the j-th column of B ∈ Rn×p as column vector. Suppose sampling
probabilities {pi}ni=1, (
∑n
i=1 pi = 1) are such that
pi ≥ β
∥∥A(i)∥∥∥∥B(j)∥∥∑n
j=1 ‖A(i)‖
∥∥B(j)∥∥
for some β ∈ (0, 1]. Construct C and R with Algorithm 1 in Drineas et al. (2006a), and
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assume that ε ∈ (0, 1/3). Then, with probability at least 1− ε, we have
‖AB − CR‖F ≤
4
√
log(1/ε)
β
√
c
‖A‖F‖B‖F .
Now we start to prove Theorems 5 and 6 by applying the above Lemma 4.
Proof. Note the fact that the maximum likelihood estimate βˆMLE of the parameter vector β
satisfy the following estimation equation
XTd [y − ψ˙(XTd β)] = 0, (32)
where ψ˙(XTd β) denotes the vector whose the i-th element is ψ˙(x
T
i β).
Without of loss of generality, we only show the case with probability pimV, since the
proof for pimVc is quite similar. Let S be an n× r matrix whose i-th column is 1/
√
rpimVji eji ,
where eji ∈ Rn denotes the all-zeros vector except that its ji-th entry is set to one. Here
ji denotes the ji-th data point chosen from the i-th independent random subsampling with
probabilities pimV. Then β˜ satisfies the following equation
XTd SS
T [y − ψ˙(XTd β)] = 0. (33)
Let ‖ · ‖F denote the Frobenius norm, we have
σmin(X
T
d SS
T )‖ψ˙(XTd β˜)− ψ˙(XTd βˆMLE)‖
≤ ‖XdTSST [ψ˙(XTd β˜)− ψ˙(XTd βˆMLE)]‖F
≤ ‖XdTSST [ψ˙(XTd β˜)− y]‖F + ‖XTSST [y − ψ˙(XTd βˆMLE)]‖F
= ‖XdTSST [y − ψ˙(XTd βˆMLE)]‖F [by (33)]
≤ ‖XTd [y − ψ˙(XTd βˆMLE)]‖F + ‖XTd [y − ψ˙(XTd βˆMLE)]−XdTSST [y − ψ˙(XTd βˆMLE)]‖F
= ‖XTd [y − ψ˙(XTd βˆMLE)]−XdTSST [y − ψ˙(XTd βˆMLE)]‖F [by (32)]
≤ 4κ(J
−1
X )
√
log(1/)√
r
‖Xd‖F‖y − ψ˙(XTd βˆMLE)‖
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≤ 4κ(J
−1
X )
√
log(1/)√
r
σmax(Xd)
√
p‖y − ψ˙(XTd βˆMLE)‖,
where the second last inequality follows from Lemma 4 by putting A = XTd , B = y −
ψ˙(XTd βˆMLE), C = Xd
TS,R = ST (y − ψ˙(XTd βˆMLE)) and β = 1/κ(J −1X ). Hence,
‖ψ˙(XTd βˆMLE)− ψ˙(XTd β˜)‖ ≤
4σmax(Xd)
√
p log(1/)
σmin(XTd SS
T )κ(J −1X )
√
r
‖y − ψ˙(XTd βˆMLE)‖. (34)
Then by following the facts that σmin(X
T
d SS
TXd) ≤ σmax(Xd)σmin(XTd SST ) and σ2min(X˜d) =
σmin(X
T
d SS
TXd) ≥ 0.5σ2min(Xd), it holds that
σmin(X
T
d SS
T ) ≥ 0.5σ2min(Xd)/σmax(Xd). (35)
Now, we turn to prove Theorem 6.
Similarly, assume that ‖XTdXd−XTd SSTXd‖S ≤ cd‖XTdXd−XTd SSTXd‖F with cd ≤ 1.
Then we have
|σmin(XTdXd)− σmin(XTd SSTXd)| ≤ ‖XTdXd −XTd SSTXd‖S
≤ cd‖XTdXd −XTd SSTXd‖F
≤ cd4κ(J
−1
X )
√
log(1/)√
r
‖Xd‖2F
≤ cd4κ(J
−1
X )
√
log(1/)√
r
pσ2max(Xd).
Using the above inequality, the following equation holds with probability at least 1− ε:
σmin(X
T
d SS
TXd) ≥ 0.5σ2min(Xd),
if we set r > 64c2d log(1/)σ
4
max(Xd)κ
2(J −1X )p2/(σ4min(Xd)).
7.6 Proof of Theorem 7
For the average weighted log-likelihood in Step 2 of Algorithm 2, we have
Ltwo−step
β˜0
(β) : =
1
r + r0
r+r0∑
i=1
t∗i (β)
pi∗i (β˜0)
=
1
r + r0
[
r0∑
i=1
t∗i (β)
pi∗i (β˜0)
+
r+r0∑
i=r0+1
t∗i (β)
pi∗i (β˜0)
]
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=
r0
r + r0
· 1
r0
r0∑
i=1
t∗i (β)
pi∗i (β˜0)
+
r
r + r0
· 1
r
r+r0∑
i=r0+1
t∗i (β)
pi∗i (β˜0)
,
where pi∗i (β˜0) in the first item stands for the initial subsampling strategy which satisfies
(H.5).
For the sake of brevity, we begin with the case with probability pimV. Denote the log-
likelihood in the first and second steps by
L∗0
β˜0
(β) =
1
r0
r0∑
i=1
t∗i (β)
pi∗i (β˜0)
, and L∗
β˜0
(β) =
1
r
r∑
i=1
t∗i (β)
pi∗i (β˜0)
,
respectively, where pii(β˜0) = pˇi
mVc
i in L
∗
β˜0
(β), pˇimVci has the same expression as pi
mVc
i except
that βˆMLE is replaced by β˜0.
To proof of Theorem 7, we begin with the following Lemma 5.
Lemma 5. If Assumptions (H.1)–(H.4) holds, then as n → ∞, conditionally on Fn in
probability,
Jˇ β˜0X − JX = OP |Fn(r−1/2), (36)
1
n
∂L∗
β˜0
(βˆMLE)
∂β
= OP |Fn(r
−1/2), (37)
where
Jˇ β˜0X =
1
n
∂2L∗
β˜0
(βˆMLE)
∂β∂βT
=
1
nr
r∑
i=1
ψ¨(βˆTMLEx
∗
i )x
∗
i (x
∗
i )
T
pi∗i (β˜0)
.
Proof. Using the same arguments in Lemma 3, we have
E
(
Jˇ β˜0,j1j2X − J j1j2X
∣∣∣Fn, β˜0)2 ≤ 1
r
(
max
i=1,...,n
‖xi‖2
npii(β˜0)
) n∑
i=1
(ψ¨(βˆTMLExi))
2
n
− 1
r
(J j1j2X )2.
Direct calculation yields
E
(
Jˇ β˜0,j1j2X − J j1j2X
∣∣∣Fn)2 = Eβ˜0 {(Jˇ β˜0,j1j2X − J j1j2X ∣∣∣Fn, β˜0)2}
≤ 1
r
(
max
i=1,...,n
‖xi‖2
npii(β˜0)
) n∑
i=1
(ψ¨(βˆTMLExi))
2
n
+
1
r
(J j1j2X )2,
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where Eβ˜0 means that the expectation is taken with respect to the distribution of β˜0 given
Fn.
From Assumptions (H.1) and (H.5), it be shown that
max
i=1,...,n
‖xi‖2
npii(β˜0)
= max
i=1,...,n
‖xi‖2
∑n
j=1 max(|yj − ψ˙(β˜T0 xj)|, δ)‖xj‖
nmax(|yi − ψ˙(β˜T0 xi)|, δ)‖xi‖
≤ max
i=1,...,n
‖xi‖
∑n
j=1(|yj − ψ˙(β˜T0 xj)|+ δ)‖xj‖
nδ
≤ C
2
∑n
j=1(|yj − ψ˙(β˜T0 xj)|+ δ)
nδ
≤ C2 + C
2
∑n
j=1 |yj − ψ˙(β˜T0 xj)|
nδ
= OP (1),
where C in the second last inequality is the upper bound of ‖xi‖ due to (H.1), and the last
equality holds from Lemma 1 and Chebyshev’s inequality.
It worths to mention that
∑n
i=1(ψ¨(βˆ
T
MLExi))
2/n is bounded by noting the facts that the
parameter space is compact, βˆMLE is the unique global maximum of log-likelihood function,
and Assumption (H.1). Thus
E
(
Jˇ β˜0,j1j2X − J j1j2X
∣∣∣Fn)2 = OP (r−1).
On the other hand, following the same arguments in Lemma 3, we can have
E
{
L∗
β˜0
(β)
n
− L(β)
n
∣∣∣∣Fn, β˜0
}2
= OP (r
−1).
Then E
{
n−1L∗
β˜0
(β)− n−1L(β)|Fn
}2
= OP (r
−1), the desired result holds.
Now we prove Theorem 7.
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Proof. Using the same arguments in Lemma 5 and Slutsky’s theorem, we have
E
{
Ltwo−step
β˜0
(β)
n
− L(β)
n
∣∣∣∣Fn
}2
=(
r0
r + r0
)2E
{
L∗0
β˜0
(β)
n
− L(β)
n
∣∣∣∣Fn
}2
+ (
r
r + r0
)2E
{
L∗
β˜0
(β)
n
− L(β)
n
∣∣∣∣Fn
}2
= OP (r
−1).
ThereforeE{n−1Ltwo−step
β˜0
(β)−n−1L(β)|Fn}2 → 0 as r0/r → 0, r →∞ and n−1Ltwo−stepβ˜0 (β)−
n−1L(β) → 0 in conditional probability given Fn. Also note that the parameter space is
compact and βˆMLE is the unique global maximum of the continuous convex function L(β).
Thus, from Theorem 5.9 and its remark of van der Vaart (1998), we have
‖β˘ − βˆMLE‖ = oP |Fn(1).
Using Taylor’s theorem,
0 =
L˙two−step
β˜0,j
(β˘)
n
=
r0
r + r0
L˙∗0
β˜0,j
(β˘)
n
+
r
r + r0
L˙∗
β˜0,j
(β˘)
n
=
r
r + r0
{
L˙∗
β˜0,j
(βˆMLE)
n
+
1
n
∂L˙∗
β˜0,j
(βˆMLE)
∂βT
(β˘ − βˆMLE) + 1
n
Rβ˜0,j
}
+
r0
r + r0
L˙∗0
β˜0,j
(β˘)
n
,
where L˙∗
β˜0,j
(β) is the partial derivative of L∗
β˜0,j
(β) with respect to βj, and the Lagrange
remainder
1
n
Rβ˜0,j =
1
n
(β˘ − βˆMLE)T
∫ 1
0
∫ 1
0
∂2L˙∗j{βˆMLE + uv(β˘ − βˆMLE)}
∂β∂βT
vdudv (β˘ − βˆMLE).
From Assumptions (H.1), (H.3) and (H.5),∥∥∥∥∥∂2L˙∗j(β)∂β∂βT
∥∥∥∥∥ =1r
∥∥∥∥∥
r∑
i=1
−...ψ(βTxi)
pi∗i (β˜0)
x∗ijx
∗
ix
∗
i
T
∥∥∥∥∥ ≤ C3r
r∑
i=1
‖x∗i ‖3
pi∗i (β˜0)
for all β, where C3 is the upper bound of ‖
...
ψ(βTxi)‖. From Remark 3 and (H1) -(H.3), it
is known that C3 is a constant. Thus
1
n
∥∥∥∥∥
∫ 1
0
∫ 1
0
∂2L˙∗j{βˆMLE + uv(β˜ − βˆMLE)}
∂β∂βT
vdudv
∥∥∥∥∥ ≤ C32r
r∑
i=1
‖x∗i ‖3
npi∗i (β˜0)
= OP |Fn(1),
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where the last equality is from (H.1), (H.5) and the fact that
P
(
1
nr
r∑
i=1
‖x∗i ‖3
pi∗i (β˜0)
≥ τ
∣∣∣∣∣Fn
)
≤ 1
nrτ
r∑
i=1
E
(
‖x∗i ‖3
pi∗i (β˜0)
∣∣∣∣∣Fn
)
=
1
nτ
n∑
i=1
‖xi‖3 → 0,
as τ →∞.
Since r0/r → 0, it is easy to see that
r0
r + r0
L˙∗0
β˜0,j
(β˘)
n
= oP |Fn(r
−1/2),
and r/(r + r0)→ 1. Hence,
β˘ − βˆMLE = −(Jˇ β˜0X )−1
{
L˙∗
β˜0
(βˆMLE)
n
+OP |Fn(‖β˘ − βˆMLE‖2)
}
, (38)
as r0/r → 0. From Lemma 5 and (H.4), (J˜ β˜0X )−1 = OP |Fn(1). Then it follows from Slutsky’s
theorem that
β˘ − βˆMLE = OP |Fn(r−1/2) + oP |Fn(‖β˜ − βˆMLE‖),
which implies that
β˘ − βˆMLE = OP |Fn(r−1/2).
For the case pii(β˜0) = pˇi
mV
i in L
∗
β˜0
(β) with pˇimVi has the same expression as pi
mV
i except
that βˆMLE,JX is replaced by β˜0 and J˜X , respectively, we have pii(β˜0) ≥ κ(J˜X)−1pˇimVci .
Under Assumptions (H.1) and (H.4), we know κ(JX) is bounded. Thus, as r0 →∞, κ(J˜X)
is also bounded. Therefore, the rest of the proof is the same as that of pˇimVci with minor
modifications.
7.7 Proof of Theorem 8
Proof. For the sake of brevity, we begin with the case with probability pˇimV. Denote
L˙∗
β˜0
(βˆMLE)
n
=
1
r
r∑
i=1
{y∗i − ψ˙(βˆTMLEx∗i )}x∗i
npi∗i (β˜0)
=:
1
r
r∑
i=1
ηβ˜0i . (39)
43
It can be shown that given Fn and β˜0, ηβ˜01 , . . . , ηβ˜0r are i.i.d random variables with zero mean
and variance
var(ηi|Fn, β˜0) = rV β˜0c =
1
n2
n∑
i=1
pii(β˜0)
{yi − ψ˙(βˆTMLExi)}2xixTi
pi2i (β˜0)
.
Meanwhile, for every ε > 0,
r∑
i=1
E{‖r−1/2ηβ˜0i ‖2I(‖ηβ˜0i ‖ > r1/2ε)|Fn, β˜0} ≤
1
r3/2ε
r∑
i=1
E{‖ηβ˜0i ‖3I(‖ηβ˜0i ‖ > r1/2ε)|Fn, β˜0}
≤ 1
r3/2ε
r∑
i=1
E(‖ηβ˜0i ‖3|Fn, β˜0)
≤ 1
r1/2
1
n3
n∑
i=1
{|yi − ψ˙(βˆTMLExi)|}3‖xi‖3
pi2i (β˜0)
≤ 1
r1/2
(
max
i=1,...,n
‖xi‖3
n2pi2i (β˜0)
) n∑
i=1
{|yi − ψ˙(βˆTMLExi)|}3
n
.
Combining (H.1), (H.5), Lemma 1 and Chebyshev’s inequality, it can be proved that
0 ≤
n∑
i=1
{|yi − ψ˙(βˆTMLExi)|}3
n
= OP (1),
and
0 ≤ max
i=1,...,n
‖xi‖3
n2pi2i (β˜0)
= max
i=1,...,n
‖xi‖3
{∑n
j=1 max(|yj − ψ˙(β˜T0 xj)|, δ)‖xj‖
}2
n2
{
max(|yi − ψ˙(β˜T0 xi)|, δ)‖xi‖
}2
≤ max
i=1,...,n
‖xi‖
{∑n
j=1 max(|yj − ψ˙(β˜T0 xj)|, δ)‖xj‖
}2
n2δ
≤ C
3[
∑n
j=1(|yj − ψ˙(β˜T0 xj)|+ δ)]2
n2δ
≤ C
3
δ
(∑n
j=1 |yj − ψ˙(β˜T0 xj)|
n
+ δ
)2
= OP (1),
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where C in second last inequality is the upper bound of ‖xi‖ due to (H.1), and last equality
is from Lemma 1 and Chebyshev’s inequality. Hence
r∑
i=1
E{‖r−1/2ηβ˜0i ‖2I(‖ηβ˜0i ‖ > r1/2ε)|Fn, β˜0} = oP (1).
This shows that the Lindeberg-Feller conditions are satisfied in probability. By the Lindeberg-
Feller central limit theorem (Proposition 2.27 of van der Vaart, 1998), conditionally on Fn
and β˜0,
1
n
(V β˜0c )
−1/2L˙∗(βˆMLE) =
1
r1/2
{var(ηi|Fn, β˜0)}−1/2
r∑
i=1
ηi → N(0, I),
in distribution.
By the same approach of the proof in Lemma 5, we have
max
i=1,...,n
‖xi‖2
npii(β˜0)
= OP (1),
Similarly,
max
i=1,...,n
‖xi‖2
npii
= OP (1).
From (H.1) and (H.5), the distance between V β˜0c and Vc is
‖Vc−V β˜0c ‖ ≤
1
r
{
max
i=1,...,n
(‖xi‖2
npii
)
+ max
i=1,...,n
( ‖xi‖2
npii(β˜0)
)} n∑
i=1
{yi − ψ˙(βˆTMLExi)}2
n
= OP |Fn(r
−1),
where the last equation follows from the facts that
0 ≤ max
i=1,...,n
(‖xi‖2
npii
)
+ max
i=1,...,n
( ‖xi‖2
npii(β˜0)
)
= OP (1),
and
0 ≤
n∑
i=1
{yi − ψ˙(βˆTMLExi)}2
n
= OP (1).
Here the last equality holds from Lemma 1 and Chebyshev’s inequality.
From Lemma 5 and Theorem 7,
β˘ − βˆMLE = − 1
n
(Jˇ β˜0X )−1L˙∗β˜0(βˆMLE) +OP |Fn(r
−1) (40)
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Based on Equation (36), we further have
(Jˇ β˜0X )−1 − J −1X = −J −1X (Jˇ β˜0X − JX)(Jˇ β˜0X )−1 = OP |Fn(r−1/2).
Then
V −1/2(β˘ − βˆMLE)
= −V −1/2n−1(Jˇ β˜0X )−1L˙∗(βˆMLE) +OP |Fn(r−1/2)
= −V −1/2J −1X n−1L˙∗(βˆMLE)− V −1/2{(Jˇ β˜0X )−1 − J −1X }n−1L˙∗(βˆMLE) +OP |Fn(r−1/2)
= −V −1/2J −1X (V β˜0c )1/2(V β˜0c )−1/2n−1L˙∗(βˆMLE) +OP |Fn(r−1/2).
It can be shown that
V −1/2J −1X (V β˜0c )1/2(V −1/2J −1X (V β˜0c )1/2)T = V −1/2J −1X (V β˜0c )J −1X V −1/2
= V −1/2J −1X (Vc)J −1X V −1/2 +OP |Fn(r−1/2)
= I +OP |Fn(r
−1/2).
So the desired result follows by Slutsky’s theorem.
As for the case pii(β˜0) = pˇi
mV
i in L
∗
β˜0
(β). pˇimVi has the same expression as pi
mV
i except
that βˆMLE,JX is replaced by β˜0 and J˜X , respectively, we have J˜X → JX as r0 →∞. Thus
we can replace J˜X in pii(β˜0) by JX through continue mapping theory and also note that
pii(β˜0) ≥ κ(JX)−1pˇimVci . Thus the rest of the proof is the same as that of pˇimVci with minor
modifications.
7.8 Discuss the case of unbound covariates
For the purpose of obtaining the asymptotic results in terms of unbound covariates situation,
here we pose some alternative assumptions to replace (H.1) and (H.2). It needs to show that
Theorems 1, 2, 7 and 8 still hold.
• (A.1): 1
n2
∑n
i=1
{|yi−ψ˙(βˆTMLExi)|}kxixTi
pii
= OP (1) for k = 1, 2, 3.
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• (A.2): Restrict our analysis of regression coefficient vector in the following compact
domain:
JB =
{
β ∈ Rp : βTx ∈ Θ, ‖β‖1 ≤ B
}
,
where B is a constant and Θ is a compact set.
• (A.3): If β ∈ JB, then 1n
n∑
i=1
|ϕ(l)(βTxi)|k = OP (1) for k = 1, 2, 3 and l = 0, 1, 2, 3.
• (A.4): 1
n
n∑
i=1
‖xi‖3 = OP (1).
• (A.5): 1
n
n∑
i=1
‖yixi‖s = OP (1) for s = 1, 2.
• (A.6): 1
n2
∑n
i=1
[ψ¨(βˆTMLExi)xij1xij2 ]
2
pii
= OP (1) for 1 ≤ j1, j2 ≤ p.
The aforementioned three assumptions are essentially moment conditions and are very
general. It is clearly to see that (H.1) and (H.2) are the sufficient conditions for (A.1)–(A.10).
I. Theorem 1 for unbound covariates:
Go on with the line of proving Theorem 1, we only need to check (21), (22) and (25).
For (21), (A.6) gives
E
(
J˜ j1j2X − J j1j2X
∣∣∣Fn)2 ≤ 1
rn2
n∑
i=1
[ψ¨(βˆTMLExi)xij1xij2 ]
2
pii
− 1
r
(J j1j2X )2
= OP (r
−1).
For (22), observe that
ti(β) ≤ |yiβTxi − ψ(βTxi)| ≤ B ‖yixi‖+ |ψ(βTxi)|
which implies by (A.5) with s = 1 and (A.3) with k = 1
1
n
n∑
i=1
ti(β) ≤
B
n
n∑
i=1
‖yixi‖+ 1
n
n∑
i=1
|ψ(βTxi)| = BOP (1) +OP (1) = OP (1)
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Moreover,
t2i (β) = |yiβTxi − ψ(βTxi)|2 ≤ B2‖yixi‖2 + 2B ‖yixi‖ |ψ(βTxi)|+ |ψ(βTxi)|2
By Cauchy inequality, (A.5) with s = 2 and (A.3) with k = 2 show that
1
n
n∑
i=1
t2i (β) ≤
B2
n
n∑
i=1
‖yixi‖2 + 2B( 1
n
n∑
i=1
‖yixi‖2)1/2( 1
n
n∑
i=1
|ψ(βTxi)|2)1/2 + 1
n
n∑
i=1
|ψ(βTxi)|2
≤ B2OP (1) + 2B
√
OP (1)OP (1) +OP (1) = OP (1).
Thus (22) is verified.
For (25), it is easy to see by (A.4)
P
(
1
nr
r∑
i=1
‖x∗i ‖3
pi∗i
≥ τ
∣∣∣∣∣Fn
)
≤ 1
nτ
n∑
i=1
‖xi‖3 = 1
τ
OP (1)→ 0, (41)
as τ →∞.
II. Theorems 2, 7 and 8 for unbounded covariates:
To prove the other required theorem with unbounded covariates, we deal with more
assumptions (A.7)-(A.9) below
• (A.7): If β ∈ JB, then 1n2+δ
∑n
i=1
{yi−ψ˙i(βTxi)}2+δ‖xi‖2+δ
pi1+δi
= OP (1) for some δ > 0.
• (A.8): If β ∈ JB, then maxi=1,...,n ‖xi‖
∑n
j=1(|yj−ψ˙(βTxj)|+δ)‖xj‖
nδ
= OP (1) for any positive
δ.
• (A.9): If β ∈ JB, then maxi=1,...,n ‖xi‖{
∑n
j=1max(|yj−ψ˙(βTxj)|,δ)‖xj‖}2
n2δ2
= OP (1).
The derivations are similar to the bounded case, so we omit the proof.
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