Approximations of loopy belief propagation are commonly combined with expectation-maximization (EM) for probabilistic inference problems when the densities have unknown parameters. This work considers an approximate EM learning method combined with Opper and Winther's Expectation Consistent Approximate Inference method. The combined algorithm is called EM-EC and is shown to have a simple variational free energy interpretation. In addition, the algorithm can provide a computationally efficient and general approach to a number of learning problems with hidden states including empirical Bayesian forms of regression, classification, compressed sensing, and sparse Bayesian learning. Systems with linear dynamics interconnected with non-Gaussian or nonlinear components can also be easily considered.
Introduction
Consider the problem of estimating parameters θ from data y, where the data and parameters are related via a probability density function of the form
for some hidden variables x ∈ R N . Here, f i (x, y|θ), i = 1, 2 are two penalty functions,
are normalization constants, and the parameters θ have two components θ = (θ 1 , θ 2 ). Learning problems where the densities have this factorable structure appear in a wide range of problems. As we will see below, examples include empirical Bayesian forms of linear regression and classification as well as generalized linear models (GLMs). Due to the presence of the hidden variables x, a natural approach is to use Expectation Maximization (EM) (Dempster et al. (1977) ). Essentially, EM alternately estimates the posterior density p(x|y, θ) and the parameter estimate θ. Unfortunately, for a general density of the form (1), exact computation of this posterior density can be challenging. However, due to factorable structure of the density (1), one obvious approach is to estimate the posterior via loopy belief propagation (Pearl (1988) ; Yedidia et al. (2003) ) or a suitable variant. Indeed, EM has been successfully combined with a number of approximate inference techniques including standard loopy belief propaga-tion (Murphy et al. (1999) ), expectation propagation (Minka and Lafferty (2002) ) and approximate message passing (Krzakala et al. (2012) ; Vila and Schniter (2013) ; Kamilov et al. (2014) ).
In this work, we consider EM parameter estimation combined with the expectation consistent approximate inference (EC) method of Winther (2004, 2005) to estimate the posterior densities. As shown in Seeger (2005) , EC can be interpreted as a parallel form of the EP method from Minka (2001) , while being closely related to the adaptive TAP method from Winther (2000, 2001) . For this work, we will use a slightly generalized version of EC presented in Fletcher et al. (2016) .
The contributions of this paper are:
• EM-EC energy function: Following Heskes et al. (2004) , we propose a new energy function whose saddle points yield estimates of the parameter θ and posterior density p(x|y, θ). The energy function is derived by combining EM with a generalized version EC method.
• EM-EC algorithm: When EM is used with approximate inference methods, the algorithms generally have a "double-loop" form where the inner loop performs the approximate inference of the posterior for the E-step of EM, and the outer loop performs the parameter update in the M-step. We propose a single-loop method where the parameters and posterior belief estimates can be updated simultaneously, potentially enabling faster convergence. The algorithm is called EM-EC.
• Fixed points: Our main theoretical result shows that the fixed points of the EM-EC method are the local minima of the EM-EC energy function and thus provide estimates of the parameter and posterior density with a precise variational interpretation.
• Generalizations of sparse Bayesian learning: We show that the EM-EC method can provide a general framework for linear regression and classification problems where hyper-parameters need to be learned along with the regression weights. In particular, the method can extend Sparse Bayesian Learning (SBL) methods of Tipping (2001) ; Wipf and Rao (2004) .
• Learning systems with dynamics: The methodology also provides a computationally efficient algorithm for learning systems with linear dynamics connected to nonlinear blocks. This model can incorporate a wide range of nonlinear estimation and learning problems. In general, the main technical challenge in using EC-type methods is the computation of the covariance matrix (Seeger and Nickisch (2011) ). We show that for systems with linear dynamical components, this covariance matrix for the EM-EC method can be computed efficiently via a Kalman smoother.
The EM-EC Energy Function
We begin by deriving an energy function minimization for learning the parameters θ. The derivation follows along the lines of Heskes et al. (2004) and combines EM with the expectation consistent approximate inference method of Opper and Winther (2004) . We call the energy function the EM-EC energy function.
To derive the EM-EC energy function, consider the problem of finding the maximum likelihood (ML) estimate of the parameter θ:
This maximization is often intractable since the objective function has a high-dimensional integral. In these cases, a widely-used approach for approximately computing the ML estimate is via the classic EM algorithm (Dempster et al. (1977) ). EM produces a sequence of parameter estimates θ ℓ given by the recursions E-Step:
where the expectation in (4a) is with respect to the posterior density
If the E-and M-steps can be exactly computed, then it is well-known that EM algorithm will converge to at least a local maxima of the likelihood function. Unfortunately, while the M-step is often computationally simple, the E-step can be challenging. The key difficulty is that the E-step requires computation of the posterior density (5), which is often intractable. In these scenarios, a common approach for EM is to replace the posterior density in the E-step with some approximation that is easier to compute (Heskes et al. (2004) ). In this work, we consider an approximate density derived from the generalization in Fletcher et al. (2016) of the expectation consistent approximate inference algorithm in Opper and Winther (2004) .
To describe the EC method as it would be applied to our problem, let p(x|y, θ) be the posterior density (5) for some fixed y and parameter θ. This posterior density is what we need to estimate for the E-step. For i = 1, 2 and define the functional on a density b i (x) by
where
With this definition, given any density b(x), it is straightforward to show that the KL divergence between b(x) and p(x|y, θ) can be expressed as
where the constant term does not depend on the density b. Thus, in principle, one could recover the posterior density (5) by minimizing (7) over all densities b. Of course, this minimization is generally intractable since it involves a search over a high-dimensional density.
To approximate the minimization, define the energy function
where b = (b 1 , b 2 ) is a pair of densities on the variable x, q = q(x) is another density, and θ = (θ 1 , θ 2 ) is a pair of parameters. The minimization of (7) over b is then equivalent to the optimization
The energy function (8) is known as the Bethe Free Energy (BFE). Under the constraint in (9), the BFE matches the original energy function (7). However, BFE minimization (9) is equally intractable. The EC minimization can be derived as a relaxation of the above BFE optimization, wherein the constraints in (9) are replaced by the so-called moment matching constraints:
Thus, instead of requiring a perfect match in the densities b 1 , b 2 , q as in (9), GEC requires only a match in their first and second moments. We can also write (10) in vector form
where Cov(x|b) is the N × N covariance matrix of x under the density b and d (Q) is what we will call the diagonalization operator which takes an N × N Hermitian matrix and returns an Ndimensional vector with the diagonal components. Using the above approximation, given a parameter θ, we can obtain estimates of the posterior density (5) via the minimization
Note that this minimization yields a pair of densities,
. We next use the estimated densities, b ℓ , for the Q-function in (4a). Specifically, from (1),
If we replace the true posterior density with p(x|y, θ ℓ ) in (13) with the belief estimates b ℓ i , we obtain an approximation of the function
This leads to a natural approximation of EM,
Now, if we fix i = 1, 2, then using (6) and (15), we can write the energy function
where the constant terms do not depend on θ i . Thus, the M-step (16b) can be rewritten as
Thus, the iterations (16) can be interpreted as an alternating minimization for the joint minimization 
In this way, the parameter estimate θ and belief estimates b have a precise free energy interpretation.
We will call the function J(b, q, θ) the EM-EC energy and the iterations (16) the EM-EC alternating minimization.
EM-EC Algorithm
If the minimizations in the EM-EC alternating iterations (16) can be performed exactly, the minimax energy will decrease in each iteration. The minimization over θ in (16b) is often straightforward for many problems. Also, the minimization over b is precisely the optimization via the generalized EC (GEC) algorithm that we will describe below. Since the GEC algorithm is itself an iterative procedure, using the alternating minimization (16), we would obtain a double-loop method where the inner loop performs the density estimate and the outer loop computes the parameter estimate. These double loop method are generally slow (Heskes (2003) ). We thus propose a single-loop algorithm that embeds the parameter update within the GEC algorithm. This algorithm, which we call EM-EC, is shown in Algorithm 1. The algorithm is identical to the GEC method of Fletcher et al. (2016) with one additional step in line 5 to update the parameters.
Algorithm 1 EM-EC
1: Select initial r 1 , γ 1 2: repeat 3:
for (i, j) = (1, 2) and (2, 1) do 4:
6:
end for 11: until Terminated
The algorithm description uses a lot of custom notation. The belief estimate of the posterior density in line 4 is the density
where c i is a normalization constant and v 2 γ denotes the weighted two-norm,
In lines 5 and 6, we use the notation E(·|b) to denote the expectation with respect to the density b,
In particular, x i and Q i are the expectation and covariance matrix with of x under the belief estimate b i . The function d(Q i ) is the diagonal operator which produces an N -dimensional vector with the diagonal entries of Q i . Note that it is not necessary to compute the full matrix Q i in line 6; it suffices to compute only the diagonalization d(Q i ). Finally, in lines 7 and 8, "./" is componentwise vector division and "." is componentwise vector multiplication.
Fixed Points of EM-EC
Our main theoretical result shows that, if Algorithm 1 converges, the limit points are local minima of the constrained optimization (17). To prove this, we begin with the following simple result.
Lemma 1 At any fixed point of the EM-EC algorithm with γ
Proof From line 8 of Algorithm 1, η i = γ 1 + γ 2 for i = 1, 2, which proves (19a). Also, since γ 1 + γ 2 > 0, the elements of η are invertible. In addition, from line 9,
x i = (γ 1 .r 1 + γ 2 .r 2 ) ./η i for i = 1, 2, which proves (19b). Now, corresponding to the constrained optimization (17) with moment matching constraints (11), define the Lagrangian,
where β and γ represent sets of dual parameters for the first-and second-order constraints. We now have the following.
Theorem 2 Consider any fixed point of the EM-EC algorithm 1. Let
and q(x) be the density,
where x and η are given in Lemma 1. Then, b i , θ i and q are critical points of the Lagrangian in that
and they satisfy the moment matching constraints (11).
The proof is given in Appendix A and is an adaptation of a similar result in Fletcher et al. (2016) with the addition of the parameters θ. The consequence of this result is that if the algorithm converges, then its limit points are local minima of the desired EM-EC energy minimization.
Example Applications
We illustrate how the EM-EC algorithm can be applied to various learning problems.
Linear regression and sparse Bayesian learning: As a first example, suppose that we aim to estimate x given noisy linear measurements of the form
where A ∈ R M ×N is a known matrix, w is noise independent of x and τ w > 0 is an noise level.
The noise level τ w may not be known. Suppose that x has some prior with independent elements and marginal densities p(x n |θ x )
where θ x is a set of parameters in the density. The problem is to estimate the vector x, while also learning θ x and τ w (in the case that the latter is unknown). This model arises in a wide range of applications including linear regression (where the vector x would represent the regression coefficients), as well as Bayesian forms of compressed sensing and image processing to name a few. In the case of linear regression, the parameters θ x can represent hyper-parameters as in Sparse Bayesian Learning (Tipping (2001) ).
To model this estimation problem in the EM-EC framework, let θ = (τ w , θ x ) be the set of unknown parameters. Then, the joint density p(x, y|θ) takes the form of (1) when
With the definitions, the updates in the EM-EC algorithm are computationally easy to evaluate. The separable nature of f 1 (x|θ x ) implies that the expectation and variance terms in lines 6 can be computed in a componentwise manner. Specifically, the density b 1 (x) in (18) will factor as
Hence, the expectation and variance in line 6 can be evaluated with
The second penalty f 2 (x, y|τ w ) is quadratic and hence the density b 2 (x) is Gaussian:
The mean x 2 = E(x| b 2 ) can be computed via a least-squares problem and the covariance matrix is given by
Generalized linear models: Now suppose that, instead of (26), we have a more general likelihood with the form
where θ z are a set of unknown parameters. Statisticians often refer to (30) as the generalized linear model (GLM) (Nelder and Wedderburn (1972) ; McCullagh and Nelder (1989) ). To pose the GLM in a format convenient for EM-EC, we define the new vector u = (x; z) and set of parameters θ u = (θ x ; θ z ). Then, the joint density p(u, y|θ) = p(x, z, y|θ x , θ z ) can be placed in the form of (1) using the penalties
where f 2 (u) constrains u to the nullspace of [A − I]. Because the first penalty f 1 (u|θ u ) remains separable, the expectation and variance terms can be evaluated componentwise as in the linear regression case. For the second penalty f 2 (u), the expectation and variance can be found via projection onto a linear space.
Models with dynamics:
One challenge of using EC methods with linear transforms is the requirement to compute the covariance matrix (29). For an N -dimensional vector x, the covariance estimate requires the computation of an N × N matrix inverse. For very large scale problems, this matrix inverse often becomes the computational bottleneck (Nickisch and Seeger (2009); Seeger and Nickisch (2011) ).
However, one important situation where the necessary terms from the covariance matrix can be easily computed is the case of a linear dynamical system. As a simple example, suppose that we return to the case of linear measurements, where the vector y is generated from some unknown time sequence u via a linear state space system. Specifically, the hidden vector u is a time sequence u = (u 0 , · · · , u T−1 ) and we measure an output y = (y 0 , · · · , y T−1 ) from a linear state-space system (Kailath (1980) ),
where x k is an internal state, A, B, C, D are the state-space matrices and d k is Gaussian noise that we can assume is i.i.d. with d k ∼ N (0, I). Let θ y = (A, B, C, D) be the state-space matrices or parameters in those matrices that need to be learned. Also, suppose that we have some separable prior on the input u to this system,
The problem is to estimate the input u and state x from the output y, while also learning the parameters θ = (θ u , θ y ). In signal processing, this would be linear deconvolution problem with a non-Gaussian prior.
To formulate this problem in the EM-EC framework, let q = (x; u) be the set of hidden signals, which in this case are the input and state. Then, we can write the joint density p(q|θ) in the form (1) via the penalties
Now, since f 1 (q, y|θ u ) is separable over time, the estimates for the mean and covariance can be computed componentwise, meaning the estimation will decompose to T estimates on the variables u k .
For the penalty f 2 (q, y|θ y ), observe that the belief estimate b 2 (q) in (18) will be of the form
. This is precisely the density of a linear state space system with a Gaussian prior on the input u. Hence, the marginal densities of the variables u k and x k can be computed efficiently via a fixedinterval Kalman smoother (Grewal (2011)). Since the EM-EC algorithm only requires the diagonal terms of the covariance matrix, it is sufficient to compute the variances of the marginal distributions of u k and x k . In addition, the update for the state-space parameters, (A, B, C, D), in line 5 is identical to standard M-step when applying EM to linear state space systems (Moon (1996) ). Hence, we obtain a computationally tractable approach for non-Gaussian deconvolution with unknown parameters in the input prior and linear system. This example considers a simple "feedforward" model where a non-Gaussian input u is passed through a linear system. Using a similar decomposition as in the GLM case, one could include nonlinearities and non-Gaussian processes on the output and even feedback structures. Models with linear dynamics interconnected with nonlinearities arises particularly commonly in many neurological modeling problems (Billings and Fakhouri (1982) ; Hunter and Korenberg (1986) ; Schwartz et al. (2006); Fletcher et al. (2011); ).
Conclusions and Future Work
We have presented an extremely general framework for learning systems where the joint density of the hidden states and data factors into two penalty terms. This factorable structure applies to a wide range of learning problems including sparse Bayesian learning and classification as well as systems with dynamics. To learn the parameters from data of this form, it is proposed to use an approximation of EM where the posterior densities in the E-step are estimated via Opper and Winther's Expectation Consistent Approximate Inference method (Opper and Winther (2005) ). This combination of EM with EC is called EM-EC. Unlike conventional EM methods, the proposed EM-EC technique has a "single loop" structure where the updates of the parameters and belief estimates of the posterior density are performed simultaneously. It is shown that, if the algorithm converges, its fixed points will coincide with stationary points of a certain energy function.
While the algorithm has much potential, there are still several outstanding issues. Most importantly, the current work offers no guarantees of convergence. Even without parameter learning, it is well-known that variants of loopy belief propagation such as EP and AMP may diverge (Seeger and Nickisch (2011); ; Caltagirone et al. (2014) ; ). Most provably convergent alternate approaches are based on variants of double-loop methods (Yuille and Rangarajan (2002) ) such as Opper and Winther (2004) ; . Other modifications to improve the stability include damping and fractional updates (Seeger (2008) ; ; Vila et al. (2015) ) and sequential updating ). All these techniques tend improve stability at the cost of convergence speed. A broad open question is whether there are stable variants of these methods that apply with parameter learning.
where the constant terms do not depend on θ and in the second step we used (6) and (8). From line 5, we immediately see that θ = arg min
