Introduction
Automatic detection of failures in non-destructive testing is normally carried out by a pattern recognition method, the steps of which are illustrated in Figure 1 , image formation, pre-processing, segmentation, extraction of features, and classification (Mery et al, 2003a) . Each of these steps is briefly presented below.
∑ Image Formation: The images are obtained by X-ray irradiation of the test-piece. The X-rays are then converted to a visible image by means of an image amplifier or a flat-panel detector that are sensitive to X-rays. The sensor is bi-dimensional (or unidimensional in motion) in order to capture the two dimensions of the image. An A/D converter turns the electrical signal into binary code that can be interpreted by a computer to form a digital image of the study object.
∑ Pre-processing: This stage is devoted to improving the quality of the image in order to better recognise flaws. Some of the techniques used in this stage are elimination of noise by means of digital filters or integration, improvement of contrast, and restoration.
∑ Segmentation: The segmentation process divides the digital image into disjoint regions with the purpose of separating the parts of interest from the rest of the scene. Over the last few decades, diverse segmentation techniques have been developed. These can largely be divided into three groups: pixel, edge and region orientated techniques. The present investigation uses the segmentation process oriented towards the detection of edges by employing the LoG filter (Mery and Filbert, 2002b) . As can be seen in Figure 2 , this technique searches for changes in the grey values of the image (edges), thus identifying zones delimited by edges that indicate flaws.
∑ Feature extraction: In the inspection of cast pieces, segmentation detects regions that are denominated as 'hypothetical defects', which may be flaws or structural features of the object. Subsequently the feature extraction is centred principally around the measurement of geometric properties (area, perimeter, form factors, Fourier descriptors, invariant moments, etc.), and on the intensity characteristics of regions (level of grey, gradient, second derivative, texture features, etc.). It is important to know which features provide information about flaws. To this end, a feature selection is carried out to find those features that best describe flaws (eliminating for example features that are correlated or provide no information whatsoever) (Jain et al, 2000) . ∑ Classification: Finally, classification orders segmented regions in specific regions according to extracted features, assigning each region to one of a number of pre-established groups, which represent all possible types of regions expected in the image. Typically the classes that exist in detection of flaws in cast pieces are two: 'defects' or 'regular structures' 1 . It must be noted that a classifier is designed following a supervised training. During this stage a statistical study is carried out of the features of flaws extracted from objects whose flaws are known a priori. Simple classifiers can be implemented by comparing measured features with threshold values; nonetheless it is also possible to use more sophisticated classification techniques such as those that carry out statistical and geometric analyses of the vector space of the features, or those that employ neuronal networks or fuzzy logic (Castleman, 1996; Jain et al, 2000; Mery and Filbert, 2002b) . This paper presents an exhaustive analysis of over 400 features extracted from over 23,000 regions in 50 noisy radioscopic images. The paper is organised as follows. Section 2 briefly describes the features used. Section 3 carries out a feature selection in order to reduce computational cost of classification. Section 4 presents 
Feature extraction
As mentioned above, segmentation is performed using an edge detection technique. All regions enclosed by edges in the binary image are considered 'hypothetical defects' (see example in Figure 3 ). During the feature extraction process the properties of each of the segmented regions are measured. The idea is to use the measured features to decide whether the hypothetical defect corresponds to a flaw or a regular structure.
The features extracted in this investigation are described below, and have been grouped in two categories: geometric (geo) and intensity (int) features. Geometric features provide information relative to the size and form of the segmented hypothetical flaws. Intensity features, on the other hand, provide information about the grey value of the segmented regions. Table 1 presents the set of features used in this investigation. The details of how these are calculated can be found in the references.
The total number of features extracted is 405 divided into 37 geometric features, and 368 intensity features.
Feature selection
In order to reduce the computational time required for classification it is necessary to select features; this way the classifier only works with non-correlated features that provide flaw detection information. There are a variety of methods for evaluating the performance of the extracted features. The present Section includes the ROC analysis and the Fisher discriminator while the following Section explains the linear correlation analysis.
The ROC (receiver operation characteristic) analysis is commonly used to measure the performance of a two-class classification. In our case, each feature is analysed independently using a threshold classifier. This way, a hypothetical flaw is classified as a 'regular structure' (or 'defect') if the value of the feature is below (or above) a threshold value. The ROC curve represents a 'sensitivity' (Sn) versus '1-specificity' (1-Sp), defined as: in which TP is the number of true positives (correctly classified defects), TN is the number of true negatives (correctly classified regular structures), FP is the number of false positives (false alarms, or regular structures classified as defects) and FN false negatives, (flaws classified as regular structures) 6 . A graphic representation is presented in Figure 4 . Ideally, Sn = 1 and 1-Sp = 0, this means that all defects were found without any false alarms. The ROC curve makes it possible to evaluate the performance of the detection process at different points of operation (as defined for example by means of classification thresholds). The area under the curve (A z ) is normally used as a measure of this performance as it indicates how flaw detection can be carried out: a value of A z = 1 indicates an ideal detection, while a value of A z = 0.5 corresponds to random classification (Egan, 1975) .
Another method for evaluating classifier performance is the Fisher discriminator, which evaluates the following function: where C b and C w represent the selected features' interclass (between) and intraclass (within) covariances respectively. A large value for J indicates a good separation of classes as it ensures a small intraclass variation and a large interclass variation in the feature space (Fukunaga, 1990 ).
The results presented in this article are derived from the analysis of 50 radioscopic images of cast aluminium pieces. The images have a high noise component due to the fact that they were taken without using integration techniques in which various images of the same scene are averaged to increase the SNR. In these images a total of 22,936 regions were segmented. Visual inspection determined that 60 of these were real flaws corresponding to blow holes in the piece. These flaws were located in areas of the piece in which detection is very difficult (see examples in (Mery and Filbert, 2002b) ). The 405 features mentioned in Table 1 were extracted from each one of the almost 23,000 regions.
A pre-selection of features was obtained by eliminating those that presented an area under the ROC curve A z < 0.8 and a Fischer discriminator J < 0.2 J max , where J max corresponds to the maximum Fisher discriminator obtained upon evaluation of each of the features. Additionally, if two features present a correlation coefficient with an absolute value greater than or equal to 0.95 then the feature with a lower A z is eliminated. In this manner of the 405 features, 376 were eliminated. Table 2 shows the 28 pre-selected features. As can be seen, the best results were obtained with features belonging to the contrast family. Texture also performed well. Additionally, some of the features were geometric, although better results were obtained with intensity features. Figure 5 shows the best ROC curve obtained for F 1 , the contrast feature based on a Fourier analysis of grey values along the straight lines that cross the regions (Mery, 2003) . In this case the area under the curve is A z = 0.9944. The good class separation offered by this feature can also be appreciated.
Following the pre-selection of features a selection process was carried out based on the Sequential Forward Selection (SFS) method (Jain, et al, 2000) . This method requires an objective function f that evaluates the performance of the classification using m features. This function could be, for example, the Fisher discriminator defined in Eq. (2) . The method begins with one feature (m =1), and a search is performed for the feature that maximises the function f. Subsequently, a second search is carried Crossing line profile, grey value function along a line that crosses the region at its centre of gravity. The term BCLP refers to the best t CLP, in other words the CLP that presents the best homogeneity at its extremes (Mery, 2003) . 4 The following features are extracted based on a co-ocurrence matrix: second angular moment, contrast, correlation, cum of squares, inverse difference moment, mean sum, variance of the sum, entropy of the sum, entropy, variance of the difference, entropy of the difference, 2 measures of correlation information, and maximum correlation coefficient, for a distance of d pixels. 5 The transformation takes a re-sized window of 32 ¥ 32 pixels which includes the region and its surroundings. 6 In the literature the following terms are also out for that feature that maximises the function f with two features (m =2). This method ensures that neither features that are correlated with the already selected feature nor those that do not maximise f are considered. This process is repeated until the best n features are obtained. This approach works best with normalised features, ie those that have been linearly transformed in such a way as to obtain a mean value equal to zero, and a variance equal to one.
It is also possible to use another objective function to evaluate separation between classes. An alternative function would be to evaluate the specificity for a threshold classification that obtains a sensitivity of 100%, known in the literature as Sp @ Sn=100%. The first 10 features selected with the SFS method are shown in Figure 6 for both objective functions. As can be seen the objective function increases in the measure that new features are added with the SFS method. For example, and using only one feature, feature # 31 (K) maximises function J, thus obtaining a value of J=6.8 (see first column in Figure 6(a) ). Likewise, when using this feature with feature # 101 (Tx 2 ) the objective function J increases to 8.5 (see second column in Figure 6(a) ). It should be mentioned that this texture is the feature that most increases J in combination with feature K. This process is repeated until the 10 best features are found.
It can be concluded that there are a number of selected features that show a significant performance. An appropriate mixture of When designing a classifier it is also necessary to consider the computational cost of calculating the features. It is recommended that the selected features should be able to be computed quickly in order that the detection of flaws can be carried out in the time required for the automated inspection process.
Linear correlation analysis
The analysis of the two linear correlation coefficients is a method for evaluating the correlation that exists between selected features, and also the correlation between features and the ideal classification supervision variable y k , in which y k is 1 (or 0) if the sample k belongs to the class 'defect' (or 'regular structure'). A detailed explanation for calculating linear correlation coefficients is given in (Silva et al, 2002a) .
In the present investigation, after the pre-selection of the 28 most relevant features according to the Fisher and ROC criteria, (summarised in Table 2 ), a linear correlation analysis was performed on a set of the 60 existing samples from the 'defective' class, and 180 randomly selected samples taken from 22,786 samples belonging to the 'regular structure' class. The limiting value for a variable to have a 95% probability of being correlated with another is given by 2 N where N is the number of samples of the variable (Silva et al, 2002a) . Thus the limiting values are 2 60 = 0.26 for correlation in the 'defect' class, and 2 180 = 0.15 for correlation in the 'regular structure' class, while for correlation between classes the limiting value was that some features are highly correlated, and therefore their use as classifiers would be redundant. A recommended method of feature selection is to use those that show a good cost-benefit ratio, in other words those whose extraction does not imply a high computational cost while at the same time show a good performance in classification. The present investigation selects those features that satisfy the previously mentioned criteria, and are easy to extract. The objective is to reduce the dimensions of the input data of the classifiers, and to reduce the computation time necessary for the extraction of features, thus reducing total inspection process time.
Classification
This Section presents the results obtained when using statistical classifiers and classifiers based on neuronal networks. The principal problem manifested in the design of these classifiers is the paucity of information regarding the 'defect' class. This is due to the fact that in data obtained from segmentation there are approximately 381 samples in the 'regular structure' class for every sample in the 'defect' class. In this type of classification, performance cannot be optimised by minimising classification error because a classifier that indicates that all samples belong to the 'defect' class will have, in our case, a success rate of 381/382 = 99.74%. Nevertheless, this classifier will have detected none of the defects. For this reason classification performance must be measured according to the sensitivity and specificity values explained in Section 3. During training the Neyman-Pearson criterion is recommended (Kay, 1998) , in which sensitivity is maximised for a given specificity.
In order to train classifiers, the data sets shown in Table 3 were used. These sets were taken from the total of samples in the 'defect' class. Set I corresponds to the entire sample. In sets II, III, IV and V the quantity of samples from the 'regular structure' class were reduced. In these cases, the samples from the 'regular structure' class were selected randomly and there are no common elements among the selected sets. In sets V and VI the samples from the 'defect' class were repeated until they were equal in number to the samples from the 'regular structure' class.
Statistical classifiers
In the statistical pattern recognition, classification is achieved using the concept of similarity: patterns that are similar are assigned to the same class (Jain et al, 2000) . Although this methodology is quite simple it is necessary to establish a good metric of similarity. Using a representative sample, in which the expected classification is known, it is possible to perform a supervised classification by finding a discriminating function that can supply information about the degree of similarity between the n features to be evaluated x is assigned to the 'defect' class if the distance from the centre of gravity of this class x 1 is less than the distance to the centre of gravity of the 'regular structure' class' x 0 . Each centre of gravity is calculated as the mean value of the corresponding class in the representative sample. In this case the detection of a 'defect' is carried out by comparing the weighted Euclidean distance x x x x -> -1 0 p , giving more weight to the 'defect' class. q Mahalanobis classifier: This is the same as the nearest neighbour classifier except that it uses the Mahalanobis distance, in which, by means of the covariance matrix, the features to be evaluated are weighted according to their variances (Fukunaga, 1990) .
The experiments first used a threshold-based statistical classifier. Using a single feature (# 37), the rule is to classify a region as 'defect' if the feature is above a threshold value. In this way a value for Sn = 95.0% is obtained, with a specificity of 1-Sp = 1.4% using Set I of the data. This means that of the 60 7 The 60 samples of the 'defect' class were duplicated until they equalled the number of samples in the 'regular structure' class. Figure 8 . The performance obtained is Sn = 95.0%, 1-Sp = 1.0% (TP = 57 and FP = 230) using Set I of the data. The use of more sophisticated statistical classifiers did not improve classification performance. This is because the classes are superimposed on the feature space. The results obtained with the different statistical classifiers are summarised in Table 4 , Groups 1 to 5.
Linear classifiers using neuronal networks (NN)
When neuronal networks are used for pattern recognition criteria, it is usual to start with a study of linear classifiers with the purpose of establishing the possibility of linear separation of the classes. This is due to the operational and developmental simplicity of these classifiers compared to those that are non-linear. Linear classifiers' functioning can be explained as follows: A linear discriminator decides if the sample, represented by its features grouped in a vector x, belongs to the class 'defect' if d(x) > 0 where:
If this is not the case, x is assigned to the class 'regular structure'. As can be seen, the discriminator is defined by the vector w, which weights the input x, and b which represents an off-set value. In the domain of the input, the discriminating function represents the geometric space of the points that satisfy d(x) = 0, which form a hyperplane perpendicular to the vector w and at a distance (in the direction of w) of -b / ||w|| from the origin. Usually it is normalised so that ||w||=1, adjusting the value of b so as to not alter the inequality d(x) > 0. In this case d(x) measures the distance from the input x to the hyperplane, and is a measure of the probability of success of the classification for that specific input (Silva et al, 2001 ). An optimal discriminator is one that maximises the probability of success of classification. Optimal linear discriminators are a much-used technique in statistics known as Fisher Discriminators. A practical way of implementing these is through a neuronal network with one layer, where this layer contains one unique neurone per class, as described by Haykin (1994) . In our work, linear classifiers were implemented using a supervised network with only neurone of the hyperbolic tangent type: (d(x)) .....................................(4) Learning was carried out using the error retro-propagation algorithm with cascade training (Haykin, 1994) . Figure 9 illustrates the neuronal implementation model of the classifier that was used.
As the neuronal learning process used minimises the total mean quadratic error, training in which there are many samples of the 'regular structure' class and very few of the 'defect' class (in our case the ratio is 381:1) is not recommended because the 'regular structure' class would be dominant in this learning process, and logically the network would focus on learning to minimise the error in the 'regular structure' instead of the 'defect' class. There are two solutions for this problem: the number of samples of the 'regular structure' class can be reduced (but thus losing the network's capacity to generalise), or duplicate the samples from the smaller class thus diminishing the dominant tendency of the larger class (Haykin, 1994) . In our case both possibilities were tested. Table 4 , Groups 6, 7 and 8, present the results of S n and 1-Sp obtained with the linear classifiers for the three sets of data using the 28 features from Table 2 . As can be seen, all defects were detected in all three cases. Additionally the number of false alarms (FP) is only 2 for sets II and IV, and zero for set III, which implies that the value of 1-Sp is very low for all cases. These are excellent results and show that linear separation using neuronal networks is possible between both classes when using the 28 features from Table 2 .
With the purpose of finding a classifier that uses fewer features, the ten most important features found with the SFS method using the Fisher discriminator (see Figure 6(a) ) and the variable Sp @ Sn=100% (see Figure 6(b) ), a set of 10 features made up of the 6 first features of each method, were selected (as can be seen in Fig.  (6) features # 30 and #360 are common to both selections). The performance of these features on a linear classifier with Set IV of the data, was evaluated. As seen in Table 4 , Group 9, the results obtained were also Sn = 100% and 1-Sp = 0.1% (TP = 60, FP = 2). Therefore, with a dimensional reduction from 28 to 10 features, the results are identical, showing that a reduction in the dimensions of the input data is both possible and recommendable.
Subsequently, a new training set was developed from Set IV of the data, using the first eight features in Table 2 that represent the lowest computational cost. The results obtained are shown in Table 4 , Group 10. As can be seen Sn = 96.6% and 1-Sp = 0.4% (TP = 58, FP = 8), which represents a slightly inferior index from that obtained with the 28 features used initially. Nevertheless, the percent reduction is small compared to the difficulty represented by the extraction of the totality of the features. Figure 8 , which illustrates the vector space with features # 30 and # 37, shows the good separation achieved between classes using these features. For this reason a new experiment was carried out using Set III, but using only the two features mentioned. Initially, for this set of data, the results were only Sn = 86.5% and 1-Sp = 0.35% (see Table 4 , Group 11). In this case the reduction in sensitivity is quite significant. The reason for this reduction is probably due to the difference in the number of samples per class, which is accentuated even more by the elimination of 26 features. In order to test this hypothesis the number of 'defect' data were doubled until 2.000 samples sere obtained (Set 4 of the data), thus equalling the data belonging to the 'regular structure' and giving equal importance to both classes during the network training process. The results can be seen in Table 4 , Group 12. Surprisingly, the performance was the same as that obtained with the set composed of the 28 features, that is Sn = 100% and 1-Sp = 0.1%. Thus it is evident that the reduction in the input data is satisfactory.
As a final test, the neuronal network was trained using Set IV composed of 22,876 samples from the class 'defect' (duplicates) and 22,876 samples from the 'regular structure' class. As the training of this network represents an elevated computational cost, only two features were considered, # 30 and # 37 which showed a very good performance in their evaluation. The results were Sn = 100% and 1-Sp = 2.44% (see Table 4 , Group 13).
Principal components of linear discrimination
It is difficult to visualise the vector space of the features when the system has more than three dimensions. This is the case shown in Table 2 in which there is a set of 28 features. One way of visualising this space is by means of its projection onto another two or threedimensional space. Commonly this reduction is achieved by means of the Karhunen-Lòeve Transformation, also known as Principal Component Analysis (PCA) (Castleman, 1996) .
In this investigation the two principal linear discrimination components with independent activity were used, implemented by an error retro-propagation type network with only one neurone, , to visualise the discrimination between both classes using Set IV of the data. Figure 10 shows the two- dimensional graph made up of the two principal components (P 1 and P 2 ) obtained from the 28 features. As can be seen it is possible to separate both classes using a simple linear classifier. In this case there are only two false alarms, and the results are summarised in Table 4 , Group 14.
Another application of principal discrimination components is the reduction in the dimensions of the classifier input data; in our case the candidate features total 405 (see Table 1 ). These features can be substituted by the principal discrimination components reducing the system's dimensions to 2, 3 or 4 dimensions 8 . In this case the classification result obtained showed that # 30 and # 37 are extremely important and sufficient for obtaining a high success index. On the basis of a principal component analysis for these two features, and using the first principal component as an input variable for the linear classifier, a new experiment can be carried out. In other words with the first resulting component, defined as the projection of the input in the principal direction of linear discrimination , we now have a new feature which is the linear combination of the first two. A new performance evaluation was carried out using this component and the result indicates the same Sn = 100% and Sp = 99.9% (see Table 4 
Conclusions
This work presents a comprehensive analysis of segmented regions of noisy radioscopic images with the purpose of carrying out an automatic detection of flaws in cast aluminium pieces. This study presents over 400 features extracted from approximately 23,000 regions. The analysis of the extracted features indicates that information about flaws is found more often in intensity features, especially contrast and texture features, and less so in geometric features. Diverse experiments were carried out under different conditions, evaluating the performance of statistical classifiers and those based on neuronal networks in varied combination of features and training data sets. The results are similar, and in almost all experiments it was possible to detect a large number of real flaws with a small number of false alarms (Sn > 95%, Figure 10 . Two-dimensional graph of the two principal components (P 1 and P 2 ) of linear discrimination based on the 28 features of Table 2 1-Sp<2.5%). Although it is true that these results are very good in percentage terms, they are not so in absolute terms in that the number of false alarms remains high. Considering that there are approximately 23,000 hypothetical flaws in 50 images, a value of 1-Sp = 1% indicates that on average there are approximately 5 false alarms per image, which is unacceptable in industry. Nevertheless, these results are a substantial improvement over those presented by Mery and Filbert (2002a) , in which, for the same images, the results obtained had a value of 1-Sp = 8% which indicates approximately 15 false alarms per image. The improvement in performance is due principally to the development of new contrast features presented in (Mery, 2003) . This leads us to the conclusion previously mentioned that it is the quality and not the quantity of the features used that is of importance. This line of investigation belongs to the area of detection of flaws without a priori knowledge of the structure of the image and with noisy images, ie, images taken without using integration techniques. It is known that for these images false alarms can be eliminated using a posterior analysis based on image sequence analysis (Mery and Filbert, 2002b ). Nonetheless, is would be interesting to test the methods described in this article on the analysis of radioscopic images in which noise has been reduced by means of an integration process by averaging various images of the same scene. It is quite probable that false alarms could be further diminished using this process.
In future work we plan to investigate the relevance of the extracted features according to relevance criteria using neuronal networks described in (Silva et al, 2002b) ; delve into other feature selection techniques (Jain et al, 2000) ; implement other classifiers (based on more complex neuronal networks, or on fuzzy logic, or a fusion of classifiers) and experiment with new features that improve classification performance.
It is also necessary to find new data with the purpose of having access to a more representative sample of the 'defect' class as this would allow a better training of classifiers and access to separate data sets for training and independent tests. Given that in the present investigation the number of samples in the 'defect' class was very small, tests were performed on the same data set that was used for training.
In order that other members of the NDT community can make contributions in this area, the data used in this investigation are available in: http://www.diinf.usach.cl/~dmery/papers/DATA_ PANNDT2003a.zip
The data are in a plain text format. The Table contains 22,936 rows and 29 columns. Each row is one sample. The first 28 columns correspond to the 28 features of Table 2 . For example column 7 is feature F 1 . Column 29 constitutes the ideal classification supervision variable yk, where yk is 1 (or 0) if the sample k (k=1...22,936) belongs to the class 'defect' (or 'regular structure').
