solving large-scale constrained separable variational inequality problems, the decomposition methods are attractive, since they solve the original problems via solving a series of small-scale problems, which may be much easier to solve than the original problems. In this paper, we propose some new decomposition methods, which are based on the Lagrange and the augmented Lagrange mappings of the problems, respectively. For the global convergence, the first method needs the partial cocoercivity of the underlying mapping, while the second one just requires monotonicity, a condition which is much weaker than partial cocoercivity. The cost for this weaker condition is to perform two additional projection steps on the dual variables and the primal-dual variables. We then extend the method to a more practical one, which just solves the subproblem approximately. We also report some computational results of the inexact method to show its promise.
INTRODUCTION
Let f be a continuous mapping from R" into itself and let S be a nonempty closed convex subset of R". A classical variational inequality problem is to find a vector x* E S, such that (x -x*)Tf(x*) > 0, VXES.
(1)
A wide class of problems arising in pure and applied sciences including elasticity, optimization, economics, transportation, and structural analysis can be formulated and studied uniformly in the framework of variational inequality problems. For solving variational inequality problems, many iterative methods such as projection methods [l-4] and Newton-type methods [5, 6] have been established; see the excellent monographs [7, 8] and the survey paper [5] .
In this paper, we consider the variational inequality problems with the structure t,hat the constraint set S is the intersection of two convex set, i.e.,
S=Cn{x~R~1g(x)>O}, (2)
where C is a simple nonempty closed convex subset of Rn and g : R" + R" is a continuously differentiable mapping. Under any standard constraint qualification such as Slate& qualification, In the following, for simplicity, we will denote the above system as VI(F, a).
The decomposition methods are attractive for solving large-scale problems.
Based on the Lagrange function to the variational inequality problem or the augmented Lagrange function, a class of decomposition methods have been developed [9922] . I n early 1958, based on t,he Lagrange function! Uzawa [23] proposed the following decomposition method.
For any given point uk = (xk, y") E R, find xk+' E C, such that (f (x"") -vg (xk+l) yk)T (x -zk+') 2 0, v'z t c,
then, update y vza y Ic+l = Py [yk -tg (cc"")] , It would be advantageous to extend their approach for more general mappings. In this paper. we propose some new decomposition methods. The first one can be viewed as a "partial" regularization of Zhu and Marcotte's method. We prove the global convergence of the method under the condition that the mapping F is partial cocoercive, but, without the assumption of strong monotonicity of f. We then modify the method to a predictor-corrector one by performing two projection steps with respect to the dual variable y and the primal-dual variables u = (.r, g). Especially. we use the projection step
to get an estimation on y and solve the variational inequality problem
Vx' E C'
to get an estimation on z. Then we perform a projection step Decomposition Methods 407
to generate the next iteration U. Under very mild assumption on the problem's data, we prove that the method is globally convergent.
In many cases, solving subV1 problem (7) exactly is either impossible or expensive. On the other hand, there seems to be little justification for the effort of obtaining the accurate solutions of the subV1 problems in each iteration. In fact, many inexact methods and approximate rules have been proposed in proximal point algorithms and other fields [9, 10, 25] . Inspired by these results, we extend our predictor-corrector decomposition method to an inexact one, which solves the subV1 problems approximately. The accuracy criterion we adopt here is the one developed recently by Solodov and Svaiter [26] , which is more constructive than the classical one assuming the summable or the square summable of the sequence of the error tolerance parameters [27, 28] .
We prove that under the same mild assumptions as those in the exact one, the generated sequence converges to a solution of VI(F, G).
The rest of the paper is organized as follows. In the next section, we summarize some definitions about the underlying mapping and properties of the projection operator that will be used. In Section 3, we propose the first algorithm and show its convergence. Section 4 proposes the second method and shows its global convergence under mild assumption that the underlying mapping F is monotone and 9 is Lipschitz continuous. In Section 5, we extend the decomposition method proposed in Section 4 to an inexact one. Section 6 reports some preliminary computational behavior of the inexact predictor-corrector decomposition method, which shows that the method is quite promising and Section 7 concludes the paper by presenting some remarks.
Throughout this paper, we always assume that the solution set of VI(F, n), denoted by s2*, is nonempty.
PRELIMINARIES
In this section, we will summarize some basic properties and related definitions which will be used in the following discussion. 
We need the following definitions concerning the functions. 
(e) cocoercive function on a set D C_ R" if there is a positive constant r, such that for every
(f) partially cocoercive function on a set D C R" if there is a positive constant 7, such that
for every x E D and y E D,
We now illustrate below the relationship between the monotonicity and generalized monotonicity defined above: strongly monotone * strictly monotone * monotone 47 partially cocoercive + cocoercive.
It is clear from these definitions that cocoercive mappings are monotone but may not necessarily be strictly monotone or strongly monotone. Conversely, strongly monotone and Lipschitz continuous mappings are cocoercive. Thus, cocoercivity is an intermediate concept that lies between simple and strong monotonicity.
A PROXIMAL UZAWA-TYPE METHOD
In this section, we propose and analyze our first decomposition algorithm, which can be viewed as a partial regularization of Uzawa's method by a proximal term. Thus, we named this method as a 'proximal Uzawa's method'.
Proximal

Uzawa Method
Given a positive constant t, starting with an initial arbitrary point u" = (zO, y") E R, a sequence {z?} = {(x', yk)} Cr 0, k > 0 is successively generated by the following steps. We now analyze its convergence properties.
THEOREM 3.1. Let F = (Fl, Fz) defined by (4) be partially cocoercive with modulus T > 0
and Vh is strongly monotone with modulus b. Then the sequence {u"} = {(z', yk)} generated by the proximal Uzawa method converges to a solution of system (3) whenever 0 < t < 4br.
PROOF. Let TL* = (z', y') E R* be any fixed solution of the variational inequality problem (3), (4) and define the function
Since y' E Y, it follows from (11) that
Thus, from the above inequality, we have
> ;
On the other hand, using the identity
Since z* E C, it follows from (10) that
Substituting (14) in (13). it follows that
Then, adding (12) and (15), we have
where the second inequality follows from the strong monotonicity of Vh and (3),(4). the third one follows from the partial cocoercivity of F, and the last one follows from the Cauchy-Schwartz inequality. Since t < 467, it follows 'from (16) that /IX Ic+l -x*/i2 + A* (y"+') I 112 ~ 2*112 + II* (yk)
The sequence {n"} = {(zk,yk)} is thus bounded. Also from (16), we have that (17) 2 (Ilxk -xk+* II2 i-fg llyk -Y"+* 11') < x, k=O which means that
Since {uk} is bounded, it has at least a cluster point ti = (%,jj) E n. Suppose that {u~J} is the subsequence converging to U. Then, taking limit in (lO),(ll) along the subsequence and using the continuity of f, g, and Vg, we have that
Vx' t c.
These two inequalities mean that ti = (3,~) E 0 is a solution of (3),(4). We thus can take u* = (L in the above analysis and it follows from (17) that the whole sequence converges to 21, a solution of (3),(4 Specially, the detail of the method can be described as follows. The whole algorithm is thus well defined. Since C and Y are simple convex sets, the predictor step (18) and the corrector step (21) are not time consuming.
We now begin to investigate its global convergence.
To this end, we first show the following lemma, which states that the direction
is an ascent direction of the merit function (l/2)1/~ -u*112 at uk, where U* E R' is an arbitrary solution of (3),(4). where u > 0 is a constant.
PROOF. Since F is monotone and tik E 61, it follows from (4) that F (fi")' (U" -u*) 2 0, and thus,
F (Gk)T (u" -u*) > F (ii")' (u" -d)
Setting z := y" -g(z") and u := yk in (8), we have 
Adding (23) and (24)) we have
F (tik)T (u" -6') = (f (Zk) -Vg (Z") gk)T (x" -Zk) +g (zk)' (y'" -fj") + (9 (3") -9 (x"))' (Yk -Y") (25)
Since T > L2/2, then (22) follows immediately from the above inequality with u = T -L2/2 and F(tik) is an ascent direction of (l/2)/~ -u*112 at uk. This completes the proof. I REMARKS. Based on the above lemma, we can also set the stepsize in Step 3 as
However, since the numerator in (26) tends to zero, while generally the denominator does not tend to zero, the stepsize p'(uk) is not a good alternative to (20) . Suppose that g is Lipschitz continuous with constant L > 0, then, using the Cauchy-Schwartz inequality, we have
(v'C-u")Td(1Lk)=r/j2k-5kl~2+lIyk-1Jkl/2+(yk-yk)T(g(xk)-g(~k))
2 T-T lIzk
and IId (u")/' 5 T2 llZk -rCk/12 + 2 llyk -$(I2 + 2L2 jIZk -%"l12.
Thus, there exits a constant 0 > 0, such that for all k > 0, p(uk) 2 0 > 0. This observation is due to He, which is important from the viewpoint of computation.
THEOREM 4.2. Suppose that the assumptions
in Lemma 4.1 hold. Then, the generated sequence {u"} is bounded. Furthermore, the sequence {Ck} = {(Tk, fj")} is also bounded.
where the second inequality follows from Lemma 4.1. Since CI?+' E C, it follows from (19) that (X Ic+l -z")' (f (zk -vg (z") yk + r (Zk -x")) 2 0.
Setting .z := yk -g(z") and v := y"+' in (8), it follows that
Adding (29) and (30), we have that
Now, we have that
where the last inequality follows from (31) and the definition of p(uk). From (28) and the above inequality, we have
IIU Ic+l -u*l12 I 1122 -?~*l~~-y(2-y)p(u~)(u~-ti~)~d(u~).
Since y t (0,2), p(uk) > 0, and (u" -tik)Td(uk) > 0, it follows that (32) I/u Ic+l -?1*i12 < llUk-7Al12 < ". < //210-u*l12.
The sequence {u"} is thus bounded.
From t,he monotonicity of F and (22), it follows that
where lisirlg the Cauchy-Schwartz inequality, we have that
IIF (u") 11 2 7 lluk -~fikll
The boundedness of {ti"} thus follows immediately from the boundedness of {&}, the continuity of F and the above inequality. I
From the above analysis, we are now able to present the main theorem, which states the global convergence of the new decomposition method.
THEOREM 4.3. Suppose that the assumptions in Lemma 4.1 hold. Then, for any initial point u" = (x0, y") E Q the generated sequence {u"} converges to u*, a solution of VI(F. 62). 
PROOF.
Since {uk} is bounded, it has at least a cluster point. Let ti = (2, y) E 0 be a cluster point and let (~~1) = ((~~2 , yk3 )} be the corresponding subsequence converging U. It follows from (33) that {tikl} = ((3'3, yk,)} also converges to 21. Then, taking limit in (18) and (19) The whole sequence {uk} thus converges to U, a solution of VI(F, 62). a
AN INEXACT DECOMPOSITION METHOD
From a practical point of view, the solution of the subV1 problem cannot be obtained in closed form, and a trade-off must be achieved between the amount of work spent on solving the subproblem and the accuracy of the corresponding solution.
In this section, we extend the predictor-corrector decomposition method in Section 4 to an inexact one. More precisely.
in Algorithm 4.1, instead of solving the subproblem (19) exactly, we just find an approximate solution, denoted also by %:", such that
where 6k The following lemma shows that though the subproblem is solved approximately, the direction -F(G'") is still a descent direction of (1/2)]]u" -U* ]I2 at uk for an arbitrary solution U* E Cl*.
LEMMA 5.1. Suppose that F defined by (4) is continuous and monotone and g is Lipschitz continuous with constant L > 0. Suppose also that the constant T > L2/(1 -6). Then, for all k > 0, and for an arbitrary solution u* E R', we have
where u' > 0 is a constant.
PROOF. The first inequality in (35) can just be proved in a similar way as Lemma 4.1. Note that (23) 9 (x")-(Yk -9") > llYk -Gk/]2 > and setting 2' = xk in (34), we have
Adding the above two inequalities, we have . 1. The generated sequence {uk} is bounded. 2. The generated sequence {fik} is bounded.
limk-,, llzk -%"/I = limk_+, llyk -gkll = 0. 4. The sequence {uk} converges to a solution ti E R* of VI(F, 0).
NUMERICAL RESULTS
In this section, we implement the inexact predictor-corrector decomposition method proposed Note that, in this case, since C = R", subproblem (19) re uces to system of nonlinear equations, d which is structurally much easier to solve than the original variational inequality problems (1).
Furthermore, the accuracy criterion (34) can be relaxed to For solving subproblem (19), we use the Newton method [31] to get an approximate solution satisfying the accuracy criterion (36). At each Newton step, we take the solution of the last main iteration as the starting point. The parameters used in the algorithm are set as T = 2.5
and bk E 0.2 for all k. The stop parameter is set to be E = 10V6. Tables 1 and 2 report the computational results for p = 10 and 20, respectively. In these tables, nk denotes the total Newton steps used to solve the subproblems.
The results in Tables 1 and 2 indicate that the new decomposition algorithm is quite efficient.
At each main iteration, it needs about 2-3 Newton steps to get an approximate solution of the subproblem (19) satisfying (36). E p s ecially, when k is large enough, xk is a good initial point of the subproblem. Though the iterative number is larger than Newton-type method [6], the total CPlJ time is smaller. Especially, the computational cost at each iteration is much smaller, since, at each iteration, the Newton-type method [6] needs to make some projections to the feasible set S, which is more difficult than to make projections to the nonnegative orthant of 1X"+" and it needs to solve a linear variational inequality problem at each iteration, which is also time consuming from the computational point of view.
CONCLUSIONS
In this paper, we have presented some new decomposition methods for the nonlinear inequality constrained variational inequality problems. Under mild assumptions, we proved the global convergence of these methods. The methods also have the nice features such as those of the method of Chen and Teboulle [9] . That is, it is "full" decomposition, and the subV1 problems are strongly monotone, which ensures the existence and uniqueness of the solution of the subproblems.
hloreover, we allow the solution of the subV1 problem inexactly and the accuracy criterion is more constructive than that of Chen and Teboulle's method, which makes t,he method more practical. Finally, we also implemented the inexact predictor-corrector methods in hlATLAB and the preliminary numerical results show t,he method is promising. 
