We compute the intrinsic isotropic peak luminosity function (LF) and formation rate of long gamma-ray bursts (LGRBs) using a novel approach. We complement a standard log N -log P brightness distribution and V max estimations with two observation-time relations: a redshift-observation-time relation (log z -log T ) and a new luminosityobservation-time relation (log L -log T ). We show that this approach reduces degeneracies that exist between the rate and LF of a brightness distribution. To account for the complex triggering algorithm employed by Swift we use recent results of Lien et al. (2014) to produce a suite of efficiency functions. Using these functions with the above methods, we show that a log L -log T method can provide good constraints on the form of the LF, particularly the high end. Using a sample of 175 peak luminosities determined from redshifts with well defined selection criteria our results suggest that LGRBs occur at a local rate (without beaming corrections) of [ 0.7 < ρ 0 < 0.8 ] Gpc −3 yr −1 . Within this range, assuming a broken-power-law LF, we find best estimates for the low and high energy indices of −0.95±0.09 and −2.59±0.93 respectively, separated by a break luminosity 0.80 ± 0.43 × 10 52 erg s −1 .
INTRODUCTION
Multi-wavelength observations of γ-ray bursts (GRBs) during the Swift era have unambiguously confirmed these events to be the most luminous 1 and distant transients in the Universe (Greiner et al. 2009; Cucchiara et al. 2011) . A key objective of the Swift mission was to obtain an accurate determination of the GRB luminosity function (LF) through the accumulation of redshift measurements (Gehrels et al. 2004) . Although Swift has obtained over 200 redshifts, for long duration γ-ray bursts (LGRBs), the data is still insufficient to determine the LF accurately; additionally, the redshift distribution has been plagued by various selection effects (Fiore et al. 2007; Coward et al. 2008 . These biases must be fully understood to gain an accurate representation of the intrinsic LF 2 . To circumvent these obstacles, many authors have chosen to employ the more abundant high energy data ⋆ E-mail:eric.howell@uwa.edu.au 1 In terms of electromagnetic radiation per unit solid angle. 2 The luminosity distribution of bursts irrespective of detection.
i.e. the brightness distribution of bursts (Horack et al. 1994 ; Meszaros & Meszaros 1996; Sethi & Bhargavi 2001; Guetta et al. 2005; Guetta & Piran 2007; Salvaterra & Chincarini 2007; Salvaterra et al. 2009; Cao et al. 2011a; Salvaterra et al. 2012 ). The brightness distribution or log N -log P distribution is a convolution of the source rate evolution and the intrinsic LF. Although this method is sensitive to the form of the LF, an obstacle often encountered is that mixing of the LF and rate evolution can introduce a degeneracy (Firmani et al. 2004; Guetta & Piran 2007) . This can be further complicated if one considers additional factors such as redshift evolution of the cosmic metallicity dependence or an evolving LF.
In this study we demonstrate a novel approach to this problem by complementing a standard log N -log P analysis with two observation-time relations: Firstly, a new peak luminosity -observation-time relation (log L-log T ) will be used to scrutinise the estimated parameters of a log N -log P distribution. Secondly, a redshift -observation time relation (log z-log T ) will be used to confirm limits on the range of possible values of the local rate density of LGRBs (without correction for beaming) obtained through a Vmax estima-tion. An important part of our analysis will be an accurate representation of the Swift triggering threshold. To do this we use recent results from Lien et al. (2014, ; L14 hereafter) to produce functions which are used to approximate the efficiency of Swift triggering and the probability of observing a burst at a given redshift. We will show that these methods can provide both useful constraints on the LF of LGRBs. To perform our analysis, we will construct a sample of 175 bursts with redshifts confirmed through absorbtion spectroscopy and photometry and luminosity estimates calculated and corrected using the spectral parameters of Butler et al. (2007 Butler et al. ( , 2010 . The whole catalogue will also be made available online.
The paper will be organised as follows: In Section 2 we will introduce the concept of using the observation time dependence of transients and will briefly describe some of the works which have successfully exploited this parameter. In Section 3 we will discuss the results of L14 and present the efficiency functions that will be used in the analysis. In Section 4, we will set the theoretical framework for this study.
In Section 5 a new log L -log T relation will be derived and in section 6 we will describe the log z -log T relation. Section 7 will describe how the log L -log T relation can indicate the form of the LF. After describing our data sample in section 8 we will introduce the data extraction methods used for the observation time relations in section 9. We will determine an estimate of the local rate density of LGRBs in section 10, after which we will probe the most likely parameters of the LF in section 11. We will conclude by summarising our findings in Section 12. illustrated how the time-record of GRB observations could be used as a tool to untangle different GRB populations. They did this by considering the rarest events in a population i.e. those events from the tail of the distribution which occur at low-z or have exceptional brightness in comparison with the average. The methodology is based on the use of extreme value statistics (Epstein & Lomnitz 1966) and follows the study of ) who showed that these rare events impose a unique rate dependent statistical signature that can be described by the 'probability event horizon' (PEH) concept. By recording successively rarer events as a function of observation-time, a data set -termed PEH data -can be produced and constrained by a rate dependent model for peak fluxlog P -log T (Howell et al. 2007a) or redshift -log z-log T . The basic concept is illustrated in Figure 1 which shows the Swift LGRB peak flux data plotted up to June 2013 against observation-time. Using a log-log plot it is apparent that successively brighter events have an observationtime dependence -the longer you observe, the greater the probability of observing an exceptionally bright event such as GRB 130427A. Successively brighter events are indicated by diamonds -these are the PEH data. The figure shows how PEH data is constrained using the Euclidean and The plot illustrates how the probability of observing a bright event increases with observation-time, T . Successively brighter events -termed PEH data -are indicated by diamonds. A 90% confidence band constrains the data -this corresponds to the probabilities P = 5% (top) and P = 95% (bottom) of detecting at least one event within T . We see that the bright burst GRB 130427A is consistent with the prediction made in Howell et al. (2007a) (indicated by the vertical dashed line).
EXPLOITING THE TIME DIMENSION OF GRBS
cosmological log P -log T models of (Howell et al. 2007b; . One should note that the data is not always as well behaved -for example, there is always a possibility of a bright event occurring early in a time series. Therefore data extraction methods, which will be discussed later in Section 9, are employed to gain an optimal data set.
Adopting a time dependence allows the method to be used as a tool to predict the likelihood of future events. This is clearly illustrated in Figure 1 . The vertical dashed line indicates the year 2007 when this relation was first published in Howell et al. (2007a) using a smaller sample of Swift bursts. We see that since this initial result two additional bursts consistent with the prediction have been added to the PEH sample. These include the recent bright burst GRB 130427A (Perley et al. 2014; Levan et al. 2013) .
In this paper we will show that the log z-log T relation can complement the more frequently used number count relations. As shown in , as PEH events approach the local low-z regime rapidly, the GRB selection function (Coward 2007 ) and high-z selection effects such as the 'redshift desert' ) have a negligible effect. Therefore, observation time relations can be used as a test of parameter compatibility without consideration of selection biases. To examine the LF of LGRBs, section 5 will extend previous studies by introducing a new cosmological log L-log T relation.
THE DETECTION EFFICIENCY OF SWIFT
Modeling the triggering criteria of an astronomical instrument can be critical and an oversimplified approach can lead to errors in the determination of population parameters or incorrect assumptions of the completeness of a sample. For instruments prior to Swift, such as BATSE, assuming a single detection threshold based on an increased photon count rate above background was a reasonable approximation (however, see Shahmoradi & Nemiroff 2011 , for further discussion of BATSE). However, for Swift a highly complex triggering algorithm has been adopted based on 674 different trigger criteria (see L14 for a comprehensive description).
Approximating the triggering response of such a sophisticated instrument as Swift is highly challenging. Numerous studies have approached this problem by assuming a single detection threshold based increased photon count rate above background (Le & Dermer 2007; Guetta & Piran 2007; Elliott et al. 2012; Salvaterra et al. 2012 ) (the sole triggering criterion used for BATSE), have used analytical approximations of the Swift triggering efficiency (Qin et al. 2010; Wanderman & Piran 2010; Lu et al. 2012) or have adopted an effective threshold based on the luminosityredshift distribution (Kistler et al. 2008; Cao et al. 2011b; Kistler et al. 2013) .
In this study we use an alternative approach based on the recent comprehensive study of L14, who have mimicked the 674 criteria of the Swift triggering algorithm through a Monte Carlo approach. This included monitoring increased count rates on different timescales, energy bands and regions of the focal plane, periods of foreground (periods of strong emission) and background periods. Using BAT detected GRB light curves with redshifts, a mock rest frame sample was created and converted to photon counts corresponding to different incidence angles. Through a simulation of 50000 bursts, a detailed comparison of the triggered sample with the observed Swift distributions enabled both a thorough interrogation of the Swift detector response and a determination of the global parameters of the LGRB population.
To produce a set of efficiency functions for the Swift instrument we make use of the resulting L14 distributions (simulated and detected) in peak flux and redshift. This is a different approach to other studies which have determined similar functions based solely on the Swift detected distributions (Wanderman & Piran 2010) or have used a simple scaling criteria . The adoption of these efficiency functions is important in this study. For example, the determination of a local rate density using the Vmax method (see later section 10) uses only a small sample of the closest occurring bursts -in this scenario, the flux threshold of the detector has a highly significant bearing on the final estimate. The remainder of this section will present and describe the analytical forms of these functions. Figure 2 shows the simulated and triggered peak flux sample of L14. The triggered sample is produced through a comprehensive reproduction of the Swift triggering algorithm. Although the simulated data was produced using a specific set of model parameters, we note the broad simulated distribution of peak fluxes (50,000) samples the detection response across a significantly wider range of values than generally considered. In comparison to the other techniques to model the Swift triggering algorithm, we suggest that the triggered sample (obtained through careful modeling of all 674 criteria) provides an adequate representation of the Swift response for use in this study. By scaling of the simulated peak flux and triggered distributions of L14, we obtain the following trigger efficiency function:
The Swift peak flux efficiency function
Within the range 5.87 × 10 −9 < P < 1.69 × 10 −5 ηP the function takes the parameters: {a = 0.47,; b = -0.05 ; c = 1.46 ; d = 1.45 P0 = 1.6 × 10 −7 }; below and above this range the function equals 0 and 1 respectively. The form of ηP (P ) is shown in Figure 3 . We apply this function to the simulated peak flux population within the above range and are able to reproduce the triggered population of L14 with a statistical computability of PKS > 99% as measured by a two sample Kolmogorov-Smirnov test.
As discussed earlier, many studies use a simple Heaviside step function to account for the triggering threshold of Swift. For illustration Figure 3 compares ηP (P ) with two step function approximations: a value of 0.4 ph cm −2 s −1 similar to the value often adopted for BATSE; a value of 2.6 ph cm −2 s −1 used by Salvaterra et al. (2012) to produce a sample of bursts with a completeness of 95%. We see that even the higher of these two thresholds indicates a triggering efficiency of no more than 50%. It is apparent how the adoption of such approximations, or similar estimates based on an effective detection threshold determined from the luminosity-redshift plane, could be problematic when estimating the relative contributions of bright and dim bursts.
The Swift redshift efficiency function
To model the efficiency as a function of redshift, z, we use the result of Fig. 16a of L14 to produce the following piecewise analytical fit:
which takes the values {a = -0.01; b = 1.02; c = 1.68}. We note that this function provides the fraction of bursts at each redshift interval that have passed the peak flux triggering criteria; therefore, if working in solely redshift space -such as when using the log z-log T distribution in section 10 -one should also scale the rate with the average peak flux efficiency of 14% determined by L14.
We will apply these functions in our analysis of the Swift data sample -it will be interesting to draw comparisons between the global parameters determined in this study with those determined through simulation of the Swift response by L14.
THEORETICAL FRAMEWORK

GRB Flux and luminosity relations
An isotropic equivalent luminosity in the source frame (erg s −1 ) can be calculated from:
where P is the energy flux (erg s −1 cm −2 ) in the observed energy band Emin < E < Emax, dL(z) is the luminosity distance and k(z) and b are correction terms to convert the observed flux in the detector band (for Swift this is 15-150 keV) to the rest frame band 1-10 4 keV . The first of these correction terms is the bolometric correction b which accounts for the differing fraction of gamma ray energy seen in the detector band Wanderman & Piran 2010) :
where S(E) is the rest-frame photon spectrum (ph cm
keV −1 ) multiplied by a factor of E (energy in keV) as part of the conversion to energy units. The term k(z) the cosmological k-correction and given by:
Rearranging and substituting for b and k(z) in the above equation yields the familiar relation for energy flux 3 :
For long duration GRBs the function S(E) is typically modeled by a Band function (Band 2003 ) which we use with high and low energy spectral indices of -2.25 and -1 and a peak energy of 511 keV (in the source frame). Unless spectral forms and parameters are available (such as those used in determining the luminosity corrections in section 8) we will assume these values.
GRB Luminosity Function
To model the LGRB Luminosity Function (LF), we use a Broken Power law model (BPL) model which takes the form:
with, L is the isotropic rest frame luminosity in the 1-10000 keV energy range and L * a characteristic cutoff scaling that separates the two slopes α and β. The additional power law in comparison with single power law forms LF allows to examine the low and high luminosity parts of the distribution. We follow the studies of Meszaros & Meszaros (1996 , 1995 ; Reichart & Meszaros (1997) ; Butler et al. (2010) and assume no luminosity evolution with redshift.
GRB source rate evolution
To obtain a source rate evolution model for LGRBs with redshift, RGRB(z), we use the piecewise function of Wanderman & Piran (2010):
with values of z * = 3.6, a=2.1 and b=-0.7 based on the recent study of W14.
The all sky event rate equation of GRBs
The number of GRBs per unit time within the redshift shell z to z + dz with luminosity L to L + dL is given by:
Here the (1 + z) factor accounts for the time dilation of the observed rate by cosmic expansion; its inclusion converts source-count information to an event rate. The co-moving volume element:
describes how the number densities of non-evolving objects locked into Hubble flow are constant with redshift. The quantity h(z), is the normalized Hubble parameter,
where Ωm + ΩΛ = 1 (for further details see Carroll et al. 1992) . For a 'flat-Λ' cosmology, we employ the most recent cosmological parameters measured by Planck of Ωm = 0.32, ΩΛ = 0.68 and H0 = 67 km s −1 Mpc −1 for the Hubble parameter at the present epoch (Planck Collaboration et al. 2013) .
THE LOG L-LOG T RELATION
From equation 9, the rate of GRBs with a peak luminosity greater than L observed by an instrument with sky coverage Ω is given by:
were
here L(Pmin, z) is obtained through equation 6 and is the minimum luminosity required by a burst at redshift z to produce a peak flux of Pmin. This equation was used by Salvaterra et al. (2009) to estimate the number of bursts with peak luminosity > 10 53 in the Swift sample.
To introduce an observation-time dependence, T , we follow the probability event horizon concept of and note that as GRBs are independent of each other, their observation-times will follow a Poisson distribution in time. Therefore, the temporal separation between events will follow an exponential distribution defined by a mean number of events,Ṅ (> L) T . The probability P for at least one event > L is given by: Figure 5. The functionsṄ (> L) (top panel) and log L-log T (lower panel) for the same model parameters but using different values of P min . The flux limit has little effect on theṄ (> L) above 10 53 erg s −1 -for the upper log L-log T 90% PEH threshold (which gives the 5% peak luminosity probability within time T ) this corresponds to around 4 days of observation time.
For this equation to remain satisfied with increasing
Equating the above equation for L and T we obtain a relation for the evolution of isotropic luminosity as a function of observation-time. By setting P to some arbitrary value, log L-log T curves can be obtained numerically through equations 12 and 14. Following Howell & Coward (2013); Howell et al. (2007b,a) one can plot upper and lower thresholds by setting P = (0.95; 0.05) -we will refer to these curves as 90% PEH bands. We note that equation 12 is dependent on an estimate of Pmin for the lower limit of the integral over the LF. As shown in section 3 it is difficult to model the Swift detection efficiency through a single value of Pmin. We find however, that the log L-log T circumvents this obstacle through its dependence on the most luminous events. Figure 5 illustrates this property by comparing the functionsṄ (> L) (top panel) and log L-log T (lower panel) models for the same parameters but using different values of Pmin. The flux limit has little effect on theṄ (> L) above 10 53 erg s −1 -for the upper log L-log T 90% PEH threshold this corresponds to around 4 days of observation time, equal to that of the first PEH data point used in this study( see later in table 2). We find similar convergence of the log L-log T curves for rates within 0.2-0.9 Gpc −3 yr −1 We therefore use a value of Pmin = 10 −8 erg s −1 cm −2 noting that the adoption of this value will not influence our results.
THE LOG Z-LOG T RELATION
One can extend the arguments of the previous section to derive a log z-log T relation . From equation 9 the rate of GRBs observed by an instrument with sky coverage Ω within a redshift limit zL is given by:
with zL obtained by applying the value, Pmin, to equation 6; the quantity ηz is the efficiency of obtaining a redshift (sub-section 3.2). A similar argument as that used to determine equation 14, yields the following relation for the temporal evolution of redshift:Ṅ
This equation can be equated for T and z to set a spatial dependence on GRB populations. Curves of log z-log T for P = (0.95; 0.05) can be obtained numerically through equations 15 and 16. As before, these will be referred to as 90% PEH bands. As shown above, the log z -log T and log L -log T relations are derived seamlessly from standard integral distributions. Thus, model parameters obtained by fitting to a differential brightness distribution should satisfy the two observation-time relations presented above (equations 14 and 16).
An advantage of this technique is that the PEH sample in redshift space is predominantly from the closest events. Therefore consideration of high-z selection bias is not essential. We will use log z -log T relation later in section 10 to validate our estimate of (beaming uncorrected) local rate density, ρ0.
THE LOG L-LOG T RELATION AS A PROBE OF THE
LGRB LUMINOSITY FUNCTION Figure 6 shows how the log L-log T 90% PEH bands can indicate of the form of the LF. For illustration we adopt an arbitrary broken power law LF with parameters: L * = 5×10 51 ergs −1 , α = −0.5 and β = −2.3. This LF is shown in panel (A) and the corresponding log L-log T curve is shown the other panels as a shaded component. Solid and dashed lines in each of the panels B-D illustrate how the log L -log T curves are modified by changing one of the parameters of the LF. Below, we discuss and provide physical interpretations for these changes:
• Panel (B) shows that increasing/decreasing the value of the break Luminosity (5 × L * ; 0.5 × L * ) produces a vertical increase/decrease of the log L-log T curves. A higher value of L * results in a greater probability of a bright event; thus an increased probability of a more energetic event at early observation times.
• Panel (C) shows that increasing/descreasing the gradient of the low end slope through α offsets the curves in the positive/negative horizontal direction. Increasing α produces a greater proportion of dimmer bursts -therefore, a lower probability and thus, an increased waiting time, for a high luminosity event.
• Panel (D) illustrates how increasing/descreasing the value of β produces a gradient change. A flatter value of the bright-end slope produces a greater proportion of bright burst; this corresponds with an increase in the gradient of the probability curves.
The sensitivity of the log L-log T PEH curves to the parameters (L * α, β), means that estimates obtained through a brightness distribution (log N -log P ) can be validated. In particular, employing this complementary method can help to untangle degeneracies that are encountered in using a log N -log P fit. Before we conduct our analysis, in the next two sections we will describe the LGRB data sample and then discus how to extract a PEH data set.
THE LGRB DATA SAMPLE
The redshift data sample
In recent studies Zhang (2011) and Bromberg et al. (2012) have suggested that the T90 = 2 s division of short and long GRBs based on the BATSE bimodial distribution (Kouveliotou et al. 1993 ) is a detector dependent categorisation and therefore not appropriate for Swift bursts. Other studies have suggested an intermediate duration class of bursts between these two classes (Horváth et al. 2010) . Additionally sub-luminous GRBs (SL-GRBs; Virgilii et al. 2008; Imerito et al. 2008; Daigne & Mochkovitch 2007; Cobb et al. 2006; Coward 2005 ) and short GRBs with extended emissions (SGRB-EEs; Norris et al. 2011) ) have been suggested to be members of sub-populations of burst. To obtain a selection of Swift LGRBs, rather than employing a T90 cut, we use the catagorisations given in the Jochen Greiner online catalogue (JG) of well localized GRBs 4 . As the burst catagorisations and redshifts in this catalogue are subject to review through follow up studies we find it a useful resource to isolate a LGRB sample (for example, the catalogue was recently updated using 15 new redshifts from the TOUGH survey Hjorth et al. 2012) .
We use data up to June 2013 which includes 232 redshifts of which 209 have secure redshifts (uncertain redshifts were omitted). To arrive at the redshift sample given above we have excluded three SL-GRBs, 060218, 060505 and 100316D (see for further discussion of these bursts), 7 bursts catagorised as SGRB-EEs (all but one have T90 > 2 s) (Norris et al. 2011 ) and 3 bursts (101225A, 111209A & 121027A) strongly suggested to be part of an ultra-long GRB population Levan et al. 2014; Stratta et al. 2013) . Figure 7 shows the sample of 209 bursts with redshifts determined through emission, absorbtion and photometry. For redshifts determined though multiple criteria, absorbtion takes precedence followed by photometry. The histograms show that photometrically determined bursts are detected almost uniformly across redshift, while host galaxy emission spectra cover a limited range 0.3 < z < 2.8. From our sample of 209 redshifts we select the 175 bursts obtained through absorbtion spectra (162 of the sample; or 78%) or photometrically (13; 6%). A two sample KolmogorovSmirnov test (KS) shows these two samples to be compatible at the KS probability PKS = 22% level. We follow Wanderman & Piran (2010) and omit the sample of redshifts obtained through host galaxy emission spectra which, due to their narrow redshift range, are not statistically compatible with the absorbtion sample (PKS ∼ 10 −3 %).
Luminosity data
To calculate isotropic peak luminosity data, L, from the redshift sample we use equations 3 -5. Peak energy flux data is taken from Butler's online catalogue of Swift BAT Integrated Spectral Parameters 5 . This catalogue, an extension of the work presented in Butler et al. (2007 Butler et al. ( , 2010 , has circumvented the nominal BAT upper energy of 150 keV to produce accurate values of Eiso through a novel Bayesian approach. Peak spectral energies from the BATSE catalogue have been used to set a strong prior on the range of GRB model parameters specified by one of three models of increasing complexity: a simple power law, a power law times an exponential cutoff and a Band function (Band et al. 1993 ). The resulting spectra were shown to be in agreement with observations from satellites operating at much broader energy ranges e.g. Konus-Wind (10-770 keV) and Suzuku (0.3-600 keV). We use the spectral parameters catalogued for each burst to calculate the k and bolometric correction terms given in section 4.1. Figure 8 shows the sample of 209 burst luminosities using the redshifts determined through emission, absorbtion and photometry. As expected, the sample obtained through host galaxy emission spectra are clearly biased towards lower values of luminosity. This observation is confirmed through a KS test in which a value of PKS ∼ 1% is obtained between the absorbtion and emission samples. The photometric sample are compatible with the emission sample at a level of PKS = 23% and are therefore included in our final sample of 175 bursts. Our full data sample is shown in Table A1 and is available online 6 . Figure 9 shows the luminosity-redshift distribution (filled stars). The sample determined through emission spectra are also shown (unfilled stars). We test the statistical compatibility of our samples using a 2D-KS (Peacock 1983; Fasano & Franceschini 1987) test in the Liso-z plane. For the absorbtion/photometric samples we obtain (P KS,2d ∼ 17%) signifying good compatibility. The decision to omit emission data is further justified through a value of (P KS,2d ∼ 10 −3 %) for the absorbtion/emission data samples.
In the next section we will outline the extraction procedure used to obtain PEH data. We will then be well equipped to constrain this data using both log z -log T and log L -log T 90% PEH bands. LGRBs shown as filled black stars. The bursts with redshifts determined through emission spectra are shown by unfilled stars -these bursts are predominantly at lower-z.
DATA EXTRACTION METHODOLOGY
To extract PEH data, we follow the FromMax method used by to untangle different populations of the Swift GRB sample. This invoked the temporal cosmological principle: for time scales that are short compared to the age of the Universe, there is nothing special about the time we switch on our detector. Therefore, the time-series can be treated as closed loop, i.e. the start and endpoints of the time series can be joined and the start time set immediately after the brightest event. Successively brighter/closer events and their observation-times are then recorded to produce a PEH data set. Employing this technique circumvents the possibility of a bright event occurring early in a time series; this would minimize the amount of output data as the next largest event would most probably occur near the end of the time series. Such a situation could be encountered through a detector with a high energy cutoff -if a large number of events have energies around the threshold value a bias could be introduced.
Another feature of the FromMax method is that it establishes the total time duration of the PEH output to be equivalent to that of the total observation-time -this ensures a well ordered data sample is produced with a consistent time signature. showed through statistical testing that the improved data set retains the statistical signature of the original.
To apply the procedure to a sample of L(T ) time-series data, we first define the brightest event by L * with an observation-time stamp T * and denote the time of the last, most recent occurring event, as Tmax. Treating the data as a closed loop we reorder the data starting from the first event after L * . The time stamps of the re-ordered data set L (T L ) are now defined as:
In , to obtain a PEH data set the data was extracted from the first minimum L min = P i < L i+1 -this additional step was to minimise the effect of an early bright event. In this study we adopt a simpler approach; we take the first PEH event as the first above or equal to the median value of the sample L med . A PEH data set is then obtained by recording successively brighter events
To determine the PEH data set in the redshift domain one applies similar principles, treating the data as a closed loop but re-ordering the data from the first event after the closest redshift event Z0. The time-stamps for the re-ordered set Z (T Z ) are then given by:
A PEH data set is obtained by extracting data from the first event equal to or less than the median value of the distribution Z med , recording successively closer events (Z i , T Z,i ) satisfying the condition Z i+1 < Zi for Z i Z med .
CONSTRAINING THE RATE DENSITY OF SWIFT LGRBS
Vmax analysis of the LGRB sample
As an initial estimate of ρ0, the intrinsic beam uncorrected rate of LGRBs, we use the 9
LGRBs from the Swift sample which have been recorded within a volume encompassed by z = 0.6 ( ∼ 3.7 Gpc). Extending LGRBs up to August 2013 using redshifts obtained through absorbtion spectroscopy or photometrically -PEH data is indicated by the red diamonds. The median value for the distribution is shown by the horizontal dashed line. log z-log T curves are used to support our rate estimates of ρ 0 = 0.48
−0.24 Gpc −3 yr −1 obtained through a Vmax analysis. The shaded region represents the best estimate and thin dashed and solid curves show the lower and upper limits respectively. In each case the upper log z-log T curve represents the 95% confidence threshold of at least 1 occurrence within an observation time T . The lower log z-log T curve indicates the 95% confidence threshold of no occurrence occurring within T . We ignore the first PEH event in our analysis which occurred above the median threshold. can determine the rate through the maximum detection volumes of the sample:
Here, Vmax is the maximum volume out to which each burst could be detected, T is the maximum observation-time for the sample, Ω is the sky coverage (1.33/4π). The Vmax method is highly sensitive to the value of the detector threshold -this poses a problem when considering detectors with highly complex triggering mechanisms such as Swift. To take into account the triggering efficiency for each individual burst, we first set a maximum flux limit of the detector by 6 × 10 −9 erg sec −1 , the minimum value for over 99% of the Swift LGRB sample, then weight each burst using the efficiency functions ηP and ηz from sections 3. Table 1 outlines the values of redshift and peak flux for each of the bursts within z = 0.6 and their relative scaling values, ηP and ηz. We obtain a rate estimates of ρ0 = 0.48 +0.38 −0.24 Gpc −3 yr −1 where the errors are the 95% Poisson confidence limits (Gehrels 1986) .
We note that for this calculation will have ignored evolution effects within z = 0.6. One can estimate the magnitude of any bias from this assumption by estimating a cosmic event rate:
for two scenarios: a source rate evolution given by equation 8; a constant evolution RGRB(z) = 1. As shown by Figure  11 , out to z = 0.6 the two curves differ by around a factor of 2. Therefore, in our later calculations we will examine the LF across a large enough range around the above estimate to allow for any possible offset.
The log z-log T distribution
To test the validity of the Vmax method we produce log z-log T curves corresponding to the estimated rate ρ0 = 0.48
−0.24 . Figure 10 shows the log z-log T curves along with the log z(T ) distribution of Swift LGRBs -z(T ) PEH data is indicated by red diamonds. The median value for the distribution is shown by the horizontal dashed line. We note that we have excluded the first occurring PEH event in this analysis -GRB 090424 (z = 2.78). This event occurred above Figure 11 . A comparison of the event rate of cosmic events using two different scenarions: an evolution based on LGRBs using equation 8; a constant cosmic evolution. We see that within z = 0.6 the two curves differ by a factor 2.
the median threshold and by our data extraction criteria discussed in section 9 -the rare events from the tail of the distribution occur well within this value.
The log z-log T curves are constructed using an observed rate, obtained by scaling ρ0 by a value of 0.14 which represents the triggering efficiency of Swift (Lien et al. 2014) and by the mean value of ηz for our Vmax sample which within z = 0.6 equals 0.75.
The shaded region represents the best estimate and the thin dashed and solid curves show the lower and upper limits of ρ0 respectively. In each case the upper log z-log T curve represents the 95% confidence threshold of at least 1 occurrence within an observation time T . The lower log z-log T curve indicates the 95% confidence threshold of no occurrence occurring within T . The PEH data is clearly constrained within the 90% threshold defined by the two sets curves supporting the estimate of ρ0 obtained through the Vmax method.
CONSTRAINING THE LF OF LGRBS
In this section we estimate the most compatible fitting parameters for the LGRB LF {α, β and L * } within the range 0.2 < ρ0 < 1 Gpc −3 yr −1 . We will use both the log L -log T 90% PEH bands and χ 2 fitting of the log N -log P distribution in an iterative procedure over ρ0. We will firstly describe our procedure after which we will present our results.
Constraining the LGRB LF through the log L -log T distribution
To place constraints on the parameters of the LF before log N -log P fitting is performed, the parameters {ρ0, α, β and L * } are required to constrain L(T ) data through log Llog T 90% PEH bands. The data is obtained by applying the methodology described in section 9. The log L -log T data is given in Table 2 . Using each set of {ρ0, α, β and L * } we construct log L -log T 90% PEH bands. A measure of compatibility is obtained through the binomial maximum likelihood (BML) (BML; Johnson et al. 1993 ) estimate for obtaining data within the 90% bands -a larger value signifies a good fit to the data; in this procedure a BML estimate of 88% (1 failure in 8) will indicate a compatible set of parameters.
11.2 The log N-log P brightness distribution for Swift GRBs
To perform χ 2 minimisation of the log N -log P brightness distribution of Swift LGRBs we use 15-150 keV band peak energy flux data from Butler's online catalogue of Swift BAT Integrated Spectral Parameters described in section 8. From equation 9 one can define a differential log Nlog P relation (Kommers et al. 2000; Porciani & Madau 2000; Salvaterra & Chincarini 2007; Campisi et al. 2010; which is the observed rate of bursts within a peak flux interval (P1, P2) 7 :
with L(P1,2, z) obtained through equation 3. The peak flux triggering efficiency ηP is given in equation 1 (section 3.1).
We bin peak flux data into logarithmically spaced intervals ∆P and ensure each bin contains at least 5 bursts (Wall et al. 2003) . Bursts per bin ∆N and their uncertainties ± √ ∆N are converted into burst rates ∆R by dividing by the live time of the search ∆T (Kommers et al. 2000) . The peak flux intervals, number of bursts and burst rates data used for the fit is given in Table 3 .
The goodness of fits are indicated through values of minimum χ 2 per degree of freedom, χ 2 /dof , and P χ 2 . The latter parameter is the probability of obtaining a χ 2 value equal to or greater than χ 2 given the data is drawn from the model using the best-fit parameters.
Parameter Search
For each value of 0.2 ρ0 1.0 we iterate through a range of LF parameters {L * , α and β} to construct log L -log T 90% PEH bands. If the BML estimate for obtaining data within the 90% bands is 88% (1 failure in 8) we perform χ 2 minimisation of the log N -log P and store the value of χ 2 . We continue until a maximum χ 2 is obtained. Table 4 shows global LGRB parameters that satisfied the conditions of the parameter search (indicated by a ). We also show a few values each side of this range obtained by relaxing the selection criteria (indicated by a X). We found that parameters that passed both selection criteria were within the range 0. Table 3 . The data used to fit the differential peak flux distribution of the Swift long GRB sample. The data is obtained within the energy range 15-150 keV.
Results
log N -log P distribution. However, as discussed in section 7, steep values of β correspond with a lower proportion of bright bursts, resulting in log L -log T curves that are too flat at the high L end to constrain the brightest bursts. Values of ρ0 greater than 0.8 Gpc −3 yr −1 fared better than values below 0.5 Gpc −3 yr −1 which were ruled out by poorly constrained L(T ) PEH data (as shown, values of MLE=0.75 were obtained for 0.85-0.90 Gpc −3 yr −1 ). For clarity, Figure 12 shows an example of an incompatible parameter set for the case ρ0 = 0.45. For this value, no parameters could be found that satisfied both criteria. For the PEH data to be constrained at the MLE=0.88 level, the best log N -log P fit gave only χ 2 = 2% (solid line) and therefore failed the test. The best log N -log P fit (dashed line) produced a value of χ 2 = 40%. However, this parameter only managed to constrain 1 of the PEH data. No parameters could be found for ρ0 = 0.45 that satisfied both criteria and therefore this value failed the test.
The compatible parameter sets (in the range 0.5-0.8 Gpc −3 yr −1 ) are within the range of rates estimates calculated in section 10 -however, a trend towards higher values of this range is evident. This offset is consistent with the factor of 2 discussed in section 10 and most likely results from neglecting source rate evolution within z = 0.6 for the Vmax calculation. LGRBs with PEH data shown as red diamonds. The median value for the distribution is shown by the horizontal dashed line. To illustrate how the parameter space of the LF can be further interrogated by complementing a log N -log P fit with the log L-log T method we show two sets of curves: each constructed with different LF parameters but both using the same rate of 0.45 Gpc −3 yr −1 (see Table 4 for parameter values). (Solid lines:) The 90% PEH bands constrain the PEH data at the MLE of 88% level(1 fail in 8); however, the corresponding log N -log P fits for the same set of parameters produced P χ 2 < 2% (Dashed lines:) The PEH data is poorly constrained with this set of LF parameters (the MLE is 13% -1 fail in 8); however, the corresponding log N -log P fits produced a good fit with P χ 2 = 40%.
Rates of between 0.7 -0.8 Gpc −3 yr −1 yield both well fitting log N -log P models (χ 2 /dof ∼ 1.3 and P χ 2 = 30−33%) and well constrained log L -log T data (MLE=0.83 and PLT = 3%). Within this range we take the set of parameters associated with 0.8 Gpc −3 yr −1 (with the highest P χ 2 value) as the best estimate. Figure 13 shows the fit to the log N -log P for this best set of parameters. The values of ρ0 we obtain are in support of recent estimates of Butler et al. (2010) , Wanderman & Piran (2010) and L14. In particular, the use of the peak flux efficiency function based on the work of L14 support this study. Our results favour a steep value of β as suggested by Butler et al. (2010) and L14.
Compatible values of α shown in Table 4 are in agreement with the work of Zitouni et al. (2008) who have shown that values of −0.9 < α < −0.4 are fully consistent with the prediction of an internal shock model for γ-ray emission (Rees & Meszaros 1994 Table 4 . The results of a LF parameter search for sets of {L * , α and β} that simultaneously satisfy a fit to the log N -log P distribution (at a P χ 2 5%level) and can constrain log L-log T data, as indicated by a binomial maximum likelihood (BML) estimate for data within the 90% PEH bands of 88% (1 failure in 8). The log N -log P goodness of fits for given by the the minimum χ 2 per degree of freedom, χ 2 /dof , and P χ 2 -the probability of obtaining a χ 2 equal to or greater than χ 2 given the data is drawn from the model using the best-fit parameters. Parameter tests that pass both criteria are indicated with a tick. Values above ρ 0 = 0.8Gpc −3 yr −1 were not able to constrain the PEH data at the BML=88% level. For illustration we show two sets of parameters corresponding to ρ 0 = 0.45Gpc −3 yr −1 that both failed -the corresponding curves are given in Figure 12 and are described in the section 11. Figure 13 . The log N -log P distribution of Swift LGRBs is fitted using using model parameters corresponding to the rate ρ 0 = 0.8Gpc
be the result of a slight degeneracy between this parameter and ρ0 which can both produce a vertical displacement. This suggests a LF with less free parameters could be beneficial to place additional constraints on the range of ρ0 and will be considered in a future study.
CONCLUSIONS
When using number count relations to probe the rate and LF dependence of LGRBs, one is confronted by a number of difficulties. Firstly, poor modeling of the complex triggering criteria of the Swift instrument can lead to large biases and poor estimates in parameters. Secondly, a complex mixing of the LF and source rate evolution can lead to degeneracies.
Thirdly, for redshift dependent relations, the effect of high redshift selection biases can be difficult to quantify.
To confront the first of these obstacles we have used the results of a recent comprehensive study of the Swift instrument by L14 to produce an efficiency function for peak flux. This removes the considerable uncertainty encountered by using a single value of flux to represent the triggering sensitivity limit of the detector. An additional efficiency function has been constructed in redshift space, again based on the results of L14.
In their study, L14 determined the best range of global parameters able to reproduce the observed distribution, based on the sample of Sakamoto et al. (2011) which comprised of 414 bursts. Applying our alternative methodology to a larger sample of 644 LGRBs, our results are in good agreement.
To approach the degeneracy problem we used a suite of different methods. We have complemented more standard Vmax and log N -log P brightness distribution methods with two observation-time relations, log (L; z) -log T . To determine initial estimates of the intrinsic (beaming uncorrected) rate density of LGRBs we have used the Vmax method. To confront the small sample used in this method we have weighted the peak flux and redshift data using the corresponding efficiency functions. To verify this initial estimate we have constrained the log z -log T distribution.
To determine the most likely parameters of the LGRB LF we have complemented a standard log N -log P brightness distribution with a new log L -log T relation. We have used both these methods simultaneously in an iterative procedure around the range of rate values calculated using Vmax. Our results support an event rate density at the high end of recent estimates (Butler et al. 2010 There are a number of advantages in using the observation time relations. The log L -log T method exploits only the brightest proportion of bursts which are less likely to be below the detection threshold. We have shown that this relation is sensitive to the form of the LF, particularly the bright end. For the log z -log T relation, as the method is dependent on only the rarest close events, high-z biases do not effect the analysis.
We have selected a broken power law LF model for this study for comparison with L14 and other recent studies that choose this form. We note that there is at present no preferred form of the LF with a number of studies choosing a power law model with an exponential cut-off Wei et al. 2014) or log-normal distribution in luminosity (Shahmoradi 2013) . One advantage of using one of the latter forms, which have one less free parameter than a broken power model, is to minimise the risk of degeneracy in the parameter estimations. Our results suggest a small degeneracy between the rate density and the low end slope of the chosen LF. Future studies should therefore extend the work presented here and adopt a number of functional forms. A Bayesian approach would enable constraints set by the two observation time relations to be fed into the analysis as priors. Another possibility would be to investigate the form of the rate evolution, particularly the high redshift end.
To avoid added complexity, this study has not considered an evolving LF. The log L -log T method could be used to probe changes in different redshift intervals. A particular advantage of this method is that a log L -log T distribution is dependent on only the brightest proportion of data; the requirement of an adequate amount of data in each redshift interval could therefore be circumvented. An evolving LF can be modeled by modifying the break luminosity as L * (1 + z) δ with the value of δ generally in the range 1-2. As illustrated in section 7, an increase in L * would produce a vertical offset in the log L -log T 90% PEH bands. This merits further investigation with a range of LF models and will be presented in a forthcoming study. ACKNOWLEDGMENTS E. J. Howell acknowledges support from a UWA Research Fellowship. D.M. Coward is supported by an Australian Research Council Future Fellowship.The authors gratefully acknowledge L14 for kindly providing the data used in section 3 and for valuable discussions in regards to modelling the detection efficiency of Swift. The authors also acknowledge the anonymous referee for a careful reading of the manuscript and for providing a number of comments and suggestions that have significantly improved the paper.
APPENDIX A: THE SWIFT LGRB DATA SAMPLE Table A1 : The data for the LGRB sample used in this paper. Peak energy flux data is taken from Butler's online catalogue of Swift BAT Integrated Spectral Parameters (http://butler.lab.asu.edu/Swift/bat_spec_table.html) which is an extension of the work presented in Butler et al. (2007 Butler et al. ( , 2010 . Redshift data is taken from the Jochen Greiner online catalogue (JG) of well localized GRBs (http://www.mpe.mpg.de/~jcg/grbgen.html). Type indicates if the redshift was determined through absorbtion (A), emission (E), or photometry (P) in order of preference. Isotropic peak luminosity data is determined using the peak flux and redshift samples and corrected using the spectral parameters presented in the Butler catalogue.
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