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1.1 Das Grenzflächenproblem für die nichtlineare
Schrödingergleichung
Diese Dissertation befasst sich mit der der zeitunabhängigen nichtlinearen Schrödingergleichung
(NLS)
−∆u + V(x)u = Γ(x)|u|p−1u in Rn, (1.1)
deren Koeffizienten V, Γ ∈ L∞(Rn) durch
V(x) =
{
V1(x), für x ∈ Rn+,
V2(x), für x ∈ Rn−
und Γ(x) =
{
Γ1(x), für x ∈ Rn+,
Γ2(x), für x ∈ Rn−
(1.2)
gegeben sind. Dabei ist
Rn± := {(x1, . . . , xn) ∈ Rn : x1 ≷ 0}
und die Funktionen Vi, Γi ∈ L∞(Rn) sind 1-periodisch in jeder Koordinatenrichtung x1, . . . , xn für
i = 1, 2. Die zugehörigen Schrödingeroperatoren auf H2(Rn) ⊂ L2(Rn) bezeichnen wir mit
L := −∆ + V(x) und Li = −∆ + Vi(x) für i = 1, 2.




(x, t) = −∆ψ(x, t) + V(x)ψ(x, t)− Γ(x)|ψ(x, t)|p−1ψ(x, t) für (x, t) ∈ Rn ×R (1.3)
hat in der Physik große Bedeutung bei der Beschreibung der Lichtausbreitung in photonischen
Kristallen, einerseits als Reduktion der Maxwell-Gleichungen für monochromatische Wellen, ande-
rerseits als asymptotisches Modell für Einhüllendenfunktionen von Wellenpakten mit nur langsam
variierender Amplitude. Im Kontext von Bose-Einstein Kondensaten beschreibt (1.3) den Zustand
eines Kondensats mit Hilfe der Wellenfunktion ψ eines Bosonteilchens. Dabei ist n = 1 und (1.3)
wird meist als Gross-Pitaevski-Gleichung bezeichnet. Auf den physikalischen Hintergrund im Kon-
text der nichtlinearen Optik – insbesondere photonischer Kristalle – gehen wir in Abschnitt 1.4
etwas genauer ein.
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Mit dem zeitharmonischen Ansatz ψ(x, t) = e−iωtu(x) erhält man aus (1.3) die zeitunabhängige
Gleichung
−∆u + (V(x)−ω)u = Γ(x)|u|p−1u in Rn
mit einem Frequenzparameter ω ∈ R. In (1.1) betrachten wir dann das Potenzial Ṽ(x) = V(x)−ω.
Die Wahl der Koeffizienten V und Γ gemäß (1.2) modelliert nun einen Wellenleiter, der aus zwei
verschiedenen periodischen Medien, etwa photonischen Kristallen, entlang einer Grenzfläche zu-
sammengesetzt ist. Wir sprechen deshalb von einem „Grenzflächenproblem“ und sagen, (1.1) sei eine
Gleichung vom „Grenzflächentyp“.
Die Arbeit widmet sich nun der Frage nach der Existenz lokalisierter Wellen, sogenannter „Solito-
nen“ in einem solchen Wellenleiter. Mathematisch gesprochen suchen wir Lösungen von u von (1.1)
mit u(x) → 0 für |x| → ∞. Diese Frage wird erstmals in der Arbeit [DP08] von Tomáš Dohnal und
Dmitry Pelinovski diskutiert. Unter anderem zeigen Sie in einer Dimension, dass solche Lösungen
nur existieren können, wenn ω in einer Lücke des Spektrums σ(L) liegt. Deshalb spricht man auch
von „Lückensolitonen“, in der englischsprachigen Literatur von „Gap Solitons“ oder speziell bei
Grenzflächenproblemen auch von „Surface Gap Solitons“.
An (1.1) stellen wir in dieser Arbeit die folgenden Voraussetzungen:
Voraussetzungen.
(H1) ess infx∈Rn Γ(x) > 0,
(H2) 0 /∈ σ(L),




Nach (H2) liegt 0 in einer Lücke des Spektrums von L. Bisher wurden Grenzflächenprobleme nur
für positiv definite Schrödingeroperatoren untersucht, also unter der schärferen Voraussetzung
0 < min σ(L). Die Erweiterung von Arbeiten für den positiv definiten Fall auf indefinite Grenz-
lächenprobleme war Kernaufgabe dieser Dissertation. Für die rechte Seite von (1.1) fordern wir
gleichwohl in (H1) Positivität. Die Voraussetzung (H3) benötigen wir, um (1.1) mit den Methoden
der Variationsrechnung untersuchen zu können.
1.2 Grundzustände und bekannte Resultate
Unter der Voraussetzung (H3) ist für ein beliebiges beschränktes Potenzial V ∈ L∞(Rn) die nicht-
lineare Schrödingergleichung der Form (1.1) eine partielle Differenzialgleichung von variationeller
Form. Ihre schwachen Lösungen im Raum H1(Rn) entsprechen den kritischen Punkten des C1-
Funktionals
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Definition 1.2.1 (Grundzustände). Es sei V ∈ L∞(Rn) ein beliebiges Potenzial.
(a) Eine schwache Lösung u ∈ H1(Rn) von (1.1) heißt gebundener Zustand.
(b) Eine schwache Lösung u∗ ∈ H1(Rn) \ {0} von (1.1) heißt Grundzustand von (1.1), wenn
c := I(u∗) = min{I(u) : u ∈ H1(Rn) \ {0} mit I′(u) = 0}.
Jeder gebundene Zustand von (1.1) besitzt nach [Sim82, Theorem C.3.4] eine exponenzielle Lokali-
sierung:
Satz 1.2.2. Unter den Voraussetzungen (H2) und (H3) sei u ∈ H1(Rn) ein gebundener Zustand der
nichtlinearen Schrödingergleichung (1.1). Dann existiert α0 > 0 und für jedes α ∈ (0, α0) eine Konstante
Cα > 0 mit
|u(x)| ≤ Cαe−α|x| für alle x ∈ Rn.
Die Untersuchung des Grenzflächenproblems für (1.1) mit Koeffizienten der Form (1.2) baut nun
auf Resultaten über die zugehörigen nichtlinearen Schrödingergleichungen
−∆u + Vi(x)u = Γi(x)|u|p−1u in Rn (1.4)
mit den periodischen Koeffizienten Vi und Γi auf. Über diese Gleichung sind in den vergangenen
zwei Jahrzehnten zahlreiche Veröffentlichungen erschienen:
Im Falle eines positiv definiten Schrödinger-Operators, also für 0 < min σ(Li), sind hier die Arbei-
ten [Rab91] von Paul H. Rabinowitz sowie [CZR92] von Vitorio Coti-Zelati und Paul H. Rabino-
witz zu nennen. Als wichtigste Hilfsmittel verwenden beide Arbeiten das Mountain-Pass-Theorem
und das Concentration-Compactness-Lemma von Pierre Louis Lions, siehe [Lio84, Lemma I.1]. Dieses
Lemma wird auch in allen weiteren Arbeiten über (1.4) benutzt und wird in dieser Dissertation
ebenfalls eine wichtige Rolle spielen, siehe Kapitel 2.4.
Die ersten Arbeiten, die sich mit (1.4) im indefiniten Fall befassen sind [AL92a, AL92b] von Stanley
Alama und Yanyan Li sowie [Jea94] von Louis Jeanjean. Sie verwenden dabei einen dualen Zugang,
der auch in dieser Arbeit verfolgt werden soll und auf den wir im nächsten Abschnitt genauer ein-
gehen werden. Direkte Zugänge finden sich dann in den Arbeiten [TW96] von Christophe Troestler
und Michel Willem sowie in [KS98] von Wojciech Kryszewski und Andrzej Szulkin mit Hilfe des
Linking-Theorems. Die Existenz von Grundzuständen wird im indefiniten periodischen Fall zuerst
von Alexander Pankov in [Pan05] sowie darauf aufbauend auch von Andrzej Szulkin und Tobias
Weth in [SW09] bewiesen:
Satz 1.2.3 (A. Pankov, 2005 / A. Szulkin, T. Weth, 2009). Unter den Voraussetzungen (H1) bis (H3)
besitzt die nichtlineare Schrödingergleichung (1.4) mit periodischen Koeffizienten Vi, Γi ∈ L∞ einen Grund-
zustand u∗i ∈ H1(Rn).
Wir wollen nun einige kurze Erläuterungen zu diesem Satz geben. Da 0 nach Voraussetzung (H2)
in einer spektralen Lücke der Operatoren L und Li liegt, existieren Zerlegungen







von H1(Rn), sodass L bzw. Li positiv definit sind auf H+ bzw. H+i und negativ definit auf H
− bzw.
H−i . Schwache Lösungen von (1.4) im Raum H
1(Rn) entsprechen nun den kritischen Punkten des
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C1-Funktionals













In Satz 1.2.3 erhält man den Grundzustand u∗i ∈ H1(Rn) nun als Lösung des Variationsproblems
ci := min{Ii(u) : u ∈ Mi} (1.6)
auf der sogenannten „verallgemeinerten Nehari-Mannigfaltigkeit“
Mi := {u ∈ H1(Rn) \ {0} : I′i (u)u = 0 und I′i (u)ϕ = 0 für alle ϕ ∈ H−i }.
Lösungen von (1.6) nennt man auch starke Grundzustände. Auf Mi ist das indefinite Funktional Ii
dann positiv, also insbesondere nach unten beschränkt. Die Eigenschaften von Mi wurden in den
Arbeiten [SW09, SW10] von Andrzej Szulkin und Tobias Weth eingehend untersucht. Sie zeigen,
dassMi homöomorph ist zur Einheitssphäre im Raum H+i .
Es liegt nahe diesen Ansatz auch im Grenzflächenfall zu verfolgen. Im Falle eines positiv definiten
Schrödingeroperators L = −∆ + V(x) mit min σ(L) > 0 für ein Grenzflächenproblem mit Koeffi-
zienten gemäß (1.2) konnten Tomáš Dohnal, Michael Plum und Wolfgang Reichel in [DPR11] auf
diese Weise das folgende abstrakte Existenzkriterium für starke duale Grundzustände von (1.1)
bewiesen, siehe [DPR11, Theorem 2]:
Satz 1.2.4 (T. Dohnal, M. Plum, W. Reichel, 2011). Unter den Voraussetzungen (H1) und (H3) gelte
0 < min σ(L). Ist dann
c < min{c1, c2},
so besitzt die nichtlineare Schrödingergleichung (1.1) einen starken Grundzustand u∗ ∈ H1(Rn).
Im positiv definiten Fall ist nun H+i = H
1(Rn) und die verallgemeinerte Nehari-Mannigfaltigkeit
Mi entspricht der klassischen Nehari-Mannigfaltigkeit
Mi := {u ∈ H1(Rn) \ {0} : I′i (u)u = 0}.
Mi ist dann homöomorph zur Einheitssphäre in H1(Rn), d.h. jede Funktion u ∈ H1(Rn) \ {0}
lässt sich durch Skalieren auf Ni abbilden. Dies wird in den Beweisen von [DPR11] nun wesent-
lich benutzt um aus dem abstrakten Kriterium von Satz 1.2.4 das folgende praktisch verifizierbare
Kriterium zu entwickeln, siehe [DPR11, Theorem 4], nach dem die Existenz starker Grundzustände
nur noch von den Potenzialen V1 und V2 abhängt:
Satz 1.2.5 (T. Dohnal, M. Plum, W. Reichel, 2011). Unter den Voraussetzungen (H1) und (H3) gelte
0 < min σ(L). Dann ist jede der folgenden Bedingungen (i) und (ii) hinreichend für die Existenz eines
starken Grundzustandes von (1.1):
(i) m1 ≤ m2 und supRn(V2 −V1) < 0.
(ii) m2 ≤ m1 und supRn(V1 −V2) < 0.
Mit Hilfe von Satz 1.2.5 wird in [DPR11] dann in verschiedenen Modellen für Grenzflächenpro-
bleme die Existenz von Grundzuständen nachgewiesen: so zeigen Sie die Existenz starker dualer
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Grundzustände, wenn die Koeffizienten von (1.4) der Skalierungsbedingung
V1(x) = k2V2(kx) und Γ1(x) = m2Γ2(kx)






genügen, siehe [DPR11, Theorem 5]. Ein weiteres Existenzresultat wird für den Fall eines zwischen
den Koeffizienten Γ1 und Γ2 bestehenden großen Kontrastes gegeben, siehe [DPR11, Theorem 6]:
Satz 1.2.6 (T. Dohnal, M. Plum, W. Reichel, 2011). Unter den Voraussetzungen (H1) und (H3) sei 0 <
min σ(L). Dann gilt
(i) Ist supRn(V2 − V1) < 0, so existiert β0 = β0(c2), sodass (1.1) einen starken dualen Grundzustand
besitzt, wenn Γ1(x) ≥ β0 für fast alle x ∈ Rn.
(ii) Ist supRn(V1 − V2) < 0, so existiert β0 = β0(c1), sodass (1.1) einen starken dualen Grundzustand
besitzt, wenn Γ2(x) ≥ β0 für fast alle x ∈ Rn.
Danach beschäftigt sich [DPR11] mit dem eindimensionalen Fall. Die Autoren ersetzen hier die
punktweise Bedingung von Satz 1.2.5 durch eine Integralbedingung. Dafür verwenden sie die
Blochmoden u(i)± von Li, zwei speziell gewählte linear unabhängige Lösungen der homogenen li-
nearen Schrödingergleichung Liu = 0, siehe [DPR11, Theorem 7]:
Satz 1.2.7. Unter den Annahmen (H1) und (H3) sei 0 < min σ(L). Dann ist jede der folgenden Bedin-
gungen (i) und (ii) hinreichend für die Existenz eines starken dualen Grundzustandes der eindimensionalen
nichtlineare Schrödingergleichung
−u′′ + V(x)u = Γ(x)|u|p−1u in Rn. (1.7)





2 dx < 0. (1.8)





2 dx < 0. (1.9)
Gilt sowohl (1.8) als auch (1.9), so folgt die Existenz eine starken dualen Grundzustandes von (1.7) auch
ohne Kenntnis über m1 und m2.
Die Blochmoden u(i)± lassen sich für gewisse Potenziale V1 und V2 explizit berechnen bis auf die
Lösung einer transzendenten Gleichung. Dies ermöglichte die Verifikation der Ungleichungen in
Satz 1.2.7 in der Arbeit [DNPPR] von Tomáš Dohnal, Kaori Nagatou-Plum, Michael Plum und
Wolfgang Reichel in verschiedenen Modellen für eindimensionale Grenzflächenprobleme. Mit Hilfe
des Kriteriums von Satz 1.2.7 konnte in diesen Modellen somit die Existenz von Grundzuständen
nachgewiesen werden.
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1.3 Eigene Resultate: Duale Grundzustände
Diese Dissertation folgt im Wesentlichen dem Aufbau von [DPR11]. Die Indefinitheit des Schrödin-
geroperators L erforderte allerdings die Einführung eines neuen Lösungsbegriffes, um ein Analo-
gon zu Satz 1.2.5 zu erhalten, den dualen Grundzustand. Dafür folgen wir einem von Stanley Alama
und Yanyan Li in [AL92a, AL92b] und von Louis Jeanjean in [Jea94] vorgeschlagenen Zugang und
überführen (1.1) folgendermaßen in eine duale Gleichung:
Wir betrachten den Operator





auf dem Raum Lq+1(Rn), wobei 1q+1 +
1
p+1 = 1, und suchen Lösungen v ∈ Lq+1(Rn) der Gleichung
Kv = |v|q−1v in Rn. (1.10)
Jeder nichttrivialen Lösung v ∈ Lq+1(Rn) von (1.10) entspricht dann eine nichttriviale Lösung
u = Γ(x)−
1
p+1 |v|q−1v ∈ H2(Rn) (1.11)
von (1.1), vgl. Satz 2.2.3. Lösungen der dualen Gleichung (1.10) entsprechen dann den kritischen















mend für das Verhalten von J nahe der 0, sodass sich die Variationsmethoden aus dem positiv
definiten Fall auf J anwenden lassen. Auf diese Weise haben wir also die durch Voraussetzung (H2)
bestehende Indefinitheit des Problems umgangen. Die Positivität des Koeffizienten Γ gemäß (H3)
wird dabei wesentlich benutzt. Insbesondere ist nun das Funktional J auf der klassischen Nehari-
Mannigfaltigkeit
N := {v ∈ Lq+1(Rn) \ {0} : J′(v)v = 0}
positiv und damit nach unten beschränkt. Eine Lösung v∗ ∈ Lq+1 \ {0} des Variationsproblems
m := J(v∗) = min{J(v) : v ∈ N} (1.12)
heißt dann starker Grundzustand von (1.10). Die zugehörige Lösung
u∗ = Γ(x)−
1
p+1 |v∗|q−1v∗ ∈ H2 \ {0}
von (1.1) nennen wir einen starken dualen Grundzustand. Jeder starke duale Grundzustand ist ein
nichttrivialer gebundener Zustand von (1.1). Analog erklärt man starke duale Grundzustände für
die Gleichungen (1.4) mit peridischen Koeffizienten: man betrachtet für die zu (1.4) dualen Proble-
me
Kiv = |v|q−1v in Rn (1.13)
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mit den Operatoren Ki := Γi(x)L−1i Γi(x) die Variationsprobleme
mi := min{Ji(v) : v ∈ Ni} (1.14)
für die Funktionale











Ni := {v ∈ Lq+1(Rn) \ {0} : J′i (v)v = 0}.
für i = 1, 2.
In Kapitel 2.3 untersuchen wir für ein beliebiges beschränktes Potenzial V das Variationsproblem
(1.12) auf der Nehari-Mannigfaltigkeit N und zeigen in Proposition 2.3.12 dann die Existenz einer
sogenannten Palais-Smale-Folge für J, d.h. einer Folge (vk), für die
J(vk)→ m und J′(vk)→ 0 (1.15)
gilt. Hierfür verwenden wir ähnliche Argumente wie in der Arbeit [Jea94] von Louis Jeanjean,
die allerdings nur den Fall eines asymptotisch konstanten Koeffizienten Γ behandelt. Dann un-
tersuchen wir in Kapitel 2.5 die periodischen Probleme (1.4) bzw. (1.13) und zeigen mit Hilfe
des Concentration-Compactness-Lemmas von Pierre Louis Lions, dass die gefundene Palais-Smale-
Folge (vk) in der Nehari-Mannigfaltigkeit schwach in H1(Rn) gegen eine nichttriviale Lösung von
(1.13) konvergiert. Für die Probleme (1.4) ist damit die Existenz starker dualer Grundzustände in
jedem Fall gesichert, siehe Satz 2.5.3.
Danach betrachten wir in den Abschnitten 2.6 und 2.7 den Grenzflächenfall. Unser erstes Hauptre-
sultat ist dann das folgende Analogon zu Satz 1.2.4:
Satz 1.3.1. Ist m < {m1, m2}, so besitzt die nichtlineare Schrödingergleichung
−∆u + V(x)u = Γ(x)|u|p−1u in Rn
unter den Annahmen (H1) bis (H3) einen starken dualen Grundzustand u∗ ∈ H2(Rn).
Für die Energieniveaus m, m1 und m2 der starken Grundzustände von (1.10) und (1.13) gilt dabei
stets m ≤ {m1, m2}, siehe Proposition 2.6.5. Die Forderung der scharfen Ungleichung in Satz 1.3.1
benötigt man, um sicherzustellen, dass die Palais-Smale-Folge (vk) in der Nehari-Mannigfaltigkeit
für das Grenzflächenproblem nicht gegen die Nulllösung konvergiert, siehe Proposition 2.7.3. Bei
den Betrachtungen sind Argumente aus [DPR11] hilfreich, müssen aber auf die nun zugrunde
liegende Banachraumsituation angepasst werden.
Die im Existenzkriterium von Satz 1.3.1 auftretenden Größen m, m1 und m2 sind in aller Regel nicht
bekannt. Deshalb gilt es nun aus Satz 1.3.1 ein praktisch verifizierbares Kriterium analog zu Satz
1.2.5 aus der Arbeit [DPR11] von Tomáš Dohnal, Michael Plum und Wolfgang Reichel zu gewinnen.
Dies leisten in Kapitel 2.8 dann der folgende Satz, in dem nun der Abstand α− der 0 vom negativen
Spektrum des Operators L auftritt:
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Satz 1.3.2. Unter den Voraussetzungen (H1) bis (H3) ist jede der folgenden Bedingungen (i) und (ii) hin-
reichend für die Existenz eines starken dualen Grundzustandes von (1.1):


















Gilt sowohl die Ungleichung (1.16) als auch (1.17) so folgt die Existenz eines starken dualen Grund-
zustandes auch Kenntnis über m1 und m2.
Der Satz 1.2.5 aus dem positiv definiten Fall in [DPR11] folgt hieraus als Spezialfall im Grenzwert






stellen wir allerdings eine stärkere Bedingung an V1 und V2 als im positiv definitien Fall. Man
beachte ferner, dass dieses Existenzkriterium wie auch dasjenige von Satz 1.3.2 unabhängig ist von
den Koeffizienten Γ1 und Γ2. Mit Hilfe dieses Korollars betrachten wir zum Abschluss des Kapitels
über duale Grundzustände in Abschnitt 2.9 dann als Beispiel das Grenzflächenproblem




V(x), für x ∈ Rn+,
V(x)− δ(x), für x ∈ Rn−,
bzw. Γ̃(x) =
{
Γ(x), für x ∈ Rn+,
µΓ(x), für x ∈ Rn−,
(1.19)
wobei V, Γ, δ ∈ L∞(Rn) periodische Funktionen, δ eine positive Störung und µ > 0 ein Skalierungs-
faktor sind. Mit Hilfe von Satz 1.3.2 können wir dann explizite Schranken an µ und δ angeben,
für die (1.18) einen starken dualen Grundzustand besitzt. Wir benötigen hierfür eine hinreichende
Kleinheit der Störung δ und einen großen Kontrast zwischen Γ und µΓ. So fügt sich dieses Beispiel
in die Reihe der in [DPR11] gegebenen Beispiele ein. Durch den zu fordernden großen Kontrast in
Γ kann man den folgenden Satz 1.3.3 als ein Analogon zu Satz 1.2.6 ansehen:
Satz 1.3.3. Die Funktionen V, Γ, δ ∈ L∞(Rn) seien periodisch sowie 0 /∈ σ(−∆+ Ṽ(x)) und ess infRn Γ >
0. Die Konstanten ε0 und C seien gegeben durch
ε0 := min
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Ferner sei γ := 2
(p+1)(1−q) . Ist dann µ ∈ (0, 1) und gilt
inf
x∈Rn










so besitzt die nichtlineare Schrödingergleichung (1.18) einen starken dualen Grundzustand.
In Kapitel 3 untersuchen wir dann (1.1) in einer Raumdimension. Mit Hilfe der Blochmoden u(i)±
von Li beweisen wir in Analogie zu Satz 1.2.7 den folgenden Satz:
Satz 1.3.4. Unter den Voraussetzungen (H1) bis (H3) seien die Blochmoden u(i)± des Schrödingeroperators
Li. Dann ist jede der folgenden Bedingungen (i) und (ii) hinreichend für die Existenz eines starken dualen
Grundzustandes der eindimensionalen nichtlinearen Schrödingergleichung
−u′′ + V(x)u = Γ(x)|u|p−1u auf R (1.20)
vom Grenzflächentyp:










2 dx < 0 (1.21)










2 dx < 0. (1.22)
Ist sowohl die Ungleichung (1.21) wie auch die Ungleichung (1.22) erfüllt, so folgt die Existenz eines starken
dualen Grundzustandes von (1.1) auch ohne Kenntnis über m1 und m2.






im Vergleich zum positiv definiten Fall von Satz 1.2.7 und wir erhalten ein verschärftes Kriterium
für den indefiniten Fall.
Abschließend stellen wir in Kapitel 3.3 die Ergebnisse der in der Betreuung von Wolfgang Rei-
chel und Hans-Jürgen Freisinger entstandenen Diplomarbeit „Beispiele für Interface-Modelle bei der
1-dimensionalen linearen und nichtlinearen Schrödingergleichung“ von Marc Teschner vor, in der mit
Hilfe von Satz 1.3.4 die Existenz starker dualer Grundzustände der eindimensionalen Gleichung
(1.20) mit den stückweise konstanten Potenzialen
V1(x) =
{
a1, für 0 < x < 12 ,
b1, für 12 < x < 1
und V2(x) =
{
a2, für 0 < x < 12 ,
b2, für 12 < x < 1
für reelle Parameter ai < bi untersucht wird. Dieses Beispiel wurde in der Arbeit [DNPPR] von
Tomáš Dohnal, Kaori Nagatou-Plum, Michael Plum und Wolfgang Reichel vorgeschlagen und für
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den positiv definiten Fall untersucht. Wie oben bereits erwähnt, lassen sich die Blochmoden u(i)± bis
auf die Lösung einer transzendenten Gleichung explizit berechnen. Mit Hilfe von MATLAB- und
INTLAB-Programmen wurden dann die in (1.21) und (1.22) auftretenden Integrale in Abhängigkeit
von den Parameterwerten a1, a2, b1 und b2 berechnet und so explizit die Existenz starker dualer
Grundzustände von (1.20) für geeignete Parameterwerte nachgewiesen. Die Berechnungen zeigen
im Vergleich mit den Resultaten aus [DNPPR] allerdings auch, dass das die Existenzkriterien für
den indefiniten Fall restriktiver sind als im positiv definiten Fall. Eine Abschwächung dieser Krite-
rien sollte also das Ziel künftiger Forschungsarbeit zu diesem Thema sein.
Nun noch einige Worte über den direkten Zugang zum Grenzflächenproblem für (1.1): mit den Me-
thoden aus [Pan05] und [DPR11] war es auch möglich ein Existenzkriterium für (echte) Grundzu-
stände zu zeigen durch Minimierung des Funktionals I auf der verallgemeinerten Nehari-Mannig-
faltigkeit
M := {u ∈ H1(Rn) \ {0} : I′(u)u = 0 und I′(u)ϕ = 0 für alle ϕ ∈ H−},
wobei wir die Zerlegung H1(Rn) = H+⊕H− gemäß (1.5) verwenden. Dieses Kriterium entwickeln
wir im Anhang dieser Arbeit, siehe Satz A.5.1. Es gilt:
Satz 1.3.5. Unter den Voraussetzungen (H1) bis (H3) gelte c < min{c1, c2}. Dann besitzt (1.1) einen
(echten) Grundzustand.
Die Entwicklung eines praktisch verifizierbaren Kriteriums hieraus hat sich jedoch als zu schwie-
rig erwiesen, weil die verallgemeinerte Nehari-Mannigfaltigkeit nun – im Gegensatz zum positiv
definiten Fall – nicht mehr homöomorph ist zur Einheitssphäre in H1(Rn) sondern nur noch zur
Einheitssphäre im positiven Spektralhalbraum H+, siehe [SW09, SW10].
Mit Hilfe einer Variante des Satzes über implizit definierte Funktionen, siehe Satz A.2.1, konnte für
die verschobenen Grundzustände u∗i (· − te1) der Probleme (1.4) mit peridischen Koeffizienten zwar
eine „Projektion“ pi auf M gefunden werden, siehe Abschnit A.3, doch lieferten die Rechnungen
keine hinreichend guten Abschätzungen für den Projektionsfehler ‖pi − u∗i (· − te1)‖H1(Rn).
So stehen am Ende dieser Dissertation die folgenden drei Fragen als möglicher Gegenstand weiterer
Forschungsarbeit zur variationellen Behandlung von Grenzflächenproblemen bei der nichtlinearen
Schrödingergleichung:
• Kann für die Suche nach Grundzuständen von (1.1) aus dem abstrakten Kriterium von Satz 1.3.5
ein in Beispielen verifizierbares Kriterium ähnlich den Sätzen 1.2.5 und 1.3.2 entwickelt wer-
den?
• Welcher Zusammenhang besteht zwischen dualen Grundzuständen und echten Grundzustän-
den von (1.1)? Gibt es Bedingungen, unter denen ein dualer Grundzustand von (1.1) ein echter
Grundzustand ist?
• Lassen sich die Existenzkriterien für duale Grundzustände der Sätze 1.3.2 und 1.3.4 abschwä-
chen?
1.4. DIE NICHTLINEARE SCHRÖDINGERGLEICHUNG ALS PHYSIKALISCHES MODELL 13
1.4 Die nichtlineare Schrödingergleichung
als physikalisches Modell
In diesem Abschnitt geben wir eine kurze Motivation für das Auftreten der nichtlinearen Schrö-
dingergleichung als phyiskalisches Modell. Dabei konzentrieren wir uns auf die nichtlineare Optik
und den Kontext photonischer Kristalle.
Photonische Kristalle sind ein viel untersuchter und diskutierter Gegenstand der aktuellen For-
schung im Bereich der nichtlinearen Optik. Man versteht darunter Strukturen, die durch im Raum
periodische Anordnung sog. „dielektrischer Medien“ mit unterschiedlichen Brechungsindizes entste-
hen und als Leiter optischer Signale, etwa Lichtwellen wie beispielsweise Laserstrahlen, dienen.
Durch ihre spezielle Struktur und die – oftmals „nichtlineare“ – Interaktion des Kristalls und der
durchgeleiteten Welle ergeben sich hierbei interessante physikalische Effekte und mathematische
Fragestellungen.
Es ist nicht Aufgabe dieser theoretischen mathematischen Arbeit, die physikalische Natur dieser
Fragen zu diskutieren. Wir wollen lediglich einen Überblick über die für uns wichtigen Grundla-
gen dieses weitläufigen Forschungsgebietes geben. Im Mittelpunkt steht dabei die Frage nach dem
Auftreten der nichtlinearen Schrödingergleichung im Kontext photonischer Kristalle. Die wichtigs-
te Referenz für die folgenden Ausführungen ist das Buch [MN04].
Das mathematische Modell für die Ausbreitung von Lichtwellen in dielektrischen Medien – z. B.
photonischen Kristallen – sind die Maxwell-Gleichungen. Wir betrachten sie hier in ihrer differen-
ziellen Form:






∇ ·D = ρ (Coulomb’sches Gesetz),
∇ · B = 0 (Gauß’sches Gesetz für Magnetfelder).
Dabei bezeichnet
E : R×R3 −→ R3 das elektrische Feld,
D : R×R3 −→ R3 die elektrische Verschiebung,
B : R×R3 −→ R3 das magnetische Feld,
H : R×R3 −→ R3 die magnetische Induktion,
j : R×R3 −→ R3 den elektrischen Strom,
ρ : R×R3 −→ R die elektrische Ladungsdichte.
Nach dem Durchflutungsgesetz und dem Coulomb’schen Gesetz erzeugt jede Ladungsänderung
einen elektrischen Strom, denn es gilt die Stetigkeitsgleichung
∂ρ
∂t
= ∇ · ∂D
∂t
= ∇ · ∇×H −∇ · j = −∇ · j.
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Weiterhin wird der Zusammenhang zwischen elektrischem Feld und elektrischer Verschiebung ei-
nerseits sowie zwischen magnetischem Feld und magnetischer Verschiebung andererseits durch die
sogenannten konstituierenden Gleichungen
D = ε0E + P = ε0εrE sowie B = µ0H + M = µ0µrH
beschrieben. Dabei sind ε0 ≈ 8, 85 · 10−12As/Vm die Dielektrizitätszahl, µ0 = 4π · 10−7As/Vm die
Permeabilitätszahl sowie εr : R3 −→ R3×3 der Dielektrizitätstensor und µr : R3 −→ R3×3 der Permea-
bilitätstensor.
Die Vektorfelder P : R×R3 −→ R bzw. M : R×R3 −→ R heißen Polarisierung bzw. Magnetisie-
rung. Mit ihnen – bzw. mit den Tensoren εr und µr – lassen sich nun die geometrischen Strukturen
und die optischen Eigenschaften eines dielektrischen Mediums modellieren. Im Allgemein werden
die Funktionen P und M allerdings mathematisch äusserst kompliziert zu handhaben sein, sodass
wir die folgenden vereinfachenden Annahmen stellen:
• In dem als Lichtwellenleiter betrachteten Dielektrikum gebe es weder freien Ladungen noch
freie Ströme. Es gelte also
ρ ≡ 0 und j ≡ 0.
• Der betrachtete Wellenleiter sei nicht magnetisch, d.h. es gelte µr ≡ 1.
• Das Dielektrikum sei zentrosymmetrisch und isotrop. In diesem Fall ist εr ein Skalar.
Aus den Maxwell-Gleichungen folgt nun























mit der Vakuumlichtgeschwindigkeit c := (ε0µ0)−1/2 ≈ 3, 00 · 108m/s. Die zeitlichen und räumlichen
Ableitungen von E in (1.23) beschreiben die Ausbreitung des elektrischen Feldes E in dem betrachte-
ten Medium; der Term ∂
2P
∂t2 beschreibt dagegen die durch E angeregte „Antwort“ des Dielektrikums
auf E.
Wir wollen nun einige Ansätze für die Polarisierung P unseres photonischen Kristalls diskutieren
1. Antwortet ein isotroper Wellenleiter unmittelbar auf ein durchgeleitetes elektrisches Feld E, so
gilt
P = ε0χE.
Dabei ist χ eine skalare Konstante und heißt elektrische Suszeptibilität. In diesem Fall ist ∇ ·E =










1 + χ der Brechungsindex des Wellenleiters ist.
2. Im Allgemeinen wird ein Wellenleiter erst mit zeitlicher Verzögerung auf ein durchgeleitetes
Feld E antworten. In diesem Fall ist die elektrische Suszeptibilität χ eine Funktion der Zeit,
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wobei χ(t) = 0 für t < 0, und man setzt
P(t, x) = ε0χ ? E(·, x)(t) = ε0
∫ ∞
−∞
χ(t− τ)E(s, x) ds.
Durch Fouriertransformation in der Zeit t erhält man daraus
P̂(ω, x) = ε0χ̂(ω)Ê(ω, x)
und aus den konstituierenden Gleichungen weiter
D̂(ω, x) = ε0(1 + χ̂(ω))Ê(ω, x). (1.24)
Wir hatten angenommen, dass ρ ≡ 0. Das Coulomb’sche Gesetz liefert uns somit die Diver-
genzfreiheit von D und damit auch von D̂. Nach (1.24) ist dann auch Ê divergenzfrei und aus





Der Brechungsindex n =
√
1 + χ̂(ω) ist nun eine Funktion der Frequenz ω ist.
3. In den beiden vorangegangenen Beispielen bestand zwischen dem elektrischen Feld E =
(E1, E2, E3) und der Polarisierung P = (P1, P2, P3) stets ein linearer Zusammenhang. In ei-
nem solchen Fall sprechen wir von einem „linearen“ Wellenleiter. Nun betrachten wir einen
„nichtlinearen“ Wellenleiter. Zu den linearen Polarisationseffekten Pl(E) kommen dann nicht-
lineare Reaktionen Pnl(E), sodass
P(E) = Pl(E) + Pnl(E).
Bevor wir allerdings Ansätze für Pl und Pnl machen, vereinfachen wir noch das betrachtete
elektrische Feld E: im letzten Beispiel hatten wir eine Differenzialgleichung für die zeitliche
Fouriertransformierte Ê gewonnen. Analog dazu machen wir nun den zeitharmonischen Ansatz
E(t, x) = eiωtE(x) + e−iωtE(x) (1.25)
mit einer Funktion E : R3 −→ C. Für die Polarisationsterme Pl und Pnl betrachten wir ferner
Funktionen χ(1) : R3 −→ R und χ(3) : R3 −→ R und setzen
Pl(E, x) = ε0χ
(1)(x)E(x) = eiωtε0χ(1)(x)E(x) + e−iωtε0χ(1)(x)E(x) (1.26)
sowie





e3iωtE(x)3 + e−3iωtE(x)3 + 3e−iωt|E(x)|2E(x) + 3eiωt|E(x)|2E(x)
)
.
In Pnl(E, x) vernachlässigen wir nun die sogenannten „höheren Harmonischen“ E3 und E
3
,
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treffen also die vereinfachende Annahme, dass






Insbesondere ist dann Pnl(E, x) ∈ R. Die Ansätze (1.25), (1.26) und (1.27) setzen wir nun in
die Differenzialgleichung (1.23) ein. Auf diese Weise erhalten wir zwei entkoppelte Differen-
zialgleichungen, nämlich




1 + χ(1)(x) + 3χ(3)(x)|E |2
)
E (1.28)
und dieselbe Gleichung für E statt E . Aufgrund der Isotropie des betrachteten Wellenleiters
können wir nun annehmen, dass die Polarisationseffekte χ(1) und χ(3) nicht von der Ausbrei-


















Man beachte jedoch, dass das so entstehende mathematische Modell durch die Vernachlässi-
gung der höheren Harmonischen von Pnl in (1.27) nur asymptotischen Charakter besitzt.
1.5 Notationen
Abschließend klären wir die wichtigsten in dieser Arbeit vorkommenden Schreibweisen:
Funktionalanalysis
Es seien X und Y Banachräume. Normkonvergenz in X bezeichnen wir mit „→“ und schwache
Konvergenz mit „⇀“. Br(x0) ist die offene Kugel um x0 ∈ X mit Radius r > 0. Mit L (X, Y) be-
zeichnen wir den Raum aller stetigen linearen Abbildungen von X nach Y und mit X∗ := L (X, R)
den Dualraum von X. Ferner sei L (X) := L (X, X) und I ∈ L (X) die identische Abbildung auf
X. Den Kern eines Operators A ∈ L (X, Y) bezeichnen wir mit Kern A, seinen Bildraum mit Bild A
oder manchmal auch mit A(X).
Für einen dicht definierten linearen Operator A : D(A) −→ X mit Definitionsbereich D(A) ⊂ X
auf einem Banachraum X, heißt die Menge
ρ(A) := {λ ∈ C : (A− λ)−1 ∈ L (X)}
die Resolventenmenge von A. Dabei schreiben wir kurz A − λ := A − λI. Das Komplement der
Resolventenmenge
σ(A) := C \ ρ(A)
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heißt Spektrum von A und wird gemäß
σ(A) = σp(A) ∪ σess(A) ∪ σres(A)
in die drei disjunkten Teilmengen
σp(A) := {λ : λ ist Eigenwert von A},
σess(A) := {λ : A− λ ist injektiv, Bild (A− λ) 6= X und Bild (λ− A) = X},
σres(A) := σ(A) \ (σp(A) ∪ σess(A))
zerlegt. σp(A) heißt Punktspektrum, σess(A) wesentliches oder stetiges Spektrum und σres(A) Residual-
spektrum von A Ist X ein Hilbertraum und A selbstadjungiert, so gilt σ(A) ⊂ R und σres(A) = ∅,
siehe [HS96, Theorem 5.5].
Ist Ω eine offene Teilmenge von X und f : Ω −→ Y, so bezeichnet wir die Gâteaux-Ableitung von f
mit d f und die Fréchet-Ableitung mit f ′. Den Raum aller n-mal stetig differenzierbaren Abbildun-
gen von Ω nach Y bezeichnen wir mit Cn(Ω, Y).
Funktionenräume
Die Raumdimension bezeichnen wir mit n ∈N. In dieser Dissertation bewegen wir uns meist in den
Lebesgueräumen Lp(Ω) und in den Soblevräumen Wk,p(Ω) der Integrierbarkeitsstufe p ∈ [1, ∞]
und der Differenzierbarkeitsordnung k ∈N über einer offenen Menge Ω ⊂ Rn mit in der üblichen
Weise definierten Normen ‖ · ‖Lp(Ω) und ‖ · ‖Wk,p(Ω). Den Hilbertraumfall kennzeichnen wir durch
Hk(Ω) := Wk,2(Ω). Ist Ω = Rn, so schreiben wir meist kurz Lp := Lp(Rn), Wk,p := Wk,p(Rn) und







n−p , für n > p,
∞, für n ≤ p
bezeichnen wir den Sobolev-kritischen Exponenten zu p ∈ [1, ∞). Ferner schreiben wir häufig
p∗∗ := (p∗)∗ und p# := p∗ − 1.
Landau-Symbole
Die Landau-Symbole o und O verwenden wir in der üblichen Schreibweise. Dafür seien X und Y
normierte Räume, M eine nichtleere Teilmenge von X sowie f : M −→ Y und g : M −→ R.






Für M ∈ {N, R} und X = R ist hierdurch auch die Schreibweise f (x) = o(g(x)) für x → ∞
erklärt, wenn wir x0 = ∞ zulassen.
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• Ist x0 6= ∞ ein Häufungspunkt von D, so schreiben wir f (x) = O(g(x)) für x → x0, wenn ein
ε > 0 existiert, sodass
‖ f (x)‖ ≤ C|g(x)| für alle x ∈ Bε(x0).
Ist M unbeschränkt, so schreiben wir f (x) = O(g(x)) für x → ∞, wenn ein γ ∈ R existiert,
sodass




In diesem Kapitel untersuchen wir die Existenz dualer Grundzustände der nichtlinearen Schrödin-
gergleichung.
−∆u + V(x)u = Γ(x)|u|p−1u in Rn (2.1)
vom Grenzflächentyp. Dabei sind die Koeffizienten V, Γ ∈ L∞ gegeben durch
V(x) =
{
V1(x), für x ∈ Rn+,
V2(x), für x ∈ Rn−
und Γ(x) =
{
Γ1(x), für x ∈ Rn+,
Γ2(x), für x ∈ Rn−
(2.2)
und Rn± := {(x1, . . . , xn) ∈ R : x1 ≷ 0}. Ferner sind die Funktionen Vi, Γi ∈ L∞ 1-periodisch
in jeder Koordinatenrichtung x1, . . . , xn für i = 1, 2. Den zugehörigen Schrödingeroperator auf
H2 ⊂ L2 bezeichnen wir mit
L := −∆ + V(x).
Für unsere Betrachtungen treffen wir die folgenden Voraussetzungen:
Voraussetzungen.
(H1) ess infx∈Rn Γ(x) > 0,
(H2) 0 /∈ σ(L),




Für i = 1, 2 betrachten wir zudem die nichtlinearen Schrödingergleichungen
−∆u + Vi(x)u = Γi(x)|u|p−1u in Rn (2.3)
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mit den periodischen Koeffizienten Vi und Γi und die entsprechenden Schrödingeroperatoren
Li = −∆ + Vi(x)
ebenfalls auf H2 ⊂ L2.
2.1 Der Schrödingeroperator L = −∆ + V
Bevor wir mit der Diskussion von (2.1) beginnen, wollen wir einige Eigenschaften des Schrödinge-
roperators L = −∆ + V(x) zusammenstellen. Dabei sei V zunächst ein beliebiges Potenzial in L∞
und es gelte stets die Voraussetzung (H2), also
0 /∈ σ(L).
Wir beginnen mit einigen Überlegungen zum Definitionsbereich von L:
Proposition 2.1.1. Es sei s ∈ (1, ∞). Dann besitzt L : W2,s −→ Ls eine stetige Inverse.
Der Vollständigkeit halber wiederholen wir den in [DPR11, Lemma A.1] Beweis von Proposition
2.1.1. Er benutzt den folgenden Satz von Rainer Hempel und Jürgen Voigt aus [HV86]:
Satz 2.1.2 (R. Hempel, J. Voigt, 1986). Für s ∈ [1, ∞] und V ∈ L∞ bezeichne L(s) die Realisierung des
Schrödinger-Operators −∆ + V(x) auf Ls. Dann ist
σ(L(s)) = σ(L(2)).
In [HV86] wird dieser Satz nur unter der Voraussetzung ess infRn V > 0 bewiesen. Ist nun V ∈ L∞
beliebig und a := ess infRn V, so gilt jedoch σ(L + |a|) = σ(L) + |a| und wir können Satz 2.1.2 auf
L + |a| anwenden. Somit gilt dieser Satz für alle V ∈ L∞.
Beweis von Propostion 2.1.1: Nach der Voraussetzung (H2) und Satz 2.1.2 ist L−1 ein stetiger
Endomorphismus von Ls. Insbesondere gilt
‖u‖s ≤ ‖Lu‖s für alle u ∈ L−1(Ls) = D(L).
Wir zeigen nun, dass D(L) = L−1(Ls) ⊂ W2,s: dafür sei u = L−1v ∈ L−1(Ls) mit v ∈ Ls. Dann gilt
Lu, Vu ∈ Ls und damit auch ∆u ∈ Ls. Ferner erfüllt u die Differenzialgleichung
−∆u + u = (1−V(x))u + Lu in Rn.




G(x− y) [(1−V(y))u(y) + Lu(y)] dy für alle x ∈ Rn.
In [Eva02, §4.3.1(b)] oder in [AH96, §1.2.5] finden sich explizite Formeln für G. Aus [AH96, Theorem
1.2.3] erhalten wir nun u ∈W2,s und
‖u‖2,s ≤ C (‖1−V‖∞‖u‖s + ‖Lu‖s) ≤ C′‖Lu‖s
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mit Konstanten C, C′ > 0 und damit u ∈ W2,s. Also ist D(L) = L−1(Ls) ⊂ W2,s. Die umgekehrte
Inklusion gilt trivialerweise und wir haben somit insgesamt D(L) = L−1(Ls) = W2,s bewiesen.
Daraus folgt dann die Behauptung. 
Nach dem Sobolevschen Einbettungssatz gilt nun
W2,s ⊂W1,σ ⊂ Lτ für alle σ ∈ [s, s∗] und alle τ ∈ [s, s∗∗] (2.4)




n . Aus (2.4) und Proposition 2.1.1 folgt dann
unmittelbar:




n . Dann gilt:
(a) L−1 ∈ L (Ls, Lt).




n ist der Operator L
−1 lokal kompakt, d.h. der Operator
LB : Ls(Rn) −→ Lt(B), v 7→ 1BL−1v
ist kompakt für jede beschränkte Menge B ⊂ Rn.
Beweis: Teil (a) folgt unmittelbar aus den Überlegungen vor Proposition 2.1.3. Teil (b) folgt dann
wiederum sofort aus Teil (a), weil der Einbettungsoperator W2,s(Rn) ↪→ Ls(B) nach dem Satz von
Rellich-Kondrachov kompakt ist. 
Nun zeigen wir Symmetrie und Selbstadjungiertheit von L:
Lemma 2.1.4.












(b) Auf H2 ist L selbstadjungiert bezüglich des L2-Skalarproduktes.
Beweis: Zu (a). Da V ∈ L∞, ist a := ess infRn V > −∞ und damit Ṽ(x) := V(x) + |a| ≥ 0 für fast alle
x ∈ Rn. Nach [HS96, Corollary 13.8] ist dann der Schrödingeroperator L̃ := −∆ + Ṽ(x) wesentlich
selbstadjungiert auf C∞0 . Für alle ϕ, ψ ∈ C∞0 gilt also∫
Rn

















Da C∞0 dicht in W
2,s liegt folgt daraus zunächst die behauptete Symmetrieeigenschaft von L auf
W2,s. Setzen wir nun ui := L−1vi für i = 1, 2, so folgt mit Hilfe von Proposition 2.1.1 auch die
entsprechende Symmetrieeigenschaft von L−1 auf Ls.
Zu (b). Wie in [HS96, Corollary 13.8] zeigt man, dass D(L∗) = H2 = D(L). Daraus folgt dann die
Selbstadjungiertheit, weil L nach Teil (a) symmetrisch ist. 
Nach Lemma 2.1.4 ist das Spektrum σ(L) ⊂ R und nach dem Spektralsatz für selbstadjungierte
Operatoren, siehe [Rud91, Theorem 13.30], besitzt L die folgende Spektraldarstellung:
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Satz 2.1.5. Es existiert eine eindeutig bestimmte Spektralzerlegung E : B(R) −→ L (H1) auf den Borel-





für jede messbare und beschränkte Funktion f : σ(L) −→ C besitzt.
Ist das Potenzial V eine periodische Funktioen, so gilt, besitzt σ(L) die bekannte Bandstruktur, siehe
[Eas73, Kapitel 6.5 und Theorem 6.10.2]:
Satz 2.1.6. Das Potenzial V ∈ L∞ sei periodisch. Dann gilt
(a) L besitzt nur stetiges Spektrum, d.h. σ(L) = σess(L).
(b) Es existieren monoton wachsende Folgen (λk) und (µk) in R mit λk ≤ µk für alle k ∈ N und




Sk, wobei Sk := [λk, µk].





wobei R1 := (−∞, λ1) und Rk := (µk−1, λk) für k ≥ 2.
Definition 2.1.7. In Satz 2.1.6 heißen die Intervalle Sk die Spektralbänder von L und die Intervalle Rk
die Spektrallücken. Speziell nennt man R1 die semi-infinite Lücke von L und Rk für k ≥ 2 die endlichen
Lücken des Spektrums von L.
2.2 Das duale Problem
In diesem Abschnitt sei V ∈ L∞ zunächst ein beliebiges beschränktes Potenzial. Periodizität oder





Dann ist q + 1 der zu p + 1 duale Exponent, d.h. es gilt 1p+1 +
1












und aus Proposition 2.1.3 erhalten wir unmittelbar die folgende
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Proposition 2.2.1. L−1 ∈ L (Lq+1, Lp+1).
Nach Wahl der Exponenten p und q sind die Funktionen
f : R −→ R, s 7→ |s|p−1s und f−1 : R −→ R, t 7→ |t|q−1t (2.6)
zueinander invers. Aus Proposition 2.2.1 erhalten wir ferner:






heißt Birmann-Schwinger Kern, siehe [Sim82]. Nach Lemma 2.1.4 ist K ein symmetrischer Operator in





wKv dx für alle v, w ∈ Lq+1.
Mit Hilfe des Operators K betrachten wir nun die Gleichung
Kv = |v|q−1v in Rn (2.8)
und suchen nichttriviale Lösungen von (2.8) im Raum Lq+1. Im Sinne des folgenden Satzes nennen
wir (2.8) die zu (2.1) duale Gleichung. Dieser Satz ist der Arbeit [AL92a] von Stanley Alama und
Yanyan Li entnommen, siehe [AL92a, Theorem 2.1]. Weil er die Grundlage aller weiteren Betrach-
tungen in diesem Kapitel ist, wollen wir hier auch seinen Beweis ausführen und zwar mit einem im
Vergleich zu [AL92a] leicht vereinfachten Argument:
Satz 2.2.3. Genau dann besitzt die nichtlineare Schrödingergleichung (2.1) eine Lösung u ∈ H2 \ {0},
wenn die zugehörige duale Gleichung (2.8) eine Lösung v ∈ Lq+1 \ {0} besitzt. In diesem Fall ist
v = Γ(x)
p
p+1 |u|p−1u bzw. u = Γ(x)−
1
p+1 |v|q−1v. (2.9)
Beweis: Wir schreiben f (s) = |s|p−1s sowie f−1(t) = |t|q−1t.
„=⇒“: Ist u ∈ H2 \ {0} eine Lösung von (2.1) und
v := Γ(x)
p
p+1 |u|p−1u (A1)= f (Γ(x)
1
p+1 u).
so folgt aus dem Sobolevschen Einbettungssatz zunächst u ∈ Lp+1 \ {0} und v ∈ Lq+1 \ {0}.
Ferner gilt
















p+1 L−1[Lu] = Γ(x)
1
p+1 u = |v|q−1v,
d.h. v ist eine Lösung von (2.8).
„⇐=“: Nun sei v ∈ Lq+1 \ {0} eine Lösung von (2.8) und
u := Γ(x)−
1
p+1 |v|q−1v = f−1(Γ(x)−
p
p+1 v). (2.11)

















d.h. u ∈W2,q+1 ist eine starke Lösung von (2.1). Es bleibt zu zeigen, dass u ∈ H2. Nach Proposition
2.1.1 genügt es dafür v ∈ L2 zu beweisen. Zunächst ist v ∈ Ls0 mit s0 := q + 1. Aus (2.8) folgt weiter
L−1[Γ(x)1/(p+1)v] = Γ(x)−
1
p+1 |v|q−1v ∈W2,s0 ⊂ Ls∗∗0
und somit v ∈ Ls1 für s1 = nqs0(n−2s0)+ . Durch Iterieren folgt hieraus v ∈ L
sk für alle k ∈ N, wobei die









2, für sk ≥ 2.
Durch vollständige Induktion zeigt man nun, dass (sk) monoton wachsend ist: der Induktionsan-
fang s0 ≤ s1 gilt wegen q > 2−#, den Induktionsschritt erhält man dann unmittelbar aus der Defi-
nition von sk+1. Wäre nun sk < 2 für alle k ∈ N, so wäre die Folge (sk) konvergent mit Grenzwert
s̄ ≤ 2 und es gälte
s̄(n− 2s̄) = nqs̄.












= 2−# + 1 < q + 1 = s0,
ein Widerspruch! Also ist sk = 2 für fast alle k ∈N und somit v ∈ L2. 
Die Lösungen von (2.8) in Lq+1 entsprechen den kritischen Punkten des Funktionals









Wir beschließen diesen Abschnitt mit einigen technischen Hilfssätzen:
Lemma 2.2.4. Für alle a, b ∈ R gilt:
(a)
∣∣|a + b|p−1(a + b)− |a|p−1a∣∣ ≤ p2p−1 (|a|p−1 + |b|p−1) |b|,
(b)
∣∣|a|q−1a− |b|q−1b∣∣ ≤ 2|a− b|q,
(c) |a + b|q+1 − |a|q+1 ≥ (q + 1)|a|q−1ab.
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Beweis: Zu (a). Da p > 1, erhalten wir aus dem Hauptsatz der Differenzial- und Integralrechnung
für alle a, b ∈ R:
∣∣|a + b|p−1(a + b)− |a|p−1a∣∣ = ∣∣∣∣∫ 10 ddt |a + tb|p−1(a + tb)dt








Zu (b). Wir führen den Beweis in zwei Schritten.
1. Schritt: Zunächst sei h : [0, ∞) −→ R, t 7→ tq. Nach dem Hauptsatz der Differenzial- und
Integralrechnung gilt dann für alle s, t > 0
h(s + t)− h(s)− h(t) =
∫ s
0





h′′(τ)dτ dσ < 0.
Daraus erhalten wir nun
|a + b|q − |a|q ≤ |b|q für alle a, b > 0.
2. Schritt: Es seien a, b ∈ R. Für a = 0 oder b = 0 ist die behauptete Ungleichung trivial. Es gelte
nun zunächst ab > 0. Aus dem 1. Schritt erhalten wir dann∣∣|a|q−1a− |b|q−1b∣∣ ≤ ∣∣|a|q − |b|q∣∣∣ ≤ |a− b|q.










Den Fall b < 0 < a erledigt man analog.
Zu (c). Diese Aussage folgt aus der Konvexität der Abbildung t 7→ |t|q+1. 
Für das folgende Lemma vergleiche man auch [RR04, Theorem 10.58]:
Lemma 2.2.5.
(a) Der Nemitsky-Operator f : Lp+1 −→ Lq+1, u 7→ |u|p−1u ist stetig und Lipschitz-stetig auf be-
schränkten Teilmengen von Lp+1.
(b) Die Nemitsky-Operator g : Lq+1 −→ Lp+1, v 7→ |v|q−1v ist q-Hölder-stetig.
Beweis: Zu (a). Es seien u, v ∈ Lp+1. Offensichtlich ist dann f (u) ∈ L(p+1)/p = Lq+1 und mit Hilfe
von Lemma 2.2.4 (a) sowie der Hölderschen Ungleichung erhalten wir
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und damit die Behauptung.
Zu (b). Nach Lemma 2.2.4 (b) und der Hölderschen Ungleichung gilt für alle v, w ∈ Lq+1:













≤ 2‖v− w‖qq+1. 
Bemerkung 2.2.6. Aus Lemma 2.2.5 (b) folgt nun wie in [Wil96, Lemma 3.10, Lemma 6.12] die stetige







dx für alle v, ϕ ∈ Lq+1.
Da (Lq+1)∗ ∼= Lp+1, können wir diese Gleichung gemäß
J′(v) = |v|q−1v− Kv für alle v ∈ Lq+1 (2.13)
auch als Gleichung in Lp+1 auffassen.
2.3 Duale Grundzustände und die Nehari-Mannigfaltigkeit
Nun beginnen wir mit der Untersuchung des Variationsproblems für duale Grundzustände:
Definition 2.3.1 (Duale Grundzustände).
(a) Jede Lösung v ∈ Lq+1 der dualen Gleichung (2.8) heißt ein gebundener Zustand von (2.8).
(b) Jede Lösung v∗ ∈ Lq+1 \ {0} des Variationsproblems
J(v∗) = min{J(v) : v ∈ Lq+1 \ {0} ist kritischer Punkt von J},
heißt Grundzustand von (2.8). In diesem Fall heißt
u∗ = Γ(x)−
1
p+1 |v∗|q−1v∗ ∈ H2 \ {0}
ein dualer Grundzustand von (2.1).
(c) Ist v∗ ∈ Lq+1 \ {0} eine Lösung des Variationsproblems
m := J(v∗) = min{J(v) : v ∈ N} (2.14)




p+1 |v∗|q−1v∗ ∈ H2 \ {0}
ein starker dualer Grundzustand von (2.1).
Zu dieser Definition nun zwei kurze Kommentare:
Bemerkung 2.3.2.
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(a) Die Nehari-Mannigfaltigkeit N enthält alle nichttrivialen gebundenen Zustände von (2.8). Insbeson-
dere ist jeder starke Grundzustand von (2.8) auch ein Grundzustand.
(b) Jeder (starke) duale Grundzustand von (2.1) ist ein nichttrivialer gebundener Zustand von (2.1). Ob
oder unter welchen Bedingungen ein (starker) dualer Grundzustand auch ein (starker) Grundzustand
von (2.1) ist, wissen wir bislang nicht.
Wir nehmen zunächst an, dass N 6= ∅. Diese Voraussetzung werden wir in den nachfolgenden
Abschnitten im Detail nachrechnen, wenn wir von den Koeffizienten V und Γ zunächst Periodizität
und später dann Grenzflächstruktur (2.2) fordern. In diesem Abschnitt lassen wir wie im vorange-
gangenen auch für V und Γ zunächst beliebige Funktionen in L∞ zu.
Die Betrachtungen für (2.14) finden sich in ähnlicher Form auch in der Arbeit [Jea94] von Louis
Jeanjean, deren Resultate allerdings die von uns im weiteren Verlauf dieser Arbeit betrachteten Fälle
eines periodischen Koeffizienten Γ und eines Koeffizienten Γ mit Grenzflächenstruktur gemäß (2.2)
nicht abdecken.
Definition & Bemerkung 2.3.3. Das Funktional g ∈ C1(Lq+1, R) sei gegeben durch
g : Lq+1 −→ R, v 7→ J′(v)v.
Dann ist N = {v ∈ Lq+1 \ {0} : g(v) = 0}, und weil q < 1, gilt ferner
g′(v)v = (q− 1)‖v‖q+1q+1 < 0 für alle v ∈ N.
Den Zusammenhang zwischen dem Variationsproblem (2.14) und der Suche nach Lösungen von
(2.1) stellt nun die folgende Proposition her:
Proposition 2.3.4. Jede Lösung v0 ∈ N des Variationsproblems (2.14), ist eine Lösung von (2.8).
Beweis: Nach Bemerkung 2.3.3 ist g′(v0) surjektiv und mit Hilfe der Multiplikatorenregel von La-
grange, siehe Satz A.4.3, finden wir somit einen Lagrange-Multiplikatorλ ∈ R, sodass J′(v0) =
λg′(v0). Insbesondere gilt
0 = J′(v0)v0 = λg′(v0)v0.
Da g′(v0)v0 < 0 nach Bemerkung 2.3.3, folgt hieraus λ = 0 und somit J′(v0) = 0. 
Bemerkung 2.3.5. Im Sinne von Proposition 2.3.4 sagt man, die Nehari-Mannigfaltigkeit sei eine „natür-
liche Nebenbedingungsmenge“ zur Minimierung von J.
Das folgende Lemma stellt nun einige „Standard-Abschätzungen“ im Zusammenhang mit der
Nehari-Mannigfaltigkeit N zusammen, insbesondere die gleichmäßige Beschränktheit des Funk-
















vKv dx für alle v ∈ N.
Lemma 2.3.6. Es existieren ε1, ε2 > 0, so dass für alle v ∈ N gilt:







28 KAPITEL 2. DUALE GRUNDZUSTÄNDE INDEFINITER GRENZFLÄCHENPROBLEME

































zunächst die Behauptung von Teil (a)





















Das nächste Lemma beschäftigt sich mit der Gemometrie der Nehari-Mannigfaltigkeit:
Lemma 2.3.7. Es sei v ∈ N und
Tv := TvN := Kern g′(v) =
{
ϕ ∈ Lq+1 : (q + 1)
∫
Rn






der Tangentialraum an N im Punkt v. Ferner sei Sv := span{v}. Dann gilt
Lq+1 = Tv ⊕ Sv.
Beweis: Als Element der Nehari-Mannigfaltigkeit ist v 6= 0 und nach dem Homomorphiesatz für
Vektorräume, siehe [Heu06, Satz 37.2], gilt R ∼= Lq+1/Kern g′(v). Also ist codim Tv = 1 für alle
v ∈ N. Nach Bemerkung 2.3.3 ist ferner
g′(v)v = (q− 1)‖v‖q+1q+1 < 0
und damit v /∈ Kern g′(v). Daraus folgt die Behauptung. 
Definition 2.3.8. Ist f ∈ C1(Lq+1, R) und v ∈ N, so schreiben wir
∂T f (v) := f ′(v)|Tv und ∂S f (v) := f ′(v)|Sv
für die partiellen Fréchet-Ableitungen von f in Richtung Tv bzw. Sv.
Damit können wir nun eine lokale Parametrisierung von N angeben:
Lemma 2.3.9. Für jeden Punkt v0 ∈ N existieren eine offene Umgebung U ⊂ Tv0 von 0 und ein Funktional
τ ∈ C1(U, R) mit folgenden Eigenschaften:
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(i) τ(0) = 1,
(ii) g(τ(w)v0 + w) = 0 für alle w ∈ U,
(iii) τ′(0) = 0.
Insbesondere ist N eine C1-Mannigfaltigkeit.
Beweis: Wir schreiben kurz T := Tv0 und S := Sv0 . Nach Bemerkung 2.3.3 ist ∂Sg(v0) 6= 0 und
die Existenz einer Abbildung τ ∈ C1(U, R) mit den Eigenschaften (i) und (ii) folgt aus dem Satz
über implizit definierte Funktionen, siehe [AE08, Theorem 8.2]. Insbesondere parametrisiert die
Abbildung Φv0 ∈ C1(U, N) mit
Φv0(w) = τ(w)v0 + w
eine auf N gelegene Umgebung von v0, d.h. Φv0 ist eine lokale Karte von N. Da v0 ∈ N beliebig
gewählt ist, folgt daraus, dass N eine C1-Mannigfaltigkeit ist.
Es bleibt zu zeigen, dass τ′(0) = 0. Aus (i) folgt zunächst
(τ′(0)z)v0 = −∂Sg(v0)−1∂T g(v0)z für alle z ∈ T. (2.16)
Nun betrachten wir die durch
Az := (τ′(0)z)v0 + z für alle z ∈ T





= −∂Sg(v0)∂Sg(v0)−1∂T g(v0)z + ∂T g(v0)z = 0
für alle z ∈ T, d.h. A(T) ⊂ T. Wäre nun τ′(0)z0 6= 0 für ein z0 ∈ T, so wäre (τ′(0)z0)v0 + z0 ∈ T und
damit (τ′(0)z0)v0 ∈ T ∩ S = {0}. Aus τ′(0)z0 6= 0 folgte also notwendig v0 = 0, im Widerspruch
zur Definition von N. 
Lemma 2.3.10. Sind ε > 0 und v0 ∈ N mit
J(v0) ≤ J(v) + ε‖v0 − v‖q+1 für alle v ∈ N, (2.17)
so gilt ‖∂T J(v0)‖ ≤ ε.
Beweis: Wir verwenden weiterhin die Bezeichnungen des Beweises von Lemma 2.3.9. Für
v = τ(w)v0 + w ∈ N
mit beliebigem w ∈ U erhalten wir dann durch Taylorentwicklung
v− v0 = (τ(w)− τ(0))v0 + w = [τ′(0)w]v0 + w + o(‖w‖q+1) = w + o(‖w‖q+1) (2.18)
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für ‖w‖q+1 → 0. Damit folgt
J(v) = J(v0) + J′(v0)(v− v0) + o(‖v− v0‖q+1)
(2.18)
= J(v0) + ∂T J(v0)w + o(‖w‖q+1)
(2.17)
≤ J(v) + ε‖v− v0‖q+1 + ∂T J(v0)w + o(‖w‖q+1)
(2.18)
= J(v) + ε‖w‖q+1 + ∂T J(v0)w + o(‖w‖q+1),
und somit
−∂T J(v0)w ≤ ε‖w‖q+1 + o(‖w‖q+1)
für ‖w‖q+1 → 0, w ∈ U. Ist nun w0 ∈ T so gilt ±tw0 ∈ U für hinreichend kleine t > 0 und wir
erhalten
−t∂T J(v0)w0 ≤ tε‖w0‖q+1 + o(t).
sowie
t∂T J(v0)w0 = −∂T J(v0)[−tw0] ≤ tε‖w0‖q+1 + o(t).
Insgesamt gilt also |∂T J(v0)w0| ≤ ε‖w0‖q+1 und damit die Behauptung. 
Bevor wir die nächste Proposition und damit das Hauptresultat dieses Abschnitts beweisen können,
müssen wir noch die folgende Bemerkung einsehen:
Bemerkung 2.3.11. Es seien X, Y normierte Räume sowie U, V Unterräume von X mit X = U⊕V. Für
A ∈ L (X, Y) seien AU := A|U ∈ L (U, Y) und AV := A|V ∈ L (V, Y). Gibt es dann eine Konstante
σ ≥ 1 mit
‖u‖+ ‖v‖ ≤ σ‖u + v‖ für alle u ∈ U und alle v ∈ V, (2.19)
so folgt
‖A‖ ≤ σ max{‖AU‖, ‖AV‖}.
Beweis: Man beachte: Ist (2.19) mit einer Konstanten σ > 0 erfüllt, so folgt aus der Dreiecksunglei-
chung automatisch σ ≥ 1. Für x = u + v ∈ X mit u ∈ U und v ∈ V erhalten wir mit Hilfe von (2.19)
nun
‖Ax‖ = ‖AUu + AVv‖ ≤ max{‖AU‖, ‖AV‖} (‖u‖+ ‖v‖) ≤ σ max{‖AU‖, ‖AV‖}‖x‖.
und damit die Behauptung. 
Proposition 2.3.12. Ist m := inf{J(v) : v ∈ N}, so existiert eine Folge (vk) in N mit
J(vk)→ m und J′(vk)→ 0 für k→ ∞.
Zum Beweis von Proposition 2.3.12 verwenden wir das Variationsprinzip von Ekeland, siehe [Zei95,
Abschnitt 2.15, Theorem 2.H]:
Satz 2.3.13 (Variationsprinzip von Ekeland). Es sei X ein Banachraum, M 6= ∅ eine abgeschlossene
Teilmenge von X und f : M −→ R ein unterhalbstetiges und nach unten beschränktes Funktional. Dann
gibt es für alle ε, δ > 0 und zu jedem v0 ∈ M mit
f (v0) ≤ inf
v∈M
f (v) + ε
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ein v1 ∈ M mit folgenden Eigenschaften:
(i) f (v1) < f (v0) + εδ−1‖v1 − v‖ für alle v ∈ M \ {v1},
(ii) ‖v1 − v0‖ ≤ δ,
(iii) f (v1) ≤ f (v0).
Den Beweis von Proposition 2.3.12 führen wir nun in drei Schritten:
1. Schritt: Nach Lemma 2.3.6 ist J auf N nach unten beschränkt. Ferner ist J stetig. Die Vorausset-
zungen des Variationsprinzips von Ekeland sind also erfüllt. Sind nun Folgen (wk) in N und (εk)
in (0, ∞) gegeben mit εk → 0 und J(wk) ≤ m + εk für alle k ∈ N, so existiert demnach eine Folge
(vk) in N mit
J(vk) ≤ J(v) + εk‖vk − v‖q+1 für alle v ∈ N und alle k ∈N. (2.20)
Wir schreiben kurz Tk := Tvk N und Sk := span{vk}. Nach Lemma 2.3.7 ist dann Lq+1 = Tk ⊕ Sk.
Analog zu Definition 2.3.8 bezeichnen wir mit ∂Tk bzw. ∂Sk die partiellen Fréchet-Ableitungen in
Richtung Tk bzw. Sk. Aus (2.20) und Lemma 2.3.10 folgt dann ‖∂Tk J(vk)‖ ≤ εk für alle k ∈ N, d.h.
‖∂Tk J(vk)‖ → 0 für k→ ∞.
2. Schritt: Wir zeigen nun, dass auch ‖∂Sk J(vk)‖ → 0 für k → ∞. Nach Bemerkung 2.3.3 ist
g′(vk)(Sk) = R. Also finden wir eine Folge (λk) in R mit
∂Sk J(vk) = −λk∂Sk g(vk) für alle k ∈N. (2.21)
Da J′(vk)vk = 0 erhalten wir weiter
∂Tk J(vk)vk = λk∂Sk g(vk)vk = λk(q− 1)‖vk‖
q+1
q+1 für alle k ∈N. (2.22)
Nun ist (vk) nach (iii) in Satz 2.3.13 eine minimierende Folge in N für J und nach den Teilaussagen












−→ 0 für k→ ∞. (2.23)
Nach Bemerkung 2.3.3 ist die Folge (∂Sk g(vk)) beschränkt. (2.21) und (2.23) liefern dann schließlich
‖∂Sk J(vk)‖ → 0 für k→ ∞.
3. Schritt: Es seien v ∈ N und w ∈ Tv. Die Behauptung von Proposition 2.3.12 folgt nun aus den
ersten beiden Schritten und der Bemerkung 2.3.11, wenn wir zeigen können, dass eine von v und
w unabhängige Konstante σ ≥ 1 existiert, so dass(
‖v‖q+1 + ‖w‖q+1




q+1 ≤ σ‖v + w‖
q+1
q+1 (2.25)
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zu beweisen. Wir tun dies durch Widerspruch und nehmen an, dass (2.25) nicht gilt. Dann finden





q+1 > k‖vk + wk‖
q+1
q+1 für alle k ∈N. (2.26)
Nach Lemma 2.3.6 gilt 0 < ε1 ≤ ‖vk‖q+1 ≤ C für alle k ∈ N mit einer Konstanten C > 0. Wir
nehmen für einen Widerspruchsbeweis nun weiter an, dass auch die Folge (wk) beschränkt sei.








= −(q + 1)
∫
Rn




vk∈N= −(q + 1)
∫
Rn








(vk + wk)Kvk dx = (1− q)
∫
Rn








|vk|q+1 dx = 2
∫
Rn




Aus der Hölderschen Ungleichung und der Stetigkeit von K gemäß Bemerkung 2.2.2 folgte also
(1− q)‖vk‖
q+1
q+1 ≤ 2‖K‖‖zk‖q+1‖vk‖q+1 + (q + 1)‖vk‖
q
q+1‖zk‖q+1







‖zk‖q+1 → 0 für k→ ∞.
Das aber ist ein Widerspruch zur Definition der Nehari-Mannigfaltigkeit! Die Folge (wk) kann dem-
nach nicht beschränkt sein. Entlang einer Teilfolge von (wk) gilt also ‖wk‖q+1 → ∞. Andererseits
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Wir haben also einen Widerspruch zu unserer Annahme (2.26) und damit
‖v‖q+1q+1 + ‖w‖
q+1
q+1 ≤ σ‖v + w‖
q+1
q+1 für alle v ∈ N und alle w ∈ Tv
bewiesen, so dass die ersten beiden Schritte zusammen mit Bemerkung 2.3.11 uns nun die Behaup-
tung von Proposition 2.3.12 liefern. 
Bemerkung 2.3.14. Die im 2. Schritt des Beweises von Proposition 2.3.12 verwendete Folge (λk) in R,
kann man nach Gleichung (2.21) als eine Folge von approximativen Lagrange-Multiplikatoren bezeich-
nen.
Die Folge (vk) ist beschränkt nach Lemma 2.3.6, d.h. entlang einer Teilfolge konvergiert (vk) schwach
gegen eine Lösung v0 ∈ Lq+1 von (2.8). Die Schwierigkeit besteht nun darin, zu zeigen, dass v0 eine
nichttriviale Lösung von (2.8) ist, d.h. dass v0 6= 0. Wir werden das in den folgenden Abschnitten mit
Hilfe von Concentration-Compactness Argumenten tun, zunächst im Falle periodischer Koeffizienten
V, Γ, danach im Falle von Koeffizienten mit Grenzflächenstruktur gemäß (2.2).
2.4 Das Lemma von Pierre Louis Lions
Als weiteres Hilfsmittel benutzen wir nun das „Concentration-Compactness“ Lemma von Pierre Louis
Lions, vgl. [Lio84, Lemma I.1] in Banachraumversion. Den Beweis führen wir aufbauend auf einer
Darstellung von Michel Willem [Wil96, Lemma 1.21]:
Lemma 2.4.1 (P. L. Lions, 1984). Es sei (uk) eine beschränkte Folge in W2,s(Rn) für s ∈ (1, ∞) und es







|uk|s dx = 0. (2.27)
Dann gilt uk → 0 in Lt für alle t ∈ (s, s∗∗).













für alle ϑ ∈ (0, 1) und alle y ∈ Rn. Für beliebiges t ∈ (s, s∗∗) können wir nun ϑ = st wählen und
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Jetzt überdecken wir Rn mit Kugeln vom Radius r, sodass jeder Punkt in Rn in höchstens n + 1
dieser Kugeln enthalten ist. Dann folgt








und die Beschränktheit von (uk) in W2,s sowie (2.27) liefern uns schließlich uk → 0 in Lt für alle
t ∈ (s, s∗∗). 
Damit beweisen wir nun eine Konzentrationseigenschaft für Folgen in der Nehari-Mannigfaltigkeit
N:















|uk|s dx > 0.
Beweis: Nach Lemma 2.3.6 (c) ist (vk) beschränkt in Lq+1. Aus Proposition 2.1.3 folgt somit auch
die Beschränktheit der Folge (uk) in W2,q+1 und damit – nach dem Sobolev’schen Einbettungssatz
– in Ls für alle s ∈ [q + 1, (q + 1)∗∗]. Wäre nun die Aussage von Proposition 2.4.2 falsch, so gäbe es
r0 > 0 und s0 ∈ [q + 1, (q + 1)∗∗) mit













und die Beschränktheit von (uk) sowie das Concentration-Compactness Lemma 2.4.1 von Pierre Louis

















p+1 → 0 für k→ ∞, im Widerspruch zu vk ∈ N. 
Im Existenzbeweis für duale Grundzustände des Grenzflächenproblems werden wir auch die fol-
gende modifizierte Varianten von Proposition 2.4.2 benutzen:
Proposition 2.4.3. Für a > 0 sei Sa = (−a, a)×Rn−1 der Streifen in Rn um die Hyperebene x1 = 0 mit







|uk|s0 dx = 0.
Dann gilt uk → 0 in Ls(Sa) für alle s ∈ (s0, s∗∗0 ).
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Beweis: Es sei s ∈ (s0, s∗∗0 ). Wie im Beweis von Lemma 2.4.1 erhalten wir dann∫
Br(y)




wobei ϑ = s0s und c > 0 die Sobolev-Konstante ist, und wählen wiederum eine Überdeckung
B = {Bi : i ∈ I} von Rn, wobei jedes Bi eine Kugel vom Radius r ist und jeder Punkt in Rn in
höchstens n + 1 Kugeln Bi enthalten ist. Setzen wir nun B′ := {B ∈ B : B = Br(y) mit y ∈ Sa}, so
ist B′ eine Überdeckung von Sa und jeder Punkt in Sa liegt in höchstens n + 1 Kugeln aus B′. Da
r < a, ist ferner
⋃












‖uk‖s0W2,s0 (S2a) = 0.
Da s ∈ (s0, s∗∗0 ) beliebig gewählt war, folgt hieraus uk → 0 in Ls(Sa) für alle s ∈ (s0, s∗∗0 ). 
2.5 Existenz dualer Grundzustände bei periodischen
Koeffizienten
In diesem Abschnitt nehmen wir nun an, dass die Koeffizienten V und Γ von (2.1) in jeder Koordi-
natenrichtung x1, . . . , xn 1-periodisch seien. Wir beweisen den folgenden Satz:
Bemerkung 2.5.1. Für a ∈ Zn und v ∈ Lq+1 sei τav(x) = v(x− a). Dann gilt:
(a) J(τav) = J(v) und J′(τav) = J′(v).
(b) τaL−1 = L−1τa.
Beweis: (a) ist unmittelbar klar. Für (b) wählen wir v ∈ Lq+1 und u ∈ W2,q+1 mit u = L−1v. Dann
ist zunächst τaL−1v(x) = u(x− a) = τau. Andererseits gilt
−∆u(x− a) + V(x)u(x− a) = −∆u(x− a) + V(x− a)u(x− a) = v(x− a),
d.h. L(τau) = τav und damit τaL−1v = τau = L−1τav. 
Bevor wir das Variationsproblem (2.14) untersuchen, sollten wir folgendes sicherstellen:
Bemerkung 2.5.2. N 6= ∅.
Beweis: Nach Satz 1.2.3 besitzt die nichtlineare Schrödingergleichung (2.1) mit periodischen Koef-
fizienten V und Γ einen (echten) Grundzustand u∗ ∈ H1 \ {0}. Dann ist
v∗ = Γ(x)p/(p+1)|u∗|p−1u∗ ∈ Lq+1 \ {0}
nach Satz 2.2.3 eine Lösung der dualen Gleichung (2.8), d.h. J′(v∗) = 0. Insbesondere liegt v∗ in der
Nehari-Mannigfaltigkeit N. 
Nun können wir also mit dem Beweis der Existenz auch dualer Grundzustände von (2.1) beginnen.
Dafür untersuchen wir das Konvergenzverhalten der in Proposition 2.3.12 gefundenen Folge (vk)
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in N mit J(vk) → m und J′(vk) → 0 und zeigen, dass (vk) schwach gegen eine Lösung von (2.8)








Nach Voraussetzung (A3) ist p + 1 ∈ (q + 1, (q + 1)∗∗) und nach Proposition 2.4.2 existieren ρ, δ > 0
sowie eine Folge (yk) in Rn, sodass∫
Bρ(yk)
|uk|p+1 dx ≥ δ für alle k ∈N (2.29)
entlang einer Teilfolge von (uk). Nun sei (a(k)) eine Folge von Punkten in Zn, sodass die Folge
(y(k) − a(k)) beschränkt ist, und





|uk|p+1 ≥ δ für alle k ∈N.

















= τ−ak uk = uk(·+ ak)





für fast alle k ∈N, (2.30)
wobei wir B := Br(0) gesetzt haben. Nun ist (ṽk) eine Folge in N und somit beschränkt. Entlang
einer weiteren Teilfolge (ṽk) können wir also annehmen, dass
ṽk ⇀ v0 in Lq+1,
ũk ⇀ u0 in W2,q+1,
ũk ⇀ u0 in Ls für alle s ∈ [q + 1, (q + 1)∗∗],
ũk → u0 in Lsloc für alle s ∈ [q + 1, (q + 1)
∗∗)






Ferner folgt insbesondere uk → u0 in L2(B) und nach (2.30) somit u0 6= 0 und v0 6= 0. Nach (2.13)
gilt ferner
J′(ṽk) = |ṽk|q−1ṽk − Kṽk für alle k ∈N (2.31)
in (Lq+1)∗ ∼= Lp+1 und damit
|ṽk|q−1ṽk ⇀ Kv0 = Γ(x)
1
p+1 u0 in Lp+1.
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Als nächstes zeigen wir, dass
|ṽk|q−1ṽk → Γ(x)
1
p+1 u0 in L
p+1
loc . (2.32)
entlang einer Teilfolge von (ṽk). Dafür sei Sm := Bm(0) die abgeschlossene Kugel um 0 mit Radius
m ∈N und δ > 0. Nach Proposition 2.1.3(b) ist K lokal kompakt, d.h. wir finden k0 ∈N mit
‖Kṽk − Kṽj‖Lp+1(Sm) ≤
δ
2
für alle j, k ≥ k0.




für alle j, k ≥ k0.
Nach (2.31) ist dann∫
Sm
(


















|ṽk|q−1ṽk ϕ− |ṽj|q−1ṽj ϕ
)
dx
∣∣∣∣ : ‖ϕ‖Lq+1(Sm) = 1
}
≤ ‖J′(ṽk)− J′(ṽj)‖p+1 + ‖Kṽk − Kṽj‖Lp+1(Sm) ≤ δ
für alle j, k ≥ k0, d.h. |ṽk|q−1ṽk → Γ(x)
1
p+1 u0 in Lp+1(Sm). Schöpfen wir nun Rn aus durch die Folge
(Sm)m∈N, so liefert ein Diagonalfolgenargument |ṽk|q−1ṽk → Γ(x)
1
p+1 u0 in L
p+1
loc und damit – unter
erneuter Auswahl einer Teilfolge – insbesondere fast überall auf Rn. Mit f (s) = |s|p−1s erhalten wir
also auch
ṽk(x) = f (|ṽk(x)|q−1ṽk(x))→ Γ(x)
p
p+1 |u0(x)|p−1u0(x) =: w0(x) für fast alle x ∈ Rn.
Wir zeigen nun, dass v0 = w0. Dazu sei S eine beliebige kompakte Teilmenge des Rn. Da ṽk ∈
Lq+1(S) liefern (2.32) und [Wil96, Lemma A.1] die Existenz einer Funktion h ∈ L(q+1)/q(S) =
Lp+1(S) mit |ṽk(x)|q ≤ h(x) für fast alle x ∈ S. Dann gilt aber auch |ṽk(x)| ≤ h(x)1/q für fast alle
x ∈ Rn und h1/q ∈ Lq+1(S). Für alle ϕ ∈ Lp+1(S) ist damit |h1/q ϕ| ∈ L1(S) und aus dem Satz von





ṽk ϕ dx =
∫
S
w0 ϕ dx für alle ϕ ∈ Lp+1(S).




p+1 |u0|p−1u0 bzw. |v0|q−1v0 = Γ(x)1/(p+1)u0
und es gilt insbesondere |ṽk|q−1ṽk → |v0|q−1v0 in L
p+1
loc .
Nun sei ϕ ∈ C∞0 (Rn) und S := supp ϕ. Mit der Hölderschen Ungleichung erhalten wir dann














+ ‖K̃vk − Kv0‖Lp+1(S)
)
‖ϕ‖Lq+1(S).
Da K̃vk → Kv0 in Lp+1(S) nach Proposition 2.1.3(b) sowie




J′(ṽk)ϕ = 0 für alle ϕ ∈ C∞0 ,
d.h. J′(v0) = 0. Also ist v0 eine Lösung von (2.8), d.h. v0 ∈ N. Da ṽk → v0 fast überall in Rn,




















|v0(x)|q+1 dx = J(v0).
Also ist v0 ein Minimierer von J auf N und somit ein starker Grundzustand von (2.8). Insgesamt
haben wir den folgenden Satz bewiesen:
Satz 2.5.3. Sind V, Γ ∈ L∞(Rn) periodisch in jeder Raumvariablen xi (i = 1, . . . , n) und gelten die
Voraussetzungen (H1)-(H3), so besitzt die nichtlineare Schrödingergleichung
−∆u + V(x)u = Γ(x)|u|p−1u in Rn
einen starken dualen Grundzustand u∗ ∈ H2(Rn) \ {0}.
2.6 Die Nehari-Mannigfaltigkeit im Grenzflächenfall
Nun untersuchen wir den Grenzflächenfall. Die Koeffizienten V und Γ in der nichtlinearen Schrö-
dingergleichung (2.1) seien also gegeben durch
V(x) =
{
V1(x), für x ∈ Rn+,
V2(x), für x ∈ Rn−
und Γ(x) =
{
Γ1(x), für x ∈ Rn+,
Γ2(x), für x ∈ Rn−
mit 1-periodischen Funktionen Vi, Γi ∈ L∞(R). Die entsprechenden Schrödingeroperatoren bezeich-
nen wir wieder mit L und Li. Nach der Voraussetzung (H2) gilt 0 /∈ σ(L1) ∪ σ(L2). Nach Satz 2.5.3
besitzt (2.3) somit für i = 1, 2 einen starken dualen Grundzustand
u∗i = Γi(x)
− 1p+1 |v∗i |q−1v∗i ∈ H2 \ {0},
wobei v∗i ∈ Lq+1 \ {0} ein starker Grundzustand der zugehörigen dualen Gleichung
Kiv = |v|q−1v in Rn (2.33)
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Ni := {v ∈ Lq+1 \ {0} : J′i (v)v = 0},
d.h. es gilt
mi := Ji(v∗i ) = min{Ji(v) : v ∈ Ni}. (2.34)
Denselben variationellen Ansatz wollen wir nun verfolgen um die Existenz von Grundzuständen






auf Lq+1 und untersuchen die zu (2.1) duale Gleichung
Kv = |v|q−1v in Rn (2.35)
für Funktionen v ∈ Lq+1. Ihre Lösungen entsprechen den kritischen Punkten des Eulerfunktionals











und starke Grundzustände von (2.35) entsprechen den Lösungen des Variationsproblems
m := inf{J(v) : v ∈ N}, wobei N := {v ∈ Lq+1 \ {0} : J′(v)v = 0}. (2.36)
Die erste Aufgabe ist es nun nachzuweisen, dass N 6= ∅. Dies erfordert mehr Aufwand als im Fall
rein periodischer Koeffizienten, aber die hier zu führenden Rechnungen werden sich auch später
noch als nützlich erweisen.
Einer Idee von David Arcoya, Silvia Cingolani und José Luis Gámez aus [ACG99] folgend werden
wir u∗1 und v
∗
1 nun weit nach rechts und damit weg von der Grenzfläche x1 = 0 verschieben:
Definition & Bemerkung 2.6.1. Es sei der Einheitsvektor e1 := (1, 0, . . . , 0) ∈ Rn. Wir betrachten die
Folgen (ut)t∈N in H1 und (vt)t∈N in Lq+1 mit
ut(x) := u∗1(x− te1) und vt(x) := v∗1(x− te1) für alle x ∈ R und alle t ∈N.
Nach Satz 2.2.3 gilt dann
vt = Γ1(x)
p










für alle t ∈N.
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Lemma 2.6.2. Es existieren α0 > 0 und zu jedem α ∈ (0, α0) eine Konstante Cα > 0, sodass für alle t ∈N
die folgenden Abschätzungen gelten:
(a) |ut(x)| ≤ Cαe−αt für alle x ∈ Rn−,
(b) ‖ut‖Lr(Rn−) ≤ Cαe
−αt für alle r ≥ 1.
Beweis: Zu (a). Nach Satz 1.2.2 existieren α0 > 0 und zu jedem α ∈ (0, α0) eine Konstante Cα > 0
mit



















|xk| für alle x = (x1, . . . , xn) ∈ Rn.
Somit erhalten wir für alle t ∈N und alle x ∈ Rn−:
|ut(x)| = |u∗1(x− te1)| ≤ Cα exp
(














































































|ut|p−1ut − (V(x)−V1(x))ut, (2.37)
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so gilt ∫
Rn


























vt(K− K1)vt dx = 0. (2.39)
Beweis: Nach Bemerkung 2.6.1 ist∫
Rn


















































Der besseren Übersichtlichkeit halber werden wir bei den folgenden Rechnungen das Argument







und ht := zt − ut. (2.42)
Nach Bemerkung 2.6.1 gilt dann
Lzt = Γ
1












p+1 |ut|p−1ut = Lut + Lht = L1ut + Lht + (V −V1)ut














|ut|p−1ut − (V −V1)ut = gt.
Aus (2.40) erhalten wir also weiter
∫
Rn



































p+1 |ut|p−1ut L−1gt dx.
42 KAPITEL 2. DUALE GRUNDZUSTÄNDE INDEFINITER GRENZFLÄCHENPROBLEME
Mit Hilfe der Definition von gt und der Symmetrie von L−1, siehe Lemma 2.1.4, folgt nun∫
Rn






































































∣∣∣∣ = O(e−2αt) (2.45)




und aus der Definition von gt sowie Lemma 2.6.2 erhalten wir ferner ‖gt‖Lq+1(Rn−) = O(eαt) für
t → ∞. Da gt ≡ 0 auf Rn+ folgt somit insbesondere die Beschränktheit der Folge (gt)t∈N in Lq+1
und aus der Stetigkeit von L−1 somit auch die Beschränktheit der Folge (L−1gt)t∈N in Lp+1. Die
Aussage von Lemma 2.6.3 ist somit vollständig bewiesen. 
Damit können wir die Funktionen vt für hinreichend große t ∈ N auf die Nehari-Mannigfaltigkeit
N projizieren:
Proposition 2.6.4. Es existieren t0 ∈ N und st > 0, sodass stvt ∈ N für alle t ≥ t0. Insbesondere ist
damit N 6= ∅.














Da ‖vt‖q+1 > 0, existiert nach Lemma 2.6.3 somit t0 ∈N, sodass∫
Rn
vtKvt dx > 0 für alle t ≥ t0.
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wählen. 
Aus den obigen Rechnungen können wir noch eine weitere wichtige Beobachtung über die mini-
malen Energieniveaus m, m1, m2 der Variationsprobleme (2.36) und (2.34) festhalten:
Proposition 2.6.5. Es gilt stets m ≤ min{m1, m2}.
Beweis: Ist st die positive Lösung von (2.46), so lieftert (2.39) nun st → 1 für t → ∞. Da stvt ∈ N,
gilt ferner















wobei wir die Periodizität der Koeffizienten V1 und Γ1 verwendet haben. Im Grenzwert t → ∞
ergibt sich aus (2.47) somit m ≤ m1.
Setzt man statt vt = v∗1(· − te1) nun vt := v∗2(· − te1), wobei v∗2 ein starker Grundzustand der






vt(K− K2)vt dx = 0,
wenn man überall die Indizes 1 und 2 vertauscht und die Integrale über Rn− durch Integrale über
Rn+ ersetzt. Wie in (2.47) folgt dann m ≤ s
q+1
t m2 und st → 1 für t→ ∞ und damit auch m ≤ m2. 
2.7 Existenz dualer Grundzustände im Grenzflächenfall
Mit Proposition 2.6.4 können wir uns nun an die Untersuchung des Variationsproblems (2.36) ma-
chen. Unser Hauptresultat ist das folgende Existenzkriterium für duale Grundzustände.
Satz 2.7.1. Ist m < {m1, m2}, so besitzt die nichtlineare Schrödingergleichung
−∆u + V(x)u = Γ(x)|u|p−1u in Rn
unter den Annahmen (H1) bis (H3) einen starken dualen Grundzustand u∗ ∈ H2(Rn).
Dieser Satz wurde in der Arbeit [DPR11] bereits im positiv definiten Fall 0 < min σ(L) als Exis-
tenzkriterium für starke Grundzustände von (2.1) bewiesen, siehe Satz 1.2.4. Wir werden nun den
Argumenten dieser Arbeit folgen um das Kriterium auch im indefiniten Fall und für starke duale
Grundzustände zu zeigen.
Dabei untersuchen wir wieder die in Proposition 2.3.12 gefundene Folge (vk) in der Nehari-Mannig-
faltigkeit N mit J(vk)→ m und J′(vk)→ 0. (vk) ist beschränkt nach Lemma 2.3.6, d.h. entlang einer
Teilfolge konvergiert (vk) schwach gegen eine Lösung v0 von (2.35).
Nach Proposition 2.6.5 gilt stets m ≤ min{m1, m2}. Die Bedingung m < min{m1, m2} benötigen wir,
um sicherzustellen, dass v0 6= 0. Dies erfordert verglichen mit dem Fall periodischer Koeffizienten
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|uk|s dx > 0 für alle r > 0 und alle s ∈ [q + 1, (q + 1)∗∗). (2.48)
Für δ > 0 sei χδ : R −→ [0, 1] eine unendlich oft differenzierbare Funktion mit
χδ(t) =
{
1, wenn t ≥ δ,
0, wenn t ≤ 0.
Dann gilt |χ′δ(t)| ≤ Cδ und |χ′′δ (t)| ≤ Cδ für alle t ∈ R mit einer Konstanten Cδ > 0. Mit χδ erklären
wir nun die Abschneidefunktionen χ±δ ∈ C
∞ durch
χ±δ (x1, . . . , xn) := χδ(±x1).
Man beachte, dass supp χ±δ = R
n
± und supp∇χ±δ ⊂ Sδ, wobei
Sδ := (−δ, δ)×Rn−1
der Streifen in Rn um die Hyperebene x1 = 0 mit Weite 2δ ist.
Lemma 2.7.2. Die Funktionen u±k und v
±
k seien gegeben durch
u±k := ukχ
±







‖uk‖W2,q+1(Sδ) = 0. (2.49)
Dann gelten für k→ ∞ die folgenden Asymptotiken:
(a) uk = u+k + u
−
k + Rk, wobei ‖Rk‖p+1 → 0,
vk = v+k + v
−
k + rk, wobei ‖rk‖q+1 → 0,
(b) J(vk) = J1(v+k ) + J2(v
−
k ) + o(1),
(c) J′(vk) = J′1(v
+




k ) + o(1).
In (c) ist die Konvergenz dabei im Sinne von (Lq+1)∗ = Lp+1 zu verstehen ist.
Beweis: Zunächst ist supp u±k ⊂ R
n









alle x ∈ Rn. Also gilt
v+k = Γ1(x)
− 1p+1 L1u+k , bzw. v
−
k = Γ2(x)
− 1p+1 L2u−k .
Zu (a): Es ist uk = u+k + u
−




δ ). Da supp Rk ⊂ Sδ, liefert (2.49)
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‖Rk‖p+1 → 0 für k→ ∞. Weiter gilt:
Luk = −∆uk + V1(x)uk1Rn+ + V2(x)uk1Rn−
= −∆uk + V1(x)u+k + V2(x)u
−
k + V1(x)(uk − u
+
k )1{x1∈(0,δ)} + V2(x)(uk − u
−
k )1{x1∈(−δ,0)}




r̃k = −∆(uk − u+k − u
−
k ) + V1(x)(uk − u
+
k )1{x1∈(0,δ)} + V2(x)(uk − u
−
k )1{x1∈(−δ,0)}. (2.50)
Weiter ist ∆u±k = (∆uk)χ
±




δ ) und somit











Aus der Beschränktheit der Ableitungen von χδ folgt dann
‖∆(uk − u+k − u
−





für k → ∞, sodass (2.49) und (2.50) schließlich r̃k → 0 in Lq+1 liefern. Die Aussage für vk erhalten
wir nun mit rk := Γ(x)−1/(p+1) r̃k.
Zu (b): Wie in Lemma 2.2.4 (a) zeigt man, dass∣∣∣|a + b|q+1 − |a|q+1∣∣∣ ≤ (q + 1) 2q (|a|q + |b|q) |b| für alle a, b ∈ R.
Da die Träger von v+k und v
−















∣∣∣|v+k + v−k + rk|q+1 − |v+k + v−k |q+1∣∣∣ dx





















wobei wir im letzten Schritt die Höldersche Ungleichung verwendet haben. Weil die Folgen (vk)
und damit auch (v+k + v
−
k ) in L










q+1 dx + o(1).
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‖Lu±k ‖Lq+1(Sδ) ≤ ‖(∆uk)χ
±







≤ C‖uk‖W2,q+1(Sδ) → 0






Rk(Luk + Lu+k + Lu
−
























k dx + o(1)
sodass Teil (b) bewiesen ist.
Zu (c): Nach Lemma 2.2.4 (b) gilt∣∣∣|a + b|q−1(a + b)− |a|q−1a∣∣∣ ≤ 2|b|q für alle a, b ∈ R.
Ist nun ϕ ∈ Lq+1, so erhalten wir mit Hilfe von Teil (a), der Disjunktheit der Träger von v+k und v
−
k


















Da rk → 0 in Lq+1 bedeutet dies




q−1v−k + o(1) in L
p+1




























































und da ‖Rk‖Lp+1(Sδ) → 0 nach Teil (a) folgt somit die Behauptung von Teil (c). 
Die Aussage der nächsten Proposition ist nun die zentrale Beobachtung für den Beweis des Exis-
tenzkriteriums von Satz 2.7.1:
Proposition 2.7.3. Ist lim inf
k→∞
‖uk‖W2,q+1(Sδ) = 0, so gilt m ≥ min{m1, m2}.
Beweis: Weil q + 1 < p + 1 < (q + 1)∗∗, finden wir nach Proposition 2.4.2 eine Teilfolge von (uk),
eine Folge (y(k)) von Punkten in Rn sowie ε, ρ > 0, sodass∫
Bρ(y(k))
|uk|p+1 dx ≥ ε für alle k ∈N.
Wählen wir weiterhin Punkte a(k) ∈ Zn und einen Radius r, sodass die Folge (a(k)− y(k)) beschränkt
ist und
r > ρ + sup
k∈N
|a(k) − y(k)|,
so erhalten wir daraus ∫
Br(a(k))
|uk|p+1 dx ≥ ε für alle k ∈N. (2.51)
Wir schreiben a(k) = (a(k)1 , . . . , a
(k)
n ) und unterscheiden die folgenden drei Fälle:
Fall 1: Die Folge (a(k)1 ) ist beschränkt.
Fall 2: Längs einer Teilfolge gilt a(k)1 → +∞.
Fall 3: Längs einer Teilfolge gilt a(k)1 → −∞.
Zu Fall 1: Ist die Folge (a(k)1 ) beschränkt, so betrachten wir die Vektoren ã
(k) = (0, a(k)2 , . . . , a
(k)
n ) ∈ Zn
und setzen ṽk := vk(· + ã(k)) sowie ũk := L−1[Γ(x)1/(p+1)ṽk]. Wir zeigen, dass die Folge (ṽk)
schwach in Lq+1 gegen eine Lösung von (2.35) konvergiert. Die Argumentation verläuft dabei ana-
log zum periodischen Fall. Da wir auf die Argumente in Fall 2 jedoch zurückgreifen werden, führen
wir sie zur besseren Nachvollziehbarkeit des gesamten Beweises gleichwohl noch einmal aus.
Wie in Bemerkung 2.5.1 erhalten wir aus der Periodizität der Koeffizienten V, Γ in den Variablen
x2, . . . , xn dann ũk = uk(· + ã(k)). Weiterhin finden wir wegen (2.51) und der Beschränktheit der
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Folge (a(k)1 ) einen Radius R > 0 mit∫
B
|ũk|p+1 dx ≥ ε für alle k ∈N, (2.52)
wobei B := BR(0). Wiederum aus der Periodizität von V und Γ in x2, . . . , xn folgt, dass (ṽk) eine
Folge in der Nehari-Mannigfaltigkeit N ist mit J(ṽk)→ m und J′(ṽk)→ 0 für k→ ∞. Insbesondere
ist (ṽk) somit beschränkt in Lq+1 und wir finden Funktionen v0 ∈ Lq+1 sowie u0 ∈ W2,q+1, sodass
entlang einer weiteren Teilfolge von (ṽk) gilt:
ṽk ⇀ v0 in Lq+1,
ũk ⇀ u0 in W2,q+1,
ũk ⇀ u0 in Ls für alle s ∈ [q + 1, (q + 1)∗∗],
ũk → u0 in Lsloc für alle s ∈ [q + 1, (q + 1)
∗∗).




, und da insbesondere ũk → u0 in
Lp+1(B), ist u0 6= 0 nach (2.52). Damit ist auch v0 6= 0. In Lp+1 = (Lq+1)∗ gilt nun
J′(ṽk) = |ṽk|q−1ṽk − Kṽk, (2.53)
und damit ferner
|ṽk|q−1ṽk ⇀ Kv0 = Γ(x)
1
p+1 u0 in Lp+1.
Als nächstes zeigen wir, dass
|ṽk|q−1ṽk → Γ(x)
1
p+1 u0 in L
p+1
loc (2.54)
längs einer Teilfolge von (ṽk). Dafür sei Sm := Bm(0) die abgeschlossene Kugel um 0 mit Radius
m ∈N und δ > 0. Nach Proposition 2.1.3(b) ist K lokal kompakt, d.h. wir finden k0 ∈N mit
‖Kṽk − Kṽj‖Lp+1(Sm) ≤
δ
2
für alle j, k ≥ k0.




für alle j, k ≥ k0.
Nach (2.53) ist dann∫
Sm
(


















|ṽk|q−1ṽk ϕ− |ṽj|q−1ṽj ϕ
)
dx
∣∣∣∣ : ‖ϕ‖Lq+1(Sm) = 1
}
≤ ‖J′(ṽk)− J′(ṽj)‖Lp+1(Sm) + ‖Kṽk − Kṽj‖Lp+1(Sm) ≤ δ
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für alle j, k ≥ k0, d.h. |ṽk|q−1ṽk → Γ(x)1/(p+1)u0 in Lp+1(Sm). Schöpfen wir nun Rn aus durch die
Folge (Sm)m∈N, so liefert ein Diagonalfolgenargument schließlich (2.54). Insbesondere gilt entlang
einer weiteren Teilfolge dann
|ṽk(x)|q−1ṽk(x)→ Γ(x)
1
p+1 u0(x) für fast alle x ∈ Rn (2.55)
und mit f (s) = |s|p−1s erhalten wir daraus
ṽk(x) = f (|ṽk(x)|q−1ṽk(x))→ Γ(x)
p
p+1 |u0(x)|p−1u0(x) =: w0(x) für fast alle x ∈ Rn.
Wir zeigen nun, dass v0 = w0. Dazu sei S eine beliebige kompakte Teilmenge des Rn. Nach (2.54)
und [Wil96, Lemma A.1] existiert eine Funktion h ∈ L(q+1)/q(S) = Lp+1(S) mit |ṽk(x)|q ≤ h(x) für
fast alle x ∈ S. Dann gilt aber auch |ṽk(x)| ≤ h(x)1/q für fast alle x ∈ Rn und h1/q ∈ Lq+1(S). Für





ṽk ϕ dx =
∫
S
w0 ϕ dx für alle ϕ ∈ Lp+1(S).




p+1 |u0|p−1u0 bzw. |v0|q−1v0 = Γ(x)1/(p+1)u0
und es gilt insbesondere |ṽk|q−1ṽk → |v0|q−1v0 in L
p+1
loc . Ist nun ϕ ∈ C
∞
0 und S := supp ϕ, so erhalten














+ ‖K̃vk − Kv0‖Lp+1(S)
)
‖ϕ‖Lq+1(S). (2.56)
Da Kvk → Kv0 in Lp+1(S) nach Proposition 2.1.3(b) und |ṽk|q−1ṽk → |v0|q−1v0 in L
p+1
loc , folgt hieraus
J′(v0)ϕ = lim
k→∞
J′(ṽk)ϕ = 0 für alle ϕ ∈ C∞0 (Rn),
d.h. J′(v0) = 0 und v0 ist eine Lösung von
Kv = |v|q−1v in Rn.
Nach Satz 2.2.3 ist dann aber u0 ∈ W2,q+1 eine starke Lösung der nichtlinearen Schrödingerglei-
chung (2.1) mit Koeffizienten V und Γ. Nach Voraussetzung gilt nun ũk → 0 in W2,q+1(Sδ) für
k → ∞ und damit u0 ≡ 0 auf Sδ. Aus dem Prinzip von der eindeutigen Fortsetzbarkeit (vgl. dafür
[ABG81] oder [SS80]) folgt somit u0 ≡ 0 auf Rn und damit ein Widerspruch zu (2.52). Das beweist,
dass Fall 1 nicht auftreten, d.h. (a(k)1 ) nicht beschränkt sein kann.






− 1p+1 L1u+k , v
−
k := Γ2(x)
− 1p+1 L2u−k .
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p+1 dx + o(1) ≥ ε
für k→ ∞ und damit∫
Br(a(k))
|u+k |






p+1 dx ≥ ε
3














− 1p+1 L2ũ−k .
Mit B := Br(0) erhalten wir dann∫
B
|ũ+k |






p+1 dx ≥ ε
3
.







p+1 dx = 0.
In unserem Fall folgt also ∫
B
|ũ+k |
p+1 dx ≥ ε
3
für fast alle k ∈N. (2.57)
Weil die Folgen (vk) und damit auch (ṽk) und (ṽ+k ) in L
q+1 beschränkt sind, können wir entlang
einer Teilfolge annehmen, dass
ṽ+k ⇀ v0 in L
q+1,
ũ+k ⇀ u0 in W
2,q+1,
ũ+k → u0 in L
s
loc für alle s ∈ [q + 1, (q + 1)
∗∗),
ũ+k (x)→ u0(x) fast überall in R
n,




∈ W2,q+1. Nun gilt insbesondere ũ+k → u0 in
Lp+1(B) und nach (2.57) somit u0 6= 0. Also ist auch v0 6= 0. Wenn wir nun zeigen können, dass
J′1(ṽ
+
k )→ 0 in L
p+1
loc (2.58)
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für k→ ∞, so folgt mit denselben Argumenten wie in Fall 1
|ṽ+k |
q−1v+k ⇀ |v0|
q−1v0 = Γ1(x)1/(p+1)u0 in Lp+1,
|ṽ+k |
q−1v+k → |v0|
q−1v0 = Γ1(x)1/(p+1)u0 in L
p+1
loc .
Zum Beweis von (2.58) sei S eine kompakte Teilmenge des Rn und ϕ ∈ Lq+1(S). Wir betrachten
zunächst J′2(ṽ
−






1 → ∞, gilt supp v
−
k ∩ (S + a









(k))dy = 0 (2.59)
für k ≥ k0. Weil auch supp u−k ⊂ R
n

























p+1 u−k (y)dy = 0. (2.60)
(2.59) und (2.60) liefern zusammen
J′2(ṽ
−
k )ϕ = 0 für alle k ≥ k0. (2.61)



























Insbesondere erhalten wir für
ϕk(x) :=
{

















Für k→ ∞ gilt also:
|J′1(ṽ+k )ϕ|
(2.64)
= |J′(vk)ϕk − J′2(ṽ−k )ϕk|+ o(1)
(2.61)
= |J′(vk)ϕk|+ o(1)
≤ ‖J′(vk)‖p+1‖ϕ‖Lq+1(S) + o(1).
Da J′(vk)→ 0 in Lp+1 erhalten wir daraus J′1(ṽ
+
k )→ 0 in L
p+1(S). (2.58) ist somit bewiesen. Wie in
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Fall 1 erhalten wir nun
|ṽ+k |
q−1ṽ+k ⇀ |v0|
q−1v0 = Γ1(x)1/(p+1)u0 in Lp+1 sowie
|ṽ+k |
q−1ṽ+k → |v0|
q−1v0 = Γ1(x)1/(p+1)u0 in L
p+1
loc ,
woraus wie in (2.56) dann J′1(ṽ
+
k )ϕ → J
′
1(v0)ϕ für k → ∞ folgt. Insgesamt ist somit J′1(v0) = 0, d.h.
v0 ist eine nichttriviale Lösung von
K1v = |v|q−1v in Rn












































Aus Lemma 2.7.2(b) und erhalten wir somit
m = lim inf
k→∞
(






















































v0∈N1= J1(v0) = m1.
Zu Fall 3: Verglichen mit Fall 2 müssen wir nun die Rollen von u+k und u
−
k vertauschen, d.h. statt
(2.57) gilt nunmehr ∫
B
|ũ−k |
p+1 dx ≥ ε
3
für fast alle k ∈N.
Mit denselben Argumenten und Rechnungen wie in Fall 2 erhalten wir dann m ≥ m2. 
Zum Beweis der nächsten Proposition 2.7.7 werden uns nun die Lemmata 2.7.5 und 2.7.6 führen. Zu-
vor bringen wir noch eine kurze Bemerkung über die Elemente des Dualraumes W−1,s = (W1,s
′
)∗:
Bemerkung 2.7.4. Es seien s, s′ ∈ (1, ∞) so gewählt, dass 1s +
1
s′ = 1, sowie f ∈ L
s und g ∈ (Ls)n. Wir
setzen dann
( f +∇ · g)[ϕ] :=
∫
Rn
( f ϕ− g · ∇ϕ)dx für alle ϕ ∈W1,s′ .
Mit Hilfe der Hölderschen Ungleichung sieht man, dass auf diese Weise durch f +∇ · g ein Funktional im
Raum W−1,s erklärt wird mit
‖ f +∇ · g‖−1,s ≤ (‖ f ‖s + ‖g‖s) .
Für das nächste Lemma benötigen wir nun den Zusammenhang zwischen den Sobolev-Räumen
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Wm,s für m ∈N0 ∪ {−1} und s ∈ (1, ∞) und den Besselpotentialräumen
Lα,s := {u ∈ Ls : F−1(1 + |ξ|2)α/2F u ∈ Ls}
für α ∈ R und s ∈ (1, ∞). Dabei ist F die Fouriertransformation auf dem Raum S ′ der temperierten
Distributionen. Auf Lα,s wird durch
‖u‖Lα,s := ‖F−1(1 + |ξ|2)α/2F u‖s
eine Norm erklärt. Nach [Ste86, Chapter V.3, Theorem 3] sowie [AF08, 7.63] ist Lm,s = Wm,s für m ∈
N0 ∪ {−1} und s ∈ (1, ∞) und die entsprechenden Normen ‖ · ‖Lm,s bzw. ‖ · ‖m,s sind äquivalent,
d.h. mit einer Konstanten γ > 0 gilt
γ−1‖u‖Lm,s ≤ ‖u‖m,s ≤ γ‖u‖Lm,s (2.65)
Lemma 2.7.5. Der Operator (I − ∆)−1 : W−1,s −→W1,s ist stetig für alle s ∈ (1, ∞). Insbesondere gilt
‖u‖1,s ≤ c (‖∆u‖−1,s + ‖u‖s) für alle u ∈W1,s
mit einer Konstanten c > 0.
Beweis: Es sei u ∈W1,s = L1,s. Dann sind u, ∆u ∈W−1,s = L−1,s und es gilt:
‖∆u− u‖L−1,s = ‖F−1(1 + |ξ|2)−1/2F (−∆u + u)‖s
= ‖F−1(1 + |ξ|2)−1/2(1 + |ξ|2)F u‖s
= ‖F−1(1 + |ξ|2)1/2F u‖s
= ‖u‖L1,s
und nach (2.65) somit
‖∆u− u‖−1,s ≥ γ−1‖∆u− u‖L−1,s = γ−1‖u‖L1,s ≥ γ−2‖u‖1,s.
Daraus folgt die Stetigkeit von (I − ∆)−1 : W−1,s −→W1,s und ferner
‖u‖1,s ≤ γ2 (‖∆u‖−1,s + ‖u‖−1,s) .
Nach Bemerkung 2.7.4 ist ‖u‖−1,s ≤ ‖u‖s und wir erhalten die Behauptung. 
Damit zeigen wir nun das letzte Hilfsresultat für Proposition 2.7.7:





für alle u ∈W2,s
mit einer Konstanten C = C(δ) > 0.
Beweis: Es sei u ∈ W2,s und −∆u + u =: f in Rn mit einer Funktion f ∈ Ls. Den Buchstaben C
verwenden wir als ein Symbol für – möglicherweise verschiedene – von u unabhängige positive
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Konstanten. Ferner sei χ1 ∈ C∞0 eine Abschneidefunktion mit
χ1(x) =
{
1, für |x| < 2δ,
0, für |x| > 3δ,
und |∇χ1(x)| ≤ C
sowie u1 := uχ1. Dann gilt
−∆u1 + u1 = (−∆u)χ1 − (∆χ1)u− 2∇u · ∇χ1 + uχ1 = f χ1 − u(∆χ1)− 2∇ · (u∇χ1).
Mit Lemma 2.7.5 und Bemerkung 2.7.4 folgt daraus
‖u‖W1,s(S2δ) ≤ C‖u1‖1,s ≤ C
(







Ist nun χ2 ∈ C∞0 eine weitere Abschneidefunktion mit
χ2(x) =
{
1, für |x| < δ,
0, für |x| > 2δ,
und |∇χ2(x)| ≤ C
sowie u2 := uχ2, so erhalten wir wie oben
−∆u2 + u2 = (−∆u + u)χ2 − (∆χ2)u− 2∇u · ∇χ2
und nach (2.66) damit
‖u‖W2,s(Sδ) ≤ C‖u2‖2,s ≤ C
(












Das letzte Zwischenresultat auf dem Weg zu Satz 2.7.1 ist nun die seit längerem angekündigte







|uk|s dx > 0 für alle ρ > 0.
Beweis: Wir zeigen die Kontraposition von Proposition 2.7.7: dafür seien s0 ∈ [q + 1, (q + 1)∗∗),







|uk|s0 dx = 0
entlang einer Teilfolge von (uk). Das modifizierte Concentration-Compactness-Lemma von Pierre
Louis Lions in der Version von Proposition 2.4.3 liefert dann
uk → 0 in Ls(S3δ) für alle s ∈ (q + 1, (q + 1)∗∗).
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Unser Ziel ist es nun einzusehen, dass auch uk → 0 in W2,q+1(Sδ). Aus Proposition 2.7.3 folgt dann
m ≥ {m1, m2}.
Zunächst sei ψk ∈W2,q+1 die Lösung von


















∥∥∥∥|vk|q−1vk − Γ(x) 1p+1 uk∥∥∥∥
p+1
.
Nach Lemma 2.2.5 (a) ist der Nemitsky-Operator f : Lp+1 −→ Lq+1, f (u) = |u|p−1u Lipschitz-
stetig auf beschränkten Teilmengen von Lp+1. Aufgrund der Beschränktheit der Folgen (vk) und
(uk) finden wir somit eine Konstante c > 0 mit∥∥∥vk − Γ(x) pp+1 |uk|p−1uk∥∥∥
q+1
=
∥∥∥ f (|vk|q−1vk)− f (Γ(x)1/(p+1)uk)∥∥∥
q+1
≤ c
∥∥∥∥|vk|q−1vk − Γ(x) 1p+1 uk∥∥∥∥
p+1
k→∞−→ 0 (2.68)
und (2.67) liefert uns ψk → 0 in W2,q+1.
Weiter sei ϕk ∈W2,q+1 die Lösung von
Lϕk = Γ(x)|uk|p−1uk in Rn. (2.69)
Da die Folge (uk) in Ls beschränkt ist für s ∈ [q + 1, (q + 1)∗∗], ist die Folge (ϕk) beschränkt in W2,s
für alle s ∈ [q1, q3], wobei q1 := max{q(q + 1), 1} < q + 1 und q3 := q(q + 1)∗∗. Da q > 2−# ist, gilt




‖ϕk‖1−ϑLq2 (S3δ), mit ϑ =
q1
q + 1
· q2 − (q + 1)
q2 − q1
∈ (0, 1). (2.70)
Da ϕk = uk − ψk, gilt ϕk → 0 in Ls(S3δ) für alle s ∈ (q + 1, (q + 1)∗∗) und damit insbesondere in
Lq2(S3δ). Nach (2.70) folgt dann aber ϕk → 0 in Lq+1(S3δ) und damit aber auch
uk = ϕk + ψk → 0 in Lq+1(S3δ).
Weiterhin ist Luk = Γ(x)1/(p+1)vk und damit
∆uk = V(x)uk − Γ(x)
1











≤ ‖V‖∞‖uk‖Lq+1(S3δ) + ‖Γ‖∞‖u
p




∥∥∥vk − Γ(x) pp+1 |uk|p−1uk∥∥∥
Lq+1(Rn)
.
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Nun gilt uk → 0 in Ls(S3δ) für alle s ∈ [q + 1, (q + 1)∗∗). Da p < 2#, gilt p(q + 1) < (q + 1)∗∗
und damit auch upk → 0 in L
q+1(S3δ). Mit Hilfe von (2.68) erhalten wir nun insgesamt ∆uk → 0
in Lq+1(S3δ) und mit Lemma 2.7.6 folgt dann uk → 0 in W2,q+1(Sδ). Proposition 2.7.3 liefert uns
schließlich m ≥ min{m1, m2}, was den Beweis von Proposition 2.7.7 beendet. 
Beweis von Satz 2.7.1: Es sei δ > 0. Nach Voraussetzung gilt m < min{m1, m2}. Nach Propositon







|uk|p+1 dx > ε für alle ρ > 0
Wir finden also einen Radius ρ > 0 und eine Folge (y(k)) in S3δ, sodass∫
Bρ(y(k))
|uk|p+1 dx ≥ ε für alle k ∈N
entlang einer Teilfolge von (uk). Jetzt wählen wir Punkte a(k) = (0, a
(k)
2 , . . . , a
(k)
n ) ∈ Zn, sodass die
Folge (y(k) − a(k)) beschränkt ist, und einen Radius





|uk|p+1 dx ≥ ε
und für ũk := uk(·+ a(k)) erhalten wir∫
B
|ũk|p+1 dx ≥ ε für alle k ∈N (2.71)
mit B := Br(0). Weiter setzen wir ṽk = Γ(x)−1/(p+1)Lũk. Mit denselben Argumenten wie bei der
Betrachtung von Fall 1 im Beweis von Proposition 2.7.3 liefert die Periodizität unserer Koeffizienten
V und Γ in den Variablen x2, . . . , xn nun die schwache Konvergenz einer Teilfolge von (ũk) gegen
eine Funktion u0 ∈W2,q+1 und die schwache und fast überall punktweise Konvergenz der entspre-
chenden Teilfolge von (ṽk) gegen eine Funktion v0 ∈ Lq+1, wobei u0 = Γ(x)−1/(p+1)|v0|q−1v0. Da
insbesondere ũk → u0 in Lp+1(B), sind u0, v0 6= 0 nach (2.71) und v0 ist eine nichttriviale Lösung
von
Kv = |v|q−1v in Rn.
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v0∈N= J(v0) ≥ m.
Also ist J(v0) = m und Satz 2.7.1 damit bewiesen. 
2.8 Praktische Existenzkriterien
Das Resultat von Satz 2.7.1 ist ein abstraktes Kriterium für die Existenz von Grundzuständen. Die
Schwierigkeit der Überprüfung des Kriteriums liegt darin, dass man die auftretenden Grössen
m, m1, m2 in aller Regel nicht kennt. Also gilt es, daraus ein praktisch verifizierbares Kriterium zu
entwickeln, das die Bedingung m < min{m1, m2} sicherstellt.
Die folgende Proposition ist nun ein erster Schritt in diese Richtung. Sie ist das Analogon zu
[DPR11, Theorem 4] aus der Arbeit von Tomaś Dohnal, Michael Plum und Wolfgang Reichel über
den positiv definiten Fall. Wir erinnern dafür noch einmal daran, dass wir mit (−α−, α+) für α± > 0
das maximale die 0 umfassende und in ρ(L) enthaltene Intervall bezeichnet hatten.
Proposition 2.8.1. Es sei u∗i ∈ H2(Rn) ein starker dualer Grundzustand der nichtlinearen Schrödinger-
gleichung
−∆u + Vi(x)u = Γi(x)|u|p−1u auf Rn (2.72)
mit periodischen Koeffizienten. Dann ist jede der folgenden Bedingungen (i) und (ii) hinreichend für die
Existenz eines starken dualen Grundzustandes der nichtlinearen Schrödingergleichung
−∆u + V(x)u = Γ(x)|u|p−1u auf Rn
vom Grenzflächen-Typ:
































|u∗1(x− te1)|2p dx. (2.73)
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|u∗2(x + te1)|2p dx. (2.74)
Beweis: Der Beweis verläuft für die beiden Bedingungen (i) und (ii) jeweils analog. Wir behandeln
deshalb nur die Bedingung (i). Im Folgenden gelte also
m1 ≤ m2.
v∗1 ∈ Lq+1 sei der zu u∗1 gehörende starke Grundzustand der dualen Gleichung (2.33) mit Birmann-
Schwinger-Kern K1 und vt := v∗1(· − te1) sowie ut := u∗1(· − te1). Gemäß Proposition 2.6.4 können




Die Behauptung von Proposition 2.8.1 folgt also, wenn wir zeigen können, dass st < 1 für hinrei-




























|vt|q+1 dx + s2t
∫
Rn
vt(K− K1)vt dx = 0 (2.75)
Wäre nun st ≥ 1, so folgte s2t − s
q+1
t ≥ 0, da q + 1 < 2. Notwendigerweise wäre dann∫
Rn
vt(K− K1)vt dx ≤ 0.
Wenn wir also umgekehrt aus (2.73) folgern können, dass∫
Rn
vt(K− K1)vt dx > 0 für hinreichend große t ∈N, (2.76)
so liefert (2.75) uns st < 1 und damit die Behauptung von Proposition 2.8.1. Mit der in (2.37)
erklärten Funktion gt gilt nach Lemma 2.6.3 nun∫
Rn
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wobei δV und δp+1Γ wieder gemäß (2.41) erklärt sind. Eine hinreichende Bedingung für (2.76) ist











für hinreichend große t ∈ N. Wir „bearbeiten“ die rechte Seite von (2.77) noch etwas weiter. Dazu







von L−1 gemäss (2.5). Ferner bezeichne im Folgenden 〈·, ·〉2 das Skalarprodukt in L2. Dann gilt für















































p+1 δp+1Γ(x)2|ut|2p − 2Γ1(x)
p
p+1 δp+1Γ(x)δV(x)|ut|p+1 + δV(x)2u2t ,



















hat. Daraus erhalten wir nun (2.73).
Die Aussage von Proposition 2.8.1 ist damit unter der Bedingung (i) bewiesen. Um sie auch unter
der Bedingung (ii) zu zeigen, vertausche man in den vorangegangenen Betrachtungen die Rollen




und nehme überall dort, wo bislang über Rn− integriert wurde, das Integral nun über R
n
+. 
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Im Beweis von Proposition 2.8.1 beachte man, dass die „schwächste“ dort hergeleitete Bedingung
für die Existenz eines schwachen dualen Grundzustandes die Ungleichung (2.77) ist. Aus ihr ergibt
sich im Falle eines positiv definiten Schrödingeroperators das bereits in der Arbeit von Tomaś
Dohnal, Wolfgang Reichel und Michael Plum für starke Grundzustände bewiesene Resultat aus
Satz 1.2.5 oder [DPR11, Theorem 4]:
Korollar 2.8.2. Unter den Voraussetzungen (A1) und (A3) sei 0 < min σ(L). Dann gilt:
(a) Ist m1 ≤ m2 und supRn−(V1 −V2) < 0, so besitzt (2.1) einen starken dualen Grundzustand.
(b) Ist m2 ≤ m1 und supRn+(V2 −V1) < 0, so besitzt (2.1) einen starken dualen Grundzustand.
Beweis: Wir führen den Beweis nur für Teil (a) des Korollars aus. Für Teil (b) vertausche man die
Rollen von V1, V2 bzw. Γ1, Γ2 und integriere entsprechend über Rn+ statt R
n
−. Gilt 0 < min σ(L), so
sind die Operatoren L und L−1 positiv definit, d.h.∫
Rn
gtL−1gt dx ≥ 0 für alle t ∈N.








dx < 0 (2.79)
für hinreichend große t ∈ N. Nach Lemma 2.6.2(a) gilt für t → ∞ nun |ut(x)| → 0 gleichmäßig in
x ∈ Rn−. Ist also supRn−(V2 −V1) < 0, so folgt für hinreichend große t somit
δV(x)− 2Γ1(x)
p
p+1 δp+1Γ(x)|ut(x)|p−1 < 0 für alle x ∈ Rn−
und damit (2.79). 
Für die Anwendung von Proposition 2.8.1 ist nun die Kenntnis der dualen Grundzustände u∗1 und
u∗2 nicht erforderlich.
Satz 2.8.3. Jede der folgenden Bedingungen (i) und (ii) ist hinreichend für die Existenz eines starken
dualen Grundzustandes der nichtlinearen Schrödingergleichung
−∆u + V(x)u = Γ(x)|u|p−1u in Rn
vom Grenzflächentyp:
(i) Es gilt m1 ≤ m2 sowie
sup
x∈Rn
(V2(x)−V1(x))(α− + V2(x)−V1(x)) < 0. (2.80)
(ii) Es gilt m2 ≤ m1 sowie
sup
x∈Rn
(V1(x)−V2(x))(α− + V1(x)−V2(x)) < 0. (2.81)
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Beweis: Auch diesen Satz beweisen wir nur unter der Bedingung (i), denn unter der Bedingung
(ii) kann man ganz analog argumentieren. Wie im Beweis von Korollar 2.8.2 sieht man, dass das
Integral in (2.73) für große t ∈N negativ wird, wenn





p+1 δΓ(x)2|ut(x)|2p−2 < 0 für alle x ∈ Rn−.
Dies folgt jedoch aus (2.80), weil |ut(x)| → 0 für t → ∞ gleichmäss ig in x ∈ Rn nach Lemma
2.6.2(a). 
Bemerkung 2.8.4.
(a) Das Existenzkriterium von Satz 2.8.3 ist unabhängig von den Funktionen Γ, Γ1 und Γ2.





















Das für den indefiniten Fall gewonnene Existenzkriterium ist dadurch schwieriger zu erfüllen als im
positiv definiten Fall von Korollar 2.8.2.
Im Existenzkriterium von Satz 2.8.3 tauchen immer noch die Energieniveaus m1 und m2 der Grund-
zustände des dualen Problems auf. Auf ihre Kenntnis können wir verzichten, wenn wir zeigen
können, dass in Satz 2.8.3 beide Ungleichungen (2.80) sowie (2.81) erfüllt sind:
Korollar 2.8.5. Unter den Voraussetzungen von Satz 2.8.3 seien sowohl die Ungleichung (2.80) wie auch
die Ungleichung (2.81) für hinreichend große t ∈N erfüllt. Dann existiert ein starker dualer Grundzustand
der nichtlinearen Schrödingergleichung
−∆u + V(x)u = Γ(x)|u|p−1u in Rn.
2.9 Kontrastierende Koeffizienten
Das Existenzkriterium von Satz 2.8.3 wollen wir in diesem Abschnitt auf die nichtlineare Schrödin-
gergleichung
−∆u + Ṽ(x)u = Γ̃(x)|u|p−1u in Rn (2.82)
anwenden, deren Koeffizienten Ṽ, Γ̃ ∈ L∞(Rn) durch
Ṽ(x) =
{
V(x), für x ∈ Rn+,
V(x)− δ(x), für x ∈ Rn−
bzw. Γ̃(x) =
{
Γ(x), für x ∈ Rn+,
µΓ(x), für x ∈ Rn−
(2.83)
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gegeben seien. Dabei seien V, Γ ∈ L∞ mit ess inf Γ > 0, δ ∈ L∞ eine positive Störung und µ > 0 ein
Skalierungsfaktor. Unser Ziel ist es, explizite Schranken für µ und δ zu bestimmen, für die (2.82)
einen starken dualen Grundzustand besitzt. Wir werden sehen, dass wir dafür die Störung δ in den
Potenzialen klein wählen müssen, während wir zwischen den Γ und µΓ durch Wahl von µ einen
großer Kontrast zu erzeugen ist. Somit werden wir am Ende in Satz 2.9.7 ein vergleichbares Resultat
zu Satz 1.2.7 bzw. [DPR11, Theorem 6] erhalten.
Die zugehörigen Schrödingeroperatoren bezeichnen wir nun mit
L̃δ := −∆ + Ṽ(x), L := −∆ + V(x), und Lδ := L− δ(x).
Wir nehmen an, dass
0 /∈ σ(L̃δ) ⊃ σ(L) ∪ σ(Lδ) (2.84)
und bezeichnen mit (−α̃−δ , α̃
+
δ ) ⊂ ρ(L̃δ), (−α
−, α+) ⊂ ρ(L) und (−α−δ , α
+
δ ) ⊂ ρ(Lδ) das maximale in
der Resolventenmenge des jeweiligen Schrödingeroperators enthaltene Intervall, das die 0 enthält.
ρ(Lδ) und damit auch σ(Lδ) hängen dann in folgendem Sinn stetig von der Störung δ ab:
Lemma 2.9.1. Ist 0 < ‖δ‖∞ < min{α−, α+}, so gilt (−α− + ‖δ‖∞, α+ − ‖δ‖∞) ⊂ ρ(Lδ).
Beweis: Es sei λ ∈ (−α− + ‖δ‖∞, α+ − ‖δ‖∞). Dann gilt:
Lδ − λ = (L− λ)(I − (L− λ)−1δ(x)). (2.85)
Nach [RS10, Theorem VII.17] ist ‖(L− λ)−1‖ ≤ dist(λ, σ(L))−1 und damit




denn nach unserer Wahl von ‖δ‖∞ ist dist(λ, σ(L)) > ‖δ‖∞. Aus dem Satz von der Neumannschen
Reihe, vgl. [Heu06, 12.4], und (2.85) folgt nun die stetige Invertierbarkeit von Lδ − λ und damit
λ ∈ ρ(Lδ). 
Nach (2.84) existieren die Inversen L−1 und L−1δ . Auch L
−1
δ hängt stetig von ‖δ‖∞ ab:




Beweis: Für Aδ := L−1(L− Lδ) = L−1δ(x) erhalten wir
‖Aδ‖ ≤ ‖L−1δ(x)‖ ≤ ‖L−1‖‖δ‖∞ < 1, (2.86)
wobei wir δ zunächst als Multiplikationsoperator auf Lq+1 und dann als Funktion in L∞ aufgefasst
haben. Ferner ist
Lδ = L− (L− Lδ) = L(I − L−1(L− Lδ)) = L(I − Aδ).
Nach (2.86) und dem Satz von der Neumannschen Reihe ist I − Aδ stetig invertierbar und wir
erhalten
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und somit













Dieselben Rechnungen liefern die folgende Verschärfung von Lemma 2.9.2:
Korollar 2.9.3. In der Situation von Lemma 2.9.2 gelte ‖δ‖∞ ≤ 12‖L−1‖−1. Dann folgt
‖L−1 − L−1δ ‖ ≤ 2‖L
−1‖2‖δ‖∞. (2.87)
Von nun an seien V, Γ und δ periodisch. Unser Ziel ist es, explizite Schranken für ‖δ‖∞ und σ
anzugeben, unter denen das Existenzkriterium von Satz 2.8.3 die Existenz starker Grundzustände










betrachten wir zu den nichtlinearen Schrödingergleichungen
Lu = Γ(x)|u|p−1u bzw. Lδu = Γ(x)|u|p−1u in Rn
mit den periodischen Koeffizienten V bzw. V − δ und Γ die dualen Gleichungen
Kv = |v|q−1v in Rn (2.88)
sowie
Kδv = |v|q−1v in Rn. (2.89)
Die jeweiligen Eulerfunktionale zu (2.88) bzw. (2.89) bezeichnen wir mit J bzw. Jδ, die zugehörigen
Nehari-Mannigfaltigkeiten mit N bzw. Nδ. Die Energieniveaus für Grundzustände von (2.88) und
(2.89) sind dann gegeben durch
m := inf{J(v) : v ∈ N} und mδ := inf{Jδ(v) : v ∈ Nδ}.
Nach Satz 2.5.3 besitzen (2.88) und (2.89) starke Grundzustände v ∈ N bzw. vδ ∈ Nδ . Schließlich
sei κ := 1q+1 −
1



















Auch für mδ ergibt sich nun eine stetige Abhängigkeit von ‖δ‖∞:
Lemma 2.9.4. Gegeben seien die folgenden Konstanten:
ε0 := min
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Ist dann ‖δ‖∞ ≤ ε0, so folgt |m−mδ| ≤ C‖δ‖∞.
Für den Beweis von Lemma 2.9.4 benötigen wir die folgende Bemerkung:
Bemerkung 2.9.5. Sind a, b > 0 und s, t > 1 mit s− t = 1, so gilt
at
(a− bt)s ≤ a + 2
tsbx für alle x ∈ [0, a2b ].
Beweis: Aus dem Mittelwertsatz erhalten wir für die Funktion
f : [0, a2b ] −→ (0, ∞), x 7→
at
(a− bx)s
zunächst die Gleichung f (x)− f (0) = f ′(ξ)x für alle x ∈ [0, a2b ] mit einer Zwischenstelle ξ ∈ (0, x)
und somit die Abschätzung
at
(a− bx)s = f (x) = f (0) + f
′(ξ)x = a +
νatb
(a− bξ)s+1 x ≤ a + 2
tsbx,
da ξ ≤ a2b . 
Beweis von Lemma 2.9.4: Es sei ‖δ‖∞ ≤ ε0. Aus Korollar 2.9.3 und der Stetigkeit von K − Kδ
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)2/(q+1) ‖Γ‖2/(p+1)∞ ‖L−1‖2‖δ‖∞) q+11−q . (2.94)












sowie µ = 21−q , ν =
q+1
1−q und t = ‖δ‖∞. Nach (2.91) ist dann ‖δ‖∞ = t ≤
a
2b . Wir erhalten also:
κ‖vδ‖
q+1
q+1 = mδ ≤ m + 2
3−q
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wählen und erhalten dann wie in (2.94):

























)2/q+1 ‖Γ‖2/(p+1)∞ ‖L−1‖2‖δ‖∞) q+11−q .












Nach (2.91) gilt wiederum t = ‖δ‖∞ ≤ a2b und es folgt
m ≤ mδ + 2
3−q











≤ mδ + 2
3−q











Aus den Ungleichungen (2.95) und (2.98) erhalten wir nun zusammen
|m−mδ| ≤ 2
3−q











Nach (2.96) ist nun max{m, M} = M und die Behauptung von Lemma 2.9.4 folgt. 
Bisher haben wir die Auswirkungen der Störung des Potenzials auf die nichtlineare Schrödinger-
gleichung
−∆u + V(x)u = Γ(x)|u|p−1u in Rn (2.99)
studiert. Als nächstes untersuchen wir nun, welche Folgen die Einführung des Skalierungsparame-
ters µ auf der rechten Seite von (2.99) hat. Dafür betrachten wir die dualen Gleichungen
Kv = |v|q−1v in Rn (2.100)
sowie
Kµv = |v|q−1v in Rn, (2.101)
wobei K = Γ(x)1/(p+1)L−1Γ(x)1/(p+1) und Kµ = µ2/(p+1)K. Die zu (2.100) und (2.101) gehörenden
Eulerfunktionale bezeichnen wir mit J bzw. Jµ, die entsprechenden Nehari-Mannigfaltig-keiten mit
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N bzw. Nµ und die jeweiligen Grundzustandsniveaus mit m bzw. mµ.
Lemma 2.9.6. Es sei v ∈ Lq+1, γ := 2
(p+1)(1−q) und v
µ ∈ Lq+1 gegeben durch
vµ(x) = µ−γv(x).
Dann gilt:
(a) v ist genau dann eine Lösung von (2.100), wenn vµ eine Lösung von (2.101) ist. In diesem Fall gilt
Jµ(vµ) = µ−(q+1)γ J(v).
(b) v ist genau dann ein starker Grundzustand von (2.100), wenn vµ ein starker Grundzustand von (2.101)
ist. Insbesondere gilt
mµ = µ−(q+1)γm.
Beweis: Zu (a). Ist v eine Lösung von (2.100), so erhalten wir:
Kµvµ = Kµ(µ−γv) = µ−γµ
2
p+1 Kv = µ−γ+
2













|vµ|q+1 dx = µ−(q+1)γ J(v).
Zu (b). Nun sei v ein starker Grundzustand von (2.100). Nach Teil (a) ist vµ dann eine Lösung von
(2.101) und damit vµ ∈ Nµ. Wäre vµ kein starker Grundzustand von (2.101), so fänden wir wµ ∈ Nµ
mit Jµ(wµ) < Jµ(vµ). Wie in Teil (a) erhielten wir dann, dass w := µγwµ eine Lösung von (2.100)
wäre und damit
J(w) = µγ(q+1) Jµ(wµ) < µγ(q+1) Jµ(vµ) = J(v).
Also wäre v kein starker Grundzustand von (2.101), ein Widerspruch! Somit ist vµ ein starker
Grundzustand von (2.101). Aus Teil (a) ergibt sich nun ferner der behauptete Zusammenhang zwi-
schen m und mµ. 
Als Ergebnis dieses Abschnitts folgt nun der folgende Satz:
Satz 2.9.7. Die Funktionen V, Γ, δ ∈ L∞(Rn) seien periodisch. Es gelte (2.84) sowie ess infRn Γ > 0.
Die Konstanten ε0 und C seien gemäß Lemma 2.9.4 gegeben durch
ε0 := min
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Ferner sei γ := 2
(p+1)(1−q) . Ist dann µ ∈ (0, 1) und gilt
inf
x∈Rn










so besitzt die nichtlineare Schrödingergleichung (2.82) einen starken dualen Grundzustand.
Beweis: Wir führen den Beweis in zwei Schritten.
1. Schritt: Die Funktion δ̃ ∈ L∞ sei gegeben durch
δ̃(x) =
{
0, für x ∈ Rn+,
δ(x), für x ∈ Rn−.
Dann ist L̃δ = −∆ + Ṽ(x) = L − δ̃(x). Auf L̃δ wenden wir nun Lemma 2.9.1 an und erhalten




2 > ‖δ‖∞ und damit α̃
−





− δ(x)(α̃−δ − δ(x))
}
< 0. (2.103)
2. Schritt: Mit mµδ bezeichnen wir nun das Energieniveau dualer Grundzustände der nichtlinearen
Schrödingergleichung
Lδ = µΓ(x)|u|p−1u in Rn,
mit den periodischen Koeffizienten V− δ und µΓ. Nach Satz 2.8.3 und (2.103) bleibt zu zeigen, dass
m ≤ mµδ . Nach Lemma 2.9.6 (b) ist
m−mµδ = m−m
µ + mµ −mµδ = (1− µ
−γ(q+1))m + µ−γ(q+1)(m−mδ).
Nach Lemma 2.9.4 ist somit
m−mµδ ≤ (1− µ
−γ(q+1))m + µ−γ(q+1)|m−mδ| ≤ (1− µ−γ(q+1))m + µ−γ(q+1)C‖δ‖∞.
Nach (2.102) gilt nun µ−γ(q+1)C‖δ‖∞ < (µ−γ(q+1) − 1)m. Daraus folgt schließlich m ≤ mµδ . 
Kapitel 3
Duale Grundzustände in einer
Dimension
In diesem Kapitel wollen wir die bislang gewonnenen Ergebnisse auf die nichtlineare Schrödinger-
gleichung in einer Dimension
−u′′ + V(x)u = Γ(x)|u|p−1u auf R (3.1)
anwenden und in [DPR11] gewonnene Ergebnisse für starke Grundzustände eindimensionaler
Grenzflächenprobleme mit positiv definitien Schrödingeroperatoren auf unsere im vorangegange-
nen Kapitel entwickelte Theorie starker dualer Grundzustände bei indefiniten Schrödingeroperato-
ren verallgemeinern.
Im eindimensionalen Fall lässt sich das Existenzkriterium von Satz 2.8.1 mit Hilfe der Blochmo-
den des Schrödingeroperators −∆ + V(x) weiter vereinfachen. Dazu benötigen wir zunächst einige
Kenntnis über die lineare Schrödingergleichung in einer Dimension.
3.1 Blochmoden und die lineare Schrödingergleichung
Es sei V ∈ L∞(R) ein 1-periodisches Potential,




der zugehörige Schrödingeroperator auf H2(R) ⊂ L2(R) und es gelte
0 /∈ σ(L).
Nach [Eas73, Theorem 1.1.2] gilt dann:
Satz & Definition 3.1.1 (Blochmoden).
(a) Die homogene lineare Schrödingergleichung
−u′′ + V(x)u = 0 auf R (3.2)
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besitzt zwei linear unabhängige Lösungen u+ und u− von der Form
u±(x) = p±(x)e∓κx für alle x ∈ R. (3.3)
Dabei ist κ > 0 und die Funktionen p± : R −→ R sind 1-periodisch und beschränkt mit ‖p±‖∞ = 1.








der Blochmoden von L ist eine von 0 verschiedene Konstante.
Im Folgenden untersuchen wir nun die inhomogene lineare Schrödingergleichung−u
′′ + V(x)u = f (x) auf R,
lim
|x|→∞
u(x) = 0. (3.5)
Dabei genüge die messbare Funktion f : R −→ R der Abschätzung
| f (x)| ≤ Ce−ε|x| für alle x ∈ R (3.6)
mit einer Konstanten ε > 0. Den Buchstaben C verwenden wir in diesem Abschnitt stets als ein
Symbol für (möglicherweise unterschiedliche) postive und von x ∈ R unabhängige Konstanten.
Lemma 3.1.2. Die Inhomogenität f genüge der Abschätzung (3.6) für ein ε > 0. Ferner sei u eine Lösung
der linearen inhomogenen Schrödingergleichung (3.5). Dann gilt:
















(b) Ist 0 < ν < min{ε, κ}, so existiert eine Konstante Cν > 0 mit
|u(x)| ≤ Ce−ν|x| für alle x ∈ R. (3.8)
(c) Ist ε 6= κ, so gilt (3.8) mit ν = min{ε, κ}.
Dem Beweis von Lemma 3.1.2 schicken wir eine kurze Bemerkung voraus:
Bemerkung 3.1.3. Genügt eine Funktion f : R −→ R der Abschätzung
| f (x)| ≤ |x|e−a0|x| für alle x ∈ R
für ein a0 > 0, so gibt es zu jedem a ∈ (0, a0) eine Konstante Ca > 0, sodass
| f (x)| ≤ Cae−a|x| für alle x ∈ R.
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Beweis von Lemma 3.1.2:
Zu (a). Die behauptete Darstellungsformel (3.7) für u ergibt sich aus der Formel von der Variati-
on der Konstanten, vgl. dafür [Wal00, §19, VII.]. Man beachte hierfür, dass die Integrale in (3.7)
existieren; z. B. erhalten wir für a < x < 0:∣∣∣∣∫ xa u−(s) f (s)ds







Die Existenz des anderen Integrals zeigt man analog.
Zu (b) und (c). Der Beweis der Abschätzung (3.8) ist nun eine längere Fallunterscheidung:
Fall 1.1: ε > κ und x < 0. Dann ist zunächst∣∣∣∣(∫ x−∞ u−(s) f (s)ds
)
u+(x)
∣∣∣∣ ≤ Ce−κx ∫ x−∞ e(ε+κ)s ds = Cε + κ eεx x<0< Cε + κ eκx.
Weiter erhalten wir∣∣∣∣(∫ ∞x u+(s) f (s)ds
)
u−(x)

















ε2 − κ2 e
κx.
Fall 1.2: ε > κ und x > 0. Dann gilt für den ersten Summanden∣∣∣∣(∫ x−∞ u−(s) f (s)ds
)
u+(x)


















ε2 − κ2 e
−κx
und für den zweiten Summanden ergibt sich∣∣∣∣( ∫ ∞x u+(s) f (s)ds
)
u−(x)
∣∣∣∣ ≤ Ceκx ∫ ∞x e−(ε+κ)s ds = Cε + κ e−εx x>0< Cε + κ e−κx
Fall 2.1: κ > ε und x < 0. Wie in Fall 1.1 erhalten wir nun∣∣∣∣(∫ x−∞ u−(s) f (s)ds
)
u+(x)
∣∣∣∣ ≤ Cκ + ε eεx
sowie ∣∣∣∣( ∫ ∞x u+(s) f (s)ds
)
u−(x)




κ − ε e
εx.
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Fall 2.2: κ > ε und x > 0. Mit den Rechnungen aus Fall 1.2 folgt∣∣∣∣(∫ x−∞ u−(s) f (s)ds
)
u+(x)




κ − ε e
−εx
= − 2Cε





κ − ε e
−εx <
C
κ − ε e
−εx.
Für den zweiten Summanden hatten wir in Fall 1.2 schon gezeigt, dass∣∣∣∣( ∫ ∞x u+(s) f (s)ds
)
u−(x)
∣∣∣∣ ≤ Cε + κ e−εx.
Fall 3.1: ε = κ und x < 0. Nun sei v ∈ (0, κ). Wiederum folgt zunächst wie in Fall 1.1∣∣∣∣(∫ x−∞ u−(s) f (s)ds
)
u+(x)
∣∣∣∣ ≤ Cκ + ε e−κ|x| ≤ Cκ + ε e−ν|x|
Weiterhin gilt nun∣∣∣∣(∫ ∞x u+(s) f (s)ds
)
u−(x)




= C|x|e−κ|x| + C
2κ
e−κ|x|
und nach Bemerkung 3.1.3 finden wir eine Konstante Cν > 0, sodass
C|x|e−κ|x| ≤ Cνe−ν|x|
und erhalten somit ∣∣∣∣(∫ ∞x u+(s) f (s)ds
)
u−(x)
∣∣∣∣ ≤ (Cν + C2κ
)
e−ν|x|.
Fall 3.2: ε = κ, x > 0. Nun erhalten wir∣∣∣∣(∫ x−∞ u−(s) f (s)ds
)
u+(x)







Für ν ∈ (0, κ) erhalten wir nun wie in Fall 3.1 mit Hilfe von Bemerkung 3.1.3 eine Konstante Cν > 0,
sodass ∣∣∣∣(∫ x−∞ u+(s) f (s)ds
)
u−(x)
∣∣∣∣ ≤ ( C2κ + Cν
)
e−νx.
Wie in Fall 1.2 gilt schließlich∣∣∣∣(∫ ∞x u+(s) f (s)ds
)
u−(x)
∣∣∣∣ ≤ C2κ e−κx ≤ C2κ e−νx
und Lemma 3.1.2 ist vollständig bewiesen. 
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Die asymptotische Darstellung (3.10) in der nun folgenden Proposition für die Lösung der inhomo-
genen linearen Schrödingergleichung (3.5) findet sich im positiv definiten Fall bereits in der Arbeit
von Tomáš Dohnal, Michael Plum und Wolfgang Reichel, siehe [DPR11, Lemma 17]:













für x → ±∞. (3.10)
Beweis: Wir beweisen nur die Aussage für x → +∞. Für x → −∞ argumentiert man analog. Da
ε > κ, erhalten wir zunächst für b > 0:∣∣∣∣∫ b0 u−(s) f (s)ds
∣∣∣∣ ≤ C ∫ b0 e−(ε−κ)s ds = − Cε− κ e−(ε−κ)b + Cε− κ b→∞−→ Cε− κ .
Zusammen mit (3.9) folgt somit die Existenz des Integrals auf der rechten Seite von (3.10). Ohne
Einschränkung sei nun x > 0. Mit ‖p−‖∞ = 1 folgt dann∣∣∣∣(∫ ∞x u+(s) f (s)ds
)
u−(x)
∣∣∣∣ ≤ Ceκx ∫ ∞x e−(ε+κ)s ds = Cε + κ e−εx
und wir erhalten die Behauptung aus der Lösungsformel (3.7). 
3.2 Ein allgemeines Existenzresultat für den Grenzflächenfall
Wir kehren nun zur nichtlinearen Schrödingergleichung
−u′′ + V(x)u = Γ(x)|u|p−1u auf R
vom Grenzflächentyp zurück, deren Koeffizienten V, Γ ∈ L∞(R) nun wieder gemäß (2.2) gegeben
seien. Den zugehörigen Schrödingeroperator









betrachten wir auf auf H2(R) ⊂ L2(R). Mit m bezeichnen wir das Energieniveau starker dualer
Grundzustände von (3.1), mit mi das Energieniveau starker dualer Grundzustände der entsprechen-
den nichtlinearen Schrödingergleichung mit den periodischen Koeffizienten Vi und Γi für i = 1, 2.
Es gelten die Voraussetzungen (H1) bis (H3). Man beachte, dass in einer Raumdimension durch
(H3) keine obere Schranke für den Exponenten p in (3.1) gefordert wird, d.h. wir lassen p ∈ (1, ∞)
zu.
Mit (−α−, α+) bezeichnen wir wieder das maximale in ρ(L) enthaltene Intervall, das die 0 umfasst.
Wir betrachten zunächst den Fall
m1 ≤ m2.
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Die Bloch-Moden u± des Operators L1 schreiben wir gemäß (3.3) in der Form
u±(x) = p±(x)e∓κx,
mit κ > 0 und 1-periodischen, beschränkten Funktionen p± : R −→ R, die auf ‖p±‖∞ = 1 normiert
seien. Mit ω 6= 0 bezeichnen wir wie in (3.4) die zu den Bloch-Moden u± gehörende Wronski-
Determinante.
Die folgenden beiden Lemmata sind nun die Analoga zu den Lemmata 18 und 19 aus [DPR11].
Lemma 3.2.1. Unter den Annahmen (A1)-(A3) sei u ∈ H1(R) eine Lösung der nichtlinearen Schrödin-
gergleichung mit periodischen Koeffizienten−u
′′ + V1(x)u = Γ1(x)|u|p−1u auf R,
lim
|x|→∞








Dann existiert δ > κ mit




für x → ±∞.
Beweis: Nach Satz 1.2.2 existiert α > 0, sodass
|u(x)| ≤ Ce−α|x| für alle x ∈ R.
Setzen wir nun f (x) := Γ1(x)|u|p−1u, so löst u die inhomogene lineare Schrödingergleichung−u




Ferner gilt | f (x)| ≤ Ce−pα|x| für alle x ∈ R. Wir unterscheiden die folgenden drei Fälle:
Fall 1: pα > κ. Aus Lemma 3.1.2(c) erhalten wir dann |u(x)| ≤ Ce−κ|x| und somit ferner | f (x)| ≤












für x → +∞.
Die Behauptung folgt also mit δ = pκ.
Fall 2: pα = κ. Wir wählen ν0 ∈ ( κp2 ,
κ
p ). Insbesondere gilt also ν0 < κ und aus Lemma 3.1.2(c) folgt
|u(x)| ≤ Ce−ν0|x| für alle x ∈ R. Weiter erhalten wir somit | f (x)| ≤ Ce−pν0|x|, und weil pν0 < κ ist,
liefert Lemma 3.1.2(c) dann |u(x)| ≤ Ce−pν0|x|. Dann ist aber
| f (x)| ≤ Ce−p2ν0|x| für alle x ∈ R
und p2ν0 > κ nach Wahl von ν0, sodass wir nun wie im ersten Fall mit Hilfe von Proposition 3.1.4
mit δ = p2ν0 die Behauptung erhalten.
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Fall 3: pα < κ. Nun verwenden wir ein „Bootstrap“-Verfahren: nach Lemma 3.1.2(c) gilt zunächst
|u(x)| ≤ Ce−pα|x| und für f erhalten wir somit | f (x)| ≤ Ce−p2α|x| für alle x ∈ R.
Ist nun p2α > κ, so folgt die Behauptung wie in Fall 1. Für p2α = κ folgt sie wie in Fall 2.
Ist dagegen p2α < κ, so liefert Lemma 3.1.2(c) nun |u(x)| ≤ Ce−p2α|x| und für f dann | f (x)| ≤
Ce−p
3α|x|. Durch Iteration finden wir für j ∈N also die Abschätzung
| f (x)| ≤ Ce−pjα|x| für alle x ∈ R,
solange pj−1α < κ. Da p > 1, gilt pj → ∞ für j → ∞. Wir setzen j0 := min{j ∈ N : pjα ≥ κ}
und p0 := pj0 . Für p0α > κ folgt die Behauptung wie in Fall 1. Ist dagegen p0α = κ, so folgt die
Behauptung wie in Fall 2 mit ν0 ∈ ( κp20
, κp0 ). 
Lemma 3.2.2. Es sei u eine Lösung der nichtlinearen Schrödingergleichung
−u′′ + V1(x)u = Γ1(x)|u|p−1u auf R
mit periodischen Koeffizienten. Ferner sei r ∈ [2, ∞), t ∈ N und h : R −→ R eine messbare, beschränkte,
1-periodische Funktion. Dann gilt∫ 0
−∞






h(x)|p−(x)|rerκx dx + o(1)
)
für t→ ∞.
Beweis: Für alle x ≤ 0 und t→ ∞ gilt nach Lemma 3.2.1
u(x− t) = d−(u)u−(x− t) +O(eδ(x−t))
mit δ > κ. Da r ≥ 2, liefert uns eine Taylorentwicklung für alle a ∈ R ferner die Asymptotik
|a + b|r = |a|r + r|a|r−2ab(1 + o(1)) für b→ 0.
Wir erhalten also
|u(x− t)|r =
∣∣∣d−(u)u−(x− t) +O(eδ(x−t))∣∣∣r = |d−(u)u−(x− t)|r + E(x− t),
für alle x ≤ 0 und alle t ∈N. Dabei gilt
E(x− t) = O(eδ1(x−t)) für t→ ∞
mit δ1 = (r− 1)κ + δ = rκ + δ0, wobei wir δ0 := δ− κ > 0 gesetzt haben. Nun ist∫ 0
−∞
h(x)|u(x− t)|r dx = |d−(u)|r
∫ 0
−∞
h(x− t)|u−(x− t)|r dx +
∫ 0
−∞
h(x− t)E(x− t)dx (3.12)
Wir betrachten die beiden Integrale auf der rechten Seite von (3.12) getrennt. Zunächst gilt∫ 0
−∞
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Weiterhin erhalten wir∫ 0
−∞


























und damit insgesamt∫ 0
−∞








für t→ ∞. 
Mit Hilfe von Lemma 3.2.2 können wir das Existenzkriterium von Satz 2.8.1 für starke duale Grund-
zustände von (3.1) im eindimensionalen Fall nun wesentlich vereinfachen:
Satz 3.2.3. Unter den Voraussetzungen (H1) bis (H3) seien die Blochmoden u(i)± des Schrödingeropera-
tors Li. Dann ist jede der folgenden Bedingungen (i) und (ii) hinreichend für die Existenz eines starken
dualen Grundzustandes u ∈ H1(R) der eindimensionalen nichtlinearen Schrödingergleichung
−u′′ + V(x)u = Γ(x)|u|p−1u auf R
vom Grenzflächentyp:
(i) Es gilt m1 ≤ m2 sowie∫ 0
−1
(V2(x)−V1(x)) (α− + V2(x)−V1(x)) u
(1)
− (x)
2 dx < 0. (3.13)
(ii) Es gilt m2 ≤ m1 sowie∫ 1
0
(V1(x)−V2(x)) (α− + V1(x)−V2(x)) u
(2)
+ (x)
2 dx < 0. (3.14)
Beweis: Zunächst zu (i): Es sei u∗1 ein starker dualer Grundzustand von
−u′′ + V1(x)u = Γ1(x)|u|p−1u auf R
und d− := d−(u∗1). Ferner schreiben wir kurz
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Nach Lemma 3.2.2 ergeben sich die in unserem Existenzkriterium (2.73) von Satz 2.8.1 auftretenden











(α− + δV(x)) δV(x)u
(1)
− (x)






































− (x)|2p dx + o(1)
)
, (3.17)
und ein starker dualer Grundzustand existiert, wenn
at − 2bt + ct < 0, (3.18)
für hinreichend großes t ∈ N gilt. Nach (3.15), (3.16) und (3.17) sind (at), (bt) und (ct) Nullfol-
gen, wobei (at) „am langsamsten“, d.h. mit der kleinsten Potenz von e, gegen Null konvergiert.
Hinreichend für (3.13) ist nach Satz 2.8.1(i) also at < 0 für hinreichend großes t und damit∫ 0
−1
δV(x) (α− + δV(x)) u
(1)
− (x)
2 dx < 0.
Für (ii) kann man nun analog argumentieren, wenn man in der Definition von δV bzw. δp+1Γ die
Indizes 1 und 2 vertauscht und die Blochmode u(2)+ an Stelle von u
(1)
− betrachtet. Die Behauptung
folgt dann aus Satz 2.8.1(ii). 









2 dx < 0.
Durch den Störterm δV(x)/α− erhalten wir also wiederum eine im Vergleich zu Satz 1.2.7 aus [DPR11]
schwieriger zu erfüllende Existenzbedingung.
Zwar tauchen in Satz 3.2.3 wieder die kritischen Energieniveaus m1 und m2 auf, wie in Korollar 2.8.5
ist ihre Kenntnis aber nicht vonnöten, wenn wir sicherstellen können, dass beide Ungleichungen
(3.13) und (3.14) erfüllt sind:
Korollar 3.2.5. Unter den Voraussetzungen (A1) bis (A3) gelte∫ 0
−1
(V2(x)−V1(x)) (α− + V2(x)−V1(x)) u
(1)
− (x)
2 dx < 0
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und ∫ 1
0
(V1(x)−V2(x)) (α− + V1(x)−V2(x)) u
(2)
+ (x)
2 dx < 0.
Dann besitzt die eindimensionale nichtlineare Schrödingergleichung
−u′′ + V(x)u = Γ(x)|u|p−1u auf R
vom Grenzflächentyp einen starken dualen Grundzustand u ∈ H1(R).
Bemerkung 3.2.6. Man beachte wiederum, dass die Existenzkriterien von Satz 3.2.3 und Korollar 3.2.5
unabhängig von den Funktionen Γ, Γ1 und Γ2.
3.3 Stückweise konstante Koeffizienten
Das Existenzkriterium von Korollar 3.2.5 für starke duale Grundzustände eines Grenzflächenpro-
blems für die eindimensionale nichtlineare Schrödingergleichung wollen wir nun auf eine Situation
anwenden, in der die Potentiale V1 und V2 stückweise konstante Funktionen sind. V1, V2 : R −→ R
seien also gegeben durch
Vi(x) =
{
ai, für 0 < x < 12 ,
bi, für 12 < x < 1.
und entsprechende periodische Fortsetzung auf ganz R mit reellen Parametern ai < bi. Wir be-
trachten die nichtlineare Schrödingergleichung
−u′′ + (V(x)− λ)u = Γ(x)|u|p−1u auf R (3.19)
vom Grenzflächen-Typ, deren Koeffizienten V, Γ gegeben seien durch
V(x) =
{
V1(x), für x > 0,
V2(x), für x < 0,
bzw. Γ(x) =
{
Γ1(x), für x > 0,
Γ2(x), für x < 0.
Γ1, Γ2 ∈ L∞(Rn) seien dabei wieder beliebige, wesentlich positive und 1-periodische Funktionen.
Ferner seien
λ /∈ σ(− d2dx2 + V(x)) (3.20)
ein spektraler Parameter sowie
αλ := min{α > 0 : λ− α ∈ σ(L)} > 0
der „nach links gemessene“ Abstand von λ zu σ(L). Die zugehörigen Schrödingeroperatoren be-
zeichnen wir wie üblich mit
L := − d
2
dx2
+ V(x) bzw. Li := −
d2
dx2
+ Vi(x) für i = 1, 2.
Mit u(i)± bezeichnen wir wieder die Blochmoden für den Schrödingeroperator Li−λ gemäß Satz 3.1.1,
d.h. es gelte
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mit 1-periodischen Funktionen p(i)± ∈ L∞, die auf ‖p
(i)
± ‖∞ = 1 normiert seien, und κi > 0. Dass p
(i)
±
und κi vom Parameterwert λ abhängen, bringen wir durch unsere Notation vorerst nicht explizit
zum Ausdruck.
Wir wollen in Abhängigkeit von ai und bi untersuchen, wann das eindimensionale Existenzkri-
terium aus Korollar 3.2.5 für duale Grundzustände der nichtlinearen Schrödingergleichung (3.19)
erfüllt ist, d.h. wann die in Korollar 3.2.5 auftretenden Integrale
I1 = I1(a1, a2, b1, b2, λ) :=
∫ 0
−1





I2 = I2(a1, a2, b1, b2, λ) :=
∫ 1
0




gleichzeitig negativ sind und so die Existenz starker dualer Grundstände von (3.19) sichern, wenn λ
in einer echten Spektrallücke von L liegt.
Dieses Beispiel eines Grenzflächenproblems mit stückweise konstanten Koeffizienten wurde von
Tomáš Dohnal, Kaori Nagatou-Plum, Michael Plum und Wolfgang Reichel in [DNPPR] vorgeschla-
gen und für Parameterwerte von λ in der semi-infiniten Lücke von L untersucht.
Um I1 und I2 berechnen zu können, müssen nun wir einerseits die Blochmoden u
(i)
± bestimmen.
Andererseits müssen wir auch das Spektrum σ(L) berechnen um sicherzustellen, dass λ /∈ σ(L),
und um den Abstand α− zu bestimmen. Dabei gehen wir in den folgenden vier Schritten vor:
• 1. Schritt: Berechnung der Blochmoden u(i)± .
• 2. Schritt: Berechnung des stetigen Spektrums σess(L).
• 3. Schritt: Untersuchung des Punktspektrums σp(L).
• 4. Schritt: Berechnung der Integrale I1 und I2.
Der rechentechnische Aufwand in jedem dieser Schritte ist hoch. Deshalb wollen wir hier auf die
Darstellung von Details verzichten und das Vorgehen nur skizzieren sowie die entsprechenden
Ergebnisse angeben.
Alle hier dargestellten Untersuchungen und Rechnungen wurden von Herrn
Dipl.-Math. Marc Teschner
aus Bremen im Rahmen seiner in der Betreuung von Prof. Dr. Wolfgang Reichel und Hans-
Jürgen Freisinger entstandenen Diplomarbeit mit dem Titel
„Beispiele für Interface-Modelle bei der 1-dimensionalen linearen und nichtlinearen
Schrödingergleichung“
durchgeführt. Auch die Abbildungen sind dieser Arbeit entnommen und wurden dort mit Hilfe
entsprechender MATLAB- und INTLAB-Programme erstellt.
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1. Schritt – Berechnung der Blochmoden u(i)±
Die Blochmoden u(i)± ergeben sich als stückweise Lösungen der homogenen linearen Differenzial-
gleichungen
−u′′i + (ai − λ)ui = 0 in (0, 12 ),
−u′′i + (bi − λ)ui = 0 in ( 12 , 1).
mit konstanten Koeffizienten und lassen sich mit den bekannten Lösungsmethoden für gewöhnliche
Differenzialgleichungen berechnen. Dabei sind fünf Fälle zu unterscheiden, von denen Fall 1 bereits
in [DNPPR] behandelt wurde. Bis auf skalare Vielfache ergeben sich die Blochmoden dann wiefolgt:






ai − λ) + ξ±i2 exp(−x
√
ai − λ), für 0 < x < 12 ,
ξ±i3 exp(x
√
bi − λ) + ξ±i4 exp(−x
√
bi − λ), für 12 < x < 1,




ξ±i1 x + ξ
±





bi − λ) + ξ±i4 exp(−x
√
bi − λ), für 12 < x < 1,






λ− ai) + ξ±i2 sin(x
√
λ− ai), für 0 < x < 12 ,
ξ±i3 exp(x
√
bi − λ) + ξ±i4 exp(−x
√
bi − λ), für 12 < x < 1,






λ− ai) + ξ±i2 sin(x
√
λ− ai), für 0 ≤ x < 12 ,




2 ≤ x < 1,






λ− ai) + ξ±i2 sin(x
√
λ− ai), für 0 < x < 12 ,
ξ±i3 cos(x
√
λ− bi) + ξ±i4 sin(x
√
λ− bi), für 12 < x < 1,
wobei die Koeffizienten ξ±ij für i = 1, 2 und j = 1, 2, 3, 4 so zu bestimmen sind, dass die Funktionen













( 12+) sowie (3.21)









erfüllt sind. Wir skizzieren das Vorgehen exemplarisch für den (aufwändigsten) Fall 3, d.h. es gelte
ai < λ < bi.













i = 0, (3.23)
wobei wir mit Ai(κi) die Matrix



















































bezeichnen. Das Gleichungssystem (3.23) besitzt genau dann eine nichttriviale Lösung ξ±i 6= 0,































Für ai < λ < bi ergeben sich dann die Koeffizienten ξ±i1 , . . . , ξ
±































































































































































































82 KAPITEL 3. DUALE GRUNDZUSTÄNDE IN EINER DIMENSION







































































































±κi ξ±i4 + e
±κi ξ±i3 .
































































































λ− bi ξ±i4 + e
±κi cos
√
λ− bi ξ±i3 .
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2. Schritt – Bestimmung des stetigen Spektrums σess(L)
Wir haben im Verlauf dieser Arbeit bereits mehrfach erwähnt, dass für einen Schrödingeroperator
vom Grenzflächentyp stets
σ(L) ⊃ σ(L1) ∪ σ(L2)
gilt. Im Eindimensionalen gilt ein stärkeres Resultat:
Proposition 3.3.1. σ(L) = σess(L1) ∪ σess(L2) ∪ σp(L).
Beweis: Nach [Eas73, Theorem 5.3.1] besitzen die Schrödingeroperatoren Li mit periodischen Koef-
fizienten nur stetiges Spektrum, d.h. σ(Li) = σess(Li). Dieses Spektrum besitzt die bekannte Band-
struktur Nach [Kor05] gilt ferner σess(L) = σess(L1) ∪ σess(L2). In den Bandlücken von σess(L) kön-
nen nun nach [DPR09] Eigenwerte – so genannte „Lückeneigenwerte“ – auftreten, d.h. im Gegensatz
zum rein periodischen Fall ist also σp(L) 6= ∅ möglich. 
Auf das Phänomen der Lückeneigenwerte gehen wir im nächsten Schritt genauer ein, wenn wir
das Punktspektrum von L bestimmen. Zunächst beschäftigen wir uns aber mit der Berechnung des
stetigen Spektrums von L, d.h. mit der Berechnung der Spektralbänder der Operatoren L1 und L2
mit periodischen Koeffizienten. Hierfür verwenden wir das folgende Resultat, vgl. [Eas73, § 1.2]:
Proposition 3.3.2. Es sei W : R −→ R ein beschränktes und 1-periodisches Potential und ψ1,λ, ψ2,λ seien
Lösungen der Eigenwertgleichung
−ψ′′ + W(x)ψ = λψ (3.24)
mit den Anfangswerten
ψ1,λ(0) = 1, ψ′1,λ(0) = 0 bzw. ψ2,λ(0) = 0, ψ
′
2,λ(0) = 1.
Ferner sei die sogenannte „Diskriminantenfunktion“ D : R −→ R gegeben durch
D(λ) = ψ1,λ(1) + ψ′2,λ(1)
Dann ist λ ∈ σ(− d2dx2 + W(x)) genau für |D(λ)| ≤ 2.
Mit Di : R −→ R bezeichnen wir nun die zum Potential W = Vi gehörende die Diskriminanten-
funktion. Eine längere Rechnung liefert dann

























für λ < ai,

























für λ ∈ (ai, bi) und
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für λ > bi. Ferner gilt


























sodass Di : R −→ R eine stetige Funktion ist. In Abbildung 3.1 ist ihr Graph für beispielhaften
Parameterwerte a1 = 1 und b1 = 50 dargestellt.
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λ
Abbildung 3.1:
Die Diskriminantenfunktion D1 zum Schrödingeroperator L1 für die Parameterwerte a1 = 1 und b1 =
50. Alle λ, für die |D1(λ)| ≤ 2 liegen im Spektrum. Die sich auf diese Weise ergebende Bandstruktur
von σ(L1) ist – grau schraffiert – darunter abgebildet.
3. Schritt – Bestimmung des diskreten Spektrums σp(L)
Wir haben bisher die Abhängigkeit der Blochmoden u(i)± der Schrödingeroperatoren Li − λ vom
spektralen Parameter λ in unseren Notationen ignoriert. Wenn wir nun die Existenz von Eigenwer-
ten des Schrödingeroperators L untersuchen, so ist es notwendig, diese Abhängigkeit zu beachten.
Deshalb schreiben wir im Folgenden
u(i)± (x) = u
(i)
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für die Blochmoden von Li − λ. Die folgenden Darstellungen halten sich an die Arbeit [DPR09] von
Tomáš Dohnal, Michael Plum und Wolfgang Reichel, in der das Auftreten von Lückeneigenwerten
erstmals diskutiert wurde.
Hierbei ist zu beachten, dass die Blochmoden u(i)± nur bis auf skalare Vielfache eindeutig bestimmt
sind. Die Eigenwertgleichung Lu = λu besitzt somit genau dann ein Lösungspaar (u, λ) mit u 6= 0,
wenn reelle Zahlen γ1 und γ2 existieren, sodass sich die Funktionen γ1u
(1)
+ (·, λ) und γ2u
(2)
− (·, λ) an
der Stelle x = 0 zu einer stetig differenzierbaren Funktion u : R −→ R zusammensetzen lassen,
d.h. wenn die C1-Bedingung
γ1u
(1)
+ (0, λ) = γ2u
(2)
− (0, λ) und γ1
du(1)+
dx




für ein λ erfüllt ist.
Für λ ∈ σ(Li) ist nun κi(λ) ∈ C \R, vgl. [Eas73] und somit |u
(i)
± (x)| = |p
(i)
± (x)|. Setzen wir also eine
Funktion u(·, λ) gemäß (3.25) aus γ1u
(1)
+ (·, λ) und γ2u
(2)
− (·, λ) zusammen, so kann die sich daraus
ergebende Funktion u(·, λ) nur dann eine bei +∞ und −∞ (exponenziell) abfallende, und damit
integrierbare, Funktion sein, wenn λ ∈ ρ(L1) ∩ ρ(L2) =: ρ. Eigenwerte von L können somit nur in
den Lücken des Spektrums von L auftreten. Deshalb spricht man von sogenannten „Lückeneigen-
werten“.
Wir betrachten für i = 1, 2 nun die Quotientenfunktion R(i)± : ρ −→ R mit








und die Differenzenfunktion G : ρ −→ R mit
G(λ) := R(2)− (λ)− R
(1)
+ (λ).
Proposition 3.3.3. Genau dann ist λ ∈ ρ(L1) ∩ ρ(L2) ein Lückeneigenwert von L, wenn G(λ) = 0.
Diese Proposition ergibt sich unmittelbar aus den obigen Überlegungen. Durch eingehendere Un-
tersuchungen der Quotienten- und Differenzenfunktionen erhält man nun auch quantitative Aussa-
gen über das Vorkommen von Lückeneigenwerten. Darauf einzugehen ist nicht Gegenstand dieser
Arbeit. Für nähere Details verweisen wir auf [DPR09].
In unserem Fall stückweise konstanter Koeffizienten berechnen sich die Quotientenfunktionen R(1)+












, für λ < a1,
ξ+11
ξ+12




, für λ > a1,









, für λ < a2,
ξ−21
ξ−22




, für λ > a2.
Ihre Graphen sind zu den Parameterwerten a1 = 30, b1 = 40, a2 = −84.25 und b2 = −13.25 in
Abbildung 3.2 dargestellt.
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Abbildung 3.2: Die Quotientenfunktionen R(2)− und R
(1)
+ .











(a) λ2 = 42.0919










(b) λ3 = 47.8670
Abbildung 3.3: Eigenfunktionen zu den Lückeneigenwerten λ2 und λ3.
Die Abbildung 3.4 zeigt dann die zugehörige Differenzenfunktion G bei dieser Parameterwahl.
Es ergeben sich die Lückeneigenwerte λ1 = 5.6056, λ2 = 42.0919 und λ3 = 47.8670. Die Eigen-
funktionen zu λ2 und λ3 sind in Abbildung 3.3 dargestellt. Man beachte die starke Oszillation der
Eigenfunktion zu λ3 auf der linken Seite der Grenzfläche x = 0.




(a) Die Differenzenfunktion G(λ) für λ ∈ (−100, 200). Dabei ist σ(L1) ∪ σ(L2) hellgrau und
σ(L1)∩ σ(L2) dunkelgrau schraffiert. (b)-(d) Vergrößerungen in Bereichen, in den Lückeneigenwerte
vorliegen.
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4. Schritt – Die Integrale I1 und I2
Mit Hilfe der im ersten Schritt berechneten Blochmoden u(i)± können wir nun die Integrale
I1 = I1(a1, a2, b1, b2, λ) :=
∫ 0
−1





I2 = I2(a1, a2, b1, b2) :=
∫ 1
0




in den einzelnen Fällen bestimmen.
In Fall 1 ergibt sich für λ < a1 das Integral I1 zu
e2κ1I1 =






















































Im Fall λ < a2 erhalten wir ferner
I2 =






















































In Fall 2 erhalten wir für λ = a1 dann
e2κ1I1 =
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und im Fall λ = a2 weiterhin
I2 =















































In Fall 3 folgt für a1 < λ < b1:
e2κ1I1 =

























































Für a2 < λ < b2 ergibt sich
I2 =

























































In Fall 4 ist für λ = b1 zunächst
e2κ1I1 =
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und im Fall λ = b2 ferner
I2 =














































In Fall 5 schließlich ist für b1 < λ das Integral I1 gegeben durch
eκ1I1 =







































































und für I2 erhalten wir im Fall b2 < λ dann
I2 =








































































Nun gilt es zu untersuchen, ob Parameterwerte a1, a2, b1, b2, λ existieren, sodass gleichzeitig I (a1, a2, b1, b2, λ) <
0 und I2(a1, a2, b1, b2, λ) < 0 sind und das Existenzkriterium von Korollar 3.2.5 die Existenz starker
dualer Grundzustände von (3.19) sichert.
In den numerischen Berechnungen von Marc Teschner wurden hierfür nun die Parameter a2,
b1 und b2 fest gewählt und nur noch a1 und λ variiert. Dann gilt es zunächst das Spektrum
σ(L) = σ(L1) ∪ σ(L2) in Abhängigkeit von a1 zu berechnen. Dies ist in Abbildung 3.5 dargestellt.
Die Spektralbänder des (nicht von a1 abhängenden) Operators L2 liegen dann parallel zur a1-Achse,
während die Spektralbänder von L2 nun geneigt verlaufen.
Auf den folgenden Seiten stellen wir nun die Ergebnisse der Berechnungen von Marc Teschner
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Abbildung 3.5:
Die Spektren von L1 und L2 für a2 = 30, b2 = 70, b1 = 100, a1 ∈ [0, 50] sowie λ ∈ [0, 140]. Wiederum
ist σ(L1) ∪ σ(L2) hellgrau und σ(L1) ∩ σ(L2) dunkelgrau schraffiert.
zusammen. Dabei galt anfangs die Parameterwahl
a2 = 5, b1 = 21, b2 = 20.
Die Berechnungen wurden dann herkömmlich mit MATLAB (Abbildung 3.6) und zusätzlich ergeb-
nisverifiziert, d.h. unter Verwendung von Intervallarithmetik, mit INTLAB (Abbildungen 3.7 und
3.8) durchgeführt. Tatsächlich konnten so Bereiche in der ersten echten spektralen Lücke von L ge-
funden werden, in denen sowohl I1 als auch I2 negativ sind, in denen also die Existenz starker
dualer Grundzustände gesichert ist.
Weil aber diese Bereiche gleichwohl recht klein ausfallen, wurde danach die Frage untersucht, wie
sich diese Bereiche verändern, wenn man nun die Parameter b1 und b2 weiter variiert und die Dif-
ferenz |b1 − b2| schrittweise vergrößert. Es hat sich dabei gezeigt, dass die Bereiche, in denen die
Berechnungen mit INTLAB die Existenz von starken dualen Grundzuständen in der ersten ech-
ten spektralen Lücke garantieren können, mit wachsender Differenz von |b1 − b2| abnehmen und
schließlich ganz verschwinden (Abbildung 3.9).
Vergleicht man nun diese Ergebnisse mit den Resultaten für den positiv definiten Fall aus [DNPPR],
so erkennt man, dass die Bedingung I1 < 0 und I2 < 0 des Existenzkriteriums von Korollar 3.2.5






gemäß Bemerkung 3.2.4 doch sehr scharf ist und eine Abschwächung des Kriteriums somit wün-
schenswert wäre.
Abschließend wurde untersucht, wie sich eine Erhöhung der Differenz |ai − bi| auf die Ergebnisse
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auswirkt, vgl. Abbildung 3.10. Hier lieferten die Berechnungen mit MATLAB sogar die Existenz
von starken dualen Grundzuständen in der zweiten Spektrallücke von L. Auf eine Verifizierung
der Ergebnisse mit INTLAB wurde wegen des hohen Rechenaufwandes hier jedoch verzichtet, d.h.
– ebenso wie für die in Abbildung 3.9 dargestellten Resultate – kann die Existenz eines starken





Mit MATLAB berechnete Integrale in der semi-infiniten und der ersten echten spetralen Lücke von
L. Die weißen Bereiche entsprechen den Spektrallücken, die dunklen Bereiche den Spektralbändern
von L, hellgrau schraffiert sind die Bereiche in denen (a) I1 < 0, (b) I2 < 0 und (c) I1, I2 < 0.
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(a) (b)
(c)
Abbildung 3.7: Berechnungen mit INTLAB für die semiinfinite Lücke.




Berechnungen mit INTLAB in der ersten echten spektralen Lücke von L. Durch Verwendung von
Intervallarithmetik fallen die hellgrau schraffierten Bereiche im Vergleich zur mit MATLAB berechneten
Abbildung 3.6 nun kleiner aus.
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Abbildung 3.9:
Linke Spalte: Bereiche für I1 < 0. Mittlere Spalte: Bereiche für I2 < 0.
Rechte Spalte: Bereiche für I1, I2 < 0.
Zeile 1: b2 = 15. Zeile 2: b2 = 17. Zeile 3: b2 = 18.5. Zeile 4: b2 = 19.75. Zeile 5: b2 = 20.5. Zeile 6:
b2 = 20.9.
Weitere Parameter: a2 = 5, b2 = 21, a1 ∈ [0, 6], λ ∈ [0, 30].
Berechnungen mit MATLAB.




Berechnungen mit MATLAB für die Parameterwerte a1 ∈ [0, 6], a2 = 5, b1 = 151 und b2 = 146.
Wiederum sind (a) die Bereiche mit I1 < 0, in (b) die Bereiche mit I2 < 0 und in (c) die Bereiche




Im Anhang wollen wir nun das Problem der Suche nach echten Grundzuständen der der nichtli-
nearen Schrödingergleichung
−∆u + V(x)u = Γ(x)|u|p−1u in Rn (A.1)
im Grenzflächenfall diskutieren und zeigen, wie man unter den Voraussetzungen (H1) bis (H3) ein
zu Satz 2.7.1 analoges Existenzkriterium auch für Grundzustände erhält.
A.1 Die verallgemeinerte Nehari-Mannigfaltigkeit
Wir betrachten den Schrödingeroperator
L = −∆ + V(x)
zum Grenzflächenpotenzial V sowie die Operatoren
Li = −∆ + Vi(x) für i = 1, 2
mit den periodischen Potenzialen Vi auf H2(Rn) ⊂ L2(Rn) betrachten. Grundzustände von (A.1)








für jede messbare und beschränkte Funktion f : σ(L) −→ C bzw. f : σ(Li) −→ C. Wir setzen
σ± := {λ ∈ σ(L) : λ ≷ 0} sowie σ±i := {λ ∈ σ(Li) : λ ≷ 0}
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und erklären die Operatoren
P± := 1σ±(L) =
∫
σ±




Schließlich betrachten wir die Räume
H± := P±(H) bzw. H±i := P
±
i (H).
Dann erhalten wir unmittelbar die folgende
Proposition A.1.1.
(a) Es gilt







Insbesondere sind die Operatoren P± und P±i Orthogonalprojektionen.
(b) L ist positiv definit auf H+ und negativ definit auf H−; Li ist positiv definit auf H+i und negativ
definit auf H−i .
(c) Es existieren Skalarprodukte 〈·, ·〉 bzw. 〈·, ·〉i auf H, so dass die zugehörigen Normen ‖ · ‖ :=
√
〈·, ·〉
bzw. ‖ · ‖i :=
√














dx für alle u ∈ H±i .
Definition A.1.2. Für u ∈ H schreiben wir kurz u± := P±u (wohlgemerkt für P±, nicht für P±i !).
Schwache Lösungen u ∈ H der nichtlinearen Schrödingergleichungen
Liu = Γi(x)|u|p−1u in Rn (A.2)
mit den periodischen Koeffizienten Vi und Γi entsprechen den kritischen Punkten der Funktionale





























Γi(x)|u|p+1 dx für alle u ∈ H.
Analog entsprechen Lösungen der nichtlinearen Schrödingergleichung (A.1) vom Grenzflächen-Typ

























Γ(x)|u|p+1 dx für alle u ∈ H.
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∇u · ∇ϕ + V(x)uϕ− Γ(x)|u|p−1uϕ
)
dx









∇ψ · ∇ϕ + V(x)ψϕ− pΓ(x)|u|p−1ψϕ
)
dx
für alle u, ϕ, ψ ∈ H. Für Ii ergeben sich die analogen Formeln. Nach dem auf Alexander Pankov
zurückgehenden Satz 1.2.3 implizieren die Voraussetzungen (H1) bis (H3) die Existenz eines Grund-
zustandes u∗i der nichtlinearen Schrödingergleichung (A.2) mit den periodischen Koeffizienten Vi
und Γi. u∗i löst das Variationsproblem
ci := min{Ii(u) : u ∈ Mi} (A.4)
auf der verallgemeinerten Nehari-Mannigfaltigkeit
Mi := {u ∈ H \ {0} : I′i (u)u = 0 und I′i (u)ϕ = 0 für alle ϕ ∈ H−i } für i = 1, 2.
Wir betrachten für das Grenzflächenproblem nun die verallgemeinerte Nehari-Mannigfaltigkeit
M := {u ∈ H \ {0} : I′(u)u = 0 und I′(u)ϕ = 0 für alle ϕ ∈ H−}.
und das Variationsproblem
c := min{I(u) : u ∈ M}. (A.5)
Auf den Zusammenhang zwischen den Variationsproblem (A.5) und der Suche nach Grundzustän-
den von (A.1) gehen wir im späteren Verlauf dieses Anhangs ein. Als nächstes zeigen wir einige
wichtige Abschätzungen für das Funktional I auf der verallgemeinerten Nehari-Mannigfaltigkeit
M, die sich in [Pan05] bereits im rein periodischen Fall für Ii undMi finden.
Lemma A.1.3. Es existieren η1, η2, η3 > 0, sodass
η1 ≤ ‖u‖ ≤ η2 I(u)
p
p+1 und I(u) ≥ η3 für alle u ∈ M.
Dieselbe Aussage gilt auch für die Funktionale I1 und I2 an der Stelle von I.
Beweis: Der in [Pan05] von Alexander Pankov gegebene Beweis verwendet keinerlei Periodizitäts-
eigenschaften. Wir wollen ihn der Vollständigkeit halber wiederholen. Für alle u ∈ M ist




















ess infx∈Rn Γ(x) > 0. Insbesondere, I ≥ 0 aufM. Weiterhin gilt



















wobei wir im letzten Schritt den Sobolev’schen Einbettungssatz verwendet haben, aus dem sich











und mit r := p+1p und η2 := 2κ
−1/rC‖Γ‖L∞ erhalten wir
‖u‖ ≤ ‖u+‖+ ‖u−‖ ≤ η2 I(u)1/r. (A.8)
Aus (A.7) und dem Sobolev’schen Einbettungssatz folgt ferner
‖u±‖2 ≤ C′‖Γ‖L∞‖u‖p‖u±‖
mit einer Konstanten C′ > 0 und damit











und aus (A.8) folgt schließlich






und damit die Behauptung. 
Für Untersuchung des Variationsproblems (A.5) ist nun zuerst sicherzustellen, dassM 6= ∅. Ähn-
lich dem Vorgehen in Kapitel 2.6 werden wir dazu einen Grundzustand u∗1 der nichtlinearen Schrö-
dingergleichung mit den periodischen Koeffizienten V1 und Γ1 einer Idee aus [ACG99] folgend weit
von Grenzfläche x1 = 0 weg nach rechts verschieben, d.h. wir betrachten die Folge uk := u∗1(· − ke1)
und wollen diese für große Werte von k ∈ N auf die verallgemeinerte Nehari-Mannigfaltigkeit ab-
bilden.
Dafür ist eine einfache Skalierung skuk wie im Falle der klassischen Nehari-Mannigfaltigkeit in Ka-
pitel 2.6 nicht mehr ausreichend, weil auf diese Weise die Bedingung I′(skuk)ϕ = 0 für alle ϕ ∈ H−
nicht erfüllt werden kann.
Wir benötigen stattdessen eine spezielle Form des lokalen Umkehrsatzes in Banachräumen, die wir
im folgenden Abschnitt beweisen wollen.
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A.2 Einschub: Der Satz über implizit definierte Funktionen
In diesem Abschnitt seien X, Y und Z Banachräume. Wir beweisen den Satz über implizit definierte
Funktionen in der folgenden Fassung:
Satz A.2.1 (Satz über implizit definierte Funktionen). Für (x0, y0) ∈ X × Y und r > 0 sei B :=
Br(x0, y0) und f : B −→ Z eine stetige Abbildung. Ferner existieren die partiellen Fréchet-Ableitungen ∂X f
und ∂Y f von f bezüglich X und Y und es gelte:
(i) ∂X f (x0, y0) ist bijektiv.
(ii) Es existieren Konstanten C1, α, β > 0, sodass
‖∂X f (x0, y0)− ∂X f (x, y)‖ ≤ C1
(
‖x0 − x‖α + ‖y0 − y‖β
)
für alle (x, y) ∈ B.
(iii) Es gelte ‖∂Y f (x, y)‖ ≤ C2 für alle (x, y) ∈ B mit einer Konstanten C2 > 0.
(iv) f (x0, y0) = 0.
Weiter seien ε ≤ 12‖∂X f (x0, y0)−1‖−1 und δ, ρ > 0 gegeben mit
δ + ρ ≤ r, δα + ρβ ≤ ε
C1
, sowie ρ ≤ εδ
C2
. (A.10)
Dann existiert eine stetige Abbildung ξ : Bρ(y0) −→ Bδ(x0) mit
ξ(y0) = x0 und f (ξ(y), y) = 0 für alle y ∈ Bρ(y0).
Diese Abbildung ξ ist in Bδ(x0)× Bρ(y0) eindeutig bestimmt.
Beweis: Die stetige Invertierbarkeit von A := ∂X f (x0, y0) ∈ L (X, Z) folgt aus (i) und dem Satz
von der stetigen Inversen, siehe [Heu06, Nr. 39.4]. Da ρ + δ ≤ r, ist Bδ(x0)× Bρ(y0) ⊂ B. Für festes
y ∈ Bρ(y0) betrachten wir nun die Abbildung
Ty : Bδ(x0) −→ X, Ty(x) = x− A−1 f (x, y).
Ty ist Fréchet-differenzierbar mit T′y(x) = I − A−1∂X f (x, y) und es gilt
‖T′y(x)‖ = ‖I − A−1∂X f (x, y)‖











für alle x ∈ Bδ(x0). Aus dem Hauptsatz der Differenzial- und Integralrechnung erhalten wir dann
für alle x1, x2 ∈ Bδ(x0):
‖Ty(x1)− Ty(x2)‖ ≤ ‖x1 − x2‖
∫ 1
0
‖T′y(x1 + t(x2 − x1)‖dt ≤
1
2
‖x1 − x2‖. (A.11)
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Also ist Ty eine Kontraktion. Mit f (x0, y0) = 0 folgt weiterhin




A−1∂Y f (x0, y0 + t(y0 − y))(y0 − y)dt
und aus der dritten Bedingung an ρ und δ in (A.10) erhalten wir
‖Ty(x0)− x0‖ ≤ ‖A−1‖ sup
z∈Bρ(y0)






Für alle x ∈ Bδ(x0) gilt dann (A.10):







Also ist Ty ist eine Selbstabbildung von Bδ(x0) für jedes y ∈ Bρ(y0) und aus dem Banachschen
Fixpunktsatz folgt die Existenz eines eindeutig bestimmten Fixpunktes ξ = ξ(y) ∈ Bδ(x0) von Ty
für jedes y ∈ Bρ(y0), d.h.
f (ξ(y), y) = 0 für alle y ∈ Bρ(y0).
Es bleibt zu zeigen, dass die Abbildung ξ : Bρ(y0) −→ Bδ(x0), y 7→ ξ(y) stetig ist. Dazu seien
y1, y2 ∈ Bρ(y0). Dann gilt
‖ξ(y1)− ξ(y2)‖ = ‖Ty1(ξ(y1))− Ty2(ξ(y2))‖




‖ξ(y1)− ξ(y2)‖+ ‖Ty1(ξ(y2))− Ty2(ξ(y2))‖
und aus dem Hauptsatz der Differenzial- und Integralrechnung erhalten wir
‖ξ(y1)− ξ(y2)‖ ≤ 2‖Ty1(ξ(y2))− Ty2(ξ(y2))‖ ≤ 2‖A
−1‖‖ f (ξ(y2), y2)− f (ξ(y2), y1)‖
≤ 2‖A−1‖‖y2 − y1‖
∫ 1
0
‖∂Y f (ξ(y2), y1 + t(y2 − y1))‖dt
≤ 2C2‖A−1‖‖y2 − y1‖,
was die Stetigkeit von ξ beweist. 
Aus dem Satz über implizit definierte Funktionen in der Version von Satz A.2.1 ergibt sich nun
ohne Mühe die folgende Version des lokalen Umkehrsatzes:
Korollar A.2.2 (Lokaler Umkehrsatz). Für x0 ∈ X und r > 0 sei B := Br(x0). Die Abbildung f ∈
C(B, Z) sei Gâteaux-differenzierbar mit folgenden Eigenschaften:
(i) Die Gâteaux-Ableitung d f (x0) sei bijektiv.
(ii) Es existieren Konstanten C, α > 0, sodass
‖d f (x0)− d f (x)‖ ≤ C‖x0 − x‖α für alle x ∈ B.
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(iii) y0 = f (x0).
Ferner seien ε ≤ 12‖d f (x0)−1‖−1 und ρ, δ > 0 gegeben mit
δ + ρ ≤ r, δα + ρ ≤ ε
C
, sowie ρ ≤ εδ. (A.12)
Dann gibt es eine eindeutig bestimmte stetige Abbildung ξ : Bρ(y0) −→ Bδ(x0) mit
f (ξ(y)) = y für alle y ∈ Bρ(y0).
Beweis: Man wende Satz A.2.1 auf die Funktion ϕ : B×Y −→ Y, (x, y) 7→ f (x)− y an. 
A.3 Ein Projektionsproblem
Wir beginnen diesen Abschnitt mit einigen Bemerkungen zu Notationen, die wir im Folgenden
verwenden werden:
Bemerkung & Definition A.3.1. Es sei (X, 〈·, ·〉) ein beliebiger Hilbertraum, Ω eine offene Teilmenge
von X, f : Ω −→ R ein Funktional und x0 ∈ Ω.
(a) Besitzt f in x0 eine Gâteaux-Ableitung d f (x0) ∈ X∗, so gibt es nach dem Darstellungssatz von
Fréchet-Riesz genau ein x̂0 ∈ X, sodass
d f (x0)y = 〈x̂0, y〉 für alle y ∈ X.
Wir schreiben dann x̂0 =: ∇ f (x0) und nennen ∇ f (x0) den Gradienten von f in x0.
(b) Besitzt f in x0 eine zweite Gâteaux-Ableitung d2 f (x0) : X × X −→ R, so existiert nach dem Satz
von Lax-Milgram ein eindeutig bestimmter Operator A0 ∈ L (X) mit
d2 f (x0)(x, y) = 〈A0x, y〉 für alle x, y ∈ X.
Wir bezeichnen A0 =: ∇2 f (x0) als den zweiten Gradienten von f in x0. Nach [Zei95, Chapter 4]
ist ∇2 f (x0) symmetrisch.
Bemerkung A.3.2. Für alle u ∈ M ist u+ 6= 0.




Γ(x)|u|p+1 dx < 0,
ein Widerspruch! 
Die verallgemeinerte Nehari-Mannigfaltigkeit können wir nun als Nullstellenmenge einer C1-Abbildung
darstellen. Dafür betrachten wir die Abbildung G : H \ H− −→ H mit
G(u) = 〈∇I(u), u+〉 u
+
‖u+‖2 +∇I(u)
− für alle u ∈ H \ H−. (A.13)
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Dann gilt
G(u) = 0 ⇐⇒ 〈∇I(u), u+〉 u
+
‖u+‖2 = ∇I(u)
− ∈ H+ ∩ H− = {0}
⇐⇒ 〈∇I(u), u+〈= 0 und ∇I(u)− = 0
⇐⇒ 〈∇I(u), u〈= 0 und 〈∇I(u), ϕ〉 = 0 für alle ϕ ∈ H−
⇐⇒ u ∈ M.
Ferner ist G ∈ C1(H \ H−, H) und es gilt
G′(u)ϕ = 〈∇2 I(u)ϕ, u+〉 u
+
‖u+‖2 + 〈∇I(u), ϕ
+〉 u
+








für alle u ∈ H \ H− und alle ϕ ∈ H.
Es sei nun u∗1 ∈ M1 ein Grundzustand der nichtlinearen Schrödingergleichung
−∆u + V1(x)u = Γ1(x)|u|p−1u in Rn
mit den periodischen Koeffizienten V1 und Γ1 und
uk := u∗1(· − ke1) für alle k ∈N.
Dann ist uk ∈ M1 für alle t ∈ N. Ziel dieses Abschnitts ist es, uk in geeigneter Weise auf M zu
projizieren.
Bemerkung A.3.3. Nach Satz 1.2.2 existiert α > 0, sodass wir wie in Lemma 2.6.2 die Abschätzung
‖uk‖Lr(Rn−) ≤ Cαe
−αk für alle r ≥ 1 und alle k ∈N (A.15)
mit einer Konstanten Cα > 0 erhalten.
Das folgende Lemma besagt nun, dass die Funktionen uk für große k ∈N nahe anM liegen:
Lemma A.3.4. G(uk)→ 0 für k→ ∞.
Bevor wir mit dem Beweis von Lemma A.3.4 beginnen klären wir noch einige Schreibweisen, die
im folgenden Kontext immer wieder auftauchen werden.
Notation.
(a) Ist X ein abgeschlossener Unterraum von H, so bezeichnen wir mit PX ∈ L (H) die Orthogonalpro-
jektion von H auf X.
(b) Wir schreiben δV(x) = V(x)−V1(x) und δΓ(x) = Γ(x)− Γ1(x).
(c) Schließlich setzen wir Xk := span{uk}.
Beweis von Lemma A.3.4: Aus (A.13) erhalten wir
G(uk) = PXk∇I(uk) für alle k ∈N
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und damit die Behauptung. 
Unser Ziel ist es nun, den lokalen Umkehrsatz in der Version von Korollar A.2.2 auf G in der Stelle
uk anzuwenden. Dafür sind seine Voraussetzungen (i) und (ii) zu prüfen. Dafür benötigen wir noch
das folgende Lemma:
Lemma A.3.5. Zu jedem δ > 0, existiert kδ ∈N, sodass ‖u+k ‖ ≥ δ für alle k ≥ kδ.
Beweis: Andernfalls finden wir eine Teilfolge von (uk), entlang derer u+k → 0 in H und damit
‖uk‖2 = ‖u+k ‖

































Γ1(x)|uk|p+1 dx + o(1)
≤ − ess infRn Γ ‖uk‖
p+1
Lp+1




Für große k ∈N wäre somit ‖uk‖2 < 0, ein Widerspruch! 
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Als erstes zeigen wir in der folgenden Proposition die Invertierbarkeit der partiellen Fréchet-
Ableitung ∂Xk G(uk):
Proposition A.3.6. Es existieren eine von k ∈N unabhängige Konstante a > 0 und k1 ∈N, sodass
(a) 〈∂Xk G(uk)ϕ, ϕ〉 ≤ −a‖ϕ‖
2 für alle ϕ ∈ Xk,
(b) ∂Xk G(uk)
−1 ∈ L (Xk) und ‖∂Xk G(uk)
−1‖ ≤ a−1
für alle k ≥ k1.
Beweis: Die Aussage von Teil (b) folgt unmittelbar aus Teil (a) und dem Satz von Lax-Milgram,
siehe [Alt12, Satz 4.2]. Zum Beweis von Teil (a) sei nun k ∈N fest. Dann gilt:
∂Xk G(uk) = [PXk∇I(uk)]
′ (A.14)= PXk∇
2 I(uk). (A.16)
Weiter sei ϕ = µuk + ψ ∈ Xk mit µ ∈ R und ψ ∈ H−. Aus (A.16) erhalten wir dann
〈∂Xk G(uk)ϕ, ϕ〉 = 〈∇




|∇ϕ|2 + V(x)ϕ2 − pΓ(x)|uk|p−1 ϕ2
)
dx





















|∇ψ|2 + V(x)ψ2 − pΓ(x)|uk|p−1ψ2
)
dx.
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und schließlich, weil ψ ∈ H−,




Man beachte im Folgenden, dass
(p− 1)Γ1(x) + pδΓ(x) = (p− 1)Γ(x) + δΓ(x).
Wir setzen nun
Ak := [(p− 1)Γ(x) + δΓ(x)]|uk|p+1,
Bk := pΓ(x)|uk|p−1,
Ck := [(p− 1)Γ(x) + δΓ(x)]|uk|p−1uk.
Dann ist








Für die Menge {x ∈ Rn : uk(x) = 0} schreiben wir kurz {uk 6= 0} und analog {Bk 6= 0}. Da
{uk 6= 0} = {Bk 6= 0} erhalten wir dann∫
Rn
(























































µ2 Ak+2µψCk + ψ2Bk
)
dx
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Schließlich folgt daraus mit der Konstante η3 > 0 aus Lemma A.1.3:∫
Rn
(
µ2 Ak+2µψCk + ψ2Bk
)
dx











Insgesamt erhalten wir also
〈∂Xk G(uk)ϕ, ϕ〉 ≤ −‖ψ‖






































gesetzt haben. Wir erhalten somit
〈∂Xk G(uk)ϕ, ϕ〉 ≤ −ã‖ϕ‖



















und einer Konstanten C > 0, in die nur ess infRn Γ, ‖Γ‖∞, ‖δV‖∞ und p eingehen, sowie
|δk(ψ)| ≤ |µ|‖ψ‖bk mit bk = ‖δV‖∞‖uk‖L2(Rn−) = O(e
−αk).
Aus (A.17) folgt dann:
〈∂Xk G(uk)ϕ, ϕ〉 ≤ −ã‖ϕ‖
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Nach Lemma A.3.5 existiert zu δ0 > 0 nun ein k1 ∈ N, sodass ‖u+k ‖
2 ≥ δ0 für alle k ≥ k1. Damit
ergibt sich













‖ψ‖2 für alle k ≥ k1.













für alle k ≥ k1,
und erhalten somit




für alle k ≥ k1. 
Als nächstes müssen wir nun zeigen, dass G′ einer lokalen Hölderbedingung genügt. Wir betrach-
ten zunc̈hst I′ und I′′:
Lemma A.3.7. Es seien u ∈ H und r > 0. Dann existieren Konstanten L, M, α > 0, die nur von V, Γ,
‖u‖ und r anbhängen, sodass
(a) ‖I′(u)− I′(w)‖ ≤ L‖u− w‖,
(b) ‖I′′(u)− I′′(w)‖ ≤ M‖u− w‖α
für alle w ∈ Br(u).
Beweis: Zu (a). Da I ∈ C2(H, R) kann L := supw∈Br(u) ‖I
′′(w)‖ gewählt werden. Mit Hilfe der










≤ 1 + ‖V‖∞ + C‖Γ‖∞‖w‖p−1





L hängt also nur von V, Γ, ‖u‖ und r ab.
Zu (b). Es sei w ∈ Br(u). Dann gilt:














∣∣∣ (|u|p−1 − |w|p−1) ϕψ∣∣∣dx.
Im Folgenden seien ϕ, ψ ∈ H mit ‖ψ‖ = ‖ϕ‖ = 1. Wir unterscheiden zwei Fälle:
1. Fall: p ∈ (1, 2]. Bekanntlich gilt |xp−1 − yp−1| ≤ |x − y|p−1 für alle x, y ≥ 0. Damit erhalten wir
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für alle u, w ∈ H:∫
Rn













2. Fall: p ∈ (2, 2#). Nun folgt für u ∈ H und w ∈ Br(u) mit dem Hauptsatz der Differential- und
Integralrechnung∫
Rn
∣∣∣(|u|p−1 − |w|p−1)ϕψ∣∣∣dx = ∫
Rn

































Ferner gilt für alle t ∈ [0, 1]:
‖w + t(u− w)‖p−2 ≤ 2p−2
(











(A.18) und (A.19) liefern dann zusammen die Behauptung. 
Jetzt zeigen wir die lokale Bedingung für G′:
Proposition A.3.8. Es existieren Konstanten C, r, α > 0 und k0 ∈N, sodass
‖G′(uk)− G′(u)‖ ≤ C‖uk − u‖α für alle u ∈ Br(uk) und alle k ≥ k0.
Beweis: Nach (A.14) gilt für alle ϕ ∈ H:
G′(u)ϕ = 〈∇2 I(u)ϕ, u+〉 u
+
‖u+‖2 + 〈∇I(u), ϕ
+〉 u
+
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Es sei δ > 0. Nach Lemma A.3.5 finden wir dann kδ ∈ N, sodass ‖u+k ‖ > δ für alle k ≥ kδ. Wir
wählen nun r ∈ (0, δ). Dann gilt für alle u ∈ Br(uk)
r > ‖uk − u‖ ≥ ‖u+k − u
+‖ ≥ ‖u+k ‖ − ‖u
+‖
und damit
‖u+‖ > ‖u+k ‖ − r > δ− r > 0 für alle k ≥ kδ. (A.20)
Daraus folgt nun die Lipschitz-Stetigkeit von u 7→ u+‖u+‖s auf Br(uk) für s ∈ {2, 4}. Die Lipschitz-
Stetigkeit von ∇I und die Hölder-Stetigkeit von ∇2 I auf Br(uk) folgen aus Lemma A.3.7. Insbe-
sondere hängen die jeweiligen Lipschitz-Konstanten nur von r und ‖uk‖ ab. Die Behauptung von
Proposition A.3.8 folgt nun, weil r nur von δ aber nicht von k abhängt und ‖uk‖ = ‖u∗1‖ für alle
k ∈N. 
„Lösung“ des Projektionsproblems
Wir wählen a > 0 und k0 ∈N gemäß Proposition A.3.6 sowie C, r, α > 0 und k1 ∈N gemäß Propo-
sition A.3.8 und setzen K0 := max{k0, k1}. Dann sind alle Voraussetzungen des lokalen Umkehrs-
atzes in der Version von Korollar A.2.2 für G an der Stelle uk erfüllt. Wir finden also ρ, δ > 0 mit
δ + ρ ≤ r, δα + ρ ≤ a
2C
, sowie ρ ≤ δa (A.21)
und für alle k ≥ K0 eine stetige Abbildung ξk : Bρ(G(uk)) −→ Bδ(uk) mit
G(ξk(w)) = w für alle w ∈ Bρ(G(uk)). (A.22)
Man beachte, dass aus (A.21) und der k-Unabhängigkeit der Konstanten C, a, r und α auch die
k-Unabhängigkeit der Radien ρ und δ folgt. Die Kugeln Bρ(G(uk)) werden für k → ∞ also nicht
beliebig klein, und da G(uk) → 0 für k → ∞ nach Lemma A.3.4, können wir 0 ∈ Bδ(G(uk)) für
k ≥ K1 erreichen, wobei K1 ∈N mit K1 ≥ K0. Dann setzen wir
pk := ξk(0) für alle k ≥ K1. (A.23)
Beachte, dass pk ∈ Bδ(uk). Aus (A.22) folgt ferner
G(pk) = G(ξk(0)) = 0, (A.24)
d.h. pk ∈ M. pk ist somit die gesuchte „Projektion“ von uk aufM.
A.4 Palais-Smale Folgen inM
Im vorangegangenen Abschnitt haben wir gesehen, dass M 6= ∅. Wir können also mit der Unter-
suchung des Variationsproblems (A.5) beginnen. Zunächst notieren wir den folgenden Spezialfall
von Proposition A.3.6:
Lemma A.4.1. Ist (uk) eine beliebige beschränkte Folge in M und Xk := span{uk} + H−, so existiert
eine von k ∈N unabhängige Konstante a > 0 und k1 ∈N, sodass
(a) 〈∂Xk G(uk)ϕ, ϕ〉 ≤ −a‖ϕ‖
2 für alle ϕ ∈ Xk,
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(b) ∂Xk G(uk)
−1 ∈ L (Xk) und ‖∂Xk G(uk)
−1‖ ≤ a−1
für alle k ≥ k1.
Beweis: In Proposition A.3.6 galt G(uk) → 0 für k → ∞. Nun gilt sogar G(uk) = 0 für alle k ∈ N.
Im Beweis von Proposition A.3.6 vereinfachen sich die Argumente dadurch, wie wir im Folgenden
skizzieren:
Für festes k ∈N sei ϕ = µuk + ψ mit µ ∈ R und ψ ∈ H−. Da uk nun in der Nehari-Mannigfaltigkeit
M liegt, ergeben sich die Integrale K1, K2 und K3 im Beweis von Proposition A.3.6 zu












und mit Ak := (p− 1)Γ(x)|uk|p+1, Bk := pΓ(x)|uk|p−1 und Ck := (p− 1)Γ(x)|uk|p−1uk erhält man





µ2 Ak + 2µψCk + ψ2Bk
)
dx ≤ −‖ψ‖2 − 2µ2 p + 1
p
η3,
mit der Konstanten η3 aus Lemma A.1.3. Nach Lemma A.3.5 finden wir ferner zu δ0 > 0 eine Zahl
k1 ∈N, sodass ‖u+k ‖
2 ≥ δ0 für alle k ≥ k1. Daraus folgt dann
〈∂Xk G(uk)ϕ, ϕ〉 ≤ −‖ψ‖












und Lemma A.4.1 ist gezeigt. 
Mit Hilfe dieses Lemmas zeigen wir nun zunächst die folgende wichtige Proposition, die uns den
Zusammenhang zwischen (A.5) und der Suche nach Grundzuständen von (A.1) liefert:
Proposition A.4.2. Jede Lösung u0 ∈ H \ {0} des Variationsproblems (A.5) ist ein Grundzustand der
nichtlinearen Schrödingergleichung (A.1) vom Grenzflächentyp.
Der Beweis dieser Proposition benutzt die folgende Version der Multiplikatorenregel von Lagrange
in Banachräumen, vgl. [Dei85, Theorem 26.1]:
Satz A.4.3. Es seien X und Y Banachräume, x0 ∈ X, r > 0 und B := Br(x0). Ferner betrachten wir die
Abbildungen f ∈ C1(B, R) sowie Φ ∈ C1(B, Y) mit den folgenden Eigenschaften
(i) Φ(x0) = 0.
(ii) Bild Φ′(x0) ist abgeschlossen.
(iii) f (x0) = min{ f (x) : x ∈ Bρ(x0) and Φ(x0) = 0}.
Dann existieren Lagrange-Multiplikatoren λ ∈ R und y∗ ∈ Y∗, sodass (λ, y∗) 6= (0, 0) und
λ f ′(x0) + Φ′(x0)∗y∗ = 0. (A.25)
Ferner gilt: ist Φ′(x0) surjektiv, so ist λ 6= 0.
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Beweis von Proposition A.4.2: Es sei u0 ∈ M ein Minimierer von I|M. Weiter setzen wir X :=
span{u0}+ H−. Wir schreiben X∗ bzw. H∗ für die topologischen Dualräume von X bzw. H sowie
〈·, ·〉∗ für das Skalarprodukt in H∗. Weil M alle kritischen Punkte von I enthält, genügt es zu
zeigen, dass I′(u0) = 0. Nun ist Bild G′(u0)|X = X abgeschlossen und nach der Lagrange’schen
Multiplikatorenregel in der Fassung von Satz A.4.3 existiert ein Lagrange-Multiplikator v∗ ∈ X∗
mit
I′(u0) + G′(u0)∗v∗ = 0 in X∗. (A.26)
Da u0 ∈ M und v∗ ∈ X∗, ist 〈I′(u0), v∗〉∗ = 0. Bezeichnen wir nun mit v ∈ H das Urbild von v∗
unter dem Fréchet-Riesz-Isomorphismus H −→ H∗, so erhalten wir aus (A.26) und Lemma A.4.1:
0 = 〈G′(u0)v∗, v∗〉∗ = 〈G′(u0)v, v〉 ≤ −a‖v‖2.
D.h. aber ‖v∗‖∗ = ‖v‖ = 0 und die Behauptung folgt aus (A.26). 
Unser Ziel ist nun der Nachweis der Existenz einer Palais-Smale Folge für I zum Niveau c in
der verallgemeinerten Nehari-Mannigfaltigkeit M. Dafür zeigen wir zunächst, dass M eine C1-
Mannigfaltigkeit ist:
Lemma A.4.4. Für u0 ∈ M seien X := span{u0}+ H− und Y := X>. Ferner seien x0 ∈ X und y0 ∈ Y
so gewählt, dass u0 = x0 + y0. Dann gilt
(a) Es gibt eine Umgebung U ⊂ Y von y0 und eine Abbildung x ∈ C1(U, X) mit folgenden Eigenschaften:
(i) x(y0) = x0.
(ii) G(x(y) + y) = 0 für alle y ∈ U.
(iii) x′(y0)y = −∂XG(u0)−1 ∂YG(u0)y für alle y ∈ Y.
Insbesondere istM eine C1-Mannigfaltigkeit.
(b) Ist die lineare Abbildung A : Y −→ H gegeben durch
Ay = x′(y0)y + y,
so gilt für den Tangentialraum Tu0M anM im Punkt u0:
Tu0M = Kern G′(u0) = Bild A.
Beweis: Zu (a). Nach Lemma A.4.1 ist ∂XG(u0)−1 ∈ L (X) und die Existenz der Abbildung x ∈
C1(U, X) mit den Eigenschaften (i) bis (iii) folgt aus dem Satz über implizit definierte Funktionen.
Durch
Φ(y) = x(y) + y für alle y ∈ U
wird eine lokale Karte Φ ∈ C1(U,M) der MannigfaltigkeitM für eine Umgebung des Punktes u0
definiert. Da u0 ∈ M beliebig gewählt ist, istM eine C1-Mannigfaltigkeit.
Zu (b). Für alle y ∈ Y gilt nach Teil (a):
G′(u0)Ay = ∂XG′(u0)x′(y0)y + ∂YG(u0)y = −∂YG(u0)y + ∂YG(u0)y = 0,
d.h. Bild A ⊂ Kern G′(u0) = Tu0M. Ferner ist A injektiv, da
Ay = 0 =⇒ x′(y0)y = −y ∈ X ∩Y = {0} =⇒ y = 0.
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Als nächstes zeigen wir, dass A den Raum Y auf den Tangentialraum Tu0M abbildet. Dafür sei
u = ux + uy ∈ Tu0M mit ux ∈ X und uy ∈ Y. Da








u = ux + uy = x′(y0)uy + uy = Auy.
Also ist A : Y −→ Tu0M bijektiv und damit Teil (b) damit bewiesen. 
Nun zeigen wir das folgende Analogon zu Lemma 2.3.10:
Lemma A.4.5. Es seien ε > 0 und u0 ∈ M gegeben, sodass
I(u0) ≤ I(u) + ε‖u− u0‖ für alle u ∈ M. (A.27)
Ferner betrachten wir die Zerlegung
∇I(u0) = s + t mit s ∈ (Tu0M)⊥ und t ∈ Tu0M.
Dann ist ‖t‖ ≤ ε.
Beweis: Wie in Lemma A.4.4 zerlegen wir u0 = x0 + y0 in x0 ∈ X := span{u0}+ H− und y0 ∈ Y :=
X>. Ferner betrachten wir die Abbildung x ∈ C1(U, X) aus Lemma A.4.4 (a) und den Punkt
u = x(y) + y ∈ M
für beliebiges y ∈ U. Für y→ y0 gilt dann:
u− u0 = x(y)− x0 + y− y0
= x′(y0)(y− y0) + y− y0 + o(y− y0) (A.28)
= A(y− y0) + o(y− y0). (A.29)
Weiterhin erhalten wir aus dem Satz von Taylor:
I(u) = I(u0) + 〈∇I(u0), u− u0〉+ o(u− u0)
(A.28)
= I(u0) + 〈∇I(u0), A(y− y0) + o(y− y0)〉+ o(y− y0)
(A.27)
≤ I(u) + ε‖u− u0‖+ 〈∇I(u0), A(y− y0)〉+ o(y− y0) für y→ y0.
Zusammen ergibt sich für y→ y0 also
〈∇I(u0), A(y0 − y)〉 ≤ ε‖u− u0‖+ o(y− y0)
(A.28)
= ε‖A(y− y0)‖+ o(y− y0).
Für y = y0 ± tz mit z ∈ Y, ‖z‖ = 1 und t > 0 gilt nun für t→ 0:
±t〈∇I(u0), Az〉 ≤ ε‖A(tz)‖+ o(t).
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Im Grenzwert t→ 0 folgt somit
|〈∇I(u0), Az〉| ≤ ε‖Az‖ für alle z ∈ Y mit ‖z‖ = 1,
sodass wir insgesamt
|〈∇I(u0), Ay〉| ≤ ε‖Ay‖ für alle y ∈ Y
erhalten. Nach Lemma A.4.4 (b) gilt nun Bild A = Tu0M und die Behauptung folgt. 
Damit zeigen wir nun die Existenz der gewünschten Palais-Smale-Folge inM:
Proposition A.4.6. Es existiert eine Folge (uk) inM mit I(uk)→ c und I′(uk)→ 0 für k→ ∞.
Beweis: Nach (A.6) ist c = infM I > 0. Nun sei (εk) eine Folge in (0, ∞) mit εk → 0 für k → ∞ und
(vk) eine Folge in M mit I(vk) ≤ c + εk für alle k ∈ N. Aus dem Variationsprinzip von Ekeland,
siehe Satz 2.3.13, erhalten wir dann eine Folge (uk) inM, mit
I(uk) ≤ I(w) + εk‖uk − w‖ für alle w ∈ M und alle k ∈N.
Die Voraussetzung (A.27) von Lemma A.4.5 ist erfüllt. Zerlegen wir also ∇I(uk) = sk + tk in
sk ∈ (TukM)⊥ und tk ∈ TukM, so folgt ‖tk‖ ≤ εk für alle k ∈ N und damit tk → 0 as k → ∞.
Für beliebiges, aber festes k ∈N schreiben wir Xk := span{uk}+ H−. Nach (A.4.1) ist Bild G′(uk)|Xk =
Xk abgeschlossen und aus der Charakterisierung von Operatoren mit abgeschlossenem Bild, siehe
[Bré05, Théorème II.18], erhalten wir Bild G′(uk)|∗Xk = Kern G
′(uk)⊥. Nach (A.16) ist nun G′(uk)|Xk =
PXk∇
2 I(uk). Nach Bemerkung A.3.1 ist ∇2 I(uk) symmetrisch. Für PXk gilt dies ebenfalls, denn PXk
ist eine Orthogonalprojektion. Also ist G′(uk)|Xk ein symmetrischer Operator und es gilt
Bild G′(uk)|Xk = [Kern G
′(uk)]⊥ = (TukM)
⊥.
Dann existiert aber hk ∈ Xk mit G′(uk)hk = −sk. Insgesamt finden wir auf diese Weise eine Folge
(hk) in H mit
∇I(uk) + G′(uk)hk = tk für alle k ∈N. (A.30)
Da tk = o(1) , liefert (A.30):
o(‖hk‖) = 〈∇I(uk), hk〉+ 〈G′(uk)hk, hk〉 für k→ ∞.
Da uk ∈ M und hk ∈ Xk, ist 〈∇I(uk), hk〉 = 0 und wir erhalten aus Lemma A.4.1
o(‖hk‖) = 〈∂Xk G(uk)hk, hk〉 ≤ −a‖hk‖
2 für k→ ∞,
wobei a > 0 nicht von k abhängt. D.h. aber ‖hk‖ → 0 für k→ ∞. Ferner gilt
G′(uk)hk = ∇2 I(uk)PXk hk = ∇
2 I(uk)hk. (A.31)
und somit
‖G′(uk)hk‖ ≤ ‖∇2 I(uk)‖‖hk‖ → 0 für k→ ∞.
Aus (A.30) folgt somit ∇I(uk) → 0. Nach dem Variationsprinzip von Ekeland gilt ferner I(uk) ≤
I(vk) für alle k ∈ N und damit I(uk) → m as k → ∞, d.h. (uk) ist eine Palais-Smale-Folge für I auf
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dem Niveau c. 
Die im Beweis von Proposition A.4.6 gefundene Folge (hk) in H kann man im Sinne von (A.30)
wieder eine Folge approximierter Lagrange-Multiplikatoren nennen. Proposition A.4.6 ist das Analogon
zu Proposition 2.3.12 aus dem Abschnitt über duale Grundzustände. Man beachte ferner, dass wir
bislang nur die Beschränktheit der Koeffizienten V und Γ verwendet haben.
A.5 Das abstrakte Existenzkriterium
Ziel ist nun der Beweis des folgenden Satzes:
Satz A.5.1. Unter den Voraussetzungen (A1) bis (A3) gelte c < min{c1, c2}. Dann besitzt die nicht-
lineare Schrödingergleichung
−∆u + V(x)u = Γ(x)|u|p−1u in Rn
einen Grundzustand u∗ ∈ H1(Rn) \ {0}.
Wie schon für den Beweis des Existenzkriteriums im dualen Fall benötigen wir auch hier mehre-
re Zwischenresultate. Für δ > 0 betrachten wir zunächst wieder eine Abschneidefunktion χδ ∈
C∞(R, [0, 1]) mit
χδ(t) =
{
1, wenn t ≥ δ,
0, wenn t ≤ 0,
und |χ′δ(t)| ≤ C (t ∈ R).
und erklären damit die Abschneidefunktion χ±δ ∈ C
∞(Rn) durch
χ±δ (x) = χ
±
δ (x1, . . . , xn) := χδ(±x1) für alle x = (x1, . . . , xn) ∈ R
n.
Dann ist supp χ±δ = R
n
± und supp∇χ±δ ⊂ Sδ, wobei Sδ := (−δ, δ)×R
n−1 ⊂ Rn wieder den Streifen
um 0 in Rn mit Weite 2δ bezeichnet. Dann gilt das Analogon zu Lemma 2.7.2:









so gelten für k→ ∞ die folgenden Asymptotiken:
(a) ‖uk‖L2(Rn) = ‖u
(1)
k ‖L2(Rn) + ‖u
(2)
k ‖L2(Rn) + o(1),
(b) ‖uk‖H1(Rn) = ‖u
(1)
k ‖H1(Rn) + ‖u
(2)
k ‖H1(Rn) + o(1),
(c) I(uk) = I1(u
(1)
k ) + I2(u
(2)
k ) + o(1),
(d) I′(uk) = I′1(u
(1)




k ) + o(1).
In Teil (d) ist die Konvergenz dabei im Sinne von H−1(Rn) = H1(Rn)∗ zu verstehen.
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Beweis: Im Verlauf dieses Beweises verwenden wir C stets als Symbol für (möglicherweise verschie-
dene) positive Konstanten, die nicht von k abhängen.

















2 − (χ−δ )
2
]
dx ≤ ‖uk‖2L2(Sδ) → 0,
wenn wir beachten, dass supp[1− (χ+δ )
2 − (χ−δ )
2] ⊂ Sδ.
Zu (b). Es gilt
|∇u(1)k |
2 = u2k |∇χ
+
δ |
2 + 2ukχ+δ ∇χ
+





2 = u2k |∇χ
−
δ |
2 + 2ukχ−δ ∇χ
−





































∣∣∣∣∫Sδ 2uk∇uk · (χ+δ ∇χ+δ + χ−δ ∇χ−δ )dx
∣∣∣∣ .
Da uk → 0 in H1(Sδ) folgt die Behauptung nun mit Hilfe von Teil (a) und der Hölderschen Unglei-
chung.

































∣∣∣|uk|p+1 − |u(1)k |p+1 − |u(2)k |p+1∣∣∣dx ≤ C‖uk‖p+1Lp+1(Sδ) ≤ C‖uk‖p+1H1(Sδ) → 0














2 dx + o(1) as k→ ∞.
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(1− χ+δ − χ
−
δ )∇uk · ∇ϕ
− uk∇(χ+δ + χ
−















≤ ‖∇uk‖L2(Sδ)‖∇ϕ‖L2(Sδ) + C‖uk‖L2(Sδ)‖∇ϕ‖L2(Sδ)
+ ‖V‖L∞‖uk‖L2(Sδ)‖ϕ‖L2(Sδ) + ‖Γ‖L∞‖u
p
k ‖Lp+1(Sδ)‖ϕ‖Lp+1(Sδ)




mit der Sobolev-Konstante CS > 0. 
Es sei nun (uk) die Palais-Smale Folge für I zum Niveau m in der verallgemeinerten Nehari-
Mannigfaltigkeit M gemäß Proposition A.4.6. Nach Lemma A.1.3 ist (uk) beschränkt in H, sodass
wir entlang einer Teilfolge annehmen können, dass uk ⇀ u0 mit einer Funktion u0 ∈ H, die dann
eine schwache Lösung von (A.1) ist. Wir werden im Folgenden zeigen, dass wir wieder die Be-
dingung m < {c1, c2} benötigen, um auszuschließen, dass u0 = 0. Der technische Aufwand hierfür
verläuft nun in weiten Teilen analog zum Beweis des abstrakten Existenkriteriums von Satz 2.7.1 für
duale Grundzustände, sodass wir die Argumente an der einen oder anderen Stelle etwas abkürzen
werden.






u2k dx > 0 für alle r > 0.







u2k dx = 0
und aus dem Concentration-Compactness Lemma 2.4.1 nach Pierre Louis Lions erhalten wir uk → 0
in Lp für jedes p ∈ (2, 2∗). Da I′(uk)→ 0, finden wir Nullfolgen (δ±k ) in (0, ∞) mit
δ±k ‖u
±
k ‖ ≥ |I
















Der Einbettungssatz von Sobolev liefert dann
‖u±k ‖
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mit einer Konstanten C > 0. Mit δk := max{δ+k , δ
−
k } erhalten wir somit
‖uk‖2 = ‖u+k ‖



















Nach Lemma A.1.3 ist (uk) in H beschränkt. Ferner gilt δk → 0 und ‖uk‖Lp+1(Rn) → 0. Nach (A.32)
folgt damit auch ‖uk‖ → 0 für k→ ∞, im Widerspruch zu Lemma A.1.3. 
Nun zeigen wir das Analogon zu Proposition 2.7.3:
Proposition A.5.4. Gilt lim inf
k→∞
‖uk‖H1(Sδ) = 0, so ist c ≥ min{c1, c2}.
Beweis: Der Beweis verläuft vollständig analog zu Proposition 2.7.3. Deshalb lassen wir hier die
technischen Details aus und wiederholen die Argumente nur skizzenhaft noch einmal.
Nach Lemma A.5.3 finden wir ε, ρ > 0, eine Teilfolge von (uk) und eine Folge (y(k)) in Rn, sodass∫
Bρ(y(k))
u2k dx ≥ ε für alle k ∈N. (A.33)
Wählen wir dann eine Folge (a(k)) in Zn, für die (a(k) − y(k)) beschränkt ist, sowie einen Radius
r > ρ + sup
k∈N
|a(k) − y(k)|,
so folgt daraus ∫
Br(a(k))
u2k dx ≥ ε für alle k ∈N. (A.34)
Wir schreiben a(k) = (a(k)1 , . . . , a
(k)
n ) und unterscheiden wieder die folgenden drei Fälle:
Fall 1: Die Folge (a(k)1 ) ist beschränkt.
Fall 2: Längs einer Teilfolge gilt a(k)1 → +∞.
Fall 3: Längs einer Teilfolge gilt a(k)1 → −∞.
Zu Fall 1. Wir setzen ã(k) = (0, a(k)2 , . . . , a
(k)
n ) ∈ Zn sowie ũk := uk(·+ ã(k)). Wegen der Periodizität
von V und Γ in x2, . . . , xn ist (ũk) dann wieder eine Palais-Smale Folge für I auf dem Niveau m
in der verallgemeinerten Nehari-Mannigfaltigkeit M. Insbesondere ist (ũk) beschränkt und es gilt
ũk ⇀ u0 in H sowie ũk → u0 in L2loc(R
n) für eine Funktion u0 ∈ H. Nach (A.33) folgt dann u0 6= 0.






120 ANHANG A. (ECHTE) GRUNDZUSTÄNDE DES GRENZFLÄCHENPROBLEMS
d.h. u0 ist eine Lösung von
Lu = Γ(x)|u|p−1u in Rn.
Da ũk → 0 in H1(Sδ) liefert das Prinzip von der eindeutigen Fortsetzbarkeit nun u0 ≡ 0 auf Rn und
damit einen Widerspruch. Fall 1 kann somit nicht auftreten.






k (· − a
(k)) und zeigt mit Hilfe von Lemma
A.5.2, dass die Folge (ũ(1)k ) dann in H schwach gegen eine nichttriviale schwache Lösung von
L1u = Γ1(x)|u|p−1u in Rn
konvergiert. Insbesondere ist dann c ≥ c1.
Zu Fall 3. Hier betrachtet man statt u(1)k und ũ
(1)









a(k)). Mit denselben Argumenten wie in Fall 2 folgt dann, dass die Folge (ũ(2)k ) schwach in H gegen
eine nichttriviale schwache Lösung von
L2u = Γ2(x)|u|p−1u in Rn
konvergiert, und erhält daraus c ≥ c2. 







u2k dx > 0 für alle ρ ∈ (0, 2δ).
Beweis: Wie bei Proposition 2.7.7 zeigen wir auch hier die Kontraposition und nehmen an, dass








längs einer Teilfolge von (uk). Nach Lemma 2.4.3 (b), gilt dann
uk → 0 für k→ ∞ in Ls(S2δ) für alle s ∈ (2, 2∗). (A.35)
Nun gilt J′(uk)→ 0 in H−1. Ist dann ψk die Lösung von
Lψk = J′(uk) in Rn,
so folgt ψk → 0 in H1. Setzen wir weiter ϕk := uk − ψk ∈ H1, so erhalten wir
Lϕk = Luk − Lψk = Γ(x)|uk|p−1uk in Rn. (A.36)
Aus (A.35) folgt für k→ ∞ ferner
uk, ψk, ϕk → 0 in Ls(S2δ) für alle s ∈ (2, 2∗). (A.37)
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Die Beschränktheit von uk in H1(Rn) liefert also die Beschränktheit von (ϕk) in W2,q(Rn) für alle
q ∈ A. Da p ∈ (1, 2#), ist A ∩ ( 2nn+2 , 2) 6= ∅. Im Folgenden seien nun die Exponenten r, r′, s, s′ > 1





















ϕ2k dx ≤ ‖ϕk‖Lr(S2δ)‖ϕk‖Lr′ (S2δ) ≤ ‖ϕk‖Lr(S2δ)‖ϕk‖W2,r′ (Rn) ≤ C‖ϕk‖Lr(S2δ) → 0 (A.40)
für k→ ∞, da ‖ϕk‖Lr(S2δ) → 0 nach (A.37) und (ϕk) in W
2,r′(Rn) beschränkt ist.
Nun sei ξ : R −→ [0, 1] eine beliebig oft differenzierbare Funktion mit
ξ(t) =
{
1, für |t| ≤ δ,
0, für |t| ≥ 2δ,
und |ξ ′(t)| ≤ C (t ∈ R)
und ξ1 ∈ C∞0 (Rn) gegeben durch ξ1(x1, . . . , xn) = ξ(x1). Wir testen die Gleichung (A.36) mit den






























Für die letzte Abschätzung des ersten Summanden haben wir dabei benutzt, dass r′ ∈ A und
somit ‖upk ‖Lr′ (Sδ) ≤ C‖uk‖
p
H1(Sδ)
mit einer Konstanten C > 0, die sich aus dem Sobolev’schen
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denn (uk) ist in H1(Rn) beschränkt und ϕk → 0 in Lr(S2δ) nach (A.37), da r ∈ (2, 2∗). Weiter folgt
‖ϕk‖Ls(S2δ)‖ϕk‖W1,s′ (S2δ) → 0,
denn (ϕk) ist in W1,s
′
(S2δ) beschränkt, siehe (A.38), und ϕk → 0 in Ls(S2δ), da s ∈ (2, 2∗). Nach
(A.40) gilt schließlich ϕk → 0 in L2(S2δ) und wir erhalten aus (A.41) nun insgesamt ϕk → 0 in
H1(S2δ). Weiter oben hatten wir bereits gesehen, dass ψk → 0 in H1(S2δ). Damit folgt nun insgesamt
auch
uk = ϕk + ψk → 0 in H1(Sδ)
und mit Proposition A.5.4 somit c ≥ min{c1, c2}. Damit ist Lemma A.5.5 bewiesen. 
Beweis von Satz A.5.1: Es sei δ > 0. Da c < min{c1, c2} finden wir nach Proposition A.5.5 nun
ε, ρ > 0 und eine Folge (y(k)) in S2δ, sodass entlang einer Teilfolge von (uk) gilt∫
Bρ(y(k))
u2k dx ≥ ε for all k ∈N.
Wie im Beweis von Satz 2.7.1 wählen wir nun Vektoren a(k) = (0, a(k)2 , . . . , a
(k)
n ) ∈ Zn, sodass die
Folge (y(k) − a(k)) beschränkt ist, und einen Radius





|uk|p+1 dx ≥ ε
und für ũk := uk(·+ a(k)) erhalten wir∫
B
|ũk|p+1 dx ≥ ε für alle k ∈N (A.42)
mit B = Br(0). Dieselben Argumente wie im Beweis von Satz 2.7.1 liefern, dass eine Teilfolge von
(ũk) nun schwach gegen eine Lösung u0 ∈ H1 \ {0} von
Lu = Γ(x)|u|p−1u in Rn






































Γ(x)|u0|p+1dx = J(u0) ≥ c.
Also ist J(u0) = c und Satz A.5.1 ist bewiesen. 
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