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Chapter 1: Introduction
1.0 Background
In times of mass casualty or public health emergency, health care facilities or systems will likely
face an increased number of patients [1]. During such periods, hospitals play essential roles in delivering
health care services. They are not only directly subjected to the consequences of the mentioned catastrophic
events but also are required to sustain and even increase their capacity to meet the increased disasteroriginated demands [2].
Medical surge capability refers to the ability of health care systems to provide care for a markedly
increased volume of patients—one that challenges or exceeds their standard operating capacity [3, 4]. The
surge requirements may extend beyond direct care for the patients to include such tasks as extensive
laboratory studies or epidemiological investigations. The emergency department (ED) is one arm of the
hospital that exceeds capacity during a surge.
An emergency department is a medical treatment facility or department responsible for the
provision of medical and surgical care of patients who present by themselves or via an ambulance without
prior appointment. Most surges occur due to natural disasters (e.g., flooding, earthquakes, and hurricane),
disease outbreaks (e.g., Influenza, Coronavirus, Ebola, and Measles), unintentional man-made incidents, or
terrorist attacks. These natural disasters may damage the infrastructure of a region, leading to disruption of
transportation, communication, sanitation, and housing.
One of the challenges faced in the EDs during a surge is overcrowding. Overcrowding of EDs
is defined as an event in which hospital ED functionality is impeded primarily because of the high influx
of patients waiting to be seen, undergoing assessment and treatment, or waiting for release compared to the
physical or staffing levels of the ED [5]. As a result, there is a compromise in the quality of medical care
rendered to patients who visit hospitals for treatments. The consequences of ED crowding include increased
morbidity/mortality among boarded patients, longer hours on ambulance diversion, higher elopement rates,
long wait times, and unavailability of inpatient beds.
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Figure 1: Overview of Emergency Department Performance Modeling
As system engineers, what can we do and how can we help clinicians utilize advanced statistical,
machine learning and operations research techniques to address operation, planning, and performance
problems faced in the ED during a medical surge (Figure 1). According to [2], infrastructural safety, staff
capability, emergency medical functions, and disaster management are essential components that enable
hospitals to resist, reflect, and respond to disasters. These components influence the performance of hospital
EDs during disasters and ultimately affects its response to the community’s health in the face of disasters
[6].

1.1 Problem Statement
Within the last two decades (1999 –2019), the world has been plagued with different kinds of
disasters. Natural disasters such as earthquakes have killed more than 800,000 people since the beginning
of the 21st century [7], while Man-made tragedies caused by terrorism, industrial accidents (i.e. oil spillage,
fires and explosion), nuclear and chemical disasters, transportation accidents (i.e. railroad and aircraft
crashes) have taken more than an estimated 40,000 lives between 2010 to 2017 as reported by Insurance
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Information Institute (www.iii.org). The novel Coronavirus (COVID-19), Influenza (commonly known as
flu), Ebola virus, and severe acute respiratory syndrome (SARS) are typical examples of recent pandemics
(i.e., outbreaks of global proportions) that have spread rapidly, leading to disruption of environmental,
economic, and societal activities in addition to mortalities.
Disruptions caused by disasters usually result in injuries and worsening of chronic medical
conditions of patients. In the instance of a disease outbreak, this disruption does not only affect patients but
also impacts the frontline medical staff such as physicians, nurses, public health practitioners, surgeons and
other medical support personnel who have been stretched to a breaking point and are prone to infection.
For example, death tolls from the recent Coronavirus outbreak in the United States are at an estimated
616K+ and counting [8]. Numerous health workers have been infected with the virus and quarantined at
home as a safety precaution. With a reduction in frontline medical staff, the ability to cater to the health
needs of infected patients is greatly affected.
Hospital facilities are over-utilized during these disruptions. For instance, during the start of the
pandemic in 2020, reports in Italy indicated that the intensive care units were at a point of collapse with the
influx of patients [9]. Equipment and other resources are over-used or unavailable due to the increasing rate
of patients seeking care. Health systems in Europe, are reporting a volume of up to 80 ambulances per day,
health workers being overwhelmed and coping with dramatic shortages of personal protective equipment
that puts them at great risk. Reports from the Coronavirus outbreak in the Wuhan province of China show
that the EDs and hospital departments are overburdened and are rejecting patients due to the unavailability
of basic resources such hospital beds [10]. To alleviate the pressure on the healthcare system, China built a
1,000 and 1,600-bed triage center in the cities of Huosheshan and Leisheshan, respectively, in Wuhan
province.
The global pandemic disrupts and causes a stagnation in the economy of the affected city, state, or
country. As in the case of China, Italy, and US, manufacturing plants, shopping malls, stores,
government/private offices, and restaurants are closed due to the disease outbreak. Reports estimated that
China’s economy lost US$196 billion in January and February of 2020 due to the closure and reduced
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spending caused by the Coronavirus [11]. The study has used the mentioned outbreak in China as an
example to describe the challenges encountered by the healthcare system, economy, and society during
disease outbreaks.
This research will focus on the infectious diseases (such as flu and COVID-19) in the United States
and model how a surge in patient volume affects the operating performance of the ED. According to the
Center for Disease Control and Prevention (CDC), influenza is a contagious respiratory illness caused by
flu A and B viruses that affects the human respiratory tract. Epidemics of seasonal flu happen every year
between October and February in the United States. CDC estimates that flu-related hospitalizations since
2010 ranged from 140,000 to 710,000, while flu-related deaths are estimated to have ranged from 12,000
to 56,000.
The 2018 – 2019 flu season (September 30, 2018 – May 18, 2019) was moderately severe with two
distinct waves of influenza activity corresponding to two different influenza viruses circulating throughout
the season. Nationwide, the 2018 – 2019 flu season saw 21 weeks of elevated flu activity, making it the
most extended flu season of the decade [12]. Figure 2 illustrates the flu activity in different states for week
ending March 9, 2019, and we can see high levels of flu activity across twenty states. Flu outbreak in
Michigan reflected the patterns seen on a national level. Influenza infections caused approximately 42
million illnesses, up to 647,000 hospitalizations, and a maximum of 61,000 deaths [13].
Nationally, 135 influenza-associated pediatric deaths have been confirmed for the 2018-2019 flu
season, and 3 of these deaths occurred in Michigan [13]. For the 2019 – 2020 flu season, records show 92
influenza-associated pediatric deaths, 2 of which occurred in Michigan [14]. Figure 3 represents the
percentage of patient visits to hospitals for influenza-like related illnesses and as at week 12 for the 2019 –
2020 season, 6.4% of patient visits were due to influenza-like illness which is above the 2.4% national
baseline. Due to surges in patient volume, EDs in southeast Michigan frequently experience prolonged
patients’ stay, lower satisfaction rate, and higher rates of patients leaving without being seen (LWBS) by a
physician during the flu season.
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Figure 2: Flu season – highest level of activity in the United States (Source: [13])

Figure 3: Percentage of patient visits for influenza-like illnesses for 2019 – 2020 season (Source: [13])

1.2 Significance of the Study
This research will contribute to knowledge by focusing on some of the operation challenges
hospitals face during and after natural or human-caused disasters. Surge planning is a critical component
of every hospital facility’s emergency plan and response system. Planning must accommodate both the
increase in patient volumes as well as certain patient groups with specific injuries and ailments. During this
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surge scenario, hospital staff and resources are stressed, which can compromise the quality of medical care
provided not only to the incoming disaster patients but also to existing ED and hospitalized patients causing
high wait-times, patient boarding, and low patient satisfaction.
This project is unique as it addresses an under-researched area of emergency department operating
performance during a medical surge. The results of this study will provide much-needed insights into the
metrics that affect ED performance, allocation of ED resources, and operational efficiency ratings across
multiple EDs in suburban and urban areas. This research is significant as hospital managements can utilized
the findings as a basis to redesign and monitor the EDs performance during a surge. The data-driven models
can be used to inform decision making on allocating critical hospital resources for performance
improvement.

1.3 Dissertation Outline
This dissertation is organized as follows: In Chapter 1, a general introduction of the research study
is provided. It outlines an overview of the research, problem statement, purpose, and significance of the
study. Chapter 2 defines some key concepts of medical surge capability in healthcare systems. It then
presents an extensive literature review on medical surge capacity, ED metrics identification, ED resource
allocation, and performance measurement. The gaps and opportunities for knowledge are identified and
research questions developed to fill those gaps. Then, in Chapter 3, the proposed intelligent-based
framework for investigating ED performance during a medical surge is introduced in detail. Chapter 4
details the results and discussion of the proposed model. The final chapter, Chapter 5, a conclusion, and
future research work is presented.
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Chapter 2: Literature Review
2.0 Introduction
This chapter begins by reviewing the formal definitions of some of the main key areas of the
research work. The definition covers concepts such as “surge”, “surge capacity”, “surge response
capability”, “performance measurement”, and “metrics”. Next, the chapter focuses on studies related to
medical surge capacity for healthcare systems. It then discusses works related to ED metrics identification
as the first point of evaluating the performance of EDs. Literature discussing ED resource allocation during
a medical surge event is also reviewed. The chapter concludes with a review of literature related to
performance measurement of the ED.
Emergency department (ED) overcrowding is a global crisis that has many root causes from an
internal and external perspective [15]. ED crowding is “a situation where the demand for emergency
services exceeds the ability to provide care in a reasonable amount of time” [16]. Crowding can harm
patients (i.e., increase patient morbidity and mortality [17, 18], impair the patient care experience, and
adversely affect the operational and financial performance of the hospital. Additionally, the nature of
medical emergencies dictates that surge in patient volume and acuity occur frequently and unpredictably,
making it difficult to match ED resources to service demands. Accurate knowledge, understanding, and
continuous measurement of where bottlenecks may be occurring within an ED are critical to an effective
response to ED surges.
According to Kelen and McCarthy [19] a surge is a “sizeable increase in demand for resources
compared with a baseline demand." Anything that causes an increment for the demand of services above a
specified threshold due to a well-defined change (i.e., social, or environmental change) is called a surge.
Concerning healthcare, a surge is a sizable increase in the demand for medical or public health resources.
Surge capacity is the maximum potential delivery of required resources, either through increasing or
modifying the allocation of resources. Also, the Agency for Healthcare Research and Quality (AHRQ)
defines surge capacity as the ability of healthcare systems to rapidly expand beyond regular services to
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meet the increased demand for qualified personnel, medical care, and public health in the event of
bioterrorism or other large-scale public health disasters. Barbisch et al. [20] state that surge capacity in
healthcare consists of elements such as a system, space, staff, and supplies. Surge response capability is the
ability of surge capacity (i.e., the resources that can be made available) to accommodate the surge (demand
for resources) [19]. We can say it is the measurable function of surge capacity related to surge (see Figure
4). The science of surge can only be advance if these concepts are clearly understood and appropriately
defined such that metrics can be applied.

Figure 4: The functional relationship between surge response capability to surge capacity and surge
(Source: [19])
The drive to maximize ED efficiency while also ensuring the quality of care they deliver has been
the focus of experts in the United States for decades. Currently, there is a growing mandate from the public,
insurance payers (private and government), hospitals, and Centers for Medicare & Medicaid Services
(CMS) to measure and improve ED performance. This pressure creates a persuasive need for a set of
standard definitions about ED operational performance. Performance measures assess the implementation
and outcomes of healthcare systems quantitatively. Also, it refers to the process of quantifying actions,
while "measurement" is a process of quantification, and implementing action leads to performance [21].
Individual performance measures are metrics that reflect the effectiveness or efficiency of action. A
selection of such performance measures thus comprises a performance measurement system that enables a
more comprehensive evaluation of performance [22]. In subsequent sections, we will present and discuss
some of the widely acknowledged performance measurement models.
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2.1 Medical Surge Capacity for Healthcare Systems
Natural or human-caused events or disasters often creates a demand for medical care, which
challenges or exceeds the current medical infrastructure of healthcare systems within the affected
geographical region. The ability of healthcare systems to respond and provide medical care to an increased
number of patients as a result of a disaster is termed medical surge capacity [23]. This section discusses
some of the surge components and related concepts found in literature.
Kaji et al. [24] focused on outlining and describing the components of surge capacity and critical
considerations when planning for surge capacity. The authors stressed the difficulty and importance of
defining metrics for surge capacity. All healthcare systems need surge capacity planning when the medical
and health-related needs of patients exceed the existing resources. The authors adopt a panel session
approach consisting of economists, hospital administrators, emergency physicians, and experts in
mathematical modeling to develop the surge components. They postulate three essential components of
surge capacity, which includes staff (physicians, nurses, medical providers), stuff (equipment,
pharmaceuticals, and supplies), and structure (physical structure and management infrastructure).
Increasing these three surge components, they believe that patient care capacity will be significantly
improved. The paper argues that these components should be the focus of hospital management rather than
on increasing things such as beds and medical supplies. Other areas to be addressed during a surge based
on the study include – psychosocial behaviors, convergent volunteerism, the need for types of expertise and
supplies, the mental health impact of providers and patients, and regulatory relief.
Insights from this work, first, we disagree with the notion that no increase in beds and medical
supplies during a surge. To further back our judgment, studies from [19] show that hospital system
components (such as bed allocation, physician task, patient tracking) play an essential role in a system's
performance. These components are essential hospital resources needed to treat patients during a surge
event effectively. If they are not available, the mortality rate of patients increases, and it becomes difficult
to assess or evaluate the performance of the hospital. Also, Moseley et al. [25] developed a surge plan based
on the National Emergency Department Overcrowding Scale (NEDOCS), which increase resources in the
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ED to alleviate overcrowding. Secondly, the study boasts a robust set of panel members but lacks a
methodology that explains how the three components were derived or achieved. Another concern is on how
to define or identify metrics for the various components of a surge.
For the proposed model, we capture the number of beds, physicians, and other vital metrics that
affects the performance of the ED during a surge event. Next, we utilize a well-defined mathematical
consensus technique based on literature and expert opinions to select relevant surge-related metrics. Also,
our study aims to benchmark the performance of selected EDs and provide solutions/improvement
strategies, thereby addressing the current benchmarking gap identified in the literature.
Handler et al. [26] aimed to generate consensus statements that will help guide clinicians,
administrators, and researchers regarding the metric of the science of surge. According to the authors,
metrics provide the infrastructure which allows researchers to understand surge and its effects, allows
administrators to manage surge, and allows clinicians to characterize surge and communicate their findings.
They stressed on the lack of consistency or standards on the data that institutions should track for surge and
surge capacity research and management. The research identified and acknowledged that most health care
systems find it challenging to collect and organize data needed to track surge metrics in real-time. The
authors utilized an unstructured consensus process with no mathematical backing to develop seven
statements that address surge capacity in healthcare systems. Two out of the seven statements were of
interest to our research.
“Statement 1: research and funding are needed to: develop and validate practical, high-value
normalized metrics and tools; develop metrics that have the highest utility in guiding the
management of surge; and study the correlation between levels of daily and disaster surge and
their effects on outcomes.
Statement 2: At a minimum, the following metrics should be available digitally and transmittable
format that all hospitals can share in real-time or on-demand with local, regional, and national
entities. The metrics include the number of ED beds, number of patients in the waiting room, acuity
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level, number of intensive care unit (ICU) beds, number of non-ICU beds, number of ED nurses,
number of physicians, the overall length of stay, waiting room times, and boarding times.”
Insights from this work: first, the authors utilize a weak methodology to derive consensus on the
seven statements. A major part of the study’s limitation is stated as disagreements amongst panelists during
the process. The study makes no mention of how the participants were selected and what experience the
participants had before the study.
For appropriate agreement amongst panel members, the proposed research employs health care
experts from various backgrounds with years of experience in surge capacity. Also, we utilize a modified
and well-defined mathematical consensus technique to identify surge-related metrics. Secondly, addressing
statement 1, our research study seeks to identify metrics or variables that will help hospital administrators
to efficiently manage and allocate resources in the ED during a surge. This identification will enable us to
show the critical metrics that need to be tracked based on healthcare expert opinions. Although no single
metric would be able to paint the full picture of a surge and its effects adequately, the identified metrics
will guide management on steps to take based on different surge capacity elements. Thirdly, addressing
statement 2, the metrics do not cover or capture all the surge elements. Our research will further this by
exploring and identifying other vital metrics needed for the evaluation of ED performance during a surge.
Surge elements, such as patient and physician outcomes, quality, and financial measures, will be
investigated.
Kelen & McCarthy [19] discusses the different surge concepts. It aims to provide clear definitions
of a medical surge, surge capacity, and surge response capability in healthcare. There is a need to define
and separate daily surge and catastrophic surge. According to the authors, daily surge response capability
implores only regular available resources. In contrast, for a catastrophic surge, a disaster plan is activated,
prompting alternate management of resources on a much larger scale to accommodate the surge event. The
authors describe the various components of a daily surge as system, space, staff, and supplies but state that
the components of catastrophic surge events are infinitely complex and changes according to the event type
and duration. As future work, the authors recommend that researchers investigate the impact of various
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components under different surge event scenarios. Our research will contribute to the field of study by
investigating, modeling the impact, and interaction of surge components under different event scenarios
using a simulation model.

2.2 Emergency Department (ED) Metrics
As health systems strive to improve the timeliness and efficiency of emergency care, they must use
available data to measure and benchmark performance during a medical surge. ED metrics are essential for
hospital operations, patient satisfaction, and patient safety. The Centers for Medicare & Medicaid Services
(CMS) and The Joint Commission (TJC) track multiple metrics related to ED length of stay as essential
quality measures [27]. Most of the published articles in literature do not capture metrics needed to measure
the performance of hospital departments during a surge due to difficulty in controlling and tracking many
variables, the transience of data, and the lack of quantitative benchmark parameters [28]. The lack of such
parameter affects how analytical, quasi-experimental, and experimental research in the field of disaster
medicine and the science of surge [26] is conducted, at both the prehospital and hospital-based levels.
Khalifa & Parwaiz, [29] focused on developing strategic key performance indicators (KPIs) to
monitor and improve the performance of a tertiary care hospital. The authors utilized qualitative survey
methods via a semi-structured interview approach with healthcare management administrators, department
heads, and performance professionals. From the results, they suggest fifty-eight (58) KPIs, which was
sorted into ten different categories and was approved by the hospital management. Some of the KPIs reflect
the efficiency or effectiveness of providing healthcare to patients, such as readmission rates and the average
length of stay; some reflect timeliness (waiting time for admission), and others reflect safety and patientcenteredness (such as infection rates and mortality rates).
The methodology for the study is not well explained. How the qualitative responses were analyzed
is not captured, and how they achieved consensus on each identified KPI is not documented in the study.
Although, the study validates the KPIs with quality indicator reports from the Agency for Healthcare
Research and Quality (AHRQ) and the Organization for Economic Cooperation and Development (OECD).
This KPIs focus on the performance of the hospital and ER during normal operating conditions. Our
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proposed research will use a structured and well-defined mathematical consensus approach to investigate
the KPIs that apply to the ER during a surge.
Khalifa and Zabani [30] developed a comprehensive set of KPIs to monitor, evaluate, and improve
the performance of the emergency room (ER). The authors used a three-step approach, which consists of
literature reviews; quantitative and qualitative survey methods through conducting semi-structured
interviews with different ER and healthcare leaders; and finally analyzing a one-year dataset for all possibly
measurable and significantly meaningful variables.
The study classified the KPIs based on the six main domains of healthcare and performance quality
identified by the Institute of Medicine. Thirty-four (34) KPIs were suggested and sorted into three
components of the ER patient flow model: input, throughput, and output. From the results, the authors
conclude that some of the input factors are variables due to frequent, non-urgent visits, and seasonal disease
infections which might cause ER overcrowding. The throughput variables are related to the number of
active ER beds, staffing levels, and the ratio of ER patients to staff, which could reflect significantly on
patients' length of stay in the hospital. Output factors are relatively less, although long patients' boarding
time and unavailability of hospital beds are common causes of ER overcrowding.
Some of the metrics in the study were related to ER surge; the study did not identify metrics that
affect the ER during a surge event. Secondly, no detailed explanation was provided on how the data from
the quantitative and qualitative surveys were analyzed to identify the ER metrics for performance
measurement. Our proposed research adopts some of the KPIs identified in this paper and investigates their
role with ED performance during a surge.
Nunez et al., [31] addressed the many challenges EDs face while trying to provide timely treatment
to patients, such as shortage of specialists, poor infrastructure, and unavailability of beds. The authors aim
to improve the performance of EDs in Chile using KPIs. The KPIs will help hospital management to manage
the ED's performance systematically.
The methodology comprised of a unified systemic framework consisting of four stages. Stage 1 –
gathering information, Stage 2 – identifying process flows, Stage 3 – proposing performance indicators,
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and Stage 4 – validating indicators. Based on this approach, they categorized the KPIs into five sections,
namely capacity, temporality, quality, outcomes, and economics of emergency care. The results indicate
that seventy-five (75) KPIs were relevant for monitoring the purposes in the ED. The authors further state
that EDs should monitor all the KPIs, but only a few are needed to design improvement strategies.
Insights from the paper: the study compiles a useful list of indicators that are important to assess
the effectiveness of the ED and focuses on the normal operating condition. Next, the authors stress the need
for metrics that captures patient satisfaction, medical error rates, and ED staff satisfaction as essential
variables for assessing ED performance. Our proposed study will adopt some of the metrics identified in
the paper. Our study will add to the existing body of knowledge by investigating what roles these metrics
play in the ED during a surge. Also, we will adopt some of the components of the unified framework used
in the paper and the categories used to classify the KPIs. Lastly, our research work will address one of the
limitations posed in the study, which is the involvement of healthcare directors and leaders to determine
the metrics.
Rezapour et al., [32] aimed to provide a comprehensive list of input and output variables for
measuring the efficiency of general hospitals in the Iranian context. The authors conducted a literature
review to identify and extract variables followed by a three-round Delphi survey process to reach consensus
amongst thirty healthcare experts. Interquartile range and median were adopted to form a consensus of
agreement between the Delphi panel members. Their results showed that forty-eight (48) variables were
identified from the literature and using the Delphi process, twenty (20) variables were agreed upon by the
panel members to measure hospital efficacy. The authors discuss that apart from traditional variables,
considerations to development variables such as specialized equipment and hospital infrastructure are
studied to obtain a full spectrum of performance and quality of care. The study states that qualitative
variables such as consumer satisfaction are vital in measuring the performance of the hospitals, but the
absence of reliable data and information from hospitals pose a limitation in acquiring this variable. The
study lists useful indicators that are important to assess ED efficiency at normal conditions. The traditional
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Delphi model used in the study has a widely known limitation that the consensus of experts' opinion applies
only to a certain range. The fuzziness of that range is not determined.
In the proposed study, we will adopt and investigate some of the variables listed in the paper with
regards to a surge scenario. Secondly, we adopt and modify the fuzzy Delphi method (FDM), which is an
improved version of the Delphi technique for analysis. According to Saffie et al. [33], FDM is used to
rectify the imperfection of the traditional Delphi method that leads to low convergence in retrieving
outcomes, loss of relevant information, and pro-long investigation. Thirdly, this study addresses two issues
of FDM identified in the literature [33] which are: (a) most FDM ignored specific important characteristics
of Delphi method such as anonymity, iteration, controlled feedback, and aggregation; and (b) lack of
explanation on how FDM obtained controlled feedback with the lack of iteration process. That is, most
authors stop at round 1 and transition to a different model without conducting the second-round survey to
share results and validate the variables with panel members.
Madsen et al. [34] described the modified-Delphi process that contributed to the selection of quality
indicators for a new national database of hospital-emergency care in Denmark. The researchers used a
structured process for identification of potential indicators followed by a group meeting for the selection of
indicators. The process consists of (i) a detailed literature review, (ii) a two-round Delphi expert panel
survey, and (iii) a final selection of indicators by the database steering group. Fifty-four (54) healthcare
experts, which include clinicians, researchers, and administrators from the emergency area and
collaborating specialties, were recruited for the survey. From the literature, the authors identified fortythree (43) potential indicators, and following the two-round survey, experts reached a consensus on thirtytwo (32) quality indicators. The steering committee selected a set of nine (9) indicators for the initial
development of the national database.
The first limitation of the study lies in the literature review, as the authors only extracted indicators
from two articles. It implies that they did not comprehensively search the literature and would have skipped
some potential quality indicators. Secondly, the authors state that bias may have been introduced during the
questionnaire development, as some indicators were hard to define clearly. Another bias in the study was
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from conducting physical meetings for the final selection of indicators. This last step defies the anonymity
criteria of the Delphi process. In the proposed study, we will review different literature to identify, extract,
and create a robust list of indicators require for assessing ED performance. Also, we will conduct a pilot
study to check for the validity of the indicators and structure of the questionnaire to ensure that no bias is
present.

2.3 Emergency Department Resource Allocation
Large-scale public health emergencies can result in an overwhelming demand for healthcare
resources. EDs play a significant role in the healthcare system, providing access to full medical services
daily. The increasing demand for emergency care is leading to overcrowding, longer patient wait times,
lower patient satisfaction, and a higher rate of patients leaving the ED without treatment [35, 36]. One
strategy to improve timely patient care is the efficient allocation of limited medical resources [37, 38].
Having the right staffing levels for clinical providers and support personnel in the ED is crucial for
efficiency, patient safety, and quality of care [39, 40]. However, matching staffing levels to accommodate
the daily fluctuation of patient demand for health care service is a challenging task due to the extreme
variability in the environment and patient arrival times [38]. This subsection will focus on articles that
explain ED resource allocation during a medical surge.
According to Cao & Huang, [7], during a mass casualty disaster, medical staffs use the triage
process to determine which patients should receive treatments. Though there has been widespread criticism
on the legal, ethical, and emotional considerations that arise when screening patients the triage system. The
study aims to determine an optimal scarce resource–rationing principle in the emergency response domain,
considering the trade-off between lifesaving efficiency and ethical issues. The authors developed a discrete
event simulation model to examine the efficiency of four resource-rationing principles. The principles are
first come–first served (i.e., allocate resources to earliest arrivals), random arrivals (i.e., allocate resources
randomly to patients), most serious patients first (i.e., allocate resources to the sickest patients), and least
severe patients first (i.e., allocate resources to the least severe patients). They utilize seven combinations of
available resources to simulate and evaluate the performance of the principles with different levels of
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resource scarcity. The following are the assumptions for the simulation model (a) the first wave of patient
arrival is minor injuries, and subsequently, the severity increases. They use a linear and nonlinear regression
approach to model the hospital arrival behavior over time; (b) the severity of sickness for each patient is
measured using the lifesaving rate (LSR), which takes values between 0 – 1. An individual's LSR is defined
as 1 when in healthy state or 0 when in dying state; (c) the Gompertz curve is used to calculate the transition
of LSR for patients; and (d) they assumed two triangular distributions for the treatment times of critical and
non-critical patients.
The results indicate that the performance of the medical resource allocation principles links to the
level of scarcity. At a high scarcity level, the performance of the four principles differs significantly. The
least severe first principle performs best, followed by the random principle, and the most severe first
principle is the worst. However, when the scarcity is relieved, there are no significant differences among
the random, first come–first served, and least severe first principles, yet the most severe first principle still
performs worst. The model has limitations as the authors used only specific data such as patient arrival
patterns and triage data from an earthquake. The exclusion of variables like injury type, the severity of the
injury, treatment time, and waiting time of patients from the model influences the allocation of resources
in the ED. It affects the robustness of the simulation model. The type of injury and treatment time influences
the triage and the treatment flow process as clinicians/hospital administrators need to decide on what triage
process to follow for specific injuries as well as treatment flow.
Secondly, from literature, the first come-first served principle used in the paper has been heavily
criticized as focusing only on the wealthy, powerful, and well-connected groups because their arrival times
differ owing to secure access to transportation resources [41]. The third limitation of the model centers on
the use of linear and nonlinear regression to capture the hospital patient arrival behavior over time. While
this is interesting, literature shows that many studies have relied on linear models, but most fail to account
for some variables that capture patient arrival characteristics, which is a positively skewed arrival
distribution and variance that increases with the mean number of arrivals.
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In the proposed research activity, we would not only capture patient arrival patterns and triage
information but also capture the type of injury, acuity levels, treatment time, and waiting time of patients
to allocate medical resources efficiently while modeling/simulating a pandemic scenario. Secondly, we
would base our allocation principles to cover all patients regardless of arrival times. Thirdly, we propose
that the ED arrival process follows a Poisson model for which the probability of an event at one moment is
independent of how many events occurred in the immediate past after accounting for the dependence of the
expected number of arrivals as a function of time, acuity, diversion, and other environmental conditions. It
is reasonable to use a Poisson model because, even in the absence of a catastrophic event, pandemic, or
epidemic, individuals experience injuries or become ill independently of one another. An individual's risk
of an ED visit in each hour is minute and will likely vary over time as a function of known factors and will
be different amongst age groups. These characteristics of the ED arrival process give rise to arrival counts
that can be approximated through a Poisson distribution.
Blake & Carter [42] used two linear goal-programming models for allocating resources in a
hospital. One model focused on case-mix and volume for physicians while holding service costs fixed; the
other translates case-mix decisions into a proportionate set of practice changes for physicians. Fiedrich et
al. [43] focused on finding the best assignment of available resources to operational areas after the
occurrence of a natural disaster. The authors developed a dynamic optimization model that uses detailed
descriptions of the operational areas and available resources to calculate the resource performance and
efficiency for different tasks related to emergency response during an earthquake.

2.4 Performance Measurement
In the past decades, performance management in healthcare organizations has become an active
research topic and has received considerable attention from researchers in academia. In this section, we
review articles on hospital/ED performance measurement.
Peixoto et al. [44] applied a multivariate analysis technique, which comprise of principal
component (PCA) and clustering analysis in the performance measurement of Hospitals in Brazil, aimed at
improving health care services. The study was descriptive in nature with an exploratory purpose and divided
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into three stages of development, first, the use of principal component analysis; second, data envelopment
analysis for outlier detection and decision-making unit (DMU) selection for the management of hospital
organizations; and third, the use of clustering techniques, to define the inputs and outputs, leading to the
performance management of the DMUs. Results indicate that the groups' formation represented divergences
between both techniques applied. The approach of applying PCA, clustering analysis, data envelopment
analysis for hospital performance measurement is innovative.
Kang et al. [45] developed an aggregated performance measure that enables ED benchmarking for
technical and scale efficiencies. Secondly, investigate the significant exogenous factors affecting the
technical efficiency of EDs. The authors formulated an input-oriented data envelopment analysis (DEA)
model that involves three inputs and three outputs to derive the efficiency scores for individual EDs used
as a case study. A multivariate logistic regression (MLR) model was applied to investigate the impact of
exogenous factors such as hospital type, location, trauma level, length of stay, and other variables on the
technical efficiency of EDs. The DEA results indicate that many EDs may not need to modify the size of
their operations but may need to re-engineer their processes to use their input resources efficiently.
Kahraman [46] analyzed the performance indicators of service in a research hospital by using an integrated
multi-criteria decision-making approach. The proposed method integrates the fuzzy analytical network
process (FANP) and the decision-making trial and evaluation laboratory (DEMATEL) approaches to
increase the sensitivity of interactions between the performance indicators. Also, the authors analyze
indicators affecting patient and employee satisfaction, efficiency, and effectiveness of healthcare
management at the research hospital. The results from the analysis were the relative weights of each
performance indicator.
Nayar and Ozcan [47] investigated the efficiency of acute care hospitals using measures of quality
in DEA and compared the results with a standard technical efficiency DEA model that uses technical inputs
and outputs. The authors developed two DEA models with varying degrees of input and outputs for
measuring the efficiency of 53 non-federal acute care hospitals in Virginia. Findings from the analysis of
the DEA models indicates that hospitals that were efficiently producing quantitative outputs were also
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efficiently producing the quality outputs. Secondly, sixteen of the hospitals were technically efficient with
a score of 1, five were average performers that needed improvement, and the remaining thirty-two hospitals
were poor performers with respect to technical efficiency and quality. Thirdly, another finding from the
results indicates that rural hospitals were performing more efficiently than their urban counterparts in terms
of technical efficiency and quality. The availability of hospital quality metrics posed a limitation as most
hospitals do not track this sort of data. DEA is prone to random noise, which affects the analysis of the data.
Other parametric techniques, like stochastic frontier analysis, which allows for statistical noise, can be used
for analysis.

2.5 Research Questions
The reviewed literature presents gaps and opportunities, which I seek to address in this work. The
following are research questions that will be addressed:
1. What are the relevant metrics that apply to the ED during a medical surge?
2. How can we model for the disconnect between the limited resources available and the changing demand
of healthcare service in the ED?
a. Does resource allocation (e.g., physicians, nurses, beds, etc.) play a major role in the efficiency or
performance of the ED?
b. In a scenario where resources are limited in the ED, what combination of input and output
parameters will yield high performance for the ED?
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Chapter 3: Methodology
3.0 Introduction
As seen from Chapter Two, the selection of factors that affects the performance of EDs while
responding to a surge is fundamental to improving hospital operations. It is also a complex process as
multiple actors are involved. We are proposing an intelligent-based framework to improve the ED’s
performance and resource utilization under medical surge following a two-phase approach depicted in
Figure 5. The first phase centers on developing a comprehensive model for selecting relevant indicators
influencing EDs performance while responding to a surge event. The second phase leverages on a datadriven simulation-optimization modeling approach to investigate the gap between the level of resources
and the exponential rate of infection, leading to high demand response capacities for healthcare service
providers. We hypothesize that an optimal allocation of resources can significantly improve the quality as
well as quantity of healthcare services, efficiency, and performance of EDs during a medical surge. The
methods developed in this research phases are described in the subsequent sections of this chapter as we
attempt to provide solutions that can help ED administrators efficiently monitor the performance of the ED
and plan accordingly on how to allocate the limited ED resources.

Surge Metrics
Identification

Intelligent-based
Framework

Intelligent DataDriven Simulation &
Optimization Model

Figure 5: Intelligent-based framework
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3.1 Phase 1: Identifying Indicators Influencing ED Performance during Surge
The selection of the most significant indicators influencing the performance of the ED while
responding to a surge is a fundamental step in evaluating the comparative efficiency of EDs. It is also a
complex process since the inclusion of such indicators depends on different healthcare quality elements
associated with the internal and external ED operational processes. The selection's complexity requires
medical experts' views on the subject, rather than measuring with objective indicators. The medical experts
are those who conduct the evaluation and the selection of the appropriate indicators, which influence ED
performance during a medical surge. Due to the problem complexity and the large number of indicators to
consider, especially in healthcare, the indicator selection process may suffer from errors and
inconsistencies. Therefore, there is a need for a robust analytical and data-driven decision support tool to
address the inaccuracy within human reasoning while quantifying linguistic variables. To effectively tackle
such situations, consensus-based decision-making techniques have been widely used in indicator
identification [48]. Such approaches enable us to find common ground using imprecise information of
stakeholders in a structured and iterative manner.
Consensus-based approaches have been utilized since the 1950s to collect views and ideas on
different topics across multiple domains from a wide range of researchers and develop an agreement
between them [49]. In the healthcare and medical domain, consensus-based approaches are used because
of their recognized capacity to extract collective knowledge from a group of medical professionals, thereby
enabling better and robust decision making in areas of uncertainty [50]. Nominal group, Delphi, and Fuzzy
Delphi methods are some of the widely used approaches for reaching a consensus. The nominal group
method is focused on generating information in response to a given problem that can then be prioritized
through group discussion. The Delphi method on the other hand aims to construct consensus forecasts from
a group of experts in a given domain through an iterative structured manner [51], whereas the fuzzy Delphi
method assumes the possibility of evaluating the problem in linguistic terms (such as "strongly disagree"
and "strongly agree") while considering the uncertainty of expert responses into the modeling process and
representing it in the form of probabilistic fuzzy sets. As a result, the fuzzy Delphi method enables experts'
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opinions to be sufficiently expressed [52]. Literature from Chapter Two shows a wide range of research on
indicator identification and performance measurement of EDs during normal operating conditions; few
efforts have been made in developing a comprehensive framework for selecting relevant indicators
influencing the performance of the ED during a surge.
Our study proposes a modified fuzzy Delphi (MOFD) method as the main selection model for the
selection of performance indicators [53]. The aim of this section is to fill the gap identified in literature by
providing a comprehensive set of critical indicators for evaluating the performance of EDs during a medical
surge. The objectives are to review:
a. Generate a list of metrics that influence the performance of the EDs during a surge via the hospital
database and literature review
b. Construct a questionnaire based on the identified metrics to acquire healthcare professional opinions
c. Develop and apply the modified Fuzzy Delphi via a consistency aggregation method (MOFD-CAM)
to reach a consensus among healthcare professionals and
d. Report the most significant indicators that affect ED performance during a surge
The MOFD-CAM model consists of three stages: (1) organization and questionnaire preparation;
(2) forming the healthcare professional’s panel and aggregating opinions through the MOFD-CAM to
identify relevant metrics; (3) determine response stability with multivariate analysis and ranking the
metrics. Figure 6 illustrates the block diagram of the proposed MOFD-CAM model.
New round
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Figure 6: Block diagram of the proposed modified fuzzy Delphi approach
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Mathematical Expression
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. Based on their knowledge and

experience in hospital quality improvement, each healthcare professional uses the five-level Likert scale to
make a judgment on the questionnaire. Since the experts remain anonymous from each other, a random
distribution of the responses for each metric is the most probable. Their responses are based on the Likert
five-level scale which is represented as a set of triangular fuzzy number on the interval [0, 1]. The steps of
the proposed MOFD-CAM for the identification of a relevant set of indicators for ED performance
management during a medical surge is described below.
3.1.1

Stage 1: Organization and questionnaire preparation
In this stage, the organization of the study and questionnaire preparation is discussed and illustrated

in Figure 7.
Step 1: On-site visits and interviews – The visits assess the current state of the EDs, provides insight of the
hospital quality indicators present in the hospital database, and enable us to interview medical
professionals who have experience in the ED process and operational management to gather their
thoughts on indicators that may affect the ED's performance during a surge.
Step 2: Literature review – We performed a systematic search to include relevant journal publications on
the topics of engineering management, continuous quality improvement, health, health policy,
public health, and healthcare/operations management that use performance management. Three
primary databases, such as Scopus, Google Scholar, and Pub Med, were explored using keywords
like healthcare quality metrics, ED surge conditions, ED performance metrics, ED indicators, and
hospital KPIs.
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Step 3: Identified Metrics – The interviews and review of hospital database yielded different indicators
which was clustered into the following healthcare quality elements: capacity, temporal, quality,
outcomes, and financial expenditures.
Organizational stage
On-site visits

Interviews

Literature review

Identified ED metrics

Stage 1: Organization and
Questionnaire preparation

Questionnaire preparation
Questionnaire design

Pretesting

Final questionnaire

Figure 7: Stage one of the proposed modified fuzzy Delphi approach
Step 4: Questionnaire design – A questionnaire is the main research instrument employed to collect relevant
data required to answer the first research question. Given the related healthcare quality and
emergency department literature on normal and medical surge operating conditions, interviews
with healthcare experts, and site visits to the ED, the questionnaire was designed covering three
main sections. The first section covered the demographic and background information of the
respondents, the second section assessed the ED's performances evaluation indicators using a 5point Likert scale, and the third section focused on obtaining free-form comments about ED
performance during a surge event.
Step 5: Pretesting the questionnaire – Pretesting is an essential step in the questionnaire design process.
The goal of pretesting is to increase the reliability and validity of the questionnaire and minimize
potential errors while improving data quality. Also, pretesting will help us determine if the
respondents understand the questions as well as if they can perform the tasks or have the
information that questions require.
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Step 6: Finalizing the questionnaire – The final questionnaire is prepared after making revisions and
improvements suggested by the pretesters.
3.1.2

Stage 2: Forming expert panel and aggregating opinions by MOFD-CAM
It is expedient to evaluate the experts' judgment on each metric of each element independently as

the experts are anonymous. Figure 8 shows a block diagram of our proposed algorithm.

Figure 8: Stage two of the proposed MOFD-CAM
Step 7: Forming expert panels – A panel of experts is defined as a group of people who are skillful in a
particular study area. These experts are selected based on their position in the public health care
system with significant practical knowledge. In this study, the inclusion criteria for the experts were
healthcare-related specialization, familiarity with emergency medicine, and years of experience.
Step 8: Convert each expert's opinion into triangular fuzzy numbers. Given step 4, the experts will evaluate
the designed questionnaire based on a 5-point Likert scale. To address the subjectivisms of their
responses, we will represent each expert's opinion (i.e., linguistic variable) using triangular fuzzy
numbers (Table 1).
Table 1: Linguistic Variable to Triangular Fuzzy Numbers
Variable
Fuzzy Scale
Strongly disagree
(0.0, 0.1, 0.2)
Disagree
(0.1, 0.2, 0.4)
Neutral
(0.2, 0.4, 0.6)
Agree
(0.4, 0.6, 0.8)
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Strongly agree
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important concept in fuzzy set theory and a significant index when comparing fuzzy numbers.

Many studies have proposed different distance measures, and for our study, we will adopt the
weighted Hamming distance measure. The reason for adopting the weighted Hamming distance
for our study is because it minimizes the margin-based ranking loss in which distances of
matching expert responses are smaller than distances of non-matching responses by one unit at
least. According to [54] the Hamming distance for any two fuzzy numbers A and B with
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Step 11: Calculate the consistency degree between each pair of experts. Given C q [0,1], let C = 0.5
calculate the consistency degree u
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Step 12: Select the degree of importance w for each expert. In practice, group decision-making is highly

influenced by the degrees of importance of the domain participants. The degree of importance is
defined according to the years of experience and knowledge reported by each participant. So, for
the aggregation method to be effective, we consider the relative years of experience weight of
each participant by getting the percentage for each expert over the total years of experience. To
avoid loss of generality, let the degree of importance ith expert be w (0 ≤ w ≤ 1) and
hw = 1
kg

Then, we calculate the weighted consistency degree y( ) for each expert

as

(9)
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Step 13: Compute the aggregation weight of each expert z( ) by equation 11
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Step 14: Aggregate each fuzzy opinion for each element O given in the mathematical expression into a
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Step 15: Defuzzification. When solving a decision problem via a fuzzy approach, the results should be a
crisp value (i.e., a single number) and not a fuzzy set. A transform is done to convert the fuzzy
set we obtained in equation 12 into a single numerical value. A widely used defuzzification
methods is the simple center of gravity method (COG), which returns the weighted average of
the membership function of the given fuzzy set obtained in step 14. The equation is as follows
= (

,

,

) is defuzzified by:
=

,
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,

!

,

= 1, … ,

(13)

Threshold settings. The cut-off point is determined using the median of the metrics in each element.
If the metrics do not meet the cut-off, then a new round is established.
Step 16: Text mining. Sentiment analysis is a text analysis method that detects polarity (e.g., a positive or
negative opinion) within a given comment. The Valence Aware Dictionary for Sentiment
Reasoning (VADER) is developed by [56] is employed for sentimental analysis of expert
opinions. All medical professional comments are aggregated into a text corpus. The data is
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cleaned to remove stop words removed and then lemmatize it before input into VADER. A
dictionary is created that maps lexical features to emotion intensities known as sentiment scores.
The sentiment score of a text can be obtained by summing up the intensity of each word in the
text. The results produce the sentiment intensity and understanding can be extended with topics
analysis that gives us insights into why respondents rated certain items high or low.
3.1.3

Stage 3: Determine response stability with multivariate and ranking analysis

Step 17: Multivariate Analysis – To check the stability of the responses for both rounds, three nonparametric hypotheses testing was conducted namely:
1. Mann-Whitney U test: to assess whether two samples of observations come from the same
distribution, and have the same median given certain assumptions. Some underlying
assumptions are considered before performing this test:
a. The dependent variable should be measured at the ordinal/continuous level
b. The independent variable should consist of two categorical and independent groups
c. There should be no relationship between observations in each group or between the groups
themselves
d. The variables should not be normally distributed
Hypotheses of the test

ˆ‰ : The two independent round responses are homogenous and have the same distribution
ˆg : The first-round response distribution differs from the second-round distribution

Step 18: Ranking the metrics. Each element and metrics are ranked using a permutation operation Š ∈
Šg = argmin(u

Š = argmax(u

Š2 = i: rank

Gg
`‘’ :g“ “

≥u

)
)

(14)
(15)

(16)

Note: "X" is a permutation that defines the ranking operation. So, our new vector of metrics is
“X(I)”
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3.2 Phase 2: Intelligent Data-Driven Simulation-Optimization Modeling
This phase seeks to answer the second research question, which states how can we model for the
disconnect between the variable level of uniform resources available and the changing demand for
healthcare service in the ED? Our aim is to develop an intelligent data-driven multi-scale simulationoptimization improvement model to identify the level and combinations of resources to optimize ED
performance. Figure 9 gives a full picture of the multi-method modeling framework, which is split into four
major parts: problem statement, multi-scale simulation modeling, optimization modeling, and model
evaluation/policy optimization.

Figure 9: Overview of the Framework
The first part uses forecasting modeling, machine learning, and data analytics to address the
problem of ED patient demand for medical services while responding to a surge event. The forecasting
models are proposed to investigate and determine the daily arrival rate of patients to the ED. This aspect is
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sub-divided into two where univariate models learn from historical patient arrival and multivariate models
combines historical patient arrival and climatic factors to determine the daily arrival rate of patient. The
forecasting models aims to improve ED planning and resource management while giving administrators
insight into future arrival patterns for coordinated decision-making. The outputs from part one will be
integrated into the second part for the multi-scale simulation modeling.
The second part fuses three simulation modeling techniques – discrete event, agent-based, and
systems dynamics to capture and model the complex process of the ED. The system dynamics models the
spread of infectious disease with a community and how this leads to an influx of patient to the hospital ED.
The sudden increase of patient arrival with no planning affects the performance of EDs, which leads to low
quality of medical service. The agent-based simulation models the behavior of patients and resources (i.e.,
doctors and nurses) in the ED and discrete event simulation models the processes within the hospital ED.
The third part deals with a single or multi-objective stochastic optimization model, which is divided into
four areas – ED/ICU beds, staffing, scheduling, and patient length of stay (i.e., wait times for certain
procedures). The aim is to find the optimal ED staff configuration (i.e., nurses, physicians, or technicians)
that yields the best quality of service while minimizing patient length of stay in the ED. The last part aims
to validate the model using ED operations data. Based on the analysis, policy and improvement strategies
are recommended that enable hospital management to optimize available ED resources based on a
combination of resources.
3.2.1

Data Collection
The proposed framework utilizes various sources of data collection to address the framework parts

(Figure 10). The data sources encompass patient level information, staff, organization, and the environment
(i.e., data from public health offices).
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Figure 10: Data Collection Sources
The sources cover qualitative and quantitative information for a robust data analysis. Some of the
data are extracted from the hospital database and others are obtained via interviews with subject matter
experts to incorporate their views into the modeling. De-identified data such as patient demographics,
medical history, and ED operations information are used to predict patient LOS. While data such as patient
arrival time and climatic factors are used to develop the forecasting models. Other data like ED layout, staff
scheduling, number of daily patient arrivals, number of ED beds are used to develop the simulation and
optimization models.
3.2.2

Part 1: Demand for Medical Care during a Surge Event
For this part, we describe in detail our proposed approach to solve problems related to patients’

demand of medical care during a surge event. The methods address two questions – first, what rate do
patients arrive the ED daily and second, what is the likelihood that during a disaster such as the COVID19 pandemic, a patient will stay greater or less than 4 hours in the ED?
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3.2.3

Forecasting ED patient arrival
The purpose of this sub-part is to forecast ED patient arrivals during a pandemic. A secondary

objective is to analyze four forecasting models’ performance in predicting the demand for medical care,
considering the effect of a global pandemic and climatic factors on patient arrival to the ED of an urban
academic hospital [57]. This will shed more light on these models’ dynamic and reliable nature in a fair
stochastic model. The uncertainty surrounding patients’ arrival to EDs is of great concern to hospital
administrators. The increased uncertainty surrounding the hospitalization rate of ED patients due to the
COVID-19 pandemic has affected hospital resource planning, leading to overutilization of resources,
capacity constraints, and poor patient outcomes. The ED’s ability to predict variations in patient arrivals is
fundamental in managing the limited healthcare resources during this pandemic. There is a need to develop
a suitable forecasting model for ED patient arrivals to facilitate data-driven resource planning.
The research proposes two approaches to address the need of predicting daily ED patient arrivals –
univariate and multivariate forecasting models. The univariate models focus on a single factor and are
developed without taking into consideration the influence of external factors that may affect ED arrivals.
The models include Facebook Prophet (FP), Seasonal autoregressive integrated moving average
(SARIMA), Long Short-Term Memory (LSTM), and Holt-Winters (HW). Simultaneously, the multivariate
forecasting models account for external factors such as climatic and pandemic related factors. The models
include Facebook Prophet with regressors, seasonal autoregressive integrated moving average exogenous
(SARIMAX), and exogenous Long Short-Term Memory. Figure 11 shows the forecasting modeling
framework, which begins with data processing and statistical analysis, and the second stage centers on
developing the predictive models. The forecasting algorithms are evaluated based on their performance on
the test dataset through root mean squared error (RMSE) and mean absolute error (MAE) scores.
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Figure 11: Forecasting Modeling Framework
3.2.4

Data Processing and Statistical Analysis
Data is collected from the hospital database. Exploratory data analysis is implemented to further

study the collected data. The extracted de-identified data are used to obtain the arrival time and date for all
173,285 patients arriving from January 1, 2019 – December 31, 2020. To train and evaluate the forecasting
models, we divide the data into training and testing datasets. A subset of the data (12,299 patient arrivals
between November 2 – December 31, 2020) forms the test dataset, while the remaining shapes the training
dataset.
3.2.5

Forecasting Models
Time-series forecasting is a key area in machine learning in which models are trained over time-

sequenced data (i.e., time-series) to make predictions [58]. Time-series forecasting has many applications
such as medical health (i.e., for preventing a disease or predicting the number of disease infection in a
community, predicting hospital patient arrivals) [59], finance (i.e., for predicting future stock or sale prices)
[60], weather forecasting (i.e., monitoring air pollution) [61], and transportation (i.e., predicting traffic
flow) [62]. The main objective of this study is to predict the ED patient arrival over different forecasting
horizons of 1 day up to 30 days based on the existing data. Each of the forecasting models are described
below.
3.2.5.1 Seasonal Autoregressive Integrated Moving Average (SARIMA)
SARIMA model is an extension of ARIMA as it accounts for seasonality in time series data [63].
SARIMA captures patients’ arrival behavior based on historical time-series data and is widely applied in
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healthcare-related forecasting [64]. The time series function, Yt utilizes a lag operator B to process SARIMA
as ( , /, ”) × ( , Y, •)$. The SARIMA model equation is [63]:

∅ (S)Φ˜ (Si )™ (1 − Si )] š› = œ[ (S)Θž (Si )Ÿ›

In equation (17), S is lag operator (defined as S × š› = š›E ). Where: (S)
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/ ”,

respectively.
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denotes the order of non-seasonal autoregression, / is the number of regular differences,

and ” is the order of non-seasonal moving average.

means the order of seasonal autoregression, Y is the

number of seasonal differences, • represents the order of seasonal moving average, and $ denotes the

length of season.

3.2.5.2 Seasonal Autoregressive Integrated Moving Average with Exogenous (SARIMAX)
The SARIMAX model expands the capabilities of SARIMA to cover the interrelations of
exogenous variables [65, 66]. The model considers exogenous factors in search of a better justification of
the behavior of the target variable (i.e., patients’ arrival). It provides the required modeling framework to
rectify autocorrelation by describing linear regression models’ error terms, expressed as ( , /, ”) ×
( , Y, •)$. The SARIMAX is modeled as:
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expresses the corresponding

observations of the external variables; C‰ , Cg , C. , . . . , C denotes parameters of the regression part; and

«g , «. , . . . , « , ¡g , ¡. , . . . , ¡˜ , œg , œ. , . . . , œ[ ,

/ ¢g , ¢. , . . . , ¢ž represents the weights for the non-seasonal

and seasonal autoregressive terms and moving average terms. SARIMAX seems to be a good fit in the
present study as ED patient arrival exhibits a seasonal pattern, and the effect of COVID-19 and climatic
factors can be modeled as an exogenous variable that affects daily ED visits.
3.2.5.3 Facebook Prophet (FP)
FP was developed by a group of data scientist at Facebook in 2017. It is a technique for time series
analysis utilizing an additive model where nonlinear trends fit daily, weekly, and yearly seasonality,
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including effects of events [67]. FP utilizes a generalized linear and additive regression model ¬(-)
comprising the following components:

¬(-) = ®(-) + ¯(-) + ℎ(-) + q›

(19)

Where trend, ®(-), is the non-periodic changes, seasonality, ¯(-), represents the periodic changes, the

holiday component, ℎ(-), contributes information about events occurring within the ED patient arrival data

and as an extra regressor. The error term, q› , represents any distinctive features of the data that the model

does not fit. The FP trend function, g(t), can be denoted as a piecewise linear growth model or a saturating
growth model. Since patient arrival does not exhibit a saturating growth, a piecewise linear growth model
is utilized:

where

®(-) = ( + (-)± × ²)- + ($ + (-)± × ?)

(20)

is the growth rate, ² is the rate adjustment, $ is an offset parameter, and ? is the trend

changepoints, ¯ , and is set as −¯ ² , with (-) defined as:
(-) = ³

1 %= - ≥ ¯
0 ´-ℎwuz%¯w

(21)

The changepoints allow us to adjust the resulting forecast based on experience. Therefore, the trend

of the forecast can be fine-tuned, which results in an improved forecast. The seasonality function ¯(-) can

be analyzed and fit into the proposed model with seasonality effects (i.e., daily, weekly, and yearly) using
the Fourier series. The seasonality equation is given as:

where

¯(-) = ∑¼kg µac × cos #
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is the regular period of 365 days for the yearly seasonality pattern. Additionally, FP allows the

inclusion of explanatory variables to enhance the forecast results. In this study, the events are modeled as

the COVID-19 pandemic period. For instance, using the ℎ(-) function and defining the dates of the

pandemic as a matrix of regressors ½(-) is defined as:

½(-) = [1(- ∈ Yg ), … , 1(- ∈ Y¾ )]
ℎ(-) = ½(-)

(23)
(24)
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where Y is the set of pandemic dates, ¿~ ´u$ Á(0, Â .) and v as the event smoothing parameter. For the

multivariate FP model, additional regressors such as the maximum temperature, average temperature,
minimum temperature, pressure, humidity, and precipitation are utilized, resulting in a more reliable
forecast.
3.2.5.4 Holt-Winters (HW)
The HW method models the patients’ arrival in three dimensions: a typical value (average), a slope
(trend) over time, and seasonality. It encompasses forecast and smoothing equations — one for the level
ℓ› , one for the trend
A, C ∗ ,

›,

and one for the seasonal component ¯› , with corresponding smoothing parameters

/ ?. is used to denote the seasonality frequency (i.e., the number of seasons in a year that patients

present to the ED). Two variations exist for the HW method, namely, additive HW and multiplicative HW.

The additive HW method is ideal when seasonal variations are constant through the series, whereas the
multiplicative HW method is ideal when seasonal variations are changing proportionally to the level of the
series [68, 69]. In this study, the seasonal multiplicative HW method is used as it exhibits a better fit to the
data. The equation for the multiplicative HW form is expressed as [70]:
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/ 0 ≤ ? ≤ 1– A. The ℓ› values represent the baseline; the

›

values represent the trend; and the ¯› values represent the seasonality component. In the multiplicative

model, for any consecutive c periods, the sum of ¯› ≈ 1.
3.2.5.5 Long Short-Term Memory (LSTM)

Long Short-Term Memory (LSTM) neural networks are a type of recurrent neural network (RNN)
capable of learning order dependence in forecasting problems. LSTM has successively addressed the
vanishing gradient problem of RNNs by introducing cell state [71, 72]. In Figure 12, the forward
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propagation of time-series data in LSTMs is illustrated. More information about LSTM can be found in
(Etu et al. 2021).

Figure 12: The structure of the LSTM model
3.2.6

Model Evaluation Criteria
Root mean squared error (RMSE) is frequently used to evaluate the performance of supervised

learning algorithms. RMSE is the average root mean of squared error between predicted values and
observed values (equation 29). It penalizes larger discrepancies in the models.
Ð
Where:

is the total number of observations,

ED patient arrival at time -.
3.2.7
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is the observed ED patient arrival, and Ò› is the estimated

Emergency Department Length of Stay Predictive Model
Due to the COVID-19 pandemic, numerous health systems in the US have reported increased

workload and patient surge, resulting in ED crowding, which not only has an adverse impact on patient
outcomes but also puts additional strains on medical staff [73-75]. A key characteristic of crowding is the
formation of queues in various parts of the health system due to demands exceeding capacities. These queue
formations usually lead to an extended average ED LOS [76]. Prolonged ED LOS is associated with higher
patient morbidity and mortality [77]. Numerous health systems have set time-based targets, requiring
patients to leave the ED within the first 4 hours of arrival (i.e., “4-hour target”) [78, 79]. However, with the
ongoing pandemic, this target has been hard to reach for COVID-19 patients leading to overcrowding,
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operational inefficiencies, and higher utilization of hospital resources. The research goal is to develop a
prediction model to predict the ED LOS of COVID-19 ED patients (i.e., LOS <4 hours or ≥4 hours). Also,
risk factors in predicting COVID-19 patients’ ED LOS from a combined patient medical record and ED
operational data are identified [80]. A predictive framework is developed to help clinicians determine
whether the ED LOS for COVID-19 patients will be less or greater than 4 hours (Figure 13).

Figure 13: ED LOS Predictive Framework
Figure 13 describes how the data is extracted, processed, and split into training and testing datasets
for analysis. We apply three machine learning techniques, namely logistic regression (LR), decision tree
(DT), and random forest (RF) algorithms for prediction and conduct a model evaluation to determine each
model’s performance. The model enables ED operational leadership to understand the factors for prolonged
ED LOS and help them develop target interventions to reduce the proportion of COVID-19 patients
experiencing extended stays, leading to better resource planning in EDs. Furthermore, the prediction model
may be helpful as a real-time decision support tool to improve care coordination while also providing
feedback to patients on their LOS.
3.2.8

Data pre-processing and preliminary exploration
De-identified patient and ED operations data are extracted from the hospital database. Irrelevant

features were removed from the dataset. The mean imputation technique was used to address clinical
features with missing datapoints. Descriptive data were compared using medians and quartiles, while
categorical data was analyzed using the Chi-square or Fisher’s exact test. The Kolmogorov–Smirnov test
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(K-S test) was used to analyze the normality of the data. We perform a one-way analysis of variance
(ANOVA) test to determine whether there are any statistically significant differences among the median
ED LOS with patient race. Also, we conduct a multiple comparison test using the Wilcoxon rank-sum test
with continuity correction to show which groups (i.e., patient race) differed from each other with respect to
their ED LOS. The Bonferroni method is used to adjust the p-value
3.2.9

Feature engineering and selection
In this step, we extract features and transform them into formats suitable for machine learning

algorithms. We normalize the data and perform correlation analysis to understand the correlation between
the attributes for the feature selection process. The Spearman correlation test was applied to explore the
relationship between clinical variables that best explain an independent variable’s (i.e., patient demographic
data, ED operations data, medical history data) relationship with the target variable (i.e., ED LOS). We
utilize one-hot encoding to convert categorical data into binary variables. LOS was reclassified as a binary
attribute of either ‘<4 hours’ or ‘≥4 hours.’ We used a binning method to convert continuous attributes to
categorical.
3.2.10 Oversampling
Imbalanced classification problems occur when the distribution of observations across the known
classes is skewed. Imbalanced classifications are challenging for predictive modeling as most of the
machine learning algorithms are designed around the assumption of having an equal chance of learning for
each class [81]. As a result, an imbalanced training dataset violates this assumption, leading to developing
models with poor predictive performance, specifically for the minority class. To address the class imbalance
present in our dataset, Synthetic Minority Oversampling Technique (SMOTE) is employed, where
observations from the minority class are randomly duplicated. SMOTE is a method that generates synthetic
samples from the minority class using the available information from the given dataset [82]. The addition
of these duplicated values to the minority class balances out the training dataset, providing the model with
an equal chance of learning. The application of SMOTE to an imbalance dataset helps improve the
performance of the machine learning algorithms when compared to models without any data imbalance

42
technique applied to it. The oversampling techniques adjusted the ratio between these two groups to achieve
a ratio of 1:1 (2153:2153).
3.2.11 Prediction model
We apply two baseline classifiers (logistic regression, gradient boosting) and two advanced
algorithms (decision tree and random forest) for our analysis. A decision tree (DT) algorithm is a widely
used data mining method for developing classification models based on multiple covariates or developing
prediction algorithms for a target variable [83, 84]. The DT model is used to build a tree that identifies all
possible attribute combination from the predictive model and the proportion of COVID-19 patients within
the tree experiencing ED LOS less or greater than 4 hours is calculated. Random forest (RF) is an ensemble
classification algorithm consisting of multiple decision trees [85]. The RF prediction model is applied to
analyze the interactions between patient-level and ED characteristics data to predict the ED LOS of
COVID-19 patients. Three distinct methods are considered in developing the prediction models, first
modeling only on the data (i.e., all the features without any preprocessing); second, cleaning the data and
applying feature selection and feature engineering approaches; finally, implementing our proposed model,
which combines feature selection, feature engineering, and oversampling to investigate the performance of
the machine learning algorithms. We randomly divided the data into 80% training and 20% testing set.
10-fold cross-validation (CV) was used to validate the model.
3.2.12 Model Evaluation
The performance of each model is evaluated based on accuracy and F-1 score. Accuracy is designed
to measure how accurately the model is detecting the conditions. As a result, accuracy by itself is not a
proper evaluation criterion when the dataset is imbalanced. The F-1 score is the harmonic mean of precision
and recall, which complements the accuracy metric [86]. With an imbalanced dataset, reporting the F-1
score provides a better explanation on the accuracy of the predictive models. The predictive accuracy of
each model is measured with the area under the receiver operating characteristic (ROC) curve (AUC).
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3.2.13 Part 2: Multi-scale Simulation Modeling
The interest in hospital simulations has been in existence since 1979 and has been applied to
improve staff scheduling, beds, and patient throughput [87]. Modeling and simulating complex hospital
processes especially EDs requires knowledge of medical stakeholders involved with the daily operations of
the ED. Due to the dynamic nature of hospitals, sophisticated modeling techniques are required to
understand the complex processes and systems that, in turn, informs the acquisition of data and knowledge.
The overall objective of this section is to develop a multi-scale simulator of ED’s operation that can be used
as a decision support tool by clinicians to develop strategies and policy guidelines to improve the ED’s
performance when responding to a medical surge. To achieve this objective, the following framework is
proposed (Figure 14).
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Figure 14: Proposed ED simulation and optimization framework
The modeling process starts with data input, which combines quantitative (i.e., historical patient
information) and qualitative (i.e., interviews) data to build a multi-scale simulation model. The simulator
covers three perspectives – (a) system dynamics (SD), which is used to model the spread of infection within
a community. (b) agent-based model (ABM) focuses on the patient behavior when infected and the decision
to request for treatment in the ED. The ABM model accounts for the infection rate, contact rate, and other
parameters. Individuals in the SD model who are exposed to infectious diseases (e.g., COVID-19) can
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transition from three states in the ABM model. The states include susceptible, infectious, and recovered
after receiving treatment. The ABM model also accounts for an immunity period after recovery before a
patient can be susceptible to another infection. (c) discrete event simulation (DES) centers on the patient
flow process in the ED. It incorporates different ED resources into the process chart and ED layout to
investigate ED resource utilization and performance during patient surge as a result of an infectious disease
spread in the community. Given the parameters in the different simulation models, simulation runs to
evaluate the status of the system before optimizing the parameters is conducted. The simulation models
have been developed using the AnyLogic platform v8.7.5. Next, the optimization model aspect of the
framework aims to optimize ED patient length of stay (LOS) with respect to staffing capacity. The new
parameters from the optimization model that minimizes LOS will be used to run the simulation model and
ensure the feasibility of the model. If the model is feasible then the analysis is stopped and a report
generated, if not then the model will continue running until a feasible solution is found. The optimization
models were developed using OptQuest an integrated optimization platform in AnyLogic.
3.2.14 Agent-Based Modeling (ABM)
ABM focuses on the actions and interactions of agents in the hospital ED to model their behavior
during a medical surge. The framework describes the complex dynamics found in the ED, representing the
agents as active or passive. The active agents represent all human actors, which include patients and medical
professionals (i.e., physicians, nurses, technicians, radiologist, admission personnel) at play in the ED. The
passive agent represents inanimate objects (i.e., chairs, beds), and reactive systems (i.e., database systems,
diagnostic equipment, radiology, and laboratories) used to provide medical care to patients. Our modeling
attention is centered on patients who are represented as state machines in the simulation model, which takes
into consideration all the required variables to represent the different states that an agent may occupy during
their ED stay. The model also includes transition states, which are activated due to inputs from external
sources. Communication between each agent is modeled as the inputs received and outputs they produce.
The physical environment is also modeled as this is where actions and interactions take place between
agents. In the following sub-section, the development of the agent (i.e., patient) is discussed in detail.
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3.2.14.1 The Patient Agent
A patient is an individual who is ill and seeks medical attention in the hospital. For this study, an
individual is described as infectious or non-infectious, based on their interactions in the environment. The
state chart of a potential infectious patient is presented in Figure 15. Depending on an individuals’ state of
health (i.e., individuals who are healthy or individuals with one or more underlying medical conditions) in
the environment, they can become susceptible to an infection after interacting or having close contacts with
infectious people. Once an individual is infected, it triggers a decision to go to the hospital and seek medical
care. While an individual is still in the infectious state in the environment, interactions with others may
occur, which triggers the spread of the virus. Upon arrival to the hospital, the patient is seen by medical
professionals (e.g., nurses and physicians) and goes through several processes to receive treatment. After
treatment is received, a signal is sent indicating that the patient is treated and has an immunity period after
treatment. The patient can become susceptible to another infection after a duration of time.

Figure 15: The state chart of the patient
3.2.14.2 ABM Simulation Parameters
The simulation parameters for the ABM model are shown in Table 2. The parameters were varied
for the simulation model and the average values for the parameters are shown in brackets. Parameter such
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as infection probability and contact rate were extracted from literature on the COVID-19 pandemic, while
hospital staffing capacity information was extracted from the study’s hospital database.
Table 2: ABM simulation parameters
Parameter
Parameter values
Number of physicians
12, (14), 16
Number of nurses
14, (18), 22
Number of physician assistants (PAs)
4, (5), 7
Technicians
4, (5), 7
Total patient population
1,000
Infection probability
0.5
Contact rate
1
Numerous factors affect the number of ED patients that can undergo treatment at any given time.
Nurses are defined as agents in ABM as the interact and provide medical care to patients. The number of
nurses in the ED influences how fast patients can get treated reducing wait times and length of stay. The
number of physicians were varied to assess the effect of the parameter on the model. The total population
of the community is varied based on the number of patient arrivals to the ED. From historical data on the
COVID-19 pandemic, the case study ED saw an estimated 3,000 patients (152 COVID-19 laboratoryconfirmed patients and 2,848 non-infected patients) per month, with an average ED LOS of 10 hours. The
research work assumes an initial community sample of 1,000 persons with a 0.1% growth in sample. The
reason for the small sample size is due to software limitations and to reduce the time spent on simulation
runs. The arrival probability values enable us to capture the randomness of the incoming patients to the ED.
The probability of COVID-19 patient arrivals per month was 7%. According to Statista, a website, which
tracks contact rate for different States in the US, Michigan has an estimated contact rate of 0.9 as of January
23, 2021. An assumed contact rate of 1.0 is used for the simulation modeling.
3.2.15 Discrete Event Systems (DES)
DES simulates the patient flow in the ED to capture the consumption of resources (e.g., staff, beds,
equipment) over time. The four player aspects we investigate with the DES model include patient, staff,
organization, and environment (see Figure 10 and 11). The facility layout represents the structure of the ED
which can be modeled as workspaces. Each workspace contains a service area equipped with resources
(e.g., ED staff, beds, ventilators). The workspace serves as an area where medical service is provided to
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certain patients who are assigned to the area. The medical service can be divided into a set of procedures
performed on patients by two or more ED staff. As seen above in ABM, patients and medical staff are
defined as agents in the simulation model. Details about the study’s ED is provided below.
3.2.15.1

Emergency Department (ED) Layout
The ED layout is divided into different workspaces as presented in Figure 16. The reception and

triage base provides the first area for patient information collection and assessment. The treatment area
consists of two trauma rooms and three ED treatment areas (i.e., for treating low, medium, and high acuity
patients). The computerized tomography (CT) and X-ray equipment are in the radiology unit. The layout
also shows the shared stations for nurses, physicians, physician assistants (PAs), and residents. Included in
the layout are the pharmacy, orthopedic, ear-nose-throat (ENT), and eye treatment areas.

Figure 16: Current ED layout
3.2.15.2

ED Resources
In this section we describe the mobile resources used to provide care to patients. The mobile

resources are portable devices that can be moved around the ED, and they include ultrasound (US) and
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electrocardiogram (ECG) devices. The medical professionals are considered as resources in the ED. ED
staffing is based on administrative decisions from the hospital and there are two shifts for the nurses and
technicians. The physicians, PAs, and residents operate a three-shift schedule. The nurses and technicians
have a synchronized shift pattern, but the physicians do not.

Figure 17: ED Patient Flow Chart
3.2.15.3

ED Patient Flow Chart
A patient flow chart through the ED processes is presented in Figure 17. Patients who enter the ED

through walk-in enter the reception area for registration (shown as intake) and may then proceed to the
waiting area or triage base for medical assessment. Patients who arrive the ED by ambulance may go
through the registration process or immediately taken to the resuscitation area for treatment depending on
their severity.
Patients are assigned severity scores by the nurse, which determines their treatment area (i.e., low,
medium, or high acuity). Historical distribution of severity scores is used determine the probability of
patients assigned to the different treatment areas. The patients are examined by a physician or resident
physician and the diagnosis determines if further evaluation such as laboratory testing or imaging is
required. The dataset helps us determine the probability of patients who require X-ray, US, CT, and ECG
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at different treatment areas. Patients are either admitted, transferred, or discharged at the end of the flow
process and their length of stay is calculated. The simulation model also accounts for shared resources in
the different treatment areas. The shared resources include ED staff, portable devices (ECG and US) and
rooms dedicated to performing imaging analysis with CT and X-ray equipment.
3.2.15.4

ED Resource to Patient Allocation
The allocation of ED resources to patient is integrated into our DES model. With limited ED

resources, the appropriate allocation of resources to patient is important for hospital efficiency. Each patient
requires a medical resource to meet their needs and if numerous patients are waiting for the same resource,
then a prioritization strategy must be adopted. To realistically model the ED resource to patient allocation,
some rules need to be identified and created for prioritizing patients request based on healthcare stakeholder
knowledge and experience, patient medical characteristics, resources required, and task performed. These
decisions are modeled using a seize resource approach were patients who arrive first at a process seize the
resource and releases the resource after the task is completed.
3.2.16 System Dynamics (SD)
SD is a computer-aided method for simple and complex simulation modeling to investigate
dynamic issues for the development of intervention strategies. It is based on feedback system theory and
refers to empirical testing and quantification [88]. The aim of this section is to develop an SD model that
depicts the rate and random infection of people within a community.
SD contains two components (stock and flow variables) and is designed using causal loops, stock,
and flow diagrams. The stocks are state variables, and the flows represent rates of change. Generally, SD
models involves a six-step process namely – (a) problem definition, (b) conceptualize the causal loop and
flow diagram, (c) formulate the model, (d) test and evaluate the model, (e) implement and disseminate
model results, and (f) discuss model results. The AnyLogic platform enables us to follow this approach in
developing our SD model.
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Figure 18: Overview of the stock and flow diagram of the SD model
Problem definition: The goal is to model the random infection of individuals in the community to
investigate how the influx of patients to the ED affects utilization and performance. Conceptualize stockflow diagram: Figure 18 presents the stock and flow diagram. The stock variable is represented by the
rectangle and the double line arrow represents the flow, and the cloud represents the generation of new
individuals in the community. In this stock and flow diagram, the stock represents the number of persons
in the community, while the flow represents the movement from susceptible to infectious state. Formulate
the model: a classic SD equation is used to formulate the model
discussion and conclusion will be presented in the next chapter.
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3.2.17 Part 3: Optimization Model
The simulation models described in part two allows for the exploration of different scenarios to
investigate the implication of several controllable and uncontrollable factors incorporated in the model. The
aim of this section is to find the near optimal ED staff configuration (i.e., combination of nurses, physicians,
PAs, or technicians) that yields the best quality of service while minimizing ED patient LOS and ensuring
a balanced utilization rate during a medical surge. The optimization parameters and description are
presented in Table 3.
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Table 3: Optimization model parameters and description
Description
Set of ED staff type, R (i.e., physicians, nurses, physician assistants, technicians)
Set of time blocks, T
Staff type, r ∈ R
Time block, t ∈ T
The required number of ED staff type r, at time block t
The maximum number of ED staff type r, at time block t
The minimum number of ED staff type r, at time block t
Set of positive integer numbers

The mathematical formulation of the optimization model is as follows:

Subject to:

Minimize the average ED patient length of stay = (
’›
’›
’›
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The objective function (30) aims to minimize the average ED patient LOS with respect to the required
number of ED staff at any given time, art. Constraints (31 and 32) ensures that the number of ED staff does
not go beyond the lower and upper bounds. Equation 33 is the non-negativity and integrity constraints.
3.2.18 Experiments and Settings
The model simulation period was four weeks, with the first 3 days considered as calibration period.
The calibration period helps to ensure that the model is running properly and allows the agents to be
populated in the environment before requesting treatment at the ED. According to [89], the calibration
period serves the purpose of allowing a transient phenomenon to reduce in order for the simulation period
to begin with the given unit in a baseline state. Also, the calibration period serves as an initialization phase
where things are prepared before patients start flowing into the ED. The simulation starts on Monday
12:00am and a maximum of 10 replications with random seeds were performed. The confidence level was
selected as 80% with an error value of 5%.
The simulation analysis helps us develop what-if scenarios to investigate the ED resource
utilization and performance during a medical surge. The model simulations are performed against the base
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case, which provides insights when the simulation results diverge from the observed values. It enables the
inspection of the models, which provides a comprehensive understanding of modeling processes and events.
The scenarios can help management in planning and making informed decisions on how best to configure
the staffing level to achieve optimum performance during a surge. For this work, we take account of the
current staffing configuration and work hours of medical staff in the study ED (see Table 2). The simulationoptimization models are developed to optimize the current conditions. The scenarios are given below.
1. Baseline scenario (BSM). The current minimum, average, and maximum ED staffing configuration
is simulated as the baseline scenario. This will be used to compare the outcomes of the other
scenarios and provide insights on areas to improve the system.
2. Scenario 1 (S1): Balance the physician and PA work hours only, followed by optimizing the
staffing configuration that minimizes the patient LOS. Currently, the physicians work a total of 33
hours in a 3-shift per day schedule (i.e., 10-, 15-, and 8-hours shift). The long shift tends to affect
performance and quality of service leading to stress and medical errors. S1 focuses on balancing
the work hours to a 3-shift per day schedule for the physicians/PAs split into 8 hours per shift. No
other resource is considered in S1.
3. Scenario 2 (S2): Balance the nurse and technician work hours only. Then, optimize the staffing
configuration that minimizes the patient LOS leaving other parameters constant. Currently, the
nurses and technicians are on a 2-shift per day schedule (i.e., two 12 hours shift). S2 focuses on
balancing the working hours to a 3-shift per day schedule split into 8 hours per shift.
4. Scenario 3 (S3): Combines S1 and S2 to optimize the staffing configuration.
5. Scenario 4 (S4): Addition of two ED rooms to S3.
3.2.19 Sensitivity Analysis – Simulation-Optimization Model
The reliability of the proposed simulation-optimization model was determined using sensitivity
analysis. Interviews with healthcare experts enable us to determine how best to vary the parameters for
sensitivity analysis. If the output changes within a specific range but retains the overall shape, the proposed
model can be considered valid. We consider increasing or decreasing the contact rate carries some level of
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uncertainty in patient arrival to the ED. The contact rate is increased by 50% to account for a new wave and
then decreased by 50% to account for social measures put in place to reduce infection spread.
3.2.20 Part 4: Evaluation, Policy, and Improvement Strategies
This section seeks to validate the proposed framework using ED operations data. Based on the
analysis, policy and improvement strategies are recommended that enable hospital management to optimize
available ED resources based on a combination of resources.

54
Chapter 4: Results and Discussion
4.0 Introduction
The objective of this chapter is to present and discuss the results of the proposed framework. In
chapter 3, the conceptual process of the proposed framework was described in detail. The application of the
proposed framework was evaluated and validated through different case studies in phase one and two
below.

4.1 Phase 1: ED Indicator Identification
To validate the proposed ED indicator identification framework, the unique questionnaire was
disseminated to 77 participants (i.e., medical professionals) using the online Qualtrics survey platform
across the state of Michigan in December 2019 for the first round. The second-round questionnaire was
disseminated to 45 medical professionals in February 2020. In both rounds, the participants were given a
two-week period to review and complete the questionnaire. This section presents the results and analysis
of the questionnaire.
4.1.1

Potential list of indicators
The results yield twenty-nine (29) potential indicators after an extensive hospital database review

and interview sessions with the hospital staff. The indicators were selected and classified into five
healthcare quality elements based on measurability in the ED, availability of data, and ease of
implementation. Also, the study’s focus was on the indicator’s contribution to the operation and process
improvement of the ED during a surge. The five healthcare quality elements include 12 (41.38%) capacity
related indicators, 8 (27.59%) temporal related indicators, 3 (10.34%) quality related indicators, 2 (6.89%)
outcome related indicators, and 4 (13.79%) financial related indicators (Table 4).

#

1

Table 4: Identification of indicators based on hospital database reviews and Interviews
Quality Elements
Metrics
ED beds
Intensive care unit (ICU) beds
Physician staffing
Capacity
Midlevel provider staffing
Nurse staffing
Patient acuity level
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2

Temporal

3

Quality

4

Outcomes

5

Financial expenditures

Physician staffing per patient seen
Nurse staffing per patient seen
Backup physician
Backup nurse
Patient care compromised
Medical support personnel
*High acuity < 30 mins
*Low acuity < 60 mins
Admit ED LOS < 6hrs
Discharge ED LOS < 4 hrs.
Time to triage
Time to start of treatment
Time to ED bed
Time to treatment condition
*Employee fatigue
Employee satisfaction
Medical errors
Patients hospitalized
Patient transfers
Increase diagnostic test
Increase ED treatment
Increase ED revenue
Increase in non-labor cost

The healthcare quality elements enable us to capture the hospital’s ability to provide emergency
care to all severity levels of patients during a medical surge. Thus, the first element – capacity, covers the
areas of demand or supply of care, which is of importance during a disaster or pandemic scenario. Also, it
describes the ED’s ability to satisfy the demands of patients with the available and often limited supply of
resources. The second element temporal covers the waiting time, or the processing time patients receive
care. The temporal element is essential as most patients use this to gauge the level of medical care provided
to them. The longer patients wait to be diagnosed by a healthcare professional (e.g., physician or nurse),
the possibility of them leaving without being seen, which affects their health outcomes, could lead to the
spread of infection, and lost revenue for hospitals. The third element is quality, which centers on employee
satisfaction and errors (i.e., administrative, or medical errors) that occur in the ED when delivering care to
patients. With a medical surge, there is an influx of patients, and the ability for frontline medics to keep up
will be significantly affected. The fourth element outcome is regarding the effectiveness of care and
patients’ satisfaction. During a surge, patients often stay additional days for observations in the hospital,
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which increases the length of hospitalization and puts a strain on the health care system. To take care of
critically ill people often requires two to three medical staff, protective gears, and other hospital resources.
It reduces the available resources and the system’s ability to care for other patients. Finally, the financial
element covers the operating cost and expenses incurred to treat patients during a medical surge.
These identified indicators are used to design our questionnaire. A pretest group of seventeen (17)
respondents consisting of academicians, physicians, registered nurses, and a medical director is used to
validate, check for errors and ambiguity in the questionnaire. From the group’s suggestions, additional
quality indicators such as high acuity, low acuity, and employee fatigue which may affect the performance
of the EDs during a medical surge, are added in the questionnaire. It is important to note that the pretest
panel did not constitute the study population.
4.1.2

Expert panel surveys
Two rounds of panel reviews are conducted. The first round had a response rate of 58.4% (45 out

of 77), while the second round had a response rate of 51.11% (23 out of 45). We observed a lower response
rate from the respondents in the second round due to the increasing activity of patients seeking care in the
ED. During the winter period (February 2020). In each round, the missing values were replaced with
“Neutral” to avoid errors in the analysis. The demographic characteristics of the Delphi members is
displayed in Table 5. Also, it confirms our initial findings of the model’s drawback on repetitive surveys to
allow forecasting values to converge, which requires much more time and cost.
Table 5: Demographic characteristics of experts involved in the two-round MOFD study
First round
Second round
Characteristics
Categories
N
P (%)
N
P (%)
Female
22
48.89
12
26.67
Gender
Male
23
51.11
11
24.44
100
23
100
Yes (e.g., ˆg g influenza, sars, 45
mass casualty events)
Disaster experience
No experience
0
0
0
0
Associate degree
3
6.67
0
0
Degree
Bachelor’s degree
12
26.67
5
11.11
PhD/MD
30
66.67
18
40.00
Hospital
8
17.78
7
15.56
Emergency department
37
82.22
16
35.56
Current place of employment
None
0
0
0
0

57

Types of stakeholders

Physicians
Resident physicians
Registered / clinical nurses
Midlevel providers
Medical directors
Administrators
Paramedic

Total

17
6
13
3
2
3
1
45

37.78
13.33
28.89
6.67
4.44
6.67
2.22
58.4

11
2
3
3
2
1
1
23

47.82
8.69
13.04
13.04
8.69
4.35
4.35
51.11

Note: N: Total number; P: Percentage; SARS: Severe acute respiratory syndrome; PhD: Doctor of Philosophy; MD:
Medical Doctor

The majority 37 (82.22%) of the panel members work in hospital EDs. This includes 14 (31.11%)
physicians, 6 (13.33%) resident physicians, 10 (22.22%) registered nurses, 2 (4.44%) midlevel providers,
1 (2.22%) medical director, 3 (6.67%) emergency system administrator and 1 (2.22%) paramedic. The other
8 (17.78%) members of the panel included representatives from hospital medical directors, physicians,
registered nurses, and midlevel providers who have vast experience in ED operations management during
a surge. The respondents have a median of 7 years’ experience in ED processes and operations during a
surge, with a minimum of 3 years and a maximum of 11 years’ experience. Utilizing equations 9 & 10, the
weight of expert experience is calculated, and the results show that the expert panel had a total of 304 years
of ED-related experience and the value is used to obtain a weighting for each expert (degree of importance),
and equation 12 is then applied for aggregating the expert opinion. So, their responses for each indicator
are based on the accumulated years of experience and knowledge in the ED for each respondent.
After finalizing the list of potential indicators, developing the questionnaire, and forming the expert
panel, the questionnaire survey is sent out to the medical professionals to evaluate the importance of each
indicator. For a robust understanding of our results, we compare our proposed approach with the existing
methods (Delphi method (DM) and fuzzy Delphi method (FDM)). Tables 6 and 7 presents the findings
from analyzing the first-round results using the three models.

Elements
Capacity

Table 6: First-round results of DM
Indicators
Mean Std Dev Median
ED beds
1.489
0.727
1.0
Intensive care unit
1.622
0.912
1.0
(ICU) beds
Physician staffing
2.578
1.33
2.0

IQR
1.0

Freq.
0.044

Consensus
False

1.0

0.067

False

3.0

0.356

False

58
Midlevel provider
staffing
Nurse staffing
Patient acuity level
Physician staffing per
patient seen
Nurse staffing per
patient seen
Backup physician

Temporal

Quality

Outcomes

Financial
expenditures

Backup nurse
Patient care
compromised
Medical support
personnel
High acuity
Low acuity
Admit ED LOS < 6
hrs.
Discharge ED LOS < 4
hrs.
Time to triage
Time to start of
treatment
Time to ED bed
Time to treatment
condition
Employee fatigue
Employee satisfaction
Medical errors
Patients hospitalized
Patient transfers
Increase diagnostic test
Increase ED treatment
Increase ED revenue
Increase in non-labor
cost

2.689

1.221

3.0

2.0

0.333

False

1.978

1.158

2.0

1.0

0.133

False

3.689

1.362

4.0*

2.0

0.711

True

3.956

1.205

4.0*

2.0

0.733

True

4.222

1.106

5.0*

1.0

0.800

True

3.422

1.055

3.0

1.0

0.422

False

3.733

1.116

4.0*

2.0

0.578

True

4.133

1.014

4.0*

1.0

0.8

True

2.711

1.308

2.0

2.0

0.378

False

2.822
1.689

1.37
1.104

3.0
1.0

2.0
1.0

0.378
0.111

False
False

1.511

1.058

1.0

1.0

0.089

False

1.622

0.911

1.0

1.0

0.044

False

2.733

1.074

3.0

1.0

0.244

False

2.533

1.179

3.0

1.0

0.222

False

2.556

1.253

3.0

2.0

0.244

False

2.444

1.056

2.0

1.0

0.133

False

4.622
1.556
3.978
3.289
2.711
3.689
3.378
2.911

0.49
0.785
0.917
0.589
1.375
0.973
1.134
0.900

5.0*
1.0
4.0*
3.0
2.0
4.0*
3.0
3.0

1.0
1.0
2.0
1.0
2.0
1.0
2.0
0.0

1.000
0.044
0.733
0.356
0.422
0.600
0.444
0.222

True
False
True
False
False
True
False
False

3.822

0.912

4.0*

1.0

0.667

True

The values with (*) show consensus based on group opinions for each metric (Median ≥ 4). *Note – ED: Emergency
Department; LOS: Length of stay; DM: Delphi Method; IQR: Interquartile range; Std Dev.: Standard Deviation

As displayed in Table 6, the first-round results of the DM process revealed a lack of agreement on
the five suggested elements. Twenty out of twenty-nine indicators did not achieve consensus amongst the
medical professionals. Furthermore, we discovered that DM does not adequately quantify the linguistic
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terms in the questionnaires and address the ambiguity in medical professional responses. Non-convergence
of the DM results will cause multiple rounds to be conducted, which is time consuming especially when
dealing with medical professionals.
Table 7: First-round results for FDM & MFD methods
FDM
MFD
Avg. of
Consensus
Avg. of
Consensus
fuzzy
(threshold >
fuzzy
(threshold >
numbers
64)
numbers
53)
Capacity
ED beds
0.128
95.556*
0.113
77.879*
Intensive care unit (ICU) beds
0.152
91.111*
0.167
75.063*
Physician staffing
0.33
35.556
0.307
49.958
Midlevel provider staffing
0.348
46.667
0.328
50.148
Nurse staffing
0.218
86.667*
0.167
62.184*
Patient acuity level
0.546
51.111
0.586
47.281
Physician staffing per patient seen
0.594
44.444
0.647
47.618
Nurse staffing per patient seen
0.647
80.0*
0.709
52.943
Backup physician
0.486
62.222
0.464
48.229
Backup nurse
0.549
57.778
0.56
45.711
Patient care compromised
0.628
80.0*
0.668
51.371
Medical support personnel
0.353
40.0
0.322
48.941
Temporal
High acuity
0.377
37.778
0.35
45.114
Low acuity < 60 mins
0.168
86.667*
0.126
69.32*
Admit ED LOS < 6 hrs
0.139
88.889*
0.099
75.033*
Discharge ED LOS < 4 hrs
0.153
86.667*
0.129
72.361*
Time to triage
0.353
62.222
0.334
53.917*
Time to start of treatment
0.319
53.333
0.288
52.762
Time to ED bed
0.324
48.889
0.283
50.826
Time to treatment condition
0.299
66.667*
0.268
57.95*
Quality
Employee fatigue
0.724
100.0*
0.741
60.947*
Employee satisfaction
0.14
91.111*
0.119
75.279*
Medical errors
0.597
64.444*
0.602
52.572
Outcomes
Patients hospitalized
0.458
93.333*
0.454
64.093*
Patient transfers
0.353
35.556
0.322
49.14
Financial
Increase diagnostic test
0.538
64.444*
0.54
49.038
expenditures Increase ED treatment
0.476
48.889
0.46
44.28
Increase ED revenue
0.387
68.889*
0.385
61.557*
Increase in non-labor cost
0.564
66.667*
0.571
51.65
Elements

Metrics

The values with (*) show consensus based on group opinions for each metric. *Note – ED: Emergency Department;
LOS: Length of stay; FDM: Fuzzy Delphi Method; MFD: Modified Fuzzy Delphi

The FDM and MOFD first-round results are presented in Table 7, which in contrast shows a higher
level of agreement than the DM model. The result interpretation are as follows, capacity indicators: five
and three out of twelve indicators achieved a group consensus in FDM and MOFD methods, respectively.
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Some of the indicators that achieved consensus in the FDM and MOFD process include ED beds, ICU beds,
and Nurse staffing while physician staffing did not achieve consensus. The sentiment analysis (Table 8) of
the free text entry reveals that the average negative intensity score of the reviews is 2.1% and medical
professional concerns were focused on available ED space to treat or triage patients as some hospitals have
small spaces allocated to the ED. Temporal indicators: four and five out of eight indicators achieved a group
consensus in the FDM and MOFD, respectively. The average negative sentiment score of the reviews is
2.7% with comments centered on poor communication of waiting time to patients, which often leads to
misunderstandings, patients leaving without being seen, and patient dissatisfaction negatively affecting the
ED’s performance. Quality indicators: three and two out of the three suggested indicators achieved a group
consensus for FDM and MOFD methods, respectively. Average positive sentiment score of the reviews is
1% and majority of the comments centered on the need to provide quality care when patients outnumber
the available ED resources as hospital employees are overwhelmed to avoid errors. Outcome indicators:
both TFD and MOFD methods had one indicator achieve consensus, respectively. The average positive and
negative intensity scores were tied at .06% and the comments indicate that EDs rarely transfer patients,
except pediatric and psychiatric patients. Financial indicators: three and one out of four suggested metrics
achieved a group consensus in TFD and MOFD methods, respectively. Another tie was achieved in the
intensity scores at 0.08%. In Table 8, the complete list of the reviews for each element and the average
intensity scores of negative and positive comments are listed. We report only the negative and positive
sentiments scores, as those might contain factual statements with attitudes attached, while each review is
mostly neutral in its sentiment.

Healthcare Elements
Q18 – Capacity
Q24 – Temporal
Q26 – Quality
Q30 – Outcomes
Q32 – Financial Expenditures

Table 8: Summary of Sentiment Scores
Negative Score
Positive Score
0.021
0.010
0.027
0.007
0.007
0.010
0.006
0.005
0.007
0.008

Sentiment
Negative
Negative
Positive
Negative
Positive

The results of the first-round analysis were sent to the respondents. Thirteen and seventeen
indicators of FDM and MOFD methods, respectively that did not attain agreement are used to construct a
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new questionnaire for the second round. The new questionnaire is sent out to the respondents for evaluation
and the responses collected for analysis. In the second-round analysis, five and eight out of seventeen
indicators in the FDM and MOFD process, respectively attained consensus and are recognized as suitable
indicators for assessing the ED’s performance when responding to a medical surge (see Table 9).

Elements
Capacity

Temporal

Quality
Outcomes
Financial
expenditures

Table 9: Second-round results for TFD & MOFD method
FDM
MOFD
Avg. of
Consensus
Avg. of
Consensus
Metrics
fuzzy
(threshold > 70)
fuzzy
(threshold > 56)
numbers
numbers
Physician staffing
0.478
52.174
0.473
51.15
Midlevel provider staffing
0.557
69.565
0.571
57.06*
Patient acuity level
0.643
86.957*
0.691
56.91*
Physician staffing per
0.661
91.304*
0.665
63.41*
patient seen
Nurse staffing per patient
--0.781
77.34*
seen
Backup physician
0.452
69.565
0.434
54.08
Backup nurse
0.576
60.87
0.585
49.23
Patient care compromised
--0.702
56.7*
Medical support personnel
0.557
52.174
0.567
45.87
High acuity < 30 mins
0.557
60.87
0.582
48.2
Time to start of treatment
0.43
78.261*
0.43
57.02*
Time to ED bed
0.443
56.522
0.44
43.53
Medical errors
--0.618
52.25
Patient transfers
0.239
91.304*
0.205
65.64*
Increase diagnostic test
--0.546
52.51
Increase ED treatment
0.522
78.261*
0.537
58.27*
Increase in non-labor cost
--0.579
55.82

The values with (*) show consensus based on group opinions for each metric. *Note – ED: Emergency Department;
LOS: Length of stay; FMD: Fuzzy Delphi Method; MOFD: Modified Fuzzy Delphi

Table 9 displays the second-round results for each of the healthcare quality elements are as follows.
Capacity indicators: two and five out of the nine indicators were retained in the second round for FDM and
MOFD methods, respectively. Nurse staffing per patient seen had the highest score with 77.34% agreement
among the respondents, followed by physician staffing per patient seen and midlevel provider staffing.
Temporal indicators: Only time to start of treatment was retained with an agreement score of 57.02% in the
MOFD method. Quality indicators: No indicator was retained after the second round. Outcome indicators:
The number of patient transfer was retained with an agreement score of 91.3% and 65.64% in the FDM and
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MOFD method, respectively. Financial indicators: Only one indicator was retained in both methods. The
increase of ED treatment had the highest score of 58.27% and 78.26% in the FDM and MOFD method,
respectively. The consensus-based process is considered complete when agreement and stability levels have
been attained, as conducting another round would not provide a significant change in results. To ensure
stability and convergence of the results in both rounds, a non-parametric means difference test is applied to
the two methods (FDM and MOFD). We do not include the DM approach since the results do not proceed
past the first round. The convergence results obtained with Mann-Whitney’s U test shows statistical
significance (p < 0.05) for FDM and MOFD, respectively. However, the MOFD results show that changes
in the opinion contributed to higher agreement after the first round, as observed by an increase in agreement
on the indicators approved in round two.
Table 10: ANOVA Results: Effect of expert field and job role on the responses for each indicator
MFD – Round 1
MFD – Round 2
Indicators
Wilks’
Wilks’
F-value
p
F-value
p
Lambda
Lambda
ED beds
0.960
0.872
0.426
0.960
0.872
0.426
ICU bed
0.912
2.016
0.146
0.912
2.016
0.146
Physician staffing
0.952
1.060
0.356
0.874
1.439
0.261
Midlevel staffing
0.971
0.621
0.543
0.936
0.687
0.515
Nursing staffing
0.989
0.223
0.801
0.989
0.223
0.801
Patient acuity
0.996
0.074
0.929
0.772
2.946
0.076
Physician staffing per patient seen
0.995
0.099
0.906
0.810
2.340
0.122
Nurse staffing per patient seen
0.983
0.371
0.692
0.998
0.022
0.978
Backup physician
0.962
0.833
0.442
0.894
1.185
0.326
Backup nurses
0.901
2.320
0.111
0.971
0.298
0.746
Medical support personnel
0.929
1.600
0.214
1.000
0.002
0.998
Patient care compromised
0.911
2.051
0.141
0.902
1.083
0.358
High acuity
0.985
0.330
0.721
0.960
0.420
0.662
Low acuity
0.867
3.219
0.050
0.867
3.219
0.050
Admit ED LOS <6 hrs.
0.929
1.601
0.214
0.929
1.601
0.214
Discharge ED LOS <4hrs.
0.982
0.385
0.683
0.982
0.385
0.683
Time to triage
0.877
2.951
0.063
0.877
2.951
0.063
Time to start of treatment
0.988
0.264
0.769
0.867
1.533
0.240
Time to ED bed
0.995
0.101
0.904
0.851
1.747
0.200
Time to treatment of condition
0.989
0.231
0.795
0.989
0.231
0.795
Employee fatigue
0.848
3.768
0.031a
0.848
3.768
0.031a
Employee satisfaction
0.930
1.570
0.220
0.930
1.570
0.220
Medical errors
0.949
1.135
0.331
0.938
0.657
0.529
Patients hospitalized
0.977
0.490
0.616
0.977
0.490
0.616
Patient transfers
0.892
2.543
0.091
0.965
0.363
0.700
Increased diagnostic test
0.933
1.496
0.236
0.998
0.017
0.983
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Increased ED treatment
Increase ED revenue
Increase in non-labor cost
a

0.728
0.977
0.906

7.833
0.485
2.188

0.001a
0.619
0.125

0.949
0.977
0.883

0.533
0.485
1.326

0.595
0.619
0.288

Statistically significant at 5% significance level

The analysis of variance (ANOVA) on the distribution of the group’s response of both rounds
provides relevant insights into how the characteristics of the panel members affect the responses given for
each indicator (Table 10). The goal of conducting an ANOVA is to test whether the different job roles and
place of employment are providing statistically different responses. If so, these differences can be justified
by their different perceptions about the relevance of each indicator for evaluation of ED performance during
a medical surge. The null hypothesis states that the perceptions about the relevance of each indicator do not
vary as a function of the panelist group and place of employment.
The analysis of Wilk’s Lambda and associated F value revealed (i.e., for each p-value > 0.05) that
there is no significant difference in responses to a specific question by expert area or job role, except for
“Increased ED treatment” and “Employee fatigue” in the first round. However, in the second round, we
observe that the indicator “Employee fatigue” is significant in both rounds with a p-value of 0.031. The rest
of the indicators show no significant difference in both rounds, which implies that the questions were robust
to job role and professional area of expertise, therefore proposed indicators are generalizable as displayed
in Table 10. The hypothesis test allows us to state that the panelists’ scores present stability, which means
a convergence of the MOFD process. Finally, twenty-one performance indicators were retained in the FDM
method, while twenty was retained in the MOFD method to measure the performance of the EDs during a
medical surge using the consensus views of the medical professionals. Table 11 shows the final list of
indicators based on the importance of ED efficiency measurement.
Table 11: Final indicators of ED efficiency measurement
Indicators
FDM – Ranking
MOFD – Ranking
ED beds
2
1
Nurse staffing per patient seen
13
2
Employee satisfaction
6
3
Intensive care unit (ICU) beds
6
4
Admit ED LOS < 6 hrs.
8
5
Discharge ED LOS < 4 hrs.
10
6
Low acuity
10
7
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Patient transfers
Patients hospitalized
Physician staffing per patient seen
Nurse staffing
Increase ED revenue
Employee fatigue
Increase ED treatment
Time to treatment condition
Midlevel provider staffing
Time to start of treatment
Patient acuity level
Patient care compromised
Increase in non-labor cost
Time to triage
Increase diagnostics
Medical errors

4
3
4
10
17
1
15
18
-18
9
13
18
-20
20

8
9
10
11
12
13
14
15
16
17
18
19
-20
---

Although the two methods provide quite a similar set of indicators (i.e., 18 indicators in common),
the only exception is increase in non-labor cost, medical errors, and increase diagnostic test which
achieved consensus in the FDM method while midlevel provider staffing and time to triage achieved
consensus in the MOFD method. We can infer that using the MOFD method caters to the subjectivity of
expert opinions in a survey and provides a robust set of indicators for measuring the efficiency of EDs
during a surge event. Figure 19 presents a comparison of the results of the two methods, namely, FDM and
MOFD. In our previous work, we have compared the performance of our proposed MOFD to traditional
fuzzy Delphi method [90]. Based on these results, it can be interpreted that our proposed model (i.e.,
MOFD) developed by considering both the quantitative and qualitative data of medical professionals on
ED indicators provides a better result for identifying ED indicators than the FDM method.
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Figure 19:Ranking and Comparison of Indicators for the FDM and MOFD method, respectively
As presented in Figure 19, the two methods have 18 indicators in common, while taking different
approaches in translating responses of medical professionals. The MFD method ranks ED beds, nurse
staffing per patient seen, employee satisfaction, ICU beds, and LOS as the most important indicators that
influence the ED’s performance during a surge while FDM ranks employee fatigue, ED beds, patients
hospitalized, patient transfers, and physician staffing per patient seen as the most critical indicators. When
comparing the indicator rankings, it is noted that ED beds are essential for the treatment of patients during
a medical surge than employee fatigue. Without beds, patients cannot get the needed treatment, and this
puts a strain on medical personnel, which affects performance [91]. An increase in ED beds requires an
increase in nurses or physicians, but in the current COVID-19 pandemic, this is not the case as some
healthcare workers are infected, leading to a shortage of frontline medical workers who are stressed and
overwhelmed [91]. Also, numerous medical workers have had to work overtime on multiple shifts during
the pandemic just to cater to the influx of patients. Hence, fatigue and employee satisfaction set in and may
affect their performance as well as the quality of care provided.
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4.2 Phase 2: Intelligent Data-Driven Simulation-Optimization Modeling
The Henry Ford Hospital ED is utilized as case study to validate the proposed framework. Henry
Ford Hospital (HFH) is an 877-bed urban academic hospital and research center located in Detroit,
Michigan. HFH is designated as a Level 1 trauma center serving a high acuity and racially diverse urban
population. The ED treats an estimated 100,000 patients annually, admitting 45%. At HFH, the hospital
administration seeks to improve the performance of the ED during a medical surge as they face numerous
challenges such as boarding, long wait-times, and staff shortage, which adversely affects the quality of
medical service provided to patients.
4.2.1

Part 1A: Demand for Medical Care during a Surge Event – Forecasting ED arrival
This section presents the exploratory and forecasting results for the forecasting models employed

to predict ED patient arrivals for our case study hospital. The training dataset contains 671 days (January
2019 to November 2020), while the testing dataset contains 60 days (November to December 2020) of
patient arrivals. For ease of explanation, the represented models are introduced and discussed based on a
one-day forecasting horizon. As the training and validation aspects are not significantly affected by the
forecasting horizons, the same approaches are applied for training models based on the remaining
forecasting horizons of 7, 14, 21, and 30 days.
4.2.1.1 Exploratory Data Analysis
The number of ED patients’ arrival is the variable of interest for this research work. Two years
patient arrival data (2019 and 2020), with 173,285 records, are used for our analysis. Figure 20 displays the
daily arrivals for January 1, 2019 – December 31, 2020. The figure also shows that a major drop in patient
arrival which occurred on March 21, 2020, due to the lockdown restrictions in our study area (State of
Michigan). It is observed that multiple changepoints exist in the dataset, which affects the stationarity of
the data.
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Figure 20: Time series plot showing ED patient visit and changepoints (2019 – 2020)

Figure 21: First-order differenced time series plot
To ensure stationarity in the given dataset, first-order differencing is applied to stabilize the timeseries mean and/or variance. Figure 21 depicts the transformed data after first-order differencing. To test
the stationarity of the transformed data, the Augmented Dickey-Fuller (ADF) test is performed. The null
hypothesis (i.e., H0) tests whether the time series has a unit root, implying it is non-stationary. The results
indicate that the dataset is stationary (p > 0.05). Thus, the differenced time series shows a stationary trend,
where the mean, variance, and autocorrelation does not significantly change during the total observation
time in the analysis. The monthly and weekly patient arrival patterns for the ED are visualized (Figure 22).
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Figure 22: Temporal ED patient monthly arrival patterns for 2019 and 2020
As seen in Figure 22, the average daily ED patient volume for 2019 were 272.4 (SD 28.7) and for
2020 were 201.8 (SD 55.7). July 2019 has the highest average arrivals of 282.1 (SD 25.1) patients due to
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the summer surge while the lowest average arrivals were in November 2019 with 249.7 (SD 23.9) patients.
A similar trend can be seen in Figure 22(b) during the pandemic, where July has the highest average arrivals
of 218.9 (SD 20.4) while April which was the peak period of the pandemic experienced the lowest arrival
rate of 125.4 (SD 20.6).
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Figure 23: Temporal ED patient weekly arrival patterns for 2019 and 2020
The boxplot in Figure 23 presents the impact of the day of the week on patient arrivals in 2019 and
2020, respectively. Although Mondays are the busiest weekday for both 2019 (mean = 272.2 and SD =
28.65) and 2020 (mean = 200.4 and SD = 55.16), 2020 portraits higher variation for the patient’s arrival
(Figure 23a). Weekends (Saturdays and Sundays) have a reduced amount of patient arrival for both years
as seen in Figure 23b. Having Mondays as the busiest day of the week is consistent with the literature as
patients tend to delay requesting medical care over the weekend [92]. In 2020, the COVID-19 pandemic
brought a significant decrease in ED patient arrivals. The drops in patient arrivals can be related to the
lockdowns and the presumed fear of coming to the ED to avoid hospital acquired infections. These ED
arrival pattern provides an overview on the demand of medical care and different temporal scales for the
patient arrival characteristics.
4.2.1.2 Univariate Forecasting Models – SARIMA, FP, HW, and LSTM
SARIMA model: An Auto ARIMA time series function is applied to obtain the optimal order for

the model. The function uses a grid search algorithm to iterate through different combinations of , /, ”
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parameters [34]. The Auto ARIMA function returns the best SARIMA model according to the smallest
Akaike information criterion (AIC) or Bayesian information criterion (BIC). The function searches for
possible models within the order constraints provided. SARIMA with parameters (2,1,2) (1,0,[2])7 presents
the smallest AIC value of 6606 (Table 12). The non-seasonal element gives a trend autoregression order, p
= 2; a trend differencing order, d = 1, which calculates the first order nonseasonal differencing; and a trend
moving average order, q = 2. The SARIMA model justifies our ADF results as it shows that the time series
data is not stationary, hence a differencing of lag 1 is applied to achieve stationarity. The seasonal element
gives a seasonal autoregressive order, P = 1, which makes use of the first seasonally offset observation in
the model; a D = 0, which indicates that the seasonality is stationary and no seasonal differencing is
required; a Q = 2 would use first-order errors in the model (e.g., moving average). The model gives the m
value: the number of periods in a seasonal cycle as 7 days. Table 12 reports the estimated value of the
coefficients of the model, their relative standard errors, and significance level. The intercept value is not
significant and does not produce the average value of ED patient arrival during the forecast horizon.
The non-seasonal and seasonal autoregressive orders are statistically significant (p < 0.05) but the
first order nonseasonal moving average (ma.L1) is not statistically significant so, we proceed to use the
second-order non-seasonal moving average coefficient (ma.L2), which is statistically significant. The
seasonal moving average (ma.S.L7 and ma.S.L14) coefficients are statistically significant. The parameter
estimates ar.L1, ar.L2, ma.L2, ar.S.L7, and ma.S.L14 are the features that significantly impact the time
series data. Figure 26 illustrates the graphical comparison between the observed data and the SARIMA
(2,1,2)(1,0,[2])7 model. It can be inferred that the model fails to learn from the training data while predicting
the test data. As displayed in Figure 26, the curve of the predicted data fails to follow the observed data,
leading to an RMSE value of 33.57.
Table 12: Parameter estimates for SARIMA (2,1,2) (1,0,[2])7 model with a one day forecast
Parameter
Estimated Value
Standard Error
p-value
Intercept
0.000
0.002
0.940
ar.L1
-0.644
0.226
0.004*
ar.L2
0.216
0.056
0.000*
ma.L1
0.095
0.225
0.672
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ma.L2
ar.S.L7
ma.S.L7
ma.S.L14

-0.662
0.999
-0.857
-0.114

0.159
0.001
0.039
0.040

0.000*
0.000*
0.000*
0.004*

(*) significant at p < 0.05

Figure 24: Loss function chart for ED patient arrival of the best univariate LSTM model
FP model: A non-exhaustive grid search is applied to achieve the best values for a univariate FP
model’s parameter. The changepoint prior and seasonality prior scales are tuned which determines the
flexibility of the trend and seasonality. The model automatically captures the weekly seasonal trends based
on the priors. The optimal values for the parameters consist of a changepoint prior scale of 0.01 and a
seasonality prior scale = 1.0. Figure 25 depicts the performance of the fitted model. It can be deduced that
the univariate FP model struggles to accurately predict the observed data, resulting in an RMSE scores of
43.82. HW model: The seasonal multiplicative HW method gives the following smoothing parameters – α
= 0.384, β = 4.94e-12, and γ = 9.88e-12 with the AIC value as low as 4,135. The seasonality component st
gives a value of 7, representing a weekly cycle for the time series. The alpha (α) value is similar to the
moving average, which shows how the weights adjust the amount of smoothing by defining how each
component reacts to the current time series conditions. A reduced smoothing weight give less influence on
recent data and vice versa. So, adjusting the weight of A component usually has the best chance of

improving the accuracy measures. As presented in Figure 25, the smoothing parameters contribute to
predicting the ED patient arrival, leading to an RMSE score of 28.42. LSTM model: The model is tuned
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using a grid search algorithm for optimum performance. The weights and biases in each gate are updated
with the backpropagation algorithm. The model’s optimal parameters include an Adam optimizer, batch
size of 70, hidden layer of 1, and 350 epochs. As shown in Figure 24, the model is trained over 350 epochs
to achieve stationary loss, which gives an RMSE score of 29.92. As presented in Figure 25, the trained
LSTM model accurately predicts the ED patient arrivals compared to the other univariate forecasting
models.

Figure 25: Univariate forecasting models – predicted vs. actual data for the ED patient arrival with oneday forecast horizon
Table 13: RMSE scores for univariate models in five different forecasting horizons
Forecasting Horizon
Methods
1 day
7 days
14 days
21 days
30 days
RMSE
RMSE
RMSE
RMSE
RMSE
SARMA
33.6
32.7
28.8
47.6
96.2
FP
43.8
45.9
54.5
60.8
53.8
HW
28.4
28.2
30.2
38.5
89.7
LSTM
29.9
29.9
30.7
30.4
31.3
As displayed in Table 13, the univariate model’s performance as reported by the RMSE scores
varied for the different forecasting horizons. The results have shown that HW outperformed all other models
in short-term predictions (1 – 7 days) and LSTM performs best in long-term predictions (21 days or more).
While FP performed poorly when compared with other models in the different forecast horizons, SARMA
showed the best performance in the forecasting horizon of 14 days.
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4.2.1.3 Multivariate Forecasting Models – SARIMAX, FP, and LSTM
SARIMAX model: A SARIMAX model is fitted to the ED patient arrival data, as shown in Table
14. The model parameters were tuned using a grid search method. The best (p, d, q) (P, D, Q) m parameters
provide an AIC score of 6,602 for a SARIMAX model with parameters (2, 0, 1)(1, 0, [1, 2])7. The nonseasonal element for the SARIMAX model gives a trend autoregression order, p = 2; a trend differencing
order, d = 0, which means no differencing; and a trend moving average order, q = 1. The seasonal element
gives a seasonal autoregressive order, P = 1, which makes use of the first seasonally offset observation in
the model; D = 0, which signifies that the seasonality is stationary and no seasonal differencing is required;
Q = 1,2 would use first-order errors in the model (e.g., moving average). The model gives the m value: the
number of periods in a seasonal cycle as 7 days.
Table 14: Parameter estimates for SARIMAX (2, 0, 1)(1, 0, [1, 2])7 model with a one day forecast
Parameter
Estimated value
Standard Error
p-value
intercept
-0.025
0.045
0.586
Lockdown
-93.191
7.286
0.000*
Humidity
0.017
0.083
0.841
Max. Temp
-0.101
0.451
0.822
Avg. Temp
1.292
0.659
0.050*
Min. Temp
0.059
0.345
0.864
Precipitation
0.258
0.484
0.594
Pressure
1.515
5.216
0.772
ar.L1
1.159
0.067
0.000*
ar.L2
-0.193
0.058
0.001*
ma.L1
-0.738
0.050
0.000*
ar.S.L7
0.994
0.004
0.000*
ma.S.L7
-0.837
0.039
0.000*
ma.S.L14
-0.099
0.038
0.010*
(*) significant at p < 0.05

Table 14 displays the estimated value of the model coefficients, the relative standard errors, and
significance level. The intercept value is -0.03, which can be considered the average value of ED patient
arrivals when considering external factors. Lockdown and average temperature are the only significant
variable that contributes to the model. The nonseasonal and seasonal autoregressive orders are statistically
significant (p < 0.05). Likewise, the first order non-seasonal moving average (ma.L1) and the seasonal
moving average (ma.S.L7 and ma.S.L14) coefficients are statistically significant (p < 0.05). These
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parameter estimates have a significant impact on the time series data. The graphical comparison between
the observed data and SARIMAX model (2, 0, 1)(1, 0, [1, 2])7 shows how the curve of the predicted data
tries to closely follow the observed ED patient arrival (Figure 27), leading to an RMSE score of 45. 5.

Figure 26: Loss function chart for ED patient arrival of the best LSTMe model
FP model: The FP model with exogenous performance is displayed in Figure 27. A non-exhaustive
grid search is applied to tune the model. The optimal values for the parameters are as follows – changepoint
prior scale = 0.05, seasonality prior scale = 10, and a weekly seasonal trend, resulting in an RMSE score of
48.7. LSTM model: The exogenous LSTM is fine-tuned using a grid search approach. The model’s optimal
parameters include an Adam optimizer, batch size of 72, hidden layer of 1, and 50 epochs. Figure 26
demonstrates a decrease in loss function over 50 epochs. The exogenous LSTM model achieves RMSE
score of 28.6. Figure 27 shows that the trained LSTM model with exogenous variables performs better in
predicting ED patient arrivals.
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Figure 27: The multivariate forecasting model predicted vs. actual data for the ED patient arrival with a
one-day forecast horizon.
Table 15: RMSE values for multivariate models and five different forecasting horizons
Forecasting Horizon
Methods
1 day
7 days
14 days
21 days
30 days
RMSE
RMSE
RMSE
RMSE
RMSE
SARMAX
45.5
32.3
30.5
58.5
121.9
FP
48.7
58.3
70.1
80.3
78.0
LSTM
28.6
30.0
31.3
31.2
36.0
As shown in Figure 28, the multivariate forecasting models (e.g., SARIMAX) closely follow the
observed trend, compared to the univariate SARIMA model. In Table 15, the values of the performance
measures (i.e., MSE and RMSE) are reported for the multivariate forecasting models over the different
forecasting horizons. LSTM has the best performance in all, but one horizon based on the RMSE measures
among the multivariate models. Also, it can be observed that SARIMAX and FP with regressors do not
perform well for extended forecasting horizons. Overall, in comparing the univariate and multivariate
models’ performances, the univariate models outperform the multivariate models with lower RMSE values
(see Tables 13 and 15). We can infer that the inclusion of exogenous variables does not result in high model
performance.
4.2.2

Part 1B: ED Length of Stay (LOS) Predictive Model
In this section, we validate the proposed framework using deidentified patient and ED operations

data from the case study hospital. The goal is to develop a prediction model to predict the ED LOS of
COVID-19 ED patients (i.e., LOS <4 hours or ≥4 hours).
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4.2.2.1 Patient selection
A total of 57,665 patient visits was recorded at HFH between March 16 to December 29, 2020.
38,189 patients were screened for COVID-19, and 19,476 were not screened. There were 3,301 patients
with laboratory-confirmed COVID-19 diagnoses and 34,888 nonconfirmed COVID-19 diagnoses. The final
study cohort used in this analysis was 3,301 patients with confirmed COVID-19 diagnoses (median age, 51
years old, 64.9% female), of which 65.2% (2,153) of these patients had ED LOS ≥4 hours.
4.2.2.2 Descriptive Analysis for COVID-19 ED Patients
From the data, 13.3% (440) of the patients were age 65 years and above, and the median patient
age was 51 years (IQR 40 – 57), showing the prevalence of the COVID-19 virus in older patients. 35.1%
of the study patients were male, and 74.7% of the patients were African American. The most frequent chief
complaints of COVID-19 patients on admission from the ED were shortness of breath (29.7%), followed
by fatigue (6.6%), and fever (5.8%). Comorbid conditions were common amongst patients, in particular
hypertension (63.9%), obesity (46.4%), anemia (26.1%), diabetes (17.0%), congestive heart failure (20.7%)
and chronic kidney disease (16.3%). Among the COVID-19 patients included in this study, 24.5% (808)
were admitted to the hospital, 65% (2,144) were discharged, 3.7% (122) left without completing service
(LWCS), 0.69% (23) were discharged against medical advice, 5.2% (173) were placed in observation, and
0.9% (31) were transferred to another medical facility.

ED LOS (hrs.)
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Figure 28: COVID-19 patients ED LOS visualization. (a) Boxplot of ED LOS for COVID-19 patients, (b)
ED LOS variation with age of COVID-19 patients, (c) COVID-19 patient ED LOS variation with race,
and (d) COVID-19 patient complaint with the most ED LOS.
The median ED LOS was 5.21 (SD 5.95) hours for COVID-19 patients. As observed in Figure 28a,
COVID-19 patients’ ED LOS is right skewed and takes values ranging from 0 to 25+ hours. The
Kolmogorov–Smirnov test (K-S test) of normality shows that COVID-19 patient ED LOS is not normally
distributed (p < 0.05). Figure 28b depicts the variation in COVID-19 patients’ ED LOS as age increases
and the median age is 51 (SD 15.0) years. The largest spread is seen for the 60-69 and 70-79 age group,
who spent more time in the ED. The test for normality shows that patient age significantly deviates from
normal distribution (p < 0.001). The variation in COVID-19 patient ED LOS for different race was
investigated (Figure 28c). The ANOVA test results shows a statistically significant difference between the
patient race and their ED LOS (p < 0.05). Multiple comparison testing showed statistically significant
difference in the median ED LOS between the African American and Asian patients (4.95 vs 6.03 hours, p
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= 0.025), White and Asian (6.70 vs 6.03 hours, p = 0.002), as well as between the White and African
American patients (6.70 vs 4.95 hours, p < 0.05). However, there was no statistically significant difference
between the Hispanic patients and other patient race groups. Figure 28d presents the most common COVID19 patients’ primary complaint and which symptoms had the longest average LOS. On average, patients
with complaints related to fever had the most prolonged ED LOS (~9 hours), followed by those with
diarrhea (~8.5 hours), chills (~8 hours), and generalized body aches (~7.6 hours).
4.2.2.3 Prediction Results
Variables with either strongly positive or negative correlation coefficients and p < 0.05 were
selected as the best subset of features for building our machine learning model (Figure 29). Our analysis
showed sixteen clinical features with strong correlation coefficients. The top four correlated features with
ED LOS were physician availability (r = 0.476, p < 0.001), bed availability (r = 0.264, p < 0.001), nurse
availability (r = 0.263, p < 0.001), and patients with a history of CKD (r = 0.239, p < 0.001).

78

Figure 29: Correlation matrix heatmap
To optimize the hyperparameters for the different algorithms, a grid search cross-validation
(GridSearchCV) method was used to find the optimal parameters for training the algorithms (Table 16).
The combination of parameters is evaluated with accuracy serving as a performance measure. The best
parameters with the highest accuracy value for each model are selected for developing the proposed
machine learning model.

Best Parameters
n_estimators
Learning rate
1
C
2
Solver
Penalty

Table 16: Optimal parameters for GB, DT, and RF algorithms
LR
GB
DT
-2
--1.0
-1.0
--lbfgs
--l2
---

RF
100
-----
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Criterion
max_depth
Splitter
Bootstrap
max_features
min_samples_leaf
Min_samples_split

--------

Friedman mse
4
------

Entropy
5
Best
-----

Entropy
--True
Auto
1
2

Abbreviation: 1C, the inverse of regularization strength. 2Optimization algorithm. MSE, mean square error. LR,
Logistic Regression. GB, Gradient Boosting. DT, Decision Tree. RF, Random Forest.

Figure 30: A decision tree (DT) on featuring ED and COVID-19 patient-level data.
Figure 30 demonstrates the decision tree model. At the first branch level, if a COVID-19 patient
presents at the ED and a physician is immediately available, the patient will likely spend <4 hours (denoted
as class 0) in the ED; otherwise, we move to the next level. At subsequent branching levels, the logic rule
of the decision tree grows to incorporate ED bed availability, emergency severity index (ESI), nurse
availability, and comorbid conditions. Table 17 shows the results of the three distinct approaches used to
build the machine learning algorithms. Also reported in the table are the variance estimates from the 10fold cross validation of each model’s AUC. The models show overall low standard deviation, which
suggests that the results of our algorithms vary little with different subsets of training data.

Methods
Data (i.e., without any
data cleaning)

Table 17: Machine learning model result summary
Model Precision
Recall
F1-Score
Accuracy
LR
0.46
0.67
0.55
67.0%
GB
0.85
0.81
0.79
81.0%
DT
0.80
0.71
0.61
71.0%

AUC
0.67 ± 0.02
0.98 ± 0.01
0.60 ± 0.04

80

Data + feature
engineering and selection
Proposed Model (Data +
feature engineering +
feature selection +
SMOTE)

RF
LR
GB
DT
RF
LR
GB
DT
RF

0.79
0.79
0.82
0.84
0.84
0.79
0.80
0.80
0.84

0.70
0.77
0.82
0.78
0.84
0.79
0.78
0.80
0.84

0.60
0.75
0.81
0.75
0.84
0.79
0.78
0.80
0.84

70.0%
77.0%
82.0%
78.0%
84.0%
79.0%
78.0%
80.0%
88.0%

0.97 ± 0.02
0.86 ± 0.02
0.87 ± 0.02
0.85 ± 0.02
0.91 ± 0.01
0.85 ± 0.01
0.88 ± 0.01
0.85 ± 0.01
0.92 ± 0.01

Abbreviation: Logistic Regression (LR), Gradient Boosting (GB), Decision Tree (DT), Random Forest (RF), Receiver
Operating Characteristic Area Under the Curve (AUC)

In our proposed model, it is observed that the RF model outperforms all the algorithms with an
overall accuracy of 88.0% and a weighted F-1 score of 0.84. The F-measure was achieved with an estimated
threshold value (i.e., the operational point on the AUC plot) of 0.4. This threshold can be used when making
future probability predictions, which must then be converted from probabilities to crisp class labels (i.e.,
ED LOS <4 or ≥4 hours). The RF model outperforms the DT model and the two baseline classifiers (LR
and GB models) since it uses an ensemble of decision trees to find the best classifier. Also, it is important
to note that our proposed framework outperforms not only the benchmarks such as LR and GB but also the
efforts such as balancing and feature engineering have improved the performance of all the considered
classification algorithms, as illustrated in Table 17. In regard to the goal and application of a given project,
an analyst can decide on which method to select when developing prediction models with data containing
imbalance in the target variable. Figure 31 displays the weighted AUC curves for our proposed prediction
models. The plot shows that the AUC for the RF ROC curve is higher than LR, GB, and DT ROC curves.
Therefore, we can say that the RF model performed well in classifying the positive class in the dataset.
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Figure 31: ROC curve analysis for our proposed prediction models
4.2.3

Part 2&3: Multi-scale Simulation-Optimization Results
Based on the ED floor plan (Figure 16), ABM parameters in Table 2, and the patient process flow

chart in Figure 18, different scenarios were simulated as described in the methods section. The AnyLogic
simulation package was used for modeling ABM, DES, and SD models. The simulation model considers
different types of ED staff including physicians, nurses, physician assistants, registrars, ED technicians,
and specialists. Other ED resources such as X-ray, CT, US, ECG, triage rooms, treatment rooms, waiting
rooms, and trauma rooms are incorporated into the model. The simulation model is developed to track each
patients’ journey through the treatment process until they are discharged or admitted.
4.2.3.1 Model Validation & Verification
The simulation model was validated and verified all through the model development phase by
healthcare experts. Debugging and troubleshooting was carried out besides visual inspection of each
process to verify that the process flow chart conformed to the processes patient flows to receive medical
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care in the ED. The process flow chart received approval from healthcare stakeholders as conforming to
the current ED processes. The validation of the models was done by comparing the output to available ED
data. The results of the analyses are presented below.
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Figure 32: Simulated infectious disease spread in the study sample
The result of the infection spread based on susceptible and infectious (SI) persons from SD and
ABM modeling is presented in Figure 32. The SI model is one of the oldest and has an important effect on
infectious disease modeling. The SI model shows that during the start of the infection the population is
susceptible and no immunity to the virus. As virus continues to spread within the community, 45 persons
from the sample population become infected by day 3. As the infection rate grows, people begin to seek
treatment and populate hospitals. The peak of the infection is observed at day 11 and gradually reduces
with time.
Having modeled the spread, we proceed to simulate patient arrival and patient flow through the ED
using the proposed DES model. The scenario analysis helps us understand the ED’s performance as patients
go through different points of care. The maximum staffing configuration is simulated to observe the
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system’s performance. Figure 33a and b shows that the simulated base model requires 52 medical staff and
8 ED rooms, which results in an average patient LOS of 26.11 hours. In comparison with the actual data,
the LOS results are very high. Scenario (S1) investigates physician/PA work hours balancing and staffing
configuration optimization. S1 aims to balance the working hours by creating an 8-hour shift schedule for
physicians/PAs. The approach reduces the current working hours from 33 to 24 hours per day.
Using the balanced hours, the optimization algorithm runs to find the optimum staffing
configuration that minimizes ED patient LOS. S1 on Figure 33a depicts the new staffing configuration of
10 physicians, 17 nurses, 5 PAs, and 7 Technicians. S1 shows an average LOS of 32.98 (SD 20.8) hours
after simulating the staffing configuration. It can be inferred that balancing the physician/PA work hours
alone does not help to minimize patient LOS. This leads to investigating scenario 2 (S2) that focuses on
balancing nurse/technician work hours. The nurses and technicians work a 2-shift schedule of 12 hours.
After consultation with medical professionals, we convert the shifts from 2 to 3-shifts per day of 8 hours.
This reduces their working time by 4 hours. S2 in Figure 33a and b depicts the new staffing configuration
and ED patient LOS. S2 leads to a reduction in patient LOS (avg 5.42 and SD = 2.4 hours) as optimizing
the nurse shift from the base level of 22 to 11 nurses’ significant influences LOS. S3 combines the results
of shift schedule of physicians, PAs, nurses, and technicians to optimize the staffing configuration while
minimizing LOS. Figure 33a shows a 43.3% reduction in staffing levels and an average ED LOS of 5.38
(SD 2.56) hours upon combining S1 and S2. S4 increases the number of ED rooms from 8 to 10 rooms.
The addition of rooms creates more space for patients to receive treatment, thereby enabling things to move
fast in the ED. The approach results in an average ED LOS of 5.90 (SD 2.736) hours.
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Figure 33: Simulation-optimization output considering the maximum ED staffing configuration. (A) ED
staffing configuration and (B) Average patient LOS
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Figure 34: ED staff utilization after optimizing the maximum staffing configuration
The utilization rates for the base and optimized staffing pertaining to maximum configuration are
shown in Figure 34. It is important to note that the nurses contribute to the efficient running of the ED as
they take up a major part of the utilization rates. The next steps were to investigate the average staffing
levels of the ED at any given time. The simulation-optimization model analyzed the current average staffing
configuration, which is given as 14 physicians, 18 nurses, 5 PAs, and 5 technicians. The shift schedule
remains as 33 hours for physicians/PAs and 24 hours for nurses/technicians.
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Figure 35: Simulation-optimization output considering the average ED staffing configuration.
(A) ED staffing configuration and (B) Average patient LOS
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Figure 35a and b presents the various simulated-optimized scenarios for the average staffing
configuration. S4 depicts the best option with a reduced staffing configuration of 16% and LOS of 5.57 (SD
2.54) hours. The combination of staffing and additional rooms helps to level the process in the ED. During
a surge, all the resources especially bed space and rooms are heavily utilized, and hospitals must create
additional space to triage or treat patients. Figure 36 illustrates the resource utilization for all the scenarios.
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Figure 36: ED staff utilization after optimizing the average staffing configuration
A 3% utilization difference between the base and S4 is observed in Figure 36. The reduction can
be seen in physician, nurse, and technicians. A balance utilization rate ensures that healthcare workers are
available to provide immediate care to patients when they arrive, and this influences patient LOS. Next, the
simulation-optimization model analyzes the current minimum staffing configuration for the ED. The
resource configuration is 12 physicians, 14 nurses, 4 PAs, and 4 technicians. The shift schedule remains as
33 hours for physicians/PAs and 24 hours for nurses/technicians. Figure 37 depicts the simulationoptimization results for the minimum ED staffing level.
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Figure 37: Simulation-optimization output considering minimum ED staffing configuration. (A) ED
staffing configuration and (B) Average patient LOS
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The minimum ED configuration is reduced by 14.29% as illustrated in Figure 37a. The minimized
LOS for S4 is seen to be 3.83 and 3.43 hours less than the actual and base patient LOS, respectively (Figure
37b). Literature has shown that adequate nurse staffing leads to better outcomes for both patients and nurses
without adversely affecting the financial aspect of hospitals [93]. Having the right level of nurse staffing
determines the efficiency of the department. As nurses are a vital resource in hospital EDs. Figure 38
displays the utilization rate for the different scenarios under minimum resource level.
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Figure 38: ED staff utilization after optimizing the minimum staffing configuration
S4 shows a better resource combination, shift schedule, and utilization when compared with the
current staffing level (base) and other scenarios. Table 18 gives the percent change of current (base) and
optimized staffing configuration for the ED. Considering the study’s sample size, S3 is identified as the
best scenario for maximum staffing during a patient surge. Balancing medical staff shift hours ensures the
full utilization of resources. Although, we must point out the possibilities of uncertain events occurring that
will lead to an increase in staffing levels. The study tries to model these uncertainties using sensitivity
analyses and will be discussed in subsequent sections. S4 is identified as the best scenario when
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management considers average or minimum staffing levels for the ED. Additional ED rooms or bed space
must be considered when selecting this scenario.
Table 18: Percent (%) change of current and proposed ED staffing configuration
Setting
Best scenario
Current number of staff
Proposed number of staff
Maximum
S3
52
26
Average
S4
42
32
Minimum
S4
34
26

%
50.0%
23.8%
23.5%

A 50% change is seen for the maximum staffing configuration that minimizes patient LOS, while
a 23.8% and 23.5% reduction is achieved for average and minimum staffing levels, respectively. We have
considered the financial aspect of our analysis and Table 19 shows the assumed values for the ED resources.

Resource
Doctor (D)
Nurse (N)
Physician Assistant (PA)
Technician (TN)
ED Room (EDR)

Table 19: ED Resource with Associated Costs
Average Cost ($)
1,200 per day
304 per day
648 per day
204 per day
400 per sq. ft.

A cost analysis is performed to understand what the operational cost will be for the hospital at
different scenarios. There are many scenarios to consider but for this work, we will focus on the best
scenarios for the different settings. Table 20 presents the results of the cost analysis.

Best
scenario
Maximum
S3
Average
S4
Minimum
S4
Setting

Table 20: ED Staff Configuration with Costs
LOS
# of
D
N PA TN EDR
(hrs) resources
5.38
34
11
7
4
4
8
5.57
42
10 14 4
4
10
6.17
36
9
11 3
3
10

Variable
cost ($)
18,736/day
19,664/day
16,700/day

Fixed cost
($)
-140,800
140,800

From Table 20, we observe that the scenarios have different variable and fixed cost associated with
them for the settings. The maximum setting has the best LOS and cost values associated with it for the
combination of hospital resources. It is important to note that the average setting has the highest number of
resources required with a high operating cost but does not reduce the patient LOS.

91
Chapter 5: Conclusion
5.0 Introduction
During a medical surge such as the ongoing COVID-19 pandemic, healthcare systems globally
have faced numerous challenges to meet the growing demands of infected and non-infected patients seeking
medical care. An important part of health systems facing challenges are hospital EDs. The EDs are required
to provide care to patient regardless of a patients’ ability to pay. Most people in the United States do not
have minimum or no health insurance coverage and the first place they go to seek for care is the ED. The
influx of patients to the ED has put a huge strain on the system. Challenges such as limited hospital
resources (i.e., beds, protective personal equipment, ventilators, oxygen supplies), shortage of physicians
and nurses, have been a constant issue for clinicians and healthcare administrators. Physical and mental
stress as well as workload balance has been another issue experienced by healthcare workers during the
pandemic. All these challenges affect the performance and quality of service in the ED, leading to long
wait-times, boarding, medical errors, operational difficulties, and poor patient experience.
As industrial and system engineers, what can we do and how can we help clinicians utilize advanced
statistical, machine learning and operations research techniques to address operation, planning, and
performance problems faced in the ED during a medical surge. The proposed research work aims to model
and evaluate the operating performance of EDs while responding to a medical surge event. To achieve the
aims, the study investigates two areas:
1. Hospital process perspective: the work is centered on identifying factors that influence ED
performance, developing simulation models for the optimal allocation of resources in a surge event,
and analyzing the ED’s efficiency for improvement.
2. Patient perspective: first the development of reliable forecasting models to forecast the demand of
medical care (i.e., patient arrival) to the ED during a pandemic. Second, the development of predictive
models to determine patient length of stay upon presentation to the ED. This combined data-driven
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approach will help clinicians to understand the demand of medical care during a pandemic and develop
appropriate plans for allocating limited healthcare resources, while making informed decision.
A summary of the research contributions, limitations of the proposed framework and future work
is given below.

5.1 Research Contributions
The research contributions of this work have been summarized based on the research questions:
1. ED indicator identification during a surge: This research work adds to the body of knowledge on
hospital quality indicators by addressing the first research question – “What are the relevant metrics
that apply to the ED during a medical surge”?
a. First, this study provides a broad agreement about critical indicators that affects the ED’s operation
and ability to care for patients during a medical surge. It reaffirms the perceived importance of
performance indicators such as ED beds, nurse staffing per patient seen, employee satisfaction,
ICU beds and length of stay in the context of medical surge, and it sets a potential agenda for future
research reporting and administrative oversight.
b. The research proposes a unique modified fuzzy Delphi approach that integrates Delphi analysis
with fuzzy logic and natural language processing to analyze quantitative and qualitative responses
of healthcare professionals on indicator selection.
c. According to Saffie et al. [33] literature lacks a comparison of Delphi methods to show
improvement between models. The research study addresses that gap in literature by comparing the
results of the traditional DM and FDM approaches with our proposed MOFD method, it was shown
that the proposed MOFD outperforms the existing methods. The reason for the improved
performance is due to the modified iteration and feedback processes of the MOFD method, which
centers on using the similarity and distance measures to obtain a consistency index of individual
panel member opinions. This combination helps to address the distortion and loss of information
that occurs in the iteration process, thereby ensuring that consensus amongst participants is
achieved.
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d. As stated earlier, the study investigates, the qualitative (i.e., textual comment) responses of medical
professionals to ascertain why certain items were rated high/low by applying sentiment analysis to
the model. These themes are matched with the MOFD results for better interpretation. Then the
results of the stability and convergence tests are analyzed. The results show that FDM and MFD
methods are statistically significant, while DM is not. Thus, the research addresses the ambiguity,
subjectivity, and distortion in expert responses when using linguistic variables for evaluation,
which has been one of the major criticisms about the fuzzy Delphi method [54].
The findings in research question one motivates the investigation of some of the key ED metrics like LOS,
physician staffing, midlevel provider staffing, and nurse staffing in research question two.
3. Data-driven simulation-optimization framework: This research work adds to the body of knowledge
by addressing the second research question: “How can we model for the disconnect between the
limited resources available and the changing demand of healthcare service in the ED?”
The research question is addressed in three parts given below.
Part 1: Forecasting patient arrival to the ED. The research work addresses the problem of time series
modeling of ED patients’ arrival focusing on the COVID-19 pandemic. Univariate and multivariate
forecasting methods are proposed to predict the daily patient arrival rates, thereby empowering
healthcare organizations with better information. The contributions of the work are as follows:
a. The development of forecasting models capable of adjusting quickly to unexpected changes in
trends of ED patient arrivals or peaks during a medical surge (e.g., COVID-19).
b. Second, the study accounts for all types of patient arrival to the ED (i.e., ambulatory and arrivals
via ambulance) during a pandemic.
c. Third, we account for external conditions that may affect patient arrival (e.g., climatic, and
pandemic-related factors)
Part 2: Predicting ED patient length of stay. The study addresses the existing issue of COVID-19 patient
ED LOS. A predictive framework is proposed to predict if a COVID-19 patient will stay in the ED for
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less or more than 4 hours. The approach is unique as it is the first to combine patient-level data with
ED operations data to determine a patients’ LOS upon arrival to the hospital
a. Sixteen significant factors associated with prolonged COVID-19 patients’ ED LOS such as
physician availability, bed availability, nurse availability, ESI, patient race, vital signs, and
comorbid conditions.
b. The study innovatively trained four prediction models to predict COVID-19 patients’ ED LOS that
combines patient and ED level data.
Part 3: A multi-scale simulation-optimization framework. The contribution of this section addresses
three questions – first, does the allocation of resources (e.g., physicians, nurses, beds, triage rooms)
play a significant role in the efficiency or performance of the ED? Second, in a scenario where
resources are limited in the ED, what combination of input and output parameters will yield high
performance for the ED?
a. To solve the research question, a multi-scale simulation-optimization framework is proposed,
which considers the complexity and dynamism of healthcare systems. The simulation aspect is used
to investigate the impact of patient arrival and related ED processes, while the optimization model
is used to achieve optimal staff and shift configurations. Also, the proposed model incorporates the
views of healthcare stakeholders, which adds value to the work and improves implementation.
b. Instead of modeling the arrival rates of patients as a distribution, the SD model is employed to
mimic the spread of infectious disease within a community and create decision signals of when a
patient needs medical care. Since, patient arrivals are random and uncertain, the approach creates
the random patient arrival to ED and mimics a surge. ABM models the transition and state behavior
of infected patients. With the surge of patients to the ED, DES models different ED processes using
a combination of static and mobile resources to provide care to patients.
c. The optimization framework attempts to address resource allocation (i.e., staffing configuration)
and workload balancing problem (i.e., by addressing shift scheduling) during a medical surge event.
Different factors are modeled such as the interaction between staffs, patient severity mix, and
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patient outcomes (i.e., length of stay) to achieve an integrated and optimized staffing configuration
and shift balance.
d. The staffing optimizer produced 3 different scenarios for staffing configuration that significantly
reduces the number of ED staff and balances the daily staffing hours when compared with the
current configuration. The results show a 50% change in the maximum staffing configuration that
minimizes patient LOS, while a 23.8% and 23.5% reduction is achieved for average and minimum
staffing levels, respectively. The combination of ED staff and additional ED rooms or bed space as
observed in S4 reduces the overall patient LOS by 3.83 and 3.43 hours when compared with the
actual LOS from our data and the other what-if scenarios.

5.2 Research Limitations and Future Work
Although the study is rigorous, there are some limitations to the framework. The limitations are
summarized based on each section of the study and the future work will address some of the limitations.
1. ED indicators framework
a. Lack of a diverse healthcare expert population based in Michigan: This population affects the
metrics and does not allow us to generalize the results to other states in the US. For future work, I
would consider inviting experts from other hospitals in various states to participate in the study.
b. Missing data: Missing values were observed in some aspects of the participant responses. The
presence of missing values reduces the statistical power and the representativeness of the sample.
The researchers were able to solve this by imputing a neutral response to the missing data point.
c. A relatively low response rate from the second-round survey due to reduced participation of nurses:
The low response rate causes a non-response bias, which affects how well the data represents the
survey population. The survey population constitutes physicians, nurses, mid-level providers,
medical directors, and paramedics who are heavily engaged in the activities of the EDs during a
medical surge. The second-round survey responses did not sufficiently capture the opinions of
nurses leading to skewed responses from the physicians. For future research work, I would increase
the number of reminders and keep the surveys relative short.
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2. Data-driven simulation optimization framework
a. Forecasting patient arrival – first, the data is confined to a single health system located in Michigan.
For future research, I would investigate multiple hospitals to confirm the validity of our proposed
framework. Second, the study did not differentiate infected and non-infected COVID-19 patients
or classify patients based on severity levels seeking care in the ED. In future studies, I will utilize
vector autoregressive moving average to forecast multiple time series models of ED arrivals based
on patient classification in the event of a pandemic.
b. Predicting ED patient LOS – First, some of the clinical variables had missing values due to
administrative errors. The mean imputation method was applied to address missing data points.
Second, the proposed model was limited to features readily available in the hospital EHR system.
Other features that are not captured or retrievable from the EHR, such as the hospital capacity
during COVID-19 patient presentation or ED boarding, were not included in the study but could
impact ED LOS.
c. Multi-scale simulation-optimization – first, the simulation models did not account for medical staff
overtime or missed shifts. In future work, data tracking overtime and missed shift will be obtained
from the hospital and used in the simulation modeling. Second, due to software limitations and
computationally expensive modeling time, a small representative sample of a community was
modeled. For future work, I would consider increasing the sample size to capture a real urban and
diverse population with different medical history and underlying conditions. Third, the ABM model
did not account for the latency period when a patient is infected, or did it account for patients who
opt to stay at home. In future work, all the above-mentioned scenarios will be considered. As part
of future work, other aspects such as the spread of infection within the ED due to patient and
healthcare worker contact will be modeled.

97
REFERENCES
1. Nager AL, Khanna K. Emergency Department Surge: Models and Practical Implications. Journal of
Trauma and Acute Care Surgery. 2009;67(2):S96-S9. doi: 10.1097/TA.0b013e3181ad2aaa. PubMed
PMID: 00005373-200908001-00009.
2. Zhong S, Clark M, Hou X-Y, Zang Y-L, Fitzgerald G. Development of hospital disaster resilience:
conceptual framework and potential measurement. Emergency Medicine Journal. 2014;31(11):930-8.
3. AHRQ. AHRQ Report, Surge Capacity and Health System Preparedness: A Series of Free Web
Conferences for State, Local and Health System Policymakers. 2004.
4. USDHHS. What is medical surge. 2012.
5. Yarmohammadian MH, Rezaei F, Haghshenas A, Tavakoli N. Overcrowding in emergency
departments: a review of strategies to decrease future challenges. Journal of research in medical
sciences: the official journal of Isfahan University of Medical Sciences. 2017;22.
6. Albanese J, Birnbaum M, Cannon C, Cappiello J, Chapman E, Paturas J, et al. Fostering disaster
resilient communities across the globe through the incorporation of safe and resilient hospitals for
community-integrated disaster responses. Prehosp Disaster Med. 2008;23(5):385-90.
7. Cao H, Huang, S. Principles of Scarce Medical Resource Allocation in Natural Disaster Relief: A
Simulation

Approach.

Medical

Decision

Making.

2012;32(3):470-6.

doi:

https://doi.org/10.1177/0272989X12437247
8. Hopkins J. Johns Hopkins Coronavirus Resource Center: Johns Hopkins University (JHU); 2021 [cited
2021 May 21]. Available from: https://coronavirus.jhu.edu/us-map
9. Grasselli G, Pesenti A, Cecconi M. Critical care utilization for the COVID-19 outbreak in Lombardy,
Italy: early experience and forecast during an emergency response. Jama. 2020.
10. Report CN. Coronavirus Latest Updates. 2020.
11. Leng S. Coronavirus: China’s economy lost US$196 billion in January, February, says ex-IMF official
2020. Available from: https://www.scmp.com/economy/china-economy/article/3051909/covid-19likely-slash-us185-billion-chinas-economy-january

98
12. Xu X BL, Elal AI, et al. . Update: Influenza Activity in the United States During the 2018–19 Season
and Composition of the 2019–20 Influenza Vaccine. MMWR Morb Mortal Wkly Rep 2019.
2019;(68):544=51. doi: http://dx.doi.org/10.15585/mmwr.mm6824a3.
13. (CDC) CfDCaP. 2018-2019 U.S. Flu Season: Preliminary Burden Estimates. 2019.
14. MDDHS. MI Flu Focus. Michigan Department of Human and Health Services: 2019.
15. Dugas AF, Morton M, Beard R, Pines JM, Bayram JD, Hsieh Y-H, et al. Interventions to mitigate
emergency department and hospital crowding during an infectious respiratory disease outbreak: results
from an expert panel. PLoS Currents. 2013;5.
16. K. B. Interventions to reduce overcrowding in emergency departments. Ottawa: Canadian Agency for
Drugs and Technologies in Health: 2006.
17. Richardson D, et al. Increase in patient mortality at 10 days associated with emergency department
overcrowding. Med J Aust. 2006;(184):213-6.
18. Sprivulis P, et al. . The association between hospital overcrowding and mortality among patients
admitted via Western Australian emergency departments. Med J Aust. 2006;(184):208-12.
19. Kelen GD, McCarthy ML. The science of surge. Academic Emergency Medicine. 2006;13(11):108994.
20. Barbisch DF, Koenig KL. Understanding surge capacity: essential elements. Academic Emergency
Medicine. 2006;13(11):1098-102.
21. Neely A GM, Platts K. Performance measurement system design: a literature review and research
agenda. IJOPM. 2005;(25):1228-63.
22. Sørup CM, Jacobsen, P., & Forberg, J. L. Evaluation of emergency department performance–a
systematic review on recommended performance and quality-in-care measures. Scandinavian journal
of trauma, resuscitation and emergency medicine. 2013;21(1):62.
23. Barbera JA, Macintyre AG, Knebel A, Trabert E. Medical surge capacity and capability: A management
system for integrating medical and health resources during large-scale emergencies: US Department of
Health and Human Services; 2007.

99
24. Kaji A, Koenig KL, Bey T. Surge capacity for healthcare systems: a conceptual framework. Academic
Emergency Medicine. 2006;13(11):1157-9.
25. Moseley MG, Moore, T., Vagarali, A., & Rund, D. Surge: an organizational response to emergency
department overcrowding. JCOM. 2010;(17):10.
26. Handler JA, Gillam M, Kirsch TD, Feied CF. Metrics in the science of surge. Academic emergency
medicine. 2006;13(11):1173-8.
27. Commission J. Specifications manual for national hospital inpatient quality measures.
28. E. AdH. The importance of evidence-based disaster planning. Ann Emerg Med. 2006;47(1):34-9.
29. Khalifa M, & Khalid, P. Developing strategic health care key performance indicators: a case study on
a tertiary care hospital. Procedia Computer Science. 2015;(63):459-66.
30. Khalifa M, Zabani I, editors. Developing emergency room key performance indicators: what to measure
and why should we measure it? ICIMTH; 2016.
31. Núñez A, Neriz L, Mateo R, Ramis F, Ramaprasad A. Emergency departments key performance
indicators: A unified framework and its practice. The International journal of health planning and
management. 2018;33(4):915-33.
32. Rezapour A, Foroughi Z, Sadeghi NS, Faraji M, Mazdaki A, Asiabar AS, et al. Identification of the
most appropriate variables for measuring the efficiency of Iranian public hospitals: Using Delphi
technique. Journal of education and health promotion. 2019;8.
33. Saffie NAM, Rasmani KA, editors. Fuzzy delphi method: Issues and challenges. 2016 International
Conference on Logistics, Informatics and Service Sciences (LISS); 2016: IEEE.
34. Madsen MM, Eiset AH, Mackenhauer J, Odby A, Christiansen CF, Kurland L, et al. Selection of quality
indicators for hospital-based emergency care in Denmark, informed by a modified-Delphi process.
Scandinavian journal of trauma, resuscitation and emergency medicine. 2016;24(1):11.
35. He J, X-y, H., Toloo, S., Patrick, J. R., and Gerald, G. F. Demand for hospital emergency departments:
A conceptual understanding. World J Emerg Med. 2011;2(4):2011.

100
36. Trzeciak S, and Rivers, E. Emergency department overcrowding in the United States: An emerging
threat to patient safety and public health. Emerg Med J 2003;20(5):402-5.
37. Daldoul D, Nouaouri, I., Bouchriha, H., & Allaoui, H. A stochastic model to minimize patient waiting
time in an emergency department. Operations Research for Health Care. 2018;(18):16-25.
38. Wutthisirisart P, Martinez, G., Heaton, H. A., Pasupathy, K., Thompson, M. S., & Sir, M. Y.
Maximizing Patient Coverage Through Optimal Allocation of Residents and Scribes to Shifts in an
Emergency Department. Journal of medical systems. 2018;42(11):212.
39. Castle NG, and Engberg, J. Staff turnover and quality of care in nursing homes. Med Care.
2005;43(6):616-26.
40. Currie V, Harvey, G., West, E., McKenna, H., and Keeney, S. Relationship between quality of care,
staffing levels, skill mix and nurse autonomy: Literature review. J Adv Nursing. 2005;51(1):73-82.
41. Persad G, Wertheimer, A., Emanuel, E.J. Principles for allocation of scarce medical interventions.
Lancet. 2009;373(9661):423-31.
42. Blake JT, & Carter, M. W. A goal programming approach to strategic resource allocation in acute care
hospitals. European Journal of Operational Research. 2002;140(3):541-61.
43. Fiedrich F, Gehbauer, F., & Rickers, U. Optimized resource allocation for emergency response after
earthquake disasters. Safety Science. 2000;35(1-3):41-57.
44. Peixoto MGM, Musetti, M. A., & Mendonça, M. C. A. Multivariate analysis techniques applied for the
performance measurement of Federal University Hospitals of Brazil. Computers & Industrial
Engineering. 2018;(126):16-29.
45. Kang H, Nembhard H, DeFlitch C, Pasupathy K. Assessment of emergency department efficiency using
data envelopment analysis. IISE transactions on healthcare systems engineering. 2017;7(4):236-46.
46. Kahraman UA. Analysis of interactions between performance indicators with fuzzy decision-making
approach in healthcare management. Journal of Intelligent Manufacturing. 2015:1-16.
47. Nayar P, Ozcan YA. Data envelopment analysis comparison of hospital efficiency and quality. Journal
of medical systems. 2008;32(3):193-9.

101
48. Boulkedid R, Abdoul H, Loustau M, Sibony O, Alberti C. Using and reporting the Delphi method for
selecting healthcare quality indicators: a systematic review. PloS one. 2011;6(6):e20476.
49. Foth T, Efstathiou N, Vanderspank-Wright B, Ufholz L-A, Dütthorn N, Zimansky M, et al. The use of
Delphi and Nominal Group Technique in nursing education: a review. International Journal of Nursing
Studies. 2016;60:112-20.
50. Stewart J. Is the Delphi technique a qualitative method? Medical education. 2001;35(10):922.
51. Rowe G. A guide to Delphi. Foresight. 2007;8:11-6.
52. Hsu T, Yang T. Application of fuzzy analytic hierarchy process in the selection of advertising media.
Journal of Management and Systems. 2000;7(1):19-39.
53. Etu E-EE, Monplaisir L, Aguwa C, Arslanturk S, Masoud S, Markveych I, et al. Identifying Indicators
Influencing Emergency Department Performance during a Medical Surge via Modified Fuzzy Delphi
Method. Working Paper2020.
54. Lu C, Lan J, Wang Z. Aggregation of fuzzy opinions under group decision-making based on similarity
and distance. Journal of Systems Science and Complexity. 2006;19(1):63-71.
55. Park JW, Yun YS, Kang KH. The mean value and variance of one-sided fuzzy sets. Journal of the
Chungcheong Mathematical Society. 2010;23(3):511-21.
56. Gilbert C, Hutto E, editors. Vader: A parsimonious rule-based model for sentiment analysis of social
media text. Eighth International Conference on Weblogs and Social Media (ICWSM-14) Available at
(20/04/16) http://comp social gatech edu/papers/icwsm14 vader hutto pdf; 2014.
57. Etu E-EE, Monplaisir L, Aguwa C, Arslanturk S, Masoud S, Imokhai T, et al. Application of Univariate
and Multivariate Forecasting Models in Predicting Emergency Department Patient Arrivals: A Case
Study of COVID-19. Working Paper2021.
58. Wargon M, Casalino E, Guidet B. From model to forecasting: a multicenter study in emergency
departments. Academic Emergency Medicine. 2010;17(9):970-8.
59. Sato RC. Disease management with ARIMA model in time series. Einstein. 2013;11(1):128.

102
60. Qiu M, Song Y. Predicting the direction of stock market index movement using an optimized artificial
neural network model. PloS one. 2016;11(5):e0155133.
61. Toharudin T, Pontoh RS, Caraka RE, Zahroh S, Lee Y, Chen RC. Employing long short-term memory
and Facebook prophet model in air temperature forecasting. Communications in Statistics-Simulation
and Computation. 2020:1-24.
62. Zhang X, Pang Y, Cui M, Stallones L, Xiang H. Forecasting mortality of road traffic injuries in China
using seasonal autoregressive integrated moving average model. Annals of epidemiology.
2015;25(2):101-6.
63. Zhang X, Liu Y, Yang M, Zhang T, Young AA, Li X. Comparative study of four time series methods
in forecasting typhoid fever incidence in China. PloS one. 2013;8(5):e63116.
64. Kam HJ, Sung JO, Park RW. Prediction of daily patient numbers for a regional emergency medical
center using time series analysis. Healthcare informatics research. 2010;16(3):158.
65. Arunraj NS, Ahrens D, Fernandes M. Application of SARIMAX model to forecast daily sales in food
retail industry. International Journal of Operations Research and Information Systems (IJORIS).
2016;7(2):1-21.
66. Cools M, Moons E, Wets G. Investigating the variability in daily traffic counts through use of ARIMAX
and SARIMAX models: assessing the effect of holidays on two site locations. Transportation research
record. 2009;2136(1):57-66.
67. Taylor SJ, Letham B. Forecasting at scale. The American Statistician. 2018;72(1):37-45.
68. Jones SS, Thomas A, Evans RS, Welch SJ, Haug PJ, Snow GL. Forecasting daily patient volumes in
the emergency department. Academic Emergency Medicine. 2008;15(2):159-70.
69. Champion R, Kinsman LD, Lee GA, Masman KA, May EA, Mills TM, et al. Forecasting emergency
department presentations. Australian Health Review. 2007;31(1):83-90.
70. Koehler AB, Snyder RD, Ord JK. Forecasting models and prediction intervals for the multiplicative
Holt–Winters method. International Journal of Forecasting. 2001;17(2):269-86.

103
71. Le X-H, Ho HV, Lee G, Jung S. Application of long short-term memory (LSTM) neural network for
flood forecasting. Water. 2019;11(7):1387.
72. Zheng J, Xu C, Zhang Z, Li X, editors. Electric load forecasting in smart grids using long-short-termmemory based recurrent neural network. 2017 51st Annual Conference on Information Sciences and
Systems (CISS); 2017: IEEE.
73. Walters E, Najmabadi S, Platoff E. Texas hospitals are running out of drugs, beds, ventilators and even
staff. The Texas Tribune. 2020.
74. McCusker J, Vadeboncoeur A, Lévesque JF, Ciampi A, Belzile E. Increases in emergency department
occupancy are associated with adverse 30‐day outcomes. Academic Emergency Medicine.
2014;21(10):1092-100.
75. Guttmann A, Schull MJ, Vermeulen MJ, Stukel TA. Association between waiting times and short term
mortality and hospital admission after departure from emergency department: population based cohort
study from Ontario, Canada. Bmj. 2011;342:d2983.
76. Hwang U, McCarthy ML, Aronsky D, Asplin B, Crane PW, Craven CK, et al. Measures of crowding
in the emergency department: a systematic review. Academic Emergency Medicine. 2011;18(5):52738.
77. Sullivan C, Staib A, Khanna S, Good NM, Boyle J, Cattell R, et al. The National Emergency Access
Target (NEAT) and the 4‐hour rule: time to review the target. Medical Journal of Australia.
2016;204(9):354-.
78. Morley C, Unwin M, Peterson GM, Stankovich J, Kinsman L. Emergency department crowding: A
systematic review of causes, consequences and solutions. PloS one. 2018;13(8):e0203316.
79. Bobrovitz N, Lasserson DS, Briggs AD. Who breaches the four-hour emergency department wait time
target? A retrospective analysis of 374,000 emergency department attendances between 2008 and 2013
at a type 1 emergency department in England. BMC emergency medicine. 2017;17(1):32.

104
80. Etu E-EE, Monplaisir L, Aguwa C, Arslanturk S, Masoud S, Markveych I, et al. Prediction of Length
of Stay in the Emergency Department for COVID-19 Patients: A Machine Learning Approach.
Working Paper2021.
81. Zhu T, Lin Y, Liu Y. Synthetic minority oversampling technique for multiclass imbalance problems.
Pattern Recognition. 2017;72:327-40.
82. Blagus R, Lusa L. SMOTE for high-dimensional class-imbalanced data. BMC Bioinformatics.
2013;14(1):106. doi: 10.1186/1471-2105-14-106.
83. Song Y-Y, Ying L. Decision tree methods: applications for classification and prediction. Shanghai
archives of psychiatry. 2015;27(2):130.
84. Safavian SR, Landgrebe D. A survey of decision tree classifier methodology. IEEE transactions on
systems, man, and cybernetics. 1991;21(3):660-74.
85. Qi Y. Random forest for bioinformatics. Ensemble machine learning: Springer; 2012. p. 307-23.
86. Sokolova M, Japkowicz N, Szpakowicz S, editors. Beyond accuracy, F-score and ROC: a family of
discriminant measures for performance evaluation. Australasian joint conference on artificial
intelligence; 2006: Springer.
87. Cabrera E, Taboada M, Iglesias ML, Epelde F, Luque E. Optimization of healthcare emergency
departments by agent-based simulation. Procedia computer science. 2011;4:1880-9.
88. Li M, Yu W, Tian W, Ge Y, Liu Y, Ding T, et al. System dynamics modeling of public health services
provided by China CDC to control infectious and endemic diseases in China. Infection and drug
resistance. 2019;12:613.
89. Laskowski M, Demianyk BC, Witt J, Mukhi SN, Friesen MR, McLeod RD. Agent-based modeling of
the spread of influenza-like illness in an emergency department: a simulation study. IEEE Transactions
on Information Technology in Biomedicine. 2011;15(6):877-89.
90. Etu E-E, Monplaisir L, Aguwa C, Masoud S, Arslanturk S, Markevych I, et al. A Comparison of
Traditional & Modified Fuzzy Delphi in Identification of Metrics for ED Performance Associated with

105
Medical Surges. Proceedings of the 5th NA International Conference on Industrial Engineering and
Operations Management Detroit, Michigan, USA2020.
91. Grimm CA. Hospital Experiences Responding to the COVID-19 Pandemic: Results of a National Pulse
Survey March 23–27, 2020. US Department of health and human services OoIG2020. p. 1-41.
92. Calegari R, Fogliatto FS, Lucini FR, Neyeloff J, Kuchenbecker RS, Schaan BD. Forecasting daily
volume and acuity of patients in the emergency department. Computational and mathematical methods
in medicine. 2016;2016.
93. McCue M MB, Harless D. Nurse staffing, quality, and financial performance. Journal of Health Care
Finance. 2003;29(4):54-76.

106
ABSTRACT
MEDICAL SURGE CAPABILITY: PERFORMANCE MODELING OF HOSPITAL
EMERGENCY DEPARTMENTS
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Hospitals are faced with significant challenges during and after natural or human-caused disasters.
Surge planning is a critical component of every healthcare facility’s emergency plan and response system.
The process of managing and allocating scarce resources by tackling the vulnerability inherent to patients
means that defining improvement priorities is one of the main challenges healthcare systems face when
responding to a medical surge event (e.g., COVID-19). The consequences of these challenges include
increased patient mortality, ambulance diversion, long wait times, and unavailability of beds. Previous
efforts in hospital operations management have successfully applied operations research techniques in
analyzing and optimizing emergency department (ED) operations during normal conditions. Limited
research has been conducted for the current pandemic. This thesis aims to develop models that help answer
these research questions: (a) what indicators influence the performance of EDs during a surge event and (b)
how can we model for the constant level of hospital resources and the changing demand of medical care?
We propose an intelligent-based framework to improve ED operations following a four-stage process. Stage
one – developing a unique modified fuzzy Delphi (MOFD) method to identify the relevant indicators crucial
in evaluating the ED’s performance during a surge. Stage two – building univariate and multivariate
forecasting models to forecast daily ED patient arrivals, which will help hospital management efficiently
plan and allocate limited ED resources. Stage three – investigating the current prolonged ED length of stay
for COVID-19 patients, using a machine learning approach. Stage four – developing a multi-paradigm

107
simulation-optimization framework to investigate how resource allocation affects the ED’s performance
during a surge. The expected outcomes of the study are the multi-objective combination of indicators to
optimize ED performance and studying the interactions between the different ED operations to improve
service capacity. Our proposed activity will assist hospital administrators and clinicians in planning
effectively to ramp up capacity in response to the current and future pandemic.
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