A quasi-polynomial-time algorithm is presented for sampling almost uniformly at random from the n-slice of the language L(G) generated by an arbitrary context-free grammar G. (The n-slice of a language L over an alphabet is the subset L\ n of words of length exactly n.) The time complexity of the algorithm is " ?2 (n jGj) O(log n) , where the parameter " bounds the variation of the output distribution from uniform, and jGj is a natural measure of the size of grammar G. The algorithm applies to a class of language sampling problems that includes slices of context-free languages as a proper subclass. We address the problem of sampling (almost) uniformly at random a word of length n from a context-free language L, and the related problem of estimating the number of words of length n in L. Ideally, we would like to obtain a sampling procedure that runs in time polynomial in the length n and the size of the grammar used to specify L. This problem has been considered by many authors (for example, Mairson 7]), who have proposed e cient solutions based on dynamic programming, but always restricted to the special case of unambiguous grammars. No polynomial time algorithm has been proposed for general context-free grammars.
Problem speci cation and history
We address the problem of sampling (almost) uniformly at random a word of length n from a context-free language L, and the related problem of estimating the number of words of length n in L. Ideally, we would like to obtain a sampling procedure that runs in time polynomial in the length n and the size of the grammar used to specify L. This problem has been considered by many authors (for example, Mairson 7] ), who have proposed e cient solutions based on dynamic programming, but always restricted to the special case of unambiguous grammars. No polynomial time algorithm has been proposed for general context-free grammars.
Let G be a context-free grammar generating the language L = L(G) , and n a positive integer. The n-slice of L is just the subset L \ n containing all words in L of length n. The problem of determining the size of the n-slice of L(G) is #P-complete 1], and remains so even when the grammar G is restricted to be regular. (The latter claim can be established by reduction from #DNF 3] .) This completeness result does not, however, rule out the possibility of e cient sampling from slices of context-free languages, nor e cient estimation of the size of slices. Kannan, Sweedyk and Mahaney 3] recently presented a \quasi-polynomialtime" (i.e., with running time exp(polylog(jGj; n))) algorithm for the case of a regular grammar G. In this article we extend their result to arbitrary context free grammars G. In fact, we operate within the more general setting of \f ; g- 
Languages, polynomials and programs
We do not deal directly in this article with slices of context-free languages, but instead work with the wider class of languages that can be computed by programs in which the elementary steps are union and concatenation of languages. It is necessary to formalise what we mean by \program" in this context. Let = ( ; I; O) be an algebra on underlying set , with a distinguished subset I of primitive elements or inputs, and with operators O. A -program is a sequence = (u i 2 : 0 i C ? 1) such that, for all 0 i C ? 1, either u i 2 I, or u i = u j u k , where 0 j; k < i and 2 O. The size of is C = C( ). The level of u i is de ned inductively: if u i 2 I then the level of u i is 0; if u i = u j u k then the level of u i is the maximum level of u j and u k plus 1. The depth = ( ) of is the maximum level of any u i . We say that computes f 2 if f = u i for some i.
In this note, we deal in particular with f ; g-programs and f+; g-programs.
In the case of f ; g-programs the algebra is = (2 ; ; f ; g), where is a nite alphabet, 2 is the set of all languages over , and the operators and are union and concatenation of languages, which are familiar from the , and a tolerance 0 < " < 1, and produces as output a word Y 2 L (a random variable) such that (1 + ") ?1 jLj ?1 Pr(Y = y) (1 + ")jLj ?1 for all y 2 L. Also de ne a randomised approximation scheme (for languages) to be a randomised procedure that takes input as above, and produces as output a number b L (a random variable) such that (1+") ?1 jLj b L (1+")jLj with probability at least 3 4 . Our main result may now be stated.
Theorem 1 There is an almost uniform sampler of time complexity " ?2 (nC) O(log n) for producing samples from a language L n , where L is presented as a f ; g-program of size C. There is also a randomised approximation scheme with the same input speci cation and the same time complexity. The union operations in program may have unbounded fan-in, but the concatenation operations must all have fan-in two.
The proof of Theorem 1 rests on two ideas: Monte-Carlo sampling from a union of sets, and depth compression of circuits. We examine these in turn. Karp and Luby 4, 5] introduced a simple and elegant approach to estimating the size of|and, as a by-product, for uniformly sampling from|the union of a collection of nite sets, all of whose sizes are known in advance. A direct application of their technique yields a uniform sampling procedure for languages computed by f ; g-programs with two alternations of union and concatenation: thus consists of a block of unions, followed by a block of concatenations, followed by another block of unions. Kannan, Sweedyk and Observe that the time-complexity of the almost uniform sampler guaranteed by Theorem 2 increases rapidly with the depth of the program. Unfortunately, a f ; g-program derived directly from a context-free grammar will in general have large depth, since the grammar may allow very unbalanced parse trees. Before applying Theorem 2, then, it is necessary to compress the program so that it has relatively small depth. The technology for achieving this compression in the case of arithmetic programs has been available for over a decade. In a concise and beautiful note, Valiant, Skyum, Berkowitz and Racko 10] showed that if p is a polynomial of small degree that is computed by a arithmetic program of small size, then p can be computed by a arithmetic program that is simultaneously of small size and small depth. The following is a special case of their result. Proof See 10] . The result there is stated for -programs where = (K X]; X K; f+; g) and K is a eld. However it is easily checked that the proof does not introduce any new scalars (i.e., elements of K). Note that in 10] the addition operations are assumed to be binary; allowing unbounded fan-in additions reduces the size of the compressed circuit by a factor of C and the depth by a factor of log C, since the balanced binary trees of additions may be replaced by single summations.
The construction of Valiant et al. is not directly applicable to f ; g-programs,
as it relies on commutativity of multiplication. We circumvent this problem by establishing a connection between f ; g-programs and f+; g-programs which involves encoding languages as polynomials.
Let be a nite alphabet, and n a natural number. Introduce a set X = X( ; n) = fx t : 0 t n ? 1 and 2 g of indeterminates, and de ne the mapping : n ! Z X] by ( ) = All the components of the sampling procedure are now in place. Suppose we are given a language L speci ed by a f ; g-program. The overall strategy is to simulate the f ; g-program using a f+; g-program, compress the depth of the Proof of Theorem 1 Combine Corollaries 3 and 6. Note that the time to construct the small depth program of Corollary 6 is negligible in relation to the time taken to obtain a sample from it using Theorem 2.
The result highlighted in the abstract follows easily. Let jGj denote any reasonable measure of the size of grammar G, for example the total number of symbols required to write down all the productions in the grammar. (The precise choice of encoding is immaterial to the result.)
Corollary 7 There is an almost uniform sampler for the n-slice of a language L(G) generated by a context-free grammar G, which runs in time " ?2 (n jGj) O(log n) . There is a also a randomised approximation scheme with the same time complexity.
Proof There is an e cient translation of G (in Chomsky normal form) into a f ; g-program in which (roughly) each language computed by contains all words of some length l generated by some non-terminal in G. 3 The sampling algorithm and its analysis As promised, we now present and analyse an almost uniform sampler satisfying the conditions of Theorem 2.
Consider an f ; g-program = (u i : 0 i C ? 1) , of size C and depth , computing a language L 2 n . Note that union operations are assumed to have unbounded (bounded only by the size C of the program) fan-in. In order to apply the Karp-Luby sampling strategy, we need to obtain estimates for the sizes of the languages computed at each u i . These sizes are computed \bottom-up," starting at u 0 and working through to u C?1 . In estimating the size of u i , the algorithm requires random samples from u j for 0 j < i: these are generated \top-down" by a recursive procedure using the sizes already computed. Thus the sampling and counting procedures are inextricably linked, and we describe them both together.
We use to bound the error in the size estimate, i. 3. Denote by m(x) the number of sets in A containing x, i.e., m(x) = jfA 2 A : A 3 xgj. Output x with probability m(x) ?1 .
1
Note that we always use a hat to indicate that the quantity in question is empirically determined and hence approximate. 2 The collection A is actually a multiset, as we cannot guarantee to detect redundant computations in the program in polynomial time.
Since the above steps might not always produce an output, they are repeated until an output is produced. We call one iteration of the above steps a trial. Suppose x 2 S, and denote by B = fA 2 A : A 3 xg the collection of m(x) sets in A containing x. Let s(x) denote the success probability for x, i.e., the probability that x is output in a given trial in the sampling procedure. Then, s( A were exact, and all distributions c D A were uniform). We let r denote the probability that a trial fails to produce an output. Then the probability that x 2 S is eventually output is given by s(x) + s(x)r + s(x)r 2 + = s(x)=(1 ? r). Note that 1 ? r = P y2S s(y), so 1 ? r is also a (2 + ")-approximation to the ideal.
Hence c D S (x), which is the probability that x is eventually output by the sampling procedure, is (4 + 2")-uniform.
To estimate jSj, we use the following experiment:
1. Choose a set A 2 A with probability b A= c M. In the ideal (no error) setting, the expected value of Z is just jSj= P A2A jAj, and it is clear from the above that the value c M is an ("+ )-approximation to jSj. By performing enough trials of the above experiment, we try to ensure that the computed value b is a -approximation to , for some appropriately selected , and hence our estimate for jSj is a (" + + )-approximation.
We use a result by Hoe ding 2] (also see Corollary 5.2 (a) in 6]) that shows that the probability that b does not satisfy (1 + ) ?1 b (1 + ) (and, a fortiori, that b is a not a -approximation to ) is bounded by 2 exp(?2t 2 2 ). The least value that can have is jAj ?1 , which represents the case that all sets in A are equal. Hence, if we choose t = ?2 C 2 ln C; (1) the above failure probability is at most 2C ?2 , where C, we recall, is the size of the program. For future reference, observe that, with probability at least 3 4 , all C size estimates made during the processing of program are (" + + )-approximations to the true values, provided C 3.
Overall error analysis
Our strategy is to select the sampling-error parameter = (l) to be a function of the level l in the program, and compute upper bounds on " = "(l) and = (l) by induction on level. As one would expect, accuracy degrades rapidly as the level increases, so "(l) and (l) are exponential functions of l. Clearly, at the lowest level, we can sample as well as estimate exactly, so "(0) = (0) = 0. From the above discussion, for l 0, "(l + 1) maxf2"(l); 2"(l) + 4 (l)g and (l + 1) maxf2 (l); "(l) + (l) + (l)g: Set (l) = c 4 l , for some constant c to be chosen presently. By induction on level l, we obtain "(l) c 4 l and (l) 2c 4 l . Setting c = " 4 ?( +1) , where " is the speci ed tolerance on sizes and distributions at the highest level , we have "( ); ( ) "=2. Note that for this choice of c, (l) = " 4 ?( ?l+1) : (2) Provided all the sampling errors that arise during the execution of the algorithm are within the bounds we have set|which event occurs with probability at least 3 4 as we saw in the previous subsection|we shall have succeeded in computing an ("=2)-approximation to jLj, the size of the language computed by ; in the process,
we also obtain ("=2)-uniform samples from L. Thus the estimation and sampling procedure presented in this section satis es the conditions laid down for an almost uniform sampler and for a randomised approximation scheme.
Analysis of running time
As in the case of the error analysis, we work in terms of the levels of the program. Let T C (l) (T S (l)) denote the expected time required to estimate the size of a set (produce a sample from a set) at level l, maximised over all computations at that level. Clearly, T C (0) and T S (0) are both bounded by constants.
Let us rst bound T S (l + 1). Producing a sample from a concatenation operation at level l + 1, involves obtaining two samples from level l (or lower) and then concatenating them: this takes time 2T S (l) + O(1). Producing a sample from a union operation involves obtaining a number of samples from lower levels and computing, for each sample x, its multiplicity m(x). (A certain amount of arithmetic must also be performed, but this work is negligible in comparison.) The expected number of samples required is at most C, and the time to compute m(x), by dynamic programming, is O(nC). Thus,
Solving this recurrence yields T S (l) = O(nC l+1 ).
We now bound the estimation time T C (l+1). At a concatenation operation, all that needs to be done is to multiply two previously computed values. At a union operation, we need to perform t trials of the experiment that de nes the random variable Z. Each trial is dominated by the time to obtain a sample x from level l (or lower), and to compute its multiplicity m(x). The same bound holds also for T S ( ). The total execution time is at most C times this, establishing Theorem 2.
Remarks and open problems
The indirect approach taken in this article via f+; g-programs appears to be necessary, as there is no possibility of compressing the depth of f ; g-programs In principle the dependence of the time complexity of the sampling procedure on " could be reduced from from " ?2 to log " ?1 , using Markov chain simulation techniques described by Sinclair in 9, Cor. 4.9]. However, this extra computational layer would reduce the practicality of the method to an even lower level.
The main and obvious open question is whether a truly polynomial-time algorithm exists for sampling from the n-slice of a context-free language, or for estimating its size. (The sampling and estimation problems are of equivalent complexity, to within polynomial factors.) A super cially appealing approach is to compute samples (as well as size estimates) in bottom-up fashion, using dynamic programming. However, the nature of the information that is owing through the dynamic programming procedure now becomes rather elusive: the size estimates b A are just numbers, whereas it seems that the distributions c D A must be represented as (the code for) functions, or \objects" in more fashionable parlance. We have not been able to make this approach work.
