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ABSTRACT 
Let C C R” be a pointed cone generated by rational vectors. A subset H 
of integral vectors in C is said to be a Hilbert basis for C if all integer vectors 
in C can be expressed as nonnegative integer combinations of vectors in H. A 
tessellation of C is a partition of C into unimodular subcones whose genera- 
tors are from H. The existence of such a tessellation has consequences similar 
to Caratheodory’s theorem in linear algebra. It is an open question whether 
such a tessellation exists for all C. In this paper we show that tessellation 
(or its generalization) exists for cones generated by circulant matrices, Qs, and 
Sk. 
1. INTRODUCTION 
Hilbert bases play a fundamental role in integer programming, similar 
to bases in linear programming. For example, the class of cuts required in 
integer programming is closely related to the set of vectors in the Hilbert 
basis of a related cone. There is also an open question whether there is 
an integer version of Caratheodory’s theorem. These questions are closely 
related to the notion of tessellation of a cone, introduced in [4]. Several 
questions in this area are open. Detailed background information, discus- 
sion of existing results on Hilbert bases, and motivation as to the im- 
portance of tessellation can be found there (also see [5]). In this paper, 
we determine the Hilbert basis for some well-known cones and show that 
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the full-dimensional ones can be tessellated. For cones that are not full- 
dimensional, we generalize the notion of tessellation to g-tessellation and 
show that a g-tessellation exists in some cases. We also provide detailed 
proofs of various results assumed in [5]. In particular, we show that tessel- 
lation (or g-tessellation) exists for cones generated by circulant matrices, 
Q6, and 4;. 
A circulant of order n as defined in [l] is a square n x n matrix of the 
form 
Cl c2 c3 '.' 
CT% Cl c2 ... 
c,.-1 c, Cl ... 
. . . . . . . . 
c2 c3 c4 ... 
C, 
k-1 
G-2 
Cl ~ 
We only consider circulants of the type where for a given k < n one has 
cj = 1 (1 5 j I: k) and cj = 0 (k + 1 < j 5 n); such a circulant will be said 
to be of order (n, k). 
A O-l matrix is row (co/wrnn) circular if in every row (column) either all 
the ones or all the zeros occur in consecutive positions. Thus, in our case, 
a circulant is a O-l matrix that is both row and column circular and has 
the same number of ones in any row (and column). 
The matrix M(Q6) shown below, corresponding to the node-edge in- 
cidence matrix of K4 [9], is an important one in combinatorial optimiza- 
tion: 
111000 
100101 
M(Q6) = 1 I 010110’ 001011 
We show that the cone generated by the columns of M(Q6) has a tessella- 
tion. As in the case of singular circulants, the cone generated by the rows 
of this matrix is not full-dimensional and hence cannot be tessellated by 
our definition. However, this cone has a g-tessellation. Note that neither 
M(Q6)t nor M(Q6) is row circular. 
Generalizations of the results in this section to general graphs and in 
other directions are the subject of a forthcoming paper. 
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2. NOTATION AND PRELIMINARY RESULTS 
We define, for any integer j, 
We assume that all vectors are column vectors unless stated otherwise. 
We denote the vector in R” all of whose components are equal to 1 by en, 
and the vector in R” whose ith component is 1 and all other components 
areObye:.IfG={g1,g2,... , g”} is a set of rational vectors in R”, then 
we let C(G) := {X : z = C:=, crigi, LY > 0}, and say that the vectors 
gl, g2,. ,g” form a set of generators for the cone C(G). A vector gi E G 
is called an extreme ray if gi # Cjfi ajgj, gj E G. Cones with a finite set 
of generators are polyhedral, and conversely, polyhedral cones have a finite 
number of extreme rays (see [lo]). A cone is said to be pointed if it does 
not contain a subspace of dimension one. All cones considered in this paper 
are pointed and polyhedral with rational (and hence integral) generators. 
Prom now on we assume that each member gz of G is integral and there is 
no integral vector g = crgi,O < (Y < 1, for each i. Let M(G) be the n x k 
matrix whose columns are the vectors gl, g2, , gk. 
DEFINITION 1. The dimension of a cone C is the cardinality of a max- 
imal linear independent set of the type {xi - 5’ : 5% E C}, where z” is a 
given vector in C (see [IO]). A cone C C Rn is full-dimensional if it is of 
dimension n. 
The following result is well known: 
PROPOSITION 1. The dimension of C(G) C R” generated by the set 
of vectors G = {g1,g2,.. .,gk} is m iff there are m linearly independent 
vectors in G. If k = m, then we call C(G) a simplicial cone; in this case 
each member of G is an extreme ray. 
We now present some preliminary results on full-dimensional cones which 
are useful later on. 
DEFINITION 2. h is a vector in the interior of a full-dimensional cone 
C(G) c Rn whose extreme rays are {gl, g2, , gm} if and only if 3/3 > 
0 3 h = Cj”=, &gj. 
LEMMA 1. Let G = {gl, g2, . , g”} be the extreme rays of a full- 
dimensional cone C(G) C R”, and h be a vector in int C(G). If Ci = 
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C({h G\s+H for i = 1,. . . , n, then Ci are j&dimensional, C(G) = UiCi, 
andintCnint@ =@Vi#j. 
2.1. Integer Solutions and Hilbert Basis 
DEFINITION 3. A vector w is said to have an integer solution in a set 
S={sl,s2,..., s”} of vectors if there exist nonnegative integers al, az, . . . , 
at such that w = cf=, aisi. 
Given a set G of integer vectors, there exists a finite set H of integer 
vectors in C(G) such that every integer z E C(G) is a nonnegative integer 
linear combination of members of the set H (see [2]). 
DEFINITION 4. A Hilbert basis of a cone C is a minimal set H = 
{h’, h2,. . . , ht} of nonzero integer vectors in C such that any nonzero in- 
teger vector x E C has an integer solution in H. 
In general, a cone can have more than one Hilbert basis. However, 
LEMMA 2. If C is a pointed polyhedral cone, it has a unique Hilbert 
basis. 
Proof. See [2]. 
Some properties of Hilbert bases have been studied in [8], [4], and [6]. 
The problem of testing if a set of vectors forms a Hilbert basis is Co-NP 
(see PI). 
DEFINITION 5. A Hilbert-generated subcone of a cone C is one whose 
extreme rays belong to the Hilbert basis of C. 
DEFINITION 6. We will say that a full-dimensional cone in Rn is uni- 
modular if it has n generators and the determinant of the matrix whose 
columns are the generators is f 1. 
We now define tessellation-the property of Hilbert bases studied in this 
paper (see [4]). 
DEFINITION 7. A tessellation of (the Hilbert basis of) a pointed, ra- 
tional, full-dimensional cone C is a partition of C into full-dimensional, 
Hilbert-generated unimodular subcones of C. 
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If a cone C in R” has a tessellation, then any integer vector w E C can 
be written as a nonnegative integer combination of at most n members of 
the Hilbert basis. (It is not known if the converse is true). Further, this 
combination can be found by the inversion of the matrix of generators of 
the subcone containing w. We will show that tessellation is a property of 
cones generated by columns of nonsingular circulants and Qs . For cones 
generated by singular circulants and the matrix Qi (these cones are not 
full-dimensional) we shall generalize this property to g-tessellation. 
Let G = {g1,g2,... ,g’“} be the set of (integer) extreme rays of C(G), 
and H(G) = {h’, h2,. . , h”} be its Hilbert basis; then clearly, G G H(G). 
PROPOSITION 2. If for some i E {1,2,. . . , m} one has ha E H(G), 
hi 4 G, then Zlpi,j > 0 3 hi = CSzl pi,jg’. 
PROPOSITION 3. 
hi E H(G); hi = F ai,jhi; a,,j 2 0 Vj 
I 
3 0 5 CXi,j < 1 Vi, j. 
j=l,j#i 
Proof. Suppose that ai,q > 1 for some q # i. 
Let 
m 
h” = c ai,jhi + (ai,q - l)hq = hi - hQ. 
j=l,j#i,j#q 
Since h” is an integer vector in C, it has an integer solution in H(G). This 
implies that hi also has an integer solution in H(G) (other than itself), and 
that is a contradiction. W 
LEMMA 3. Let the cone C(G) have generators {gl, g2,. . ,g”} and 
Hilbert basis H(G) = {h’, h2,. . . , h”}. If Y is a nonsingular, unimodular 
matrix, then the Hilbert basis of the cone C(Gy) generated by {Yg’, Yg2, 
. 3 Ygm} is H(Gy) = {Yh1,Yh2,. . ,Yh”}. 
Proof. Let g’i = Ygi. If for some i there exists oj 2 0, j # i, such that 
g’% = Cjfi cyjg’j, then gi = YT1gli = Cjzi CujY-‘g’j = Cjzi cujgj, which 
is a contradiction. This proves that g”, g’2, , g’m are exactly the gener- 
ators of C(Gy). Moreover, since Y is unimodular, gi integer implies that 
g’i is also integer. Thus, {g’l, g’2, . . , g’“} c H(Gy). Suppose h’ is an in- 
teger vector in C(Gy). Then there exists (Y 1 0 such that h’ = x7==, ‘Yjg”. 
Then h = Y-‘h’ = Cjm_lajY-lg’j = CT==, cxjgi. Since Y is unimod- 
ular, h is integer and there are integers qi such that h = Cizl qjhj + 
h’ = Cg=, qjYhj. Thus, H(Gy) c {Yh1,Yh2,. . ,YhS}. If for some 
196 S. LAKSHMINARAYANAN AND R. CHANDRASEKARAN 
i, there are integers qj > 0,j # i, such that Yhi = Cj+qjYhj, then 
hi = YmlYhi = C+qjY-‘Yhj = Cjziqjhj, which is a contradiction. 
Hence H(Gy) = {Yh’, Yh2,. . ,YhS}. ??
We now prove a result for unimodularity of full-dimensional cones. Propo- 
sition 1 implies that a cone in R” with n generators is full-dimensional if 
and only if the matrix of generators is nonsingular. 
PROPOSITION 4. Let {gl, g2,. . . , g”} be the extreme rays of a full di- 
mensional cone C(G) C R”, and let M(G) be the matrix whose columns 
are {g1,g2,. . . ,g”}. IfC(G) as not unimodular, then there is an integral 
vector u # 0, u E {x : x = M(G)P,O 5 ,6 < e} for which there is no 
integral solution, and conversely, if C(G) is unimodular, there is no such 
vector u. 
Proof. Clearly, if M(G) is unimodular, there cannot exist any such 
vector, since then a = M(G)-lu is the unique solution to u = M(G)a, a: 2 
0, and will be a nonnegative integer solution for u. 
Conversely, if the matrix M(G) is not unimodular, there exists an integer 
vector w such that M(G)-1 w = cy is not an integer (see [7]). If w E C(G), 
there exists 7r > 0 such that w = M(G)n. Since M(G) is nonsingular, 
cy = 7r > 0. Let v = M(G)(cr - [aj) and U’ = M(G) [aj; v may be identical 
to w. Thus, w = u + u’. If u has an integer solution in G, so does w. Hence 
v cannot have an integer solution in G and is the required vector with /3 
= (CE - lo]). 
If w $ C(G), choose an integer vector 
u’ E C(G), u’ = M(G),D, /3 > 0, integer. 
Let u = lu’ + w, where 1 is a sufficiently large positive integer such that 
w E C(G). Now u is an integer vector in C(G). Let us consider the case 
that u = M(G)7 h w ere y 2 0 and is integer. But then, 
M(G)y = M(G)(l/3 + c~) =+ cr = y - 10, 
where one side is integer and the other is fractional. Hence u cannot have 
an integer solution in G. If v cannot be written as a nonnegative integer 
combination of gl, g2,. . . , gn, it leads to the required vector as before [the 
case when w E C(G)]. ??
If the cone under consideration is not full-dimensional, we cannot tes- 
sellate it. In this case, we consider an extension of tessellation called g- 
tessellation motivated by Proposition 4 as given below. 
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DEFINITION 8. A g-tessellation of (the Hilbert basis of) a cone C C: R”, 
where C is of dimension d, < n, is a partition of C into Hilbert-generated 
subcones where for each subcone the set of generators G, of the subcone 
is exactly the Hilbert basis of that subcone,the cardinality of G, is d,, and 
the dimension of the subcone is d,. 
If IU is a nonzero integer vector in the cone C, then w belongs to (at least) 
one of the subcones, say C,. Suppose the set of generators of C, is G,,. 
Then there exists a vector (Y, > O,CY, E Rdc, such that w = Al(G, 
Since the cardinality of G, and dimension of C, are both d,, Proposition 
1 implies that the columns of M(G,) must be linearly independent and 
so a, is a unique solution. Moreover, every integer vector in C, can be 
expressed as a nonnegative integer linear combination of the generators 
G,. Therefore (Y, must be integer. 
The above reasoning shows that if a cone C of dimension d, in R” 
has a g-tessellation, then any integer vector w E C can be written as a 
nonnegative integer linear combination of d, members of the Hilbert basis. 
If the matrix of generators of the subcone containing w is M(G,), this 
combination can be found by solving the linear equations w = M(G,)(r. 
The resulting solution is unique, since these column vectors are linearly 
independent; further, the resulting N is nonnegative. 
3. TESSELLATION OF NONSINGULAR CIRCULANTS 
In this section, we show that the pointed, polyhedral cone generated by 
the columns (rows) of a circulant has at most one vector, that is not a 
column (row) of the circulant, in its Hilbert basis. We also show in this 
section that circulants with gcd(n, k) = 1 are nonsingular and their cones 
can be tessellated. 
THEOREM 1. Let G = {gl,g”:. . ,g”}, h, and C”, 1 5 i 5 n, be 
as defined in Lemma 1. Suppose the Hilbert basis of C(G) is H(G) = 
{g1,,g2,. ,gn, h}. Then C’ a is full-dimensional and unimodular for all i. 
Proof. The proof of full dimensionality of C” is well known. Let 
S”= {h} u(-:\g', l<i<n 
Now suppose that C” is not unimodular for some i. From Proposition 4, 
we know that there exists an integer vector w such that 
n 
w= c cqgj + c*c,h, 0 I CKj < 1, j # i, 
j#i,j=l 
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but w has no integer solution in 9. Prom Definition 2, there exists p > 0 
satisfying 
n 
w = 2 (aj + cYopj)gj + (a&)gi. 
j#i, j=l 
Prom Proposition 3, pi < 1 Vi and hence 0 5 a& < 1. Let 
n 
y = c {(Qj + @OPj) - l&j + aoPjj)sj + (aoPdsi, (1) 
j#i,j=l 
x = 2 (lq +aoPjj>sj, 
j#i,j=l 
w=x+y. (2) 
Here x is an integer vector and hence so is y. Since y is an integer vector 
in C(G), it must have an integer solution in H(G). Hence 
y = 2 ajgj + aoh = -& + u&)gj, oj L 0, integer Vj. (3) 
j=l j=l 
Using the fact that M(G) is nonsingular, (1)) and (3)) we get 
aj + a0Pj < 1 vj. 
This implies that aj = 0 Vj and hence y = a&. 
Now, ocpi = 0 = cye& implies that a0 = 0 = (~0, since /3i > 0. Prom (2), 
w then has an integer solution in Si, which is a contradiction. Hence, Ci is 
unimodular for all i. ??
THEOREM 2. The Hilbert basis of the cone generated by the columns 
(or rows) of a circulant consists of the columns (or rows) of the matrix and 
at most one other vector, the vector of all ones. 
Proof Let A be a circulant of order (n, k). We will show the result for 
the columns of A; by symmetry, it holds for rows of A. Let Ai be the ith 
column of A. Let C(A) be the cone generated by the columns of A, and 
H(A) = {h1,h2,... , ht} be its Hilbert basis. Clearly, C(A) is pointed, and 
each Ai is a generator of C(A). N ow, for any (integer) vector hi E H that 
is not a column of A, there exist & E [0, 1) such that hi = Cy=I &Aj by 
Propositions 2 and 3. Therefore, hf - hi = ,Gi,l - &+I = u (an integer), 
where hi is the jth component of hi. Since pi,r, /3i,k+r E [0, l), u must 
equal zero and therefore hf = hi. By symmetry, hf = ha = hi = . . . = hi, 
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implying that the only vector, other than the generators, that could be in 
H(A) is en. Note that this proof (and hence the theorem itself) holds for 
all circulants including the singular ones. ??
We conjecture that for matrices that are both row and column circular 
(these need not have the same number of ones in each row or column), the 
Hilbert basis of the cone generated by the rows (columns) of the matrix 
will consist of the columns (or rows) of the matrix and at most one other 
vector, the vector of all ones. The result is not true if the matrix is only row 
(column) circular but not column (row) circular, as shown by the following 
example: 
1 0 1 1 1 
1 1 1 1 0 
A= 0 1 1 0 0 
1 1 0 0 1 
1 1 1 0 0 
The Hilbert basis of the cone generated by the rows contains the vector 
(2,2,2,1,1) = i(e5)tA. 
LEMMA 4. 11 A is a circulant of order (n, k) and gcd (n, k) = 1, then 
A is nonsingular and the Hilbert basis of C(A) is 
H(A) = {A1,A2,. . . ,An,en}. 
Proof. Suppose that A is singular. Then 3w # 0 3 Aw = 0. Now 
Aten = ken and therefore 
k((en)tw) = (e”)tAw = 0, 
implying that ~~=, wi = 0. Also, wi = wi[k] Vi, where i[k] = (i + k) modn. 
Since gcd(n, k) = 1, this implies that wr = wp = . = w,. So Wi = 0 Vi. 
Hence A is nonsingular. Also, there is a unique solution to en = car criAi, 
(Y nonnegative, given by CQ = l/k Vi, and this implies that en is in the 
Hilbert basis. Using Theorem 2, we conclude that the Hilbert basis is of 
C(A) is H(A). w 
THEOREMS. If A is a circulant of order (n, k) such that gcd(n, k) = 1, 
then the Hilbert basis of the cone generated by the columns (or rows) of A 
can be tessellated. 
Proof. As in Theorem 2, let C(A) be the cone generated by the columns 
Al, A2, . . . . A” of A. Clearly C(A) is pointed. Since gcd(n, k) = 1, Lemma 4 
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implies that C(A) is full-dimensional and its Hilbert basis is H(A) = 
{Al, A2,. . . , A”, e”}. 
Let S(A) = {A1,A2,. . . ,A”} and Ci = C({S(A)\A”,en}) for each i. 
From Theorem 1, each Ci is unimodular and full-dimensional: 
J/ EC(A) + y=caiA”, a: > 0. 
i=l 
Let CP~ = mini&i. Since y = Cy+“z,,i=i(ai - aq)Ai + (Cyqk)en, we have y E 
CQ. Hence, C = UF=“=, Ci. Finally, Lemma 1 implies that int Ci n int Cj = 0 
for i # j. Hence, the cone C(A) has a tessellation. ??
4. g-TESSELLATION OF SINGULAR CIRCULANTS 
In this section, we discuss circulants of order (n, k) where gcd(n, k) = 
p 2 2. We will show that the Hilbert basis of the cone generated by the 
columns of such a circulant has a g-tessellation. Although the matrices 
are singular, Theorem 2 is still valid: the only vector that could be in the 
Hilbert basis, but is not a generator, is en. If n = rk,r integer (i.e. p = k), 
then en is not in the Hilbert basis of this cone; it is in the Hilbert basis oth- 
erwise. These two cases must be considered separately. First we present the 
results that are true for both cases, and then we consider each separately. 
Let n = t,p, k = tkp, and gcd(t,,tk) = 1. Let Ai be column i of A, and 
Ri be row i of A. Let C(A) be the cone generated by the columns of A, 
and H(A) be the Hilbert basis of C(A). Also, let Si = {i, i + p, i + 2p, i + 
3p, . . . , i + (t, - l)p}, i = 1,. . . ,p. Note that there are exactly t, elements 
in each Si. Thus, the sets Si partition { 1,2, . , n} into p sets of equal size. 
LEMMA 5. If A is a circulant of order (n, k) and gcd(n, k) = p > 2, 
then A is singular and rank A 5 n - p + 1. 
Proof. Adding all the columns whose indices are in Si generates tken, 
for any i. Hence Axi = tken where xi is a vector whose jth component x; 
is given by 
i + kp, OLk<t,--1, 
Hence 
AZi zz &++l - xi) = 0, llilp-1, 
and these vectors Zi are linearly independent. Hence the lemma. W 
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DEFINITION 9. A set V c { 1,2, , n} is said to be of type t0 if there 
are n - p + 1 elements in V and there is a number i(v) E { 1,2, ,p} such 
that: 
I{V n 5-q = t, - 1 vj # i(u). 
Since any V that is of type t0 consists of all but p - 1 elements of 
{ 1,2, . . n}, it must contain all the members of S”(“) and all but one 
member in each of the other sets. 
DEFINITION 10. The class denoted by 0(tO) consists of all subsets of 
type to. 
Note that for different members V and U of R(tO), i(u) may be different 
from i(u). 
DEFINITION 11. A set V c { 1,2,. , n} is said to be of type tl if 
IV1 =n-pS1, I{V n SP}l = t,, 
I{V n Sz}I = f, - 1, i<p-1. 
DEFINITION 12. The class denoted by G(tl) consists of all subsets of 
type tl. 
In st(tl), every member has 9’ as the set from which no element is 
removed; that is, for every V in Q(tl), i(v) = p. 
DEFINITION~~. AsetVc{1,2,...,n,n+l}issaidtobeoftypet2 
if IV1 = n -p + 1 and [{V n Si}l = (t, - 1) ‘di. 
DEFINITION 14. The class denoted by R(t2) consists of all subsets of 
type t2. 
4.1. Case (i): p = k 
First we consider the case when p = k and hence tk = 1. Let A be a 
circulant of order (n, k) where p = k. Let fZ,~(R(tl)) be the class of all cones 
whose extreme rays are columns of A with index set in 0(tl). We will show 
that CA(R(tl)), is a g-tessellation of the Hilbert basis of C(A). 
LEMMA 6. If A is a circulant of order (n, k) and gcd(n, k) = k > 2, 
then H(A) is simply the set of generators {Al, A’, . . , A”}. 
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Proof. From Theorem 2, en is the only possible vector in the Hilbert 
basis that is not a generator. Since n = t,k, it is straightforward to show 
that en = Alk + AZ” + A3k + . . . + At-“. Hence the Hilbert basis of C(A) 
is simply the set of generators {A’, . . . , A”}. 
Let 
T= 
1 OO’.’ 00 
-1 1 0 ... 0 0 
0 -1 1 ..* 0 0 
. . . . . * . . . . . . . . . . . . 
0 00-l 10 
0 0 0 0 -1 1 
Now, the row Ri of A has l’s in the positions i, (i + 1) modn, (i + 
2)modn,... , (i + k - 1) modn. Th e fi rst row of the matrix TA is the same 
as the first row of A. Every other row j # 1 of TA, is obtained as Rj - Rj-‘. 
The matrix A* = PTA is obtained by a further rearrangement of the rows 
of TA, where P is a permutation matrix such that row j of TA is row j - 1 
of A* for j # 1 and row 1 of TA is row n of A*. Both matrices T and P 
are nonsingular and unimodular. Hence: 
LEMMA 7. A subset of columns of A is linearly independent if and only 
if the same subset of columns of A* is linearly independent. 
For purposes of proof, it is more convenient to look at the matrix B 
obtained from A* by permuting its rows and columns as described below. 
Here AZ,,. (A:,i) will refer to the ith row (column respectively) of the matrix 
A*, and similarly for B. 
There are p groups of columns in A*; each group has t, columns. The 
ith group has columns {A*,,i, A*.,i+k, A*.,i+zk, . . . , A*,,i+(t,‘-l)k} arranged 
in this order; the (i + 1)st group of columns is immediately after the ith 
group. 
There are also p groups of rows in A*; each has t, rows. For i 5 p- 1, the 
ith group has rows {A*i,., A*i+k,., A*i+zlc,. , . . . , A*i+(t,,,_l)k,.}. The (i + 1)st 
group of rows is immediately after the ith group. The pth block (this is 
the last block) also has t, rows; the easiest way to describe this block 
is as follows: first think of an arrangement similar to the other blocks- 
{A*=,., A* p+k,. , A*p+zk,. , . . . , A*p+(t,h_lp}; however, this block contains 
the last row of A*, and we want to move it to the last position, leav- 
ing the order of the remaining columns intact in this group. Each row of 
this last block also has exactly one +l and one -1. 
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These are permutations and hence unimodular transformations. Thus, 
B = UAP where U is a unimodular matrix and P is a permutation matrix. 
The Hilbert bases of the cones generated by the two matrices B and A are 
related by correspondingly permuting entries. Thus, by Lemma 3 and since 
P is a permutation matrix, H(B), which is the Hilbert basis of C(UAP) = 
C(B), can be obtained as {UhP : h E H(A)}. We show this now with two 
examples, one in which n/k is an integer, and the other in which it is not. 
EXAMPLE 1. n=6,k=3,p=3,tn=2. 
A= 
111000 
011100 
001110 
000111 
100011 
110001 
> A* = 
-1 0 0 100 
o-1 0 0 10 
0 o-1 0 01 
o-1 00 
0 0 -1 0 
10 00 
1 0 I 
1 0 
0 1 
1 1 
1 -1 1 1 0 0 
1 -1 I 0 0 I 0 0 
-- -- -- -- -- -- -_ __ 
0 OI-111 00 
B= 0 01 l-11 00 
0 0 1 0 0 I -1 1 
-- -- -- -- -- -- -_ -_ 
1 01 101 10 
EXAMPLE 2. n = 8, k = 6,p = 2, t, = 4, = 3, tk 
-1 1 1 1 1 10 o- 
01111110 
00111111 
A= 
10011111 
11001111’ 
11100111 
11110011 
-1 1 1 1 1 0 0 1_ 
I’ 
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--1 0 0 0 0 0 10 
o-1 0 0 0 0 01 
1 o-1 0 0 0 00 
A*= ; 1 o-1 0 0 00 
0 1 o-1 0 00 
0 0 0 1 o-1 00 
0 0 0 0 1 0 -1 0 
11111100 
B= 
-1 1 0 0 1 0 0 0 0 
0 -1 1 0 1 0 0 0 0 
0 o-1 110 0 0 0 
10 o-1 IO 0 0 0 
__ __ _- __ -- __ -- -- -- 
0 0 0 0 1 -1 1 0 0 
0 0 0 0 1 0 0 -1 1 
0 0 0 0 I 1 0 0 -1 
_- -- -- -- -- -- -- __ -- 
1 0 1 1 I 1 0 1 1 
If p = k (i.e., n is a multiple of k), then 
C2 
. . 
CP-1 
RP-’ 
B 
> 
CP 
%_ 
where Ci is a matrix of size t, x t, and is given by 
-1 1 0 
o-1 1 
0 0 -1 
Ci= ; : ; 
00 0 
00 0 
10 0 
. 0 0 0 
. . 0 0 0 
. 0 0 0 
. 
. 
. . . . : ‘1 :, i # P, 
. .-1 1 0 
o-1 1 
0 0 -1 
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and CP is a matrix of size (t, - 1) x t, and given by 
cp = 
-1 1 0. 
o-1 1. 
0 o-1. 
., 
. 
0 0 0. 
-- -- -- - 
0 0 0. 
0 0 0. 
0 0 0. 
., . . 
0 0 0. 
1 0 0. 
. 0 0 1 0 0 0 “’ 0 0 
. 0 0 1 0 0 0 0 “’ 0 
. 0 0 / 0 0 0 .” 0 0 
: : , ; f ; ‘., ; ; 
.-1 1 1 0 “’ 0 0 0 0 
- -- -- ------------ -- 
0 0 I-1 1 0 0 “’ 0 
0 0 1 0 -1 1”’ 0 0 
. 0 0 1 0 0 -1 ‘I’ 0 0 
: : , j j ; ‘., j j 
. 0 0 1 0 0 0 “’ 0 1 
0 0 1 0 0 0 0 “. -1 
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Let RB be the last row of B. Let Ri be the subset of elements of the last 
row of B that correspond to the column-index set S”, 1 5 i 5 p, in A. Then 
Rg = (Rb,Ri,... , RL-‘, Rg). Each O-l vector R1, has exactly tk ones. 
PROPOSITION 5. For 1 < i < p, one has C”cv = 0,~ E Rt71 + N = 
qet” ,q E R. Thus, if cr has any component equal to 0, CY must be the zero 
uector. Moreover, if (Y is nonzero, all the components must be of the sam.e 
sign, either all positive or all negative. 
Note that the set Si for matrix A will be set Sk = {(i - l)t,, (i - l)t, + 
1, (i - l)tn + 2,. ) it,} for the matrix B. That is, Sb consists of indices 
corresponding to group i (as defined in the construction of the matrix B). 
For any cy E R*, let cyi = {CY~ : j E Sk}, 1 5 i 5 p. 
Let C(B) be the cone generated by the columns of B. For a set V in 
R(t0) or fl(tl), we say that AV is the column set or corresponding column 
set of V if it consists of all the columns of A with indices in V. Similarly, 
BV obtained from AV by suitable permutations is the column set or cor- 
responding column set of V. Also, C,(V) [C,(V)] is the cone of V if it 
is the cone generated by the columns of BV[Av] respectively. For a set 
V in R(tO), we will say that Si(“), i(u) E {1,2,. ,p}, is the set which is 
completely included in V. Note that in that case the corresponding column 
set BV will be obtained from B by removing one column from each of the 
groups (as defined in construction of B) except for group i(w). For such a 
V, clearly AV and BV have n - p + 1 columns each. 
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LEMMA& A submatrix consisting of n -p + 1 columns of B (or A) has 
full column ranlc if and only if the index set of these columns is in n(tO). 
Proof. Let V be any set in R(t0) with an element removed from each 
S” except S”(“), and let the corresponding column set of V be BV. Suppose 
BVaV = 0 for some ov. We extend this to cy as follows: CQ = c$ for i E V, 
CQ = 0 else; now Ba = 0. 
Let o? be the vector of coefficients in QI corresponding to the index set 
Sk. Then Cicvi = 0 Vi. If there is an element removed from Sk, some 
component of the vector oi is equal to 0. Prom Proposition 5, oi must 
be the zero vector. This is the case for all i = 1,. . . ,p, i # i(v). Since 
Ci(“)cui(“) = 0, from Proposition 5, oi(‘) = qet” for some q E R. Now, 
Cb, R$zi = 0 implies that Ri(“)ai(“) = 0. But R$)&(“) = qtk, which 
implies that q = 0 and hence CY ‘c” 3 is also a zero vector. Thus, all entries of c~ 
must be 0, which implies that the columns of BV are linearly independent. 
Conversely, let W be a subset of n - p + 1 linearly independent columns 
of B. Since p - 1 columns must be removed from B, if W is not a member of 
R(tO),theremustexisti,j E {1,2,,...,p} such that W includes all columns 
with indices in the sets Sb and 5’;. Since Cietra, = 0 = Cjetll and RBet7h = 
tk = RLetrh, it is clear that these columns are linearly dependent, leading 
to a contradiction. Thus W must be in R(tO), and the result holds for any 
column submatrix of B. Since U is non singular and P is a permutation 
matrix, it holds for any submatrix of A also. ??
COROLLARY 1. For any V in Cl(tl), the columns of the corresponding 
submatrix BV are linearly independent. 
Proof. Since 0(tl) is a subset of n(tO), the result is true from Lemma 
8. ??
COROLLARY 2. The column rank of the matrix A is n - p + 1, and the 
dimension of C(A) is n - p + 1. 
Proof. Prom Lemma 5, the column rank of A is <n - p + 1. Prom 
Lemma 8, there exist n - p + 1 columns of A that are linearly indep 
endent. ??
This implies that the column rank of B = UAP and the dimension of 
C(B) are both equal to n - p + 1. 
LEMMA 9. If w is any vector in the cone C(B), there exists a set V(w) 
in R(t1) such that w E CB(V(W)). 
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Proof. w E C(B) + Zlcy 2 0, (Y E R”, such that w = Ba. Since 
the column rank of B is n - p + 1, there must be set of n - p + 1 lin- 
early independent columns of B that generate w through a nonnegative 
linear combination [3]. Let the column-index set of these n - p + 1 columns 
be V. Let Bilj, 1 5 i < t,, 1 5 j 2 p, be the column corresponding to 
the ith element of S$, and oi be its coefficient. From Lemma 8, V is in 
R(t0). Now if the set SzV) is Sg, then V is in R(tl) and we may consider 
V(w) = V. Again, if the (nonnegative) coefficient of some column in SzV) 
(when S$“’ # Sg) is 0, we can obtain the set V(w) by dropping that 
column from V and including all columns of SE. Then, B”(“) generates 
w as a nonnegative linear combination (using the same coefficients as in 
V), and V(w) is in fi(tl), implying that B”(“) has linearly independent 
columns. 
The only remaining case is if the coefficients of all columns with index set 
Si(v) i(v) are positive. That is, cyj > 0 Vj. Let LY$~) = minj a~(‘). Note that 
(5;~~ Bjy’(“)) has O’s in all positions except the last, since Ci(“)etTt = 0. 
If column Bq>i(“) has a 0 in the last column, let 
Now, -& Bj>i(“)T;(“) = .& jzq Bjsi(“) (,;(v) _ &(“)) + ~y;(“‘(~;~~ 
Bj!i(“)). Thus, w: = wi, 1 5 i 5 i - 1. Further, wh = w,, so that 20’ = w 
and the new coefficients n will generate 20. By dropping BQ)“(“) from V 
and adding on the remaining column of Sg, we get the set V(w) as in the 
previous case. 
If column B’J)i(v) has a 1 in the last column, as before, we drop Bq>i(V) 
from V and add on the remaining column of 5’; to get the set V(w). 
However, in this case we modify the coefficients as follows: 
p;=clys, 1<j<t,, llllp-1, Ifi( 
Let w” = BP. Since CPetV1 = 0, by arguments as before, 7~: = Wir 1 < 
i 5 n - 1. Since the set of columns {Bjlp : 1 5 j < tn} has exactly tk 
ones in the last row and each coefficient of this set is increased by o$‘)/tk, 
the last component of w” equals w; + c$~). Hence, w” = 20, and w is 
generated by the columns B”(“) as a nonnegative linear combination, and 
the result is proved. W 
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LEMMA 10. Let Vlll, V121 be two diflerent sets in Q(t1); BV[ll, BvLzl be 
the corresponding column sets; and CB(V[I]), CB(VL21) be the corresponding 
cones. Then int CB(V[‘]) n int CB(V[2]) = 0. 
Proof If ‘w E int Cr, (V[‘]) n int CB ( Vi2]), then from Definition 2, there 
are cr v[‘l > 0, pv[Zl and w = Bv’21,0v’21. Let 
w = Ba and w = 
> 0 such that w = B~‘:~cr~“’ 
, a 
pi = py[” , i E V 
BP, where CY~ = ai E V[‘l, cyi = 0 else, and 
f2], /3i = 0 else. Hence B(cr - ,@ = 0. Since V[l] and VE21 
are different sets, cy is not equal to ,0. Let cri (p”) be the vector of entries 
in a(P) corresponding to the index set Sg. Thus, Ci(cri - pi) = 0 Vi, and 
c;=‘=, R&(CYi - pi) = 0. 
Now, both Vi11 and VI’] must have an element removed from each of 
the sets Sg, 1 2 i 2 p - 1. There are two possibilities for any such Sk: 
(a) The sets Vi11 n Sk and Vi21 n 5’; are identical. 
(b) The sets V[lI n S$ and Vi21 n Sg are different. 
We can show immediately that case (b) cannot occur and in case (a), 
oi = pi. 
(a): If both V[l] and Vi21 have the same member removed from Si, one 
component of the vector &pi must be equal to 0. From Proposition 
5, cri = pi. 
(b): If V[l] and VI21 h ave different members removed from Sk, one com- 
ponent of the vector cri - pi must be positive and one must be 
negative (since w is in the interior, the weights of columns that are 
not removed must be positive). From Proposition 5, that leads to a 
contradiction. 
Thus, cri = p”, 1 5 i < p - 1. For the case of Sg, either (i) o?’ - ,@ = 0 
or (ii) ~9’ - ,BP = qetlL;q E R. Now, 
2 R;((yi - pi) = P-1 0 =s c R&xi -pi) + R;(aP - 0”) = 0 
i=l i=l 
=+- %bp -Pp) =o + qtk = 0 + q =o. 
In both cases, CY = 0. This is a contradiction to the vector w being in 
the interior of both cones. Thus, int C,(Vl’l) n int CB(V[~I) = 0. ??
LEMMA 11. Let V be a set in fl(tl), B” be its corresponding column set, 
and CB(V) be its corresponding cone. If w is an integer vector in CB(V), 
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then there is a nonnegative integer linear combination of the column of BV 
that generates w. 
Proof. Let w = Bv~v, each component of CY” E (0, l), where w is an 
integer vector. As before, we extend Q” to (Y so that ‘~j = oy, j E V; ~j = 0 
else; w = Ba. 
Let G? be the vector of entries in CY corresponding to the index set Sb, 1 5 
i 5 p. Then Cicri is an integer vector for all i, and Cr=‘=, Rgai is also an 
integer. Since all the components of (Y are 0 or fractional and each Ci is the 
arc-node incidence matrix of a directed cycle or path, Ciai being integer 
implies that all components of Q’ must be equal, for all i. In the first p - 1 
cases, at least one component is 0 (corresponding to the index that is not 
included in V); hence ai must be the zero vector. In the case of S’g: all 
components are equal to c$ (say). Now the last component of w is simply 
RLctP, which is then equal to t,!&. However, tk = 1, and so c$, must be 
an integer, hence 0. Thus, w must be the zero vector. Hence the result 
follows. W 
THEOREM 4. cone C(B) has a g-tessellation. 
Proof. Clearly, C(B) is a pointed cone. Since the Hilbert basis of C(A) 
is H(A) = {Al, AZ,. . . , A”}, U is nonsingular and unimodular, and P is a 
permutation matrix, from Lemma 3 the Hilbert basis of C(B) is H(B) = 
{B1, B2,. . . ,Bn}. Let us define the set of cones CB(!d(tl)) = {C,(V) : 
V E R(t1)). Clearly, for each of these cones, the corresponding columns of 
B are exactly the generators. Lemma 8 shows that dimension of C(B) is 
n - p + 1. From Lemma 9, any vector in C(B) belongs to one of the cones 
in CB(n(tl)). Also from Lemma 9, any such cone has dimension n - p + 
1. Lemma 10 shows that the interiors of cones in Cg(R(t1)) are disjoint. 
Finally, Lemma 11 shows that for any cone in this class, the generators 
form the Hilbert basis. Hence, C,(R(tl)) g ives a g-tessellation of the cone 
generated by the columns of B (= UAP). ??
THEOREM 5. The cone C(A) generated by the columns of a circulant 
matrix A of order (n, k), where n is a multiple of k and k > 2, has a 
g-tessellation. 
Proof. Clearly, C(A) is a pointed cone, and Lemma 6 proves that the 
Hilbert basis of C(A) is H(A) = {A1,A2,. ,A”}. Let us define the set 
of cones C,(n(tl)) = {CA(V) : V E R(t1)). That is, CA(n(tl)) consists of 
all the cones generated by columns of A corresponding to index sets V in 
R(t1). Clearly, for each of these cones, the corresponding columns of A are 
exactly the generators. For each CA(V), A ” is the set of generators; the 
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set of generators of CB(V) is BV = UAVPV, where Pv is a permutation 
matrix. Thus 
CA(v) E CA(fl(tl)) * cB(v) E cB@(tl)), 
and so 
w E C(A) =s [3a 2 0 : Aa = w] 
=s-Uw=UAPy=By 
(where y > 0, since P is a permutation matrix) 
+ Uw E C(B) +- Uw E C,(n(tl)) (from Theorem 4) 
+ W(w) E 0(tl): Uw = BV(“)P,p 2 0 
j w = U-lBV(2U)(PV(W))--1PV(1U)P = AV(“,6 
(where 6 2 0, since P”(“‘) is a permutation matrix) 
+ w E CA(fl(ti)). 
Thus C(A) = CA(R(tl)). 
From Corollary 2, the dimension of C(A) is n -p +l. From Lemma 9, for 
any V E o(tl), the columns of BV are linearly independent. This implies 
that the columns of AV [= U-‘BV(PV)-l] must be linearly independent 
also, and the dimension of CA(V) must be n - p + 1. If there is a vector w 
such that UJ E int c~(V(l]) n int CA(V[~I), there exist o? > 0, a2 > 0 such 
that 
w=A v”$$ = A11’*la2 + wf = Uw = Bv’llpl = Bv[*‘p2, 
where ,B1 = (P v[l])-lcxl and p2 = (Pv[21)-1a2, so that ,6’ > 0, p2 > 0, 
and this in turn implies 
w’ E int CB(V[ll) n int CB(Vi21), 
which is a contradiction. Thus, cones in CA(fl(tl)) have disjoint interiors. 
Finally, if for some V in n(tl), there is an integer vector w E CA(V) such 
that w = AVa,cr 1 0, then w’ = Uw = Bv/3, where ,0 = (Pv)-‘a and so 
,B 2 0. Since w is an integer vector, w’ is also integer, so ,0 must be integer. 
Since Pv is a permutation matrix, cx must also be integer. These results 
show that cA(fi(tl)) is a g-tessellation of the cone C(A). ??
4.2. Case (ii): p < k: 
Now we consider the other case for singular circulants where p < k and 
hence tk > 1. 
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LEMMA 12. If A is a circulant of order (n, k) and gcd(n, k) = p (1 < 
p < k), then H(A) is the set {A’, A2,. . . , A”, en}. 
Proof. From Theorem 2, en is the only possible vector in the Hilbert 
basis that is not a generator. Let n = ak + s,O < s < k, a integer. If 
en has an integer solution in the set of columns of A as en = Cz, diAi, 
where, di > 0, integer , Vi, then each di must be 0 or 1. Let j[i] = (i + 
j) mod n for any i, j. Without loss of generality, let us assume that dk = 1. 
Then dklj] = 0 for j = 1,. . , k - 1. Starting with dk = 1, we get that 
dlclo] > dzqol, . . . , dgk[o] all must be equal to 1. However, this implies that 
there are at least two +1’s in the first row of cy=, diAi, one from A” and 
one from Aqk, and so en cannot be generated in this manner. Hence H(A) 
is the set {Al, A2,. , A”, en}. ??
Let A be a circulant of order (n, k) where p < k. F’rom the above lemma, 
the Hilbert basis of C(A) is H(A) = {A’, A2,. . . , An,en}. Let CA(R(t2)) 
be the class of all cones with n - p + 1 generators corresponding to the sets 
in fi (t2); for each cone in c~(R(t2)), the first n-p generators are columns 
of A with index set in Sl(t2), and the last generator is en. We will show 
that CA(R(t2)) is a g-tessellation of H(A). 
In this section, we consider the matrix g instead of B. Then 2 is an 
n x (n + 1) matrix with 2 = [A, en]. The matrix g = UAP with U as 
before. Here 
p= 
P 0’ 
[ 1 02 1 ’ 
where P is the same permutation matrix as in case (i), 0’ is the column 
vector of length n consisting of all zeros, and O2 is the all-zero row vector of 
length‘n. Since U is a nonsingular matrix and p is a permutation matrix, 
a subset of columns of 2 is linearly independent if and only if the set of its 
corresponding perm_uted columns of g is linearly independent. Let z(@) 
be column i of A (B respectively) for 1 < i 5 n + 1. 
Then B is given by 
‘Cl 
_R:, 
c2 
R& .. 
CP-’ 
RP-l 
B 
CP 
RP B 
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where each Ci, 1 5 i 5 p - 1, is a t, x t, matrix that corresponds to a cycle 
and is given by 
Ci = 
-1 1 ... 0 0 
0 -1 ... 0 0 
. . . :. . . . . . . . 
0 o... 1 0 
0 0 ... -1 1 
1 0 .” 0 -1 
and CP is a (t, - 1) x t, matrix given by 
cp = 
-1 1 ... 0 0 
0 -1 ‘.. 0 0 
0 0 ... 00 
. . . . . . . . . . :: 
0 0 ‘.. 10 
0 0 . . . . -1 1 
Rg, as before are O-l vectors with tk o_nes. Thus g = [B, efi]. Let C(B) be 
the cone generated by the columns of B; since Aa = en, where cr = (l/k)e, 
the-generators of C(B) are exactly the columns of B. We will show that 
C(B) has a g-tessellation. 
For a set V in fl(t2), let V1 be the index set consisting of the entries 
of V in the sets Sk,S&. . . , Sg, so that V1 is of size n - p. We say that 
5” is the column set of V (or the corresponding submatrix) if it consists 
of n - p + 1 columns, with n - p columns from the index set V1 (this set 
of columns will be referred to as B”) and the (n + 1)st column being ez. 
The cone generated by the columns of g” will be called C,(V). 
LEMMA 13. 
matti E” 
For any V E fi(t2), the columns of the corresponding sub- 
are linearly independent. 
Proof. Let V E 0(t2), and V have an element removed from each 
Sg, 1 < i 5 p. Let the corresponding matrix of V be 5”. Clearly, BV has 
n - p + 1 columns. Consider any linear combination of the columns of g”. 
Suppose E”cE” = 0 f or some CY”. We extend LY” to cx by letting oi = ov 
for i E V, and oi = 0 else; hence BCX = 0. 
For 1 5 i 5 p, let oi be the vector of coefficients in CY corresponding 
to the index set Sk, and cy,+r be the coefficient of en, which is the last 
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column. Then Cicri = 0,l 5 i 5 p. If there is an element removed from 
Sg, some component of the vector cri is equal to 0. From Proposition 5 
and since V E fi (t2), we have CY’ = 0,l 5 i 5 p. Now, in the last row, 
Cy=‘=, Rbd + cy n+l = 0 implies that a,+1 = 0. Thus, all entries of cy must 
be 0, which implies that the columns of B” are linearly independent. ??
LEMMA 14. The column rank of 2 is at most n - p + 1. 
Proof. For 1 < i 5 p, adding all the columns of x whose indices are in 
Si generates tken. Let 
f,, -1 
c A -i+b = j& = tken? lFi<p, 
k=O 
tk;in+l = jizP+’ = tken, 
If we let z’ = zci - ??+l, 1 < i < p, then AZ’ = 0,l 5 i 2 p. Clearly, the 
matrix A is singular; every vector Z%“, 1 5 i < p, is a vector in the (column) 
null space of the matrix A. And these are linearly independent. Hence the 
result on rank follows. ??
COROLLARY 3. The column rank of the matrix x is n - p + 1, and the 
dimension of C(A) is n - p + 1. 
Proof. From Lemma 14, the column rank of x is at most n - p + 1. 
From Lemma 13, there exist n - p + 1 columns of 2 that are linearly 
independent. Thus the result is proved. ??
This immediately implies that the column rank of the matrix g and the 
dimension of C(B) are both equal to n - p + 1. 
LEMMA 15. If w E C(B), there exists a set V(w) E n(t2) such that 
70 E C(V(UJ)). 
Proof. Since the generators of C(B ) are the columns of B, 
UJ E C(B) =+ 3cr > 0: Ba = w. 
Since the column rank of B is n -- p + 1, there must be set of n - p + 1 
linearly independent columns of B that generate w through a nonnegative 
linear combination [3]. Let the column-index set of these n - p + 1 columns 
be V. For 1 5 i 5 t,, 1 < j 5 p, let g jji be the column of g correspond- 
ing to the jth element of S&, and a> be its coefficient. From Lemma 8, 
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V E 0(tO); let SzV) be the set such that V has no elements removed from 
it. If the (nonnegative) coefficient of some column in Sz”’ is 0, we can ob- 
tain the set V(w) by dropping that column from V and adding on the last 
column of B, which is e:. Then, gv(‘“) generates w as a nonnegative linear 
combination (using same coefficients as in V and setting the coefficient of 
en equal to 0). Also, V(w) E o(t2); from Lemma 13, Bv(“) has linearly 
independent columns. 
Suppose the coefficients of all columns with index set S”(“) are posi- 
,? tive. That is, CE:(~) > 0,l 5 j 5 t,. Let CY$“) = minj cr;(v . Note that 
(C;;, j@(v)) has 0’ s in all positions except the last, since Ci(“)etVA = 0. 
If the column &li(V) has a 0 in the last position, 
and ww’ = &. Now, for 1 # i(v), we have C>:, .%‘~j = CF:i $lcrj, 
and Es1 EjPi(v),ri!V) = CT:, jzq j+(v) (,i(V) _ o$v)) + ,i(V) 
Thus, WI = wi, 1 5 i 5 n - l.‘F’urther, wi’=_w”, 
and th;ne%kJ;;;;;, 
7r will generate w. In that case, by dropping Fyi(‘) from V and adding on 
the remaining column of SL, we will get a set V(w) as in the previous case. 
If the column &vi(“) has a 1 in the last position, we modify the coeffi- 
cients as follows: 
p; ==a;;1 <j<t,, 1 # i(v), 
p;(v) = p _ q, 1 I.?. It,, 
P i(v) n+l=aq . 
Then w is generated by the columns gvcw), since w = Ev(w)p where /3 is 
nonnegative, and the result is proved. This shows that C(B) is a union of 
cones in Cjj(n(t2)). ??
LEMMA 16. Let V[l], VI21 be two different sets in fl(t2); gv[“, gv”’ be 
the corresponding column sets; and C-(W), CE(V[~I) 
cones. Then int Ch(V[l]) n int C,(J21) = 8. 
be the corresponding 
Proof. If w E int C~(v[l]) n int Cg (Vi2]), then from Definition 2, there 
are (Y v[‘l > 0, pv[Zl > 0 such that w = BV’*loV’ll = ~V[21pv’a1. Let w = 
& = SD, where 
VDI 
CYi = CQ , i E v[‘l, cq = 0 else; pi = &‘I, i E V[‘l, pi = 0 else. 
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Hence, ~(CX - p) = 0. Since V[l] and V[‘] are different sets, cy is not equal to 
/3. For 1 5 i 5 p, let cyi (pi) be the vector of entries in cy (/3) corresponding 
to the index set Sk, and CY,+~ (@,+I) be the coefficient of en in cy (p). 
Thus, Ci(r_yi - p”) = 0,l 5 i 5 p, and cF=, R$(& - pi) + (a, - &) = 0. 
Now, both V[ll and V[‘l must have an element removed from each of 
the sets Sb, 1 5 i 5 p, since they belong to R(t2). Following the same 
arguments as in Lemma 10, the elements removed must be the same in 
each Sk, and it must be that for all i = 1, . , p, a’ = pi. This implies 
that 
&-&(n” - pi) + (%x+1 - Pn+l) = (%+1 - Pn+l) = 0, 
2=1 
so that cy = /3. This is a contradiction to w being in the interior of both 
cones. Hence the result. ??
LEMMA 17. Let V E R(t2), gv be its corresponding column set, and 
C,(V) be its corresponding cone. If w is an integer vector in C’(V), there 
is a nonnegative integer linear combination of the columns of BV that gen- 
erates w. 
Proof. Let w = BVaV each component of CY~ belonging to [O,l]. As 
before, we extend cuv to (Y j, follows: ~j = cry, j E V, crj = 0 else; w = Ea. 
Let cyi be the vector of entries in CI corresponding to the index set Sk, 1 2 
i 5 p,and a,+1 be the coefficient of en. Then Ciai is an integer vector for 
all i, and cy=, Rgoi + cr,+l is also an integer. Since all the components 
of (Y are 0 or fractional, Cicri being integer implies that all components 
of cyi must be equal for 1 < i < p. Since at least one component is 0 
(corresponding to the index that is not included in V) in each cri, (Y’ must 
be the zero vector for 1 5 i 5 p. This implies that the last component of w 
is simply CY,+~, which must then be equal to an integer. Hence, the result 
follows. W 
THEOREM 6. The cone C(A) g enerated by the columns of a circu- 
lant matrix A of order (n,k), where gcd(n,k) = p,k > p > 1, has a g- 
tessellation. 
Proof. Clearly C(B) is pointed. Since the Hilbert basis of C(A) is 
H(A) = {A1,A2,... , A”, en}, U is nonsingular and unimodular, and P is a 
permutation matrix, from Lemma 3 the Hilbert basis of C(g) is H(g ) = 
{El, g2,. . . , BE+‘}. Let the set of cones CE(fl(t2)) be defined as before. 
Thus, C, (n(t2)) consists of all the cones generated by the columns of g 
corresponding to index sets in a( t2). Clearly, for any such cone, say Cg (V), 
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the corresponding columns of BV are generators. Suppose e: = $+l is 
not one of the generators of C,(V). Using the same notation as before, 
if Err+’ = B”a for some (Y > 0, then Cicyi = 0 for each 1 5 i < p and 
GE1 RACY’ = 1. Using similar arguments to those in Lemma 13, each cri, 
1 5 i 5 p, must be the zero vector, which is a contradiction. Hence, all the 
columns of B” are generators of Cg (V). 
C_orollary 3 shows that the dimension of C(g) is-n - p + 1. Clearly, 
C(B) is pointed. From Lemma 15, any vector in C(B) belongs to one of 
the cones in CE(R(t2)). Also, from Lemma 13, any such cone has dimen- 
sion n - p + 1. Lemma 16 shows that the interiors of cones in Cg((R(t2)) 
are disjoint. Finally, Lemma 17 shows that, for any cone in this set, the 
generators form the Hilbert basis. Hen_ce, CB(fi(t2)) gives a g-tessellation 
of the cone generated by columns of B = UAp Since U is nonsingular 
and unimodular, and p is a permutation matrix, we can use the same ar- 
guments as in Theorem 5 to show that Ci(fi(t2)) is a g-tessellation of the 
cone generated by the columns of A, that is, C(A). W 
5. TESSELLATION OF Qs AND Q; 
In this section we consider cones generated by the columns of M(Qs) 
and Mu and show that the first of these can be tessellated and the 
second g-tessellated. 
THEOREM 7. The cone C(Qi) g enerated by the columns of ikl(Q~)~ 
hgs a g-tessellation where 
-1 1 0 o- 
1 0 1 0 
M(Q$ 
1 0 0 1 
= . 0 1 1 0 
0 1 0 1 
-0 0 1 l_ 
Proof. Let Vt be column i of M(Qs)t, 1 5 i I: 4. Clearly, the cone 
C(Qk) is pointed. If any integer vector h that is not a generator of C(Q&) is 
in the Hilbert basis, from Propositions 2 and 3, h = Et=, cxiV/, 0 5 Cri < 1. 
Let hi be the ith component of h. Since hl = cq + (~2, h2 = (~1 + (~3, and h 
is integer, cyz = (~3 and hl = h2. By using similar arguments we can show 
that h = e6. Thus, the only vector, other than the generators, that could 
be in the Hilbert basis is e6. Note that for this h, the (Y mentioned above 
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is unique (since the columns of this matrix are linearly independent) and 
is the vector (i, i, i, i). 
Let C,” = C({e6,V~,V~,V~,V~}\V~}), 1 < i 5 4. First we show that 
C(Qk) = Uf=, C,“. Clearly, IJt, C,” C C(Qk). Suppose w E C(Q6). Then 
w = Cz=, cxiVit for some Q z 2 0,l 5 i 5 4. Let crQ = minicr,. Then, 
w = C,zs(~z - CY,)V~ + cyq Cf=, V,’ = Cizs(crt - crq)V: + 2ayqe6, and so 
w E C;. Thus C(Q;) = U;=, C,t. 
Now we show that [i # j] + int (Ci) n int (Ci) = 0: 
w E int(C4) + 
w E int(Ci) * 
w E int(C4) fl int(Ci) 
w 
w2 
w3 
w4 
‘w5 
_w6 
w= c cxiVi + cy0e6, CYyi > 0 Vi, 
t#l 
w= c Piv," + Poe', pi > 0 Vi, 
%#2 
a2 + Qo 
a3 + Qo 
a4 + a0 
a2 + a3 + (Yo 
(X2 + a4 + Qo 
(13 + a4 + cull 
Pl + PO - 
Pl + P3 + PO 
PI + 04 + PO 
P3 + PO 
P4 + PO 
P3 +P4+Po_ 
(4 
Then w4 - w2 = CY~ = - PI. This contradicts the conditions 02 > 0, /3r > 0. 
Hence int Cf n int Ci = 0. Similar analysis holds for other pairs. 
Now we show that for each subcone Ci, the set Gi = { vz”, Vz”, y”, , e”} 
of generators of C,” forms a Hilbert basis. Let w satisfy w = C,“=, cyjVt + 
cioe6,0 < cuj < 1,j = 0, 1,2,3, w integral; then w has an integer solution in 
G”. 
Suppose w E Ci + UJ = cy2V; + cysV3 + a4Vi + Lyae6. Hence 
Wl 02 + Qo 
w2 a3 + Qo 
w3 a4 + Qo 
w4 a2 + a3 + CEO 
w5 cY2 + 04 + cl0 
_w6_ a3 + a4 + CXIJ 
I O<crj< 1, j # 1. 
Then w4 - w2 = CY~, ~4 - w1 = (~3, w5 - w1 = ~4. Therefore, each of 
cy2, cys, and cr4 must be integer; hence each one of them is equal to 0. So w 
must be an integer multiple of e ‘j. Other results of this type are produced 
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in a similar manner. Finally, dim C(Qi) = 4 = dimCt, 1 5 i 5 4. Thus, 
{Ci, C$,, Ci, Cl} is a g-tessellation of C(Qi). W 
Now we turn to C(Qs), the cone generated by the columns of M(Qs). 
Let Vi be the ith column M(Qs), 1 5 i 5 6. 
Let h1 = (l,l, l,O)t, h2 = (1,&O, l)t, h3 = (l,O, 1, l)“, h4 = (O,l, 1,l)“. 
PROPOSITION 6. The vectors (2,2,2,2)t, (2,2,2, l)t, (2, 2,2,0)t, (2,2, 
1, l)", (2,2,1, O)‘, (2,1,1, l)“, (2, 2,0,0)t, (2,1, l,O)t, (l,l, 1, l)t all have in- 
teger solutions in the set {V’, V2, V3, V6, hl}. 
Proof. These solutions are: 2(V1 + V6), V1 + V6 + hl, 2h1, V6 + 2V1, 
V’ + h’, V3 + h’, 2V1, V’ + V2, and V6 + V1 respectively. ??
THEOREMS. The Hilbert basis of the cone C(Qe) is H(Q6) = {V’, V2, 
V3, V4, V5, V6, h’, h2, h3, h4}. 
Proof. Clearly, C(Qs) is pointed; so it has a unique Hilbert basis. 
C(Qs) = {Vl, V2, V3, V4, V5, V”} is the set of extreme rays of C(Qs) and 
hence is a subset of the Hilbert basis. To generate the Hilbert basis it is 
sufficient to consider integer vectors of the type 
w= (YiVi, O<cWi<l, l<i<6. - 
i=l 
Since each row of M(Qs) h as only three ones and w is an integer vector, 
wi I 2 Vi. Clearly, the vectors h’, h2, h3, and h4 have no integer solution in 
C(Qs) although they are of this type. Thus, H(Qs) is clearly a subset of the 
Hilbert basis. The only integer vectors in C(Qs) that could be present in 
the Hilbert basis but are not members of H(Qs) are (2,2,2, 2)t, (2,2,2, l)t, 
(2,2,2, O)t, (2,2,1, l)t, (2,2, l,O)t, (2,1,1, l)t, (2,1, l,O)t, and (1,1,1, I)“, 
and their permutations. From Proposition 5.1, each of these vectors can 
be written integer combination of the members of H(Qe). Other vectors 
that have all components 0, 1, or 2 and are not members of H(Qs) are 
(1, 0, 0, OK (2,070, OY, (2,1,0, OY, and their permutations. However, none 
of them can be present in C(Qs). Thus, the only vectors that could be in 
the Hilbert basis are the ones in H(Qs). Therefore, H(Qs) is the Hilbert 
basis of C(Qs). ??
LEMMA 18. Let maxi Wi = Wi*. Then W E C(Qs) u w 1 O,wi. < 
Ci#i’ wi’ 
K’=[::i;], K’=[,,i;], 
1 1 0 0 0 0 0 1 
K3 0 0 0 1 1 1 0 0 = 
K4 = 
1 0 1 1 , 1 0 1 0 
1 0 1 1 0 1 1 0 1 1 1 
(ii) Wi* + 6 = Czai* wi,S > 0: Wenotethat V3+V4 = V’+V6 = 
V2 + V5 = e . Also, the vectors V3 and V4 are in each of these 
four submatrices above. Suppose i’ = 1, again without loss. Let E = 
w - (c/2)e4 > 0, where E = min[6,2 mini w,], max,?i?i = Gi* = ~??i. 
NOW [E = S] + [ET1 = Ei* = Cifiq Ei] . Let E be the solution 
obtained from case (i) for ul. Then it is clear Q = h + (c/2)(e! + ez) 
is a solution for W. If e = 2 mini wi, then ~1 = Gji* 2 Cifi. GJi 
and mimEi = 0 = ~4 (say). There is a solution for this ~7 using 
columns V’, V2, and V4. Hence a solution w exists by combining this 
solution for ;iij with (e/2)(et+e:). Ag ain it is clear that such a solution 
can be found using only the columns of some one the four matrices 
above. ??
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Proof. + : Let msx wi = wi*. Suppose wi* > xi+. wi. NOW, ef is the 
vector in R4 whose ith entry is a 1 and all other entries are 0. Then 
(2ef. - e4)‘M(Qs) < 0, (2ez. - e4)tw > 0. 
This would contradict the existence of cr satisfying cr > 0, M(Q~)cY = w, 
and hence contradict the statement that w E C(Qs). 
X=: 
(i) Wi* = Cizi* wi: Suppose, without loss, i* = 1. The required solution 
Q for w is given by (~2, wg, w4,0,0,0). If i’ is some other index, then 
we select the three columns that have a one in the row i* and give a 
similar solution. Note that we can do the same using the columns of 
some one of the following four matrices [which are bases of M(Qs)] 
as well. Thus, this kind of w also belongs to the cone generated by 
the columns of one of these four matrices as well: 
Thus, we have also proved the following lemma: 
LEMMA 19. Let Ci, i = 1,2,3,4, be the cone generated by the columns 
of Ki. Then C(Q6) = uf=, Ci. 
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LEMMA 20. i # j + int Ci n int Cj = 0. 
Proof. The matrices Ki are all nonsingular, and hence the system 
Kix = w has a unique solution for each w: 
w E int Ci n int C2 
implies 
w = K’cv = K=& a>o, p>o. 
Hence2a2=wi-w~+ws--w~>0;2~s=w2+w4-wg--wi>O.But 
this is impossible. Hence int C1 n int C2 = 8; other parts of this lemma are 
shown in a similar manner. ??
Note that the columns of the matrices Ki are arranged so that [Kiz = 
hi] + [x = $(l,l,l,O) ‘v’i]. Let Cij, j = 1,2,3, be the cones generated by 
hi and all the columns of Ki except column j . 
LEMMA 21. C” can be tessellated into {Ci’, Ci2, Ci3} for i = 1,2,3,4. 
Proof. We will prove this for i = 1; the remaining cases are proved in a 
similar manner. The proof is done through three claims and their respective 
proofs. ??
CLAIM 1. C1 = U”_ Clj. 3-1 
Proof. Let k1 = [K1, h’]; recall that h1 E Cl. Now w E C1 =S Z@ 2 
0: k??:’ = w, and hence there exists a basic feasible solution to this sys- 
tem. The first three columns of K1 and the vector h’ are linearly de- 
pendent. Hence one of these four is excluded in every basis of this sys- 
tem: klF1 = w, 2’ 2 0. If h1 is excluded, then rnin[Zf:,Z$, Zi] = 6 > 0. 
In this case, 2 = Z? + 6(-l, -1, -1,0,2)t is also a solution which ex- 
cludes one of the first three columns and includes h1 instead. Hence the 
claim. 
CLAIM 2. The matrices Ku whose columns generate the cones C1j are to- 
tally unimodular and nonsingular; hence these subcones are full-dimensional 
Proof Recall that these matrices are 
K”=[;;‘;l, K12=[;;=;1, 
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an d 
K13 z.z I 1 0 0 1 
0 1 0 1 
0 0 1 0 
It is now a simple matter to verify the claim. 
CLAIM :3. i # j + int Cli n int C’j = 8. 
Proof. Suppose w E int Cl’ n int Cl’. Then 
Krlz = K12Y = t”, x > 0, Y>O 
implies 
x1 = Iti3 - w2 > 0, 
yr = ‘lU2 - w3 > 0. 
But this is impossible, and hence int Cl’ n int Cl2 = 8. Hence the c1aim.m 
This proves that each Ci, 1 5 i 5 4, can be tessellated. This completes 
the proof the lemma. ??
THEOREM 9. The cone C(Q6) can be tessellated. 
Proof. From Theorem 8, the Hilbert basis of the cone C(Qc) is the set 
{V1,V2,V3,V4J5,V6,h1,h2,h3,h4}. 
We consider the following subcones of C(Qs): C1 generated by {V’, V”, V”: 
V4}, C2 generated by {V’, V3, V4, V5}, C3 generated by {V’, V3, V4, V”}. 
and C4 generated by {V”, V4, V”, V”}. 
Lemma 19 proved that C(Qs) = U;=, 0. Also, from Lemma 20, we see 
that i # j + int Ci n int Cj = 0. Lemma 21 proves that each Ci, 1 5 i < 4, 
can be partitioned into the full-dimensional, unimodular subcones C"' , C”‘, 
and Ci3. Therefore, it follows that the cone C(Qs) can be partitioned into 
12 full-dimensional unimodular subcones: 
{Cl, c’2, c’3,P, P, P, C”i? c32, c33, (741, c+, P}. 
This is the required tessellation of C(Q6). ??
(5) 
??
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6. FINAL COMMENTS 
The problem of testing if a given set of vectors forms a Hilbert basis 
remains open. So does that of testing if a Hilbert basis has a tessellation 
and generating a tessellation if one exists. Sebo [8] has shown that, in R3, 
any vector in the cone can be expressed as a nonnegative integer combi- 
nation of at most three Hilbert basis vectors. This yields a cover that is 
not necessarily a tessellation; whether these cones have a tessellation is an 
open question at this time. In [4], a tessellation has been shown to exist 
in a special case in R3. Here, we have shown that tessellation is possible 
for the class of cones generated by columns of nonsingular circulants and 
for M(Qs). W e h ave also shown that the cones generated by the columns 
of singular circulants and Mu have g-tessellations. All these cones had 
O-l generators. In all these cases, the Hilbert basis vectors were also O-l 
vectors. We conjecture that when the Hilbert basis consists of only O-l vec- 
tors, it can be tessellated or g-tessellated. We would like to note that in the 
case of general circular ones matrices, the Hilbert basis need not be O-l. 
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