An analytical bond-order potential for GaAs is presented, that allows one to model a wide range of properties of GaAs compound structures, as well as the pure phases of gallium and arsenide, including nonequilibrium configurations. The functional form is based on the bond-order scheme as devised by Abell-Tersoff and Brenner, while a systematic fitting scheme starting from the Pauling relation is used for determining all adjustable parameters. Reference data were taken from experiments if available, or computed by self-consistent total-energy calculations within the local density-functional theory otherwise. For fitting the parameters, only structural data of the metallic phases of gallium and arsenide as well as those of different GaAs phases were used. A number of tests on point defect properties, surface properties, and melting behavior have been performed afterward in order to validate the accuracy and transferability of the potential model, but were not part of the fitting procedure. While point defect properties and surfaces with low As content are found to be in good agreement with literature data, the description of As-rich surface reconstructions is not satisfactory. In the case of molten GaAs we find support for a structural model based on experiment that indicates a polymerized arsenic phase in the melt.
I. INTRODUCTION
Compound semiconductors, such as GaAs, are of increasing technological importance because of their use in optoelectronic applications and also because of their potential to replace silicon in microelectronic components which require a high carrier mobility.
1 As the use of compound semiconductors becomes more widespread, the interest in using ion implantation in their processing also has increased, and is now used for instance in the fabrication of GaAs-based MOSFETs 2 Even though GaAs is probably the most studied compound semiconductor, many aspects of materials processing like radiation damage or surface growth are not fully understood. Diffuse x-ray scattering work has elucidated the mechanisms of point defect production by electrons in GaAs, 3 and defect recovery and amorphization by ion irradiation is also fairly well understood. 4, 5 But many details of the initial damage production process by ions and subsequent damage clustering remain poorly understood. Moreover, since GaAs components are frequently manufactured by various surface growth methods, 1 the properties of the GaAs surfaces during intermediate growth stages are also of great scientific interest.
Understanding and improving these manufacturing steps, which are typically driven by physical processes far from equilibrium, is therefore a task of high technological importance. A natural tool for studying irradiation effects and processes like surface growth are atomistic computer simulations. Molecular dynamics ͑MD͒ as well as kinetic Monte Carlo ͑MC͒ method have become key tools for modeling material processes based on an atomic level description.
However, in both MC and MD simulations it is not feasible to calculate the Hamiltonian by means of quantummechanical methods because of their enormous computational demands. Therefore analytical potentials that provide a sufficiently accurate approximation of the energy hypersurface are an indispensable tool for large-scale computer simulation studies. Such potentials have been very successfully used in the past for simulations of covalent materials like silicon, carbon, and others, as well as numerous metals and alloys ͑see, e.g., Refs. 6 -9͒, but much less for compound semiconductors. This is because of the difficulties in modeling the interatomic interaction in semiconducting compound materials and its constituents by means of a simplified approximative analytical functional that has to be valid not only for equilibrium but also nonequilibrium configurations.
Ito, Khor, and Das Sarma were the first to propose a bondorder-type potential for GaAs. 10 However, since no parameter sets for the pure elements were given, this model cannot be used for simulations of nonequilibrium processes. Smith 11 proposed a complete Tersoff-like potential for GaAs that was later modified in a study by Sayed et al. 12 These potentials have problems in describing surfaces, melting behavior, point defects and pure structures and are therefore restricted in their applicability. 13 Recently, Conrad and Scheerschmidt 14 published a potential with parameters directly derived from the tight-binding momentum approximation. Although this potential is theoretically better motivated, it suffers from problems similar to those mentioned above.
Most seriously, the potential predicts a positive heat of formation for the zinc-blende structure, that leads to a phase decomposition of GaAs after heating and cooling. While the Smith and Sayed et al. potentials are only fit to a limited set of reference data, the problems of the potentials of Ref. 14 might be related to an inappropriate set of tight-binding parameters, that has been used for the parametrization. A different approach was chosen by Kodiyalam et al. 15 for studying phase transformations in GaAs nanoclusters. They combined an electrostatic term and a Stillinger-Weber threebody function, but did not include bond-order dependencies or charge-transfer effects. Therefore, only processes that do not include changes of the chemical environment can be realistically described with this scheme.
In the present study we have explored the possibility to devise a potential that overcomes the deficiencies of the existing models and is sufficiently transferable. Our criteria included the description of various crystalline structures of the elements and the compound system, their melting behavior, point defect and surface properties.
In fact after almost two decades of efforts in developing analytical potentials for solid structures, there is still no general recipe for how to achieve this. However, in our opinion there are three indispensable key ingredients of equal importance. First, a well-motivated analytical form has to be derived, that is simple but not oversimplifying. Second, the parameters have to be adjusted using a solid and systematic fitting procedure. Finally, a reference data set as large as possible is necessary, which should be taken from experiments and quantum mechanical total-energy calculations. In this study we have made an attempt to derive a potential that fulfills these requirements and delivers an energy description for a wide range of configurations of Ga, As, and GaAs.
The paper is organized as follows. First we give the analytical form of the bond-order potential as used in this study, and explain the strategy for its parametrization. Then the technical details of the total energy calculations are briefly described and the parameter sets for pure Ga, pure As, and GaAs are derived and discussed in detail. Finally, we give a series of examples that prove the transferability of the given potential.
II. BASIC METHODOLOGY AND ENERGY FUNCTIONAL
Gallium arsenide is a semiconducting material with dominantly covalent bonds. Due to the small difference in electronegativities of about 0.4, local charge transfer leads to interacting effective net charges. Pure gallium and pure arsenide structure have mixed covalent and metallic bonds, as discussed below in detail. Consequently, an analytical potential for GaAs would ideally be able to deal with all those types of chemical bonds. To our knowledge there is presently no established scheme for a reactive analytical potential that fulfills these requirements. Only the numerically expensive variable charge method proposed by Streitz and Mintmire for modeling mixed ionic-metallic interaction 16 would be a possible candidate, but hitherto this has only been parametrized for a small number of metal oxides without considering explicitly angular terms.
In our approach we have therefore adopted a short-ranged bond-order potential similar to the Tersoff-Brenner type. This ansatz allows us, in principle, to model covalent and metallic bonds within one functional form. 17 Although long-range interactions are not explicitly included, the use of a shortranged potential for modeling the ionic-covalent interaction in GaAs can be justified because the Madelung energies for this compound are small compared to the covalent binding energy, and moreover are implicitly included in the input data set as taken from experiment or density-functionaltheory ͑DFT͒ calculations.
Following Tersoff and Brenner, 17 the total potential energy is written as a sum over individual bond energies:
͑1͒
The pairlike attractive and repulsive energies are given in Morse-like forms
that depend on the dimer bond energy D o , the dimer bond distance, and the adjustable parameter S. The parameter ␤ can be determined by the ground-state oscillation frequency of the dimer. The major caveat of this ansatz is the finite repulsion at interatomic distances approaching zero. If necessary, this can be corrected by a spline procedure, as described in the Appendix. Since we only consider the bond integrals to the next neighbors, it is convenient and computationally efficient to restrict the interaction to the next neighbor sphere by a cutoff-function
͑3͒
where D and R are adjustable quantities. The bond-order parameter B i j also includes angular dependencies, which are necessary to accurately model the deformation of covalent bonds. Tersoff proposed an angulardependent bond-order function for silicon, carbon, and germanium, 18 while Brenner introduced a more refined approach 19 for modeling hydrocarbons. Other closely related potentials were proposed for Si and C, 20 and, recently, several studies derived analytical bond-order functions directly from a momentum expansion. 14, 21, 22 Although all of these approaches differ in the details of their functional form, the resulting angular dependencies of the bond order are proven to be very similar. 22, 23 Therefore we have adopted a straightforward extension as used by Brenner, which is simply an angular-dependent term g() in the inner sum of the bondorder function, so that B i j reads
Here again the cutoff function is included, while the indices monitor the type dependence of the parameters, which is important for a description of compounds. The square root dependence of the bond order is chosen in agreement to the second-order momentum approximation and is not subject to adjustments in the fitting procedure. The angular function g() is given by
For cϭ0 this term vanishes and the total potential resembles a short ranged embedden-atom-method potential of the Finnis-Sinclair type.
17
Despite the semiempirical character of this approach, the number of freely adjustable parameters is not more than six for each interaction type. If the binding energy D o and the ground-state frequency of the dimer molecule are known, then ␤ is simply given by ␤ϭk 2c
where k is the wave number and the reduced mass. The parameter S can be determined by the Pauling relation, which connects the equilibrium bonding distance r b and the energy per individual bond E b :
In order to reproduce the lattice parameters and cohesive energies of structures with different atomic coordinations, the condition in Eq. ͑7͒ has to be fulfilled. Only then can we expect the potential to be transferable to structural configuration that are not part of the input data base.
III. TOTAL-ENERGY CALCULATIONS
Where necessary, reference data for the potential fitting were computed from total energy calculations in the framework of the density functional theory 24 with the pseudopotential code CASTEP. 25 Ultrasoft pseudopotentials ͑us-PP͒ as given by Lee were applied and the local-density approximation ͑LDA͒ ͑Refs. 26 and 27͒ was taken for exchange and correlation functionals. For all calculated structures the cutoff energies and k points were chosen to achieve convergence better than 0.01eV/atom. For the pure structures the experimental and several hypothetical structures were calculated. The minimum total energy, lattice constant, bulk modulus, and pressure derivative of the bulk modulus were calculated from energy-volume data by fitting to the BirchMurnaghan equation. 28, 29 
IV. FITTING PROCEDURE
The parameter set for Ga-Ga, As-As, and Ga-As were adjusted independently. Those structures and properties, that are affected by the interplay of the different parameters, were not included in the fitting procedure, but were analyzed later. The parameters in the pairlike terms were chosen in accordance to the dimer properties if possible, while the slope of the energy-bond relation was adjusted to the total energy data by varying S. Finally, elastic moduli and structural properties were fitted simultaneously using the Levenberg-Marquardt method.
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A. Gallium
Gallium has a rather complicated phase diagram with many stable and metastable crystalline phases, all close in energy to the ground state. 41 The stable low-pressure phase ␣-Ga reveals an unusual crystal structure. It can be described in terms of a face-centered orthorhombic cell with each site occupied by a Ga 2 dimer. The semimetallic element exhibits covalent-metallic duality in its bonds. Throughout the literature cell parameters are assigned in different ways. Here we follow the definition as described in Ref. 42 with the unitcell parameter b corresponding to the long axis. One atom is located at (0,u,v) with uϭ0.1539 and 0.0798 in fractional coordinates of the unit cell. 32 Each atom has seven nearest neighbors, six within the distance of metallic bonds (M 1, M 2, M 3) and one within a shorter distance determined by the dimerlike covalent bond (D). At higher pressures Ga-II and Ga-III are the stable configurations. The first is a bodycentered structure with six atoms per unit cell, and the latter a faced-centered tetragonal structure similar to indium that appears at very high pressures (Ͼ30 kbar) and resembles a distorted fcc-lattice.
In the past, comprehensive studies of the energetics of Ga polymorphs using DFT calculations were presented by Bernasconi and co-workers. 43, 40 We performed similar calculations on ␣-Ga, Ga-II, fcc-Ga, and the hypothetical diamond as well as the simple cubic structure. The anisotropic ␣-Ga has three independent lattice parameters and two internal degrees of freedom. We minimized the total energy by varying the cell parameters to achieve zero stresses. The internal coordinates were kept fixed at the experimental value during this step. Afterward, the internal coordinates were relaxed leading to a remaining residual stress of less than 1 kbar. In Table I the calculated structural parameters are given. In general, LDA results underestimate the lattice parameters. However, our calculations with ultrasoft pseudopotentials are in better agreement with the experimental numbers than those of Bernasconi et al. 40 Since DFT calculations are reliable with respect to energy differences but do not give correct cohesive energies, we have shifted the total energy of ␣-Ga to the experimentally known cohesive energy, and calculated all other cohesive energy from the total-energy difference of the competing structures. The energies reported by Bernasconi et al. 40 are in excellent agreement with our calculations for fcc and Ga-II ͑see Table I and Fig. 1͒ . Even the bulk modulus for ␣-Ga, that we calculated for simplicity from isotropic deformations, agrees well with the value given by 36 -39 while no experimental value is accessible for the bond distance. Therefore, we have taken D o in agreement with the experimental value and adjusted r o , so that the best fit of all other reference data can be achieved ͑Fig. 1͒. The parameter ␤ was chosen to be 1.08 (Å Ϫ1 ), which corresponds to a wave number for the ground-state frequency of 162 cm Ϫ1 , in agreement with experiment and theoretical predictions.
The slope of the energy-bond relation ͓Eq. ͑7͔͒ was then adjusted by varying the parameter S. Figure 1 shows the bond strength vs bond-length data for all Ga structures considered here, and the values as given by the analytical potential with Sϭ1.11.
Finally, the angular parameters were fitted to reproduce the structural information and the energetics of all structures as given in Table I . Using the Levenberg-Marquardt scheme all properties were adjusted with a simultaneous fitting procedure.
Describing the properties of the ␣-Ga structure with this relatively simple analytical potential is a nontrivial task. In general, the bond-order function acts as a local detector, that determines the bond strengths and lengths only from the structural environment. Since metallic-and covalent-type bonds in Ga are characterized by unique bond angles and distances, the algorithm is potentially able to distinguish the bond types only from the structural geometry. In the fitting procedure we have considered each bond in ␣-Ga individually, using the structural parameters as given by the experimental data. As can be seen from Table I, The total energy for this structure was shifted to the experimental cohesive energy. All other total energies were treated accordingly.
b Calculated under the assumption that only the first neighbor shell is within the cutoff radius.
as calculated with the analytical potential are in reasonable agreement with the experimental numbers. The potential is able to distinguish between the short covalent and longer metallic bonds, which proves the flexibility of the analytical scheme. Although the covalent bond is larger and the metallic bonds are shorter than the reference data, the general feature of increasing lengths DϽM 1ϽM 2ϽM 3 is well reproduced. In accordance with experiment, the lattice parameter a is predicted to be shorter than c, while DFT calculations erroneously predict the reverse situation. In a first application the structural parameters of ␣-Ga were calculated for different cell volumes by applying hydrostatic pressure.
As can be seen in Fig. 2 the relative compression for the long b axis is significantly larger than for the short axes a and c. While the internal parameter u decreases almost linearly with decreasing volume, an exponential increase for v/v o can be observed. For all crystalline structures the agreement of the analytical model with the experimental and theoretical reference data is good in energies and bond length, while the bulk moduli are consistently too small. This is related to the choice for the parameter ␤, which was determined from the dimer ground-state frequency and determines the curvature of the effective pair potential.
The range of the potential is restricted to the firstneighbor shell. In determining the melting point of the ␣-Ga we found that a narrow cutoff interval increases the melting point. The corresponding parameters were obtained using the procedure described in Sec. V A. The optimized cutoff range of 2.8-3.1 Å leads to a second-neighbor interaction in the fcc structure, which at the same time improves the agreement of the structural parameters with the reference data ͑see Table I͒ . The full parameter set is given in Table II .
B. Arsenic
The stable phase of arsenic is the rhombohedral ␣ phase, that occurs in the A7 structure typical for group-V elements.
This structure can be derived from the simple cubic structure by rhombohedral shear and a relative displacement along the ͓111͔ direction. A significant feature is the presence of double layers, in which each atom has three nearest neighbors along orthogonal directions and three more at a larger distance in the neighboring layers. The ␣ arsenic is completely characterized by the rhombohedral angle ␣, the lattice parameter a o , and the internal displacement parameter u ͑see Table III͒. In the past the rhombohedral to simple-cubic phase transition has been the subject of several theoretical 44 -46,49,50 and experimental 47, 48 studies. A comprehensive set of experimental data, however, exist only for the rhombohedral structure and we are only aware of one study, that has additionally studied bcc-As. 49 In this work we have therefore calculated the structural properties of As in diamond, rhombohedral, sc, bcc, and fcc structures, in order to derive a consistent data set of configurations with different coordinations.
Similar to the calculations of ␣-Ga, we first optimized the cell structure by keeping the internal coordinates fixed, and afterward optimized the atomic positions with a fixed cell geometry. The rhombohedral angle and the internal relaxation parameter agree very well the pseudopotential calculations performed by Needs et al., 45, 46 while the lattice constant is somewhat lower. More importantly the energy difference of the rhombohedral to the sc-phase is 0.069 eV and therefore exactly the same value Mattheiss et al. 44 reported from their linear augmented plane-wave ͑LAPW͒ calculations. In a later study Needs et al. 46 recalculated the sc structure with better convergence criteria, and obtained a similar energy difference of 0.06 eV. Table III gives an overview of all results in comparison. Here it should be noted, that Mattheiss et al. 44 calculated the cohesive energy using their LAPW scheme. The large difference in their numbers from the experimental value reflects the difficulties in obtaining reliable results for cohesive energies from total energy calculations. The bulk modulus as calculated in this work and as given by Mattheiss et al. is almost 50% higher than the experimental one. This is given by the fact that we did not vary the internal displacement parameter and the rhombohedral angle while changing the volumes. The numbers are therefore only given for reasons of completeness. The properties calculated for the bcc-structure are in good agreement with the numbers given by Sasaki et al. 49 The us-PP LDA calculation predicts a somewhat lower lattice constant and differs by 0.088 eV in the cohesive energy.
The adjustment of the potential parameters ͑Table II͒ starts again with the dimer properties. These are very important for simulating growth processes, and were therefore taken from experimental measurements. The parameters r o , D o , and ␤ were chosen in accordance to the experimental dimer properties. 31 Figure 3 shows that the reference data nicely follow a linear slope in the semilogarithmic plot. The parameter S was chosen in a way that allowed the fcc structure to agree with the us-PP LDA result. The equilibrium positions of all other structures are energetically correctly described. Only the bond distances tend to be slightly underestimated for all solid structures. However, the overall agreement is at least good, especially as this parameter set allows one to describe the specificities of the rhombohedral ␣ structure. The bulk moduli are in good agreement with experimental data where available, and in line with the DFT results for structures not observed experimentally. Again the cutoff range of 3.2-3.6 Å was determined by optimizing the melting behavior, which is rather complex in case of arsenic ͑see Sec. V A for details͒. It is worth mentioning that to our knowledge the Ga and As potentials are the first analytical models for these elements that reproduce the complex ground-state structures as stable, energetically favored configurations.
C. Gallium arsenide
Due to its technological importance GaAs is a very wellcharacterized material, both theoretically and experimentally. Therefore among III-V semiconductors it has attracted the most attention in high-pressure studies. The currently accepted phase transition sequence on pressure increase at room temperature is GaAs-I ͑zinc blende͒ to orthorhombic GaAs-II ͑Cmcm structure, that can be seen as a distorted B1 structure͒ at about 17 GPa. Upon a further increase of pressure GaAs-II changes to a body-centered-orthorhombic structure GaAs-III ͑Imm2͒. Finally, a gradual transformation into a simple hexagonal structure ͑GaAs-IV͒ appears at high pressure around 600-800 kbar. 51 Theoretically, the sc16 structure has been predicted to be stable at modest pressures, 52 but has not been found in experiments. However, another fourfold-coordinated structure, the cinnabar phase, appears in experiments on download from GaAs-II, but in accordance with the DFT calculations is energetically less favored than the sc16 form. 53, 54 It therefore remains an open question if the cinnabar phase is an equilibrium structure above 120 kbar pressure or not. Since the total energy neglects zero point contributions and phase transition kinetics, they can only serve as guidelines here. For deriving the GaAs parameter set we have therefore considered the zinc-blende structure as the only fourfoldcoordinated phase. Among the high-pressure forms, we have chosen the B1 structure rather than the orthorhombic GaAs-II structures as reference. Modeling the buckling of the Cmcm structure imposes too many constraints on the fitting procedure, which leads to a worse description of the zinc-blende properties. Since the B1 and GaAs-II structures are fairly similar, we consider this a justified simplification. As representative of a highly coordinated structure, the metastable B2 form has been considered, because none of the thermodynamically stable high-pressure structures has a coordination of eight. Given the fact that a large body of totalenergy calculations is accessible in literature, we did not perform any additional DFT calculations on GaAs.
The GaAs dimer is experimentally well characterized. Lemire et al. 55 reported a ground state frequency of 215 cm Ϫ1 , and determined a bond strength of D o ϭ2.06(5) eV in accordance with the value of 2.1 eV as given in Huber and Herzberg's data collection. 31 By choosing an experimental bond length of 2.53 Å, however, we were not able to adjust the Pauling relation for the solid structures and therefore changed r o to a somewhat lower value of 2.35 Å. Even the ␤ parameter as determined from the oscillation frequency, did not allow us to fit the elastic properties of the zinc-blende structure correctly. The value we have chosen corresponds to a ground-state oscillation frequency of 278 cm Ϫ1 , which is still reasonably close to the experimental number.
All reference data nicely follow a linear relationship in the semilogarithmic plot as depicted in Fig. 4 . The angular terms were adjusted by including the elastic moduli for the zinc-blende ͑ZB͒ structure GaAs-I into the fitting procedure. Since atomic forces were not calculated for the parameter fitting, the shear modulus was adjusted to the static shear modulus C 44 o . The internally relaxed shear modulus and the Kleinman relaxation parameter were calculated afterward, following the procedure given by Nielsen and Martin. 56 It is worth mentioning here that the deformation energy for this shear mode has contributions from the individual bonds and from the bond angles. Even if the ideally deformed structure predicts the correct elastic energy, it is perfectly possible that the internal relaxation leads to a vanishing shear stability characterized by a large Kleinman relaxation parameter . Table IV gives an overview of the GaAs properties as described by the analytical model. The agreement for all properties is fairly excellent. Only the relaxed shear modulus appears at little bit too low. As before the cutoff parameters were optimized by testing the melting properties ͑see Sec. V A͒. The full parameter set is given in Table II .
V. MELTING BEHAVIOR A. Optimizing the cutoff radii
Since previous GaAs potentials had problems in reproducing even the ground-state structure of the Ga, As and GaAs materials, 59 we placed special emphasis on ensuring that we obtained at least the correct ground-state structure. We used two kinds of test simulations for this. One consisted of heating up crystalline cells until they melted, and subsequently cooling them slowly ͑over 100 ps to 10 ns͒ to 0 K, checking that the final structure was higher in the potential energy than the desired ground state. Although this method is good for finding structures with energy minima far below the ground state, it is not good enough to spot minima lying just slightly lower (ϳ0.1 eV) in energy than the desired state. To test the potential against such local minima, we used simulations of a liquid and solid in equilibrium ͑the same simulations were also used to determine the melting point, see below͒. If other energy minima are present, a phase transition to the lower minimum is likely to be initiated at the liquid-solid interface over long time scales.
The cutoff values of the potential were not systematically optimized in the fit of the potential to the different phases. Hence we could somewhat modify them to obtain a better fit to the melting point. Possible cutoff values were limited from below by the nearest-neighbor distance of the fitted structures of materials. The second-nearest neighbor defined an upper limit. The final cutoff was then chosen by testing several values between these limits for melting properties.
The melting point was determined by simulating a box with liquid and crystal phases. The system was first equilibrated at some temperature near the predicted melting point. The development of the phases was observed at several temperatures to see whether the system melted or crystallized. Berendsen pressure control 60 to zero pressure was used in all melting simulations, independently in the x, y, and z dimensions. The number of atoms was 2000-4000 and the simulation time was 200-2000 ps.
The melting point for Ga was found to be 600Ϯ100 K. This is clearly higher than the experimental value 303 K, 41 but still not completely unreasonable considering the complex structure of Ga.
For As the experimental melting point is 1090 K ͑deter-mined at high pressures under an As atmosphere 61 ͒, which is higher than the boiling point, 880 K, determined at normal temperature and pressure. 61 Interpreting how this behavior should be reflected within the limited time scale of MD simulations is not straightforward. Nevertheless, we simulated As at 400, 700, 800, and 1200 K. At 400 K the system crystallized. At 700 and 800 K the liquid boiled quickly, but crystallization was also observed. The whole system boiled at 1200 K. Considering the complex experimental behavior, we consider this to be in good agreement with the experiments.
Simulation temperatures of 1700, 1800, 1900, 2000, and 2100 K were used for the GaAs system. With the selected cutoff, the melting point was 1900Ϯ100 K, in good agreement with the experimental value of about 1500 K. 62 The molten GaAs phase was initially stable, but after long simulation times (ϳ1 ns) around or above the melting point, pure As bubbles form in the liquid, leaving the rest of the molten zone in a Ga-rich GaAs phase. This kind of segregation is also believed to occur in the liquid phase of real GaAs. 62 
B. Test of melting and recrystallization properties
In addition to the melting point simulations, we also analyzed the structure of molten and quenched GaAs by a series of simulation where GaAs first became molten starting from random atom positions, and subsequently cooled below the melting temperature in one or several stages.
When GaAs became molten at zero pressure, even only slightly above the melting temperature, we observed that some ͑but not all͒ of the As atoms segregated into a separate As phase. This phase obtained a dilute structure with As atoms predominantly in tetrahedral As 4 and cubic As 8 configurations which are weakly bound to each other. The structure of the segregated As is illustrated in Fig. 5͑a͒ . This behavior is in good qualitative agreement with experiments on liquid GaAs, which was reported to be Ga rich unless placed under a high pressure in an As atmosphere. 62, 63 In the gas phase over a solid or liquid, Arthur 63 showed that As is predominantly in the form of As 2 and As 4 molecules. Furthermore, he argued that, in a solution, As forms segregated polymerized structures with an estimated number of 10-15 in the As aggregations. Recently, Godlevsky and Chelikowsky reported that they did not observe As clusterization in ab initio calculations on liquid GaAs ͑Ref. 64͒; however, their simulations were carried out in systems with only 64 atoms and over a few ps. It is not clear whether a segregated As phase can even be expected to form over such a short time scale. We propose that the mixture of As 4 and As 8 bound to each other, which we observe in the liquid GaAs, could be the polymerized structure suggested by Arthur.
When this liquid phase is rapidly cooled below the melting temperature, the As bubbles first remains intact, but in equilibration runs at temperatures around 1300-1500 K over nanosecond time scales we observed that they slowly shrink in size, and the As is absorbed into the surrounding GaAs ͓see Fig. 5͑b͔͒ . The shrinkage is much faster when the cell is under a high pressure, of the order of 10 kbar, as expected from the equilibrium pressures of As over GaAs. 63 At the same time, a crystalline phase starts to form in another part of the simulation cell ͓Fig. 5͑a͔͒, although during this nanosecond time scale it still has some defects in it.
Because the ground state of GaAs in the solid phase is the stoichiometric crystalline state, the observed recrystallization behavior is what would be expected experimentally. Since the correct fourfold-coordinated crystalline structure is obtained here starting from a completely random atom configuration, this also gives us great confidence that our potential does indeed give the right ground-state structure of GaAs. Since long-range interactions are not part of the potential, however, there is of course no energy difference between different packing sequences of ͕111͖ planes.
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VI. DEFECT PROPERTIES
Defect formation energies were calculated with this analytical potential for a system that was as thermally equilibrated at 600 K, and then slowly cooled down to 0 K at zero pressure. The defect formation was calculated then from the potential energy E D of the cell containing the defect using the formalism of Qian et al., 66 
͑8͒
where n's are the number of atoms in the cell and 's the corresponding chemical potential. For thermodynamic reasons ⌬ is restricted to the range Ϫ⌬H f Ͻ⌬Ͻ⌬H f .
The calculations were carried out with a 64-atom cell in order to allow a better comparison with ab initio supercell FIG. 5 . ͑a͒ Structure of amorphous GaAs after melting at 1900 K at 0 pressure and subsequent cooling to 1500 K. The figure is a 15-Å cross section of the whole simulation cell. Only the covalent bonds between atoms are shown, with the half of the bonds closer to As shown by the darker color and the half of the bonds closer to Ga shown by the lighter color. The low-density region on the upper left is a segregated As bubble which has formed during melting. On the lower left and lower right a recrystallized GaAs region has formed. ͑b͒ Number of atoms in the As region and crystalline atoms in an equilibration run below the melting temperature of a simulation cell similar to the one in ͑a͒. A ''crystalline'' atom is defined here as a fourfold-coordinated As atom with all bonds to Ga atoms, or a fourfold-coordinated Ga atom with all bonds to As atoms. The figure shows how the As bubble shrinks and the crystalline region grows during equilibration.
calculations. The results are summarized in Table V . The vacancy formation energies are well reproduced and the Ga interstitial I Ga is predicted to be the most stable neutral point defect in agreement with the results of Pöykkö et al., 68 while the As interstitial I As has the highest formation energy, which is predicted by DFT calculations, as well. Among the antisite defects, however, the formation energy of As Ga is poorly described.
VII. SURFACE PROPERTIES
The GaAs͑001͒ surface is known to have many reconstructions depending on growth conditions. 69, 70 Probably the most relevant of them-from the point of view of molecular beam epitaxy-are the As-terminated 2ϫ4 surface structures. There is experimental evidence of the ␣(2ϫ4), ␤(2 ϫ4), ␤2(2ϫ4), and ␥(2ϫ4) reconstructions. In addition, a c(4ϫ4) structure has been reported.
The ability of the current potential to describe the properties of the GaAs͑001͒ surface was investigated by calculating the minimum-energy configurations of the As-rich surface reconstructions ␣(2ϫ4), ␤(2ϫ4), ␤2(2ϫ4), ␥(2ϫ4), and c(4ϫ4). Energy minimization was performed using the conjugate gradient technique, with the initial atom positions taken from the literature ͑see, e.g., Ref. 71͒. The simulation systems consisted of 12ϫ12ϫ5 unit cells with the number of atoms between 2772 and 2880 ͑depending on the reconstruction͒ with the bottom layer of the atoms fixed. Qualitatively, the resulting geometries were in agreement with the calculations in the literature. However, the current potential gives a value of 3.2 Å for the surface As dimer bond length for the ␣(2ϫ4), ␤(2ϫ4), and ␤2(2ϫ4) reconstructions while the latest ab initio calculations indicate a value in the range of 2.5 to 2.6 Å. 71 As the Tersoff parametrization of Sayed et al. 12 for GaAs is known to produce unstable surfaces, 72 the stability of surfaces described by the current potential was tested by MD simulations of the above-mentioned reconstructions at finite temperatures. The systems were simulated for 5 ps in a constant temperature mode, after which they were slowly cooled to zero temperature with a cooling rate of 0.01 K/fs. All the reconstructions with low As coverages ͓␣(2ϫ4), ␤(2ϫ4), and ␤2(2ϫ4)͔ were stable up to about 800 K, above which defects began to form on the surface. The structures with high As content ͓␥(2ϫ4) and c(4ϫ4)͔ were unstable even at low temperatures. The topmost As dimers began to dissociate and desorb at 100 K in these surface structures.
These results indicate that the As-As interaction is not well optimized for a description of As-terminated surfaces. This conclusion is supported by the further observation that the surface energies of the high-As-coverage reconstructions were too large compared to the energies of the ␣(2ϫ4), ␤(2ϫ4), ␤2(2ϫ4) surfaces. In Fig. 6 we show the formation energies of the reconstructions studied in this work as a function of the chemical potential of the As atom reservoir
As . The formation energy ⍀ is calculated by the equation 71 ⍀ϭUϪn Ga E GaAs Ϫ⌬n As , ͑9͒
where U is the potential energy of the surface configuration, n Ga is the number of Ga atoms in the system, and E GaAs is the formation energy per molecule of GaAs. ⌬n is the stoichiometry of the system ͓0, 1/4, 1/4, 5/4, and 1/2 per 1ϫ1 unit cell for ␣(2ϫ4), ␤(2ϫ4), ␤2(2ϫ4), c(4ϫ4), and ␥(2ϫ4), respectively͔. The allowed range of As is As(bulk) Ϫ⌬H f Ͻ As Ͻ As(bulk) , where ⌬H f is the formation energy of GaAs from bulk Ga and As. By using the current potential we get the limits 2.054 eVϽ As Ͻ2.965 eV.
In the literature, 71, [73] [74] [75] the sequence of stable structures of an As-terminated GaAs͑001͒ surface when going from Garich to As-rich environment ͑from small to large As ) is generally observed to be ␣(2ϫ4)→␤(2ϫ4)/␤2(2ϫ4) →␥(2ϫ4)→c(4ϫ4). The current potential predicts so large formation energies for the ␥(2ϫ4) and c(4ϫ4) reconstructions that they would not be stable in the allowed range of the As chemical potential.
In order to obtain a more realistic dimer bond length and formation energies some test runs were performed by scaling the As-As cutoff radius. However, even by decreasing the cutoff by 0.4 Å resulted in a dimer bond length of 2.9 Å which is still too large. In addition to this, the effect of the potential parameter As-As for the As-As interaction in Eq. ͑4͒ on the As dimer bond length was studied. By increasing the parameter, the dimer bond length decreases and the formation energies of the As-rich reconstructions become smaller, as desired. However, these manipulations affect the properties found for the pure As structures, especially the phase stability of ␣-As. Since we wanted to design a general parameter set, no further adjustments of the arsenic parameters toward a better description of surface properties were done. However, this is in principle possible if pure arsenic structures do not play a role in the specific application of the potential.
VIII. CONCLUSIONS
We have presented an analytical potential for modeling Ga, As, and GaAs using a short-ranged bond-order algorithm. The potential describes different dimer properties and several solid structures of the pure elements and the compound including metastable configurations. Most importantly, the complicated ␣-As and ␣-Ga structures are reproduced as thermodynamically most stable phases which was verified by investigations of the melting behavior. For Ga, As, and GaAs the melting points are quite well reproduced by optimization of the cutoff function. Point defect properties were checked and compared to LDA results from literature. Except for the As antisite defect, all defect properties are in line with LDA calculations from the literature. Testing the surface properties resulted in a similar picture, namely, a reasonable agreement for those reconstruction with little As coverage. Surfaces with As-rich configurations, however, are not realistically described. In a first application the structure of molten GaAs has been investigated. Our simulations reveal the segregation of arsenic in a polymeric structure, which corresponds to experimental findings.
In conclusion, this is to our knowledge the only interatomic potential that describes the structure and bonding of Ga, As, and GaAs within one analytical form, and therefore allows atomistic computer simulations of a wide range of materials problems related to GaAs. These include crystallization from melt, defect formation and clustering in the bulk, as well as thermomechanical properties of Ga, As, and GaAs. The potential in the present form, however, does not seem to be suitable for simulations of surface growth processes where As-rich surface reconstructions play a role.
