Risk sensitive control of Markov processes satisfying minorization property is studied using splitting techniques. Existence of solutions to multiplicative Poisson equation is shown. Approximation by uniformly ergodic controlled Markov processes is introduced, which allows to show the existence of solutions to the infinite horizon risk sensitive Bellman equation.
Introduction
On a probability space (Ω, F, P ) consider a controlled Markov process X = (x n ) taking values on a complete separable metric state space E endowed with the Borel σ-algebra E. Assume that x n has a controlled transition operator P an (x n , ·), where a n is the control at time n taking values on a compact metric space U and adapted to the σ-algebra σ{x 0 , x 1 , . . . , x n }.
Let c : E × U → R be a continuous and bounded function. Our aim is to minimize the following exponential ergodic performance criterion J γ x ((a n )) = lim
γc(x i , a i )
with risk factor γ > 0. In what follows we shall distinguish the following special classes of admissible controls (a n ): Markov controls U M = {(a n ) : a n = u n (x n )}, where u n : E → U is a sequence of Borel measurable functions, and stationary controls U s = {(a n ) : a n = u(x n )}, where u : E → U is a Borel measurable function.
Consider the following assumptions
(A2) C given in (A1) is ergodic, i.e. ∀ (a n )∈U M ∀ x∈E E (an) x {τ C } < ∞, where τ C = inf {i > 0 : x i ∈ C}.
In the paper risk sensitive control problem with cost functional (1) and general state space is studied. The paper generalizes [7] and [8] where uniform ergodicity assumption was required. Instead of uniform ergodicity we require minorization property (A1) which allows us to use splitting techniques arguments. Risk sensitive discrete time control problems has been studied in a number of papers [1] , [3] , [4] , [5] , [6] , [9] , [10] for finite or countable state spaces. General state space model in discrete time was considered in [7] and [8] only. Financial applications of risk sensitive control problems were introduced in [2] and continued in a number of papers e.g. see [12] and [14] and references therein. The first part of the paper is devoted to the study of so called Poisson equation. Although such equation was considered in [11] and [3] , a rather simple characterization of the solution seems to be new. The main result of the paper is the existence of solutions to the Bellman equation corresponding to the risk sensitive control problem with a general state space (under minorization property).
Splitting of Markov processes
n , x 2 n ) ∈Ê. Given a Markov control a n = u n (x 1 n ), where u n : E → U is a sequence of Borel measurable functions, consider the following Markov process defined onÊ (i) when (x 1 n , x 2 n ) ∈ C×{0}, x 1 n moves to y accordingly to (1−β) −1 (P a n (x 1 n , dy)−βν(dy)) and whenever y ∈ C, x 2 n is changed into x 2 n+1 = β n+1 , where β n is i.i.d. P {β n = 0} = 1 − β, P {β n = 1} = β,
(ii) when (x 1 n , x 2 n ) ∈ C × {1}, x 1 n moves to y accordingly to ν and
n moves to y accordingly to P a n (x 1 n , dy) and whenever
In what follows we shall write that the control (a n ) of (x n ) is in the class U M , whenever there is a sequence of Borel measurable functions u n : E → U such that a n = u n (x 1 n ).
. By direct calculation we obtain
Furthermore we have
is Markov with transition operatorP a n (x n , dy) defined by (i)- (iii) . Furthermore the first coordinate (x 1 n ) is also a Markov process with transition operator P an (x 1 n , dy).
Proof. The first statement follows from the construction (i)-(iii) of the split Markov process (x n ). For the second notice that for
In the case when x 1 n ∈ C, (2) is equal to
2) is equal to P a n (x 1 n , A), which completes the proof of Markov property of (x 1 n ). 2
Corollary 1 For any bounded Borel measurable function
. . , and control (a n ) ∈ U M we have
) for x ∈ C andÊ µ stands for conditional law of Markov process (x n ) with initial law µ ∈ P(Ê).
Proof. It follows from (2) that for a bounded Borel measurable g :
On the other hand by Markovianity of (x 1 n ) we havê
Consequently applying (4) and (5) to function f : E m → R we obtain (3). 2
Multiplicative Poisson equation (MPE)
In this section we shall assume that
Lemma 3 Under (A3) for (a n ) ∈ U s there is a unique λ γ ((a n )) such that for
Proof. Notice that for x ∈ C 1 the mapping 
where by λ γ (u) we denote the value of λ γ ((u(x 1 n )) and expected valueÊ u x stands for E 
Furthermore, ifŵ and λ satisfy the equation
then λ = λ γ (u) defined in Lemma 4 andŵ differs fromŵ u by an additive constant.
Proof. In fact, we have using (6)
from which (8) follows. Ifŵ u is a solution to the equation (8) then by iteration
and since by the construction of the split Markov processÊ û
positive constantŵ u differs fromŵ u defined in (7) by an additive constant. Similarly if w and λ are solutions to (9) thenŵ differs from
by an additive constant lnÊ u z {exp {ŵ(x 1 )}} with z ∈ C 1 . Sincew is also a solution to (9) we have thatÊ u z {exp {w(x 1 )}} = 1. Therefore
and η = 1, which by Lemma 3 implies that λ = λ γ (u).
2
Corollary 2 For x ∈ E and solution to MPE (6) 
is a solution to MPE for the original Markov process (x(n))
Furthermore if w u is a solution to (11) thenŵ u defined by
is a solution to (8) .
Proof. By Lemma 1 we havê
Therefore by (8) we obtain that w u defined in (10) is a solution to (11) . Assume now that w u is a solution to (11) . ThenÊ
and forŵ u given in (12) we obtain (10) . From (10) we obtain (13) which in turn by (12) shows thatŵ u is a solution to (8) . 2
and for
and x ∈ C 1 by (19) we have
Consequently e
and by iteration for
Consequently letting λ decreasing to λ γ (u) we obtain lim sup
Assume now that λ < λ γ (u). Then by (B1) for z ∈ C 1 and λ close to λ γ (u) we havê
Therefore by (B1) w u N given by (20) (now for λ as above) is well defined and similarly as in (21) (22) we have e
and by (B2)
and finally lim inf
which together with (23) using (3) 
from which under (D1) inequality (16) 
Uniformly ergodic approximation of controlled Markov processes
We shall now assume that
where p is a positive continuous function of its coordinates. Denote by |x| the value of ρ(x, θ), where ρ is a metric on E compatible with the topology of E and θ ∈ E is a fixed point. Letp
We clearly have that
Let for (a n ) ∈ U s
and
whereP (a n ),N x is a conditional probability of the split Markov process (x n ) corresponding to Markov process (x n )with transition probability P a n N at time n. Notice that whenever x ∈ C 1 the functions in (31) and (32) do not depend on x and will be denoted by F (an) N and F (an) . We have
Proposition 2 Assume that there is
, and furthermore
where stands for the derivative with respect to λ. Then
uniformly in (a n ) ∈ U s as N → ∞.
Proof. Assume that there is ε > 0, a sequence (a k n ) of strategies from U s and sequence
By assumption we have that 
for ε > 0 and K > 0, to have (34) it is sufficient to assume for x ∈ C 1 that (D4) sup (an)∈UsÊ (a n ) x {exp {(1 + ε)γ c sp τ C 1 }} < ∞ for a sufficiently small ε > 0.
By Theorem 1 of [7] using (30) 
and consequently
where
and infimum is taken over all admissible controls (a n ).
Moreover the strategy a n = u N (x n ), where u N : E → U is a Borel measurable function for which the infimum in (38) is attained, is optimal.
Corollary 3 Under (D2), (D3) and (D4) we have that
Proof. By Remark 3 and Proposition 2
Since by Remark 2, Proposition 1 and
we obtain (40). 2
Risk sensitive Bellman equation
Let u N be an optimal control function corresponding to P a N (x, dy). Furthermore assume that
where above we control the split Markov process (x n ) using at time 0 control a 0 = a and then a n = u N (x 1 n ) for n ≥ 1.
Theorem 1 Under (A1)-(A5) there exist λ γ and a continuous function
Moreover, under (D1) satisfied for all (a n ) ∈ U s we have that λ γ is an optimal value of the cost functional J γ x and the controlû(x n ), whereû is a Borel measurable function for which the infimum in the right hand side of (42) is attained, is an optimal control within the class of controls from U s . Furthermore, if for admissible control (a n ) we have that ((a n ) ). Proof. The proof consists of several steps:
Step 1. We prove first that sup 
and by (A5) follows the required boundedness.
Step 2. We show now that for N = 1, 2 . . . , the functionsÊ a,N x {exp {ŵ u N N (x 1 )}} are equicontinuous in x and a from compact subsets of E 0 ∪ C 1 and U respectively. Notice first that by (29) for each compact set
Furthermore by Hölder inequality
by (46) we obtain that
is bounded in N and therefore by (29) we can choose x, x and a, a in (47) and (48) uniformly in N , which completes the proof of equicontinuity.
Step 3. By step 1, 2 and (9) we immediately see that 
converges uniformly in a ∈ U and x from compact subsets of E and λ
Consequently there is a continuous function w such that
Step 4. To prove that function w defined in (49) is a solution to the Bellman equation (42) it remains to show that
In fact, by Fatou lemma
By step 1 and 2 one can find a compact set
and sup
Therefore
Consequently letting k → ∞ and taking into account that ε may be arbitrarily small we obtain the convergence (50). By continuity on x and a of the right hand side of (42) we have the existence of a Borel measurable functionû for which the infimum is attained.
Step 5. We shall show now that for Borel measurable u : E → U we have we have
Define following (12)
Since
we have from (54)
Therefore by the definition ofŵ u we have that
Iterating the last inequality for z ∈ C 1 we obtain
Since by step 1 we have thatÊ z eŵ (x 1 ) < ∞ we obtain
for z ∈ C 1 , which by Lemma 3 implies that λ γ ≤ λ γ (u).
Step 6. Assuming (D1) satisfied for any (a n ) ∈ U s , by Proposition 1 and Lemma 4 and step 5 we have for any Borel measurable u :
, which shows optimality of (û(x n )) within the class of stationary controls. If for an admissible control (a n ) we have lim sup t→∞ E
by Hölder inequality we have from (42)
Dividing both sides of the last inequality by t and letting t to infinity we obtain that
((a n )) ≥ λ γ for any > 0. It remains to show that the mapping γ → J γ x ((a n )) is a continuous function for γ > 0 since then letting → 0 we obtain J γ x ((a n )) ≥ λ γ . To prove continuity notice that for γ 1 
since the derivative of the function
is bounded by t c . 
Remarks on assumptions and an example
We shall formulate first a sufficient condition for (A3).
Proposition 4 If for x ∈ E and (a
Proof. Notice first that by Corollary 1 for z / ∈ C and positive integer m we havê
Letting m → ∞ by (59) we obtain E (an) (z,0) {exp {γ c sp τ C }} = E (a n ) z {exp {γ c sp τ C }} .
Now for (a n ) ∈ U M and x ∈ C using the definition of split Markov process and (60) we haveÊ 
Let τ 1 = τ C := i ≥ 0 : 
where Markov process (x n ) is controlled using constant a at time 0 and a n = u N (x n ) afterwards, then (A5) holds.
Consequently we see that assumptions imposed in the paper are satisfied for a class of processes for which f (γ) := E x {e γτ C } is finite provided that we choose γ sufficiently small (to guarantee (60) and (65)). As an example one can consider a discretized ergodic diffusion (x n ) in R d given by the following equation: 
