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Let us consider the equation 
Y’n’(z) + Pl(4y(‘~-1)(4 + *** + Pn(4 Y(4 = 0, 
where pk(.z), k = 1, 2 ,..., n, are regular functions in 1 z 1 < 1. 
(1) 
THEOREM 1. If Q. (1) has a solution y(z), y(x) f 0, which vanishes n 
times in 1 z j < 1, then there is (z constant d, 0 < d < 1, and there exists 
a solution ‘u(z), w(z) + 0, which wunishes n times on the circle / z 1 = d. 
As we shall see later, a result of similar character was obtained by Kim [2] 
for linear differential systems. Theorem 1 is connected with the disconjugacy 
of Eq. (1). Equation (1) is called disconjugate in D, if every nontrivial solution 
vanishes at most n - 1 times in D. So, Theorem 1 states, if Eq. (1) is not 
disconjugate in the unit disk, then it is not disconjugate on a certain circle 
(z( L-d, O<d<l. 
In order to prove Theorem 1 we shall mention a few facts. Let f(x) be a 
regular function in a simply-connected domain D, and x0 ,..., x,,-~ , be 
points in D, such that xi # X~ for i fj. As known, the divided differences of 
the function f(x), are defined as: 
(2) 
[xo ,..., xk]f = [% ).**) “k---;f~ss;“1 ,.‘., Xkb, R = o,..., n - 1. 
Therefore 
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If we take a closed path C in D, so that the points x0 ,..., x,-~ belong to the 
interior of C, then we can write (3) in the form 
Formula (4) enables us to define the divided differences in the case, when 
some of the points x,, ,..., x,-i are coincident. If, for instance, p, points 
coincide with a,, , p, points coincide with xi ,..., p, points coincide with zI , 
p, + p, + ... + p, = k, then (4) becomes 
i.e., 
where all C, are circles with centers x8 , and s = 0, l,..., 1, C, C D, 
C, n C, = o for t # s, and at # Int C, . Using Cauchy’s formula, from (5’) 
we obtain 
[%I ,*-*> %lf = i s=. (ps L l)! [ 
f(4 6 - %)” (Ps-1) 
(a - @Jo ... (2 - sr)“z 1 L=Zg 
2 Pa--l f'""-"-"(zs) 
h, 
(6) 
= szo ,C, m!(p, - m - I)! [ 
(z - ZJP~ 
(z - zJ*o ... (X - ZJPZ 1 z=Zg’ 
See also [l, p. 451. 
Remark 1. It follows from (4) and (5), that [x0 ,..., X& is a continuous 
function of the variables x0 ,..., xp . 
Let h(a) be a regular function in D, with zeros of order p, at the points & , 
s = 0, I,..., 1. That is, 
h(f,) = h’([,) z *.- = h’“.-l’(&) = 0, s = 0, l,,.., 1, 
and~i#~,fori#j. 
We take p, p > 0, such that the closed disks 
K = (2: I x - 4, I < PI, s = 0, I,..., I 
are disjoint and their union is included in D. 
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Further, in every disk Ks , the function h(z) vanishes only at the point [, . 
Let us denote the boundary of K8 by C, . Then min 1 h(z)\ = p > 0, where 
the minimum is taken over all z E u”,=,, C, . So, if for a given p we take a 
function 6(z) regular in D, which satisfies 1 6(x)] < p for all z E utZO C, , 
then, using Rouche’s theorem, the function h*(z) = h(z) + 6(z) has zeros 
rls.1 T rls.2 P**'Y ?s,lJ, in the open disks KS , s = 0, l,..., 1. 
From the above we obtain 
PROPOSITION 1. If the function h*(x), regular in D, was obtained by a 
sujiciently smull variation of a regular function h(x), then h*(z) vanishes at n 
points, which are as close as we please to zeros &, ,..., & , of the function h(z). 
The number of zeros of h*(z) in the neighborhood of the zero 5, (of multiplicity 
pk) of h(z) equals p, , k = 0, l,..., 1. 
Let (yi(z)}: be a fundamental system of solutions for Eq. (1). By the 
assumption of the theorem, there exists a solution of Eq. (1): 
y(z) * 0, Y(Z) = ClYl(4 + *.- + &Y&4 
which has zeros x,, ,..., x+1 in [ z 1 < I. We can assume that 
I XIJ I b I Xl 1 >, ... 2 I x,-1 1 * 
(7) 
(8) 
We do not assume that these n zeros are at n different points, and thus denote 
x0 = a** = x,,-1 = zo ) 
ND0 = **- = “rDo+D1-l = 231 , 
(9) 
X90+...+PI-1 = -** = .t”Bo+...+Pt-l = Zl , 
Let 
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Note that if p, = 1, then the last but one row in B(z) has to be replaced by 
4'1 
Ll-l)(zl-l) . . . y+q21-1). 
It is clear that B(z) is a solution of Eq. (1) which vanishes at s,, ,..., x,-s 
(see (9)). That is, 
wyz,) = 0, s = 0, l,..., I- I, m=O,l,..., p,- I, 
B’“‘(Zl) = 0, m=O,l ,...,Pl - 2. 
(11) 
By the assumption of Theorem 1, there is a solution (7) for Eq. (1) which 
vanishes n times in Z, ,..., a1 (according to the distribution (9)). Hence the 
determinant of the system of n homogeneous equations 
y(yzJ == i ciypQ = 0, s=O,l ,..., 1, m =0 ,..., p,- 1, (12) 
i=l 
must vanish. The determinant of the system (12) is B(P~-~)(z~), and it follows 
that 
B(-)(zJ = 0. (13) 
From (11) and (13) we obtain that the solution B(z) of Eq. (1) vanishes n 
times at x0 ,..., x1 (i.e., at x0 ,..., x,-r). 
Let 
?‘i[“O ,..., q.] = k![xo ,..., x&, (14) 
where [x,, ,... , sJ, is defined in (2) and also in (5) and (6). 
We define 
A%1 *-- Yn[%l 
U(Z) = 24(x0 ,...) X,& z) = : 
y&o ,a.*, &-,I *-- Y&o I*.-, x,-21 * 
Y&4 *.* Y&> 
(15) 
We wish to point out that the solution u(x) of Eq. (1) is independent of the 
parameter x+i , which is the zero with the minimal absolute value (see (8)) 
of the solution y(z) given in (7). 
Because of the triangular form of (6) and by (14), u(x) is obtained by 
elementary row transformations (of the 71 - 1 first rows) of B(x) given in (lo), 
and vice versa, B(z) is obtained by elementary row transformations of u(z). 
(Here we use the connection (9) between jc, ,..., x,-i and a,, ) . . . . aI .) 
From the above and using (I I) and (13) we obtain the following remark. 
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Remark 2. The solution U(Z) of Eq. (1) vanishes n times at a0 ,..., z1 
(i.e., at x s ,..., x,-r) which are the n zeros of B(z) and vice versa, if U(Z) 
vanishes 1z times at .x0 ,..., x,-r (i.e., z0 ,..., x1), then B(z) also vanishes at 
these points. 
PROPOSITION 2. There are sets of points x~,...,x+~, such that u(z) + 0. 
Proof. Assume that 
Xg=xl=“‘==.Tn-2, IXi( <l. (16) 
By (6) and (16), the solution U(Z) of Eq. (1) (see (15)) takes the form 
Y&o) --* Y&O) 
u(z) = : +2)(4 . . . ;,?-2'(4 = g ~dXO)Y&) (17) 
Y&4 ... y,(z) 
where -4&x0), k = l,..., n are cofactors of the nth row in (17). 
If we assume that U(Z) in (17) is the trivial solution, then Asr(xo) = 0 for 
k = I,..., n. But in this case, the Wronskian of the fundamental system 
{Y&)}~ , of Eq. (1) must vanish at .x0, and this is a contradiction. 
For the proof of Theorem 1 we clearly only have to consider the case when 
not all the zeros x0 ,..., x,+r of the given solution y(z) are on the same circle. 
So, we denote 
I”Ol=I”~I’~~~=I”~-~/=,~~~,[xc[=p, . 
O<p<l, and O<r<n-1. 
We now perform the following shrinking process: 
x0* = x0(1 - 8) 
x,*-, = .x&(1 - e) 
x.* = xi, 3 j = y  ,..., n - 2, 
o<e<1. 
(18) 
As in (15) we defme u*(z) = u(xo*,..., x,*-s; z). This shrinking process starts 
(at 0 = 0) with U(Z) which has the given zeros x0 ,..., x,-~ . From Remark 1, 
it follows that [x0* ,..., xk*ly,, i = l,..., n, are continuous functions of 
x0*,..*, x2*. This and (15), and (16) give that the solution U*(Z) of Eq, (1) 
is a continuous function of 8. By the definition of U*(Z) = a(~~*,..., x$-a; Z) 
(a) fore=e,,24*(2g=o. 
(b) forB=8,,zl*(z)+O. 
Let us consider case (a). As u*(x) = u(x~*,..., ~z-z; z), it follows from (15) 
that 
U”(Z) = 
Y&o*1 ... yn[xo*] 
j&q)* )...) x,*-J 
= 0. 
a-- jn,* )..., .&] - 
Y&f) **- Yn(4 
Hence by (10) and Remark 2 
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in (15), we obtain that u*(x~*) = 0, i = 0, l,..., II - 2. If we take 0 suffi- 
ciently small, then the above 1z - 1 zeros of U*(Z) are in 1 z 1 < ~(1 - 0). 
Further, it follows from Proposition 1, that U*(Z) vanishes at a point XC-~ 
in the neighborhood of x,~-, , so that 1 ~z~-i 1 < ~(1 - 0). Therefore, in the 
above process, n - 1 zeros so*,..., ~,*-a are in 1 z 1 < ~(1 - 0) (when r 
zeros are on the circle 1 x 1 = ~(1 - 6)) and the additional zero x,*-r changes 
its position in a continuous manner depending on 0. 
Let us assume that for 0 = et,, we obtain a solution U*(Z) of Eq. (1) which 
has one additional zero (at least) on the circle / z 1 = ~(1 - 0,). There are 
two possibilities: 
B*(z) = lqx,* ,..., x;-,; z) = 0. (1% 
We remark that the coincidence of the points x0*,..., x,*-~ can differ from the 
coincidence which occurred in the initial state Y I o ,..., x,,-~ (see (9)). We also 
note that B*(z) defined in (19) d’ff 1 ers accordingly from B(z), defined in (10). 
Suppose that for the points xc,*,..., x,*-* 
(by (8), (9) and (18) I z,,* I 2 I zl* I 3 *.. > I zt* I). 
We now prove the existence of solution Y(Z), j(z) + 0, for Eq. (1) such 
that 
-hII) 
Y (Zs’) = 0, m=O ,...) q,- 1, s=O,l,..., t, (21) 
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and 
-w - 0 Y (zo*) - ’ (22) 
i.e., the solution Y(Z) vanishes Q,, + 1 times in z,,* and qS times in x,.*, 
s = I,..., t. 
The existence of solution 3(x), J(x) + 0, which satisfies n - I equations 
(21) and Eq. (22) is equivalent to the existence of a nontrivial solution 
C i , c, ,..., c, for the homogeneous system 
;I c~~~~)(z,*) = 0, s = 0, l,..., t, m = 0, l,..., qS - 1, (23) 
and 
il cjyp)(z,*) = 0. (241 
The determinant of the system (23) and (24) is B*(@)(z,,*), and by (19) 
B*(Qo’(zo*) = 0. 
Therefore in case (a), we have succeeded in finding a solution Y(Z), y(z) + 0, 
which has Y + 1 zeros on the circle 1 z ) = ~(1 - 0,) and also additional 
n - r - 1 zeros (at least) in 1 z 1 < ~(1 - 0,). 
Now we consider case (b). If for 8 = 0, there exists a solution U*(Z) $0 
of Eq. (I), then U*(Z) is the solution which vanishes Y + 1 times on the 
circle 1 .Z 1 = ~(1 - 0,) an d 1 a so vanishes n - r - 1 times in / z / < ~(1 - 0,). 
The zeros of the solution y”(z) in case (a), or the zeros of the solution 
U*(Z) in case (b), replace the zeros or, ,..., x,~-~ (which appear in the shrinking 
process (18)) of the solution y(z) g iven in Theorem 1. Thus, the shrinking 
process starts with more zeros with the same maximal absolute value. After 
repeating the above process a finite number of times, we reach a nontrivial 
solution of Eq. (1) which vanishes n times on a certain circle 1 z 1 = d, 
O<d<l. 
Remark 3. The shrinking process (18) can not always result in case (a). 
This follows from Proposition 2, because if the process begins at 
x0 = --- = x,-, (i.e., after n - 2 steps at the most), then the corresponding 
solution U*(Z) takes the form (17), and thus U*(Z) + 0. Hence, if we shrink 
the zeros of the above solution U*(Z), then the process ends in case (b), and 
the corresponding new solution U*(Z), u*(x) + 0, of Eq. (1) vanishes n times 
on the circle 1 z 1 = d for a certain d, 0 < d < 1. This completes the proof 
of Theorem 1. 
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Using the method of proving Theorem 1 we can obtain 
COROLLARY 1. I f  there is a solution y(z), y(z) + 0, of Eq. (l), Which has 
n + k zeros in 1 z 1 < 1, then there is a constant d, 0 < d < 1, and there 
exists a nontrivial solution v(z) of Eq. (I), w ic vanishes n times on the circle h h 
1 z 1 = d and k times in 1 a 1 < d. 
From Theorem 1, we obtain 
COROLLARY 2. If  Eq. (1) has a solution y(z), y(z) + 0, which vanishes 
n + k times in 1 z 1 < I, then there exist constants a,, ,..., a,-, and d, 0 < d < 1, 
such that the equatiolz 
y’“‘(2) + p&) y(‘“-l)(z) + ... + p,(n) y(z) = a, + a,z + *** + U~&+l 
(25) 
has the solution w(z) + 0 which vanishes n + k times on the circle [ z j = d. 
Proof. We take the kth derivative of Eq. (1). By the assumption of 
Corollary 2, it is clear that the equation of the order n + k, which we have 
obtained, has a nontrivial solution, which vanishes n + k times in / z I < 1. 
Thus, by Theorem 1, the above equation has a nontrivial solution w(.z), 
which vanishes n + k times on a certain circle I z 1 = d. After k integrations 
of the equation of the order n + k, we obtain Eq. (25). For appropriate 
a,, ,..., a,-, , W(Z) is a solution of Eq. (25). 
By the method of the proof of Theorem 1, we can also prove the following 
generalization: 
THEOREM 1’. Let us assume that 
(i) D is a simply-connected Jinite domain, 
(ii) h is a homeomorphism of the unit disk on D, 
(iii) (K,}, 0 < p < 1 is a family of rect$able closed Jordan curves in D 
such that each I;=, is the image of a circle I z 1 = 1 - p by the homeomorphism A. 
If  Eq. (1) with coefficients ~~-(a), k = I,..., n. regular in D, has a nontrivial 
solution which vanishes n times in D, then there exists a curve KoO and a 
nontrivial solution of Eq. (l), which vanishes n times on K4,. . It is obvious 
that for the domain D and the family {K,} defined in (i), (n), (iii), we can 
obtain corresponding generalizations of Corollary 1 and Corollary 2. 
Next, we prove Theorem 2, of which Theorem 1 is a particular case. 
Theorem 2 is connected with the idea of strong disconjugacy. 
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Now, we define strong disconjugacy of Eq. (1) in the following manner (see 
[3, p. 49.51): Let 1 b e a natural number, 1 < I < n. We take k, ,..., k, natural 
numbers, which satisfy 
k, + k, + -0. + k, = n. (26) 
DEFINITION. Equation (1) is strongly disconjugate in D if for every 
choice of 1, 1 < 1 < n, and k, ,..., k, in (26), the only solution of Eq. (l), 
which satisfies 
Y(‘Td = *** =y(x:r,-l) = 0, 
y(“J(q.J = - * * = y(kJ(xkl+k,~l) = 0, 
(27) 
Y 
k,+?++. .+,t-J (x~l+k,+...+k,&,) = **- = y(h.,+k,+...+k,-,)(.~L1+‘..+R1-l) = 0, 
for every choice of x0 ,... , x,-r in D, is the trivial one y(z) = 0. 
In connection with strong disconjugacy, we formulate the following 
THEOREM 2. If  Eq. (1) has a nontrivial solution y(x), which sutisjes (27) 
f OY xg ,..., x,-1 in ( z 1 < 1, then there is a constant d, 0 < d < 1, and there 
exists a nontrivial solution y*(x) of Eq. (l), which sutisjies (27) for points 
x0*,..., X,*-1 and 1 xi* 1 = d, i = O,..., n - 1. In the particular case of Theorem 
2, when 1 = 1, i.e., k, = n, we obtain Theorem 1. 
Proof. Let 
and denote 
k, = 0 
%o+...+Ps+t = %,t 9 
Y 
(%l+.-+~s’(Z) = &), 
s = 0, l)..., 1 - 1, 0 < t < &+I, go ki = n. 
Using the notation (28), we can write (27) in the form 
(28) 
(2% 
s = 0, l,..., I - 1, 0 < t < k,+l , 
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We design the points in (27) or (29) as follows 
I x,.0 I 2 I x,.1 I 2 ... b I xs,k,+l-l I T  s :=o, 1 )...) 1 - 1. (30) 
Let (yi(z))>n be a fundamental system of solutions for Eq. (1 j. Similarly to the 
I 
IR 
94-l - 1. (31) 
!k D+Z 
k, 
Here the asterisk (*) in the above definition of B(z), denotes the absence of 
the point x, k ’ ,+I--1 which has the minimum absolute value of all the zeros of 
r’(z). 
It follows from (27) (i.e., also from (29)) that 
i(z) = 0, s = 0, I,..., I- 1, O<t<k,+,, z = %,t (32) 
(compare with (1 l), (13)). We further denote 
(33) 
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when the function [q, ,..., c+], is defined in (2). Using (33) similarly to (15), 
we define 
i 
k1 (
k2 I 
=k ?I+1 -1 
j 
4 
Here, the asterisk (*) in the above definition of u(z) denotes the absence of 
the point ~~,~,+~-r . 
As in Remark 2, L(Z) and &z) vanish at the same points: 
z = %,t 
s = 0, l,..., I - 1, 0 < t < k,,, . 
Now, the proof of Theorem 2 is similar to that of Theorem 1. Among all the 
n points (x,.J, s = 0, l,..., Z - 1, t = 0 ,..., k,,, - 1, we shall denote those 
having maximal absolute value p by {x,.,} (so that m belongs to a subset of 
{s};-’ and for fixed m, t goes from zero to a value not larger than km+, - 1.) 
Among all the 71 points {x,,~} in (29) there will be Y points (0 < Y < n) of 
maximal absolute value p. The point of the smallest absolute value will be 
xP,lc,+,-l * Thus we can denote 
As in the proof of Theorem 1, by suitable changes in the n - 1 first rows of 
the solution u(z), defined in (34), we obtain the solution 
U*(z) = zf(.to* ,,.. (*) . ..) x;-‘_,; z) 
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(the asterisk (*) denotes the absence of the point ~$,~~+~-r). The change from 
U(Z) to U*(Z) is obtained by the shrinking process: 
X* - x&l - 0) s.t - for 1 ~~~~~ 1 = p, 
for I %t I < p and (s, t) i (p, K,+1 - 1) (see (35)). 
(36) 
From (34) and (36) it follows that the functions L*(Z), s = 0, l,..., I - 1 are 
continuous functions of 8. Thus, sufficiently small changes of 8 in (36) will 
yield zeros of i*(z) which are close to the given zeros of i(z) (see Proposi- 
tion 1). In the shrinking process (36) for 0 = 0,) at least one point x$,r (for 
which 1 x0.7 / < p) will appear on the circle 1 z 1 = p(1 - 0,) and then there 
are two possibilities. 
Case (a). For 0 = 0,) the solution U*(X) of Eq. (1) is trivial. Then, as 
in the case (a) in the proof of Theorem 1, it is possible to find a nontrivial 
solution J(x), such that its derivative $(a) has an additional zero on the circle 
1 z 1 = p(1 - 6,). Hence y(x) replaces y(z) in (27) or (29), and the shrinking 
process (36) begins with a bigger value I of zeros of maximal absolute value. 
Case (b). If for 0 = t9,, U*(Z) + 0, then U*(Z) replaces y(x) in (27) or 
(29) and again the shrinking process begins with a bigger number r of zeros of 
maximal absolute value. This proves Theorem 2. 
As mentioned earlier, Theorem 1 for Eq. (1) is of similar character to the 
result obtained by Kim [2, p. 131 f or 1 inear differential systems. Kim’s result 
is as follows. Let 
w’(z) = .4(z) w(z), (37) 
where S(Z) = (~~(z),..., w,(z)) is a complex vector, and the elements of the 
matrix A(z) are regular in 1 z / < 1. If there exists a nontrivial solution V(X) 
for the system (37), such that all of its components vanish at certain points in 
1 z 1 < 1, then there exist a constant d, 0 < d < 1 and a nontrivial solution 
W(Z) of the system (37), such that all components of W(Z) vanish on the circle 
Iz( =d. 
Kim’s Theorem was a useful tool in obtaining sufficient conditions for 
disconjugacy of system (37) (see [4, 51). Th ere ore, f it seems possible that by 
using Theorem 1 and Theorem 2, sufficient (or necessary) conditions for 
disconjugacy (strong disconjugacy) of Eq. (1) may be obtained. 
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