This paper proves the confluency and the strong normalizability of the call-by-value λµ-calculus with the domain-free style. The confluency of the system is proved by improving the parallel reduction method of Baba, Hirokawa and Fujita. The strong normalizability is proved by using the modified CPS-translation, which preserves the typability and the reduction relation. This paper defines the class of the reductions whose strictness is preserved by the modified CPS-translation to prove the strong normalizability.
Introduction
The λµ-calculus, which was introduced by Parigot in [14] , is a formal system of calculus which corresponds to the classical logic by the Curry-Howard isomorphism. The λµ-calculus enables us to analyze proofs of the classical logic by studying the terms of the calculus. In particular, the confluency and the strong normalizability of proofs in the classical logic can be proved by investigating the property of λµ-terms. For example, in [15] , the strong normalizability of proofs in the second-order classical natural deduction was proved by showing the strong normalizability of corresponding typed λµ-terms.
The λµ-calculus also clarifies the algorithmic aspect of the classical logic. The algorithmic aspect of classical logic is characterized by the control operation. µ-operations express the mechanism of control operation. By this, the λµ-calculus enables us to assign types to programs including control operators. Furthermore, the λµ-calculus enables us also to construct programs with control operators from proofs of the classical logic.
In this sense, it is important to study the call-by-value variants of λµ-calculus. As the programming languages ML and Lisp were developed from the λ-calculus, it is significant to design the programming languages from the λµ-calculus. The call-by-value systems with control operations have been widely studied: the theory of sequential control [8] , the calculus of exception handling λ → exn in [7] , the call-by-value λµ-calculus [9] , [10] , [13] , and so on. For example, in [13] , Ong and Stewart constructs a deterministic call-by-value programming language µPCF V from the call-by-value λµ-calculus λµ V . They also showed that µPCF V is sufficiently strong to express the various control constructs, such as the ML-style raise, handle-mechanism and the first-class continuations callcc, throw and abort.
In this paper, we prove the confluency and the strong normalizability of the domain-free callby-value λµ-calculus for polymorphic types, which was introduced by Fujita in [9] . The results of this paper are applied to the Church-style calculus in a straightforward way, since the domain-free style may be considered as shorthand for the second-order Church-style.
On the simple λµ-calculus, which is the system considered in [14] , the proof of confluency was presented by Parigot in [14] . However, later in [1] , Baba, Hirokawa and Fujita found an error in this proof. They showed that if the system includes the renaming rule, the straightforward Firstly we define the types, the terms and the substitutions for λ V µ. The types of λ V µ are defined from type variables and a type constant ⊥. We abbreviate σ →⊥ as ¬σ. For the definition of λµ-terms, we prepare two sorts of variables: ordinary variables, which are called λ-variables, and names, which are called µ-variables.
Definition 2.1. (Types and terms)
Variables, types, terms and values of λ V µ are defined in a syntactic way as follows. 
Definition 2.3. (Substitutions)
The substitutions of λ V µ are defined as follows. The substitution lemmas hold in the following form.
Lemma 2.4. (Substitution lemmas) (1) M [x := P ][y := Q] ≡ M [y := Q][x := P [y := Q]], if x ≡ y and x / ∈ F V (Q). (2) M [α ⇐ A][β ⇐ B] ≡ M [β ⇐ B][α ⇐ A[β ⇐ B]], if α ≡ β and α / ∈ F V (B). (3) M [x := P ][α ⇐ A] ≡ M [α ⇐ A][x := P [α ⇐ A]], if x / ∈ F V (A). (4) M [α ⇐ A][x :=
Proof. These are proved by the induction on M in a straightforward way. P
We define the type assignment system for λ V µ. This system corresponds to the second-order classical natural deduction by the Curry-Howard isomorphism. As there are two sorts of variables, we prepare two sorts of contexts, one for λ-variables and one for µ-variables. Definition 2.5.
(1) The λ-context is a finite set Γ of pairs (x : σ) of a λ-variable x and a type σ such that for any x, y, σ and τ , if both (x : σ) and (y : τ ) are elements of Γ then either x ≡ y or σ ≡ τ . We use the symbols Γ, Γ . . . for λ-contexts. When (x : σ) ∈ Γ, we define Γ(x) ≡ σ. F V (Γ) is defined as follows.
(
The µ-context is a finite set ∆ of indexed types σ α for a µ-variable α and a type σ such that for any α, β, σ and τ , if both σ α and τ β are elements of ∆ then either α ≡ β or σ ≡ τ . We use the symbols ∆, ∆ . . . for µ-contexts. F V (∆) and ∆(α) are defined similarly to (1).
Definition 2.6. (Typing rules)
The axioms and rules of the type assignment of λ V µ are the following.
M is called a typable term if there exist contexts Γ, ∆ and a type σ such that Γ; ∆ M : σ is provable by the axioms and the rules above.
If we consider types as logical formulas and read each judgement
. . , ¬τ m σ, the typing system defined above corresponds to the natural deduction system of second-order classical logic.
We define the reduction relations of λ V µ.
Definition 2.7. (Reductions)
(1) The axiom schemes of £ λ , £ µ and £ s are the following respectively. 
A and the µ-reduction is defined by the one rule,
It should be noted that the class of values is closed under substitutions induced by reductions
Furthermore if V is a value and V £ M holds, then M is also a value.
Then we verify the following basic property about the extended arguments.
Lemma 2.9.
Every λµ-term has just one of the following forms: Proof. This is proved by induction on the term M . When M is an application, M has the form of either (µα.N ) A or (V B) A, where V is a value, A is a sequence of terms or types and B is a term or type. If M ≡ (µα.N ) A, then M has the form of (1) . If M ≡ (V B) A and B is a type, then M has the form of (4) . If M ≡ (V B) A and B is a term, then, by the induction hypothesis, B has one of the four forms. When B is a value, M has the form of (3). When B ≡ (µα.N ) C, M ≡ (µα.N ) CV A has the form of (2) . Other cases are similarly proved. P
Confluency of λ V µ
In this section, we prove the confluency of λ V µ by using the parallel reduction. In the definition of the parallel reduction, we extend the method of [1] .
The main result of this section is the following theorem. 
Definition 3.2. (Parallel reduction)
The parallel reduction is defined by the following rules.
Note that, it is easy to see that M M holds for any term M and
In [1] , Baba, Hirokawa and Fujita proved the confluency of the call-by-value λµ-calculus which does not include polymorphic types and the rules (η v ) and (µη). The parallel reduction they used is defined by (P1), (P2), (P4), (P5), (P7), (P8), (P13) and
It is the point of their parallel reduction that consecutive structural reductions and one-step renaming are considered as one-step parallel reduction by (P13).
If the system includes (µη) as the reduction rule, we must define the parallel reduction by (P12), not (P12'). If we define the parallel reduction by (P12'), the diamond property, which is the main lemma to prove confluency, does not hold. The diamond property claims that if
(by (P11)). But these are not always confluent by one-step parallel reduction if we define it by (P12').
Notation 3.3.
(1) Let A be a sequence A 1 A 2 . . . A n and M be a term ≡ (µα.N ) A. For example, the parallel reduction can apply to any initial sequence of A in the term M , that is, if N N and A A , then all of the following hold. 
Firstly, we show the next lemma to prove the diamond property.
By (3) of this lemma, it immediately follows that if
Proof. These are proved by induction on M M . Cases are classified by the last rule of the
This case is simpler than case (P13).1. Other cases are proved from IH and the substitution lemmas in a straightforward way. P Then we prove the diamond property. Note that, by the addition of the rule (µη), much more complicated cases than the proof for the system without the rule (µη) in [1] arise in the following proof. One of such cases is, for example, the case 2.1.
Lemma 3.5.
If 
This case is proved by IH and the lemma 3.4 (3).
By specifying the consecutive applications of (P11), the form of
1 for any i, and P P 1 does not have the form of (µβ.
M 2 is obtained from (P7), the claim is proved easily. So, in the following, we consider the case that it is obtained from (P13). If we specify the consecutive applications of (P13), the form of
1 , where
and we may suppose that
, and similarly to the case 2.4.2.2, we have further
Other cases are proved similarly to the above cases. P The properties we need to prove the confluency are the following two lemmas.
Lemma 3.6.
If
The lemma 3.6 can be directly concluded from the lemma 3.5, and the lemma 3.7 can be verified in a straightforward way.
The confluency of the call-by-value λµ-calculus is proved from the lemmas 3.7 and 3.6 as follows.
Proof of the theorem 3. 
Modified CPS-translation
In this section, to prove the strong normalizability of λ V µ, we give the definition of the modified CPS-translation and prove that it preserves the typability of terms.
The modified CPS-translation, which was presented in [6] , [7] , [10] , [15] and so on, is an interpretation from the λµ-calculus to the λ-calculus. From a logical point of view, it can be considered that the translation from the classical logic to the intuitionistic logic. Note that this translation preserves the typability and the reduction relation.
Firstly, we define the domain-free system of the polymorphic typed λ-calculus. This system is a domain-free variant of the Girard's system F .
Definition 4.1. (Domain-free polymorphic typed λ-calculus)
The domain-free polymorphic typed λ-calculus is defined as follows. In this system, both λ-variables x, y, . . . and µ-variables α, β, . . . are treated as the same sort of variables. The types of the domain-free polymorphic typed λ-calculus are the same as those of λ V µ.
The reduction relation £ βη is defined from the following rules.
, where K is not necessarily a value. We call the reduction relation £ βη the one-step βη-reduction.
(3) The typing axioms and rules of the domain-free polymorphic typed λ-calculus are the following.
In the rule (∀I), F V (Γ) does not contain t.
Theorem 4.2. (Strong normalizability of polymorphic typed λ-calculus) Every typable term of the domain-free polymorphic typed λ-calculus is strongly normalizable.
The strong normalizability of F was proved by Girard, and his proof in English is found, for example, in [12] . For variants of F , the proofs of the strong normalizability were given. The strong normalizability of the domain-free polymorphic typed λ-calculus is easily proved from that of the Curry-style polymorphic typed λ-calculus by considering the map translating both Λt.M and M σ to M . The proof of the strong normalizability of the Curry-style polymorphic typed λ-calculus is found, for example, in [3] .
Definition 4.3. (Modified CPS-translation)
The modified CPS-translation, which is a map from a term of λ V µ to a term of the domain-free polymorphic λ-calculus, is defined as follows. We define the modified CPS-translation M for a λµ-term M , the map M : K for a λµ-term M and a λ-term K, the map Φ(V ) for a value V and the map σ q for a type σ simultaneously.
(M is not a value and U is a value),
(V is a value and N is not a value),
, where m, n are fresh λ-variables and I is the λ-term λx.x.
Notation 4.4.
(1) For contexts, we define the translation Γ q and ¬∆ q as follows.
For any term M which is not a value, and any extended argument A, the term M A : K has the form of M : L. So we write φ(A, K) for this L. The map φ is syntactically defined as follows.
Then the map M : K is defined as follows:
We prepare the following lemma to prove the properties in this and the following sections.
Lemma 4.5.
Proof. (1), (2), (3), (4) and (5) are proved by induction in a straightforward way and (6) is proved from (4) . (7) In the following, we show that the modified CPS-translation preserves the typability of terms.
Lemma 4.6.
In the domain-free polymorphic λ-calculus, if we have
Proof. This lemma is proved by induction on the proof of Γ ∪ {x : τ} K : σ. P
Theorem 4.7.
For any term M , type σ, and contexts Γ, ∆, if Γ; ∆ M : σ holds in λ V µ, then the following hold in the λ-calculus.
is a value).
Proof. This theorem is proved by simultaneous induction on the proof of Γ; ∆ λV µ M : σ. When M is a value, we prove only (3), since (1) and (2) 
On the other hand, from IH (2), we have Other cases are similarly proved. P
Soundness of the modified CPS-translation
In this section, we define the class of the reductions of λ V µ whose strictness is preserved by the modified CPS-translation. It was proved in [10] that the modified CPS-translation preserves the reduction relation £ * . By this, we can reduce the proof of the strong normalizability of λ V µ to the strong normalizability of the λ-calculus. However, even if we use this idea, the proof of the strong normalizability of λ V µ is not simple, since the modified CPS-translation does not necessarily preserve the strictness of the reduction, that is, there are λµ-terms M and N such that M £ + N and M ≡ N hold. This fact is one of the obstacles to the proof of the strong normalizability of λ V µ, since that suggests the possibility of existence of an infinite reduction sequence of λµ-terms
. . is not infinite in λ-calculus. So, in this section, we clarify the class of the reductions whose strictness are preserved by the modified CPS-translation, and by using this result, we prove the strong normalizability in the following sections.
The reason why the modified CPS-translation does not necessarily preserve the strictness is that it eliminates the information of "redundant" parts of λµ-terms. For example, if we take P ≡ µα.x, then for any term N , P N ≡ λk. (Ix)[α := φ(N, k) ] ≡ λk.Ix does not contain any information of N . So if we have N £ N , then P N £ P N holds, but P N and P N are the same term λk.Ix. We introduce the following new notions to clarify such a situation. An eliminator is the term M such that M : K does not have the information of K. An inessential subterm occurrence is the subterm occurrence N of a term M whose information does not remain after translating M to M . In the above example, P is an eliminator, and N is an inessential subterm occurrence in P N. These notions are formally defined as follows.
Definition 5.1. (Eliminators and inessential subterm occurrences)
We simultaneously define eliminators, the relation ⊂ i between a term and its subterm occurrence, and the relation ∈ i between a µ-variable occurrence and a term as follows. We call N an inessential subterm occurrence of M if N ⊂ i M , and we call α an inessential variable occurrence (2) Inessential subterm occurrences
(ix) When M 1 is not an eliminator and either M 1 is not a value or M 2 is not an eliminator, We classify the reductions of λ V µ as follows. Note that if the redex (µα.P )A of a reduction does not have any α-named subterm in P , the reduction is µ − -reduction. The main result of this section is the following theorem.
Theorem 5.3.
The soundness of the modified CPS-translation follows immediately from the theorem 5.3.
Theorem 5.4. (Soundness of the modified CPS-translation)
The soundness of the modified CPS-translation has been already proved by Fujita in [10] . However, the class of reductions of λµ-calculus whose strictness is preserved by the modified CPStranslation was not precisely defined. So, in the following, we prove the theorem 5.3.
Firstly, we show the next lemma.
Lemma 5.5.
(1) F V (M : K) = F V (M : I) (if M is an eliminator), F V (M : I) ∪ F V (K) (otherwise). (2) Suppose α / ∈ F V (K). If there is an essential occurrence of α in
Proof. These are proved by induction on M simultaneously. If µα.M 1 is not an eliminator, then there is an essential occurrence of α in M 1 , therefore,
Other cases are proved in a straightforward way.
) in the following. In this case, either M 1 is not an eliminator or an α occurs essentially in 
Other cases are similarly proved. P By this lemma, we characterize the notion of the eliminators as follows.
Lemma 5.6.
Proof. Let x be a fresh variable. From the lemma 4. (2) is proved. P Furthermore we show the next lemma.
Lemma 5.7.

For any M in which there is no α-named value as its essential subterm occurrence and any extended argument A, M is an eliminator iff M [α ⇐ A] is an eliminator.
Proof. For any M in which there is no α-named value as its essential subterm occurrence, we prove the following two claims by induction on M simultaneously.
(1) For any subterm occurrence ( ( ( Proof. We show only (4), since (1), (2) and (3) are more simply proved in a similar way. In the proof of (4), we must be careful about whether ¤ α,M is £ (Case 2) M ≡ λx.M 1 . Note that λx.M 1 has no α-named value as its essential subterm iff M 1 has no α-named value as its essential subterm, therefore,
otherwise. This case is proved as follows.
In the third line, from the lemma 4.5 (7), we have that £ * βη is £ βη if M 1 is a value, and that it is ≡ otherwise.
(Case 4) M ≡ Λt.M 1 . This case is similarly proved.
(ii) (Case 1) M is a value. This case is proved as follows.
. This case is proved as follows.
(Case 3.1) M 1 is not a value and M 2 is a value. In this case, we have the following.
LHS Other cases are similarly proved. P
The theorem 5.3 is proved from the proposition 5.8 as follows.
Proof of the theorem 5.3 We prove the proposition by showing the following by induction on
, and it is ≡ otherwise. At first, note that, (iii) is easily proved from (ii) by taking variable k as K in (ii), and if M is a value then (ii) is easily proved from (i). So we prove only (i) if M is a value, and otherwise we prove only (ii).
(Case 1) M is a redex. It should be noted that, in this case, the redex is always essential in M . 
, where the symbol ¤ α,M1 is that of the proposition 5.8. This case is proved as follows.
(µα.M 1 )A :
(Case 2.2) M 1 is a value and M 2 is not a value. In this case, we have
Other cases are similarly proved from IH (ii) or (iii). P
Strong normalizability of £ µ −
In this section, we prove the strong normalizability of £ µ − for untyped terms.
Proposition 6.1. (Strong normalizability of £ µ − )
There is no infinite sequence of terms
The strong normalizability of µ-reduction is very complicated to prove. For example, let .N ) . . . by µ + -reduction. Then the subterm µβ.N is an "argument" of the µ-redex in M 1 , and it is also a "function" of the µ-redex in M 2 , so it can be considered that µ + -reduction produces a new "function". That makes the proof of the strong normalizability of £ µ difficult. On the other hand, the µ − -reduction does not increase such new "functions", so the strong normalizability of µ − -reduction can be proved more easily than that of µ-reduction.
In fact, by the result of the previous section, the strong normalizability of £ µ − is sufficient to prove the strong normalizability of £. That is proved in the next section.
Definition 6.2.
Firstly, we define the maps π and | · | simultaneously, then we define the map #.
(1) For a term M and an occurrence of subterm N in M , the natural number π(N, M ) is defined as follows.
(2) For a term M , the natural number |M | is defined as follows. Firstly we show some properties of the functions defined above. Then we show that M £ µ − N implies #M ≥ #N .
Lemma 6.3.
Suppose that A is an arbitrary extended argument.
(1) If M is not a value and N ⊂ M , then we have 
Hence we have LHS=RHS.
(ii) We show only the non-trivial case, where M ≡ [α]M and N ⊂ M . Note that M is not a value from the assumption. This case is proved as follows. 
If M is a * -marked term which has only one * , and P is the subterm occurrence in M which is marked with * , then π(
These are proved by induction on M £ µ − N simultaneously.
(1) We may suppose that M contains no * since we define |M | = |E(M )| for * -marked terms. We consider only non-trivial cases, where M has the form of (µα.
Note that, since we consider the µ − -reduction, any P i is not a value and any P i has no α-named value as its subterm. For each 1 ≤ i ≤ n, we have that
A| from the lemma 6.3 (1) (i) and (2) (i), and that π ([α] 
Note that, if there is no such P i,j , then we consider m i = 0 and RHS of this inequality is 0. Hence, we have 
, but we can show LHS= π(P, M 1 ) =RHS from the lemma 6.3 (1) (ii) and (2) (ii).
(Case 4) 
Then any subterm marked with * in N has the same form with P * and occurs in A i for some i, so we suppose that P * i denotes the subterm occurrence marked with * in A i for each i. Then what we have to
, but we can show LHS=RHS as follows. By the definition, we have
On the other hand, for each i, since P *
Hence, LHS=RHS is proved. P From the previous lemma, we can show the following property. This inequality also holds for i such that m i = 0, since RHS= 0. Hence we have #M ≥ #N . P Furthermore, we need to define another map · from a type or a term to a finite sequence of natural number. Finite sequences are defined as maps a from natural numbers to natural numbers such that there exists a number n and a(i) = 0 holds for any i ≥ n. Definition 6.7.
(1) a, b, c, . . . denote infinite sequences of natural numbers. a(i) denotes the i-th element of a for any natural number i ≥ 0. 0 denotes the sequence such that 0(i) = 0 for any i. If there is n such that a(i) = 0 holds for any i ≥ n, a is called a finite sequence. For any finite sequence a, we define the length l(a) of a as the maximum natural number n such that a(n − 1) = 0. We define l(0) = 0.
(2) For a natural number n and a sequence a, n :: a denotes the sequence such that (n :: a)(0) = n and (n :: a)(i + 1) = a(i) holds for any i. Note that, if we consider all of finite sequences, is not well-founded, but if the length of finite sequence is bounded by a natural number, is well-founded. 
Strong normalizability of λ V µ
In this section, we prove the strong normalizability of λ V µ.
We prove the following claims to prove the strong normalizability: (1) £ sη is strongly normalizable for untyped terms, (2) £ sη can be postponed if the term is typable, and (3) £ λµ is strongly normalizable for typable terms, and If (1) and (2) hold and we assume that there is an infinite reduction sequence of a typable term in λ V µ, we can find an infinite sequence of £ λµ by postponing £ sη , and that contradicts (3).
Firstly, we prove (1) and (2), then we prove (3) by the results of the previous sections. 
