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Abstract 
In recent years, obtaining depth and color information from a scenery is getting increasingly 
more desirable. For example, 3D perception gains more and more importance in robotics 
since most robots in the future will be able to ”see” the world in 3D. Capturing both sets of 
data simultaneously, to generate a 3D image, requires a depth sensor and a color camera. 
The objective of this project is to introduce a technique to capture 3D images and process 
them using an embedded system. We use Microsoft Kinect as the image sensor and 
BeagleBoard, an single-board computer based on a TI OMAP3530 processor, as the 
embedded processing platform. 
More specifically, we have interfaced the Kinect device with the BeagleBoard and developed 
the software to combine the color image from the image sensor with the 3D data from the 
depth sensor (a 3D point cloud) and create a textured 3D model. In this process, we have 
identified the limitations and weaknesses of the 3D sensing technology of Kinect. We have 
also developed a demo application on the BeagleBoard, that rotates the 3D model. 
Manipulation of 3D objects reconstructed from point clouds is typically a high computational 
overhead process, due to the large data sets and tedious computations. Given the resource 
limitations of an embedded platform, such as BeagleBoard, initial experiments showed that 
the reconstruction of a single frame required 0.74 seconds. This necessitated the use of 
acceleration features of the processor, such as the NEON vector processing unit. Compiler-
driven autovectorization resulted to a speed improvement of 25%, whereas the manual 
optimization using NEON intrinsics resulted to a 2.4x speedup. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 17:59:06 EET - 137.108.70.7
viii 
 
 Περίληψη 
Τα τελευταία χρόνια η διατήρηση πληροφοριών βάθους και χρώματος από μία σκηνή είναι 
όλο και περισσότερο επιθυμητή. Για παράδειγμα, η καταγραφή μίας 3D εικόνας γίνεται όλο 
και πιο σημαντική στη ρομποτική καθώς αναμένεται σε μερικά χρόνια τα περισσότερα 
robots να αντιλαμβάνονται τρισδιάστατα τον χώρο. Η καταγραφή λοιπόν και των δύο 
πληροφοριών ταυτόχρονα για τη δημιουργία μίας 3D εικόνας, απαιτεί μία κάμερα 
χρώματος και μία κάμερα βάθους. 
Ο στόχος αυτής της εργασίας είναι να εισάγει μία τεχνική που θα καταγράφει 3D εικόνες 
και θα τις επεξεργάζεται χρησιμοποιώντας ένα ενσωματωμένο σύστημα. Χρησιμοποιήσαμε 
τον αισθητήρα Kinect της Microsoft για την καταγραφή της εικόνας και το BeagleBoard , μία 
πλακέτα που βασίζεται στον επεξεργαστή OMAP3530 της Texas Instruments ως το 
ενσωματωμένο σύστημα για την επεξεργασία. 
Πιο συγκεκριμένα, συνδέσαμε το Kinect με το BeagleBoard και αναπτύξαμε το λογισμικό 
ώστε να συνδιαστεί η εικόνα χρώματος από την κάμερα με τις 3D πληροφορίες από τον 
αισθητήρα βάθους (ένα 3D point cloud) και να δημιουργηθεί ένα 3D μοντέλο με χρώμα. Στη 
διαδικασία αυτή είδαμε τα όρια και τις αδυναμίες της τεχνολογίας του Kinect στην 
καταγραφή 3D πληροφοριών. Επιπλέον, δημιουργήσαμε μία ενδεικτική εφαρμογή στο 
BeagleBoard η οποία περιστρέφει το 3D μοντέλο. 
Οι επεξεργασία των 3D αντικειμένων που κατασκευάζονται από τα point clouds είναι 
συνήθως μία αργή διαδικασία λόγω των πολλών υπολογισμών που απαιτεί εξαιτίας του 
μεγάλου όγκου δεδομένων. Δεδομένων των περιορισμών των πόρων ενός ενσωματωμένου 
συστήματος, όπως το BeagleBoard, τα αρχικά πειράματα έδειξαν ότι η κατασκευή ενός 
frame απαιτεί 0.74 δευτερόλεπτα. Αυτό δείχνει ότι είναι απαραίτητη η χρήση των 
χαρακτηριστικών προσπέλασης που προσφέρει ο επεξεργαστής, όπως η μονάδα 
επεξαργασίας ΝΕΟΝ. Η τεχνική του auto-vectorization που εκτελείται από τον compiler 
οδήγησε σε 25% επιτάχυνση, ενώ η βελτιστοποίηση μέσω των NEON intrinsics που 
εκτελείται από τον προγραμματιστή οδήγησε σε επιτάχυνση 2.4x. 
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Κεφάλαιο 1  
1. Εισαγωγή 
 
Η διατήρηση πληροφοριών βάθους και χρώματος από μία σκηνή είναι όλο και περισσότερο 
επιθυμητή τα τελευταία χρόνια.  Από το συνδιασμό αυτών των δύο πληροφοριών μπορεί 
να δημιουρηθεί μία 3D εικόνα. Στόχος της παρούσας μεταπτυχιακής εργασίας είναι ο 
συνδιασμός των δύο αυτών πληροφοριών για τη δημιουργία μίας 3D εικόνας υπό τη μορφή 
ενός πλέγματος σημείων, ή αλλιώς, όπως είναι ευρέως γνωστό, ενός point cloud. Point 
Cloud είναι ένα σύννεφο (δηλαδή μία συλλογή) από nD σημεία, όπου στην περίπτωση της 
τρισδιάστατης εικόνας το n είναι τρία. Η διαδικασία της καταγραφής πληροφοριών βάθους 
και χρώματος και ο συνδιασμός τους σε ένα point cloud ονομάζεται 3D ψηφιοποίηση. 
Τέτοιου είδου 3D εικόνες μπορούν να συνεισφέρουν ιδιαίτερα σε τομείς όπως αυτός της 
ρομποτικής, ο οποίος αναπτύσσεται ραγδέα τα τελευταία χρόνια, καθώς αναμένεται σε 
μερικά χρόνια τα περισσότερα robots να αντιλαμβάνονται τρισδιάστατα τον χώρο.  
Έτσι λοιπόν, η 3D εικόνα θέλαμε να επεξεργαστεί το point cloud από ένα σύστημα το οποίο 
να θυμίζει σε συμπεριφορά, σε περιορισμούς πόρων και σε επεξεργαστική ισχύ ένα robot. 
Το σύστημα λοιπόν που επιλέχθηκε για την επεξεργασία του point cloud είναι το 
BeagleBoard, το οποίο είναι ένα ενσωματωμένο σύστημα  που αποτελείται από μία μόνο 
πλακέτα και θα μπορούσαμε να το συγκρίνουμε με ένα χαμηλού κόστους υπολογιστή.  
Η καταγραφή λοιπόν και των δύο πληροφοριών (βάθους και χρώματος) ταυτόχρονα, 
απαιτεί μία κάμερα χρώματος και μία κάμερα βάθους. Το Kinect είναι μία συσκευή που 
παρέχει και τα δύο. Μία κάμερα για εικόνα RGB αλλά και έναν αισθητήρα βάθους. Η 
δημιουργία επομένως του point cloud με τη χρήση της συσκευής αυτής γίνεται ευκολότερη.  
Η συσκευή αυτή φαίνεται να κερδίζει όλο και περισσότερο έδαφος τον τελευταίο καιρό, 
τόσο σε επιστημονικά πειράματα, όσο και στην αγορά τωνπαιχνιδιών, οπότε η χρήση του 
ήταν ιδιαίτερα επιθυμητή. 
Οι δύο αυτές συσκευές, δηλαδή το Kinect σε συνδιασμό με το BeagleBoard 
χρησιμοποιήθηκαν για τη δημιουργία και την επεξεργασία ενός point cloud, δηλαδή για την 
αναπαράσταση του τρισδιάστατου χώρου ο οποίος φαίνεται από το σημείο λήψης της 
κάμερας, ως ένα τρισδιάστατο σύνολο σημείων. Μία ενδεικτική εφαρμογή που 
υλοποιήθηκε είναι η περιστροφή του ανικειμένου, ή του χώρου, που ψηφιοποιήθηκε. Κατά 
η διάρκεια υλοποίησης της εργασίας αυτή ήρθαμε αντιμέτωποι με τα όρια και τις 
αδυναμίες της τεχνολογίας του Kinect στην καταγραφή 3D πληροφοριών. 
Επιπλέον, επειδή συνήθως τα point clouds είναι μεγάλα, οι λειτουργίες πάνω σε αυτά και η 
επεξεργασία τους τις περισσότερες φορές είναι μία ιδιαίτερα αργή διαδικασία, καθώς όσο 
περισσότερα είναι τα δεδομένα, τόσο περισσότεροι είναι και οι υπολογισμοί. Αυτό το 
φαινομενο φυσικά, στη περίπτωση που χρησιμοποιείται για την επεξεργασία ένα 
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ενσωματωμένο σύστημα αντί για έναν συμβατικό υπολογιστή, είναι ακόμη πιο έντονο. 
Απαιτείται επομένως ένας μηχανισμός που να χειρίζεται αποτελεσματικά τα point clouds. 
Για το λόγο αυτό εξετάστηκαν και οι περιπτώσεις χρήσης δύο τεχνικών που υποστηρίζονται 
από το BeagleBoard για να επιτευχθεί επιτάχυνση στο χρόνο που απαιτείται για τη 
δημιουργία του point cloud. Οι δυνατότητες αυτές στηρίζονται στην αρχιτεκτονική NEON, 
που είναι μία υβριδική SIMD 64/128-bit αρχιτεκτονική που αναπτύχθηκε από την ARM. 
Έτσι λοιπόν χρησιμοποιήθηκε ο Vectorizing Compiler της ΝΕΟΝ.  Συγκεκριμένα, αρχικά έγινε 
χρήση του automatic vectorization, το οποίο αφορά την υψηλού επιπέδου ανάλυση των 
loop του κώδικα. Είναι ο πιο απλός τρόπος να εφαρμοστεί στην πλοιοψηφία του κώδικα η 
λειτουργικότητα της μονάδας ΝΕΟΝ 
Έπειτα, έγινε χρήση των NEON intrinsic. Οι NEON intrinsic εντολές είναι εύκολες στη χρήση 
επειδή μοιάζουν με τις συναρτήσεις της C αλλά ο compiler τις αντιλαμβάνεται ως assembler 
statements. Μία κλήση μίας intrinsic συνάρτησης εμφανίζεται ως μία συνηθισμένη κλήση 
συνάρτησης στη C, αλλά αντικαθίσταται κατά τη μεταγλώττιση από μία σειρά από εντολές 
χαμηλού επιπέδου. 
Στη συνέχεια, στο 2ο κεφάλαιο αναλύεται το OpenNI, που καθορίζει τη διεπαφή που 
επιτρέπει την επικοινωνία με αισθητήρες όρασης και ήχου. Στο 3ο κεφάλαιο παρουσιάζεται 
η δομή του BeagleBoard και τα στοιχεία από τα οποία αποτελείται. Στο 4ο κεφάλαιο 
παρουσιάζεται η OpenGL ES και τα βασικά στοιχεία για τη χρήση της. Έπειτα, στο 5ο 
κεφάλαιο αναλύεται η πρώτη υλοποίηση της εφαρμογής στην οποία δεν έχουν 
χρησιμοποιηθεί οι δυνατότητες βελτιστοποίησης που προσφέρει το BeagleBoard, ενώ 
τέλος, στο 6ο κεφάλαιο παρουσιάζονται οι δύο τρόποι βελτιστοποίησης που 
χρησιμοποιήθηκαν για να επιτευχθεί επιτάχυνση στο χρόνο εκτέλεσης καθώς και το 
αποτέλεσμα που επιτεύχθει. Συγκεκριμένα, παρουσιάζεται η τεχνική του auto-vectorization 
και των NEON intrinsics.  
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Κεφάλαιο 2  
2. OpenNI 
 
2.1 Φυσική Αλληλεπίδραση 
 
Ο όρος φυσική αλληλεπίδραση (NI – natural interaction) αναφέρεται σε μια έννοια, όπου η 
αλληλεπίδραση  του ανθρώπου με τη συσκευή βασίζεται στις ανθρώπινες αισθήσεις, 
κυρίως στην ακοή και την όραση.  Στα παραδείγματα καθημερινής χρήσης NI 
περιλαμβάνονται: 
 Η αναγνώριση ομιλίας, όπου οι συσκευές λαμβάνουν οδηγίες μέσω φωνητικών εντολών. 
 Χειρονομίες, όπου προκαθορισμένες χειρονομίες αναγνωρίζονται και ερμηνεύονται για 
την ενεργοποίηση και τον έλεγχο συσκευών. Για παράδειγμα, ελεγκτές 
χειρονομιών επιτρέπουν στους χρήστες να διαχειρίζονται ηλεκτρονικές συσκευές που 
μπορεί να υπάρχουν στο καθιστικό τους. 
 Παρακολούθηση της κίνησης του σώματος, όπου η πλήρης κίνηση του σώματος 
καταγράφεται, αναλύεται και χρησιμοποιείται κυρίως από παιχνίδια. [8] 
 
2.2 Τί είναι το OpenNI 
Το OpenNI (open natural interaction) είναι μία cross-platform που εφαρμόζεται σε 
διάφορες γλώσσες και καθορίζει τη διεπαφή για τη συγγραφή εφαρμογών που 
χρησιμοποιούν φυσική αλληλεπίδραση.  Ο κύριος σκοπός του OpenNI είναι να αποτελέσει 
μία πρότυπη διεπαφή που επιτρέπει την επικοινωνία με: 
- Αισθητήρες όρασης και ήχου (συσκευές που «ακούν» και «βλέπουν» φιγούρες και το 
περιβάλλον γύρω από αυτές) 
- ενδιάμεσο λογισμικό (middleware) ήχου και όρασης (τα κομμάτια του λογισμικού που 
αναλύουν τα ηχητικά δεδομένα που καταγράφονται σε μία «σκηνή» και τα κατανοούν για 
την περαιτέρω χρήση τους). Για παράδειγμα, το λογισμικό που λαμβάνει οπτικά δεδομένα, 
όπως μια εικόνα, και επιστρέφει τη θέση της παλάμης του ενός χεριού που ανιχνεύεται 
μέσα στην εικόνα. 
Το OpenNI παρέχει ένα σύνολο από API που πρέπει να εφαρμοστούν από τις 
συσκευές αισθητήρων, καθώς και ένα σύνολο από API που πρέπει να εφαρμοστούν από το 
το ενδιάμεσο λογισμικό. Με το σπάσιμο της εξάρτησης μεταξύ του αισθητήρα και του 
middleware, το OpenNI δίνει τη δυνατότητα σε εφαρμογές να γραφτούν και να 
μεταφερθούν χωρίς καμία επιπλέον προσπάθεια και  να λειτουργήσουν πάνω από 
διαφορετικά middleware. 
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 17:59:06 EET - 137.108.70.7
4 
 
Το  OpenNI δίνει τη δυνατότητα στους προγραμματιστές να γράψουν αλγορίθμους πάνω 
από ακατέργαστα δεδομένα (raw data), ανεξάρτητα από το ποιος αισθητήρας τα παράγει. 
Επιπλέον, επιτρέπει στους προγραμματιστές αλληλεπιδραστικών εφαρμογών την 
καταγραφή 3D σκηνών αξιοποιώνας τα  δεδομένα που υπολογίζονται από την είσοδο ενός 
αισθητήρα (για παράδειγμα, η αναπαράσταση ενός πλήρους σώματος, η αναπαράσταση 
της θέσης ενός χεριού, ένα array από pixel σε μία εικόνα βάθους κ.λπ.). Οι εφαρμογές 
μπορούν να γραφτούν, ανεξάρτητα από τον αισθητήρα που χρησιμοποιείται ή τον πάροχο 
του middleware. 
Η Εικόνα 2.1 απεικονίζει μία προβολή τριών επιπέδων της έννοιας του OpenNI με 
κάθε στρώμα να αναπαριστά ένα αναπόσπαστο στοιχείο: 
 Top: Αντιπροσωπεύει το λογισμικό που υλοποιούν εφαρμογές με φυσική 
αλληλεπίδραση που χρησιμοποιούν το OpenNI. 
 Middle: Αντιπροσωπεύει το OpenNI, παρέχοντας διεπαφές επικοινωνίας που 
αλληλεπιδρούν τόσο με τους αισθητήρες όσο και το middleware, το οποίο αναλύει τα 
δεδομένα από τον αισθητήρα. 
 Bottom: Εμφανίζει τις συσκευές που συλλαμβάνουν τα οπτικά και ηχητικά στοιχεία της 
«σκηνής». [8] 
 
 
 
Εικόνα 2.1: Τα τρία επίπεδα του OpenNI [8] 
 
 
 
Το OpenNI είναι ένα αφηρημένο επίπεδο που παρέχει τη διασύνδεση για τις φυσικές 
συσκευές και το middleware.  
Οι μονάδες που υποστηρίζονται προς το παρόν απο το OpenNI είναι: 
- 3D αισθητήρας 
- RGB κάμερα 
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- υπέρυθρη κάμερα (IR) 
- συσκευή ήχου (ένα μικρόφωνο ή μια σειρά από μικρόφωνα) 
 
 
2.3 Μέρη από τα οποία αποτελείται το middleware 
-Πλήρης ανάλυση σώματος (Full body analysis middleware ): ένα κομμάτι λογισμικού που 
επεξεργάζεται τα δεδομένα από τον αισθητήρα και δημιουργεί σχετικές πληροφορίες για το 
σώμα (συνήθως δομή δεδομένων που περιγράφει τις αρθρώσεις, τον προσανατολισμό, το 
κέντρο της μάζας, και ούτω καθεξής). 
-Ανάλυση  σημείου  χεριού (Hand point analysis ):  ένα κομμάτι λογισμικού που 
επεξεργάζεται τα αισθητηριακά δεδομένα και δημιουργεί τη θέση ενός σημείου το χέρι 
- Ανίχνευση χειρονομιών (Gesture detection ):  ένα κομμάτι λογισμικού που εντοπίζει 
προκαθορισμένες χειρονομίες και ενημερώνει κατάλληλα την εφαρμογή. 
- Αναλυτής σκηνής: ένα κομμάτι λογισμικού που αναλύει την εικόνα της σκηνής για 
να παράγει τέτοιες πληροφορίες ώστε: 
- Ο διαχωρισμός μεταξύ των στοιχείων της σκηνής (δηλαδή των φιγούρων που μπορεί να 
υπάρχουν) και του παρασκηνίου 
- Η συντεταγμένες του δαπέδου 
- Η ταυτοποίηση των στοιχείων της σκηνής. 
Η Εικόνα 2.2 δείχνει ένα σενάριο στο οποίο έχουν εγγραφεί 5 μονάδες για να συνεργαστούν 
με μια εγκατάσταση του OpenNI. Δύο από τις μονάδες είναι 3D αισθητήρες που συνδέονται 
με τον κεντρικό υπολογιστή. Οι άλλες τρεις μονάδες είναι συστατικά ενδιάμεσου 
λογισμικού, συμπεριλαμβανομένων δύο που παράγουν δεδομένα για το πλήρες σώμα ενός 
ανθρώπου, και ένα χέρι που χειρίζεται καταγραφή κινήσεων του χεριού. [8] 
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Εικόνα 2.2: Σενάριο εκτέλεσης του OpenNI [8] 
 
 
2.4 Κόμβοι παραγωγής 
Το OpenNI ορίζει κόμβους παραγωγής, που είναι ένα σύνολο μονάδων, που έχουν 
παραγωγικό ρόλο στη διαδικασία της δημιουργίας των δεδομένων που απαιτούνται για 
εφαρμογές  βασισμένες στη φυσική αλληλεπίδραση. Κάθε κόμβος  παραγωγής μπορεί να 
χρησιμοποιήσει άλλους χαμηλότερου επίπεδου κόμβους παραγωγής  (να διαβάζει τα 
δεδομένα τους, να ελέγχει τη διαμόρφωσή τους και ούτω καθεξής), και να χρησιμοποιηθεί 
από άλλους υψηλότερου επιπέδου κόμβους, ή από την ίδια την εφαρμογή. 
 
 
Παράδειγμα 
Μία εφαρμογή θέλει να καταγράψει την κίνηση μιας ανθρώπινης φιγούρας σε μια 3D  
σκηνή. Αυτό απαιτεί έναν κόμβο παραγωγής που παράγει δεδομένα για το σώμα, άρα για 
τον χρήστη χρήστη (user generator). Ο  συγκεκριμένος κόμβος λαμβάνει δεδομένα 
από έναν κόμβο που παράγει δεδομένα βάθους της σκηνής . Ο κόμβος αυτός είναι ένας 
κόμβος παραγωγής που υλοποιείται από έναν αισθητήρα, ο οποίος λαμβάνει ακατέργαστα 
δεδομένα από έναν αισθητήρα βάθους (για παράδειγμα, x καρέ ανά δευτερόλεπτο) και 
παράγει μία απεικόνιση βάθους. 
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Ουσιαστικά,  3D δεδομένα  ορίζονται ως δεδομένα που μπορούν να κατανοήσουν, να 
κατανοούν και να μεταφράζουν τη σκηνή. Η Δημιουργία 3Dδεδομένων με νόημα είναι ένα 
δύσκολο έργο. Συνήθως, αυτό αρχίζει με μια συσκευή αισθητήρα που παράγει μια 
μορφή ανεπεξέργαστων δεδομένων εξόδου. Συχνά,αυτά τα δεδομένα είναι ένα χάρτης 
βάθους ή αλλιώς μία απεικόνιση βάθους (depth map), όπου κάθε pixel αναπαριστάται από 
την απόστασή του από τον αισθητήρα. Ένα ειδικό middleware χρησιμοποιείται στη 
συνέχεια για να επεξεργαστεί την εν λόγω πρώτη έξοδο, και να παράγει μία 
υψηλότερου επιπέδου έξοδο, η οποία μπορεί να γίνει κατανοητή και να χρησιμοποιηθεί 
από την εφαρμογή. 
Κοινά παραδείγματα εξόδου υψηλότερου επιπέδου, περιγράφονται  και παρουσιάζονται 
παρακάτω: 
 Η θέση του χεριού του χρήστη. Η έξοδος μπορεί να είναι είτε το κέντρο της παλάμης (που 
συχνά αναφέρεται ως «σημείο χεριού» (hand point)) είτε οι άκρες των δακτύλων. 
 
 
Εικόνα 2.3: Hand Point [8] 
 
Η αναγνώριση μίας φιγούρας μέσα σε μία σκηνή. Η έξοδος είναι η θέση και ο 
προσανατολισμός των αρθρώσεων αυτής της φιγούρας (συχνά αναφέρεται 
ως «δεδομένα σώματος» (body data)). 
 
Εικόνα 2.4: Body Data [8] 
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Η αναγνώριση μίας χειρονομίας (για παράδειγμα, κούνημα του χεριού). Το αποτέλεσμα 
είναι μια ειδοποίηση της εφαρμογή ότι μια συγκεκριμένη χειρονομία έχει συμβεί. 
 
Εικόνα 2.5: Gesture- Χειρονομία [8] 
 
 
 
Τύποι κόμβων παραγωγής 
Κάθε κόμβος παραγωγής στο OpenNI έχει ένα τύπο και ανήκει σε μία από τις ακόλουθες 
κατηγορίες: 
- Kόμβοι παραγωγής συσχετιζόμενοι με τον αισθητήρα 
- Kόμβοι παραγωγής συσχετιζόμενοι με το Middleware 
 
Οι τύποι κόμβων παραγωγής που υποστηρίζονται μέχρι σήμερα από το OpenNI είναι: 
 
Kόμβοι παραγωγής συσχετιζόμενοι με τον αισθητήρα  
 Συσκευή (Device): Ένας κόμβος που αντιπροσωπεύει μια φυσική συσκευή (για 
παράδειγμα, έναν αισθητήρα βάθους, ή μια κάμερα RGB). Ο κύριος ρόλος αυτού του 
κόμβου είναι να διαμορφώσει τις ρυθμίσεις και να ενεργοποιήσει τις δυνατότητες της 
συσκευής. 
 Γεννήτρια Βάθους (Depth Generator): Ένας κόμβος που δημιουργεί το χάρτη βάθους. 
Αυτός ο κόμβος θα πρέπει να υλοποιηθεί από οποιονδήποτε 3D αισθητήρα επιθυμεί να 
γίνει συμβατός με το OpenNI. 
 Γεννήτρια εικόνας (Image Generator): Ένας κόμβος που παράγει έγχρωμη εικόνα. Αυτός ο 
κόμβος θα πρέπει να εφαρμοστεί από οποιονδήποτε αισθητήρα χρώματος που επιθυμεί να 
γίνει συμβατός με το OpenNI. 
 Γεννήτρια υπέρυθρης εικόνας (IR Generator): Ένας κόμβος που παράγει χάρτη υπέρυθρης 
εικόνα.  Αυτός ο κόμβος θα πρέπει να εφαρμοστεί από οποιονδήποτε αισθητήρα χρώματος 
που επιθυμεί να γίνει συμβατός με το OpenNI. 
 Γεννήτρια ήχου (Audio Generator): Ένας κόμβος που παράγει μια ροή ήχου. Αυτός ο 
κόμβος θα πρέπει να εφαρμοστεί από οποιονδήποτε αισθητήρα χρώματος που επιθυμεί να 
γίνει συμβατός με το OpenNI. 
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Kόμβοι παραγωγής συσχετιζόμενοι με το Middleware 
 Γεννήτρια Ειδοποίησης Χειρονομιών (Gestures Alert Generator ):  Δημιουργεί κλήσεις 
(callbacks) στην εφαρμογή όταν εντοπίζονται ειδικές κινήσεις. 
 Αναλυτής Σκηνής (Scene Analyze ): Αναλύει μια σκηνή, συμπεριλαμβανομένου του 
διαχωρισμού των στοιχείων της σκηνής από το background, της αναγνώρισης των φιγούρων 
της σκηνής, και της ανίχνευση του πατώματος. Κύρια έξοδος του αναλυτή σκηνής είναι ένας 
χάρτης βάθους, στον οποίο κάθε pixel έχει μια ετικέτα που αναφέρει το κατά 
πόσον αποτελεί μέρος μίας φιγούρας, ή είναι μέρος του φόντου. 
 Γεννήτρια Σημείου Χεριού (Hand Point Generator): Υποστηρίζει την ανίχνευση και τον 
εντοπισμό του χεριού του χρήστη. Αυτός ο κόμβος δημιουργεί κλήσεις που παρέχουν 
ειδοποιήσεις όταν ένα hand point (δηλαδή, μία παλάμη) ανιχνεύεται, και όταν ένα σημείο 
χεριού τη στιγμή που καταγράφεται, αλλάζει τη θέση του. 
 Γεννήτρια Χρήστη (User Generator ): Δημιουργεί μια παράσταση (πλήρη ή μερική) ενός 
σώματος στη 3D σκηνή. 
 
Για τους σκοπούς της καταγραφής, υποστηρίζονται οι ακόλουθες κατηγορίες κόμβων 
παραγωγής: 
 Recorder:: Υλοποιεί καταγραφές δεδομένων 
 Player: Διαβάζει τα δεδομένα από μια ηχογράφηση και τα παίζει 
 Codec: Χρησιμοποιείται για τη συμπίεση και αποσυμπίεση των καταγεγραμένων 
δεδομένων [8] 
 
Δυνατότητες (Capabilities) 
Ο μηχανισμός Capabilities υποστηρίζει την ευελιξία της καταχώρησης πολλαπλών 
middleware και συσκευών στο OpenNI. Το OpenNI αναγνωρίζει ότι διαφορετικοί πάροχοι 
μπορούν να έχουν διαφορετικές δυνατότητες και επιλογές διαμόρφωσης για τους κόμβους 
παραγωγής τους, και ως εκ τούτου, κάποιες μη υποχρεωτικές επεκτάσεις ορίζονται από το 
OpenNI API. Αυτές οι προαιρετικές επεκτάσεις του API ονομάζονται Δυνατότητες 
(Capabilities), και δίνουν πρόσθετη λειτουργικότητα, επιτρέποντας στους παρόχους να 
αποφασίσουν μεμονωμένα αν θα εφαρμόσουν την προέκταση. Ένας κόμβος παραγωγής 
μπορεί να ερωτηθεί εάν υποστηρίζει μια συγκεκριμένη δυνατότητα. Αν την υποστηρίζει, οι 
λειτουργίες αυτές μπορούν να κληθούν για το συγκεκριμένο κόμβο. 
Το OpenNI κυκλοφορεί με ένα συγκεκριμένο σύνολο των δυνατοτήτων, με δυνατότητα 
προσθήκης επιπλέον δυνατοτήτων στο μέλλον. Κάθε μονάδα μπορεί να δηλώσει τις 
δυνατότητες που υποστηρίζει.  
Αυτή τη στιγμή υποστηρίζονται οι παρακάτω δυνατότητες: 
 Alternative View : Επιτρέπει οποιοδήποτε είδος γεννήτριας (βάθους, εικόνας, IR), να 
μετατρέψει τα δεδομένα του ώστε να εμφανιστούμ σαν ο αισθητήρας να τοποθετείται 
σε άλλη θέση (αναπαριστάται από έναν άλλο κόμβο παραγωγής, συνήθως ένας 
άλλος αισθητήρας). 
 Cropping: Επιτρέπει μια γεννήτρια βάθους, εικόνας ή IR να δίνει ως έξοδο μία επιλεγμένη 
περιοχή του frame,  αντί ολόκληρου του frame. Όταν το Cropping είναι ενεργοποιημένο, το 
μέγεθος της παραγόμενης εικόνας μειώνεται για να χωρέσει μια χαμηλότερη ανάλυση 
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(λιγότερα pixels). Για παράδειγμα, αν η γεννήτρια λειτουργεί σε ανάλυση VGA (640x480) 
και η εφαρμογή επιλέγει να την περικόψει σε 300x200, η επόμενη σειρά pixel θα αρχίσει 
μετά από 300 pixels. Το Cropping (Περικοπή) μπορεί να είναι πολύ χρήσιμο για 
ενίσχυση της επίδοσης 
 Frame Sync: Ενεργοποιεί δύο αισθητήρες που παράγουν τα δεδομένα από τα frame 
(για παράδειγμα, το βάθος και την εικόνα) για να συγχρονίσουν τα frame τους, έτσι ώστε να 
φτάνουν την ίδια στιγμή. 
 Mirror: Ενεργοποιεί τον αντικατοπτρίσμό των δεδομένων που παράγονται από μια 
γεννήτρια. Ο κατοπτρισμός είναι χρήσιμος, εάν ο αισθητήρας τοποθετείται μπροστά από 
το χρήστη, καθώς η εικόνα που δίνεται ως έξοδος από τον αισθητήρα είναι καθρέφτης της 
πραγματικής. 
 Pose Detection: Επιτρέπει σε μια γεννήτρια χρήστη να αναγνωρίζει πότε ένας χρήστης έχει 
τοποθετηθεί σε μια συγκεκριμένη θέση. 
 Skeleton: Επιτρέπει μια γεννήτρια χρήστη να δώσει ως έξοδο τα δεδομένα του σκελετού 
του χρήστη. Τα δεδομένα αυτά περιλαμβάνουν τη θέση των αρθρώσεων του σκελετού, 
τη δυνατότητα να καταγράφεται η θέση του σκελετού και τις δυνατότητες διαχείρισής τους 
από το χρήστη.  
 User Position: Επιτρέπει μια γεννήτρια βάθους να βελτιστοποίησει της έξοδο της, δηλαδή 
το χάρτη βάθους που δημιουργείται για μια συγκεκριμένη περιοχή της σκηνής. 
 Error State: Επιτρέπει σε έναν κόμβο να αναφέρει ότι είναι σε κατάσταση "Σφάλματος", 
πράγμα που σημαίνει ότι σε πρακτικό επίπεδο, ο κόμβος δεν μπορεί να λειτουργήσει 
σωστά. 
 Lock Aware: Δίνει τη δυνατότητα σε έναν κόμβο να κλειδωθεί έξω από το όριο 
περιεχομένων. [8] 
 
 
 
2.5 Δημιουργία και ανάγνωση δεδομένων 
 
Δημιουργία Δεδομένων 
 
Οι κόμβοι παραγωγής που παράγουν δεδομένα, ονομάζονται γεννήτριες (Generators), 
όπως αναφέρθηκε προηγουμένως. Μόλις αυτές δημιουργούνται, δεν αρχίζουν αμέσως να 
παράγουν δεδομένα, ώστε να μπορεί η εφαρμογή για να κάνει την απαιτούμενη ρύθμιση 
παραμέτρων. Αυτό εξασφαλίζει ότι μόλις το αντικείμενο αρχίσει τη ροή δεδομένων προς 
την εφαρμογή, τα δεδομένα παράγονται σύμφωνα με τις ρυθμίσεις των παραμέτρων. Οι 
γεννήτριες δεδομένων δεν παράγουν ουσιαστικά δεδομένα μέχρι να τους ζητηθεί να το 
πράξουν. Η συνάρτηση xn::Generator::StartGenerating() χρησιμοποιείται για να ξεκινήσει 
παραγωγή. Η εφαρμογή μπορεί επίσης να θελήσει να σταματήσει την παραγωγή των 
δεδομένων, χωρίς να καταστρέψει τον κόμβο, προκειμένου να αποθηκεύσει τις ρυθμίσεις. 
Αυτό μπορεί να το κάνει χρησιμοποιώντας τη συνάρτηση xn::Generator::StopGenerating(). 
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Ανάγνωση δεδομένων 
Οι Γεννήτριες Δεδομένων διαρκώς λαμβάνουν νέα δεδομένα. Ωστόσο, η εφαρμογή μπορεί 
ακόμα να χρησιμοποιεί παλαιότερα δεδομένα (για παράδειγμα, ένα προηγούμενο frame 
της εικόνας βάθους). Ως αποτέλεσμα αυτού, κάθε γεννήτρια θα πρέπει να αποθηκεύει 
εσωτερικά τα νέα δεδομένα, μέχρι να της ζητηθεί ρητά να ενημερωθεί για τα νεότερα 
διαθέσιμα δεδομένα. 
Αυτό σημαίνει ότι οι Γεννήτριες Δεδομένων "κρύβουν" εσωτερικά τα νέα δεδομένα, έως 
ότου τους ζητηθεί ρητά να δώσουν τα πιο ενημερωμένα δεδομένα στην εφαρμογή, 
χρησιμοποιώντας τη συνάρτηση UpdateData(). Το OpenNI επιτρέπει στην εφαρμογή να 
περιμένει μέχρι κάποια νέα δεδομένα να είναι διαθέσιμα, και στη συνέχεια να 
ενημερώνεται για τα δεδομένα αυτά χρησιμοποιώντας τη συνάρτηση  
xn::Generator::WaitAndUpdateData(). 
Σε ορισμένες περιπτώσεις, η εφαρμογή διαθέτει περισσότερους από έναν κόμβους, και 
θέλει όλοι οι κόμβοι να ενημερωθούν. Το OpenNI παρέχει πολλές λειτουργίες για να το 
πετύχει αυτό, σύμφωνα με τις προδιαγραφές του τι πρέπει να έχει συμβεί πριν από το 
UpdateData: 
 xn::Context::WaitAnyUpdateAll (): Περιμένει για έναν οποιονδήποτε κόμβο να έχει νέα 
δεδομένα. Μόλις υπάρξουν νέα διαθέσιμα δεδομένα από έναν κόμβο, ενημερώνονται όλοι 
οι κόμβοι. 
 xn::Context::WaitOneUpdateAll(): Περιμένει για ένα συγκεκριμένο κόμβο να έχει νέα 
δεδομένα. Μόλις υπάρξουν νέα διαθέσιμα δεδομένα από τον κόμβο αυτό, ενημερώνονται 
όλοι οι κόμβοι. Αυτό είναι ιδιαίτερα χρήσιμο όταν αρκετοί κόμβοι παράγουν δεδομένα, 
αλλά μόνο ένας καθορίζει την πορεία της εφαρμογής. 
xn::Context::WaitNoneUpdateAll(): Δεν περιμένετε τίποτα. Όλοι οι κόμβοι ενημερώνονται 
απευθείας. 
xn::Context::WaitAndUpdateAll(): Περιμένει για όλους τους κόμβους να έχουν νέα 
διαθέσιμα δεδομένα, και στη συνέχεια τους ενημερώνει. 
Οι παραπάνω τέσσερις συναρτήσεις τερματίζουν μετά από την πάροδο δύο 
δευτερολέπτων. Γενικά, συνίσταται η χρήση μίας από τις xn::Context::Wait*…+UpdateAll(), 
εκτός αν χρειάζεται η ενημέρωση ενός συγκεκριμένου κόμβου. Εκτός από την ενημέρωση 
όλων των κόμβων, οι συναρτήσεις αυτές έχουν τις ακόλουθες επιπρόσθετες παροχές: 
 Όταν οι κόμβοι εξαρτώνται μεταξύ τους, η συνάρτηση εγγυάται ότι η ο χαμηλότερου 
επιπέδου κόμβος που παράγει δεδομένα για έναν άλλο κόμβο έχει ενημερωθεί πριν από 
τον δεύτερο. 
 Κατά την αναπαραγωγή δεδομένων από μια εγγραφή, η συνάρτηση διαβάζει δεδομένα 
από την εγγραφή μέχρι να ικανοποιηθεί μία συνθήκη. 
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 Αν κάποιος εγγραφέας υπάρχει, η συνάρτηση καταγράφει αυτόματα τα δεδομένα από 
όλους τους κόμβους που έχουν προστεθεί σε αυτόν τον εγγραφέα. [8] 
 
2.6 Κύρια Αντικείμενα 
 
Το αντικείμενο Context 
 
Το Context είναι το κύριο αντικείμενο στο OpenNI. Ένα Context είναι ένα αντικείμενο 
που κατέχει την πλήρη κατάσταση των εφαρμογών που χρησιμοποιούν OpenNI, 
συμπεριλαμβανομένων όλων των αλυσίδων παραγωγής που χρησιμοποιούνται από την 
εφαρμογή. Η ίδια εφαρμογή μπορεί να δημιουργήσει περισσότερα από ένα Context, αλλά τ 
Context δε μπορούν να μοιραστούν πληροφορίες. Για παράδειγμα, ένας κόμβος 
middleware δεν μπορεί να χρησιμοποιήσει μια συσκευή κόμβο από άλλο Context. Το 
Context πρέπει να αρχικοποιηθεί μία φορά, πριν από την πρώτη χρήση του. Σε αυτό το 
σημείο, όλες οι plug-in ενότητες φορτώνονται και αναλύονται. Για να ελευθερωθεί η 
μνήμη που χρησιμοποιείται από το πλαίσιο, η εφαρμογή θα πρέπει να καλέσει τη 
συνάρτηση τερματισμού λειτουργίας. 
 
 
Αντικείμενα Μεταδεδομένων (Metadata) 
 
Στο OpenNI, τα αντικείμενα μεταδεδομένων δημιουργούν ένα σετ από ιδιότητες που 
σχετίζονται με συγκεκριμένα δεδομένα, παράλληλα με τα ίδια τα δεδομένα. Για 
παράδειγμα, χαρακτηριστική ιδιότητα της εικόνας βάθους είναι η ανάλυση αυτής της 
εικόνας (για παράδειγμα, ο αριθμός των pixel στους άξονες Χ και Υ). Κάθε γεννήτρια 
που παράγει δεδομένα έχει το δικό της ειδικό αντικείμενο μεταδεδομένων. 
Επιπλέον, τα αντικείμενα μεταδεδομένων διαδραματίζουν σημαντικό ρόλο στην καταγραφή 
της διαμόρφωσης ενός κόμβου, στο χρόνο που τα αντίστοιχα δεδομένα  δημιουργήθηκαν. 
Μερικές φορές, κατά την ανάγνωση δεδομένων από έναν κόμβο, μια εφαρμογή μπορεί να 
αλλάξει την κατάσταση του κόμβου. Αυτό μπορεί να προκαλέσει ασυνέπειες που μπορεί να 
προκαλέσουν σφάλματα στην εφαρμογή, εάν δεν αντιμετωπιστούν κατάλληλα. 
 
Παράδειγμα 
Μια γεννήτρια βάθους έχει ρυθμιστεί να παράγει εικόνες βάθους ανάλυσης QVGA 
(320x240 pixels), και η εφαρμογή διαβάζει συνεχώς δεδομένα από αυτήν. Σε κάποιο 
σημείο, η εφαρμογή αλλάζει την ανάλυση του κόμβου εξόδου σε VGA (640x480pixels). 
Μέχρι να φτάσει ένα νέο frame, η εφαρμογή μπορεί να αντιμετωπίσει ασυνέπεια 
καθώς καλώντας τη συνάρτηση  xn::DepthGenerator::GetDepthMap() θα επιστραφεί μία 
εικόνα ανάλυσης QVGA,  ενώ καλώντας  τη συνάρτηση 
xn::DepthGenerator::GetMapOutputMode() θα επιστραφεί ότι η προσωρινή ανάλυση είναι 
VGA. Αυτό μπορεί να οδηγήσει την εφαρμογή στο να προσπαθήσει να προσπελάσει pixels 
που δεν υπάρχουν καθώς θεωρεί ότι η εικόνα βάθους που ελήφθη είναι σε ανάλυση VGA. 
Η λύση είναι η εξής: Κάθε κόμβος έχει ένα αντικείμενο μεταδεδομένων του, που 
καταγράφει τις ιδιότητες  των δεδομένων, όταν αυτά διαβάστηκαν. Στην παραπάνω 
περίπτωση, ο σωστός τρόπος για να χειριστούν  τα δεδομένα θα ήταν να ληφθεί το 
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αντικείμενο μεταδεδομένων, και να διαβαστούν τόσο τα πραγματικά δεδομένα (στην 
περίπτωση αυτή, μία εικόνα βάθους QVGA) όσο και η αντίστοιχη ανάλυση από αυτό το 
αντικείμενο. [8] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 17:59:06 EET - 137.108.70.7
14 
 
Κεφάλαιο 3 
3. BeagleBoard 
3.1 Τί είναι το BeagleBoard  
Το τροφοδοτούμενο απο USB BeagleBoard είναι ένας χαμηλού κόστους υπολογιστής 
αποτελούμενος από μία μόνο πλακέτα. Χρησιμοποιεί τον επεξεργαστή OMAP3530 της 
Texas Instruments και μπορεί να συγκριθεί με τις επιδόσεις ενός laptop και να 
επεκταθεί χωρίς το βάρος, τον όγκο, το κόστος ή το θόρυβο των τυπικών desktop. 
 
Το BeagleBoard όπως προαναφέρθηκε, βασίζεται στον επεξεργαστή OMAP3530 
που διαθέτει έναν ARMCortex ® ™-A8 superscalar core και ταχύτητα έως 720MHz. Επιπλέον 
χαρακτηρίζεται από εξαιτερικά ακριβή  πρόβλεψη διακλαδώσεων (branch prediction), 
256KB μνήμης και L2 cache. Standard περιφερειακά υπολογιστών μπορούν να 
συνδεθούν στο BeagleBoard  χρησιμοποιώντας το USB, καλώδιο mini-A σε standard-A,  DVI-
D χρησιμοποιώντας HDMI σε DVI-D αντάπτορα, ή μέσω της MMC/ SD/ SDIO υποδοχής που 
επιτρέπει μια πλήρη αίσθηση ενός desktop. [10] 
Στη συνέχεια φαίνονται δύο εκδόσεις του BeagleBoard, η Β4 (βλ. Εικόνα 3.1)και η C4 (βλ. 
Εικόνα 3.2) καθώς και ένας πίνακας (βλ. Εικόνα 3.3) με την περιγραφή του κάθε 
εξαρτήματος που διακρίνεται στις Εικόνες 3.1 και 3.2 
Στην παρούσα διπλωματική, για τα πειράματα χρησιμοποιήθηκε το BeagleBoard C4. 
 
Εικόνα 3.1: BeagleBoard Β4 [10] 
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Εικόνα 3.2: BeagleBoard C4 [10] 
 
 
 
No. Name Comment 
1 
OMAP3530 processor + 
256MB NAND 
+ 128MB DDR (rev B) 
+ 256MB DDR (rev C) 
PoP: Package-On-Package implementation for 
Memory Stacking 
256MB NAND/128MB Mobile DDR SDRAM available 
from DigiKey 
(512MB NAND/256MB Mobile DDR 
SDRAM available from DigiKey) 
Micron's multi chip packages (MCPs) for Beagle 
Board 
2 DVI chip (TFP410) 
 
3 DVI-D  Connection via HDMI connector 
4 14-pin JTAG 1.8V only! 
5 
Expansion connector: 
I2C, I2S, SPI, MMC/SD 
User must solder desired header into place 
6 User button Allows setting boot order. 
7 Reset button 
 
8 USB 2.0 EHCI HS 
Rev A and B: not working, unpopulated 
Rev C: populated and working 
9 SD/MMC+ SDHC cards are supported 
10 RS-232 serial 
 
11 Alternate power 
normally powered by USB (unmounted on REV Ax 
boards, see errata) 
12 USB 2.0 HS OTG Mini-AB connector. Board can be powered from port. 
13 Stereo In 
 
14 Stereo Out 
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15 S-Video 
 
16 
TWL4030 (Rev A thru C2 
inc.) 
TPS65950 (Rev C3 
onwards) 
Audio CODEC, USB port, power-on reset and power 
management. The TWL4030 is pin-compatible with 
the TPS65950 chip and was used due to the very 
limited availability of the TPS65950 in early board 
revisions. 
17 LCD only rev C 
18 USB power 
 
19 Host PHY 
 
20 32kHz 
 
21 12MHz 
 
22 RS232 XVCR 
 
23 PWR SW 
 
24 VBAT 
 
Εικόνα 3.3: Πίνακας εξαρτημάτων του BeagleBoard B4 και C4 [10] 
 
3.2 Κάνοντας περισσότερα με λιγότερα 
 
Με την εξάλειψη όλων των επί περιφερειακών, όχι όμως των πολλών on-chip ψηφιακών και 
αναλογικών,  και παρέχοντας βασικές επεκτάσεις, όπως USB 2.0, SDIO και DVI-D, οι 
προγραμματιστές είναι σε θέση να προσθέσουν τα δικά τους περιφερειακά και να κάνουν 
ακριβώς ό,τι θέλουν.  Αυτό που δημιουργήθηκε είναι ένας χαμηλού κόστους υπολογιστής, 
με όλη την επεκτασιμότητα των σημερινών desktop, αλλά χωρίς τον όγκο, το βάρος ή το 
θόρυβο. Είναι το είδος της πλατφόρμας που μπορεί να χρησιμοποιηθεί για να αναπτυχθούν 
λύσεις στην επιστήμη των υπολογιστών που θα μπορούν να εφαρμοστούν οπουδήποτε. 
 
Αντί να χρησιμοποιηθεί ένα ενσωματωμένο LCD monitor, χρησιμοποιούνται ψηφιακές και 
αναλογικές θύρες για να προσθέτει ο χρήστης μία οποιαδήποτε LCD οθόνη είτε ένα 
monitor/TV, έτσι ώστε κάθε DVI-D monitor ή S-Video να μπορεί να χρησιμοποιηθεί. Η USB 
θύρα μπορεί να χρησιμοποιηθεί για να προστέθεί ένα υψηλής ταχύτητας hub για την 
προσθήκη πληκτρολογίου, ποντικιού, καθώς και σύνδεση WiFi και η MMC/SD υποδοχή 
μπορεί να χρησιμοποιηθεί για να προστεθεί χώρος αποθήκευσης πολλών gigabyte. 
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Κεφάλαιο 4 
4. OpenGL ES 
 
4.1 Τι είναι η OpenGL ES 
Η OpenGL ES είναι μια διεπαφή προγραμματισμού εφαρμογών (API) για προηγμένα 3D 
γραφικά που απευθύνονται σε φορητές και ενσωματωμένες συσκευές όπως κινητά 
τηλέφωνα, PDA,  κονσόλες, οχήματα και αεροηλεκτρονικά. 
Η OpenGL ES είναι μία από μια σειρά από APIs που δημιουργήθηκε από την ομάδα 
Khronos. Το Khronos Group, που ιδρύθηκε τον Ιανουάριο του 2000, επικεντρώνεται στη 
δημιουργία ανοιχτών και ελευθέρων δικαιωμάτων APIs για φορητές και ενσωματωμένες 
συσκευές. 
Στα κοινά desktop υπάρχουν δύο πρότυπα για 3D API, το DirectX και η OpenGL. 
Το DirectX είναι το de facto πρότυπο για 3D API για κάθε σύστημα με Λειτουργικό σύστημα 
Windows της Microsoft και χρησιμοποιείται από την πλειοψηφία των 3D 
παιχνιδιών που τρέχουν σε αυτό το λειτουργικό σύστημα. Η OpenGL είναι ένα cross-
platform 3D API για desktop με λειτουργικό σύστημα Linux, διάφορα UNIX, Mac OS X, και 
Microsoft Windows. Είναι ένα ευρέως αποδεκτό πρότυπο για 3D API που έχει συναντήσει 
σημαντική χρήση. 
Λόγω της ευρείας υιοθέτησης της OpenGL ως 3D API, ήταν λογικό να αρχίσουν μετά το  
OpenGL API των desktop και την ανάπτυξη ενός ανοιχτού προτύπου 3D API για τις 
φορητές και ενσωματωμένες συσκευές και να το τροποποιήσουν για να καλύψει τις 
ανάγκες και τους περιορισμούς σε χώρο των φορητών και ενσωματωμένων συσκευών.Οι 
περιορισμοί που κυρίως αντιμετωπίζουν οι συσκευές που χρησιμοποιούν 
OpenGL ES είναι οι πολύ περιορισμένες δυνατότητες επεξεργασίας και διαθεσιμότητας σε 
μνήμη, το bandwidth της μνήμης, η ευαισθησία στην κατανάλωση ενέργειας, και συχνά η 
έλλειψη υλικού για υπολογισμούς κινητής υποδιαστολής. Η ομάδα ανάπτυξης της OpenGL 
ES χρησιμοποιεί τα ακόλουθα κριτήρια στον ορισμό των προδιαγραφών: 
• Το OpenGL API είναι πολύ μεγάλο και πολύπλοκο και ο στόχος της ομάδας της OpenGL ES 
ήταν να δημιουργήσει ένα API κατάλληλο για συσκευές με τέτοιους περιορισμούς. Για την 
επίτευξη αυτού του στόχου, η ομάδα ανάπτυξης αφαίρεσε όποιον πλεονασμό υπήρχε 
στο OpenGL API. Σε κάθε περίπτωση, όπου υπήρχαν περισσότεροι από έναν τρόποι για 
να εκτελεστεί η ίδια λειτουργία, η πιο χρήσιμη μέθοδος κρατήθηκε και οι περιττές 
τεχνικές αφαιρέθηκαν. Ένα καλό παράδειγμα για αυτό είναι ο προσδιορισμός 
γεωμετρίας, όπου στην OpenGL μία εφαρμογή μπορεί να χρησιμοποιεί immediate mode, 
display lists, ή vertex arrays. Στην OpenGL ES, υπάρχουν μόνο vertex arrays  ενώ η 
immediate mode και οι display lists έχουν αφαιρεθεί. 
• Η Αφαίρεση του πλεονασμού ήταν ένας σημαντικός στόχος, αλλά και η διατήρηση της 
συμβατότητας με την OpenGL ήταν επίσης σημαντική. Όσο το δυνατόν, η OpenGL 
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ES έχει σχεδιαστεί έτσι ώστε εφαρμογές που γράφτηκαν για να τρέχουν σε OpenGL θα 
μπορούν επίσης να τρέχουν και σε OpenGL ES. Ο λόγος που αυτό ήταν ένας 
σημαντικός στόχος είναι γιατί επιτρέπει στους προγραμματιστές να αξιοποιήσουν και τα  
δύο ΑΡΙ και να αναπτύξουν εφαρμογές και εργαλεία που χρησιμοποιούν το κοινό 
υποσύνολο της λειτουργικότητας. Αν και αυτό ήταν ένας σημαντικός στόχος, υπάρχουν 
περιπτώσεις όπου έχει παρεκκλίνει, ειδικά με OpenGL ES 2.0. 
• Νέα χαρακτηριστικά εισήχθησαν για την αντιμετώπιση ειδικών περιορισμών των 
φορητών και ενσωματωμένων συσκευών. Για παράδειγμα, για να μειώσει την κατανάλωση 
ρεύματος και να αυξήσει την απόδοση των shaders, προσδιοριστές ακρίβειας εισήχθησαν 
στη γλώσσα. 
• Οι σχεδιαστές της OpenGL ES στόχευαν στο να εξασφαλιστεί ένα ελάχιστο σύνολο 
χαρακτηριστικών για την ποιότητα της εικόνας. Οι περισσότερες φορητές συσκευές έχουν 
περιορισμένο μέγεθος  οθόνης,  καθιστώντας λογικό ότι  η  ποιότητα  των pixel  που 
ζωγραφίζονται στην οθόνη είναι όσο το δυνατόν καλύτερη. 
Η OpenGL ES 2,0 υλοποιεί ένα περιβάλλον προγραμματισμού γραφικών και προέρχεται από 
την OpenGL 2.0. Το ότι προέρχεται από μία αναθεώρηση των προδιαγραφών της 
OpenGL σημαίνει ότι η συγκεκριμένη έκδοση της OpenGL χρησιμοποιήθηκε ως βάση για 
τον προσδιορισμό των δυνατοτήτων στη συγκεκριμένη αναθεώρηση της OpenGL ES. 
Με την OpenGL ES 2.0, ένα μεγάλο μέρος των δυνατοτήτων των προγραμματιζόμενων 
γραφικών που υπάρχουν στα  desktop είναι τώρα διαθέσιμα και σε φορητές συσκευές και 
ενσωματωμένα συσήματα.[1] 
 
4.2 OpenGL ES 2.0 
Η OpenGL ES 2.0 υλοποιεί έναν αγωγό γραφικών με προγραμματιζόμενη σκίαση και 
αποτελείται από δύο χαρακτηριστικά: τις προδιαγραφές του API της OpenGL ES 2.0   και τις 
προδιαγραφές της Γλώσσας σκίασης OpenGL ES (OpenGL ES Shading Language Specification 
- OpenGL ES SL). 
Το Σχήμα 1-1 δείχνει το προγραμματιστικό pipeline της OpenGL ES 2.0. Τα σκιασμένα 
κουτιά, δείχνουν τα προγραμματιζόμενα στάδια του pipeline στην OpenGL ES 2.0. Στη 
συνέχεια θα παρουσιαστεί μια επισκόπηση του κάθε σταδίου του pipeline της OpenGL 
ES 2.0. 
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Εικόνα 4.1: OpenGL ES 2.0 Programmable Pipeline [1] 
 
 
 
Vertex Shader 
 
Το vertex shader εφαρμόζει μία γενικού σκοπού μέθοδο προγραμματισμού για λειτουργίες 
σε κορυφές (vertices).Οι είσοδοι στους vertex shaders αποτελούνται από τα ακόλουθα: 
• Attributes – ανά κορυφή δεδομένα που παρέχονται χρησιμοποιώντας vertex arrays. 
• Uniforms - Σταθερά δεδομένα που χρησιμοποιούνται από τους vertex shaders. 
• Samplers -Ένας συγκεκριμένος τύπος από Uniforms που αναπαριστούν υφές (textures) 
που χρησιμοποιούνται από τους vertex shaders. Οι χρήση των Samplers σε έναν vertex 
shader είναι προαιρετική. 
• Shader program – Ένα πρόγραμμα (πηγαίος κώδικας ή εκτελέσιμο) που χρησιμοποιεί 
Vertex Shaders για να περιγράψει τις διεργασίες που θα εκτελεστούν σε μία κορυφή. 
Οι έξοδοι των vertex shader αποκαλλούνται varying variables. Στο στάδιο του primitive 
rasterization οι διάφορες τιμές (varying values) υπολογίζονται για κάθε παραγόμενο 
κομμάτι (fragment) και περνούν ως είσοδοι στο fragment shader. O μηχανισμός που 
χρησιμοποιείται για την παραγωγή ενός varying value για κάθε fragment από τα varying 
values που αποδίδονται σε κάθε κορυφή των primitives ονομάζεται παρεμβολή 
(interpolation). Οι είσοδοι και έξοδοι του vertex shader φαίνονται στην Εικόνα 4.2. 
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Εικόνα 4.2: Είσοδοι και έξοδοι του Vertex Shader [1] 
 
 
 
Οι Vertex shaders μπορούν να χρησιμοποιηθούν για την παραδοσιακές λειτουργίες 
βασισμένες σε κορυφές, όπως η μετατροπή της θέσης από έναν πίνακα, ο υπολογίσμός της 
εξίσωσης φωτισμού ώστε να δημιουργηθεί ένα χρώμα ανά κορυφή, και η δημιουργία ή ο 
μετασχηματισμός των συντεταγμένων των υφών (textures). Εναλλακτικά, επειδή ένας 
vertex shader καθορίζεται από την εφαρμογή, οι vertex shaders μπορούν να 
χρησιμοποιηθούν για να μετασχηματίσουν κορυφές ανάλογα με τις απαιτήσεις τους κάθε 
χρήστη. 
 
Primitive Assembly 
 
Μετά από τους vertex shaders, το επόμενο στάδιο στο pipeline είναι η primitive assembly. 
Ένα primitive είναι ένα γεωμετρικό αντικείμενο που μπορεί να εξαχθεί με χρήση 
κατάλληλων εντολών σχεδίασης σε OpenGL ES. Οι εντολές σχεδίασης καθορίζουν ένα 
σύνολο από vertex attributes που περιγράφει τα χαρακτηριστικά της γεωμετρίας των 
primitives. Κάθε κορυφή περιγράφεται με ένα σύνολο από vertex attributes. Αυτά τα vertex 
attributes περιέχουν πληροφορία που ο vertex shader χρησιμοποιεί για να υπολογίσει μία 
θέση και άλλες πληροφορίες που μπορούν να περαστούν στο fragment shader όπως το 
χρώμα οι συντεταγμένες των textures. 
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Στο στάδιο της primitive assembly, οι σκιασμένες κορυφές μετατρέπονται σε 
γεωμετρικά primitives που μπορούν να ζωγραφιστούν, όπως ένα τρίγωνο, μία γραμμή, ή 
ένα σημείο 
 
Primitives 
Ένα primitive είναι ένα γεωμετρικό αντικείμενο που μπορεί να ζωγραφιστεί 
χρησιμοποιώντας τις εντολές glDrawArrays και glDrawElements της OpenGL ES. Το 
primitive περιγράφεται από ένα σετ από vertices που περιγράφουν τη θέση του vertex και 
άλες πληροφορίες όπως το χρώμα, οι συντεταγμένες των textures κ.λπ. 
Τα επόμενα είναι τα primitives που μπορούν να ζωγραφιστούν στην OpenGL ES 2.0: 
• Triangles (GL_TRIANGLES, GL_TRIANGLE_STRIP και GL_TRIANGLE_FAN) 
• Lines (GL_LINES, GL_LINE_STRIP και GL_LINE_LOOP) 
• Point sprites (GL_POINTS) 
 
 
Εικόνα 4.2: Primitive Τύποι Triangle 
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Εικόνα 4.3: Primitive Τύποι Line 
 
 
 
Για κάθε primitive, πρέπει να εξεταστεί εάν βρίσκεται εντός του frustum view(η 
περιοχή του 3D χώρου που είναι ορατή στην οθόνη). Αν ένα primitive δεν είναι 
εντελώς μέσα στο frustum view, τότε αυτό μπορεί να χρειαστεί να περικοπεί. Εάν το 
primitive είναι εντελώς έξω από το frustum view, τότε απορρίπτεται. Μετά από αυτή τη 
διαδικασία, που ονομάζεται clipping, η θέση μίας κορυφής μετατρέπεται σε συντεταγμένες 
οθόνης. 
 
Clipping 
Η θέση ενός vertex μετά την εκτέλεση του vertex shader είναι μέσα στο περικομμένο 
σύστημα συντεταγμένων. Μία τέτοια συντεταγμένη είναι μία ομοιογενείς συντεταγμένη 
που δίνεται από την τετράδα (xc, yc, zc, wc). Οι συντεταγμένες των vertex που ορίζονται 
στον περικοπτόμενο χώρο (xc, yc, zc, wc), περικόπτονται κατά το πεδίο που είναι ορατό, 
γνωστό και ως viewing volume ή clip volume. Ο clip volume όπως φαίνεται στην Εικόνα 4.4 
ορίζεται από έξι πλαίσια που οριοθετούν την περικοπή. Αυτά είναι τα: near, far, left, right, 
top και bottom. 
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Εικόνα 4.4: Viewing Volume [1] 
 
 
 Ακόμη μία διαδικασία μπορεί να πραγματοποιηθεί σύμφωνα με την οποία απορρίπτονται 
ή αποδέχονται τα primitives με βάση το κατά πόσο βρίσκονται προς τα εμπρός ή προς τα 
πίσω. Η διαδικασία αυτή ονομάζεται culling. Μετά το clipping και το culling, ένα 
primitive είναι έτοιμο να περάσει στο επόμενο στάδιο του pipeline, που είναι το στάδιο του 
rasterization. 
 
Culling 
Πρωτού τα τρίγωνα περάσουν στη φάση του rasterization, πρέπει να καθορίσουμε αν είναι 
frontfacing, δηλαδή κοιτάζουν προς το χρήστη, ή back-facing δηλαδή κοιτάζουν αντίθετα 
του χρήστη. Το culling απορίπτει τα τρίγωνα που κοιάζουν αντίθετα του χρήστη. Για να 
ξεκαθαριστεί εάν ένα τρίγωνο είναι frontfacing ή back-facing πρέπει πρώτα να γίνει γνωστή 
η κατεύθυνση του τριγώνου. Η κατεύθυνση ενός τριγώνου καθορίζει τη σειρά του 
μονοπατιού που ξεκινά από την πρώτη κορυφή, δηλαδή το πρώτο vertex, συνεχίζει στο 
δεύτερο, στο τρίτο και καταλείγει πάλι στην πρώτη. Η Εικόνα 4.5 απεικονίζει δύο τρίγωνα 
που ορίζουν τη σειρά των κορυφών σύμφανα με τη φορά των δεικτών του ρολογιού και 
αντίθετα. 
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Εικόνα 4.5: Clockwise και Counterclockwise Triangles [1] 
 
 
 
Rasterization 
 
Το επόμενο στάδιο, που φαίνεται στο Σχήμα 1-3, είναι η φάση του rasterization όπου το 
κατάλληλο primitive (point-sprite, line, ή triangle) ζωγραφίζεται. Rasterization είναι η 
διαδικασία που μετατρέπει τα primitives μια σειρά από δισδιάστατα fragments, τα 
οποία επεξεργάζονται από το fragment shader. Αυτά τα δισδιάστατα fragments 
αντιπροσωπεύουν pixels που μπορούν να ζωγραφιστούν στην οθόνη. 
 
Η Εικόνα 4.6 δείχνει το pipeline  του rasterization. Αφού τα primitives περάσουν από το 
clipping, το pipeline του rasterization παίρνει ένα primitive όπως ένα τρίγωνο, ένα 
ευθύγραμμο τμήμα ή ένα σημείο και παράγει τα κατάλληλα fragments για αυτό το 
primitive. Κάθε fragment αντιπροσωπεύεται από ένα ζεύγος ακεραίων (x, y) στο χώρο της 
οθόνης. Ένα fragment αναπαριστάται από ένα pixel (x, y) στο χώρο της οθόνης και 
επιπρόσθετες πληροφορίες που θα επεξεργαστούν από το fragment shader ώστε να 
παραχθεί το χρώμα του fragment. 
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Εικόνα 4.6: OpenGL ES Rasterization Stage [1] 
 
 
 
 
 
Fragment Shader 
 
Ο fragment shader υλοποιεί μία γενικού σκοπού μέθοδο προγραμματισμού για 
επεξεργασία των fragments. Ο fragment shader, όπως φαίνεται στην Εικόνα 4.7, 
εκτελείται  για κάθε παραγόμενο fragment από το στάδιο του rasterization και λαμβάνει τις 
ακόλουθες εισόδους:  
• Varying variables: Έξοδοι των vertex shaders που δημιουργούνται από τη μονάδα του  
rasterization για κάθε fragment που χρησιμοποιεί παρεμβολή. 
• Uniforms: Σταθερά δεδομένα που χρησιμοποιούνται από τον fragment shader. 
• Samplers:  Ένας συγκεκριμένος τύπος από uniforms που αντιπροσωπεύουν υφές 
(textures) που χρησιμοποιούνται από το fragment shader. 
• Shader program: Ένα πρόγραμμα (πηγαίος κώδικας ή εκτελέσιμο) που χρησιμοποιεί 
fragment shaders και που περιγράφει τις εργασίες που θα εκτελεστούν στο fragment. 
Ο fragment shader μπορεί είτε να απορρίψει το fragment ή να δημιουργήσει μία τιμή 
χρώματος, η οποία αναφέρεται ως gl_FragColor. Το χρώμα, το βάθος, και οι συντεταγμένες 
οθόνης που παράγεται από το στάδιο του rasterization γίνονται είσοδοι στο στάδιο 
λειτουργιών ανά fragment του pipeline της OpenGL ES 2.0. [1] 
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Εικόνα 1: Είσοδοι και έξοδοι του Fragment Shader [1] 
 
 
 
 
4.3 EGL 
 
Οι εντολές της OpenGL ES απαιτούν ένα πλαίσιο αξιοποίησης (rendering context) και μια 
επιφάνεια σχεδίασης. Το rendering context αποθηκεύει την κατάλληλη κατάσταση 
της OpenGL ES. Η επιφάνεια σχεδίασης είναι η επιφάνεια στην οποία θα ζωγραφιστούν τα 
primitives. Η επιφάνεια σχεδίασης προσδιορίζει τους τύπους των buffer που 
απαιτούνται για το rendering, όπως ο buffer χρώματος και ο buffer βάθους. Η 
επιφάνεια σχεδίασης, επιπλέον, καθορίζει τα μεγέθη σε bits για καθέναν από τους 
απαιτούμενους buffers. 
Το API της OpenGL ES  δεν αναφέρει πώς ένα rendering context δημιουργείται 
ή πώς προσαρμόζεται στο σύστημα παραθύρων του εκάστοτε λειτουργικού συστήματος. 
Η EGL είναι ένα interface μεταξύ του Khronos API για rendering, όπως η OpenGL ES και του 
τοπικού συστήματος παραθύρων. Δεν υπάρχει καμία έτιμη εφαρμογή που να παρέχει EGL 
όταν υλοποιείται πρόγραμμα σε OpenGL ES. Οι προγραμματιστές θα πρέπει να 
αναφέρονται στην τεκμηρίωση της κάθε πλατφόρμας για να καθορίσουν ποια διεπαφή 
υποστηρίζεται. 
 
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 17:59:06 EET - 137.108.70.7
27 
 
Κάθε εφαρμογή στην  OpenGL ES πρέπει να κάνει τα εξής σε EGL πριν ξεκινήσει ένα 
οποιοδήποτε rendering: 
• Αναζητά τις οθόνες που είναι διαθέσιμες στη συσκευή και τις αρχικοποιεί. 
• Δημιουργεί μια επιφάνεια για rendering. Οι Επιφάνειες που δημιουργήθηκαν σε  EGL 
μπορούν να κατηγοριοποιηθούν ως επί της οθόνης επιφάνειες ή εκτός 
οθόνης επιφάνειες. Οι επί της οθόνη επιφάνειες προσαρμόζονται στο τρέχον σύστημα 
παραθύρων, ενώ είναι εκτός οθόνης επιφάνειες είναι pixel buffers που δεν 
εμφανίζονται αλλά μπορούν να χρησιμοποιηθούν ως επιφάνειες για rendering. 
• Δημιουργεί ένα rendering context. Η ΕGL απαιτείται για να δημιουργηθεί ένα OpenGL ES 
rendering context. Το πλαίσιο αυτό πρέπει να αποδοθεί σε μία κατάλληλη 
επιφάνεια πριν πραγματικά αρχίσει το rendering. 
Το EGL API υλοποιεί τα χαρακτηριστικά που μόλις περιγράφηκαν αλλά και πρόσθετη 
λειτουργικότητα όπως η διαχείριση ενέργειας, η υποστήριξη για πολλαπλά rendering 
contexts μέσα σε μια διαδικασία, η κοινή χρήση αντικειμένων (όπως υφές ή vertex buffers) 
σε rendering contexts σε μια διαδικασία, και ένας μηχανισμός για να παίρνει δείκτες 
συναρτήσεων με EGL ή OpenGL ES προεκτάσεις που υποστηρίζονται από μια συγκεκριμένη 
εφαρμογή.[1][6] 
 
Libraries και Include Files 
Οι εφαρμογές που χρησιμοποιούν OpenGL ES 2.0 θα πρέπει να γίνονται link με τις 
ακόλουθες βιβλιοθήκες: την OpenGL ES 2.0 βιβλιοθήκη που ονομάζεται libGLESv2.lib και 
την EGL βιβλιοθήκη που ονομάζεται libEGL.lib. Επιλέον, οι εφαρμογές σε OpenGL ES 2.0 θα 
πρέπει να περιλαμβάνουν τα κατάλληλα ES 2.0 και EGL  header files. Το παρακάτω αρχεία 
πρέπει να γίνονται include από όλες τις εφαρμογές που θέλουν να χρησιμοποιήσουν 
λειτουργικότητες της OpenGL ES 2.0: 
#include <EGL/egl.h> 
#include <GLES2/gl2.h> 
#include <GLES2/gl2ext.h> 
 
4.4 Δημιουργία ενός απλού vertex και fragment shader 
 
Στην OpenGL ES 2.0, τίποτα δεν μπορεί να ζωγραφιστεί αν δεν έχει φορτωθεί ένας σωστός 
vertex και ένα σωστός fragment shader. Για να γίνει ένα rendering, μλια εφαρμογή σε 
OpenGL ES 2.0 πρέπει να έχει ορίσει και ένα vertex αλλά και έναν fragment shader. 
Ένας πολύ απλός vertex shader φαίνεται στη συνέχεια: 
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GLbyte vShaderStr[] = 
"attribute vec4 vPosition; \n" 
"void main() \n" 
"{ \n" 
" gl_Position = vPosition; \n" 
"}; \n"; 
 
Αυτός ο shader ορίζει ένα attribute εισόδου, που είναι ένας πίνακας τεσσάρων θέσεων και 
ονομάζεται vPosition. Ο shader ορίζει μία συνάρτηση main που είναι ουσιαστικά η αρχή της 
εκτέλεσης του shader. Το κύριο μέρος του shader είναι πολύ απλό. Αντιγράφει το attribute 
vPosition σε μία ειδική μεταβλητή εξόδου, την gl_Position. Κάθε vertex shader πρέπει να 
δίνει έξοδο στη μεταβλητή αυτή, η οποία ορίζει τη θέση που θα περαστεί στο επόμενο 
στάδιο σύμφωνα με το pipeline της OpenGL ES 2.0. Ένα εξίσου απλός fragment shader 
μπορεί να είναι ο επόμενος: 
 
GLbyte fShaderStr[] = 
"precision mediump float; \n" 
"void main() \n" 
"{ \n" 
" gl_FragColor = vec4(1.0, 0.0, 0.0, 1.0); \n" 
"} \n"; 
 
Η πρώτη γραμμή ορίζει την προκαθορισμένη ακρίβεια για float μεταβλητές στον shader. Η 
συνάρτηση main δίνει ως έξοδο τον πίνακα (1.0, 0.0, 0.0, 1.0). Αυτόν τον αποθηκεύει στη 
μεταβλητή gl_FragColor. Η μεταβλητή αυτή είναι μία ειδική μεταβλητή που περιέχει το 
τελικό χρώμα για τον fragment shader. Στη συγκεκριμένη περίπτωση, ο shader δίνει κόκκινο 
χρώμα σε όλα τα fragments. 
 
 
Μεταβλητές και τύποι μεταβλητών 
 
Στα γραφικά υπολογιστών υπάρχουν δύο θεμελιώδης τύποι δεδομένων που δομούν τους 
μετασχηματισμούς: οι vectors και τα matrices. Αυτοί οι δύο τύποι δεδομένων είναι 
κεντρικοί στην OpenGL ES. Πιο συγκεκριμένα, Ο παρακάτω πίνακας περιγράφει τους 
τύπους δεδομένων που υποστηρίζονται. 
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Table 5-1 Data Types in the OpenGL ES Shading Language 
 
 
Variable Class Types Description 
Scalars float, int, bool Scalar-based data types for 
floatpoint, 
integer, and boolean 
values 
 
Floating-point 
vectors 
 
float, vec2, vec3, 
vec4 
 
Floating-point-based vector 
types 
of one, two, three, or four 
components 
 
Integer vector int, ivec2, ivec3, 
ivec4 
 
Integer-based vector types of 
one, 
two, three, or four components 
Boolean vector bool, bvec2, bvec3, 
bvec4 
 
Boolean-based vector types of 
one, two, three, or four 
components 
 
Matrices  
 
mat2, mat3, mat4 Floating-point based matrices of 
size 2 Χ 2, 3 Χ 3, or 4 Χ 4 
 
 
 
Συνιστώσες  των Vector και των Matrix 
 
Οι συνιστώσες ενός vector μπρούν να προσπελαστούν με δύο τρόπους. Είτε 
χρησιμοποιώντας τον τελεστή “.”  Είτε μέσω του array subscripting. Ανάλογα με τον αριθμό 
των συνιστωσών από τις αποίες αποτελείται ο vector, κάθε μία μπορεί να προσπελαστεί 
μέσω των: x, y, z, w}, {r, g, b, a} ή {s, t, r, q}. Ο λόγος για αυτές τις τρεις διαφορετικές 
ονομασίες είναι ότι ένα vector μπορεί να χρησιμοποιηθεί για την αναπαράσταση ενός 
χρώματος, ενός texture ή ενός μαθηματικού διανύσματος. [1] 
 
4.5 Μεταβλητές που υποστηρίζει η OpenGL ES 
 
Uniforms 
 
Οι uniforms είναι μεταβλητές στις οποίες αποθηκεύονται read only, σταθερές τιμές, οι 
οποίες περνούν από την εφαρμογή μέσω του API της OpenGL ES στο shader. Το σετ των 
uniforms μοιράζεται σε ένα προγράμματος. Αυτό σημαίνει ότι υπάρχει ένα σετ από 
uniforms για κάθε πρόγραμμα. Αν μία uniform μεταβλητή ορίζεται και στο vertex και στο 
fragment shader, τότε θα πρέπει να έχει τον ίδιο τύπο και η τιμή της να είναι η ίδια και 
στους δύο shaders. Κατά το linking, ο linker θα αναθέσει μία περιοχή σε κάθε ενεργή 
uniform του προγράμματος. Αυτές οι περιοχές είναι τα αναγνωριστικά που χρησιμοποιεί το 
πρόγραμμα ώστε να θέσει μία τιμή σε μία uniform μεταβλητή. 
 Από τη στιγμή που είναι γνωστό το όνομα της uniform μπορεί να βρεθεί η περιοχή τη 
χρησιμοποιώντας τη συνάρτηση glGetUniformLocation. Η τιμή της περιοχής, με βάση την 
οποία το πρόγραμμα αναγνωρίζει την κάθε uniform μεταβλητή, χρησιμοποιείται και για να 
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θέτει στη uniform τιμές (π.χ μέσω της glUniform1f. Οι Uniforms είναι χρήσιμες για την 
αποθήκευση όλων των ειδών δεδομένων που μπορεί να χρειάζονται οι shaders, όπως 
πίνακες μετασχηματισμών, παράμετροι για χρώμα ή φωτισμό κ.λπ. Ουσιαστικά, κάθε 
παράμετρος σε έναν shader που είναι σταθερή είτε σε όλα τα vertices είτε σε όλα τα 
fragments, αλλά αυτό δεν είναι γνωστό κατά τη διάρκεια του compile, θα πρέπει να 
περνιέται ως uniform.  Όταν η εφαρμογή ορίζει μία uniform μεταβλητή μέσω του API, η 
τιμή της θα είναι διαθέσιμη όπως αναφέρθηκε προηγουμένως, και στον vertex και στοn 
fragment shader. Ένα παράδειγμα ορισμού μίας uniform μεταβλητής είναι: 
 
 uniform mat4 viewProjMatrix; 
 
Attributes 
 
Ακόμη μία ειδική μεταβλητή στην OpenGL ES είναι η attribute. Οι attributes είναι 
διαθέσιμες μόνο στον vertex shader και χρησιμοποιούνται για να καθορίσουν τις ανα 
vertex εισόδους στον vertex shader.  Στις attributes συνήθως αποθηκεύονται δεδομένα 
όπως μία θέση, συντεταγμένες των textures ή χρώμα. Οι attributes είναι δεδομένα που 
καθορίζονται σε κάθε vertex που ζωγραφίζεται.  Είναι στη δικαιοδοσία του χρήστη να 
ορίσει το ποια δεδομένα ανήκουν σε ποια attributes. 
 
Varyings 
 
Ακόμη ένας τύπος μεταβλητών στην OpenGL ES είναι οι varying μεταβλητές. Οι μεταβλητές 
αυτές χρησιμοποιούνται ώστε να αποθηκεύουν δεδομένα εξόδου του vertex shader όπως 
και εισόδου του fragment shader. Κάθε vertex shader θα αποθηκεύσειτα δεδομένα εξόδου 
που θέλει να περάσει στο fragment  shader σε varyings. Αυτές οι μεταβλητές θα πρέπει 
επίσης να καθοριστούν και στο fragment shader και κατά τη διάρκεια του rasterization θα 
υποβληθούν σε γραμμική παρεμβολή μέσω των primitives. Ένα παράδειγμα δήλωσης μιας 
varying μεταβλητής είναι ο επόμενο: 
varying vec4 color; 
Η δήλωση των varying θα πρέπει να γίνεται και στο fragment και στο vertex shader. Όπως 
προαναφέρθηκε, οι varyings είναι η έξοδος του vertex shader και η είσοδος του fragment 
shader, οπότε οι δηλώσεις του θα πρέπει να ταυτίζονται.  
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Εικόνα 4.8: Ορίζοντας Vertex Attributes για την απεικόνιση ενός Primitive [1] 
 
 
4.6 Σύστημα συντεταγμένων 
 
Στην εικόνα... φαίνονται τα συστήματα συντεταγμένων καθώς ένα vertex περνάει από τον 
vertex shader και από τα υπόλοιπα στάδια. Τα vertices δίνονται ως είσοδος στην OpenGL ES 
σε ένα αντικείμενο ή στο τοπικό σύστημα συντεταγμένων. Αυτό είναι το σύστημα 
συντεταγμένων στο οποίο συνήθως ένα αντικείμενο αποθηκεύεται και μοντελοποιείται. 
Αφού εκτελεστεί ο vertex shader, η θέση του vertex  θεωρείται ότι βρίσκεται στο clipped 
σύστημα συντεταγμένων. Ο μετασχηματισμός της θέσης του vertex από το τοπικό σύστημα 
συντεταγμενων στο clipped σύστημα συντεταγμών γίνεται περνώντας τους κατάλληλους 
πινακες που εκτελούν το μετασχηματισμό στις κατάλληλες uniform μεταβλητές που 
ορίζονται στο vertex shader. 
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Εικόνα 4.9: Σύστημα συντεταγμένων [1] 
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Κεφάλαιο 5 
5. 3D Ψηφιοποίηση 
 
5.1 Πρόβλημα και κινητοποίηση 
 
Η διατήρηση πληροφοριών βάθους και χρώματος από μία σκηνή είναι όλο και περισσότερο 
επιθυμητή τα τελευταία χρόνια. Η καταγραφή και των δύο πληροφοριών ταυτόχρονα, 
απαιτεί μία κάμερα χρώματος και μία κάμερα βάθους. Επειδή όμως ένας χώρος που 
αναπτύσσεται ραγδέα τα τελευταία χρόνια είναι αυτός της ρομποτικής, η χρήση τέτοιων 3D 
εικόνων θα μπορούσαν να συνεισφέρουν ιδιαίτερα στον τομέα αυτό, καθώς αναμένεται σε 
μερικά χρόνια τα περισσότερα robots να αντιλαμβάνονται τρισδιάστατα τον χώρο. Στόχος 
οπότε ήταν να καταγραφούν 3D εικόνες και να επεξεργαστούν από ένα σύστημα που να 
είναι όμοιο σε συμπεριφορά σε επεξεργαστική ισχύ και σε περιορισμούς πόρων με ένα 
ρομπότ. 
Στην παρούσα διπλωματική εργασία, χρησιμοποιήθηκε μία κάμερα χρώματος και ένας 
αισθητήρας βάθους, τα οποία είναι συνδυασμένα σε μία συσκευή, το Kinect. Το Kinect 
φαίνεται να κερδίζει όλο και περισσότερο έδαφος τον τελευταίο καιρό, τόσο σε 
επιστημονικά πειράματα, όσο και στην αγορά τωνπαιχνιδιών, οπότε η χρήση του ήταν 
ιδιαίτερα επιθυμητή. Επιπλέον, για την επεξεργασία των εικόνων χρησιμοποιήθηκε το 
ενσωματωμένο σύστημα BeagleBoard. 
Οι δύο αυτές συσκευές, δηλαδή το Kinect σε συνδιασμό με το BeagleBoard 
χρησιμοποιήθηκαν για τη δημιουργία και την επεξεργασία ενός point cloud, δηλαδή για την 
αναπαράσταση του τρισδιάστατου χώρου ο οποίος φαίνεται από το σημείο λήψης της 
κάμερας ως ένα τρισδιάστατο σύνολο σημείων.  
Point Cloud είναι ένα σύννεφο (δηλαδή μία συλλογή) από nD σημεία, όπου συνήθως το n 
είναι 3. Χρησιμοποιείται για να αναπαριστά 3D πληροφορίες για τον κόσμο. Κάθε σημείο p 
κρατά πληροφορία για τις συντεταγμένες x y και z. Ένα σημείο xyz μπορεί να 
αναπαρασταθεί για παράδειγμα ως: 
float32 x 
float32 y 
float32 z 
 
Με τη άφιξη λοιπόν, μίας συσκευής που μπορεί να καταγράφει πληροφορίες και χρώματος 
αλλά και βάθους όπως το Kinect και μάλιστα σε μία αρκετά χαμηλή τιμή σε σχέση με τους 
υπόλοιπους αισθητήρες της αγοράς, η καταγραφή ενός τρισδιαάστατου point cloud γίνεται 
ευκολότερη. Συγκεκριμένα, μέσω του Kinect είναι δυνατή η παροχή ακόμη και πραγματικού 
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χρόνου τρισδιάστατων point clouds. Ως αποτέλεσμα, μπορούμε να περιμένουμε ότι τα 
περισσότερα robot στο μέλλον θα είναι σε θέση να «βλέπουν» τον κόσμο τρισδιάστατα.  
Για να συμβεί όμως αυτό, θα πρέπει πρώτα να υπάρχει ένας μηχανισμός που να χειρίζεται 
αποτελεσματικά τα point clouds. 
Επειδή συνήθως τα point clouds είναι μεγάλα, οι λειτουργίες πάνω σε αυτά και η 
επεξεργασία τους συνήθως είναι πολύ αργή, καθώς όσο περισσότερα είναι τα δεδομένα, 
τόσο περισσότεροι είναι και οι υπολογισμοί. 
Ένα point cloud που συλλαμβάνεται από το Kinect σε μία μόνο λήψη, μπορεί να μας δώσει 
πληροφορίες μόνο για τη επιφάνεια που είναι ορατή από το σημείο που γίνεται η λήψη. [4] 
Στις επόμενες εικόνες μπορούμε να δούμε δύο εικόνες που έχουν ληφθεί από το Kinect. 
Στην Εικόνα 5.1, φαίνεται μία λήψη από την κάμερα χρώματος. Στη φωτογραφία αυτή δεν 
υπάρχουν καθόλου πληροφορίες για το βάθος των σημείων. 
 
 
 
Εικόνα 5.1: Λήψη εικόνας με την RGB κάμερα [4] 
 
 
 
Αντίθετα, Εικόνα 5.2 φαίνεται μία εικόνα βάθους. Το χρώμα κάθε σημείου αναπαριστά την 
απόστασή του από το σημείο λήψης. Τα σημεία που είναι πιο κοντά αναπαριστώνται με 
μπλε χρώμα, ενώ αυτά που είναι πιο μακριά αναπαριστώνται με κόκκινο χρώμα. Τα σημεία 
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της εικόνας που έχουν μαύρο χρώμα αποτελούν σφάλματα της εικόνας, δηλαδή σημεία των 
οποίων το βάθος δεν υπολογίστηκε ορθά. Τους λόγους για τέτοια σφάλματα θα τους 
αναλύσουμε στη συνέχεια. 
 
 
Εικόνα 5.2: Λήψη εικόνας με την κάμερα βάθους [4] 
 
 
 
5.2 Αρχικό Setup 
 
Στην αρχή της πορεία της μεταπτυχιακής αυτή εργασίας έπρεπε να γίνει η απαραίτητη 
εγκατάσταση λειτουργικού συστήματος στο BeagleBoard και έπειτα η σύνδεσή του με το 
Kinect. Αυτό αποδείχθηκε μία ιδιαίτερα χρονοβόρα διαδικασία καθώς αντιμετωπίστηκαν 
διάφορα προβλήματα. 
Το Λειτουργικό σύστημα που εγκαταστήθηκε είναι το Ångström, ένα «ελαφρύ» λειτουργικό 
σύστημα στοχευμένο για ενσωματωμένα συστήματα. Έπειτα, έπρεπε να εγκατασταθούν οι 
Drivers για το OpenNI. Η εγκατάστασή τους όμως χαρακτηρίστηκε από προβλήματα όπως 
τογεγονός ότι υπήρχαν Drivers μόνο για το Λειτουργικό σύστημα Windows και για Linux 
Ubuntu. Αυτό σημαίνει ότι έπρεπε να γίνουν πολλές παρεμβάσεις ώστε να εγκατασταθούν 
σωστά. Επιπλέον για άλλα προγράμματα που επιχειρήσαμε να εγκατατήσουμε που θα 
βοηθούσαν στην εφαρμογή προσφέροντας έτοιμους αλγορίθμους, όπως το ΝΙΤΕ υπήρχαν 
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εκτελέσιμα μόνο για x86 επεξεραστές και όχι για OMAP/ARM. Έτσι δε μπορούσαμε να 
στηριχθούμε σε κάποιο άλλο ενδιάμεσο λογισμικό. 
 
5.3 Καταγραφή ενός Point Cloud από το Kinect 
 
Ενώ το Kinect αρχικά βγήκε στην αγορά ως μία περιφερική συσκευή για την κονσόλα Xbox 
360, στη συνέχεια οι drivers του ελευθερώθηκαν,ως μέρος του project του OpenNI, μαζί με 
ένα σετ από βιβλιοθήκες ιδιαίτερα χρήσιμες για τη διεπαφή με τη συσκευή. Το OpenNI 
παρέχει ότι είναι απαραίτητο για την καταγραφή ενός έγχρωμου point cloud από το Kinect. 
Μπορεί να καταγράψει τις εικόνες βάθους και χρώματος, να τις συνδυάσει μεταξύ τους και 
να υλοποιήσει την προβολή τους στο καρτεσιανό επίπεδο.  
Σύμφωνα με τον Nicolas Burus, στον οποίο ανήκει η μέθοδος την οποία ανακάληψε μέσα 
από τα δικά του πειράματα, το βάθος ενός σημείου z μπορεί να υπολογιστεί σε μέτρα, από 
τις ακατέργαστες πληροφορίες βάθους που δίνονται από το Kinect, έστω d, 
χρησιμοποιώντας την παρακάτω εξίσωση: 
 
z = 1.0 / (raw_depth * -0.0030711016 + 3.3309495161) 
H εξίσωση αυτή είναι ιδιόμορφη. Το d είναι ένας ακέραιος από το 0 έως το 2047. Το z 
αλλάζει πρόσημο όταν βρίσκεται γύρω στο 1084, οπότε η οποιαδήποτε πρακτική χρήση 
πέρα αυτών των τιμών δεν είναι χρήσιμη για μέτρηση βάθους.  
Μέσα από τις διάφορες δοκιμές, έχει βγει το συμπέρασμα ότι τα αποτελέσματα για την 
πληροφορία βάθους που δίνονται από το Kinect δεν είναι αξιόπιστα όταν το αντικείμενο 
του οποίου το βάθος πρέπει να μετρηθεί βρίσκεται σε απόσταση κάτω των 50cm.  
Αυτό λοιπόν μας οδηγεί στο συμπέρασμα ότι μόνο τιμές μεταξύ του 434 και του 1084 
μπορούν ουσιαστικά να χρησιμοποιηθούν για να αναπαριστήσουν τιμές βάθους. Αυτό 
σημαίνει ότι υπάρχουν 650 τιμές οι οποίες μπορούν να αναπαριστήσουν τιμές βάθους οι 
οποίες όμως δεν είναι πολλές. Από αυτές, όλες οι τιμές μέχρι το 759 αναπαριστούν βάθος 
μέχρι 1.0m, το οποίο σημαίνει ότι οι μισές από τις χρήσιμες τιμές βάθους που δίνει το 
Kinect είναι για απόσταση από 50cm έως 1.0m.  Επιπλέον, αυτό μειώνεται εκθετικά.  Μόνο 
16 τιμές από το εύρος που προαναφέρθηκε αναφέρονται σε απόσταση από 4.0 έως 5.0 m. 
Η αιτία για αυτό είναι πιθανώς ότι όπως τα αντικείμενα απομακρίνονται από τον θεατή, ή 
αντίστοιχα από το σημείο λήψης, η επίδραση της κατοπτρικής αντίδρασης μειώνεται, και 
για αυτό μειώνεται και η ακρίβεια της μέτρησης του βάθους. Επομένως πιθανώς οι 
μηχανικοί που ανέπτηξαν το hardware δε βρήκαν κάποιο όφελος στο να αφήσουν επιπλέον 
πληροφορίες βάθους σε αυτό το εύρος. 
Άρα τα αντικείμενα που είναι μακριά από το σημείο λήψης όχι μόνο αποτελούνται από 
λιγότερα σημεία, καθώς καταλαμβάνουν λιγότερο χώρο, αλλά θα είναι και πιο ανακριβή. 
Αυτό σημαίνει, πως για ένα αντικείμενο που ωρίσκεται σε απόσταση από 0.5 έως 3.0 m 
κάποιοις θα πρέπει να περιμένει μια αρκετά καλή αναπαράσταση της επιφάνειάς του, ενώ 
εάν θέλει αρκετές λεπτομέρειες για την επιφάνειά του, τότε το αντικείμενο αυτό θα πρέπει 
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να βρίσκεται σε απόσταση από 60 cm έως 1.5 m.  Ενώ λοιπόν το hardware είναι αρκετά 
ακριβές , οι μετρήσεις που επιστρέφει είναι χαμηλής ποιότητας λόγω  της μορφής στην 
οποία επιστρέφονται τα αποτελέσματα.  [7] 
 
5.4 Structured Light 
To Kinect χρησιμοποιεί τον αισθήτήρα βάθους της PrimeSense. Οι περισσότεροι αισθητήρες 
βάθους, χρησιμοποιούν μία τεχνική που αποκαλείται time-of-flight για την εύρεση του 
βάθους ενός σημείου. Η τεχνική αυτή βασίζεται στο ότι όταν είναι γνωστό το πόση ώρα το 
φως του lazer κάνει κάνει να επιστρέψει, τότε είναι γνωστό και το πόσο απέχει το 
αντικείμενο. Η τεχνική όμως αυτή δε χρησιμοποιείται και στην περίπτωση του Kinect. 
Συγκεκριμένα, η PrimeSense δηλώνει ότι χρησιμοποιεί μία τεχνική που την αποκαλούν 
“light coding” και το standard του αισθητήρα CMOS, ο οποίος δεν είναι ικανός να 
αποσπάσει τον χρόνο επιστροφής από την ακτίνα φωτός.  
Αυτό που κάνει το lazer είναι να προβάλει ένα στατικό, ψευδοτυχαίο μοτίβο σημείων στο 
χώρο. Η PrimeSense χρησιμοποιεί μόνο έναν αισθητήρα IR. Σύμφωνα με τη στατική 
τριγωνομετρία απαιτεί δύο εικόνες για να αποσπάσει πληροφορίες βάθους για κάθε 
σημείο. Το Kinect λοιπόν παίρνει δύο εικόνες και όχι μόνο μία. Η μία εικόνα είναι αυτή που 
φαίνεται στην οθόνη. Είναι η εκόνα από τα σημεία που που συλλαμβάνονται από τον 
υπέρυθρο αισθητήρα. Η δεύτερη εικόνα είναι αόρατη. Είναι ένα μοτίβο σημείων που 
προβάλει το lazer. Οι δύο αυτές εικόνες δεν είναι ταυτόσημες. Υπάρχει μία απόσταση 
μεταξύ του lazer και του αισθητήρα, οπότε οι εικόνες αναφέρονται σε διαφορετικά σημεία 
της κάμερας και αυτό επιτρέπει τη χρήση τη στατικής τριγωνομετρίας για τον υπολογισμό 
κάθε σημείου βάθους. 
 
 
Εικόνα 5.3: light coding 
 
 
Η διαφορά εδώ είναι ότι η δεύτερη εικόνα είναι εικονική. Η θέση του σημείου y2 είναι  
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μόνιμη στη μνήμη. Επειδή το lazer και ο αισθητήρας είναι ευθυγραμμισμένα, η διαδικασία 
γίνεται ακόμη πιο απλή. Αυτό που απαιτείται να γίνει, είναι να μετρηθεί η οριζόντια 
απόσταση των σημείων της πρώτης εικόνας σε σχέση με τη δεύτερη(αφού διορθωθεί η 
παραμόρφωση του φακού).  Αυτό επιπλέον διακαιολογεί το ψευδοτυχαίο μοτίβο σημείων. 
Το ψευδοτυχαίο μοτίβο κάνει το ταίριασμα των σημείων των δύο εικόνων πιο εύκολο. Η 
PrimeSense αποκαλεί την μέθοδο αυτή structured light. Αν και η απόλυτη (ή έστω η αρχική) 
έννοια του structured light δεν είναι αυτή, στην περίπτωση αυτή χρησιμοποιείται με μία 
γενίκευση της έννοιας.   
 
Σφάλματα της εικόνας λόγω του “ Structured Light ” 
Επειδή το σημείο από το οποίο λαμβάνεται η εικόνα χρώματος και το σημείο από το οποίο 
λαμβάνεται η εικόνα βάθους, απέχουν μεταξύ του, αυτό σημαίνει ότι κάποια από τα 
σημεία που είναι ορατά από την κάμερα χρώματος μπορεί να μην είναι ορατά από την 
κάμερα βάθους. Αυτό έχει ως αποτέλεσμα να δημιουργούνται «τρύπες» στον χάρτη του 
βάθους (depth map) άρα και στην τελική εικόνα που εμφανίζεται στην οθόνη.  
Γενικά, το υπέρυθρο structured light θα δημιουργήσει πολλά σφάλματα στο χάρτη βάθους 
κυρίως σε περιβάλλοντα που αποτελούνται από διάχυτες επιφάνειες, ή περιβάλλοντα που 
διαθέτουν και άλλε πηγές υπέρυθρης ακτινοβολίας. Για παράδειγμα το φώς του ήλιου, το 
οποίο είναι και αυό που δημιουργεί τα περισότερα προβλήματα λόγω της μεγάλης 
ποσότητας φωτός που αντανακλάται.  
 
5.5 Ασυνέπειες μεταξύ πολλαπλών point clouds 
Τα περισσότερα υλικά, όταν χτυπηθούν από φώς, δε το διαχέουν προς όλες τις 
κατευθύνσεις. Στα στερεά υλικά αυτό συμβαίνει πιο συχνά, καθώς δεν έχουν κατοπτρική 
αντίδραση. Αυτό σημαίνει ότι ένα σημείο σε μία επιφάνεια είναι πιο πιθανό να αλλάξει 
εμφάνιση όταν καταγραφεί από διαφορετικά σημεία λήψης. Κατά τη διαδικασία 
καταγραφής μίας σκηνής η οποία φωτίζεται από ηλιακό φως, η καιρικές συνθήκες μπορεί 
να μεταβληθούν ελαφρώς, άρα θα μεταβληθούν και οι σκιές και το χρώμα. Ακόμη ένας 
παράγοντας που μπορεί να μεταβάλλει τις συνθήκες φωτισμού της σκηνής, άρα και το 
αποτέλεσμα που θα καταγραφεί από το Kinect είναι μπορεί να είναι ο χρήστης που κινείται 
γύρω από τη σκηνή. Επομένως, κάποιες φορές η ακριβείς συντεταγμένες αλλά και το 
ακριβές χρώμα ενός σημείου της σκηνής μπορεί να διαφέρει ανάμεσα σε πολλαπλές 
λήψεις.  
Δεδομένου ότι δίνονται οι συντεταγμένες x και y ενός σημείου του point cloud στην εικόνα, 
έχοντας και το βάθος του σημείου αυτού έχουμε ως αποτέλεσμα τις τρισδιάστατες 
συντεταγμένες προβολής του.  Από αυτού του είδους τις συντεταγμένες, μπορούμε να 
εξάγουμε τις κατρεσιανές συντεταγμένες της σκηνής, δηλαδή κάθε σημείου του που 
καταγράφεται από την κάμερα. Υλοποιώντας έναν τέτοιο μετασχηματισμό σε όλα τα 
σημεία της εικόνας, θα εχουμε ως αποτέλεσμα ένα point cloud το οποίο ουσιαστικά θα 
αποτελεί την αναπαράσταση του κόσμου που καταράφεται από την κάμερα, στην οθόνη 
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του υπολογιστή μας. Δεδομένου επίσης ότι το Kinect διαθέτει και μία κάμερα χρώματος, 
αυτό μπορεί να χρησιμοποιηθεί για να δωθεί χρώμα στο point cloud. [7] 
Ποιοτική ανάλυση των δεδομένων από το Kinect. 
Μέσω του OpenNI το Kinect παρέχει εικόνες χρώματος (24-bit RGB) και βάθους ανάλυσης 
640x480 με ταχύτητα 30Hz. Αυτό δίνει το θεωρητικό άνω όριο των 640x480=307200 
σημείων σε ένα point cloud. 
 
5.6 Λήψη δεδομένων βάθους και χρώματος από το Kinect 
Για να πάρουμε τα δεδομένα βάθους και χρώματος της σκηνής, αρχικά θα πρέπει να 
περιμένουμε το πότε το Kinect έχει έτοιμα δεδομένα προς επεξεργασία. Αυτό το 
λαμβάνουμε με την εντολή WaitAnyUpdateAll(). Έπειτα, μέσω των εντολών GetDepthMap() 
και GetRGB24ImageMap() λαμβάνουμε τα δεδομένα βάθους και χρώματος της σκηνής.  Στις 
επόμενες γραμμές κώδικα φαίνεται η υλοποίηση των παραπάνω. 
 
 
XnStatus rc = XN_STATUS_OK; 
const XnDepthPixel * pDepthMap; 
const XnRGB24Pixel * pImageMap; 
 
DepthGenerator mDepthGenerator; 
ImageGenerator mImageGenerator; 
 
// read data from Kinect 
rc = g_context.WaitAnyUpdateAll(); 
 // get the depth map 
pDepthMap = mDepthGenerator.GetDepthMap (); 
// get the image map  
pImageMap = mImageGenerator.GetRGB24ImageMap (); 
// generate point cloud  
GeneratePointCloud (mDepthGenerator, pDepthMap, pImageMap); 
 
Αφού έχουν ληφθεί λοιπόν τα απαραίτητα δεδομένα για το σχηματισμό του point cloud, 
μπορεί να ακολουθήσει η δημιουργία του. Στις επόμενες γραμμές βλέπουμε τη συνάρτηση 
που δημιουργεί το point cloud. 
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float rawDepthToMeters(float rawDepth) 
{ 
      if ((rawDepth >= 1084)) 
              rawDepth = 1081; 
      return (1.0 / (rawDepth*(-0.0030711016) + 3.3309495161));  
} 
 
void GeneratePointCloud (xn:: DepthGenerator & rDepthGen, const XnDepthPixel * 
pDepth, const XnRGB24Pixel *  pImage) 
{  
    // Number of point is the number of 2D image pixel 
    xn:: DepthMetaData mDepthMD;  
    rDepthGen.GetMetaData(mDepthMD);  
    uPointNum = mDepthMD.FullXRes() * mDepthMD.FullYRes();  
 
    vPointCloudVert = (GLfloat*)malloc(uPointNum * 4 * sizeof(GLfloat));  
    vPointCloudColor = (GLfloat*)malloc(uPointNum * 4 * sizeof(GLfloat)); 
 
    // Build the data structure for convert 
    XnPoint3D * pDepthPointSet = new XnPoint3D [uPointNum]; 
    int i, j, idxShift, idx; 
     
    for (j = 0; j <mDepthMD.FullYRes(); j++)  
    {  
        idxShift = j * mDepthMD.FullXRes();  
 
        for (i = 0; i <mDepthMD.FullXRes(); i++)  
        {  
            idx = idxShift + i;  
            pDepthPointSet[idx].X = (GLfloat)i; 
            pDepthPointSet[idx].Y = (GLfloat)j; 
            pDepthPointSet[idx].Z = 100*(GLfloat)rawDepthToMeters((float)pDepth[idx]); 
        } 
 
    } 
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    int l; 
    // Build point cloud 
    for (i=0, j=0, l=uPointNum; i < uPointNum; i++, l--) 
    {  
        vPointCloudVert[j] = (GLfloat) pDepthPointSet[i].X; 
        vPointCloudVert[j+1] = (GLfloat) pDepthPointSet[i].Y;                      
        vPointCloudVert[j+2] = (GLfloat) pDepthPointSet[i].Z; 
        vPointCloudVert[j+3] = (GLfloat) 1.0; 
    } 
 
    j = 0; 
    for (l = mDepthMD.FullYRes() - 1; l >= 0; l--)                                       
    {                                                                               
        idxShift = l * mDepthMD.FullXRes();                                          
        for (i = mDepthMD.FullXRes() - 1; i >= 0; i--)                                     
        {                                                             
            idx = idxShift + i;                      
            vPointCloudColor[j] = (GLfloat)pImage[idx].nRed / 255; 
            vPointCloudColor[j+1] = (GLfloat)pImage[idx].nGreen / 255; 
            vPointCloudColor[j+2] = (GLfloat)pImage[idx].nBlue /255; 
            vPointCloudColor[j+3] = (GLfloat)1.0; //Alpha 
            j += 4;     
        } 
    } 
} 
 
‘Οπως μπορεί να διακριθεί στον παραπάνω κώδικα, αρχικά λαμβάνουμε τα μεταδομένα, 
μέσω των οποίων μπορούν να ληφθούν επιπλέον πληροφορίες για την εικόνα όπως η 
ανάλυσή της. Στη συνέχει, με βάση τα μεταδεδομένα, δημιουργείται το point cloud. Αρχικά, 
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για κάθε σημείο της εικόνας, βρίσκουμε τη θέση του xyz. Το βάθος του κάθε σημείου 
βρίσκεται από τη συνάρτηση του Nicolas Burus, η οποία αναλύθηκε προηγουμένως. Στη 
περίπτωση μας, η συνάρτηση έχει ονομαστεί rawDepthToMeters().  
Στη συνέχεια η θέση του κάθε σημείου του point cloud περνιέται σε έναν πίνακα, τον 
vPointCloudVert[] ο οποίος θα χρησιμοποιηθεί στη συνέχεια από την OpenGL ES για την 
αναπαράσταση των σημείων στην οθόνη. Για κάθε σημείο του point cloud 
χρησιμοποιούνται τέσσερις συντεταγμένες, x, y, z και w. Οι τρεις πρώτες αντιστοιχούν στις 
γνωστούς τρεις άξονες. Η τέταρτη συντεταγμένη χρησιμοποιείται από την OpenGL για 
κανονικοποίηση των σημείων στην οθόνη. Ουσιαστικά, κάθε σημείο του point cloud θα 
βρίσκεται στη θέση {x/w, y/w, z/w}. Στην υλοποίηση αυτή, στο w δίνεται πάντα η τιμή 1. 
Έπειτα, για κάθε σημείο, δίνεται και το χρώμα του, το οποίο αποθηκεύεται στον πίνακα 
vPointCloudColor[]. Το χρώμα της σκηνής, έχει υπολογιστεί από τη συνάρτηση 
GetDepthMap και έχει περαστεί ως παράμετρος pImage στη συνάρτηση 
GeneratePointCloud(). Σε κάθε σημείο αντιστοιχούν τέσσερις τιμές. Οι τρεις πρώτες 
αντιστοιχούν στο RGB. Η τέταρτη είναι το Alpha και καθορίζει τη διαφάνεια. Στη 
συγκεκριμένη υλοποίηση το Alpha είναι πάντα 1, το οποίο σημαίνει ότι τα χρώματα είναι 
αδιαφανή. ‘Οπως βλέπουμε, το χρώμα των σημείων και η θέση τους περνώνται στους 
αντίστοιχους πίνακες με αντίστροφη σειρά. Αυτό συμβαίνει επειδή το Kinect δίνει το χάρτη 
βάθους ξεκινώντας την αναφορά των σημείων από πάνω αριστερά, ενώ για τον χάρτη 
χρώματος η αναφορά των σημείων ξεκινάει από κάτω δεξιά. 
 
5.7 Δημιουργία παραθύρου 
Για την αναπαράσταση των σημείων του point cloud στην οθόνη, χρησιμοποιήθηκε η 
OpenGL ES.  Όμως, όπως αναφέρθηκε στα πρώτα κεφάλαια, για να υπάρξει επικοινωνία 
μεταξύ της OpenGL ES και του τοπικού συστήματος παραθύρων, πρέπει να γίνει χρήση της 
EGL. Μέσω της EGL λοιπόν αρχικά δημιουργείται το rendering context. Για τη δημιουργία 
του παραθύρου χρησιμοποιήθηκε το X Window System. Το σύστημα αυτό είναι ανεξάρτητο 
της συσκευής που θα χρησιμοποιηθεί. Για τη χρήση του X server (στον οποίο κάνουν τις 
αιτήσεις του τα προγράμματα - clients) πρέπει να δηλωθούν τα ακόλουθα header files: 
 
#include<X11/Xlib.h> 
#include<X11/Xutil.h> 
  
Ο κώδικας για την αρχικοποίηση των τιμών των παραμέτρων που αφορούν το παράθυρο 
που θα δημιουργηθεί φαίνεται στο Παράρτημα: Αρχικοποίηση τιμών παραθύρου. 
Επειτα, για να ξεκινήσει η διαδικασία δημιουργίας του παραθύρου, απαιτείται να γίνει 
σύνδεση με τον X server. Αυτό επιτυγχάνεται με τη συνάρτηση XOpenDisplay(). Ως 
παράμετρος, περνάται το NULL για να δηλωθεί ότι ο client και ο server βρίσκονται στο ίδιο 
μηχάνημα. Αφού εγκατασταθεί η σύνδεση, πέρνουμε κάποιες πληροφορίες για την οθόνη 
στην οποία είμαστε συνδεδεμένοι, οπως το βάθος της οθόνης (χρώματα/bit – για 
παράδειγμα μία οθόνη των 16 bit θα επιστρέψει 16). Για να κλείσει η σύνδεση πρέπει να 
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χρησιμοποιηθεί η συνάρτηση XCloseDisplay(). Η συνάρτηση eglChooseConfig() επιστρέφει 
μία λίστα για τη διαμόρφωση του EGL frame buffer, η οποία έχει σχηματιστεί από τους 
ορισμούς των παραμέτρων που ορίστηκαν στο προγηγούμενο κομμάτι κώδικα, όπως οι 
EGL_BUFFER_SIZE, EGL_RED_SIZE κ.λπ. . Η δημιουργία του παραθύρου στο πρόγραμμα 
αυτό γίνεται στη συνάρτηση CreateXWindow() που θα αναλυθεί στη συνέχεια. Στο 
Παράρτημα: Διαμόρφωση του frame buffer, φαίνεται ο κώδικας για τη διαδικασία 
σύνδεσης με τον X server, τη διαμόρφωση του frame buffer και την κλήση της συνάρτησης 
CreateXWindow(). 
Έπειτα, στη συνάρτηση CreateXWindow() γίνεται η δημιουργία του παραθύρου, 
Συγκεκριμένα, μέσα στη συνάρτηση αυτή καλείται η XCreateWindow() η οποία ζωγραφίζει 
το παράθυρο, σύμφωνα με τις παραμέτρους που έχουν καθοριστεί από το πρόγραμμα – 
client. Η συνάρτηση αυτή φαίνεται στο Παράρτημα: Η συνάρτηση CreateXWindow. 
 
5.8 Αναπαράσταση του point cloud με χρήση των Shader 
Αφού έχει δημιουργηθεί το παράθυρο, πλέον μπορεί να ζωγραφιστεί το point cloud σε 
αυτό. Για την απεικόνιση του point cloud στο παράθυρο χρησιμοποιήθηκε η OpenGL ES. 
Όπως αναφέρθηκε στο 4ο κεφάλαιο, βασική έννοια στην OpenGL ES αποτελούν οι Shaders, 
οι οποίοι είναι απαραίτητοι για να απεικονιστεί οτιδήποτε σε ένα παράθυρο.  
Άρα επόμενο βήμα είναι ο ορισμός των Shaders. Στο παρακάτω λοιπόν κομμάτι κώδικα, 
αρχικά ορίζεται ο vertex Shader όπου κάθε σημείο του point cloud θα πρέπει να περάσει 
από αυτόν για να οριστεί η θέση του στην οθόνη. Στον Shader αυτόν αρχικά ορίζεται ένας 
vector τεσσάρων θέσεων, ο vPosition, στον οποίο αποθηκεύονται οι τέσσερις 
συντεταγμένες από τις οποίες αποτελείται κάθε σημείο του point cloud. Στη συνέχεια 
ορίζεται ένας ακόμη vector, ο vColor, στον οποίο αποθηκεύεται το χρώμα κάθε σημείου του 
point cloud, με τη μορφή RGBA. Οι δύο αυτοί vectors ορίζονται ως attributes. Αυτό 
συμβαίνει επειδή τα δεδομένα που θα αποθηκευτούν στις μεταβλητές αυτές διαφέρουν 
από σημείο σε σημείο, οπότε είναι απαραίτητη η χρήση αυτών των μεταβλητών. Στη 
συνέχεια ορίζεται μία uniform μεταβλητή, η u_m4ModelView. Όπως δηλώνει και το όνομά 
της, στη μεταβλητή αυτή θα αποθηκευτεί ο πίνακας που θα ορίζει το ModelView, δηλαδή ο 
πίνακας προβολής. Ο πίνακας αυτός είναι σταθερός για όλα τα σημεία, καθώς κάθε σημείο 
του point cloud θα πρέπει να πολλαπλασιαστεί με τον πίνακα αυτό για να καθοριστεί η 
τελική του θέση στο τελικό σύστημα συντεταγμένων που θα προκύψει, δηλαδή το σύστημα 
συντεταγμένων της οθόνης. Για το λόγο αυτό η κατάλληλη μεταβλητή για να αποθηκευτεί 
ένας τέτοιου είδους πίνακας είναι η uniform. Επιπλέον, στο Vertex Shader, ορίζεται ακόμη 
μία μεταβλητή, η vColor. Η μεανλητή αυτή είναι varying. Η μτανήτή αυτή χρησιμοποιείται 
για την απικοινωνία του vertex και του fragment shader. Όπως φαίνεται, η συγκεκριμένη 
μεταβλητή ορίζεται και στους δύο Shaders. Με τον τρόπο αυτό μπορεί να ζωγραφιστεί το 
χρώμα του κάθε σημείου του point cloud. Πιο συγκεκριμένα, όπως μπορούμε να δούμε στο 
κυρίως σώμα του Vertex Shader, για κάθε η τιμή χρώματος κάθε σημείου, η οποία είναι 
αποθηκευμένη στο aColor, περνάει στο vColor. Η vColor είναι μία varying μεταβλητή, άρα 
αποτελεί και έξοδο του Vertex Shader. Οι varying μεταβλητές υπολογίζονται για κάθε 
παραγόμενο κομμάτι (fragment) και περνούν ως είσοδοι στο fragment shader Από τη 
στιγμή που ο Shader αυτός έχει υπολογίσει το χρώμα ενός σημείου, το οποίο είναι 
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αποθηκευμένο στη μεταβλητή vColor, μπορεί να το χρησιμοποιήσει έπειτα ο fragment 
Shader με σκοπό την απεικόνιση του σημείου στη οθόνη.  Η δεύτερη διεργασία που γίνεται 
στο Vertex Shader, είναι η αποτίμηση του της τελικής θέσης του κάθε σημείου του point 
cloud στο σύστημα συντεταγμένων της οθόνης. Αυτό, όπβς αναφέρθηκε και παραπάνω, 
γίνεται πολλαπλασιάζοντας το κάθε σημείο, με τον πίνακα προβολής, δηλαδή τον 
u_m4ModelView. Το αποτέλεσμα αυτής της πράξης αποθηκεύεται στην ειδική μεταβλητή 
gl_Position. Κάθε vertex shader πρέπει να δίνει έξοδο στη μεταβλητή αυτή, η οποία ορίζει 
τη θέση που θα περαστεί στο επόμενο στάδιο σύμφωνα με το pipeline της OpenGL ES 2.0.  
Στη συνέχεια του κώδικα, συναντούμε τον ορισμό του Fragment Shader. Στο Shader αυτόν, 
ορίζεται και πάλι η varying μεταβλητή vColor ώστε να μπορεί να γίνει γνωστή η τιμή της και 
σε αυτόν.  Στο κυρίως κομμάτι του Shader γίνεται η ανάθεση της μεταβλητής αυτής στην 
ειδική μεταβλητή gl_FragColor, που περιέχει το τελικό χρώμα για το κάθε σημείο. 
Στη συνέχεια, βλέπουμε ότι καλείται η συνάρτηση LoadShader(). Στη συνάρτηση αυτή, 
δημιουργούνται τα εκτελέσιμα ενός προγράμματος κάνοντας compile τους shaders μέσω 
της glCompileShader. Έπειτα, μέσω της glCreateProgram δημιουργείται ένα άδειο program 
object, το οποίο είναι ένα αντικείμενο στο οποίο μπορεί να επισυναφθούν shader objects. 
Το τελευταίο γίνεται μέσω της συνάρτηση glAttachShader. Αυτό παρέχει έναν μηχανισμό 
ώστε να αναγνωρίζοναι τα shader objects που πρέπει να περάσουν στo στάδιο του linking 
ώστε να δημιουργήσουν ένα πρόγραμμα. Επιπλέον, ελέγχεται η συμβατότητα μεταξύ των 
shaders που χρησιμοποιούνται για τη δημιουργία του προγράμματος. Η υλοποίηση των 
παραπάνω, φαίνεται στο επόμενο κομμάτι κώδικα. 
 
// Initialize the shaders and the program object 
int Init()//(ESContext *esContext) 
{ 
    GLbyte vShaderStr[] = 
    "attribute vec4 vPosition;                                     \n" 
    "attribute vec4 aColor;                                         \n"  
    "uniform mat4 u_m4ModelView;                          \n" 
    "varying vec4 vColor;                                           \n"  
    "void main()                                            \n" 
    "{                                                                          \n" 
    "    gl_PointSize = 1.0;                                         \n" 
    "    vColor = aColor;                                             \n" 
    "    gl_Position  = u_m4ModelView * vPosition;   \n" 
    "}                                                \n" 
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    GLbyte fShaderStr[] = 
    "precision mediump float;                  \n" 
    "varying vec4 vColor;                        \n"  
    "void main()                                       \n" 
    "{                                                        \n" 
    "    gl_FragColor = vColor;                 \n" 
    "}                                                        \n"; 
 
    GLuint vertexShader; 
    GLuint fragmentShader; 
    // Load the vertex/fragment shaders 
    vertexShader = LoadShader((char *)vShaderStr, GL_VERTEX_SHADER); 
    fragmentShader = LoadShader((char *)fShaderStr, GL_FRAGMENT_SHADER); 
    // Create the program object 
    programObject = glCreateProgram(); 
    if(programObject == 0) 
        return 0; 
    glAttachShader(programObject, vertexShader); 
    glAttachShader(programObject, fragmentShader); 
    glClearColor(0.0f, 0.0f, 0.0f, 1.0f); 
    return TRUE; 
} 
 
GLuint LoadShader(const char* shaderSrc, GLenum type) 
{ 
  GLuint shader; 
  GLint compiled; 
 
  // Create the shader object 
  shader = glCreateShader(type); 
  if(shader == 0) 
        return 0; 
  // Load the shader source 
  glShaderSource(shader, 1, &shaderSrc, NULL); 
 
  // Compile the shader 
  glCompileShader(shader); 
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  // Check the compile status 
  glGetShaderiv(shader, GL_COMPILE_STATUS, &compiled); 
  if(!compiled) 
  { 
    GLint infoLen = 0; 
    glGetShaderiv(shader, GL_INFO_LOG_LENGTH, &infoLen); 
    if(infoLen > 1) 
           printf("Error compiling shader \n"); 
    glDeleteShader(shader); 
    return 0; 
  } 
  return shader; 
} 
 
 
Στη συνέχεια, τα εκτελέσιμα που δημιουργούνται σε ένα program object θα πρέπει να 
περάσουν τη διαδικασία του linking. Αυτό γίνεται μέσω της glLinkProgram. Τα εκτελέσιμα 
αυτά γίνονται μέρος του παρόντος προγράμματος όταν κληθεί η συνάρτηση glUseProgram. 
 
Αφού λοιπόν οι Shaders είναι πλέον μέρος του προγράματος, μπoρεί να απεικονιστεί το 
point cloud στην οθόνη. Για να επιτευχθεί αυτό, πρώτα πρέπει οι συντεταγμένες συσκευής 
(device coordinates) να μετασχηματιστούν σε συντεταγμένες παραθύρου. (window 
coordinates). Αυτό μπορεί να γίνει μέσω της glViewport.Το πλάτος και το ύψος του 
viewport εξαρτάται από την υλοποίηση. 
Ως αποτέλεσμα ενός πετυχημένου linking, όλες οι uniform μεταβλητές που έχουν οριστεί 
από το χρήστη θα αρχικοποιηθούν σε μηδέν και για κάθε program object θα ανατεθεί μία 
περιοχή για τις uniform μεταβλητές του, η οποία μπορεί να ανακτηθεί μέσω της κλήσης της 
συνάρτησης glGetUniformLocation.  
Οι uniform μεταβλητές, που είναι δομές ή πίνακες δομών, μπορούν να ζητηθούν καλλώντας 
τη συνάρτηση  glGetUniformLocation  για κάθε πεδίο μέσα στη δομή. Οι τελεστές "[]" και "." 
μπορούν να χρησιμοποιηθούν προκειμένου να επιλεχθούν τα στοιχεία ενός πίνακα ή τα 
πεδία μέσα σε μία δομή. Οι πραγματικές περιοχές που έχουν ανατεθεί στις uniform 
μεταβλητές δεν είναι γνωστές μέχρι το program object να γίνει επιτυχώς link.  
Η glGetAttribLocation ζητά από το program object που έχει γίνει link, την attribute 
μεταβλητή, η οποία καθορίζεται από ένα συγκεκριμένο όνομα και επιστρέφει το δείκτη στη 
συγκεκριμένη μεταβλητή. Εάν το όνομα που δίνεται δεν ανιστοιχεί σε ενεργή attribute 
μεταβλητή ή εάν το όνομά της δεν ξεκινά με το πρόθεμα "gl_" τότε η συνάρτηση επιστρέφει 
-1. 
 
Ο συσχετισμός μεταξύ  του ονόματος μιας attribute μεταβλητής και του δείκτη που δείχνει 
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στη μεταβλητή αυτή μπορεί να καθοριστεί ανά πάσα στιγμή μέσω της συνάρτησης 
glBindAttribLocation.  
 
Η glVertexAttribPointer καθορίζει την περιοχή και το format των δεδομένων του πίνακα των 
vertex attributes ώστε να χρησιμοποιηθούν κατά τη διάρκεια του rendering. Το size, 
δηλαδή η δεύτερη παράμετρος ορίζει τον αριθμό των στοιχείων ανά attribute και μπορεί να 
είναι ,1, 2, 3 ή 4. Η τέταρτη παράμετρος μπορεί να πάρει τις τιμές GL_TRUE και GL_FALSE. 
Αν έχει την τιμή GL_TRUE τότε κανονικοποιεί τις τιμές που παίρνει ως είσοδο, στο διάστημα 
[-1,1] αν πρόκειται για signed τιμές ή στο διάστημα[0, 1] εάν πρόκειται για unsigned τιμές, 
όταν αυτές προσπελαύνονται και μετατρέπονται σε αριθμούς κινητής υποδιαστολής 
(floats). Διαφορετικά, οι τιμές μετατρέπονται κατευθείαν σε float χωρίς κανονικοποίηση. 
H glEnableVertexAttribArray ενεργοποιεί τις vertex attributes που καθορίζονται από έναν 
δείκτη. Όταν ενεργοποιούνται οι vertex attributes τότε μπορούνα να προσπελαστούν και να 
χρησιμοποιηθούν στο rendering όταν γίνονται κλήσεις σε εντολές που αφορούν τα 
vertexes, όπως οι glDrawArrays, glDrawElements κ.λπ. 
 
// Use the program object 
glLinkProgram(programObject); 
glUseProgram(programObject); 
m_sMatTranslate = matrixTranslate(0.0f, 0.0f, -6.0f); 
objTrans = matrixTranslate(0.0f, 0.0f, 0.0f); 
matrixTranspose(&m_sMatTranslate);  
m_sMatProj = perspectiveMatrix(80.0, (float)GL_WIN_SIZE_X/GL_WIN_SIZE_Y,   
0.001, 15000.0); 
glViewport(0, 0, uiWidth, uiHeight); 
glEnable(GL_CULL_FACE);                                                
glCullFace(GL_BACK);                                                  
glEnable(GL_DEPTH_TEST);                                             
glDepthFunc(GL_LEQUAL);                                                  
glEnable(GL_BLEND);                                                      
glBlendFunc(GL_SRC_ALPHA, GL_ONE_MINUS_SRC_ALPHA);                
if(!Init()) 
{ 
      printf("Init Failed \n"); 
      return 0; 
} 
printf("Init Passed \n");   
iLocPosition = glGetAttribLocation(programObject, "vPosition"); 
if (iLocPosition == -1) 
{ 
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    printf("Attribute not found\n"); 
} 
glVertexAttribPointer(iLocPosition, 4, GL_FLOAT, GL_FALSE, 0, vPointCloudVert); 
glEnableVertexAttribArray(iLocPosition); 
iLocColor = glGetAttribLocation(programObject, "aColor"); 
if (iLocColor == -1)                                                                
{                                                                                      
    printf("Attribute not found\n");                                                     
} 
 
glVertexAttribPointer(iLocColor, 4, GL_FLOAT, GL_FALSE, 0, vPointCloudColor); 
glEnableVertexAttribArray(iLocColor);   
 
m_iLocModelView = glGetUniformLocation(programObject, "u_m4ModelView"); 
if (m_iLocModelView == -1) 
{ 
    printf("not found\n"); 
} 
 
 
glBindAttribLocation(programObject, iLocPosition, "vPosition"); 
glBindAttribLocation(programObject, iLocColor, "aColor"); 
 
 
5.9 Προβολή του point cloud στην οθόνη 
Για την απεικόνιση του point cloud στην οθόνη χρησιμοποιήθηκε η perspective προβολή. 
Στην perspective προβολή, ένα 3D σημείο στον περικομμένο χώρο των συντεταγμένων 
ματιού, που έχει σχήμα πυραμίδας, προβάλλεται σε έναν κύβο. Η συντεταγμένη x από το [l, 
r] προβάλλεται στο [-1, 1], η συντεταγμένη y από το [b, t] στο [-1, 1] και η z από το [n, f] στο 
[-1,1]. 
 
Στην perspective προβολή, ένα 3D σημείο στον περικομμένο χώρο των συντεταγμένων 
ματιού, που έχει σχήμα πυραμίδας (βλ. Εικόνα 5.5), προβάλλεται σε έναν κύβο. Η 
συντεταγμένη x από το [l, r] προβάλλεται στο [-1, 1], η συντεταγμένη y από το [b, t] στο [-1, 
1] και η z από το [n, f] στο [-1,1]. Ο πίνακας που χρησιμοποιείται για την perspective 
προβολή φαίνεται στην Εικόνα 5.4 [12] 
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Εικόνα 5.4: Πίνακας perspective προβολής 
 
 
Τη μεγαλύτερη προσοχή για τη σωστή μεταφορά από το σύστημα συντεταγμένων ματιού 
στην perspective προβολή χρειάζεται το γεγονός ότι η κάμερα στις συντεταγμένες ματιού 
κοιτάει στον άξονα –z  ενώ στην perspective κοιτάει στο +z. Στην Εικόνα 5.5 φαίνεται ένα 3D 
σημείο σε προβαλόμενο σε συντεταγμένες ματιού και σε perspective προβολή. 
 
Εικόνα 5.5: Αριστερά: Συντεταγμένες ματιού, Δεξιά: Συντεταγμένες Perspective προβολής 
 
Η απεικόνιση λοιπόν του point cloud στην οθόνη έγινε με τη χρήση του πίνακα προβολής 
m_sMatProj. Ο πίνακας αυτός δημιουργείται μέσω της συνάρτησης perspectiveMatrix η 
οποία φαίνεται και στη συνέχεια. Για αυτόν τον πίνακα προβολής χρησιμοποιείται angle of 
view 80.0 μοίρες, aspect ratio ίσο με GL_WIN_SIZE_X/GL_WIN_SIZE_Y, near θεωρείται το 
σημείο 0.001 και far το σημείο 15000.0 . Για τη δημιουργίατου perspective Matrix 
χρειάζονται τα σημεία left και right. Αυτά όπως φαίνεται στo Παράρτημα: Η συνάρτηση  
perspectiveMatrix υπολογίζονται μέσω των παραμέτρων near, angleOfView και aspect. 
[12] 
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Η συνάρτηση matrixIdentity() επιστρέφει τον ταυτοτικό πίνακα και είναι η εξής: 
 
/* Identity matrix. */ 
static const float m_aIdentity[16] = 
{ 
    1.0f, 0.0f, 0.0f, 0.0f, 
    0.0f, 1.0f, 0.0f, 0.0f, 
    0.0f, 0.0f, 1.0f, 0.0f, 
    0.0f, 0.0f, 0.0f, 1.0f, 
}; 
 
 
5.10 Περιστροφή αντικειμένου 
 
Στη συνέχεια, αφού το point cloud είχε δημιουργηθεί και μπορούσαμε να το απεικονίσουμε 
στην οθόνη, αναπτύξαμε μία ενδεικτική εφαρμογή στην οποία περιστρέφαμε το 3D 
αντικείμενο που είχε δημιουργηθεί. 
Έτσι, μπορούσαμε να δούμε το point cloud και από άλλες πλευρές, περιστρέφοντάς το, 
απομακρίνοντάς το από τη κάμερα ή φέρνοντάς το πιο κοντά. Για τις διαδικάσίες αυτές 
στην OpenGL υπάρχουν έτοιμες συναρτήσεις όπως η glTranslate(), glRotate() κ.λπ. Στην 
OpenGL ES όμως οι συναρτήσεις αυτές δεν υπάρχουν. Άρα για την επίτευξη αυτού του 
σκοπού δημιουργήθηκαν οι απαραίτητες συναρτήσεις, οι οποίες πηγάζουν από τα μοντέλα 
των γραφικών υπολογιστών αλλά και της γραμμικής άλγεβρας. Αρχικά με τη συνάρτηση 
matrixTranslate μπορούμε να κινήσουμε το σημείο της κάμερας, ώστε να βλέπουμε το 
point cloud πιο κοντά ή πιο μακριά, αλλάζοντας την τρίτη παράμετρο της συνάρτησης, ή 
μπορούμε να αλλάξουμε τις σύο πρώτες παραμέτρους ώστε να κινηθεί η κάμερα προς τα 
πάνω, κάτω δεξιά, ή αριστερά. Μέσω των συναρτήσεων matrixRotateX(float angle), 
matrixRotateY(float angle), matrixRotateZ(float angle), μπορούμε να το περιστρέψουμε 
στους έξονες X Y και Z αντίστοιχα. Οι πίνακες που επιστρέφονται από τις συναρτήσεις αυτές 
πρέπει να πολλαπλασιαστούν με τον πίνακα προβολής ώστε να φανεί το αποτέλεσμα στην 
οθόνη.  Ο πίνακας που σχηματίζεται από τη συνάρτηση matrixTranslate φαίνεται στη 
συνέχεια, ενώ στο Παράρτημα: Συναρτήσεις περιστροφής και μετακίνησης αντικειμένων 
φαίνεται και η ίδια η συνάρτηση. [12] 
 
1 0 0 fX 
0 1 0 fY 
0 0 1 fZ 
0 0 0 1 
        Εικόνα 5.6: Translate matrix 
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Στη συνέχεια φαίνεται ο πίνακας που σχηματίζεται από τη συνάρτηση matrixRotateX, 
δηλαδή ο πίνακας που αν πολλαπλασιαστεί με ένα σημείο μπορεί να το περιστρέψει στον 
άξονα Χ. Στο Παράρτημα: Συναρτήσεις περιστροφής και μετακίνησης αντικειμένων 
φαίνονται και οι συναρτήσεις που κάνουν την περιστροφή στους άξονες X, Y kai Z. [12]  
 
1 0 0 0 
0 Cosθ -sinθ 0 
0 Sinθ cosθ 0 
0 0 0 1 
        Εικόνα 5.7: Rotate matrix κατά τον άξονα Χ 
 
Επιπλέον, όπως προαναφέρθηκε, oι πίνακες που επιστρέφονται από τις παραπάνω 
συναρτήσεις πρέπει να πολλαπλασιαστούν με τον πίνακα προβολής ώστε να φανεί το 
αποτέλεσμα στην οθόνη.  Η συνάρτηση που υλοποιεί τον πολλαπλασιασμό δύο πινάκων 
φαίνεται στο Παράρτημα: Η συνάρτηση πολλαπλασιασμού πινάκων. 
Με βάση τις συναρτήσεις που αναλύθηκαν προηγουμένως, δημιουργήθηκε ο επόμενος 
κώδιας ο οποίος περιστρέφει το point cloud γύρω από τον άξονα y, n φορές, κατά 15 μοίρες 
την κάθε φορά. 
 
m_sMatProj = perspectiveMatrix(80.0, (float)GL_WIN_SIZE_X/GL_WIN_SIZE_Y, 
0.001, 15000.0); 
 
for(i=0; i<n; i++) 
{ 
    glClear(GL_COLOR_BUFFER_BIT | GL_DEPTH_BUFFER_BIT); 
    m_sMatRotX = matrixRotateX(angleX); 
    m_sMatRotY = matrixRotateY(angleY); 
    m_sMatRotZ = matrixRotateZ(angleZ);          
    if(angleY == 360) 
        angleY -= 360; 
    if(angleX == 360) 
        angleX -= 360;   
    m_sMatMV = matrixMultiply(&m_sMatRotX, &m_sMatRotY); 
    m_sMatMV = matrixMultiply(&m_sMatMV, &m_sMatRotZ); 
    m_sMatMV = matrixMultiply(&m_sMatTrans, &m_sMatMV); 
    Matrix mvp = matrixMultiply(&m_sMatProj, &m_sMatMV);        
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    glUniformMatrix4fv(m_iLocModelView, 1, GL_FALSE, mvp.aElem);    
    glDrawArrays(GL_POINTS, 0, uPointNum); 
    eglSwapBuffers(sEGLDisplay, sEGLSurface); 
    angleY -= 15; 
} 
 
5.11 Απόδοση πρώτης υλοπόιησης 
Η συγκεκριμένη υλοποίηση, δε χρησιμοποιεί καμία από τις τεχνικές βελτιστοποίησης που 
διαθέτει το BeagleBoard. Έτσι, Ο χρόνος που απαιτείται για τη δημιουργία του point cloud 
είναι 0.74 δυτερόλεπτα κατά μέσο όρο. 
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Κεφάλαιο 6 
6. Τεχνολογία NEON 
 
Η προέκταση ARM SIMD (Advanced Single Instruction Multiple Data), γνωστή και ως 
τεχνολογία NEON, είναι μία υβριδική SIMD 64/128-bit αρχιτεκτονική που αναπτύχθηκε από 
την ARM. Η αρχιτεκτονική NEON υλοποιήθηκε ως μέρος του επεξεργαστή, αλλά έχει το δικό 
της pipeline εκτέλεσης, όπως και τους δικούς της καταχωρητές, ξεχωριστούς από αυτούς 
της ARM. Υποστηρίζει στηχισμένη και μη προσπέλαση δεδομένων (aligned, unaligned) για 
ακεραίους αλλά και αριθμούς κινητής υποδιαστολής. Δεν υπάρχει υποστήριξη για NEON 
για αρχιτεκτονικές πριν την ARMv7. 
 
6.1 Χρησιμοποιώντας τον Vectorizing Compiler της ΝΕΟΝ 
Η μονάδα NEON παρέχει 32 vector register, που ο καθένας κρατάει 16 bytes πληροφορίας. 
Αυτοί οι καταχωρητές μπορούν να λειτουργούν παράλληλα σε μία μονάδα ΝΕΟΝ. Η 
μονάδα ΝΕΟΝ υποστηρίζει διεργασίας πάνω σε ακεραίους των 8, 16 και 32 bit, και κάποιες 
διεργασίες πάνω σε 64 bit, καθώς και διεργασίες επάνω σε αριθμούς κινητής υποδιαστολής 
των 32 bit. [3] 
 
6.2 Automatic Vectorization 
Το Automatic vectorization αφορά την υψηλού επιπέδου ανάλυση των loop του κώδικα. 
Είναι ο πιο απλός τρόπος να εφαρμοστεί στην πλοιοψηφία του κώδικα η λειτουργικότητα 
της μονάδας ΝΕΟΝ. Η μονάδα αυτή, στοχεύει σε παραλληλισμό βασισμένο στα loop. 
Χεριάζεται όμως προσαρμογή του κώδικα έτσι ώστε να είναι κατάλληλος για εφαρμογή του 
automatic vectorization σε αυτόν, διαφορετικά ο κώδικας μπορεί να γίνει ακόμη και πιο 
αργός. 
 
Αναφορές Δεδομένων 
Οι αναφορές δεδομένων στον κώδικα μπορούν να κατηγοριοποιηθούν σε τρεις τύπους. 
Scalar : Μία περιοχή η οποία δεν αλλάζει κατά τη διάρκεια όλων των επαναλήψεων ενός 
loop. 
Index : Μία ακέραιη ποσότητα η οποία αυξάνεται κατά ένα σταθερό ποσό σε κάθε 
επανάλληψη ενός loop. 
Vector  Ένα μέρος της μνήμης με σταθερή απόσταση μεταξύ συνεχόμενων στοιχείων. 
 
Μερικοί παράγοντες που επηρεάζουν κατά κύριο λόγο την απόδοση του vectorization είναι: 
Ο τρόπος οργάνωσης των loop: για καλύτερη απόδοση το εσωτερικό loop σε εμφωλευμένα 
loop πρέπει να προσπελαύνει τους πίνακες με βήμα ένα. 
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Ο τρόπος που τα δεδομένα είναι δομημένα: Ο τύπος δεδομένων καθορίζει το πόσα 
δεδομένα μπορούν να κρατηθούν σε έναν καταχωρητή ΝΕΟΝ, άρα και το πόσες λειτουργίες 
μπορούν να εκτελεστούν παράλληλα.  
Ο αριθμός επαναλλήψεων των loop: Ο μεγαλύτερος αριθμός επαναλλήψεων στα loop 
είναι γενικά πιο επιθυμητός, επειδή το overhead για το ξεκίνημα του loop καλύπτεται από 
τις πολλές επαναλήψεις. [3] 
 
6.3 Βελτιώνοντας την απόδοση με Autovectorization 
Εξαρτήσεις δεδομένων 
Ένα loop του οποίου τα αποτελέσματα της μίας επανάληψης τροφοδοτούν την επόμενη 
λέγεται ότι έχει σύγκρουση δεδομένων. Τα loop που περιέχουν τέτοιες συγκρούσεις μπορεί 
να μη βελτιστοποιούνται.Στον κώδικα δημιουργίας του point cloud, δηλαδή στη συνάρτηση 
GeneratePointCloud() δε συναντάμε κάτι τέτοιο, καθώς στα loop που υπάρχουν, σε κάθε 
επανάληψή τους, επεξαργάζονται ένα διαφορετικό σημείο του point cloud και τα σημεία 
αυτά δεν έχουν καμία αλληλεπίδραση ούτε εξάρτηση μεταξύ τους.  
Χρησιμοποιώντας pointers 
Όταν στον κώδικα προσπελαύνονται πίνακες, ο compiler μπορεί συχνά να αποδείξει ότι οι 
προσπελάσεις μνήμης δεν επικαλύπτονται. Όταν χρησιμοποιούνται pointers αυτό είναι 
λιγότερο πιθανό να συμβεί και είτε απαιτεί ένα runtime test είτε απαιτείται η χρήση του 
__restrict. Ο compiler είναι ικανός να βελτιστοποιήσει loop που περιέχουν pointers μόνο 
εάν μπορεί να αποδείξει ότι το loop είναι ασφαλές. Η διαδικασία όμως απόδειξης ότι το 
loop είναι ασφαλές προσθέτει επιπλέον overhead και άρα κάνει το πρόγραμμα πιο αργό. 
Με τη χρήση του __restrict λέμε στο πρόγραμμα ότι οι δείκτες που χρησιμοποιούνται δεν 
επικαλύπτονται και έτσι αποφεύγεται η διαδικασία απόδειξης αυτού του γεγονότος καθώς 
λαμβάνεται ως δεδομένο. 
 
Έτσι λοιπόν, στην κλήση της συνάρτησης GeneratePointCloud έγινε χρήση του τελεστή 
__restrict και έχει την επόμενη μορφή: 
void GeneratePointCloud (xn:: DepthGenerator & __restrict rDepthGen, 
                                          const XnDepthPixel * __restrict pDepth,  
                                          const XnRGB24Pixel * __restrict pImage) 
 
Αυτό δηλώνει στον compiler ότι οι δείκτες αυτών των πινάκων δεν επικαλύπτονται. 
 
 
 
Δομή των loop 
Η συνολική δομή των loop είναι σημαντική ώστε να διατηρηθεί η καλύτερη δυνατή 
απόδοση στο vectorization. Είναι προτιμότερο τα loop να έχουν προκαθορισμένο αριθμό 
επαναλήψεων και να μην περιέχουν περίπλοκα if statements ή να προκαλείται πρόωρη 
έξοδος από το loop υπό κάποιες συνθήκες. Η μονάδα ΝΕΟΝ μπορεί να λειτουργεί σε group 
των 2, 4, 8 ή 16 στοιχείων. Όταν ο αριθμός των επαναλήψεων είναι γνωστός από την αρχή 
του loop, ο compiler μπορεί να προσθέσει ένα runtime test για να ελέγξει εάν ο αριθμός 
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των επαναλήψεων είναι πολλαπλάσιος των lane που μπορούν να χρησιμοποιηθούν για τον 
συγκεκριμένο τύπο δεδομένων σε έναν καταχωρητή ΝΕΟΝ. Αυτό αυξάνει το μέγεθος του 
κώδικα καθώς επιπρόσθετος κώδικας και μάλιστα που δεν είναι vectorized δημιουργείται 
για να εκτελεστεί κάθε loop. Όταν λοιπόν είναι γνωστό ότι ο αριθμός των επαναλήψεων 
είναι ένας από αυτούς που υποστηρίζει η μονάδα ΝΕΟΝ, μπορεί αυτό να δηλωθεί στον 
compiler. Ο πιο αποτελεσματικός τρόπος είναι να διερεθεί ο αροθμός των επαναλήψεων 
δια τέσσερα στη συνάρτηση που καλεί τη επιθυμητή για vectorizing συνάρτηση. Έπειτα ο 
αριθμός αυτός πρέπει να πολλαπλασιαστεί επί τέσσερα μέσα στη συνάρτηση που 
επιθυμουμε να εκτελέσουμε το vectorization. 
 
Ένας ακόμη τρόπος είναι να τροποποιηθεί ο κώδικας των loop που επιθυμούμε να 
εκτελέσουμε το vectorizing ώστε να αποφευχθεί το test για το εάω ο αριθμός των 
επαναλήψεων είναι κατάλληλος. Για παράδειγμα, για την διευκρίνηση ότι ο αριθμός των 
επαναλήψεων ενός loop είναι πολλαπλάσιος του 4 μπορούν να χρησιμοποιηθούν μία από 
τις ακόλουθες εκφράσεις: 
 
for(i = 0; i < (n >> 2 << 2); i++) 
ή 
for(i = 0; i < (n & ~3); i++) 
 
Τα for loop που υπάρχουν στη συνάρτηση GeneratePointCloud εκτελούνται 
mDepthMD.FullYRes()*mDepthMD.FullΧRes() το οποίο είναι πολλαπλάσιο του 64. 
Συγκεκριμένα, για παράδειγμα, για τη δόμηση του vPointCloudVert χρησιμοποιούνται δύο 
εμφωλευμένα loop το καθε ένα από τα οποία εκτελούνται φορές πολλαπλάσιες του 64. Άρα 
ο κώδικας αυτού του loop θα μετασχημετιστεί στον επόμενο: 
 
for (j = 0; j < (mDepthMD.FullYRes() & ~7); j++)  
{  
        idxShift = j * mDepthMD.FullXRes();  
        for (i = 0; i < (mDepthMD.FullXRes() & ~7); i++)  
        {  
            idx = idxShift + i;  
            pDepthPointSet[idx].X = (GLfloat)i; 
            pDepthPointSet[idx].Y = (GLfloat)j; 
            pDepthPointSet[idx].Z = 30.0*(GLfloat)rawDepthToMeters((float)pDepth[idx]);  
        } 
} 
for (l = 0; l < (mDepthMD.FullYRes() & ~7); l++)                                
{                                                                     
    idxShift = l * mDepthMD.FullXRes();                                 
    for (i = 0; i < (mDepthMD.FullXRes() & ~7); i++)                            
    {      
        idx = idxShift + i; 
        vPointCloudVert[j] = (GLfloat)pDepthPointSet[idx].X; 
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        vPointCloudVert[j+1] = (GLfloat) pDepthPointSet[idx].Y;                      
        vPointCloudVert[j+2] = (GLfloat) pDepthPointSet[idx].Z; 
        vPointCloudVert[j+3] = (GLfloat) 1.0; 
        j+=4; 
    } 
} 
 
Κλήση συναρτήσεων και ο τελεστής __inline 
Οι κλήσεις σε non-inline συναρτήσεις μέσα σε ένα loop εμποδίζουν το vectorization. Για να 
μπορούνα λοιπόν να γίνουν vectorize loop που καλούν άλλες συναρτήσεις, θα πρέπει οι 
συναρτήσεις αυτές να δηλωθούν ως inline. Αυτό γίνεται με τη χρήση των λέξεων κλειδιά 
__inline ή __forceinline. 
 
Στη συνάρτηση GeneratePointCloud σε ένα εμφωλευμένο for loop  καλείται η συνάρτηση 
rawDepthToMeters. Η συνάρτηση αυτή πρέπει να δηλωθεί ως __inline για να μην εμποδίζει 
το vectorization. 
 
Ο ορισμός λοιπόν πλέον της συνάρτησης αυτής είναι ο: 
__inline float rawDepthToMeters(float rawDepth) 
 
Conditional statements 
Για να είναι πιο αποτελεσματικό το vectorization θα πρέπει να χρησιμοποιούνται κυρίως 
δηλώσεις αναφοράς (assignments statements) και να περιοριστεί η χρήση των if και switch 
δηλώσεων. 
 
Στον κώδικα της GeneratePointCloud δεν υπάρχουν if statements . Υπάρχει όμως ένα if στον 
κώδικα της rawDepthToMeters. Αυτό θα επηρεάσει επομένως την απόδοση του auto-
vectorization. Παρ’ όλα αυτά θα η εξάλειψη αυτής της διακλάδωσης δεν είναι δυνατή. 
 
Δομές – Structures 
Η χρήση των structure στη μονάδα ΝΕΟΝ απαιτεί ότι όλα τα μέλη ενός structure πρέπει να 
είναι του ίδου μεγέθους. Επιπλέον, το padding απαγορεύει το vectorization. Αυτό 
συμβαίνει επειδή η μονάδα ΝΕΟΝ μπορεί να φορτώσει unaligned δομές χωρίς ποινές στην 
απόδοση. 
 
Στη GeneratePointCloud τα structures που χρησιμοποιούνται έχουν όλα τύπο float οπότε 
δεν αντιμετωπίστηκε κάποιο πρόβλημα. [3] 
 
6.4 Απόδοση του Auto-Vectorization 
Η συγκεκριμένη υλοποίηση που χρησιμοποιεί auto-vectorization δείνει επιτάχυνση 25%. 
Αυτό δείχνει ότι ενώ το auto-vectorization είναι μία καλή λύση για τα loop που υπάρχουν 
στον κώδικα για τη δημιουργία του point cloud, ωστόσο υπάρχουν πολλά σημεία που 
εμποδίζουν την παραλληλοποίηση τους. Έτσι, για να πάρουμε ακόμη καλύτερη επιτάχυνση 
θα πρέπει να μπορούμε να έχουμε ακόμη περισσότερο τον έλεγχο του τί γίνεται σε πιο 
χαμηλό επίπεδο. 
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6.5 NEON Intrinsics 
Οι NEON intrinsic εντολές είναι εύκολες στη χρήση επειδή μοιάζουν στη συμπεριφορά με 
τις συναρτήσεις της C αλλά ο compiler τις αντιλαμβάνεται ως assembler statements. Όπως 
αναφέρθηκε και προηγουμένως, η αρχιτεκτονική ΝΕΟΝ δουλεύει σε επεξεργαστές των 64 ή 
128 bits, αυτό το πρωτόκολλο επομένως χρησιμοποιείται και για τη βέλτιστη χρήση των 
NEON intrinsics. [11] 
Οι intrinsic συναρτήσεις και οι τύποι δεδομένων, ή αλλιώς τα intrinsic, όπως απλά 
αναφέρονται, παρέχουν όμοια λειτουργικότητα με την inline assembly και παρέχουν και 
επιπρόσθετα χαρακτηριστικά όπως έλεγχος τύπου και αυτόματη δέσμευση καταχωρητή. 
Μία κλήση μίας intrinsic συνάρτησης εμφανίζεται ως μία συνηθισμένη κλήση συνάρτησης 
στη C, αλλά αντικαθίσταται κατά τη μεταγλώττιση από μία σειρά από εντολές χαμηλού 
επιπέδου. Αυτό σημαίνει ότι μπορεί να εκφραστεί μία χαμηλού επιπέδου αρχιτεκτονική 
συμπεριφορά σε μία υψηλού επιπέδου γλώσσα προγραμματισμού. 
Εκτός από το γεγονός ότι με τον τρόπο αυτό δίνεται στον προγραμματιστή πρόσβαση σε 
εντολές που υπό άλλες συνθήκες δε θα είχε, χρησιμοποιώνας υψηλού επιπέδου γλώσσα 
προγραμματισμού, η χρήση των intrinsic σημαίνει ότι ο compiler μπορεί να βελτιστοποιήσει 
τις λειτουργίες ώστε να πετύχει καλύτερη απόδοση. Ο προγραμματιστής δε χρειάζεται να 
ασχολείται με τη δέσμευση καταχωρητών ούτε με θέματα που αφορούν το interlock καθώς 
τα χειρίζεται όλα ο compiler. 
Για να γίνει χρήση των NEON intrinsic σε GCC, πρέπει να περαστεί στον compiler το όρισμα  
-mfpu=neon. Επίσης, μπορεί να γίνει και χρήση του ορίσματος -mfloat-abi=softfp για να 
δηλωθεί στον compiler ότι οι NEON μεταβλητές πρέπει να περαστούν σε γενικού σκοπού 
καταχωρητές. [2] 
 
6.6 Βελτιστοποίηση με χρήση των NEON Intrinsics 
 
Τύποι δεδομένων πινάκων 
Οι τύποι δεδομένων πινάκων παίρνουν το όνομά τους από τον τύπο του lane και ένα 
πολλαπλάσιο. Τα ονόματα των lanes βασίζονται στους τύπους που ορίζονται στο <stdint.h> 
. Για παράδιγμα ο τύπος int16x4_t  είναι ένας πίνακας από τέσσερις τιμές τύπου int16_t. Οι 
τύποι βάσης είναι int8, uint8, int16, uint16, int32, uint32, int64, uint16, float16, float32, 
poly8 και poly16. Τα πολλαπλάσια είναι τέτοια ώστε ο τύπος του πίνακα που δημιουργείται 
να είναι 64 bit ή 128 bit.  
Τα NEON intrinsics προσφέρουν εντολές για τη δημιουργία πινάκων, για τη φόρτωση και 
αποθήκευση τιμών, για lane-by-lane λειτουργίες (SIMD) κ.λπ.  
Οι τύποι των lanes που υποστηρίζονται φαίνονται στον επόμενο πίνακα (βλ. Πίνακας 6.1)  
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Πίνακας 6.1: Οι τύποι των lanes 
 
Εφαρμογή των ΝΕΟΝ intrinsic 
Για καλύτερη απόδοση, αντί να επεξεργαστούμε τα δεδομένα χρώματος ως float αριθμούς 
τα μετατρέπουμε σε unsigned int. Έτσι, η επεξεργασία τους είναι πιο γρήγορη, καθώς ένας 
float σριθμός έχει μέγεθος 32 bits ενώ ένας uint έχει μέγεθος 8 bits. Αυτό σημαίνει ότι 
μπορούν να γίνουν περισσότερες πράξεις παράλληλα, καθώς σε έναν ΝΕΟΝ καταχωρητή 
των 64 bits χωράνε περισσότερες uint τιμές συγκριτικά με τις float τιμές. Η μετατροπή αυτή 
μπορεί να επιτευχθεί με το επόμενο cast.  
 uint8_t* color = reinterpret_cast<uint8_t*>(vPointCloudColor);  
uint8_t* rgbImage = reinterpret_cast<uint8_t*>(pImageMap); 
Αυτό που χρειάζεται πλέον επομένως είναι η φόρτωση των δεδομένων χρώματος της 
εικόνας σε καταχωρητές και μετά η επεξεργασία της.  Αυτό μπορεί να γίνει μέσω μίας load 
ενολής. Συγκεκριμένα, γίνεται μέσω της εντολής: 
uint8x8_t rgb = vld1_u8(pImage); 
Η εντολή αυτή φορτώνει δεδομένα από τον πίνακα pImage στον καταχωρητή rgb. Ο 
καταχωρητής αυτός ορίζεται ως ένας καταχωρητής που κρατάει 8 τιμές τύπου uint, η κάθε 
μία μεγέθους 8 bits. Από τον πίνακα λοιπόν pImage μπορούν να φορτωθούν παράλληλα 8 
τιμές. Έπειτα οι τιμες αυτές πρέπει να περαστούν στον πίνακα vPointCloudColor ο οποίος 
χρησιμοποιείται από τον fragment shader. Πριν όμως τα δεδομένα περαστούν στον πίνακα 
αυτό πρέπει πρώτα να αντιστραφούν. Αυτό γιατί είδαμε στις προηγούμενες υλοποιήσεις 
ότι η προσέλαση των δεδομένων χρώματος γίνεται κατά αντίθετη φορά από αυτή της 
προσπέλασης των δεδομένων θέσης. Πιο συγκεκριμένα, αφού πλέον τα δεδομένα δε θα 
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προσπελαύνονται τιμή προς τιμή θα πρέπει να προσπελαύνονται ανά 8 τιμές. Άρα το loop 
που προσπελαύνει τα αντίστοιχα δεδομένα θα μετατραπεί στο επόμενο: 
 
pImage += mDepthMD.FullXRes()*mDepthMD.FullXRes() - 8; 
for(i = 0; i < mDepthMD.FullXRes()*mDepthMD.FullYRes()/8; i++)  
{ 
        ... 
} 
 
Η φόρτωση της εικόνας από τον πίνακα pImage στους καταχωρητές θα αρχίσει από οκτώ 
τιμές πριν την τελευταία. Η απαραίτητη λοιπόν αντιστροφή των τιμών γίνεται μέσω της 
εντολής: 
result = vrev64_u8(rgb); 
Όπου ο result είναι επίσης ένας καταχωρητής τύπου uint8x8_t όπως και ο rgb. Επομένως 
στη συνέχεια πρέπει να περαστεί ο result στον vPointCloudColor. Η αποθήκευση επομένως 
αυτών των τιμών απαιτεί μία store εντολή. Συγκεκριμένα, η αποθήκευση γίνεται μέσω της 
εντολής: 
vst1_u8(vPointCloudColor, result); 
Ο κωδικας για την παραπάνω διαδικασία δίνεται παραάκτω: 
 
pImage += mDepthMD.FullXRes()*mDepthMD.FullXRes() - 8; 
for(i = 0; i < mDepthMD.FullXRes()*mDepthMD.FullYRes()/8; i++)  
{ 
 uint8x8_t rgb = vld1_u8(pImage); 
 uint8x8_t result; 
 result = vrev64_u8(rgb); 
 vst1_u8(vPointCloudColor, result); 
 vPointCloudColor += 8; 
 pImage -= 8; 
} 
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6.7 Απόδοση των NEON intrinsic 
 
Κατά την εφαρμογή των NEON instrinsics στον κώδικα αντιμετωπίστηκαν πολλά 
προβλήματα. Τα πιο βασικά από αυτά ήταν τα bug του gcc τα οποία οποία δε μας 
επέτρεψαν να διευρύνουμε την εφαρμογή των intrinsic σε μεγάλο εύρος του κώδικα. 
Μέρος αυτών των προβλημάτων ήταν η μη δυνατότητα χρήσης των εντολών vst4 και η μη 
δυνατότητα χρήσης του τύπου float32_t. Το τελευταίο, για παράδεθγμα εμπόδισε την 
εφαρμογή των intrinsic στο κομμάτι του κώδικα που προκαλεί την περιστροφή του 
αντικειμένου. Έτσι η εφαρμογή των intrinics περιορίστηκε σε ένα μόνο κομμάτι κώδικα, 
αυτό της απόδοσης χρώματος στα fragments για τον χρωματισμό του point cloud και αυτό 
ίσως όχι με τον βέλτιστο δυνατό τρόπο. 
Έτσι λοιπόν, στη δημιουργία του point cloud αν και δεν εφαρμόστηκαν τα intrinsic σε όλη τη 
δυνατή έκταση, έφεραν επιτάχυνση 2.4x γεονός που δείχνει ότι οι δυνατότητές τους είναι 
πολλές. 
Σε κάθε περίπτωση , η inline assembly περιμένουμε πως θα δίνει φανερά καλύτερα 
αποτελέσματα, όμως αποτελεί μία χρονοβόρα και επίπονη διαδικασία. 
 
 
6.8 Συγκεντρωτικά αποτελέσματα 
 
Όπως είναι φανερό, η αρχική υλοποίηση είναι πολύ αργή. Επομένως ένα σύστημα όπως το 
BeagleBoard απαιτεί τη χρήση της εξειδικευμένης αρχιτεκτονικής που προσφέρει, ακόμη 
και στην περίπτωση που χρησιμοποιείται μία γλώσσα που έχει αναπτυχθεί για 
ενσωματωμένες συσκευές όπως η OpenGL ES. Βλέπουμε όμως ότι ακόμη και με τα ΝΕΟΝ 
intrinsic δε μπορούμε να πετύχουμε το καλύτερο αποτέλεσμα καθώς ήρθαμε αντιμέτωποι 
με διάφορα bug τα οποία δε βοήθησαν στο να επιτευχθεί η μέγιστη παραλληλοποίηση. 
Επομένως, η καλύτερη επιτάχυνση μπορεί να επιτευχθεί χρησιμοποιώντας assembly 
statements. Παρ’ όλα αυτά τα ΝΕΟΝ intrinsic, σε αρκετές περιπτώσεις μπορούν να 
πλησιάσουν σημαντικά την απόδοση των assembly statements. Από την άλλη μεριά, αν σε 
κάποια εφαρμογή ο χρόνος εκτέλεσης δεν είναι ιδιαίτερα μεγάλος, τότε μπορεί να 
συμφέρει η χρήση του automatic vectorization καθώς μπορεί να προσφέρει ένα κομμάτι 
παραλληλοποίησης χωρίς να απαιτεί ιδιαίτερο κόπο και χρόνο η μετατροπή του κώδικα 
ώστε να χρησιμοποιεί την τεχνική αυτή. Στην Εικόνα 6.2 φαίνονται συγκεντρωτικά οι μέσοι 
χρόνοι που απαιτούνται για τη δημιουργία του point cloud. 
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Εικόνα 6.3: Χρόνος για τη δημιουργία του point cloud από κάθε υλοποίηση 
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ΕΠΙΛΟΓΟΣ 
Με την περάτωση της παρούσας μεταπτυχιακής εργασίας, παρατηρούμε ότι υπάρχει πολύς 
χώρος για έρευνα στην περιοχή των 3D εικόνων, στην επεξεργασία τους αλλά και στην 
αλληλεπίδραση συσκευών με τον άνθρωπο μέσα από την κατανόηση του τρισδιάστατου 
χώρου. 
Η καταγραφή των 3D εικόνων μπορεί να γίνει ευκολότερη χρησιμοποιώντας το Kinect 
καθώς συνδιάζονται η RGB κάμερα και ο αισθητήρας βάθους σε μία συσκευή. Για την 
επεξεργασία του 3D point cloud χρησιμοποιήθηκε ένα ενσωματωμένο σύστημα, το 
BeagleBoard. Για τον λόγο αυτό, για την απεικόνιση του point cloud σε οθόνη 
χρησιμοποιήθηκε η OpenGL ES 2.0, η οποία βασίζεται στην OpenGL 2.0 όμως είναι 
στοχευμένη για χρήση από ενσωματωμένα συστήματα και έτσι είναι πιο γρήγορη. 
Όπως όλα τα ενσωματωμένα συστήματα, έτσι και το BeagleBoard, αποδείχθηκε αρκετά 
αργό στην αρχική υλοποίηση η οποία δε χρησιμοποιεί καθόλου τις επιπλέον δυνατότητες 
που αυτό προσφέρει, όπως η αρχιτεκτονική ΝΕΟΝ. Φάνηκε από αυτό λοιπόν ότι η χρήση 
τους είναι υποχρεωτική. 
Έτσι, αρχικά εφαρμόστηκε το auto-vectorization. Η προσαρμογή του κώδικα με τέτοιο 
τρόπο έτσι ώστε να χρησιμοποιεί το χαρακτηριστικό αυτό αποδείχθηκε αρκετά απλή και 
λιγότερο χρονοβόρα σε σχέση με άλλες λύσεις, καθώς στοχεύει σε παραλληλισμό 
βασισμένο στα loop. Με τον τρόπο βέβαια αυτόν, δεν μπόρεσε να εφαρμοστεί στον κώδικα 
όλη η λειτουργικότητα της μονάδας ΝΕΟΝ. Μπορούν όμως να επιταχυνθούν σημαντικά τα 
κυριότερα loop του κώδικα. Έτσι λοιπόν, η τεχνική αυτή επέφερε 25% επιτάχυνση. 
Έπειτα έγινε εφαρμογή των NEON intrinsic. Η προσαρμογή του κώδικα έτσι ώστε να 
χρησιμοποιεί τα NEON intrinsic αποδείχθηκε αρκετά πιο απαιτητική σε σχέση με το auto-
vectorization, όμως τα αποτελέσματα είναι φανερά καλύτερα. Επειδή τα NEON intrinsic 
μετατρέπονται σε εντολές χαμηλότερου επιπέδου κατά τη μεταγλώττιση, είναι αρκετά πιο 
εύκολη για τον compiler η βελτιστοποίησή τους. Το δύσκολο κομμάτι είναι να επιλέξει ο 
προγραμματιστής τις σωστές εντολές ώστε να χρησιμοποιήσει με βέλτιστο τρόπο τους 
καταχωρητές που διαθέτει  αρχιτεκτονική ΝΕΟΝ, με στόχο τη βέλτιστη παραλληλοποίηση 
του κώδικα. Αυτή λοιπόν η τεχνική επέφερε επιτάχυνση 2.4x . 
Παρ’ όλα αυτά, το συμπέρασμα που βγαίνει είναι πως ενώ τα ΝΕΟΝ intrinsic μπορούν να 
επιφέρουν καλά αποτελέσματα, δε μπορούν ούτε αυτά να φτάσουν σε επίδωση έναν 
κώδικα ο οποίος είναι γραμμένος σε assembler. Σε πολλές περιπτώσεις όμως μπορούν να 
την πλησιάσουν σημαντικά. Επιπλέον, πετυχαίνουν ένα καλό αποτέλεσμα, γράφοντας 
υψηλού επιπέδου κώδικα, γεγονός που διευκολύνει τον προγραμματιστή συγκριτικά με τη 
γραφή σε assembler. 
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Παράρτημα 
 
Αρχικοποίηση τιμών παραθύρου 
 
EGLDisplay sEGLDisplay;                                                 
EGLContext sEGLContext;                                                 
EGLSurface sEGLSurface;                                                 
const EGLint aEGLAttributes[] = {                                       
        EGL_BUFFER_SIZE,        EGL_DONT_CARE,                                  
        EGL_RED_SIZE,       5,                                             
        EGL_GREEN_SIZE,     6,                                              
        EGL_BLUE_SIZE,      5,                                            
        EGL_RENDERABLE_TYPE,        EGL_OPENGL_ES2_BIT,  
        ΕGL_SURFACE_TYPE,         EGL_WINDOW_BIT,                                
        EGL_NONE }; 
                                                          
EGLConfig aEGLConfigs[1];                                               
EGLint cEGLConfigs;                             
EGLint aEGLContextAttributes[] =                                        
{                                                                       
        EGL_CONTEXT_CLIENT_VERSION, 2,                                       
        EGL_NONE                                                            
}; 
 
 
 
Διαμόρφωση του frame buffer 
 
XSetWindowAttributes win_attrs; 
Window win;                                                             
Display* display;                                                                                                            
Colormap colormap; 
XVisualInfo *pVisual;                                                   
XEvent e; 
display = XOpenDisplay(NULL);                                           
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if (NULL == display)                                                    
{                                                                       
        printf("Failed to open display.\n");                                       
        DestroyWindow(display, win);                                       
        XFreeColormap(display, colormap);                                   
        XFree(pVisual);                                                     
        XCloseDisplay(display);                                                                                                        
        return 0;        
}                                                                                                                                                  
sEGLDisplay = eglGetDisplay((EGLNativeDisplayType)display);             
eglInitialize(sEGLDisplay, NULL, NULL);                                 
eglChooseConfig(                                                        
        sEGLDisplay,                                                        
        aEGLAttributes,                                                     
        aEGLConfigs,                                                        
        1,                                                                  
        &cEGLConfigs);                                                      
        
if (cEGLConfigs == 0)                                                    
{                                                                       
        printf("No EGL configurations were returned.\n");                   
        XDestroyWindow(display, win);                                       
        XFreeColormap(display, colormap);                                   
        XFree(pVisual);                                                     
        XCloseDisplay(display);                                                                                                                        
        return 0;                                                                                                                                       
}                   
                                                                            
win = CreateXWindow(                                                    
        "OpenGL ES 2.0 Example on a Linux Desktop",                         
        uiWidth,                                                            
        uiHeight,                                                           
        display,                                                            
        sEGLDisplay,                                                        
        aEGLConfigs[0],                                                     
        &colormap,                                                          
        &pVisual);                                                          
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if (!win)                                                               
{                                                                       
        printf("Failed to create X window.\n");                             
        XDestroyWindow(display, win);                                       
        XFreeColormap(display, colormap);                                   
        XFree(pVisual);                                                     
        XCloseDisplay(display);                                                                                                                        
        return 0;                                                         
}           
sEGLSurface = (EGLSurface) eglCreateWindowSurface(                      
        (EGLDisplay)sEGLDisplay,                                            
        (EGLConfig)aEGLConfigs[0],                                          
        (EGLNativeWindowType)win,                                           
        NULL);                                                              
                                                                            
if (EGL_NO_SURFACE == sEGLSurface)                                      
{                                                                       
        printf("Failed to create EGL surface.\n");                          
        XDestroyWindow(display, win);                                       
        XFreeColormap(display, colormap);                                   
        XFree(pVisual);                                                     
        XCloseDisplay(display);                                                                                                                        
        return 0;                                                        
}                                                                       
 
sEGLContext = eglCreateContext(                                         
        sEGLDisplay,                                                        
        aEGLConfigs[0],                                                     
        EGL_NO_CONTEXT,                                                     
        aEGLContextAttributes);         
                                     
if (EGL_NO_CONTEXT == sEGLContext)                                      
{                                                      
        printf("Failed to create EGL context.\n");                        
        XDestroyWindow(display, win);                                  
        XFreeColormap(display, colormap);                                    
        XFree(pVisual);                                                      
        XCloseDisplay(display);                                                                                                  
        return 0;                                                                                
}                                                                        
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eglMakeCurrent(                                                         
        sEGLDisplay,                                                        
        sEGLSurface,                                                        
        sEGLSurface,                                                        
        sEGLContext);          
 
 
Η συνάρτηση CreateXWindow 
 
Window CreateXWindow(                                                       
    const char *title,                                                      
    int width,                                                             
    int height,                                                             
    Display* display,                                                       
    EGLDisplay sEGLDisplay,                                                 
    EGLConfig FBConfig,                                                     
    Colormap *pColormap,                                                    
    XVisualInfo **ppVisual)                                                 
{                                                                                                                                                      
    XSetWindowAttributes wa;                                                   
    XSizeHints sh;                                                          
    XEvent e;                                                               
    unsigned long mask;                                                     
    long screen;                                                            
    XVisualInfo *visual, templ;        
    Colormap colormap;                                                      
    int vID, n;                                                             
    Window window;                                                          
                                                                            
    screen = DefaultScreen(display);                                        
    eglGetConfigAttrib(sEGLDisplay, FBConfig, EGL_NATIVE_VISUAL_ID, &vID);  
    templ.visualid = vID;                                                   
    visual = XGetVisualInfo(display, VisualIDMask, &templ, &n);             
    colormap = XCreateColormap(display, RootWindow(display, screen), 
                                                     visual->visual, AllocNone);                                                         
    
    wa.colormap = colormap;                                                 
    wa.background_pixel = 0xFFFFFFFF;                                       
    wa.border_pixel = 0;                                                    
    wa.event_mask = StructureNotifyMask | ExposureMask;    
    mask = CWBackPixel | CWBorderPixel | CWEventMask | CWColormap; 
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    window = XCreateWindow( 
       display, 
       RootWindow(display, screen), 
       0, 
       0, 
       width,  
       height, 
       0, 
       visual->depth, 
       InputOutput, 
       visual->visual, 
       mask, 
       &wa); 
    sh.flags = USPosition;                                                  
    sh.x = 0;                                                               
    sh.y = 0;                                                               
    XSetStandardProperties(display, window, title, title, None, 0, 0, &sh); 
    XMapWindow(display, window);                                            
    //XIfEvent(display, &e, WaitForMap, (char*)&window);                    
    XSetWMColormapWindows(display, window, &window, 1);                     
    XFlush(display);                                                                                                                                   
    *pColormap = colormap;                                                  
    *ppVisual = visual;                                                     
                                                                            
    return window;                                                          
} 
 
 
Η συνάρτηση perspectiveMatrix 
 
typedef struct 
{ 
    float32_t aElem[16]; 
} Matrix; 
 
Matrix perspectiveMatrix(float angleOfView, float aspect, float near, float far) 
{ 
    float32_t size = near * tanf(DEG2RAD(angleOfView) / 2.0); 
    float32_t left = -size, right = size, bottom = -size/aspect, top = size/aspect; 
    Matrix sResult = matrixIdentity(); 
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    int i; 
    float f; 
    sResult.aElem[0] = 2*near / (right - left); 
    sResult.aElem[5] = 2*near / (top - bottom); 
    sResult.aElem[8] = (right + left) / (right - left); 
    sResult.aElem[9] = (top + bottom) / (top - bottom); 
    sResult.aElem[10] = -(far + near) / (far - near); 
    sResult.aElem[11] = -1.0; 
    sResult.aElem[14] = -(2.0 * far * near) / (far - near); 
    sResult.aElem[15] = 0.0; 
    return sResult; 
} 
 
 
Συναρτήσεις περιστροφής και μετακίνησης αντικειμένων 
 
Matrix matrixTranslate(float fX, float fY, float fZ) 
{ 
    Matrix sResult = matrixIdentity();  
    sResult.aElem[12] = fX; 
    sResult.aElem[13] = fY; 
    sResult.aElem[14] = fZ; 
    return sResult; 
} 
 
Matrix matrixRotateX(float iAngle) 
{ 
    Matrix sResult = matrixIdentity(); 
    sResult.aElem[ 5] = cos(DEG2RAD(iAngle)); 
    sResult.aElem[ 9] = sin(DEG2RAD(iAngle)); 
    sResult.aElem[ 6] = -sin(DEG2RAD(iAngle)); 
    sResult.aElem[10] = cos(DEG2RAD(iAngle)); 
    return sResult; 
} 
 
Matrix matrixRotateY(float iAngle) 
{ 
    Matrix sResult = matrixIdentity(); 
    sResult.aElem[ 0] = cos((float)DEG2RAD(iAngle)); 
    sResult.aElem[ 8] = -sin((float)DEG2RAD(iAngle)); 
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    sResult.aElem[ 2] = sin((float)DEG2RAD(iAngle)); 
    sResult.aElem[10] = cos((float)DEG2RAD(iAngle)); 
    return sResult; 
} 
 
Matrix matrixRotateZ(float iAngle) 
{ 
    Matrix sResult = matrixIdentity(); 
    sResult.aElem[0] = cos((float)DEG2RAD(iAngle)); 
    sResult.aElem[4] = -sin((float)DEG2RAD(iAngle)); 
    sResult.aElem[1] = sin((float)DEG2RAD(iAngle)); 
    sResult.aElem[5] = cos((float)DEG2RAD(iAngle)); 
    return sResult; 
} 
 
 
Η συνάρτηση πολλαπλασιασμού πινάκων 
 
Matrix matrixMultiply(Matrix *pL, Matrix *pR) 
{ 
    Matrix sResult; 
    int iR = 0; 
    int iC = 0; 
 
    for(iR = 0; iR < 4; iR++) 
    { 
        for(iC = 0; iC < 4; iC++) 
        { 
            sResult.aElem[iR * 4 + iC] = pL->aElem[iC + 0 * 4] * pR->aElem[0 + iR * 4]; 
            sResult.aElem[iR * 4 + iC] += pL->aElem[iC + 1*4] * pR->aElem[1 + iR*4]; 
            sResult.aElem[iR * 4 + iC] += pL->aElem[iC + 2*4] * pR->aElem[2 + iR*4]; 
            sResult.aElem[iR * 4 + iC] += pL->aElem[iC + 3*4] * pR->aElem[3 + iR*4]; 
        } 
    } 
    return sResult; 
} 
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