Transactional network data can be thought of as a list of one-to-many communications (e.g., email) between nodes in a social network. Most social network models convert this type of data into binary relations between pairs of nodes. We develop a latent mixed membership model capable of modeling richer forms of transactional network data, including relations between more than two nodes. The model can cluster nodes and predict transactions. The block-model nature of the model implies that groups can be characterized in very general ways. This flexible notion of group structure enables discovery of rich structure in transactional networks. Estimation and inference are accomplished via a variational EM algorithm. Simulations indicate that the learning algorithm can recover the correct generative model. Interesting structure is discovered in the Enron email dataset and another dataset extracted from the Reddit website. Analysis of the Reddit data is facilitated by a novel performance measure for comparing two soft clusterings. The new model is superior at discovering mixed membership in groups and in predicting transactions.
I. INTRODUCTION
With the popularity of online social networks, discussion forums and widespread use of electronic means of communication including email and text messaging, the study of network-structured data has become quite popular.
Network data typically consist of a group of nodes (or actors) and a list of relations between nodes. The most common models assume that relations occur between pairs of nodes, and that a relation takes a binary value (presence/absence). Such data can be conceptualized as a graph, and analogously, relations can be directed or undirected.
These assumptions do not always hold for network data. In many cases, the data are transactional, with multiple instances of communication between individuals occurring over time. For example, with telephone calls, a pair of nodes is involved in a call but the relation is transactional (i.e. transient), rather than being static and binary-valued. In email data, relations are transactional and can involve more than two nodes (one sender and one or more recipients).
We focus on networks in which multiple transactions occur between nodes, and each transaction (e.g. email) has a single sender and potentially multiple recipients. Since email data is the most obvious application, we use that language to develop our model. We assume a fixed number (M ) of nodes (people) in the network, and that each transaction involves at least one recipient. Thus for M nodes, the observable data takes the form of a list of transactions, with each transaction having a sender and between 1 and M − 1 recipients.
Given a social network, two common tasks are discovering group structure in the network and predicting future links between nodes. These two tasks are closely related to the form of our model: groups will correspond to different "roles" that nodes can assume, influencing the chance of sending and receiving messages. We propose a hierarchical Bayesian block-model inspired by the mixed membership stochastic block-model (MMSB) [1] for transactional network data (Transactional MMSB, or TMMSB).
The remainder of the paper is organized as follows: the network structure is detailed in section II. We develop our model in section III. Inference, estimation and model choice are discussed in section IV. Related work is discussed in section V. We introduce a novel performance measure for soft clustering in section VI. Results from simulations and two datasets are presented in section VII. In section VIII we discuss future directions. In this section, we explain structure of the network data we seek to model. A toy example of such transactional data is represented in Figure 1 (a). We have 5 transactions, each with a sender and one or more recipient. We adopt the convention that the sender cannot be a recipient, and use a binary representation to identify recipients. Thus the first message is from A to B (represented by a 1 in the B column and 0s in the C and D columns). The fourth message is from B to A and D. In general we shall assume M nodes (here M = 4) and N transactions (here N = 5).
II. DATA AND DATA REPRESENTATIONS
Various summaries may be derived from the raw transactions, such as a matrix of counts (number of messages for each sender/receiver pair), as in Figure 1 (b). This could be converted into a matrix of binary relations by thresholding the number of messages (threshold of 1 used in Figure 1(c) ). This matrix is often known as a socio-matrix.
These summaries are "lossy" representations of transactional data. For instance, from the transaction counts, we know only that B received 2 messages from A, but not that D was a co-recipient of one of these messages. The socio-matrix loses additional information, since the counts are thresholded. One thing that is not lost by these representations is the directional nature of the relations.
III. TRANSACTIONAL MIXED MEMBERSHIP BLOCK-MODEL
We develop a block-model for transactional network data, using the language of email data. We assume N messages are sent within a network of M nodes. Message n has a sender S n , and the recipient list is represented by M binary variables Y n1 , . . . , Y nM , where Y nm = 1 indicates node m received message n. For each n, at least one Y nm = 1, and if S n = i, then Y ni = 0 (i.e. a sender doesn't send to herself).
Our model assumes there are K groups. The probability of node i sending a message to node j is determined by the (unobserved) group memberships of these two nodes. These probabilities are collected in a K × K interaction matrix B. Element B kl is the probability of any node i in group k sending a message to any node j in group l.
The "mixed membership" is incorporated into the model via an additional hierarchical level. Instead of assuming that each node belongs to just one group, the group membership of nodes is allowed to vary. That is, the process for generating a transaction involves random selection of group memberships for each node.Conditional on these group memberships, the Y ij are independent Bernoulli outcomes. Node i has a K−vector π i of membership probabilities for the K classes, with K k=1 π ik = 1. The only observables for this model are messages Y ij , i = 1, . . . , N, j = 1, . . . , M and senders S n . The matrix B and group membership probabilities π 1 , . . . , π M must all be estimated. 1) For each node i, draw mixed-membership vector π i ∼ Dirichlet(α) 2) For each node i, draw its sender probability λ i . 3) Choose N ∼ P oisson(ε): number of emails 4) For each email n a) For each node i, draw z ni ∼ Multinomial(π i ) b) Pick node u as sender (i.e., S n = u) among all the nodes with probability λ u . c) For each node j = u, draw Y n,j ∼ Bernoulli(z nu Bz T nj ) Figure 2 . Generative process for the TMMSB Model Our generative model for transactional data is shown in Figure 2 . For each email n, each node i samples its group z ni using its membership vector π i . We represent z ni as a binary K-vector with exactly one nonzero element. The recipients of this email are sampled as M − 1 Bernoulli random variables. The Bernoulli probability z nu Bz T nj indicates the selection of the element of B corresponding to the current group membership of the sending node u and the (potential) receiving node j.
The main input parameter of the model is K, the number of groups. Other parameters to be estimated include the Kdimensional Dirichlet parameter α and a K × K interaction matrix B. The only restriction on B is that entries must be between 0 and 1. The arbitrary form of B allows the model to capture quite general forms of group behavior.
The joint distribution over latent variables and the observations is
where Z 1:N,1:M is the set of group assignments for all nodes 1, . . . , M in all messages 1, . . . , N. Y is a N × M binary matrix in which every row is a transaction and ones in each row encode the recipients of the corresponding email. Since our focus is estimating groups and membership, in the following sections we condition on senders S n , eliminating the need to infer the λ's.
IV. INFERENCE AND MODEL CHOICE
The posterior inference in our model is intractable, involving a multidimensional integral and summations. For approximate inference, we use variational methods. For more details, see [2] . We use a fully-factorized mean-field family of distributions as our variational distribution:
where q 1 is a Dirichlet, and q 2 is a Multinomial distribution. {γ 1:M , φ 1:N,1:M } is the set of variational parameters that will be optimized to tighten the bound between the true posterior and variational distribution. The updates for variational parameters φ nm and γ m are 
for all nodes m = 1, . . . , M. The empirical Bayes estimate for B parameter is
We fix α = 0.1 in our inference. Algorithm 1 shows the pseudocode for the variational EM inference for the proposed model. For simplicity, a stylized version of the algorithm is presented. We develop a BIC criterion to choose the number of clusters K. We use the following approximation for the BIC score for choosing the number of groups:
where K 2 + K is the number of parameters in the model (elements of B and α) and |Y | = n,m y n,m is the number of total recipients in the network. L is the "receiving" term of the likelihood and is computed [2] for details.
V. RELATED RESEARCH
Our model is inspired by the Mixed Membership Stochastic Block-model [1] (MMSB). The MMSB model describes directional binary-valued relations between sender/receiver pairs of nodes. It seeks to model socio-matrices, such as panel (c) of Figure 1 . For every sender/receiver pair, a single binary relation w ij is observed. If w ij = 1, a i → j relation has been observed; w ij = 0 indicates no relation. Mixed membership in K groups corresponds to the sampling of a new group membership for nodes i and j when relation w ij is to be generated. The w ij are modeled as conditionally independent Bernoulli outcomes, with Pr(w ij = 1) = p ij , and p ij being determined by group membership.
Direct application of the MMSB model to transactional data would require simplification of the raw data. For instance, in [3] , directional binary-valued i → j relations are generated by counting the number of messages sent by i and received by j, and thresholding these counts at a specified level. This corresponds to the simplification from Figure 1(a) to (c). With this simplification, co-recipient information is lost, and message frequency information is weakened by conversion to a binary "low/high" value.
Other papers have studied modeling of transactional data. Prediction of link strength in a Facebook network is studied in [4] . In their comparative study, transactional data on a network are used as features in prediction of a binary "top friend" relation. Specific models for prediction of transactions are not developed. There has been recent work considering frequency of interactions for modeling. In [5] , a stochastic block model is proposed for pairwise relation networks with the frequency of relations being considered. The number of groups is inferred using Dirichlet process priors. Multiple recipient transactions are not considered.
VI. NOVEL CLUSTERING PERFORMANCE MEASURES
Sometimes, "ground truth" node memberships are available, in the form of (possibly soft) class labels for each node. Thus measures that can assess the similarity of two different soft labels (one from a model and one from data) are needed. Measures developed in this paper can compare any two soft clusterings and will be applied later in Section VII-D.
We assume that we wish to compare a predicted soft clustering (mixed membership vector π i in our model) with an observed mixed membership vector (e.g. normalized frequencies in the reddit case; see Section VII-D). We propose an novel extension to the measures proposed in [6] . Their measures are precision, recall and F-Measure values for overlapping clustering output. By "overlapping", we mean a 0/1 assignment in which nodes can be assigned to multiple clusters. The proposed metrics in [6] are extensions of the BCubed metrics. BCubed metrics measure precision and recall for each data point. The precision of a data point i is the fraction of data points assigned to the same cluster as i which belong to the same true class as i. Recall for i is the fraction of data points from the same true class that are assigned to the same cluster as i. [6] extends these measures for overlapping clustering output:
P recision(e, e ) = Min(|C(e)∩C(e )|,|L(e)∩L(e )|)

|C(e)∩C(e )|
Recall(e, e ) = Min(|C(e)∩C(e )|,|L(e)∩L(e )|)
|L(e)∩L(e )|
where e and e are two data points, L(e) is the set of classes and C(e) is the set of clusters assigned to e. The expression |C(e) ∩ C(e )| counts the number of classes common to e and e . In our case, each point has a membership probability vector assigned to it by the model and it has a true membership probability vector. We extend the metrics above to this case as follows: P recision(e, e ) = Min(π(e).π(e ),γ(e).γ(e )) π(e).π(e ) Recall(e, e ) = Min(π(e).π(e ),γ(e).γ(e ))
γ(e).γ(e )
where π(e) is the estimated membership probability vector, γ(e) is the true membership probability vector for data point e, and a.b = a T b for two vectors a and b. Aggregate precision and recall measures are obtained by averaging over all pairs of nodes. F-measure is defined as the harmonic mean of precision and recall.
VII. EXAMPLES
In this section, we present experimental results for an email network based on the Enron corpus and another transactional network corpus built from the social news website www.reddit.com. Simulations described in [2] verify that the learning algorithm can successfully recover parameter values. See [2] for details and more results.
A. Datasets
We consider a version of the Enron email dataset provided by J. Shetty and J. Adibi 1 . Their cleaned dataset consists of 252, 759 emails from 151 Enron employees. We further subset the data, focusing on all messages sent in October and November, 2001, one of the highest-volume months. This subset contains 4578 messages between 137 distinct employees, or an average of 16.7 messages sent per month by each employee. The average message has 2.45 recipients.
We also present results on a transactional network extracted from www.reddit.com. Reddit is a social news website where users post content or links to content. These postings can generate a series of comment chains by other users. Reddit has topical sections called "subreddits". Each subreddit focuses on a topic and there are hundreds of them, most of which are created by users. Each post is assigned to one of the available subreddits by the posting user.
We consider a transaction to be a post and its immediate follow-up comments. The user who posted the comment is the "sender" and all users who replied to this post are "recipients". The interpretation of B is different from an email network. Here, B ij represents the probability that a user in group j is interested in posts by a user in group i.
Our dataset was derived from a crawl of the posts for the top 50 popular subreddits. We selected only the 10 1 http://www.isi.edu/ ∼ adibi/Enron/Enron.htm most active subreddits and users with more than 250 posts. The resulting network has 248 nodes and 6222 transactions. The mean number of recipients per sender is 1.15. From messages sent by the 10 most active nodes, we removed randomly 500 transactions to use as a test set.
A feature of the Reddit dataset is the set of categories ("subreddits") assigned to each post. Each user's frequency of posting in the 10 subreddits characterizes that user's activity. This 10-vector can be taken as the observed membership frequency and when normalized, as the observed membership probability vector.
B. Exploring the Enron Dataset
Our analysis of the Enron data focuses on K = 9 groups. Values of BIC in Table I suggest this is a good group size. Although employees have mixed membership, the membership probabilities (π i 's) are quite focused, with half the employees having a maximum π element of 0.85 or larger. Thus, much of our analysis deals with assigning each employee to their most probable class. Table II provides several summaries of the nine groups. The first three columns are calculated using probability weights (π's) from the model. For example, if employee i sends n i messages and has probability π i2 of belonging to group 2, then an employee in cluster 2 would send an expected n sent = i π i2 n i / i π i2 messages. The activity levels vary considerably by group, as indicated by the wide range of n sent and n recv values. The rows of B are often dominated by the diagonal element, suggesting that most identified groups tend to send to members of their own group. Several interesting exceptions are indicated by boxed entries in Table II: • Group 1 has lowest activity (n sent and n recv in row 1), and is unlikely to receive messages from anyone except another member of group 1 (column 1 of B). • Group 1 is more likely to send to group 3 than to members of its own group (row 1 entries). • Group 2 is highly likely to send to members of both group 2 and 7 (row 2 entries). • Group 3 has a low overall probability of sending a message, but is more likely to send to groups 7 and 8 than group 3 (row 3 entries). We examine group 9 in more detail. Row and column 9 of B (Table II) , indicate that group 9 sends messages almost exclusively to other members of group 9, and has a small but nonzero chance of receiving messages from most groups. An exception is that group 9 has negligible probability of receiving messages from groups 1 or 8. The number of messages sent and received between possible members of Group 9 is displayed in Table III . There are 13 nodes that have probability of ≥ 0.25 of belonging to this group (π 9 , last column of Table III) . A block structure is quite evident in Table III: Subgroup I (nodes 3, 4, 7, 9, 11, 18) Although it may be surprising that these two subgroups are assigned to a single group, we note that group membership is indicated by similar sending behavior, not necessarily the sending of messages to the same individuals.
In this case, all nodes that have appreciable probability of belonging to group 9 share several characteristics, namely the tendency to send only to members of the same group, and the tendency to receive messages from a scattering of other groups. Inspection of B suggests that no other group has this profile. It is also interesting to note that 3 employees in Subgroup II (Dasovich-17, Steffes-19, and Shapiro-60), with large membership probabilities for group 9, were all involved in "Government relations".
C. Link Prediction Results for the Reddit Dataset
We compare our method with the MMSB model and a hierarchical clustering method applied to the symmetrized version of the transaction counts, e.g. Figure 1(b) .
For the problem of link prediction, we use the performance measure developed in [7] . It focuses on how well a method ranks the true recipients. It uses the value of the rank at 100% recall. A small rank indicates that the model identifies all true recipients before many non-recipients are identified. For our model ranks are generated using Pr(j receives|i sends) = p ij = π i Bπ T j . For each message, we rank the nodes based on their predicted probability of being recipients of the message. We pick the rank of the last predicted recipient as performance measure for the message. The overall performance will be the average of individual performances for all messages.
Direct comparisons with link prediction are immediately possible with our model and the MMSB model. For hierarchical clustering, we develop a similar prediction. A crude version of the B matrix can be constructed using cluster labels from hierarchical clustering, and counting the number of messages sent and received by nodes with each label combination. Fig. 3 shows the results for the three methods on the Reddit test dataset. Our method produces significantly better (i.e. lower) scores with as few as 4 groups.
D. Clustering Results for the Reddit Dataset
The availability of an observed mixed membership vector (based on subreddit posting frequencies) enables us to quantify clustering accuracy in the reddit dataset. During training, the observed mixed membership vector is ignored. Using the test set described in section VII-A and the performance measures in section VI, we can measure clustering accuracy.
In Figure 4 , we compare precision, recall and F-measure for our method with values obtained for the MMSB model and a simple hierarchical clustering model. In the MMSB model, a threshold of 1 transaction was used to convert transaction counts to binary data. A hierarchical clustering method was applied to a matrix of send/receive frequencies to generate class labels for each node. The MMSB model and our model both produce mixed memberships. The hierarchical clustering method produces hard classifications. It appears that our method's superior performance may be due to the mixed memberships and the ability to utilize co-recipient and message frequency information. Hierarchical clustering does not produce mixed membership, and the MMSB model cannot use co-recipients or message frequencies.
VIII. CONCLUSIONS
The key innovations of our model are the ability to probabilistically model transactional data with multiple recipients, the generalization of criteria for group membership to include communication patterns with other groups, and the development of a model in which individuals can belong to multiple groups. The variational inference algorithm is efficient for large networks, and can accurately recover network structure. The real data examples indicate that the model can extract interesting information from network data, and that it is competitive in discovering mixed memberships and in predicting transactions. We proposed a novel performance measure for comparing soft clustering results.
Our model could be extended in several ways. A shortcoming of the Bernoulli model for recipients is that it permits transactions with no recipients, an impossible outcome in email transactions. Extensions excluding such null transactions might capture additional data structure. Other transaction information such as timestamps, headers and content could be incorporated as covariates. Time-varying versions of this model could be used to discover changes in group membership and activity. This could include either varying memberships (π's) or numbers of groups (K).
