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ABSTRACT
The goal of this paper is to apply statistical methods to determine electrons densities
and their errors from measurements of density-sensitive line intensities in the quiet
Sun. Three methods are employed. The first is the use of L-function plots to provide
a quick visual assessment of the likelihood that a set of line intensities can provide
a robust estimate of these quantities. A second methods involves a χ2 minimization
together with a prescription for determining the regions of statistical confidence in
addition to the best-fitting value. A third method uses a Bayesian inference technique
that employs a Monte-Carlo Markov-chain (MCMC) calculation from which an anal-
ysis of the posterior distributions provide estimates of the mean and regions of high
probability density. Using these three methods, observations of extreme-ultraviolet
spectral lines originating from regions of the quiet Sun have been analyzed. The quan-
titative χ2 minimization and MCMC sampling provide results that are generally in
good agreement, especially for sets of lines of ions that have L-function plots that
suggest that a robust analysis might be possible.
Key words: Sun: corona – Sun: fundamental parameters – methods: statistical –
software: data analysis
1 INTRODUCTION
The physical state of an astrophysical plasma is defined
by several parameters including the electron density. Per-
haps the first use of density sensitive line ratios to deter-
mine electron densities was that by Seaton (1954), who ana-
lyzed the spectrum of several nebulae. Since that time, there
have been many improvements in our ability to calculate
the atomic parameters that are needed to provide the the-
oretical ratios as functions of density and temperature. In
particular, the development of the atomic structure code
SUPERSTRUCTURE (Eissner et al. 1974), the distorted
wave (DW) electron scattering code of Eissner & Seaton
(1972), the atomic code of Cowan (1968) and others played
a strong part in the ability to understand coronal emissions.
For example, based on the calculations of Blaha (1971),
Purcell & Widing (1972) determined the electron density
in a solar flare from the lines of Fexiv. Cowan & Widing
(1973) derived electron densities of a solar flare from
Fexv spectra. Flower & Nussbaumer (1974) determined
electron densities from ratios of Fexiii lines measured by
Malinovsky & Heroux (1973) in an active corona. In the
intervening half century, there have been many improve-
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ments in spectral codes to that allow more accurate inter-
pretations of the spectra. Further, there have been numer-
ous experiments with improved spatial and spectral resolu-
tion and sensitivity. Many of these have been reviewed by
Del Zanna & Mason (2018). The point of this paper is not
concerned so much with determining electron densities from
observed spectra but to point out techniques that allow the
determination of the degree of statistical confidence that one
can place in these diagnostic results.
In this analysis, the observed EUV line intensities in
the quiet Sun from the Solar EUV Rocket and Spectrograph
(SERTS) rocket flight in 1993 (Brosius et al. 1996) are used.
This data set contains a number of density-sensitive line ra-
tios of several ions. Three methods are used to arrive at best
values for the electron densities and their statistical uncer-
tainties. The first method is a visualization of the situation
that allows the user to develop a reasonably good estimate
of the electron density and its range of uncertainty and that
of the emission measure. In some cases, it will be clear that
there is no best value and perhaps only a lower limit or an
upper limit to the density can be determined. This visual-
ization is displayed by plotting a simplified version of the
L-functions of Landi & Landini (1997). The L-function of
each line is the observed intensity of the line divided by the
contribution function as a function of electron density. The
© 2020 The Authors
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first such plot can be seen in Fig. 1. It should be noted that
the method of determining the contribution function has
been simplified from that of Landi & Landini (1997). This
will be further discussed in Section 5.1.
The second method of analysis, uses a χ2 minimiza-
tion technique described in Section 5.2. The estimate of the
emission measure gathered from the L-functions serves as a
starting point for the minimization. The value of χ2 is then
found by an iteration over a range the electron density from
106 to 1012 cm−3.
The third method of analysis is through Bayesian infer-
ence by means of a Monte-Carlo Markov Chain (MCMC).
Here, the PyMC (Salvatier et al. 2016) Python package is
used. This is discussed in Section 5.3.
2 OBSERVATIONS
Brosius et al. (1996) reported spectral line intensities ob-
tained with the SERTS from two flights in 1991 and
1993. Spectral line observations were made in a wave-
length range between 274 and 417 A˚. The spectral lines are
formed over a temperature range from about 105 to 2 ×
106 K, (Brosius et al. 1996). The intensities tabulated by
Brosius et al. (1996) were obtained by averaging over the
282 arcsec slit. The quoted spatial resolution is about 5 arc-
sec. Consequently, the effects of any substructures are likely
to be washed out and any densities derived from these spec-
tra will be average densities. The data set includes line in-
tensity ratios that are functions of electron density and these
have been previously analyzed by Brosius et al. (1996). In
this paper I will report the analysis of the 1993 quiet Sun
spectra. The 1991 quiet Sun spectra have also been analyzed
to check the consistency between the two data sets. For the
sake of brevity, only the analysis of the 1993 quiet Sun data
will be reported here.
Density-dependent emission line ratios of Mgviii, Si ix,
Six, Fexi, Fexii, Fexiii, and Fexiv are available in this set
of observations and will be examined here.
3 UNCERTAINTIES
In order to determine the uncertainties in the derived elec-
tron densities, it is necessary to understand the ability to
reproduce the observed intensities. The uncertainties in the
electron densities derived from observed spectra come from
two different sources. The first is the errors in the observed
spectral line intensities and the second is the errors in the
atomic models. Here, I will only compare lines of the same
ion so that the uncertainties in the atomic model lie only
in the excitation and radiative rates. It is also necessary to
specify a temperature for each ion so there is also some un-
certainty in that decision. In this analysis, it is not possible
to separate the measurement errors from any errors in the
atomic models.
3.1 Uncertainties in the measured line intensities
Brosius et al. (1996) provide estimates of the intensity un-
certainties for each of the observed lines. An analysis of the
errors of the intensities reported by Brosius et al. (1996) in
their Table 2 indicates that the most probable ratio of the
uncertainty of the intensity is about 0.12. The values range
from a minimum of 0.11 to a maximum of 0.5. Three inten-
sities have a relative error lying outside 3σ.
A brief inspection of Table 6 of Brosius et al. (1996)
suggests the the uncertainties of the observed density- and
temperature-insensitive line ratios of the same ion are of
the order of 15-25 per cent. The authors also state that
the relative calibration is accurate to about 20 per-cent. As
this source of error mainly applies when comparing lines at
widely separated wavelengths, this is probably included in
the 15-25 per-cent error just quoted. The analyses performed
below have been repeated numerous times in order to de-
termine the uncertainties to use in estimating the weighted
chi-square function. These uncertainties are generally about
20 per cent.
3.2 Uncertainties in the atomic models
It is difficult to estimate a priori the errors that may ex-
ist in the atomic data used to construct the atomic models.
Recently, Yu et al. (2018) have considered the effect of un-
certainties in the atomic parameters on the emissivities and
emissivity ratios as a function of electron density for the case
of Fexiii that is also considered here in Section 6.1. They
have simulated the effect of errors in the collision rates and
A-values and calculated the emissivities of several Fexiii
lines near 200 A˚. Based on a comparison between 2 sets
of atomic calculations, they assign errors of 5 per cent for
strong transitions, 10 per cent for weaker transitions and 30
per cent for the weakest transitions.
Yu et al. (2018) further performed two Bayesian sim-
ulations to estimate the densities derived from the set of
observed Fexiii line intensities from the prior set of simu-
lated emissivities. Their estimates for the errors in the de-
rived electron densities range from about 2 per cent to 10
per cent, depending on the method used.
Recently Del Zanna et al. (2019) examined the effect of
using different atomic calculations to interpret line intensi-
ties of N iv. They found that the difference in atomic calcula-
tions increases when considering weak transitions or between
widely separated levels but that for the important N iv lines,
the various atomic models agree to about 20 per cent.
There have been a number of laboratory observations
of lines emitted by the ions examined here and the mea-
sured intensities of the spectral lines compared with the in-
tensities predicted by theoretical calculations. Weller et al.
(2018) measured line intensities of Fexiii through Fexvi
from plasma discharges at the National Spherical Torus-
Upgrade. They were able to independently determine the
electron density from laser Thomson scattering. The elec-
tron densities in the Torus were on the order of 1013 cm−3.
At these densities, the ratios of the spectral lines measured
by Weller et al. (2018) are at their high density limit. They
conclude that the measured intensity ratios agree with ra-
tios calculated with the CHIANTI database (version 8.0.2
Del Zanna et al. (2015)) to within about 30 per cent.
Arthanayaka et al. (2020) used an electron beam ion
trap (EBIT) for the ions Fexii, xiii, xiv. Their measure-
ments were performed at electron densities ranging from 2 ×
1010 to 2 × 1011 cm−3. The measured intensities were com-
pared with predictions made with the Flexible Atomic
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Code (FAC), (Gu 2008). For the density-insensitive ratios of
Fexii, they find good agreement between the measured and
the predicted ratios. For one of the Fexii density-sensitive
ratios a good agreement between measured and predicted
ratios was found but for another, the difference was about
50 per cent. For their comparisons with Fexiii one of the
density insensitive ratios had a measured value about 70
per cent higher than predicted. For several density-sensitive
ratios, the agreement was on the order of 20 per cent. For
Fexiv they found reasonable agreement.
3.3 Uncertainties used in the analysis
Based on the discussions in the previous two sections, it
appears that it would be appropriate to consider that the
error in reproducing the observed line intensities is about 20
per cent and this value has been used in the current analysis.
4 SPECTRAL LINE INTENSITIES
4.1 Calculation of spectral line intensities
A method for the analysis of spectral line intensities for al-
lowed lines was presented by Pottasch (1964) and has been
used in similar ways up to the present:
I =
∫
G(ne, T) ne nH ds (1)
where the intensity I is in erg cm−2 sr−1 s−1, ne is the
electron density, T is the temperature, nH is the hydrogen
density, both in cm−3. The integral is performed along the
line of sight. G is called the Contribution Function. The Con-
tribution Function includes the emissivities of the line as well
as the elemental abundance relative to hydrogen and the ion-
ization equilibrium appropriate to the ion. When comparing
lines from the same ion, the elemental abundance is not rele-
vant and the ionization equilibrium only comes into account
when specifying the temperature.
For ions containing metastable levels, the calculation of
the Contribution Function becomes more complicated and it
is necessary to have a model of the ion including excitation
and decay rates for a number of levels.
The model ions are provided by the CHIANTI atomic
database (Dere et al. 1997, 2019). In addition to excita-
tion and decay rates, the CHIANTI database provides ta-
bles of solar abundances from published sources and cal-
culations of ionization equilibria. For this work, the abun-
dances of Scott et al. (2015) and the ionization equilibrium
calculated from the CHIANTI ionization and recombination
rates (Dere et al. 2009; Landi et al. 2013; Dere et al. 2019)
are used.
To reproduce the intensities of a set of lines from a single
ion it only necessary to know the temperature, the electron
density and the emission measure. The contribution func-
tion for each ion has been determined by matching all lines
in the CHIANTI database for elements with an abundance
greater than 10−7 the abundance of hydrogen that produce a
spectral line within 0.05 A˚ of the observed wavelength. This
allows any problems with line blends to be evaluated. The
lines used in this analysis are fairly strong and blending has
not proven to be a significant problem. The contribution
function is calculated for 241 density values ranging from
106 to 1012 cm−3. This is performed with the ChiantiPy
(Landi et al. 2013; Dere et al. 2019) Python software pack-
age.
For all three methods outlined next in Section 5, the
same values for the contribution functions have been used.
5 METHODS
5.1 Simplified L-functions
To determine the electron density and its uncertainty from
observations of spectral lines, it is best to consider all of
the observed lines of a given ion at the same time. In the
past, it has been typical to consider the theoretical ratio of
two density-sensitive spectral lines and compare that ratio
to the observed ratio. The uncertainties in the derived ratio
are then determined from a knowledge of the uncertainties
in the individual observed ratios. Using all of the lines of
a given ion, an estimate of the best value is found by con-
sidering the L-functions. The L-function is the spectral line
intensity divided by the contribution function G(ne, T) as
a function of electron density ne at a specific temperature
T. Landi & Landini (1997) used the average of the tempera-
ture weighted by the emission measure and the contribution
function (their Eq. 16). In this analysis, I have used the
temperature that maximizes the contribution function. In
Section 6.1.3 the dependence on the temperature is exam-
ined in the case of Fe XIII. The L-functions used here will
be referred to as simplified L-functions in order to clarify the
difference. Examples of L-functions for a variety of ions are
provided by Landi & Landini (1997) and here, in Section 6.1
and afterwards.
From the simplified L-functions displayed in Fig. 1, a
visual inspection suggests that the best guess for the electron
density would be on the order of 109 cm−3 and 1027 cm−5
for the line-of-sight emission measure (
∫
nenHds).
5.2 Chi-squared minimization
The minimization of χ2 has been used as a technique for
solving non-linear problems for some time.
χ
2
=
∑
i
((Ii − Pi)/σi)
2 (2)
where Ii is the observed intensity for line i, Pi is the predicted
intensity and σi is an estimate of the combined error in
observed and predicted intensities. A value of σ = 0.2*Ii , is
used, following Section 3.1.
A key point of this paper is to determine the uncer-
tainties in the derived densities and Lampton et al. (1976)
have provided a prescription for determining the range of
confidence in the χ2 minimized solution. See Equation 5 of
Lampton et al. (1976).
χ
2 ≤ χ2min + χ
2
p(α) (3)
where χ2 is the value of χ2 in some region of parameter
space, χ2
min
is the minimum value and χ2p(α) is the value of
the χ2 function for p degrees of freedom and significance α.
These values are commonly tabulated and can be calculated
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with the Scipy Python package. For a given level of confi-
dence α and degrees of freedom p the regions of confidence
is where χ2 is less than the right hand side of the equation.
The number of degrees of freedom is 2, electron density and
emission measure. For the present analysis, values of the sig-
nificance of 0.32 and 0.05 are used, corresponding to a level
of confidence of 0.68 and 0.95 and roughly to 1σ and 2σ
errors.
Recently, Lucy (2016) has determined a somewhat sim-
pler criterion for cases where the model is linear in its pa-
rameters and the measurement errors obey a normal distri-
bution.
χ
2 ≤ χ2min + p (4)
It is not clear that the conditions for use of this prescription
are always met in the present analysis. Consequently, the
prescription of Lampton et al. (1976) will be used here.
For each of the 241 values of electron density, the value
of the best-fitting emission measure is calculated to deter-
mine the value of χ2. The solution is provided by the Scipy
leastsq function that employs a Levenberg-Marquardt al-
gorithm. The initial value of the search for the optimal value
of the emission measure begins with the value that is esti-
mated from the plot of the simplified L-functions. A plot of
χ2 vs electron density can be seen in Fig 2. There, the values
of χ2 corresponding to levels of confidence of 0.68 and 0.95
are also plotted and from these the regions of confidence are
determined.
5.3 Bayesian inference by means of a
Monte-Carlo Markov-chain technique
The use of Bayesian inference in the analysis of astro-
physical data has become widespread as computers have
become faster and packages for performing MCMC sam-
pling are made available. For the present analysis, the
PyMC Python package of Salvatier et al. (2016) has been
employed. A review of the use of MCMC techniques for
Bayesian inference has been given by Sharma (2017). By
creating a model as a function of one or more parameters to
reproduce the observed data, one then uses an MCMC ap-
proach to produce the posterior distributions based on a set
of prior assumptions. The Metropolis-Hastings step method
is the PyMC default and has been used here.
As discussed in Section 5.1, the model consists of set
of contribution functions for each spectral line as a function
of electron density, at a single temperature. From the plots
of the simplified L-functions, it is relatively straightforward
to estimate values of the density and emission measure that
will give a good reproduction of the observed intensities.
The prior distribution for the emission measure is a Normal
distribution centered on the value deduced from the simpli-
fied L-functions. The prior distribution for the index of the
electron density is an uninformed discrete uniform distribu-
tion. The use of the index allows for quick sampling of the
pre-calculated density grid of the contribution function. The
value of the prior for the density index is set to the value
expected from the simplified L-function plot. After a burn-
in period, the model samples the density space and after a
specified number of iterations, the posterior distributions for
the density index and the emission measure are available.
Table 1. Fexiii line list, T = 1.78 × 106 K
λB (A˚) λC (A˚) Iobs Ibest Ipymc
311.574 311.547 6.13 2.9 2.8
312.171 312.174 17.80 17.6 17.6
312.907 312.868 7.34 6.2 6.0
318.129 318.130 6.09 8.9 8.7
320.802 320.800 24.50 20.4 20.0
321.464 321.466 8.64 8.8 8.8
348.196 348.183 55.00 43.1 43.5
359.658 359.644 28.40 29.4 28.7
359.851 359.839 11.80 11.3 11.4
λB is the wavelength measured by Brosius, λC is the wavelength
from CHIANTI, Iobs is the observed SERTS intensity (erg cm
−2
sr−1 s−1), Ibest is the best-fitting intensity from the χ
2
minimization, Ipymc is the mean intensity from the PyMC
sampling.
107 109 1011 1013
Electron Densit  (cm−3)
1027
1028
Em
iss
io
n 
M
ea
su
re
 (c
m
−5
)
311.6
312.2
312.9
318.1
320.8
321.5
348.2
359.7
359.9
Fe XIII
 311.6
 312.2
 312.9
 318.1
 320.8
 321.5
 348.2
 359.7
 359.9
Figure 1. The simplified L-functions of the Fexiii lines. It should
be noted that the lines at 312.2 and 321.5 A˚ have essentially
overlapping L-functions.
6 ANALYSIS
6.1 Analysis of the emission lines of Fe XIII
EUV spectral lines of Fexiii have been used in the past
for the analysis of electron densities in the solar corona
(Flower & Nussbaumer 1974). The ion Fexiii, out of the set
of observed ions, is the first ion selected for presentation as
it provides the most reliable assessment of electron densities
in the quiet Sun when used with the lines found in Table 2
of Brosius et al. (1996). The Fexiii lines used here are listed
in Table 1.
From the simplified L-functions displayed in Fig. 1, a
visual inspection suggests that the best estimate for the
electron density would be on the order of 109 cm−3 and
1027 cm−5 for the line-of-sight emission measure (
∫
nenHds).
Fig. 1 also suggests that it should be possible to determine
the regions of certainty for the electron densities derived
from the Fexiii lines.
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Figure 2. χ2 for the Fexiii lines as a function of density together
with the levels of 68 per cent and 95 per cent confidence.
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Figure 3. The emission measure needed to reproduce the inten-
sities of the Fexiii lines as a function of electron density together
with the best-fitting density and the 68 per cent and 95 per cent
confidence limits derived by the χ2 minimization.
.
6.1.1 Density determination by Chi-Squared minimization
Using the calculations shown in Fig. 1, it is possible to per-
form a simple search over electron density to determine the
values of the density and emission measure that minimizes
χ2. The value of χ2 as a function of electron density is shown
in Fig. 2. The minimum occurs at a density value of 5 × 108
cm−3 at an emission measure of 1 × 1027 cm−5. Also shown
in Fig. 2 are the horizontal lines at the minimum of χ2 plus
χ2p(α), where p = 2 and α = 0.32 corresponding to a con-
fidence value of 68 per cent and α = 0.05 corresponding to
a confidence value of 95 per cent, following the prescription
of Lampton et al. (1976). From these data, the value of the
best-fitting density and the regions of 68 per cent and 95 per
cent confidence are found and are shown in Fig. 3 together
with the simplified L-functions from Fig. 1 and listed in Ta-
ble 2. The best-fitting density of 5 × 108 cm−3 is comparable
to the our initial guess.
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95% Hpd Max
Figure 4. The posterior distribution of the electron density pro-
duced by the application of PyMC to the intensities of the Fexiii
lines. Also plotted is the mean density, the mean density ± the
standard deviation (std) of the distribution and the region of 95
per cent high probability density (Hpd).
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Figure 5. The emission measure needed to reproduce the inten-
sities of the Fexiii lines as a function of electron density with the
mean, standard deviation (std) and region of 95 per cent high
probability density (Hpd) derived from the PyMC sampling.
6.1.2 Density determination by means of MCMC
sampling with PyMC
The application of the PyMC package for inferring electron
densities and their uncertainties has been outlined above in
Section 5.3, including the model and the prior distributions
for the electron density and the emission measure.
The histogram of the samples of electron density ob-
tained from a run with PyMC are shown in Fig. 4. The
PyMC software typically outputs the mean, the standard
deviation and the limits of the 95 per cent high probability
density region. These are also plotted in Fig. 4 together with
the simplified L-functions, are plotted in Fig. 5 .
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Figure 6. A comparison of the Fe xiii electron densities and their
uncertainties derived by means of a χ2 minimization and by a
MCMC sampling.
6.1.3 Temperature dependence
The choice of the temperature as that which maximizes the
contribution function rather than the average over the differ-
ential emission measure as used by Landi & Landini (1997)
might affect the derived densities and errors. I have exam-
ined this by repeating that MCMC analyses with tempera-
tures above and below the original choice of 1.78 × 106 K.
The contribution function for the selected lines of Fexiii fall
to a factor of 3 below the maximum at temperatures of 1.4
× 106 and 2.2 × 106 K. The mean densities from these two
analyses are 4 × 108 and 6 × 108 cm−3, respectively. Thus
it is possible that the derived electron densities could be
off by about 20 per cent due to the choice of temperature.
These values are at about the 68 per cent confidence limits
and the standard deviation of the high probability density
region. The results are tabulated in Table 2 in Section 6.1.4.
It should be noted that these calculations provide an exam-
ple of the possible effect on the choice to temperature on the
resulting density estimate in the case of Fexiii. It is possible
that the effect many differ in other ions.
6.1.4 Summary of the analysis of Fe XIII
A visual comparison of the results is shown in Fig. 6. The
numerical values derived from the χ2 minimization and the
MCMC sampling are shown in Table 2. The electron density
and their regions of confidence derived by the two methods
are quite comparable.
6.2 Analysis of the emission lines of Si IX
The line intensities of Si ix do not provide the same clear con-
clusions regarding the electron density and its uncertainty as
Fexiii. The details of the spectral lines used in the analysis
are found in Table 3.
The simplified L-functions for Si ix are shown in Fig. 7.
This plot suggests that the atomic model provides a good
prediction of the intensities at densities above about 109
cm−3 but that it will only be possible to derive a lower limit
on the electron density.
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Figure 7. The simplified L-functions for the Si ix lines.
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Figure 8. χ2 for the Si ix lines together with the levels of 68 per
cent and 95 per cent confidence.
The χ2 minimization search produces the values of χ2
plotted in Fig. 8. This plot indicates that a minimum for
χ2 does exist as well as low density confidence levels. The
observed intensities together with the atomic model do not
establish any confidence levels at high density. The best-
fitting and the lower density confidence limits are plotted in
Fig. 9.
As suggested from the Si ix simplified L-functions, the
MCMC sampling does not return a very meaningful result
except perhaps the lower limit to the region of 95 per cent
high probability density. The MCMC posterior distribution
is not very useful and not shown.
A summary of the numerical results for the χ2 mini-
mization and the MCMC sampling are found in Table 4.
6.3 Analysis of the emission lines of Mg VIII
The transitions of the Mgviii spectral lines used are found in
Table 5. The simplified L-functions shown in Fig. 10 display
a behaviour similar to that of the Si ix L-functions except
that the agreement between the intensities and the atomic
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Table 2. Summary of the analyses of Fexiii
T(K) 95% Conf 68% Conf Best-fit 68% Conf 95% Conf RelStd(Int)
1.78e+6 2.7e+08 3.5e+08 5.0e+08 7.1e+08 8.9e+08 0.18
T (K) 95% HPD Std Mean Std 95% HPD
1.78e+6 3.0e+08 3.8e+08 4.7e+08 6.0e+08 8.4e+08 0.18
1.4e+6 2.4e+8 3.e+8 4.e+08 5.e+08 7.e+8 0.19
2.2e+6 3.5e+08 4.5e+08 5.6e+8 7.e+08 9.e+08 0.17
Note: 95% Conf refers to the lower and upper limits of the region of 95 per cent confidence, 68% Conf refers to the lower and upper
limits of the region of 68 per cent confidence, and Best-fit refers to the electron density that provides yields the minimum value of χ2,
RelStd(Int) refers to the mean of the relative deviance of the observed intensities with respect to the predicted intensities, 95% HPD
denotes the lower and upper limits of the region of High Probability Density in the PyMC posterior distribution, Std denotes the
electron density at the mean ± the standard deviation, Mean denotes the density at the mean value of the PyMC posterior distribution
Table 3. Si ix line list, T = 1.12 × 106 K
λB (A˚) λC (A˚ Iobs Ibest Ipymc
292.806 292.809 29.8 33. 32.
· · · 292.854 · · · · · · · · ·
· · · 292.759 · · · · · · · · ·
296.110 296.113 34.7 40. 43.
341.982 341.950 14.1 13. 12.
344.974 344.954 7.35 7.4 6.8
345.143 345.120 30.2 28. 27.
349.885 349.860 46.8 38. 42.
The observed line at 292.806 A˚ is a blend of the 3 Si ix lines
listed. See Table 1 for definitions of the columns
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Figure 9. The simplified L-functions for the Si ix lines together
with the best-fitting density and the low density 95 per cent and
68 per cent confidence limits.
model is not very good. The simplified L-function plot sug-
gest that it will only be possible to establish some best-
fitting/mean value and a lower limit to the electron density.
A summary of the numerical results for the χ2 minimiza-
tion and the MCMC sampling are found in Table 6. The
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 315.0
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 339.0
Figure 10. The simplified L-functions for the Mgviii lines.
values returned by the two methods are not in very good
agreement.
6.4 Analysis of the emission lines of Si X
The details of the spectral lines used in the analysis are
found in Table 7. The simplified L-functions for Six are
shown in Fig. 11. There are only two spectral lines of Six
available so that one can determine the electron density from
a direct comparison of the measured intensity ratio of the
two lines with the predicted ratio yielding a density of 5 ×
108 cm−3.
The results of the χ2 minimization and the MCMC
modeling are found in Table 8. The two methods yield very
similar results for this fairly simple case.
6.5 Analysis of the emission lines of Fe XI
The details of the spectral lines used in the analysis are
found in Table 9. The simplified L-functions for Fexi, shown
in Fig. 12, reveal a situation that is reversed from that of
Si ix, in that one can only expect to determine an upper
limit to the region of confidence. The results from the χ2
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Table 4. Summary of the analyses of Si ix
95% Conf 68% Conf Best-fit 68% Conf 95% Conf RelDev(Int)
7.1e+07 1.8e+08 4.5e+08 1.2e+09 4.0e+09 0.10
95% HPD Std Mean Std 95% HPD RelDev(Int)
6.3e+08 1.2e+09 1.3e+10 1.3e+11 · · · 0.12
See Table 2 for the definitions of the entries
Table 5. Mgviii line list, T = 7.9 × 105 K
λB (A˚) λC (A˚) Iobs Ibest Ipymc
311.783 311.772 13.1 7.9 7.8
313.732 313.743 12.6 14.4 14.2
315.022 315.015 43.9 40. 44.
317.026 317.028 12.7 9.2 9.1
339.017 338.983 6.88 8.8 8.6
See Table 1 for definitions
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Figure 11. The simplified L-functions for the Si x lines.
minimization and the MCMC sampling are found in Ta-
ble 10. The mean density from the MCMC sampling is about
a factor of 3 greater than that from the χ2 minimization
and the 95 per cent confidence/high-probability-density lim-
its are with a factor of 2. The main conclusion from this
analysis is that a upper limit to the 95 per cent region of
confidence/high-probability-density is about 109 cm−3. Nev-
ertheless, the agreement between the values derived by the
two methods is not very good.
6.6 Analysis of the emission lines of Fe XII
The details of the spectral lines used in the analysis are
found in Table 11. The simplified L-functions for Fexii are
shown in Fig. 13. Four lines of Fexii are available for anal-
ysis. Three of the lines increase, in a relative sense, with
density and only the 338 A˚ line decreases with density. The
L-functions for lines at 346 and 352 A˚ are in good agreement
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Electron Densit  (cm−3)
1027
2×1026
3×1026
4×1026
6×1026
Em
iss
io
n 
M
ea
su
re
 (c
m
−5
)
308.5
341.1
352.7
358.6
369.2
Fe XI
 308.5
 341.1
 352.7
 358.6
 369.2
Figure 12. The simplified L-functions for the Fexi lines.
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Figure 13. The simplified L-functions for the Fexii lines.
with the L-function of the 364 A˚ line lying about 20 per cent
below these.
The results of the χ2 minimization and the MCMC runs
are found in Table 12. The two methods both find a best-
fitting/mean density of 4 × 108 cm−3 and the regions of con-
fidence from the χ2 minimization and the MCMC sampling
are in good agreement.
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Table 6. Summary of the analyses of Mgviii
95% Conf 68% Conf Best-fit 68% Conf 95% Conf RelDev(Int)
6.3e+07 1.8e+08 1.2e+11 · · · · · · 0.24
95% HPD Std Mean Std 95% HPD RelDev(Int)
1.9e+08 1.4e+09 1.6e+10 1.8e+11 · · · 0.24
See Table 2 for the definitions of the entries
Table 7. Si x line list, T = 1.41 × 106 K
λB (A˚) λC (A˚) Iobs Ibest Ipymc
347.419 347.402 80.9 81. 73.
356.054 356.049 54.0 54. 52.
· · · 356.037
See Table 1 for definitions
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Figure 14. The simplified L-functions for the Fexiv lines.
6.7 Analysis of the emission lines of Fe XIV
The details of the spectral lines used in the analysis are
found in Table 13. The simplified L-functions for Fexiv are
shown in Fig. 14. The L-functions for the lines at 274 and
334 A˚ increase relatively with density and are in very good
agreement and the line at 353 A˚ decreases with density, sug-
gesting that the errors in deriving the electron density will
be relatively small.
The results of the χ2 minimization and the MCMC sam-
pling are found in Table 14. The value for the best-fitting
density is about 30% higher than that derived from the mean
of the MCMC posterior distribution. The upper regions of
statistical confidence/high-probability-density are in good
agreement while those for the lower regions are not in such
good agreement. This would have been expected from an
inspection of the simplified L-functions.
106 2×106
Temperature (K)
106
107
108
109
1010
1011
1012
De
ns
ity
 (c
m
−3
)
Fe XI
Fe XII
Fe XIII
Fe XIV
Si IX Si X
Mg VIII
95 % conf
68 % conf
best fit
Figure 15. A comparison of the electron densities and their un-
certainties, for all of the ions included, derived by means of a χ2
minimization.
7 SUMMARY OF THE ANALYSIS
Table 15 summarizes all of the electron densities derived by
the χ2 minimization procedure, including the best-fitting
and the upper and lower limits of the regions of 68 per cent
and 95 per cent confidence. A visual comparison of the χ2
minimization analyses is shown in Fig. 15.
Table 16 summarizes all of the electron densities derived
by the MCMC procedure, including the mean, the mean ±
the standard deviation and the upper and lower limits of
the regions of 95 per cent high probability density. A visual
comparison of the MCMC analyses is shown in Fig. 16.
For both the χ2 minimization and MCMC calculations,
the best-fitting/mean densities for Fexii, xiii, xiv and Six
are about 5 × 108 cm−3. I will refer to these ions as the robust
ions. The ions Mgviii and Si ix provide lower limits that are
roughly consistent with the the lower limit suggested by the
robust ions. The ion Fexi provides an upper limit that is
consistent with the upper limits provided by the robust ions.
The fact that the electron densities derived from the
robust ions are all roughly the same supports the idea that
the measurements are an average over a number of features.
For example, Dere et al. (2007) analyzed quiet Sun spectra
of Fexii and Fexiii obtained by the Extreme Ultraviolet
Imaging Spectrometer (EIS) instrument on Hinode. They
found densities ranging from 3 to 20 × 108 cm−3, with the
highest values found in bright-points
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Table 8. Summary of the analyses of Six
95% Conf 68% Conf Best-fit 68% Conf 95% Conf RelDev(Int)
7.1e+07 1.8e+08 4.5e+08 1.2e+09 4.0e+09 0.005
95% HPD Std Mean Std 95% HPD RelDev(Int)
4.7e+07 1.3e+08 5.3e+08 2.2e+09 4.5e+10 0.06
See Table 2 for the definitions of the entries
Table 9. Fexi line list, T = 1.26 × 106 K
λB (A˚) λC (A˚) Iobs Ibest Ipymc
308.533 308.544 6.46 7.1 6.9
341.141 341.113 13.4 12. 12.
352.694 352.670 48.1 50. 50.
358.662 358.613 10.7 7.6 7.4
369.158 369.163 13.2 15. 15.
See Table 1 for definitions
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Figure 16. A comparison of the electron densities and their
uncertainties, for all of the ions included, derived by means of
MCMC sampling.
8 DISCUSSION
8.1 Si IX
The current CHIANTI atomic model is described in
Landi et al. (1999). It uses the R-matrix calculations
of Aggarwal (1983) to describe the transitions among
the ground configuration and the DW calculations of
Bhatia & Doschek (1993) for transitions among the higher
levels.
The results for Si ix are not very meaningful. The
χ2 minimum is very shallow and does not really agree
with the mean density derived from the MCMC sampling.
Brosius et al. (1996) did not use the Si ix lines to derive
electron densities. Using quiet Sun spectra from the Coro-
nal Diagnostics Spectrometer (CDS) experiment on SOHO,
Landi & Landini (1998) derived an electron density of 5 ×
108 cm−3. Using spectra from the same instrument, Young
(2005) found that the electron densities derived from Si ix
were fairly constant at a value of about 3 × 108 cm−3. These
latter results refer to a combination of quiet Sun and coronal
hole.
8.2 Mg VIII
The components for constructing the atomic model are re-
ported in Del Zanna et al. (2015). The collision rates are
based on the R-matrix calculations of Liang et al. (2012).
Brosius et al. (1996) did not report electron densities from
the Mgviii lines, perhaps due to the same difficulties re-
ported in Section 6.3. Landi & Landini (1997) also examined
the Mgviii density sensitive line ratios in two quiet Sun re-
gions using data from CDS. They show similar L-function
plots to what we show in Fig. 10. In the less intense region,
they find only a lower limit of 108 cm−3.
8.3 Si X
The atomic parameters for constructing the atomic model
used here are reported in Del Zanna et al. (2015) and are
based on the R-matrix calculations of Liang et al. (2012).
Brosius et al. (1996) did not report electron densities
from the Six lines. Landi & Landini (1998) reported elec-
tron densities of 4 × 108 and 6 × 108 cm−3 in two quiet re-
gions of the Sun, although it is not clear what spectral lines
they actually used. Landi & Landini (1998) used atomic
data based on the R-matrix calculations of Zhang et al.
(1994). These calculations should be of comparable qual-
ity to the CHIANTI model for the transitions examined
here. Kamio & Mariska (2012) found that the electron den-
sity determined from observations in the quiet Sun varied
from about 3 × 108 to about 5 × 108 cm−3 over a 4 year
period of EIS synoptic observations. It appears that these
various measurements of electron densities derived from Six
are in general agreement. For comparison, the densities de-
rived here are 4.5 × 108 for the best-fitting value and 1.3 ×
1010 for the mean of the MCMC posterior distribution.
8.4 Fe XI
The current version of CHIANTI includes the recent R-
matrix calculations of Del Zanna et al. (2010). Brosius et al.
(1996) determined an electron density of about 2.5 × 109
cm−3, about a factor of 10 higher than derived here, 1.1 ×
108 and 3.7 × 107 cm−3. Their atomic model was based on
the distorted-wave calculations of Mason (1975). One would
expect that the distorted wave (DW) calculations would un-
derestimate the collision rates within the ground configura-
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Table 10. Summary of the analyses of Fe xi
95% Conf 68% Conf Best-fit 68% Conf 95% Conf RelDev(Int)
· · · · · · 1.1e+08 7.5e+08 1.4e+09 0.13
95% HPD Std Mean Std 95% HPD RelDev(Int)
· · · 6.3e+06 3.7e+07 2.2e+08 7.9e+08 0.13
See Table 2 for the definitions of the entries
Table 11. Fexii line list, T = 1.50 × 106 K
λB (A˚) λC (A˚) Iobs Ibest Ipymc
338.289 338.263 13.6 13.5 13.4
346.871 346.852 22.3 20.5 20.3
352.127 352.106 45.7 41. 40.
364.490 364.467 60.3 70. 70.
See Table 1 for definitions
tion whose population largely governs the density sensitivity
of the observed lines. Warren & Brooks (2009) analyzed a
number of density sensitive line ratios in the quiet Sun with
EIS spectra. In the case of Fexi, they derive an electron
density of 1.4 × 108 cm−3, but, considering the shallowness
of the density ratio curve, the error could be considerable.
8.5 Fe XII
The electron densities derived by Brosius et al. (1996) for
Fexii are about a factor of 2 higher than value of 4 ×
108 cm−3 reported in Section 6.6. The atomic model of
Brosius et al. (1996) used the R-matrix collision strengths
for the ground configuration of Tayal et al. (1987). These
should provide diagnostic ratios comparable to the cur-
rent CHIANTI model, described by Del Zanna et al. (2015),
based on the R-matrix calculations of Del Zanna et al.
(2012). Consequently, there is no simple answer for the dif-
ferences. It should be noted that Brosius et al. (1996) only
used the ratio of the 338 A˚ line to the 352A˚ line. If the 364 A˚
line had been included, as in this analysis, the density they
derived would be somewhat higher.
Dere et al. (2007) was able to map the electron densi-
ties in the quiet Sun at a spatial resolution of about 2 arcsec
with EIS. Within the quiet Sun, the darker regions had a
density of about 2.5 × 108 cm−3 and the brighter regions a
density of about 5 × 108. These are in good agreement with
the average density derived from SERTS. Landi & Landini
(1998) derive values of electron densities of 1.4-2.0 × 109
cm−3 in the quiet Sun, considerably higher than found here.
Their work was based on the Arcetri Spectral Code but
there is little information in literature about it. The atomic
data was probably similar to that used by Brosius et al.
(1996). Warren & Brooks (2009) derived quiet Sun densities
of about 3 × 108 cm−3, closer to what is found here. They
used the atomic data from CHIANTI version 5 (Landi et al.
2006) that includes the R-matrix calculations of Storey et al.
(2005) that should be of comparable accuracy as those of
Del Zanna et al. (2012) that are used here.
8.6 Fe XIII
The densities that Brosius et al. (1996) reported for the 1993
QS observations of FeXIII ranged from 6 × 108 to 2 × 109
cm−3, with a rough average of 1 × 109cm−3. This is about a
factor of 2 higher than 5 × 108 cm−3 reported here in Sec-
tion 6.1 . The collision data that Brosius et al. (1996) used
were the distorted wave calculations of Fawcett & Mason
(1989). The current version 9 of the CHIANTI database
contains the Del Zanna & Storey (2012) R-matrix collision
strengths and should provide a more accurate calculation
of the ground configuration populations. Landi & Landini
(1998) derive values of electron densities of 6-14 × 108
cm−3 in the quiet Sun, comparable to Brosius et al. (1996).
Warren & Brooks (2009) derived quiet Sun densities of
about 2 × 108 cm−3, closer to what is found here.
8.7 Fe XIV
The current CHIANTI version 9 database includes the colli-
sion calculations of Liang et al. (2010) who performed an R-
matrix calculation over the lowest 197 fine structure levels.
The CHIANTI model is described by Landi et al. (2012).
Brosius et al. (1996) derived a value of the electron den-
sity of 2.2 × 109 cm−3 from the ratio of the 353 and 335A˚
lines. This is roughly a factor of 3 higher than the best-fitting
and mean densities listed in Table 14, 1.5 × 109 and 1.6 ×
109 cm−3, respectively. Brosius et al. (1996) used the colli-
sion calculations of Dufton & Kingston (1991) that was an
early implementation of the R-matrix package and involved
the calculation of collision strengths between the 6 lowest
LS states. Collision strengths between the 12 fine structure
levels were determined by means of a term-coupling scheme.
One of the more important collision rates governing the
population of the 3s23p 2P3/2 metastable level is that from
the ground level in the same configuration. At a tempera-
ture of 2 × 106 K, the collision strength from the Liang et al.
(2010) calculations is about a factor of 1.8 higher than that
of Dufton & Kingston (1991). This explains some of the fac-
tor of 3 difference in the densities.
Warren & Brooks (2009) derived quiet Sun densities of
about 2 × 109 cm−3, considerably higher than the other coro-
nal densities they measured but closer to the quiet Sun den-
sity found by Landi & Landini (1998).
9 CONCLUSIONS
Three methods have been used in the analysis of density
sensitive line intensities to determine mean and best-fitting
electron densities from observed spectra as well as regions of
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Table 12. Summary of the analyses of Fe xii
95% Conf 68% Conf Best-fit 68% Conf 95% Conf RelDev(Int)
1.6e+08 2.4e+08 4.0e+08 7.1e+08 1.0e+09 0.09
95% HPD Std Mean Std 95% HPD RelDev(Int)
1.9e+08 2.8e+08 4.0e+08 5.6e+08 8.4e+08 0.09
See Table 2 for the definitions of the entries
Table 13. Fexiv line list, T = 2.0 × 106 K
λB (A˚) λC (A˚) Iobs Ibest Ipymc
274.157 274.203 117. 114. 116.
334.188 334.178 79.1 81. 83.
353.851 353.836 26.4 26. 24.
See Table 1 for definitions
statistical confidence. The use of simplified L-functions pro-
vides a quick visual means of determining a rough estimate
for these quantities. Two quantitative methods have also
been employed, a χ2 minimization procedure with the cri-
teria of Lampton et al. (1976) and a Bayesian inference ap-
proach by means of a MCMC calculation implemented with
the Python PyMC package. A χ2 minimization search to-
gether with the Lampton et al. (1976) criteria allows one to
determine the best-fitting value and the regions for a speci-
fied degree of statistical confidence. The posterior distribu-
tions of the MCMC calculations allow the determination of
the mean density and the regions of high probability density
to any specified degree. For ions whose L-functions indicate a
robust determination of densities and errors, the agreement
between the χ2 minimization and the MCMC sampling is
good. For other ions, whose L-function diagrams are not so
robust, only lower or upper limits on the electron density can
be determined. These tend to agree with the limits derived
from the more robust ions.
It should also be noted that the electron densities de-
rived here are generally significantly lower than those de-
rived by Brosius et al. (1996). The main conclusion is the
newer scattering calculations with the R-matrix codes is bet-
ter able to compute the collision strengths for forbidden and
intercombination transitions than the distorted wave calcu-
lations that were available to Brosius et al. (1996).
As mentioned in Section 1, the use of density sensitive
line intensities to determine electron densities has been going
on for some time. The primary goal of this paper has been to
report methods that can be successfully used to determine
the best-fitting/mean values of electron density as well as
their regions of statistical confidence, in the case of the χ2
minimization, or the regions of high probability density in
the case of the MCMC Bayesian approach.
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