It has been shown that secret information can be leaked to external observers through covert timing channels. In this paper we are concerned with a kind of timing attack that wants to differentiate two processes, presented as probabilistic transition systems, by observing their timing behaviour. Our goal is to make the processes indistinguishable i.e. bisimilar, by adding virtual (dummy) states and transitions to the original processes (padding). Instead of padding the processes with whole virtual copies of their counterparts -as done by some padding algorithms -we present an algorithm that uses the bisimulation equivalence relationcomputed as a lumping partition -as the main criterion to optimise the padding procedure.
Introduction
It has been shown [8] that secret information can be leaked to external observers through covert timing channels. Programs are vulnerable to timing attacks when their timing behaviour depends on secret data. One technique proposed to protect programs against timing attacks, namely padding, adds delays to certain program points that distort the original timing behaviour of the program while maintaining the original input/output observables.
An important group of padding algorithms use bisimulation as the key concept for transforming out timing leaks from program. For example, Agat's transformation [1] adds delays -or dummy instructions -to conditional statements that branch on secret data such that the new branches are made bisimilar thus becoming indistinguishable to an external observer. Unfortunately, padding algorithms of this type are inefficient since they make (dummy) copies of whole portions of code without making further analysis.
In this paper we are concerned with a kind of timing attack that wants to differentiate two processes, presented as probabilistic transition systems, based on their timing behaviour. Our goal is to make the processes indistinguishable, that is, we want to transform A and B into two bisimilar processes. Instead of padding the processes with whole virtual copies of their counterparts -as done, for example, by Agat [1] -we present an algorithm that uses the bisimulation equivalence relation -computed as a lumping partition -as the main criterion to perform these copies.
Section 2 introduces the concepts of probabilistic transition systems, bisimulation and lumping, and presents the relation between lumping partitions and bisimulation equivalence relation. Section 3 explains first the main ideas behind the algorithm and then describes in detail the general case and the rest of the algorithm in detail. Section 4 relates this work with Agat's method and, finally, section 5 states the main contribution of the paper and proposes future research directions.
Probabilistic Transition Systems
A Probabilistic Transition System (PTS) specifies a class of sequential processes on which the set of possible successors for a state in a given process is given as a distribution over the set of states [6] . A PTS is a tuple S, T, π 0 where S is the non-empty, finite set of states, T ⊆ S × D(S) the transition relation that associates a state with the distribution of states reachable in one step, and π 0 ∈ D(S) the distribution of initial states . For simplicity we assume that the states in π 0 are uniformly distributed and, consequently, are be denoted by a set. In some cases we also relax the distribution condition for T , using instead T ∈ S × S × [0, 1] (quantitative relation [3] ).
Given PTS A we write A = π A , S A , T A or, if π A = {r A }, A = r A , S A , T A , with r A as its unique root. We will assume that all PTS's have a unique root and use the latter notation, unless otherwise noted. We write T A (a 1 , a 2 ) = p or a 1 p → a 2 if a 2 can be reached from a 1 in one step with probability p. The relation is extended to include sets of states as well:
and write a p → S where p = T A (a, S). Union between PTS's -A ∪ B -is defined in the obvious way. If A and B share the same unique root i.e. r A = r B , then A ∪ B = S A ∪ S B , T A ∪ T B , r A . Otherwise, the resulting PTS contains a uniformly distributed set of initial states {r A , r B } A state b is reachable from state a = b if there exists a path a pn → a 1 . . . pn → a n of length n > 0 with probabilities p i > 0 and a n = b. The transition relations considered in this paper do not contain back edges i.e. no loops, and, consequently, processes are represented as trees 3 . We define A(a) as the PTS that contains all the states in A reachable from a. A is a subtree or subprocess of A -we write A ∈ A -if A = A(a) and T A (r A , a) > 0. Using this notation we can write a process A as the union of all of it subtrees:
Note that this notation allows the inclusion of vacuous subtrees, that is, subtrees reachable with probability zero.
Finally, the operation A@B concatenates PTS's A and B by adding a transition with probability 1 from each final state of A to r B .
Probabilistic Bisimulation
Probabilistic bisimulation [6] is a relation on the states of probabilistic transition systems that allows us to establish processes equivalences. Indeed, it is the finest process equivalence for PTS.
A probabilistic 4 bisimulation ∼ on PTS's A and B is a binary relation on states S A and S B (∼ ⊆ S A × S B ) that satisfies the following conditions:
We usually take the maximum relation ∼ and say that states a and b are bisimilar whenever a ∼ b. Furthermore, PTS's A and B are bisimilar i.e. A ∼ B, if and only if r A ∼ r B , that is, if the roots of both PTS's are bisimilar.
The bisimulation ≈ on PTS A is defined as the maximum bisimulation on A and A. The bisimulation ≈ ⊆ S A × S A is an equivalence relation over the set of states S A . Bisimilar states are grouped into equivalence classes. We use the . operator to get the equivalence class associated to a particular state e.g. a = {b | a ≈ b}.
We can use the following fact to check if two PTS's are bisimilar. Let ≈ be the bisimulation relation induced by A ∪ B. Then:
Bisimilar PTS's are indistinguishable to the external observer 5 . An algorithm that computes the bisimulation equivalence classes can be used to determine if two PTS's are bisimilar and, consequently, check if the processes are safe against timing attacks.
Partitions, lumping and bisimilarity
The bisimulation problem is equivalent to determining the coarsest partition of a set, stable with respect to a given relation [4] . In particular, the problem of calculating the bisimulation relation of a transition system is equivalent to finding the coarsest partition of the set of states stable with respect to the transition relation.
A partition P of a set S is the decomposition of S into a family of disjoint sets. Each set in a partition P is called a block, denoted by C ∈ P. Given state a, we get the block containing a by writing P(a). A partition P is stable with respect to process A if P is a partition of S A and:
Lumping [5, 9, 2, 4] is the process of finding the coarsest stable partition of a PTS. We define P = lump(A) as the function that returns the coarsest stable partition P of PTS A. We will also refer to P as the lumping partition of A.
The process of lumping is equivalent to computing the bisimulation equivalence relation of a process. Let P be the lumping partition of A and ≈ the bisimulation relation on A. We can prove that:
The lumping partition defines the bisimulation equivalence relation ≈ where each partition block corresponds to an equivalence class i.e. P(a) = a . Thus, we can use lumping partitions to determine if two processes are bisimilar by rewriting (1) in terms of P. Let P = lump(A ∪ B):
For example, let's consider the two PTS's shown below:
Clearly both PTS's are bisimilar, which is confirmed by inspecting the lumping partition P and verifying that both initial states belong to the same equivalence class i.e. P(1) = P(6) = {1, 6}.
We are interested in making two arbitrary PTS's bisimilar by adding 'computationally meaningless' states and transitions to the original PTS's such that the original computational behaviour of the processes is preserved. The padding algorithm (PAD) must have the following property:
where ∼ io denotes I/O behavioural equivalence. We will not formalise ∼ io though the intuition is clear: two PTS's are I/O behavioural equivalent if their traces, considering a pre-defined notion of I/O equality between states, are the same. This definition is extended to include a special type of state, a virtual state, which is I/O meaningless and can be removed from the trace.
The goal of the algorithm is to ensure that the unique root states of the two processes belong to the same equivalence class, thus making both processes bisimilar (see 3) . This is done with the aid of the lumping partition, precomputed using, for example, the Paige-Tarjan [9] method. Given processes A and B, information about the equivalence classes of the joined processes (P = lump(A ∪ B)) is used to determine which subtrees (and classes) already satisfy the bisimulation condition and which need to be modified by the transformations. These transformations aim at fixing some of the probabilities 'leaving' the roots (splitting) and introducing new states and transitions (padding) to account for the 'missing classes' in the original structure.
Padding -Types of Transformations
Padding, as defined in this paper, is a meaning-preserving transformation that inserts 'computationally meaningless' states and transition relations in a probabilistic transition system i.e. it adds delays to the original computation. The structure of this 'silent code' will depend on the structure of the original processes since the other objective of the transformation is to preserve or force bisimulation conditions. Along these guidelines, we define [A] as the 'silent' or 'virtual' copy of the lumped version of process A 6 . The new tree [A] does not perform any new computation except from 'wasting time', and is made up from virtual or silent nodes v and the exact transitions -modulo lumping -as the ones in A. In other words, [A] introduces delays with the same structure of A.
Concatenation of a virtual process with another process does not change the computational behaviour of the original process. For example, let V be the silent copy of some tree B. The new trees A@V and V @A are all I/O behavioural equivalent to the initial tree A, as shown in the left-hand side of the figure below: We will require two other kinds of transformations, namely, splitting and cloning. Let's consider PTS A = {r A p → T }, a silent PTS V and probabilities p 1 + p 2 = p. We can split A into two subtrees, the first with probability p 1 going directly to T and the second, with the remaining probability p 2 , going to T first via V as shown in the left-hand side of the figure below. If we want to insert V after T then we will require to make a separate copy of T using the clone function, obtaining the PTS shown on the right-hand side of the same figure. All three PTS have the same computational behaviour:
{ { w w w w w w w w w w
Cloning generates an I/O-exact copy of the original PTS. Thus, if T 1 = clone(T ) then T ∼ T 1 and T ∼ io T 1 .
Algorithm Overview
We show the main ideas behind our proposal with an example. Let's assume we have the situation described by Figure 1 . If the lumping of both processes results in a partition in which {r A , r B } form an equivalence class, the transformation stops as this means that A and B are already bisimilar. If the lumping puts r A and r B into different classes then we have to 'force' them into the same class. In other words, for every transition r A p → a in A, we must be able to find a transition r B p → b in B such that p = p and P(a) = P(b). If the probabilities do not agree or we can't find matching equivalence states, the transformation enforces the above condition by splitting some of the subtrees -to obtain matching probabilities -and making virtual copies via padding -to introduce missing classes -while making sure that the added delays preserve the computational behaviour of the original processes.
For example, assume that we have in the example above classes
{ { w w w w w w w w w w We observe the following:
• With regard to the transitions to the class C 1 nothing needs to be done, the probabilities of going to a 1 and b 1 are the same.
• With regard to C 2 we see that although both processes can make moves to this class, the probabilities do not work out. In process B the probabilities of going to b 2 do not add up; p 2 − q 2 is 'missing'.
• With regard to class C 3 the situation is similar, it is now A which is missing probabilities to move to class C 3 , namely q 3 (which in this case must be equal to p 2 − q 2 ).
In order to fix this we have to introduce the missing probabilities. We cannot simply introduce new transitions out of r A and r B as this would disturb the "overall balance" of probabilities and, consequently, modify the computational behaviour of the processes. However we can "delay" transitions to certain classes and splice in virtual (i.e. computationally effect-less) transitions and states of the missing classes. Figure 2 shows the transformations performed on A and B, now A and B , respectively. We see that (i) the transition probability in A and B to class C 1 remains unchanged:
(ii) the transition probability in A to class C 2 has been changed to p 2 − q 3 while in B remains as q 2 = p 2 − q 3 , and (iii) the probability of getting to the new class made of the concatenation of V 3 and T 2 is q 3 = p 2 − q 2 in A and B . Therefore, r A and r B are indeed bisimilar in the transformed processes.
The transformation does not affect the computational behaviour of the original processes. Given that state v 3 and its sub-tree V 3 have no effect on the computation except 'wasting time', the final states of sub-tree T 1 in a are reached with the same probabilities. Similarly, the added probability of reaching T 2 is still p 2 while S 2 remains unchanged. If we inspect the probability of the final states in T 3 we see also no change, its initial node a 3 will (eventually) be reached with the same probability p 3 as before, either in one step with probability p 3 − q 3 or with the "missing probability" q 3 once all the waiting steps in V 3 have been executed.
Initial Conditions
The algorithm is defined for processes that respect certain conditions. These simplifications are made in order to facilitate the presentation of the algorithm and, in most cases, do not restrict the type of processes that can be transformed (more about this later).
First of all we will deal with single-rooted trees, that is, PTS with no back edges and a single initial state. Let A and B be two processes defined by:
and P = lump(A, B). All initial subtrees belonging to the same process belong to different equivalence classes:
The set of equivalence classes C reachable from the roots (in one step) -or the set of partitions of all initial subtrees -is defined by:
All equivalence classes in C must contain at most one node (state) from each tree (process). In other words:
The general case
The main algorithm, shown in section 3.5, operates by splitting the problem into simpler, smaller tasks. These operations correspond to solving the problem for a special subset of trees: almost-bisimilar PTS's. In this section we define the notion of almost-bisimilar PTS's and present the meaning preserving padding transformation (BIPAD) that transforms two such trees into bisimilar PTS's.
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Let A and B be PTS's with at most two subtrees each. We say that A and B are almost-bisimilar, A ∼ ab B, if the sum of the 'root' probabilities of both trees is the same, and their subtrees are bisimilar one-to-one. Being more precise:
Given the following graphical representation of PTS A and B:
we define the transformation assuming q 1 ≥ p 1 . The function BIPAD takes two almost-bisimilar processes A and B and transforms them into two new bisimilar processes A and B according to the following definition:
where
] are the silent copies of PTS A 1 (or B 1 ) and A 2 (or B 2 ), respectively. In order for A and B to be bisimilar, the probabilities leading to A 1 and B 1 , and similarly to A 2 and B 2 , must be the same. We achieve this by setting these probabilities to the smallest probability from each pair, that is, p 1 for the left branch, and q 2 for the right branch. In order to preserve the I/O behaviour of the original PTS's we must make sure that the original branches are reached with the same probabilities. In particular, we must account for the missing probability p = q 1 − p 1 leading to B 1 and A 2 . This is done by adding a new branch -and, consequently, a new class -to each PTS with probability p . The new branch is made of the concatenation of a silent copy and a clone of B 1 and A 2 : V 1 @A 2 and B 1 @V 2 , where A 2 = clone(A 2 ) and
and corresponds to the definition of BIPAD shown in Figure 3 . The second case in the definition, where p 1 equals zero, allows us to handle two processes with a single branch each where the missing branches have been completed using probability zero. 
The Algorithm
The problem of making two arbitrary processes bisimilar can be reduced to the problem of transforming two two-branched trees into bisimilar trees. This transformation, defined by BIPAD in section 3.4, takes place only if trees A and B satisfy certain conditions e.g. A and B are almost-bisimilar. Two trees are made bisimilar by repeatedly applying BIPAD to their respective subtrees. At each iteration, the algorithm picks two of the remaining equivalence classes,removes the respective branches from the initial tree -and puts the Fig. 3 . BIPAD: Padding almost-bisimilar PTS's transformed branches back into the tree. This process is repeated until no equivalence classes remain. The algorithm, defined in Figure 4 , takes as input two processes A and B that satisfy the initial conditions defined in section 3.3. The equivalence classes of processes A and B define partition P, calculated by executing a lumping algorithm on the union of processes A and B 7 . The transformation is performed in three steps. The first step checks if the input processes are already bisimilar. This is true if their initial states belong to the same equivalence class, that is, if their initial states define the equivalence class {r A , r B }. If the processes are bisimilar then no further work is required: the algorithm stops and returns the initial processes unmodified.
If the processes are not bisimilar then the algorithm must make the necessary adjustments to the processes' subtrees -probably defining new equivalence classes -such that the roots reach each equivalence class with the same probability. The two remaining steps inspect branches from the source trees A 0 and B 0 , performs the necessary transformations and copies the resulting branches to the target trees A and B . This process is guided by the algorithm worklist (set) C, which contains the equivalence classes reachable from the processes' initial states that -potentially -need to be modified by the algorithm. C is initially set to the set containing all equivalence classes reachable from the initial states r A and r B :
Not all the classes in C need to be transformed in order to satisfy the bisimilarity conditions. The second step of the algorithm looks for the pairs of branches that satisfy the bisimilarity conditions i.e. branches reachable with the same probability and that belong to the same class, and copies them to A and B directly. This step is performed by TRIM (Figure 4 ) thus reducing the number of classes and branches to be transformed in the last step of the The third step iterates through the remaining classes kept by worklist C. At each iteration, two classes are picked and removed from the worklist by the function choose (each process must have at least one class in the pair picked by choose), while their respective subtrees are removed from the source trees (A 0 and B 0 ) and transformed by subprocedure BIPAD. The function choose(C) is left undefined, its implementation depending on the pairing strategy to adopt. BIPAD(A, B) is guaranteed to return two bisimilar subtrees as long as A ∼ ab B. The following conditions must be met:
Or, in other words: 1) The trees must contain two branches each (2) each branch must have a bisimilar counterpart in the opposite tree, and (3) the MAINPAD (P;A 0 , B 0 , A , B , C, C The first two conditions are met by construction since each of the four branches picked from source trees A 0 and B 0 must belong to any of the equivalence classes chosen by the algorithm. If the third condition is also met then BIPAD is applied directly to the selected trees.
If the third condition is not met i.e. (q 1 + q 2 ) > (p 1 + p 2 ), the algorithm modifies the 'heaviest' tree by subtracting p = (q 1 + q 2 ) − (p 1 + p 2 ) from its heaviest branch and making a new copy with probability p. The untouched and the modified trees have now combined probability p 1 + p 2 and can be transformed by BIPAD. The remaining branch (with probability p) is put back into its source and the respective equivalence class added to the worklist.
Correctness of the Algorithm
The algorithm clearly terminates since it is bounded by the number of reachable classes obtained by lump (A ∪ B) . The following theorem states that the transformation is meaning preserving and that the transformed processes are bisimilar. Kocher's [8] seminal paper gives a convincing argument of the threat posed by timing attacks to computer programs and systems in the presence of covert channels. Programs can be protected against timing attacks by inserting delays at carefully selected program points. Such strategy is implemented by Agat [1] in the context of a type system that keeps track of information flow. The system, besides detecting illegal information flow, transforms conditional statements that branch on high data into new statements where both conditional branches have been made bisimilar, thus making the new conditional immune to timing attacks. The transformation adds a 'silent copy' of each branch to its counterpart such that, when the new branches are compared against each other, the original code is matched against its silent copy. In our framework, we get a similar scenario when we compare two nonbisimilar single-branched trees that leave their roots with the same probability p e.g. which indeed corresponds to the padding strategy defined by Agat.
Conclusions and Future Work
We have presented a novel idea for performing more efficient padding strategies for transforming out timing leaks in probabilistic transition systems. The basic premise, to use the information presented by the bisimulation equivalence and computed by a lumping algorithm, looks promising and can be extended to other systems.
The machinery used by the algorithm can be used to introduce several improvements. For example, the algorithm will not perform an optimal padding in the presence of processes like the ones shown in the left-hand side of the In fact, it would introduce virtual copies of A and B i.e. full padding. However, after inspecting the lumping partition we can verify that a and c belong to the same equivalence class and that all paths starting from b lead to c. Adding a virtual copy of the path b → . . . c to the beginning of A solves the problem, as shown in the right-hand side of the picture. The algorithm can easily be modified to include cases like this.
The algorithm is limited in the sense that many optimal padding solutions are obtained by inserting states far from the root. In those cases, our algorithm cannot obtain such optimal padding since it only introduces virtual states starting from the root. One way of improving the algorithm would be to call PAD recursively following certain heuristics. A more attractive solution would be modify the lumping algorithm such that virtual states are added on demand thus reducing the number of equivalence classes. Future research will follow along those lines.
