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Abstract 
Austenitic stainless steels represent a significant portion of the metallic components employed in the nuclear industry. In this paper, 
a detailed study of machining of Type 304L steel in dry milling was performed with the aim of characterising the response of the 
components’ surface quality and microstructure to variations of the cutting speed, depth-of-cut, and feed-per-tooth. Surface 
roughness parameters were optically evaluated and X-ray diffraction (XRD) residual stress measurements were employed to 
measure the extent of machining abuse on the surface. In addition, deformation in the sub-surface layer was examined via scanning 
electron microscopy (SEM) and electron backscatter diffraction (EBSD). The experimental measurements of surface roughness and
surface residual stresses were used to test a statistical model developed to optimise the selection of the process parameters. 
Preliminary results showed the effects of machining parameters to residual stresses and near-surface deformation levels in finished 
components. The ultimate aim of this work is to illustrate the availability of cost-effective materials and manufacturing techniques 
to the nuclear industry, alongside meeting the high standards of the required properties. 
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1. Introduction 
Austenitic stainless steels are seeing widespread use 
in the nuclear industry due to their desirable mechanical 
properties and resistance to corrosion in aqueous 
solution environments. Therefore, they are the material 
of choice in nuclear applications where corrosion 
kinetics must be slowed down by the presence of the
passive oxide film acting as a protective barrier [1]. 
ap depth of cut  
fz  feed per tooth 
Vc cutting speed 
XRD X-ray diffraction 
SEM Scanning Electron Microscope 
EBSD Electron Backscatter Diffraction
Ra Arithmetic mean surface roughness 
Sq Root mean squared roughness 
However, there are inherent difficulties in machining 
AISI 304 steels. Their low heat conductivity, high 
ductility, high tensile strength, and high work hardening 
rate usually generate a series of machining problems 
such as build-up edge formation which ultimately 
deteriorates the surface quality of the finished surface [2, 
3]. To this end, the use of coolant can generally limit the 
amount of resulting surface damage [4]. Surface 
integrity is vital in the design of components for the 
nuclear industry, since it directly influences corrosion 
and fatigue resistance [5]. Surface defects resulting from 
the milling process, such as cracks, are preferential sites 
for stress corrosion cracking (SCC) and can ultimately 
lead to the premature failure of the component when 
coupled with high residual tensile stresses [6]. 
Subjecting the work-piece to non-uniform 
deformation throughout its section, results in locked-in 
stresses. The mechanical, thermal, and metallurgical 
effects associated with chip formation also bring 
inhomogeneity in the deformation of the work-piece 
surface. The material undergoes compressive 
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deformation in front of the cutting tool and tensile 
behind it [7]. Additionally, the heat generated during the 
cutting operation results in tensile stress after cooling 
[8]. The contact of the flank face with the tool also 
introduces tensile deformation. If the tensile strain 
component is greater than the corresponding 
compressive one, compressive residual stresses would be 
produced [9]. 
When compared with grinding, dry hard milling 
produces superior surface integrity [8] and is generally 
more cost-effective [7]. When cutting materials that are 
to be subsequently welded, good cleanliness and 
smoothness of the surface are required in order to reduce 
the likelihood of welding pool contamination by the 
presence of debris or lubricant. 
Statistical modeling of dry hard milling can be used 
for implementing a more efficient process. However, 
models focusing on analysing one variable at a time do 
not consider the complex interrelation between the 
machining parameters. The main objective of the present 
work is to develop a preliminary model capable of 
predicting surface integrity with respect to different 
cutting parameters, as well as their interaction. The 
unfavourable conditions of the dry milling process were 
selected to investigate the response of the material to 
challenging cutting conditions. 
 
2. Experimental methods 
Milling experiments were carried out in order to 
characterize the response of surface integrity to different 
cutting parameters. The material studied was a 304L 
ASTM A240 steel provided in the form of plasma-cut 
plate with dimensions 800x200x20 mm. The alloy 
chemistry is presented in Table 1. Test samples 
consisted of band sawn 100x100x20 mm blocks with 
one side machined along the total 100 mm length, caring 
to machine the inner edge (away from the plasma-cut 
surface). Narrow groove J-weld prep was selected to be 
the machined test due to the combination of side milling, 
face milling, and high engagement cuts necessary to 
machine the surface. Three responses were recorded for 
each experimental test: Ra, average residual stress in 
machining direction (RS), and live machining time. 
The dry machining process on each sample was 
performed in several passes depending upon the 
parameters chosen. After each test the edges of the 
cutting inserts were carefully inspected and were 
replaced when necessary before the next experiment, 
since they are known to affect the magnitude of residual 
stresses [9]. 
Residual stress measurements were carried out using 
laboratory X-ray diffraction. The instrument used was a 
Proto iXRD Combo residual stress analyser, fitted with a 
Mn-Kα tube and operating at 20 kV and 4 mA. A 
collimator with a 2mm circular aperture was used to 
measure the (311) austenite peaks, that were fitted with a 
Gaussian function. Further analysis of the machined 
cross-sections was carried out by EBSD using an FEI 
Sirion FEG-SEM operating at 20 kV, in order to 
quantify the deformed layer thickness. 
In order to understand the relationships between 
process parameters and measured responses, a Design of 
Experiment (DoE) was used to identify which 
parameters had a statistically significant influence on 
responses and generate a predictive model. In this work, 
the DoE incorporates three key process parameters; 
depth-of-cut ap, feed-per-tooth fz, and cutting speed Vc 
[Table 2]. The DoE selected was a fractional factorial 
design with resolution III (main effects are confounded 
with two-factor interactions). Two centre points and no 
replicates were included leading to 10 experimental runs. 
Inclusion of replicates of the centre point allowed an 
estimation of variability and repeatability of the system’s 
response and helped in detecting any non-linearity. 
Analysis was carried out using Umetrics’s software 
Modde 10 by using the Multiple Linear Regression 
method [10]. 
 
Table 1: Chemical composition of the alloy [wt%] 
C Cr Mn N Ni 
0.021 18.22 1.852 0.089 8.050 
P S Si Fe  
0.033 0.002 0.542 bal.  
 
Table 2: Cutting parameters of experimental runs 
Run 
order 
Vc 
[m/min] 
ap [mm] fz [mm/tooth] 
1 200 2.5 0.07 
2 40 4.5 0.07 
3 200 4.5 0.25 
4 120 3.5 0.16 
5 40 2.5 0.25 
6 120 3.5 0.16 
7 200 2 0.25 
8 300 2 0.35 
9 150 2.6 0.15 
10 200 2.5 0.07 
 
Tests were randomized to minimize influences of the 
tool wear and operator on the results. Machining tests 
were carried out on a 3-axis Mazak Vertical Center 
Smart 430A, with a spindle capable of attaining 12,000 
rpm, and a maximum traverse rate of 42,000 mm/min. 
A Sandvik Coromill R300 tool head, with a diameter 
of 53 mm, extra close pitch, and 5 insert spaces was 
selected. A Coromill R300-1240 tungsten carbide insert 
(grade 1040) with a diameter of 12 mm was used for all 
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the machining operations. The 6 mm radius of the 
cutting tool was used to generate a fillet of the same 
radius at the bottom of the final component by cutting 
directly with high engagement. 
 
3. Results 
Finished work-piece surfaces were optically assessed 
by an Alicona Infinity Focus microscope. Seven surface 
areas on the shoulder milled surface were selected for 
each test and each result was averaged to minimize the 
effects of inhomogeneity in the material or accidental 
damage. Figure 1 shows the experimental variation in 
the measurements with respect to Ra. Test replicates 
were also used to verify the response of the system. All 
test runs produced surface roughness quite close to each 
other, with good replicate match. On the replicate plot 
[Fig. 1], each point represents the median roughness of 
the work-piece. The Ra response appeared to slowly vary 
with ap and fz. Similar replicate match was observed for 
the other responses monitored: root mean squared 
roughness Sq, live machining time, and residual stresses. 
 
 
 
Surface residual stress measurements were carried out 
by XRD and are presented in Figure 2 as a function of 
the depth of cut. This parameter was chosen to be 
presented here since it exhibited the most consistent 
trend for all data points. From this graph it is clear that 
residual stresses decrease with a lower depth of cut. It is 
interesting to note that although most data points fall on 
a fairly straight line in the region of ~600-850 MPa, 
there are three data points at stresses of ~520-560 MPa 
that deviate from it. Two of these samples (runs #1 and 
10) were machined using the same milling parameters, 
exhibiting satisfactory reproducibility of the process 
since the stresses only differed by ~40 MPa, which lies 
within the experimental error. The possibility of this low 
stress arising from local heterogeneities in the 
microstructure, or in the surface structure, of the samples 
was ruled out by examining several locations on their 
surface and obtaining similarly low stress values. 
 
 
 
Another important observation on the machining 
process is the depth from the surface to which 
deformation proceeds. The EBSD maps in Figure 3 
illustrate the deformed layer thickness for two selected 
samples with low and high stresses respectively, as 
shown in Figure 2. The bright green area at the top of the 
EBSD map represents non-indexed points above the 
sample surface and on the deformed layer where the 
grain is extremely fine and could not be indexed. Right 
below this layer there is an area rich in low angle 
boundaries, which represents lower deformation 
compared to the top surface. Further below, the material 
is unaffected by the machining process and a coarse 
grain structure representative of the parent metal can be 
seen. By correlating the Euler angle map to the band 
contrast map in Figure 3, the distance from the outer 
surface can be quantified. In this sample the penetration 
depth was found to be 10 μm with this technique. 
However, through-thickness XRD residual stress 
measurements using the layer removal method showed 
that stresses only reached a plateau of a lower stress 
value at a slightly larger depth of 20 μm [Figure 4]. In 
the samples with the highest stresses, the corresponding 
depths determined by XRD were approximately 40 μm. 
Below these depths, the stresses tend to reach a plateau 
which is intrinsic from the rolling process of the starting 
material.  
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Replicate plot for surface roughness Ra. 
Fig. 2. Longitudinal residual stress (RS) as a function of the depth 
of cut, measured on the machined surfaces. 
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3.1. Statistical modeling of surface quality and residual 
stress 
Analysis of the experimental data was performed with 
the statistical software Modde 10 by Umetrics. 
Machining time was added as a response in a first 
attempt to limit machining costs by reduction of live 
machining time. 
 
 
 
 
 
The coefficient plot illustrated in Figure 5 shows the 
statistically significant model terms that had influence 
over Ra. Cutting speed Vc was the parameter with the 
largest influence followed by fz. Similar coefficient plots 
were generated for the other responses, yet due to space 
constraints only the one relative to residual stress is 
reported in this work. 
 
 
 
 
Residual stresses appeared to be heavily influenced 
by the depth of cut ap and feed per tooth fz as expected 
[Figure 6]. The developed model showed a reasonable fit 
with a statistical R2 equal to 0.4 for Ra and a very good 
fit for residual stress (R2=0.92) and time (R2=0.8). 
The developed statistical model did not show a 
statistically significant prediction power and no 
significant model was found for Sq. 
 
Fig. 5. Normalized coefficient plot for surface roughness Ra. 
Fig. 4. Through-thickness XRD residual stress profiles for samples 
1 and 3, which exhibited extreme values of stress. 
Fig. 3. EBSD maps showing the depth of the deformed layer. a) 
Euler angle colour map for sample #1, b) band contrast map for 
sample #1, c) Euler angle colour map for sample #3, and d) band 
contrast map for sample #3. 
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In order to summarize a large amount of information, 
contour plots were produced using the mathematical 
model developed. The presence of three parameters 
would require 3D space to generate a contour plot, 
rendering it difficult to be interpreted. For this reason 2D 
plots were used instead, with only Vc and ap represented 
by the two axes, with the feed per tooth fixed for each 
graph [Figure 7]. For the upper two graphs 
corresponding to fz=0.07 mm, the surface roughness 
appeared to decrease at increasing ap and Vc.  
Interestingly, residual stresses also appeared to 
decrease with increasing Vc. Similarly in the lower two 
graphs corresponding to fz=0.25 mm, the same trend was 
observed for Ra. However, surface residual stress 
exhibited the opposite behaviour than what was 
observed for the lower feed, as it increased with 
increasing fz. 
The machining live time for completion of a j-weld 
machined surface was also beneficial in comparison with 
other techniques, as significant time savings could be 
achieved [Figure 8]. For low ap, fz and Vc the time was 
well above 300 seconds. The feed per tooth fz appeared 
to reduce the most the live machining time. 
 
 
 
4. Discussion 
Although there are several papers in the literature 
involving a statistical approach towards the optimisation 
of cutting parameters [11-14], the highlight of the 
present work is that it focuses on producing a two-
dimensional parametric map. Classical approach is to 
have one-dimensional maps with data on a straight line 
by allowing only one variable to vary for each run 
keeping the others constant. Via the better coverage of 
the experimental space that is achieved with the present 
approach, it is possible to have a broader view of the 
experimental space helping in easily identifying 
interactions among the parameters. 
Regarding the results of the statistical model, the 
system’s response appeared to be almost linear in respect 
to each of the process parameters taken into account. 
However, due to the limitation of the fractional factorial 
approach, it was not possible to completely separate the 
influence of one factor from the others. Replicates of 
experiments matched in almost all cases (only Sq showed 
a larger than normal spread), which is an indication of 
the stability of the process and of low sensitivity to 
external influences (temperature changes, human factor, 
tool wear). 
Fig. 8. Contour plot of live machining time. 
Fig. 6. Normalized coefficient plot for residual stress RS. 
Fig. 7. Contour plot for depth of cut ap and longitudinal residual 
stress RS at fz=0.07 mm (upper graphs), and b) fz=0.25 mm 
(lower graphs). 
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One of the interesting observations in the present 
work was that the measured responses in Ra and RS 
showed a noteworthy difference in terms of their 
interaction with the process parameters. In Figure 5, it 
was shown that Vc exhibited the largest influence on Ra. 
On the other hand, Figures 2 and 6 showed that for 
residual stresses the ap had the most significant effect. 
This discrepancy constitutes an indication of a complex 
interaction between process parameters and responses, 
which was not analysed in depth before and would be 
interesting to investigate in more detail in future work. 
Looking at the effects of the process parameters on 
surface roughness more closely, the latter was found to 
increase with increasing ap and Vc [Figure 7]. However, 
it was noticeable that a low fz had a measurable negative 
effect on Ra, indicating that a more aggressive cut (i.e. 
higher fz) was probably more appropriate for the alloy 
[Figure 7, comparing the upper and lower graphs]. The 
reason for the deviation of the feed per tooth affecting 
surface roughness in the opposite manner compared to 
the other two parameters is not clear at this stage. 
In terms of surface residual stresses, higher ap and fz 
exhibited detrimental effects by generating higher 
stresses [Figures 2, 7]. This is natural since the increase 
of either the depth of cut or the feed per tooth induces a 
larger interaction volume between the tool and the work-
piece, thus a higher force is required to remove a larger 
chip. The net result is a higher plastic strain imposed on 
the surface, which leads to a larger strain misfit between 
the deformed surface layer and the undeformed 
substrate, consequently creating higher tensile residual 
stresses. In addition, the higher heat generated when 
removing a larger chip will increase the tensile stresses 
[15]. On the other hand, residual stresses decreased with 
increasing Vc. Although this phenomenon may sound 
controversial due to the anticipated thermal effect of 
cutting speed on the surface tensile stresses [16, 17], it 
can be explained on the grounds of the smaller chip size 
that is induced, which leads to a lower plastic strain 
misfit, and such trends have also been reported by other 
researchers [18]. Furthermore, a higher chip flow rate 
reduces the time available for the heat generated in the 
shear zone to diffuse into the work-piece, thus more 
thermal energy is removed with the chip. The reduction 
of thermal load on the work-piece results in mechanical 
effects dominating over thermal ones, resulting in a 
more compressive residual stress on the surface [19]. 
However, the effect of cutting speed is not 
straightforward as can be seen from the various trends 
reported in the literature. Non-monotonic relationships 
have been observed in the past regarding cutting speed 
as a function of either surface roughness [13], or residual 
stresses [9, 15]. This is a strong indication that Vc is 
strongly dependent on the other machining parameters, 
as well as on the exact regimes of values investigated in 
each case. Additionally, the material studied can also 
have an influence, since in cases of built-up edge 
formation at low speeds, the cutting force exhibits a 
slight increase before it starts to drop again at higher 
speeds [20]. The thermal conductivity of the work-piece 
is also crucial, since it alters the heat generated at the 
cutting zone [21]. The exact mechanism responsible for 
the significant drop in surface residual stresses for 
certain conditions [Figure 2] is not entirely evident at 
this stage and further analysis is required in order to 
draw safe conclusions. However it is likely that, as 
mentioned earlier, either the exact regime of parameter 
values or their inter-dependence holds a key part. 
Finally, the machining live time was greatly reduced 
with increasing fz and Vc; increasing ap instead, showed 
a less pronounced effect that was insufficient to 
counterbalance the measured unwanted increase in 
residual stresses and surface roughness of the finished 
surfaces [Figure 7]. The reduction of machining live 
time was deemed of critical importance in order to 
compete with a more established process such as 
grinding. However, through-thickness residual stress 
measurements suggested a definite advantage in terms of 
the low depth from the surface (<40 μm), at which 
stresses were significantly high. 
 
5. Conclusions 
A preliminary statistical model, using three different 
process parameters, was developed from experimental 
results to characterize the surface integrity of j-weld 
components machined from a 304L stainless steel by dry 
milling. However, it showed its limitations when 
employed to understand more complex interactions 
between process parameters. 
In all cases, surface roughness was measured far 
below the maximum values recommended for this kind 
of application [Ra(max)=3.2 μm], indicating that dry 
milling could act as a potential substitute for grinding in 
preparation of j-weld components at least in the 
parameters range investigated here. Low depths of cut 
and cutting speed, as well as high feed per tooth, were 
predicted to be the most beneficial in this aspect. 
Regarding residual stress generation, although the 
statistical model predicted a beneficial impact from low 
depth of cut, low feed per tooth, and high cutting speed, 
in fact the measured stresses were rather more 
complicated due to the inter-dependence among all 
parameters. The most evident trend was the reduction of 
stresses for lower depth of cut. 
An additional benefit of the current milling process 
was the low penetration depth of deformation. This was 
measured approximately as 10 μm with EBSD in the 
sample with the lowest stresses, but according to XRD 
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residual stress measurements it was close to 20 μm, and 
did not exceed 40 μm in the samples with the highest 
stresses. 
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