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PREFACE 
Since the construction of matrix near-rings over arbitrary 
near-rings in 1985, (cf. Meldrum and Van Der Walt [6J), a number of 
very satisfying structural results have been obtained (cf. Van Der 
Walt [13J and [14J) and some nice applications of the theory have 
been made (cf. Meyer and Van Der Walt [7J and Meyer [8J). 
This encourages one to believe that matrix near-rings will play 
a very important role in the theory of near-rings similar to the 
role played by matrix rIngs in ring theory. 
It is of interest that although there are many similarities to 
the ring case, one can find some striking contrasts as well. 
Especially noteworthy is the inequality, in general, of ideals 1+ 
* (see definition 2.9) and I (see results 2.7 and 2.26) in a matrix 
near-ring ~ (R), where I is an ideal in R. This enables us to show 
n 
that, unlike the ring case, not all ideals of 
definition 2.8 and theorem 3.45). 
~ (R) are full (see 
n 
It may be worth pointing out that we shall not attempt a 
comprehensive survey of the above mentioned papers, as it has been 
nicely done by J. H. Meyer [8J. 
The major objectives of this work are: 
--To extend the work on the relationship between properties of 
the base near-ring (and its ideals) and those of the matrix 
near-ring (and its ideals). 
--To study d.g. (distributively-generated) and w.d. (weakly-
distributive) near-rings in detail. Furthermore, to 
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investigate how close these matrix near-rings are to matrix 
rings and then generalize results from matrix rings to these 
matrix near-rings. 
An attempt is made to provide a fairly complete list of the 
results, on both near-rings and matrix near-rings, which we will be 
using in this work from time to time. Chapter 1 and chapter 2 are 
devoted to this purpose. Each of them has a seperate section on 
unpublished (so far !) results. To avoid prolonging unduly this 
dissertation, apart from the unpublished results, which are due to 
I. Roberts [10J and J. H. Meyer [8J, only statements are provided. 
The remaining three chapters consist of my own independent research. 
Although matrix near-rings have also been defined on near-rings 
without identity (we shall write near-rngs), it is more convenient 
to consider the case in which the base near-rings have an identity 
element. So like other researchers in matrix near-ring theory, our 
main interest is in near-rings with identity. But inspite of this, 
we deal with near-rings not necessarily with identity. 
In chapter 3, we work on our first objective. We show that 
matrix near-rings satisfy all the additive laws which base 
near-rings do and when the base near-ring has an identity then it 
satisfies all the additive laws which the matrix near-ring does 
(see lemma 3.5 and theorem 3.6). Moreover, an ideal I of a near-ring 
with identity lies in V, a variety of additive groups, if and only 
if 1+ (and 1*) lies In V (see theorems 3.24 and 3.26). 
* It also turns out that if R has no identity, the maps I ~ I and 
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+ 
I ~ I are not necessarily injections of the set of ideals of R into 
the set of ideals of ~ (R) (see examples 3.19 and 3.20). 
n 
Chapter 4 shows the significance of d. g. near-rings. In 
general, the procedure for the multiplication of matrices suffers 
from the lack of left distributivity. In the d. g. case, one can 
easily escape from it, because each element of a d. g. martix 
near-ring can be represented as the sum of elementary matrices, 
[r; i, j], where r E R, 1 ( i, j ~ n (see theorem 4.1). 
The relationship between the commutator, distributor and lower 
central series of R and those of ~ (R) is described. We also show 
n 
that, under certain conditions, 1+ = 1* (see theorem 4.33). 
Chapter 5 is devoted to the more ring like class: weakly-
distributive d.g. near-rings. In a sense, we have got a close 
relationship between matrix rings and weakly_distributive matrix 
near-rings with identity. For example, we show that, like the rIng 
case, if L is a maximal left ideal of a w.d. near-ring R with 
d · d (3 E Rn - Ln i entIty, an a, then a ) = (Ln : (3 ) if 
a - (3 (mod Ln) (see theorem 5.18). 
No apology is offered for the inclusion of a few results which 
are not precisely on matrix near-rings, as besides being of 
independent interest, they are useful in our work. For example, a 
result due to J. D. P. Meldrum (see result 1.40) is extended. 
We show that if R is a near-ring and G is a connected faithful 
R-module, then REV, a variety of additive groups, if and only if 
G E V (see theorem 3.17). 
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Notation: We shall let R denote both near-rings and rIngs. 
Matrix near-rings, the near-rings of n x n matrices over R, will be 
denoted by ~ (R). M (R) will be the symbol for a matrix ring, the n n 
ring of n x n matrices over R. 
The elements of R will be denoted by lower case Roman letters 
(indexed or non-indexed). Subsets, subgroups and ideals, etc. will 
be denoted by upper case Roman letters (indexed or non-indexed). 
The elements of Rn, the direct sum of n copies of (R,+), will 
be denoted by lower case Greek letters (indexed or non-indexed). 
The vector <0, .... ,0>, the zero element of Rn, will be denoted by Q. 
Subsets of R
n 
will sometimes be denoted by upper case Greek letters. 
The elements, subsets and ideals of ~ (R) will be denoted by 
n 
upper case script letters: ~, 2, ~, ... , X, Y, ~. Only zero and 
identity elements will be denoted by bold letters: 0 and I, 
respectively. 
TABLE OF CONTENTS 
PAGE 
CHAPTER 1: REQUISITE RESULTS ON NEAR-RINGS ......... 10 
A. Group Theory ..................................... 10 
B . N ear - Ring s ....................................... 13 
C. Distributively-Generated Near-Rings .............. 21 
D. c-Nilpotent and d.w.d. Near-Rings ................ 25 
CHAPTER 2: REQUISITE RESULTS ON MATRIX NEAR-RINGS ........ 34 
A. Some Results on Matrix Near-Rings ................ 34 
B. Some Results on Matrix Near-Rings with Identity .. 39 
C. Some Results due to J. H. Meyer .................. 42 
CHAPTER 3: 
CHAPTER 4: 
CHAPTER 5: 
ON MATRIX NEAR-RINGS ..................... 49 
DISTRIBUTIVELY-GENERATED MATRIX NEAR-RINGS .. 70 
GENERALIZED-DISTRIBUTIVE MATRIX NEAR-RINGS ... 86 
SOME OPEN PROBLEMS ........................................ 95 
REFERENCES ................................................ 96 
9 
10 
CHAPTER 1 
REQUISITE RESULTS ON NEAR-RINGS 
For the convenience of handy reference and the sake of 
completeness, we present in this chapter a quick survey of requisite 
results on group theory and near-ring thoery. 
As mentioned in the preface, only the unpublished work due to 
I. G. T. Roberts [10J will be proved here. References are made to all 
other results. 
It seems appropriate to start with group theory. 
Section A: Group Theory 
Definition 1. 1 : Let (G,+) be a group. If gl and g2 are in G, then 
the commutator of gl and g2 is defined as 
(gl,g2) := - gl - g 2 + gl + g2· 
Definition 1. 2: If Hand K are subsets of G, then 
(H,K) := Gp «h,k) h E H, k E K> 
where Gp <X> is the subgroup of G generated by X. 
Result 1. 3: If H and K are normal subgroups of G, then so IS 
(H,K). 
Definition 1.4: Let n be a natural number and G be a group. 
Gn := G + .... + G is the direct sum of n copies of G where 
1 1 
i = 1, 2, ... , n. 
Result 1.5: n (G,G) . 
Proof: n Let <A 1 , ... ,An> E (G,G) where At E (G,G) and 1 < t < n. 
= «gl'" ·,gn> , <h 1 ,···,hn»· 
This fact together with simple calculation implies that 
n n n n n 
<AI"" ,An> E (G ,G ). It follows that (G,G) ~ (G ,G ). 
To show the equality, we put £ 
n n 
Let X E (G ,G ). Then X = 
where crt = ± 1 and £t is a commutator of £t and ~t for 1 ~ t ~ m. 
Since £t E (G,G)n, the result follows immediately. 
Definition 1.6: The commutator subgroup of G is defined as, 
Definition 1.7: The higher commutator subgroups of G are defined 
inductively as, 
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The series of higher commutator subgroups is called the derived 
series of G. 
Result 1.8: If H is a normal subgroup of G, then G/H (quotient group 
of G by H) is abelian if and only if H ~ 6
1
(G). 
Definition 1.9: A group G is soluble of solubility class m if 
Definition 1.10: A chain of subgroups 'leG) of G is defined 
inductively as 
'I (G) : = G, , m+ 1 (G) : = (, m ( G ) , G ) . 
The descending central series of G is the normal serIes 
Definition 1.11: A group G is nilpotent of nilpotency class m if 
, l(G) = {O}, ,(G) * {O}. m+ m 
Remark: All abelian groups are nilpotent and all nilpotent groups 
are soluble. But one can find nilpotent groups which are not abelian 
and soluble groups which are not nilpotent. 
Result 1.12: (page56 Robinson [llJ) 
A variety is an equationally defined class of groups. More 
precisely, if W is a set of words in xl' x2 ' ... , the class of all 
groups G such that W(G) = 0, is called the variety V. 
(2.3.4 Robinson [llJ) 
Every variety is closed with respect to forming subgroups, images 
and subcartesian proud~cts of its elements. 
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Section B: Near-Rings 
We follow Meldrum [5J in our notations and definitions , 
although he uses left near-rings. Both Meldrum [5J and Pilz [9J are 
used as our source of standard results. 
Definition ~ (1.1 [5J) A non-empty set R with two binary 
operations + and. is a right near-ring (R,+,.) if 
(1): (R,+) is a group (not necessarily abelian) 
(2): (R,.) is a semigroup 
(3): the operation. is right distributive over the 
operation +, that is, 
(y + z).x = y.x + z.x, for all x, y, z in R. 
(R,+,.) is called a left near-ring if it satisfies (1), (2) and, 
naturally enough, the operation multiplication is left distributive 
over the operation addition. 
It is customary to omit the symbol. for multiplication and 
the 
abbreviate (R,+,.) by R. 0 is/additive identity of Rand 1 (if it 
exists) is the multiplicative identity of R. 
Example 1.14 (1.2 [5J) 
The most common example of a near-ring IS (M(G),+,.) where 
M(G) := {e: G ~ G}, 
addition is defined pointwise and multiplication is composition of 
maps. 
Definition ~ (1.7 [5J) 
A near-ring R is abelian if (R,+) is abelian. 
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Definition ~ (1.11 [5J) 
If x is in Rand xO = 0 then R is called a zero-symmetric near-ring. 
Note that Ox = 0 for all x in R (see 1.10 [5J). 
Definition 1.17 (1.28 [5J) 
Let R be a near-ring and H be a subset of R. H is called a right 
R-subgroup of R if 
(1): (H,+) is a subgroup of (R,+) 
(2) : HR c H • 
H is called a left R-subgroup of R if 
(1): (H,+) is a subgroup of (R,+) 
(2) : RH c H • 
H is called a two-sided R-subgroup of R if it is both a left and 
right R-subgroup. 
Definition 1.18 (1.21 [5J) 
Let R be a near-ring and I be a subset of R. I is called a right 
ideal of R if 
(1): (1,+) is a normal subgroup of (R,+) 
(2): IR c I • 
I IS called a left ideal of R if 
(1): (1,+) is a normal subgroup of (R,+) 
(2): x(a + y) - xy E I for all x, y E R and a E I. 
I is called an ideal of R if it is both a left and a right ideal. 
Definition ~ (1.16 [5J) 
Let Rand T be two near-rings. A mapping e from R to T is called a 
near-ring homomorphism if 
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( 1 ) : e (x + y) = ex + ey 
(2): e(xy) = (ex) (ey) 
for all x, y in R. 
Definition 1.20 (2.1 [5J) 
Let R be a near-ring and (G,+) be a group. If there is a near-ring 
homomorphism e from R to M(G), then G is called a (left) R-module. e 
is called a representation of R, which is f. thful if ker e = {O}. 
Example ~ (2.9 [5J) 
We let RR denote the additive group (R,+). An R-module structure for 
RR can now be given. We define 
by 
A(r)x := rx 
where r E R, x E RR and rx is the product in R. 
It can be checked easily that A is a near-ring homomorphism. It is 
called the left regular representation. 
Definition 1.22 (2.10 [5J) 
Let R be a near-ring and G be an R--module. A subgroup H of G IS 
called an R-submodule of G if RH c H. 
Definition 1.23 (2.10 [5J) 
A normal subgroup (H,+) of G is called an R-ideal of G if 
x(g + h) - xg E H for all g E G, h E H. and x E R. 
Result 1.24 (2.12 [5J) 
Let R be a near-ring and G an R-module. Then 
OR g = 0G' for all g E G. 
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Definition 1.25 (2.30 [5J) 
Let G be an R-module. If HI and H2 are subsets of G, then 
Note that if H2 = {k}, then we write (HI: k) in place of 
(H 1 :{k}). Similarly if HI = {h}, then ({h}:H2) is denoted by (h:H2
). 
(0:H2) is called the annihilator of H2 in R, and is denoted by 
Result 1.26 (2.31 [5J) 
Let G be an R-module, HI and H2 be subsets of G. If HI is an 
R-ideal, then (HI :H2 ) is a left ideal of R. 
Definition 1.27 (1.36a [9J) 
An R-module G is simple if and only if it has no non-trivial 
R-ideals. 
Definition 1.28 (1.35 and 1.36b [9J) 
Let R be a zero-symmetric near-rIng. An R-module G is R-simple if 
and only if G has no R-submodules except G and {OG}. 
Definition 1.29 (1.39 [9J) 
A maximal ideal of R is an ideal which IS maximal in the set of all 
proper ideals 
Note (page 86 [9J): Let R be a zero-symmetric near-ring and let L 
be a maximal left ideal of R. L is called a strictly maximal left 
ideal of R if it is also maximal as a left R-subgroup. 
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Result 1.30 (1.40 [9J) 
I is a maximal ideal of R if and only if R/I is simple. 
H is a maximal R-ideal in G if and only if G/H is simple. 
Result 1.31 (2.16 [5J) 
Let R be a zero-symmetric near-ring and G be an R-module. Then every 
R-ideal of G is an R-submodule. 
Definition 1.32 (3.1 [5J) 
Let R be a near-ring and G be an R--module •. If there exists g in G 
such that Rg = G, that is, 
G = {xg : x E R} 
then G is called a monogenic R-module. 
The next definition due to Van Der Walt [13J gives a 
generalization of monogenic R-modules. 
Definition 1.33 (3.1 [13J) 
An R-module G IS called a connected R-module if for any gl' g2 in G, 
there are g in G and x, y in R such that gl = xg and g2 = yg. 
Result 1.34 (3.2 [13J) 
Let G be a connected R-module. If gl"'" gk are any k > 2 elements 
of G, then there are r 1 , .... ,rk in Rand g In G such that gt = rtg 
where t = 1, ... ,k. 
Definition 1.35 (3.1b [9J) 
An R-module G is strongly monogenic if G is monogenic and for all g 
in G, either Rg ={O} or Rg = G. 
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Definition 1.36 (3.4 [5]) 
A monogenic R-module G is an R-module of type 0 if G is simple, 
that is, it has no non-trivial proper R-ideals; G is an R-module of 
type 1 if G is simple and strongly monogenic; G is an R-module of 
type 2 if G IS non-trivial and has no non-trivial proper 
R-submodule. 
Result 1.37 (3.5 [5]) 
If R is a near-ring with identity and all R-modules considered are 
unitary, then type 1 modules are of type 2 and so the two types are 
equivalent 
Definition 1.38 (3.6 [5]) 
Let R be a near-ring and G be an R-module. For v = 0, 1, 2, R is 
called v-primitive on G if G is faithful and of type v. 
Result 1.39 (12.9 [5]) 
Let R be a near-ring and G be an R-module. If w(x 1, ... , xp ) 
is a 
word in p variables xl' .... ' xp ' then 
w(r 1 , ... , rp)g = w(r 1g, ... , rpg) 
where r
1
, ... , rp E Rand g E G. 
Result 1.40 (12.10 [5]) 
Let G be a faithful R-module. If G lies in V, a variety of additive 
groups, then so does R. 
Definition 1.41 (5.1 [5]) 
A map which assigns to each near-ring R an ideal R(R) IS a radical 
map if for every near-ring R and every homomorphism 
e : R ~ T, we have 
(1): R(R/R(R)) = {o}. 
(2): 9(R(R)) ~ R(9(R)). 
Definition 1.42 (5.4 [5J) 
Let R be a near-ring. For v = 0, 1, 2 
G is an R-module of type v} 
is called the v-radical of R. 
Result 1.43 (5.5 [5J) 
For v = 0, 1, 2, the map J is a radical map. 
v 
Result 1.44 (5.8 [5J) 
Let R be a near-ring with identity. Then J
1
(R) = J
2
(R). 
Definition 1.45 (5.9 [5J) 
Let R be a near-rIng and L be a left ideal of R. L is called a 
v-maximal left ideal if R/L is an R-module of type v, v = ° , 1, 2 
(via the left regular representation: x(y + L) := xy + L). 
Definition 1.46 (3.20 [9J) 
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A left ideal L of R is called modular if and only if there exists e 
in R such that x - xe E L for all x in R. e is called a right 
identity modulo L (since for all x in R, xe = x (mod L). 
Definition 1.47 (3.28 [9J) 
A left ideal L of R is called a v-modular left ideal if it is a 
modular and v-maximal left ideal. 
Definition 1.48 (5~25 [5J) 
Let R be a near-ring. We define J 1/ 2 (R) by 
J
1
/
2
(R) := n {K: K is a O-modular left ideal of R}. 
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In other words, 
J 1/ 2 (R) := n {K: K is a maximal modular left ideal of R}. 
Result 1.49 (5.26 [5J) 
Let R be a near-ring. Then J 1/ 2 (R) is a left ideal of Rand 
JO(R) ~ J 1/ 2 (R) ~ J 1(R) ~ J 2 (R). 
Result 1.50 (5.35 [5J) 
Let R be a near-ring. Then J 1/ 2 (R) contains all nil ideals of R. 
Definition ~ (6.15 [5J) 
Let R be a near-ring and I, J, P be ~ ideals of R. P is called a 
prime ideal if whenever IJ C P then I c P or J c P. 
R is called a prime near-rIng if {O} IS a prime ideal. 
Result 1.52 (6.31 [5J) 
Any v-primitive ideal is a prime ideal, for v = 0, 1, 2. 
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8ection C: Distributively-Generated Near-Rings 
Although a right near-ring R suffers from the lack of a left 
distributive law, there may be some elements in R which satisfy both 
distributive laws. 
Definition 1.53 (9.1 [5J) --
An element d in R is called a distributive element of R if 
d(x + y) = dx + dy 
for all x and y in R. 
Definition 1.54 (9.27 [5J) 
A right near-ring R is called distributive if 
rex + y) = rx + ry 
for all r, x and y in R. 
Resu\t. 1.55 (9.5 [5J) 
The set of all distributive elements of a near-ring R, denoted by 
R
d
, forms a semigroup under multiplication. 
Definition 1.56 (9.8 [5J) 
Let (8,.) C (R
d
,.). A near-ring R is called a distributively-
generated near-ring, abbreviated as, d.g.near-ring, if (R,+) is 
generated as a group by (8,.). 
Because of the importance of 8, a d.g. near-ring R is, generally, 
denoted by (R,8). 
o is assumed to be in 8, since (8,.) is a semigroup of distributive 
elements which generates (R,+) if and only if 8 U to} does the same. 
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Result 1.57 (9.12 [5J) 
Let S be a semigroup of distributive elements of a not necessarily 
zero-symmetric near-ring R. Then an~ d.g. near-ring (R,S) is 
zero-symmetric. 
Result 1.58 (9.26 [5J) 
Let R be an abelian d.g. near-ring. Then (R,S) IS a ring. 
Result 1.59 (9.29 [5J) 
A d.g. near-ring (R,S) is distributive if and only if the elements 
2 
of (R ,+) commute with each other. 
Result 1.60 (9.30 [5J) 
A distributive near-ring with identity is a ring. 
Result ~ (4.1.1 Frohlich [2J) 
If II and 12 are ideals of (R,S), then (1
1
,1
2
) is an ideal of (R,S). 
Note: For a non d.g.near-ring R, (1
1
,1
2
) need not be an ideal of R 
(see example 4.8 [10J). 
Result 1.62 (9.34 [5J) 
Let (R,S) be a d.g. near-ring. Then for all m > 0, 0m(R) and 1m+1(R) 
are ideals of R. 
Definition 1.63 (9.35 [5J) 
Let x, y, z be in (R,S). We define the distributor of x over y and z 
as 
(x;y,z) := x(y + z) - xz - xy. 
If X Y Z are subsets of (R,S) then , , 
(X; Y, Z) : = Gp < (x; y , z): x EX, Y E Y, z E Z>· 
• 
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Definition 1.64 (9.35 [5J) 
Let I be an ideal of (R,S). We define the distributor series by 
I , 
R Gp «R;I,I» , 
m+l m m R 
D (I): = Gp < (R; D (I), D (I)) > , 
where Gp <X>R is the normal subgroup of R generated by X. 
Result 1.65 (9.38 [5J) 
Let X, Y, Z be subsets of (R,S). 
(1) if X is a left R-subgroup then so is (X;Y,Z) and hence so is 
(R;Y,Z). 
(2) if Y and Z are right R-subgroups then so is (X;Y,Z). 
(3) Gp «R;Y,Z»R is a left ideal. 
(4) if Y, Z are right R-subgroups then Gp «R;Y,Z»R is an ideal. 
Definition 1.66 (9.40 [5J) 
A d.g. near-ring (R,S) is weakly-distributive (w.d. in short) if 
m 
D (R) = {O} for some integer m. 
Definition 1.67 (9.40 [5J) 
We define a weakly-distributive series for R as a series of ideals 
such that all the elements of R/I. are distributive with respect to 
J 
all paIrs of elements in I. III .. 
J- J 
Result 1.68 (9.42 [5J) 
Let Y, Z be subsets of (R,S). Then 
Gp «R;Y,Z»R = Gp «RY,RZ»R. 
If Y, Z are left R-subgroups and R has an identity, then 
R R Gp «R;Y,Z» = Gp «Y,Z» I 
Result 1.69 (9.45 [5J) 
Let (R,S) be a d.g. near-ring with R2 = R. Then Dm(R) = 
all m > O. 
Result 1.70 (9.46 [5J) 
b (R), for 
m 
Let (R,S) be a d.g. near-ring with R2 = R. Then (R,S) is w.d. if and 
only if (R,+) is soluble. 
Result 1.71 (9.49 [5J) 
If (R,S) is a d.g. near-ring with (R,+) soluble, then b1(R) IS 
multiplicatively nilpotent. 
Result 1.72 (9.55 [5J) 
1 
Let (R,S) be a w.d. near-ring. Then D (R) is multiplicatively 
nilpotent. 
Result 1.73 (13.10 [5J) 
If (R,S) is d.g. and X c R, then the ideal I of (R,S) generated by X 
is the normal subgroup of (R,+) generated by 
SXR {sxr, sx, xr, x; x E X, s E S, r E R} • 
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Result 1.74 (14.22 [5J) 
If (R,S) is a d.g. near-ring with (R,+) soluble, then all maximal 
left ideals of (R,S) are strictly maximal. 
Result 1.75 (14.23 [5J) 
If (R,S) is a d.g.near-ring with (R,+) soluble, then 
Section D: c-Nilpotent and d.w.d. Near-Rings 
Another type of generalized distributivity in d.g. near-rings, 
d-weak distributivity, was defined in Roberts [10J. 
A d-weakly distributive near-ring (d.w.d.near-ring, in short) comes 
between distributive and weakly.distributive near-rings. We first 
define d-distributor and d-distributor series of ideals of (R,S). 
Definition 1.76 (7.1 [10J) 
Let I be an ideal of (R,S). The d-distributor series of ideals In 
(R,S) is defined as follows: 
d 1 (1) := Gp «r;a,b) : a,b E I, r E R>R, 
m+l m R 
d (1):= Gp «R;I,d (I))> 1 
where Gp <X>R is the normal subgroup of R generated by X. 
Result 1.77 (7.6 [10J) 
d m ( I) i s an ide a I 0 f ( R , S ) . 
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Proof: We use induction on m. The case m = 0 is obvious. Let m = 1. 
Since Gp «R;I,I»R is an ideal, by result 1.65, so d1(1) is an 
ideal. Suppose dm(l) is an ideal then again by result 1.65, 
Gp «R;I,dm(I))>R is an ideal, that is, dm+1(1) is an ideal. 
Definition 1.78 (9.6 [10J) 
Let I be an ideal of a d.g. near-ring (R,S). Define dO(I) := {O}, 
and d 1(1) as the maximal ideal of (R,S) contained in I such that 
If d (I) is an ideal of (R,S) such that d (I) contained in I, then 
m m 
we define d 1(1) to be the maximal ideal of (R,S) contained in I 
m+ 
such that (R;I,d 1(1)) C d (I). 
m+ - m 
Definition 1.79 (7.5 [10J) 
A d.g. near-ring (R,S) is d.w.d. if dm(R) = {O} for some positive 
integer m. 
Definition 1.80 (9.8 [10J) 
A d.g. near-ring (R,S) is i.w.d. if dm(R) = R for some positive 
integer m. 
Result 1.81 (9.9 [10J) 
Let (R,S) be a d.w.d. near-ring then it is d.w.d. 
m-l 0 Proof: We first show that d (R) C d.(R) where 0 < i ~ m, ln~ . 
1 
We use induction on 1. The case i = 0 is trivial, as dm(R) = dO(R) = 
{O}, by d-weak distributivity of (R,S) and by definition 1.78. 
Suppose that dm-i(R) d (R) h ~ i ,t en by definition, 
dm-i(R) = ( m-1·-1 R Gp < R;R,d (R))> 
C di(R), by the induction hypothesis. 
Now since d i +1 (R) is the maximal ideal of (R,S) such that 
Gp «R;R,d. l(R))> C d.(R) 
1+ - 1 
therefore 
The result now follows by induction. 
dm- i - 1 (R) d () C . 1 R . 
1+ 
Putting m = i in dm-i(R) C d.(R), we get dO(R) C d (R). That is, 
- 1 - m 
Red (R) as dO(R) = R, by definition 1.76. Hence R = d (R) and - m m 
(R,S) is d.w.d., by definition 1.80. 
Result 1.82 (9.9 [10J) 
(R,S) is d.w.d. if and only if (R,S) is d.w.d. 
Proof: The necessity of the conditions follows from the above 
result. To prove the sufficiency, we need to show that if (R,S) is 
d.w.d. then dm-i(R) C d.(R) where ° < i < m. 
- 1 
We use reverse induction on i. If i m then dO(R) = d (R) = R, by 
m 
definition 1.76 and d weak-distributivity of (R,S). 
Now assume that dm-i(R) C d.(R). 
- 1 
Since dm- i +1(R) 
m-i R = Gp «R;R,d (R))>, by definition 1.76, 
~ 
C Gp «R;R,d.(R))>, by the induction hypothesis, 
1 
C d
i
_
1
(R), by definition 1.78, 
the result now follows for all i, where ° < i < m. 
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definition 1.78. That is, dm(R) = {O} and hence (R,S) is d.w.d. 
Definition 1.83 (4.17 [10J) 
Let R be a near-ring and I be a subgroup of (R,+). The descending 
central series is defined as follows: 
ZO(I) := I, ZI(I) := (1,1), Zm+l(I) 
Result 1.84 (4.19 [10J) 
m 
(I,Z (I)). 
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Let (R,S) be a d.g. near-ring. If I is an ideal m in (R,S), then Z (I) 
is also an ideal in (R,S). 
Proof: The case m = 0 is trivial. If m = 1, the result follows 
immediately from result 1.61. Suppose that Zm(R) is an ideal of 
m+l m. 
(R,S) then Z (R) = (R,Z (R)) IS an ideal of (R,S), by result 1.61. 
The result now follows by induction. 
Having faced problems in defining the ascending central series 
for an ideal I of a near-ring R in such a way that the terms of the 
series will be ideals, Frohlich [2J defined the series Z (R) as 
m 
follows: 
Definition 1.85 (9.1 [10J) 
Let I be an ideal of a near-ring R, and Z(I) be the maximal ideal 
of R contained in the centre of I. Note that the centre of I need 
not be an ideal of R. We define the ascending central ideal series 
of I as follows: 
Z( I). 
Assume that Z (I) has already been defined as an ideal of R 
m 
contained in I. Now consider the quotient near-ring R = R/Zm(I)~ 
then in R the ideal 1 has image 1 = I/Z (I). 
m 
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We define Z 1(1) to be the maximal ideal of R contained in 1 whose m+ 
image under the natural mapping R ~ R is contained in the centre of 
I . 
Definition 1.86 (4.17 [10J) 
m 
If there is a positive integer m such that Z (R) = {O} then R is 
said to be c-nilpotent. 
Definition 1.87 (9.3 [10J) 
A near-ring R is said to be ~ --nilpotent if there IS a positive 
integer m such that Z (R) = R. m 
In fact, in the d.g. case, c-nilpotence and ~-nilpotence are 
equivalent. 
Result 1.88 (9.4 [10J) 
If (R,S) has a finite series 
of ideals It of (R,S) such that (R,I t ) < It+1 
then 
(1) Zi(R) < I. where 0 < i < m. 
1 
(2) 1 . < Z.(R) where 0 < 1 < m. 
m-l 1 
where o < t < m-1, 
Proof: (1) The result follows easily from definition 1.83 and 
induction on i. 
(2) We use induction on i. The case i = 0 is obvious as 
1m = ZO(R) = {O}, by hypothesis and definition 1.72. 
Let I . < Z. (R). If x E I . 1 and y E R, then 
m-1 - 1 m-1-
(x,y) E (I m- i - 1 ,R) 
= ( R, I m- i - 1 ) 
< I ., by hypothesis, 
m-1 
< Z.(R), by the induction hypothesis. 
1 
So that x commutes with each element of R mod (Z.(R)). Thus 
1 
Im_ i _ 1/Z i (R) ~ Z (R/Zi(R)), where Z(R) is the centre of R. 
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Since I . 1 is an ideal, and Z. 1(R) is the maximal ideal of R such 
m-1- 1+ 
that Z. 1(R)/Z.(R) < Z (R/Z.(R)), by definition 1.85, therefore 
1 + 1 1 
I . 1 < Z. 1(R), as required. 
m-1- - 1+ 
Result 1.89 (9.5 [10J) 
A d.g. near-ring (R,S) is c-nilpotent if and only if it is 
£-nilpotent . 
Proof: Let (R,S) be c-nilpotent. Put m = i in the result 1.88 (2). 
We get 10 < Z (R), that is, R < Z (R) as (R,S) has a central series 
- m m 
of ideals Ii of (R,S) with 10 = R. Therefore R = Z (R) and hence R m 
IS £-nilpotent. Conversely, suppose (R,S) is £-nilpotent. 
Putting i = m In result 1.88 (1), we get 
Zm(R) < I = {O}. This forces (R,S) to be c-nilpotent. 
m 
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Result 1.90 (7.15 [10J) 
m m 
Let (R,S) be a d.g. near-ring. Then d (R) ~ Z (R) for all m > 0. 
Proof: We use induction on m. The case m = ° is obvious, as 
dO(R) = ZO(R) = R, by definitions 1.76 and 1.83. 
Let m = 1. Then 
R Gp «R;R,R» , by definition 1.76, 
R = Gp «R-R,R.R» , by result 1.68, 
= (R,R), as (R,R) is a normal subgroup of R, by result 1.3, 
= Zl(R), by definition 1.83. 
m m 
Next assume that d (R) ~ z (R), then 
m R = Gp «R.R,R.d (R))> , by result 1.68, 
< Gp «R,dm(R))>R, as dm(R) is an ideal of (R,S), by result 
1.77, 
< Gp «R,Zm(R))>R, by the induction hypothesis, 
= (R,Zm(R)), as (R,Zm(R))) is a normal subgroup of R, by 
result 1.3 
= Zm+l(R), by definition 1.83. 
The result now follows by induction. 
Result ~ (7.16 [10J) 
If (R,S) is c-nilpotent then it is d.w.d. 
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Proof: Let (R,S) be c-nilpotent. Since 
dm(R) < Zm(R) b It 1 90 , y resu ., 
= {O}, by c-nilpotency, 
m 
therefore d (R) = {O}. Hence (R,S) is d.w.d. 
Result 1.92 (7.18 [10J) 
Let (R,S) be a d.g. near-ring with a left identity. Then 
Proof: We use induction on m. The case m = 0 is obvious, as 
ZI(R) = (R,R) 
= Gp «R,R»R 
R by result 1.68, = Gp «R;R,R» , 
We next assume that Zm(R) = 
m d (R). We aim to show that 
zm+l(R) m by definition 1.83, = (R,Z (R)), 
Gp «R,Zm(R))> 
R 
= 
m R by result 1. 68, = Gp «R;R,Z (R))> , 
«R;R,dm(R))> 
R by the induction hypothesis, = Gp , 
The result now follows by induction. 
Result 1.93 (7.19 [10J) 
Let (R,S) be a d.g. near-ring with a left identity. Then (R,S) is 
c-nilpotent if and only if it is d.w.d. 
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Proof: The result follows immediately from result 1.92, definitions 
1.79 and 1.86. 
Result 1.94 (9.14 [10J) 
Let (R,S) be a d.g. near-ring with a left identity. Then (R,S) is 
~-nilpotent if and only if it is d.w.d. 
Proof: (R,S) is ~-nilpotent 
if and only if (R,S) is c-nilpotent, by result 1.89, 
if and only if (R,S) is d.w.d., by result 1.93, 
if and only if (R,S) is ~.w.d., by result 1.82. 
CHAPTER 2 
REQUISITE RESULTS ON MATRIX NEAR-RINGS 
Our aim in this chapter will be to collect all the requisite 
results on matrix near-rings. 
There are many instances in which properties of a base 
near-ring R are carried over to a matrix near-ring ~ (R) 
n 
and 
vice-versa. But it turns out that the process of carrying over 
properties of ~ (R) to R IS, sometimes, obstructed if R does not 
n 
have an identity. For example, ~ (R) may be a rng (ring with out 
n 
identity) even though R is not a rng. (see the remark preceding 
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theorem 4.12). This shows that the existence of an identity element 
in R is an important condition. Hence, for the sake of clarity, we 
state all the results on matrix near-rings with identity in a 
seperate section. 
As mentioned in the preface, only the unpublished work due to 
J. H. Meyer [8] will be proved here. References are made to all 
other results. 
Section A: Some Results on Matrix Near-Rings 
Let R be a right near-ring and n E N, the set of all natural 
numbers. The direct sum of n copies of the group (R, +) is denoted 
by Rn. Note that (R, +) is not necessarily abelian. The elements of 
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Rn h are t ought of as column vectors, but for typographical reasons, 
we write them in transposed form with pointed brackets. For example, 
The n x n matrices will be defined as functions from Rn to Rn. 
First we recall the following familiar embeddings which will be used 
to define these matrices. 
Let R be a near-ring with identity. R can be embedded into the 
near-ring M(R) of all mappings of (R, +) into itself, by means of 
the rules x x x ~ f , where f (y) = xy for all y in R. 
Let R be a near-ring. The symbol 00 can be joined to the group 
(R, +) and we can obtain the group with infinity (Roo' +). Then 
M(R ), the set of all fu~.ions from R to R, is a near-rng under 
00 "- 00 
pointwise addition and composition. We can now embed R into M(Roo) , 
by means of the rule 
x x ~ f where 
= 
xy 
x 
if y E R 
if y = 00 
We are now able to introduce the functions 
where 
for 1 ~ 1, J ~ n, 
x .. Rn ~ Rn f .. 
1J 
x = L. fX 'IT. f .. 
1J 1 J 
x E R and the symbols L • and 'IT. denote the j-th 
J J 
co-ordinate injection and projection, respectively. 
x 
In the ring case, f .. corresponds to a matrix wi th x in the 
1J 
(i,j)-th position and 0 elsewhere. 
Definition ~ (2.1 [6]) 
The near-ring of n x n matrices over R, denoted by ~ (R), is the 
n 
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subnear-ring of M(R
n
) generated by the set {f~.: x E R, 1 ~ i,j ~n}. 
1J 
The elements of ~ (R) will be referred to as n x n matrices over R. 
n 
Remark: We use this definition even when R does not have an 
identity. So R is not necessarily embedded in ~ (R). 
n 
In Meldrum and Van Der Walt [6J, ~ (R) is defined as a subnear-ring 
n 
Definition 2.2 (2 [14]) 
The set [ (R) of matrix expressions is the subset of the free 
n 
semigroup over the alphabet of symbols 
{f~. : x E R, 1 ~ i, j ~ n} U {( , ), +} 
1J 
recursively defined by the following rules: 
(1) f~. E [ (R) for 1 ~ i, J ~ n and all x E R. 
1J n 
(2) If X, Y E [ (R), then X + Y E [ (R). n n 
(3) If X, Y E [ (R), then (X)(Y) E [ (R). 
n n 
Any matrix X can be represented as an expression involving only 
the f~ .. The length, I(X), of such an expression is simply the 
1J 
number of f~. in it. The weight, w(X), of X is the length of an 
1 J 
expression of minimal length for X. 
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It is clear that if X is represented by an expression of length 
w(X) ~ 2, then there are two possibilities: 
Note that, for typographical reasons, we use, henceforth, the symbol 
[x;i,jJ for f~ .. 
IJ 
Result 2.3 (3.1 [6J) 
For all i, j, k, I E {I, 2, .... ,n} and x, y, z, xl' .... ' xn E R, 
we have 
( 1 ) [x;i,jJ + [y;i,jJ = [x + y;i,j], 
(2) [x;i,jJ + [y;k,IJ = [y;k,IJ + [x;i,jJ if i =1= k, 
[xy;i,IJ if J = k (3 ) [x;i,jJ [y;k,IJ = . [xO;i,IJ if j =1= k 
(4) - [x;i,jJ = [-x;i,jJ, 
(5) [x;i,jJ ([xl;l,llJ + ... + [xn;n,ln J ) = [x;i,jJ [x.;j,I.J 
J J 
= [xx.; i , I . J 
J J 
where I E {I, 2, .... ,n}, m = 1,2, ..... , n, 
m 
(6) x is zero-symmetric in R if and only if [x;i,jJ is 
zero-symmetric in ~ (R), 
n 
(7) If x is constant in R, then [x;i,jJ is constant in ~n(R), 
(8) If x IS distributive in R, then [x;i,jJ is distributive in 
~ (R). 
n 
Result 2.4 (3.2 [6J) 
R is zero-symmetric if and only if ~n(R) IS zero-symmetric. 
Result 2.5 (3.3 [6J) 
If R is distributively-generated then so is 00 (R). 
n 
Result ~6 (4.1 [6J) 
If L is a left ideal of R, then Ln is ~ an 00 (R)-ideal of the 
n 
n 
~ (R)-module R . 
n 
Result 2.7 (4.2 [6J) 
If L is a left ideal of R, then 
{X E ~ (R) 
n 
is a two-sided ideal of ~ (R). 
n 
Definition 2.8 (page 318 [6J) 
n n 
Xa E L for all a E R } 
An ideal of ~ (R) 
n * is called full if it is of the form I for some 
ideal I of R. 
Definition 2.9 (page 1 [14J) 
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+ let I be an ideal of R. We define I as an ideal of ~ (R) generated 
n 
by the set {[a;i,jJ : a E I, 1 ~ i, j ~ n}. 
Result 2.10 (1 [14J) 
1+ C 1* for any ideal I of R. 
Result 2.11 (3.3 [13J) 
If G is a connected R-module, then G
n 
is a connected ~n(R)-module. 
Result 2.12 (3.4 [13J) 
n 
If G is monogenic as an R-module, then G is monogenic as an 
~ (R)-module. 
n 
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Result 2.13 (4.2 [13J) 
If I is an ideal In a zero-symmetric near-ring R, then 
~ (R/I) ~ ~ (R)/I*. 
n n 
Section B: Some Results on Matrix Near-Rings with Identity 
Let R be a right near-rIng with identity 1. The element of R
n 
with 1 in the i-th place and 0 elsewhere will be denoted by € .• The 
1 
rna t r i x un its are the rna t ric e s /]. .: = [1; i , j J, 1 ~ i, j ~ n. 
IJ 
... + /] is the identity element of ~ (R). 
nn n 
Result 2.14 (2.2 [6J) 
00 (R) is the right near-ring with identity element I. 
n 
Result 2.15 (2.3 [6J) 
If R is a ring with identity, then 00 (R) is isomorphic to the usual 
n 
complete ring of n x n matrices over R. 
Result 2.16 (3.1 [6J) 
(1) x is distributive in R if and only if [x;i,jJ is distributive In 
~ (R). 
n 
(2) x is constant in R if and only if [x;i,jJ is constant in 
00 (R). 
n 
Result 2.17 (3.4 [6J) 
If t1 is any non-empty subset of {1, 2, ... , n}, then 
-10 
{~ [x;i,iJ 
iE~ 
X E R} is a subnear-ring of 00 (R) which is isomorphic 
n 
to R. 
Result 2.18 (1) (4.3 [6J) 
If 11 and 12 are ideals in Rand 11 * 12 , then I~ * I;. 
(2) (2 [14J) 
The mapping I ~ 1+ is an injection. 
Definition 2.19 (page 317 [6J) 
If ~ is an ideal in ~ (R), then 
n 
~ (R) := {a E R: a = TI.~a, for some ~ E ~, a E Rn and j, 1 ~ j ~ n} 
* J 
Remark: R is, henceforth, assumed to be a zero-symmetric near-ring~ 
for th is Se..c. t i 0,,", • 
Result 2.20 (4.4 [6J) 
Let ~ be an ideal in ~ (R). Then a E ~ if and only if 
n * 
[a;I,1J E ~. 
Result 2.21 (4.5 [6J) 
Let ~ be an ideal in ~n(R). Then a E ~* if and only if 
[a;i,jJ E ~, where 1 ~ i,j ~ n. 
Result 2.22 (4.6 [6J) --
If ~ is an ideal in ~ (R), then ~ is an ideal in R. n * 
Result 2.23 (4.7 [6J) --
If ~ is an ideal in ~ (R) and I is an ideal in R, then n 
( 1 ) (~ ) * :) ~ 
* -
(I *) = I 
* 
(2) 
( (~ )* )* = ~ . * * (3 ) 
Result 2.24 (4.8 [6J) 
There is a bijection between the set of ideals of R and the set of 
full ideals of ~ (R) given by 
n 
I -" 1* d --, an.J -1 .J 
* 
such that 
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(1*)* = I and (.7*)* = .7, for any ideal I of R and a full ideal .J of 
~ (R). 
n 
Result 2.25 (3 [14J) 
If .7 is an ideal in ~ (R), then (.7 )+ c .7 c (.7 )* 
n * * . 
Result 2.26 (Example 4 [14J) . 
Let R = ZO[xJ, the zero-symmetric polynomial near-ring in one 
indeterminate over the integers (see page 220 [9J). Consider the 
ideal I := (2)[xJ. Then in 1M]2(R) , 1+ ~ 1*. 
Result 2.27 (3.7 [13J) 
If G is a connected R-module. Then any 1M] (R)-ideal (submodule) of Gn 
n 
n 
IS of the form I , where I is an R-ideal (submodule) of G. 
Result 2.28 (3.8 [13J) 
If G is a connected R-module, then G is simple (R-simple) if and 
only if Gn is simple (1M] (R)-simple). 
n 
Result 2.29 (3.9 [13J) 
If R is v-primitive on G then 1M] (R) is v-primitive on G
n
, where 
n 
v = 0, 2. 
Result 2.30 (3.10 [13J) 
R is 2-primitive if and only if ~n(R) IS 2-primitive. 
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Result 2.31 (4.3 [13J) 
An ideal .1 in OOn(R) is 2-primitive if and only if .1 * = I for some 
2-primitive ideal I of R. 
Result 2.32 (4.4 [13J) 
Result 2.33 (12 [14J) 
Let R be a d.g. near-ring with identity, and I be an ideal In R. If 
I ~ 0l(R), the commutator subgroup of (R,+), then I* in 002(R) 
consists of all and only those matrices of the form 
+ [a ;l,lJ + [b ;1,2J m m 
[c ;2,lJ + [d ;2,2J 
q q 
m m q q 
where ~ at' ~ bt , 
~ c. , ~ d. E I. 
t=l t=l i=l 1 i=l 1 
Note: This result can be extended to 00 (R), n > 2 . -- n 
Section C: Some Results due to ~ ~ Meyer 
Definition 2.34 (page 24 [8J) 
Let R be a near-ring, and L be a left ideal of R. R/L may be 
considered as a left R-module, where x(y + L) := xy + L for all x, y 
E R. Similarly (R/L)n can be defined as an 00 (R)-module as follows: 
n 
Let ex 
n 
<xl + L, .... , xn + L> E (R/L) . Then for x E Rand 
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1 ~ i , j ~ n, [x;i,jJa := <0 + L, .. , xx. + L, .. , 0 + L>, wi th 
J 
xx. + L in the 
J 
i-th position of the vector. 
Let 'r, cy E Ml (R). Suppose 'r~ and cy~ are defined for all ~ E (R/L)n. n 
Then ('r + CY)~ is defined by 'r~ + cy~ and ('rY)~ by 'r(CY~). ",,·s def'~i+'·o"" 
\S w~ll~oIe{ .. 1") f!' c:I because. of- -t"'~ -fo'luwl~' '('esuH·. 
Result 2.35 (1.28 [8J) 
Let R be a near-ring and L be a left ideal of R. If 'r E Ml (R) and 
n 
Proof: We use induction on the weight, w ('r) , of 'r. If w('r) = 1 and 
'r = [x;i.j], for some x E R and 1 ~ i , j ~ n , then 
[x;i,jJ <x 1 ' ... , xn > = <0, .. , xx . , .. ,0>, wi th xx. in the i-th place. J J 
Now [x;i,jJ<x
1
+ L, .. ,x + Ln> = <0 + L, .. ,xx j + L, .. ,O + L>, with 
xx.+ L in the i-th position of the vector, by definition 2.34. 
J 
We next assume that the result 
w(CY) < m, mEN, m > 1. 
IS true for all cy E Ml (R) with 
n 
If w('r) = m, then there are two possibilities: 
~ <x x > = <zl' ... 'z >, then indeed 
.A".. 2 1 ' ... , n n 
= <Y1+ L, ... ,y + L> + <z + L, ... ,z + L> 
n 1 n 
by the induction hypothesis, 
= <y + z + L + z + L> 1 1 ""'Yn n . 
= X1<zl+ L, ... ,zn+ L> 
by the induction hypothesis, 
by the induction hypothesis. 
The result now follows by induction. 
Result 2.36 (1.29 [8J) 
Let R be a near-ring and L be a left ideal of R. Then 
as ~ (R)-modules. 
n 
Proof: Define the function e : Rn ~ (R/L)n by 
It can be checked easily that e is an ~ (R)-epimorphism, as 
n 
n (Xa)e = X(ae), for all X E ~ (R) and a E R , by result 2.35. 
n 
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Moreover, KerS = {<a 1, ... ,an> ERn: a 1. E L, i = 12 } , , ... , n 
n n n n 
Hence R /L = R /KerS ~ (R/L) as ~ (R)-modules. 
n 
Remarks 2.37 (1) (page 25 [8J) 
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If L is a left ideal of R and X is any non-empty subset of Rn , then 
(L n : X ) : = { ;q E ~ n ( R ) : ;qx c L n} 1 s a I eft ide a I 0 f ~ n ( R), by 
result 1.42 (Pilz [9J). 
In particular, (Ln:ex) := (Ln:{ex}) := {;q E ~ (R): ;qex E Ln} 
n 
n 
is a left ideal of ~ (R) for any ex E R . 
n 
(2) (page 26 [8J) 
If R is a zero-symmetric near-ring with identity, then 
(Ln:ex) = ~ (R) if and only if ex E Ln. 
n 
Result 2.38 (1.30 [8J) 
Let R be a zero-symmetric near-ring with identity. If L is a 
s t ric t I y max i rna I I eft ide a I 0 f ., \ It and ex E R ~ L n, the n ( L n : ex) i s a 
-- ~ 
strictly maximal left ideal of ~ (R). n 
Proof: Let * : Rn ~ Rn/Ln be the canonical ~ (R)-epimorphism. Define 
n 
the function ~ : ~ (R) ~ Rn by 1~ = 1ex for every 1 E ~ (R). ~ IS n n 
indeed an ~n(R)-homomorphism as (1Y)~ = 1(Y~) for all 1, Y E ~n(R). 
Hence ~* : ~ (R) ~ Rn/Ln is an ~ (R)-homomorphism. Since L is a n n 
strictly maximal ideal In R, so R/L is an R-simple R-module, by 
result 1.30, so (R/L)n is an OOn(R)-simple OOn(R)-module, by result 
2.28. Therefore Rn/L
n 
is an ~n(R)-simple ~n(R)-module, as (R/L)n ~ 
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Rn/Ln ( ) as OOn R -module, by result 2.36. It follows that Im(~*) = ° or 
But we have I(~*) = (I~)*, where I is the identity 
n = a + L 
n * 0, as a ~ L . 
of 00 (R). 
n 
Thus Im(~*) = Rn/Ln . This ensures that ~* is an 00 (R)-epimorphism. 
n 
Furthermore, 
= {~ E 00 (R): ~a E Ln } 
n 
n = (L :a). 
Th · . 1· th t M (R)/(Ln ) M (R)-I·somorphl·c to Rn/Ln . IS Imp les a IVU :a IS ~u
n n 
Since Rn/L
n 
is an 00 (R)-simple as an 00 (R)-module, so 00 (R)/(Ln:a) 
n n n 
is also ~ (R)-simple as an ~ (R)-module. Consequently, (Ln:a) is a 
n n 
maximal left ideal of ~ (R) and is not properly contained in a 
n 
proper left ~ (R)-subgroup of 00 (R). 
n n 
Result 2.39 (2.1 [8J) 
The elements of a zero-symmetric near-rIng R may be viewed as an 
00 (R)-endomorphism of R
n 
where the action of R on R
n 
is considered 
n 
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as multiplication on the right 
Proof: Let a, ~ E Rn and r E R. Then 
(a + ~)r = ar + ~r, by right distributivity. 
We need to show that X(ar) = (Xa)r, for arbitrary X E 00 (R), a E Rn 
n 
and r E R. 
We use induction on the weight, w(X), of X. 
If w(X) = 1 and X = [x;i,j] for some x E Rand 1 ~ 1, j ~ n, then 
= <0, ... , xx . , ... , O>r 
J 
with xx. In the i-th position of the vector, 
J 
= <O, ... ,xx.r, .. ,O>, as R is zero-symmetric, 
J 
= [ x ; i , j ] <x 1 r , . . . ,x . r , . . . ,x r>. 
J n 
We next assume that the result is true for all Y E 00 (R) with 
n 
w(Y) < m, mEN, m > 1. If w(X) = m, then there are two 
possibilities: 
= <y1r + zlr,····'ynr + znr> 
by right distributivity, 
= <y1r""'Ynr > + <zlr"",znr> 
= <Yl'···'Yn>r + <zl"",zn>r 
= (X1<x1,···,xn»r + (X2<x 1,···,xn»r 
= X1«x1,···,xn>r) + X2 «x1,···,xn>r) 
by the induction hypothesis, 
= (Xl + X2)<x l r, ... ,xnr>. 
(2) If X = X1X2 , then 
((X1X2 )<x 1,···,xn»r = (X1 (X2<x 1,···,xn»)r 
= (X1<zl"",zn»r 
= XI«zl"",zn>r) 
by the induction hypothesis, 
= X1<zlr"",znr > 
= X
1
(X
2
<x 1r, ... ,xnr» 
= X1 (X2<x 1,···,xn>r) 
= X1X2 «x1,···,xn>r) 
by the induction hypothesis, 
= (X
I
X2 )<x 1r, ... ,xnr>. 
The result now follows by induction. 
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CHAPTER 3 
ON MATRIX NEAR-RINGS 
We may briefly indicate the contents of the present chapter by 
saying that the structure of a matrix near-ring ~ (R) and the 
n 
behaviour of its ideals I+ and I*, where I is an ideal of R, are 
studied. 
Recall that throughout this presentation we will, in general, 
be dealing with near-rings not necessarily with identity (unless 
otherwise specified). 
We start with a couple of results which show the similarities 
to the ring case. 
It is well known that, if n > 1, a matrix ring M (R) has proper 
n 
divisors of zero even though R has none (see page 154 McCoy [3J), 
and if R is a ring with identity then a sum of distinct matrix 
units of the form Ekk ' 1 ~ k ~ n, is an idempotent in the complete 
matrix ring M (R) (see page 20 McCoy [+J). We show that these 
n 
results are also true in the near-ring case. 
We need a result which appeared in the proof of lemma 2.1 
Van Der Walt [13J. It is of such importance that we prove it 
explicitly. 
Lemma 3.1 Let R be a near-ring with identity and x, y E R. If 
[x;i,jJ = [y;i,jJ Y w her'e 1 ~ i, j ~ n · 
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Proof : 
Let [x;i,j] = [y;i,j]. Then [x;i,j]€. = [Y;i,j]€. where 
J J 
€. = <0, .. ,1, .. ,0> with 1 in the j-th place. 
J 
So <0, .. ,x, .. ,O> = <O, .. ,y, .. ,O> with x and y in the i-th place. 
Hence x = y. 
Theorem 3.2 Let R be a zero-symmetric near-ring with identity. If 
n > 1, then 00 (R) can not be integral. 
n 
Proof: Presuming the theorem to be false, we choose any two non-zero 
elements, say x and y, of R. 
Since [x;i,j]. [y;k,l] = 0, if j * k, by result 2.3, as xO = 0, 
therefore either [x;i,j] = ° or [y;k,l] = 0, as ~ (R) is an integral 
n 
near-ring. In other words, [x;i,j] = [O;i,j] or [y;k,l] = [O;k,l]. 
Hence x = ° or y = 0, by lemma 3.1. This leads to a contradiction. 
Theorem 3.3: Let R be a near-ring with identity. A sum of distinct 
matrix units of the form 8kk , 1 ~ k ~ n, is an idempotent in ~n(R). 
Proof: 8 .. , for 1 
11 
= 1 , 2, ... , n, is an idempotent as 
8 .. 8 .. = [l;i,i] . [l;i,i] = [l;i,i] = 8 .. , by result 2.3 (3). 
11 11 11 
We aim to show that 8
11 
+ .•. + 8
11 
is an idempotent, where 
1 ~ 1 ~ n. 
by right distributive law, 
= 8
11
+",+ 8
11
, by result 2.3 (5). 
This completes the proof. 
The following result is an extention of result 2.3 (7). 
Lemma 3.4: If R is a constant near-ring then so is ~ (R). 
n 
Proof: Let X E ~ (R). We need to show that XO = X, where ° is the n 
zero matrix. 
We use induction on the weight, w(X), of x. 
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If w(X) = 1 and X = [x;i,j], then [x;i,j] is constant, by result 2.3 
( 7) . 
Assume that yo = Y whenever w(Y) < m, mEN, m ~ 2. If w(X) = m, 
then there are two possibilities: X = Xl + X2 or X = XIX2' where 
= X
I
0 + X
2
0, by right distributive law, 
= Xl + X2' by the induction hypothesis, 
= X. 
= X
I
X
2
' by the induction hypothesis, 
= X. 
The result now follows by induction. 
We now come to establish the results which supply strong links 
between the additive structure of R and that of ~ (R). n 
For one of them we give two different proofs. 
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Lemma 3.5: Let R be a near-ring. If (R,+) E V, a variety of additive 
groups, then (~ (R),+) E V. 
n 
Proof 1: Recall that we define a matrix near-ring ~ (R) over an 
n 
n 
arbitrary near-ring R as a subnear-ring of M(R ) (see definition 2.1 
n and the remark following it). This means that (R ,+) is a faithful 
n 
~ (R)-module. Now if (R,+) E V, then (R ,+) E V, by result 1.12. 
n 
These two facts together with result 1.40 force that (~ (R),+) E V. 
n 
Proof 2: Let w(v 1 '····,vp ) 
be a law of V, that is, 
w(v 1 '· .. ·,vp ) = ± vI ± ....... ± 
v = 0 
It 1 
where {II" .. ,It} ~ {l, .... ,p}. 
n n n 
Since T
1
a, .... ,Tpa E R , for all a E R , and (R ,+) E V, by result 
1.12, so w(T
1
a, .... T
p
a) = Q. Therefore w(T1 , ... ,Tp)a = Q, by 
wL,r'c'" is a '1"-ewo'-dl',,~ 0t Y"t'sult \·39. 
lemma 3.211 Thus definition 1.25 forces that w(T1 , .... ,Tp) E 
Ann (Rn +) = 0 as (Rn ,+) is a faithful ~ (R)-module 
MI (R)' , n 
n 
(see definition 2.1). 
Therefore the law w(T
1
, .... ,Tp) holds in (~n(R),+). This is true for 
all the laws of V. Thus (~ (R),+) E V. n 
Theorem 3.6: Let R be a near-ring with identity. Then (R,+) E V if 
and only if (~ (R),+) E V. 
n 
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Proof: The necessary condition has been proved in lemma 3.5. 
Conversely, let (~ (R),+) E V. Since ~ (R) has a subnear-ring 
n n 
isomorphic to R (see result 2.17) and every variety is closed with 
respect to forming subgroups and images (see result 1.12), therefore 
(R,+) E V. 
Remark: The converse in theorem 3.6 is not true, in general. The 
following example will justify our claim. 
Example 3.7: Let R be a distributive near-ring which is not a ring 
(obviously, R is a non abelian near-rng). Assume that the converse 
in theorem 3.6 is true, in general. Since R is distributive, 
therefore (~ (R),+) is abelian, by theorem 4.4, which will be proved 
n 
in chapter 4. Thus (R,+) is abelian, by assumption. This is a 
contradiction. 
The following series of results is an immediate consequence of 
lemma 3.5 and theorem 3.6, and will be useful In the sequel. 
Corollary 3.8: Let R be a near-ring such that (R,+) is soluble. Then 
(~ (R),+) is soluble. 
n 
Corollary 3.9: Let R be a near-ring with identity. Then (R,+) IS 
soluble if and only if (~ (R),+) is soluble. 
n 
Corollary 3.10: Let R be a near-ring such that (R,+) is nilpotent. 
Then (~n(R),+) is nilpotent. 
Corollary ~: Let R be a near-rIng with identity. Then (R,+) is 
nilpotent if and only if (~n(R),+) is nilpotent. 
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Corollary 3.12: Let R be a near-ring such that (R,+) is c-nilpotent. 
Then (~n(R),+) is c-nilpotent. 
Corollary 3.13: Let R be a near-ring with identity. Then (R,+) is 
-
c-nilpotent if and only if (~ (R),+) is c-nilpotent. 
n 
Recall that J. D. P. Meldrum proved that, if G is a faithful 
R-module and G E V, a variety of additive groups, then (R,+) E V 
(see result 1.40). We wish to extend this result. 
Theorem 3.14: Let G be a connected R-module. If (R,+) E V, then 
G E V. 
Proof: Let w(x
1
, ... ,x
p
) be a law in V. Suppose that gl, ... ,gp E G. 
We must show that w(gl, ... ,gp) = 0G' where 0G is the additive 
identity of G. Since G is a connected R-module, so for each 
gl"" ,gp E G, there exist g in G and r 1 , ... ,r p in R such that 
g = rIg, ... , g = r g, by result 1.34. 
1 P p 
Now since (R,+) E V, so w(r 1 , ... ,rp ) = OR' where OR is the additive 
identity of R. Therefore w(gl, ... ,gp) = 0Rg = 0G' by result 1.24. 
This is true for all the laws of V. Hence G E V. 
Theorem 3.15: Let (R,+) be a connected R-module. Then (R,+) E V if 
and only if (~ (R),+) E V. 
n 
Proof: The necessary condition follows from lemma 3.5, so only the 
converse needs proof. It is known that if G is a connected 
R-module, then Gn is a connected ~n(R)-module (see result 2.11). 
We have (R
n
,+) E V, by theorem 3.14, as (Rn ,+) is a connected 
~n(R)-module and (~n(R),+) E V. This forces (R,+) to be in V. 
There are some immediate consequences of theorem 3.15. 
Corollary 3.16: Let (R,+) be a connected R-module. Then 
(1) (R,+) is abelian if and only if (~ (R),+) is abelian. 
n 
(2) (R,+) is nilpotent if and only if (~n(R),+) is nilpotent. 
( 3 ) 
(4) 
(R,+) 
-
-
is c-nilpotent if and only if (~ (R),+) is 
n 
c-nilpotent. 
(R,+) is soluble if and only if (~ (R),+) IS soluble. 
n 
Theorem 3.14 and result 1.40 together give us the following 
result. 
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Theorem 3.17: Let G be a faithful connected R-module. Then G E V if 
and only if (R,+) E V. 
Remark: We have the analogous results of theorem 3.14 to theorem 
3.17 for a monogenic R-module, as every monogenic R-module is 
connected. 
Corollary 3.18: Let R be a v-primitive near-ring on a R-module G, 
where v = 0, 1, 2. Then G E V if and only if (R,+) E V. 
Proof: The result follows immediately from the previous remark and 
theorem 3.17, as G is a faithful monogenic R-module. 
Before going on to work on the relationship between ideals of R 
* and those of ~ (R), it may be worth noting that the maps I ~ I and 
n 
I ~ 1+, which are injections of the set of all ideals in a near-ring 
R with identity into the set of all ideals in ij (R) (see result 
n 
2.18), need not be so, in general. 
The following examples will prove our claim. 
Example 3.19: Let R be a zero-symmetric near-ring without identity 
and I be a non-trivial proper ideal of R such that 
E I for all y E R. We aim to show that ij (R) * xy x, = I . n 
Let X E ij (R). We use induction on the weight, w(X) , of 'X. n 
Let w(X) = 1 and X = [x;i,j]' where x E Rand 1 ~ i , j ~ n. 
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If a [x;i,jJa = <O, .. ,xr., .. ,O>, with xr. 
J J 
in the i-th position of the vector. Now [x;i,jJa E In, as xr. E I. 
J 
* So [x; i , j ] E I . 
Next we assume that Ya E In whenever w(Y) < m, mEN, m ~ 2. 
If w(X) = m, then there are two possibilities: X = X1+ X2 or 
The first case can be checked easily. We show the second case. 
hypothesis. Now since ~n(R) In ~ In, by result 1.31, as ~n(R) is 
zero-symmetric and In is an ~ (R)-ideal of Rn (see results 2.4 and 
n 
n * = X1~ E I . Hence 'X E I . 2.6), therefore Xa 
* This implies that ~ (R) = I , that 
n 
* Hence () is not an injection. 
is, R* = I*, as ~ (R) n 
* = R • 
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Example 3.20: Let R be a distributive near-ring which is not a ring. 
(Obviously, R is a non-abelian near-rng.) We have 
+ + + 
(R,R) C (R ,R ), by lemma 4.17, which will be proved in chapter 4. 
Since R+ = ~ (R), so (R,R)+ C (~ (R),~ (R)) = 0, as (~ (R),+) n - n n n 
is abelian by theorem 4.4, which will be proved in chapter 4. 
Therefore (R,R)+ = {O}+, as {O}+ = O. Now if ( )+ IS an injection, 
then (R,R) = {O}. This contradicts the assumption. 
+ Hence () is not an injection. 
Our next series of results takes lemma 3.5 to corollary 3.13 
further. We first state a lemma which is a rewording of result 1.39. 
Lemma 3 21" Let w(v v ) be a word in p variables vI' ... ,vp . _._" 1'··· P 
n 
ex. E R . 
Theorem 3.22: Let R be a near-ring and I be an ideal of R. If 
(I,+) E V, * then (I , +) E V. 
=.0 
Proof: Let W ( vI' . . . , v p)1 be a law of V, that is, 
± = 0 
If .i
1
' ... ,.i
p 
E I*, we must show that w(.i1 , . .. ,.ip ) = O. 
Since ~ ~ ~ ex. E In, for all ex. ERn, by definition of I*, and .)(1,1'-'-' ••• ,.)(I,p 
O. That is, 
w(.i
1
, ... ,.ip)ex. = Q, by lemma 3.21. Therefore 
w(~l'···'~p) E Ann~ (R) (Rn ,+) = 
n 
n 
0, as (R ,+) is a faithful 
~ (R)-module. 
n 
:.0 
Hence the law w(~l' ... '~p)jholds in * (I ,+). This is true for all 
* laws of V. Thus (I ,+) E V. 
The following lemma enables us to prove the converse of this 
result. 
Lemma 3.23: 
Proof: We use induction on the length q of the word w(v
1
, ... ,v
p
). 
If q = 1, then w(v1, ... ,vp ) = ± vt ' for some vt . Therefore 
[ + ..] = - at;l,J , by 2.3(4), 
Hence the result is true for q = 1. Next we assume that the result 
holds for words of length q and let the word w(v 1 , ... ,vp
) have 
some word w1(v 1 , ... ,vp ) of length q. Now 
w([a1;i,j], ... ,[ap;i,j]) = w1([a1;i,j], ... ,[ap ;i,j]) ± [at;i,j] 
= [w1(a1 , ... ,ap);i,j] ± [at;i,j] 
by the induction hypothesis, 
= [w 1(a1,···,ap);i,j] + [± at;i,j] 
.38 
The result now follows by induction. 
Theorem 3.24: Let R be a near-ring with identity and let I be an 
ideal of R. Then (1,+) E V if and only if (1*,+) E V. 
Proof: Only the sufficient condition needs proof, as the necessary 
condition has been proved in theorem 3.22. 
Let a 1 , ... ,ap E I. Following the setting of theorem 3.22, we must 
show that w(a 1 , ... ,ap ) = O. Since [a1 ;i,j], .... ,[ap
;i,j] E 1+, by 
definition of 1+, and 1+ C 1*, by result 2.10, so 
* [a1 ;i,j], ... ,[ap;i,j] E I , and w([a 1 ;i,j], ... ,[ap;i,j]) = 0, as 
* (1 ,+) E V. Therefore [w(a1 , ... ,ap);i,j] = 0, by lemma 3.23. 
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Now since R has an identity element and ° can be written as [O;i,j], 
so by lemma 3.1, we get w(a
1
, ... ,a
p
) = O. Therefore the law 
w(v
1
, ... ,v
p
) holds in (1,+). This is true for all the laws of V. 
Thus (1,+) E V. 
Theorem 3.25: Let R be a near-ring and let 1 be an ideal of R. If 
+ ( I , +) E V, then (1 , +) E V. 
Proof: Let ~1'" "~p E 1+. Since ~1""~p E 1* as + * I ~ I by 
result 2.10, and w(~I'" .,~p) = 0, by theorem 3.22, therefore the 
law w(v
1
, ... ,v
p
) holds in (1+,+). This is true for all the laws of 
+ V. Thus (I ,+) E V. 
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Theorem 3.26: Let R be a near-ring with identity. Then (1,+) E V 
if and only if (1+,+) E V. 
Proof: Only the converse needs proof but we omit it as it is exactly 
""ttY 
the sameras that of theorem 3.24. 
The following results are some immediate consequences of 
theorem 3.22, theorem 3.25, theorem 3.24 and theorem 3.26. 
Corollary 3.27: Let R be a near-ring. Then 
(1) If (1,+) is abelian then (1+,+) and (1*,+) are abelian. 
(2) If (1,+) + IS soluble then (I ,+) * and (I ,+) are soluble. 
+ * (3) If (1,+) is nilpotent then (I ,+) and (I ,+) are 
nilpotent. 
- + * (4) If (1,+) is c-nilpotent then (I ,+) and (I ,+) are 
c-nilpotent. 
Corollary 3.28: Let R be a near-ring with identity. Then 
+ 
(1) (1,+) is abelian if and only if (I ,+) is abelian. 
* (2) (1,+) is abelian if and only if (1,+) is abelian. 
+ 
(3) (1,+) is soluble if and only if (I ,+) is soluble. 
(4) (1,+) is soluble if and only if (1*,+) is soluble. 
+ 
(5) (1,+) is nilpotent if and only if (I ,+) is nilpotent. 
(6) (1,+) is nilpotent if and only if (1*,+) is nilpotent. 
+ 
(7) (1,+) is c-nilpotent if and only if (I ,+) is c-nilpotent. 
(8) (1,+) is c-nilpotent if and only if (1*,+) is c-nilpotent. 
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The next result we wish to prove is: 
Theorem 3.29: If R is distributive over I then ~ (R) is distributive 
---- n 
over 
The proof will be based on the following lemmas. 
Lemma 3.30: If R is distributive over I, then 
xa + yb = yb + xa 
where x, y E R and a, bEl. 
Proof: (x + y) (b + a) = x(b + a) + y(b + a) 
by right distributivity of R, 
= xb + xa + yb + ya 
as R is distributive over I. 
Now by using the hypothesis first, we get 
(x + y) (b + a) = (x + y)b + (x + y)a 
= xb + yb + xa + ya 
by right distributivity of R. 
Hence xa + yb = yb + xa. 
Lemma 3. 3 1: I f R i s dis t rib uti ve 0 v e r I the n 
[x;i,j]a
l 
+ [y;k,l]a2 = [y;k,l]a2 + [x;i,j]a l 
n 
where x, y E R, aI' a
2 
E I and 1 ~ i,j,k,l ~ n. 
h a b bEl, then were a ... , , 1'···' l' n n 
[X ·I· J.]~ + [y·i l]a = <0, .. ,xa J
. + ybl,··,O> 
, , ""I " 2 
with xa
j 
+ yb
l 
in the i-th place, 
= <0, .. ,yb l + xaj, .. ,O> 
with yb l + xa j in the i-th place, by lemma 3.30, 
= [y;i,1]a2 + [x;i,j]a l · 
The case when i differs from k is obvious. 
Lemma 3.32: Let R be a zero-symmetric near-ring. --
distributive over I , an ideal of R, then 
Xa
l + Ya = 2 Ya 2 + Xa l 
where X, Y E Ml (R) and aI' a2 E 
In. 
n 
If R is 
Proof: We use induction on w(X) + w(Y). If w(X) + w(Y) = 2, then 
w(X) = w(Y) = 1 and the result follows from lemma 3.31. 
Suppose Xa
l 
+ Ya 2 = Ya 2 + Xa l , whenever w(X) + w(Y) < m, mEN, 
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m > 3. If w(X) + w(Y) = m, then we have the following possibilities: 
It sufficies to discuss only first two possibilities. The other two 
are similar. 
by the induction hypothesis, as w(Y) + w(X2) < m, 
by the induction hypothesis, as w(Y) + w(XI ) < m, 
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= Ya 2 + Xl (X2a 1 ) 
by the induction hypothesis, as w(X
1
) + w(Y) < m and X
2
a
1 
E In, 
(see results 2.4, 2.6 and 1.31), 
The result now follows by induction. 
Lemma 3.33: If R is distributive over I, then 
h R In and were x E , aI' a 2 E 
1 ~ i,j ~ n. 
Proof: 
= <0, .. , x (a. + b.), .. , 0> 
J J 
with x(a.+ b.) in the i-th place, 
J J 
= <O, .. ,xa. + xb., .. ,O> 
J J 
with xa.+ xb. in the i-th place, 
J J 
= [x;i,j]a1 + [x;i,j]a2 · 
Lemma 3.34: Let R be a zero-symmetric near-ring. If R is 
distributive over I, then ~ (R) is distributive over In. 
n 
n 
Proof: Let T E ~n(R) and aI' a 2 E I . We must show that 
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T(a l + a 2 ) = Tal + Ta 2 . We use induction on the weight, weT), of T. 
If weT) = 1, then the result follows from lemma 3.33. Assume that 
the lemma holds for all matrices of ~ (R) having weight less than m, 
n 
mEN, m ~ 2. If weT) = m, then there are two possibilities: 
by the induction hypothesis, 
by lemma 3.32, 
(2 ) Let T = Tl T2 · 
T(a l 
+ a
2
) = (Tl T2)(a l + a 2 ) 
= Tl
(T
2
(a l + a 2 )) 
= Tl
(T
2
a
l 
+ T2a 2 ) 
by the induction hypothesis, 
~ (R)-submodule of Rn (see results 2.6 and 1 31) n . , 
The result now follows by induction. 
Proof of Theorem 3.29: Let T E ~ (R), ~, 2 E 1* and a ERn. Then 
n 
T(~ + 2)a = T(~a + 2a) 
= T(~a) + T(2a) 
by lemma 3.34, as ~a, 2a E In, by definition of 1*, 
= (T~) a + (T2)a 
= (T~ + T2)a. 
Hence T(~ + 2) = T~ + T2. This completes the proof. 
Corollary 3.35: Let R be a zero-symmetric near-ring. If R is 
distributive over I, then ~ (R) is distributive over 1+. 
n 
+ 
Proof: Let T E ~ (R) and ~, 2 E I . We need to show that 
n 
+ * T(~ + 2) = T~ + T2. Since I ~ I (see result 2.10), and ~n(R) is 
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* distributive over I (see theorem 3.29), therefore we get the result 
that we want. 
Corollary 3.36: Let R be a zero-symmetric near-rIng with identity. 
If ~ is an ideal of ~ (R) and R is distributive over J then ~ (R) 
n * n 
is distributive over J. 
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Proof: Let X E ~ (R) and ~, 2 E ~. Since ~ c (~ )* (see result 2.23) n _ * 
* * so ~, 2 E (!*) . Now as ~n(R) is distributive over (~*) , by theorem 
3.29, we get X(~ + 2) = X~ + X2. This leads to the desired result. 
We now apply this corollary to establish the following theorem. 
Theorem 3.37: Let R be a zero-symmetric near-ring with identity and 
let ~ be an ideal of ~ (R). Then R is distributive over ~ if and 
n * 
only if ~ (R) is distributive over ~. 
n 
Proof: There remains only to prove the sufficient condition as the 
necessary condition follows from corollary 3.36. 
Let x E R and a, b E ~ . We have [a;l,l], [b;l,l] E ~ 
* 
(see result 2.20). Now 
[x;l,l]([a;l,l] + [b;l,l]) = [x;l,l][a;l,l] + [x;l,l][b;l,l], as 
~ (R) is distributive over ~. So n 
[x;l,l][a + b;l,l] = [xa;l,l] + [xb;l,l], by results 2.3(3) and 
2.3(1), and [x(a + b);l,l] = [xa + xb;l,l], again by results 2.3(3) 
and 2.3(1). Hence x(a + b) = xa + xb, by lemma 3.1. 
Exactly the same method of proof enables us to show the 
converse of theorem 3.29, and that of corollary 3.35. To avoid 
repetition we omit them. 
Theorem 3.38: Let R be a zero-symmetric near-ring with identity and 
let I be an ideal of R. Then R is distributive over I if and only if 
+ 
~ (R) is distributive over I. 
n 
Theorem 3.39: Let R be a zero-symmetric near-ring with identity. I 
an ideal of R. Then R is distributive over I if and only if ~n(R) is 
* distributive over I . 
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It will be recalled from definition 2.1 that ~ (R) is a 
n 
near-ring generated by the set {[r;i,jJ : r E R, 1 ~ i,j ~ n}. 
If I is an ideal of R then ~ (I) is a subnear-ring of ~ (R) 
'  n 
generated by the set {[a;i,jJ : a E I, 1 ~ i,j ~ n}. 
SI'nce I+ ~ I*, th f 11 . 1 e 0 oWIng emma is obvious. 
Lemma 3.40: Let R be a near-ring, and I be an ideal of R. Then 
We can now easily prove the following theorem: 
Theorem 3.41: Let R be a zero-symmetric near-ring with identity. 
Then R is distributive over 1 if and only if ~ (R) is distributive 
n 
over i (1). 
n 
* Proof: Let X E ~ (R) and ~, 2 E ~ (I). Since ~, 2 E I , by lemma 
n n 
3.40, and X(~ + 2) = X~ + X2 by theorem 3.29, therefore ~ (R) is n 
distributive over ~ (I). 
n 
For the converse, let x E R and a, b E I. Then by definition of 
~ (I), [a;i,jJ, [b;i,jJ E ~ (I). The rest of the proof is exactly 
n n 
the same as that of theorem 3.37 and is therefore omitted. 
We conclude this chapter by answering the question posed in 
Meldrum and Van Der Walt [6J: Does, in generaIJ~n(R) possess ideals 
which are not full? The answer is "Yes". 
We first establish the following lemmas: 
6S 
Lemma 3.42: Let R be a zero-symmetric near-ring with identity. If 
for every ideal I of R, then all ideals of ~ (R) are full. 
n 
Proof: Let ~ be an ideal of ~ (R). We wish to show that ~ = (J )* 
n * 
(see definition 2.8). Since J* is an ideal of R (see result 2.22). 
so by hypothesis, (J )* = (~ )+ and since 
* * 
+ * (~) c J c (~ ) * - - * 
* (see result 2.25), therefore (~) =~. 
* 
Lemma 3.43: Let R be a zero-symmetric near-ring with identity. Then 
for each ideal I of R, if and only if all ideals of ~ (R) 
n 
are full. 
Proof: The necessary condition follows from lemma 3.42. For the 
converse, let us take an ideal 1+ of ~ (R). Since 1+ is a full n 
1+ = L* ideal, so , for some ideal L of R, by definition of a full 
ideal. We aim to show that I = L. 
+ + 
Let a E I then [a;I,I] E I , by definition of I . 
Since 1+ = L* so [a;I,I] E L*. Therefore 
€1 = <1 ,0, ... ,0>. This forces a E L and so 
It is known that L+ C L* (see result 2.10). -
ov-de. r- tJy-esev-ved 
Now since ( )+ is an/injection (see result 
This completes the proof. 
n 
[a;I,I]€1 E L , where 
I c L. 
L+ C 1+ 1+ So as = , 
2.18) , we get L C I. 
* L . 
Corollary 3.44: Let R be a zero-symmetric near-ring with identity. 
+ * If there exists an ideal I of R such that I * I ~ then not all 
ideals of ~ (R) are full. 
n 
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+ * Proof: Suppose that all ideals of ~ (R) are full. Then I = I . for 
n 
each ideal I of R, by lemma 3.43. This contradicts the hypothesis. 
The existence of a near-ring R and an ideal I of R such that 
1+ ~ 1* was shown in Van Der Walt [14J (see result 2.26). This 
enables us to answer the above mentioned question . 
Theorem 3.45: In general, ~ (R) possesses ideals which are not full. 
---- n 
Proof: The result follows from corollary 3.44 and the remark made 
earlier. 
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CHAPTER 4 
DISTRIBUTIVELY-GENERATED MATRIX NEAR-RINGS 
Before proceeding to the discussion on d.g. matrix near-rings. 
we remark that, for the sake of brevity, we use the same notation R 
for a d.g. near-ring in place of (R,S), if 8 is not important. 
One may ask what can be said about the elements of ~ (R), when n 
R is a d.g. near-ring. The answer is: 
Theorem 4.1: If R is a d.g. near-ring, then every element of ~ (R) n 
is simply the sum of elementary matrices of ~ (R). 
n 
Proof: 8uppose R is distributively-generated by (8,.) ~ (Rd ,·)· 
Recall that if s is a distributive element of R, then [s;i,j] is 
distributive in ~ (R) (see result 2.3 (8)). 
n 
, 
It suffices to show that [x;i,j]([y;k,l] + [z;k ,1 ]) can be written 
as a sum of elementary matrices, where x, y, z, are in Rand 
1 , i,j,k,l,k ,1 'n. 
... + E S 
m m 
where Et 
= ± 1 s E 8 and 1 , t , m so , t 
, , 
[x;i,j]([y;k,l] + [z;k ,1 ]) 
, , 
+ E S ;i,j]([y;k,l] + [z;k ,1 ]) 
m m 
, , 
= (E
1
[sl;i,j] + ... +Em[sm;i,j])([y;k,l] + [z;k ,1 ]) 
by result 2.3 (1) and result 2.3 (4), 
, , 
= E
1
[sl;i,j]([y;k,1] + [z;k ,1 ]) + ....... + 
, , 
E [s ;i,j]([y;k,l] + [z;k ,1 ]) 
m m 
71 
by the right distributive law, 
, , 
= c 1([sl;i,jJ[y;k,lJ + [sl;i,jJ[z;k ;1 J) + .... + 
by the remark made earlier. 
Now result 2.3 (3) supplies the rest of what we need. 
There are some remarks to be made: 
Remarks: (1) Let R be a d.g. near-ring. If I E ~ (R), and w(l) = m, 
n 
(2) It is known that if R is a d.g. near-ring, then so IS 
~ (R) (see result 2.5). This result was proved in Meyer [8J, but 
n 
there is no need to discuss the second possibility 
U = IY with w(I), w(Y) < w(U) (see corollary 1.17, Meyer [8J). 
We now combine result 1.89 and corollary 3.12 to get the 
following result. 
Corollary 4.2: If R is a d.g. near-ring such that (R,+) is 
~-nilpotent, then (~n(R),+) is ~-nilpotent. 
Proof: If (R,+) is ~-nilpotent, 
then (R,+) is c-nilpotent, by result 1.89, 
so (~ (R),+) is c-nilpotent, by corollary 3.12, 
n 
therefore (~ (R) +) is c-nilpotent, by result 1.89 and result 2.5. 
n' -
Corollary 4.3: Let R be a d.g. near-ring with identity. Then 
(R +) is c-nilpotent if and only if (~ (R),+) IS ~-nilpotent. , _ n 
Proof: Only the sufficient condition needs proof. 
If (~n(R),+) is ~-nilpotent, 
then (~n(R),+) is c-nilpotent, by result 1.89 and result 2.5, 
so (R,+) is c-nilpotent, by corollary 3.13, 
therefore (R,+) is ~-nilpotent, by result 1.89. 
The following result is important. 
Theorem 4.4: If R is distributive, then (~ (R),+) is abelian. 
n 
Proof: We have 
- .) I _ 
[x;i,j] + [y;k,l] = [y;k,l] + [x;i,j] if i * k (see result 2.3 (2)). 
So we only need to show that this is also true when i = k. 
([x;i,j] + [y;i,l])a = [x;i,jJa + [y;i,lJa 
= < 0, .. , xr j , .. , ° > + <0, .. , yr l' .. , ° > 
with xrj and yr l in the i-th places, 
with xrj + yr
l 
in the i-th position of the vector, 
= < O, .. ,yr l + xrj, .. ,O > 
by result 1.5't, 
= ([y;i,l] + [x;i,j])a. 
Hence [x;i,j] + [y;i,l] = [y;i,l] + [x;i,j]. 
The next series of results is an immediate consequence of the 
series of lemmas 3.31 to 3.34. They can be proved independently by 
following exactly a similar method to that of the proofs of lenmla:-; 
3.31 to 3.34, respectively. 
Lemma 4. 5: I f R i s dis t rib uti ve, the n 
[x;i,jJa + [y;k,IJ~ = [y;k,lJ~ + [x;i,jJa 
where x, y E R, 1 ~ i,j,k,l ~ n and a, ~ ERn. 
Lemma 4. 6: I f R i s dis t r i bu t i ve, the n 
where X, Y E ~ (R) and a, ~ ERn. 
n 
Lemma 4. 7: I f R is dis t rib uti ve, the n 
[x;i,jJ(a + ~) = [x;i,jJa + [x;i,jJ~ 
where x E R , a, ~ E Rn and 1 ~ i,j ~ n. 
13 
Lemma 4.8: If R is distributive, then ~ (R) is distributive over Rn. 
n 
Theorem 4.9: If R is distributive, then ~ (R) n 
Proof: Let X, 
X(Y + fl)a 
Y, fl E ~ (R) and 
n Then a E R . 
n 
= X(Ya + fla) 
= X(J1 + (J2)' where (J1 = Ya, 
= X(J1 + X(J2' by lemma 4.8, 
= X(Ya) + X(fla) 
= (XY + '1fl)a. 
Hence X(Y + fl) = '1Y + '1fl. 
(J2 
IS distributive. 
= fla, 
* Note: This result follows also from theorem 3.29 as R = ~n(R). 
Evidently, the preceding result and theorem 4.4 have the 
following consequences. 
Thoerem 4.10: If R is distributive, then ~n(R) IS a rIng. 
Corollary 4.11: If R is a ring, then ~ (R) is a ring. 
n 
Remark: The sufficiency of this result is not true, in general, as 
there exists a near-ring R which is not a ring but the matrix 
near-ring ~ (R) is a rIng (see example 3.7 and theorem 4.10). 
n 
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Theorem 4.12: If R has an identity element, then R is a ring if and 
only if ~ (R) is a ring. 
n 
Proof: The proof of the converse is very easy, and is therefore 
omitted. 
The following result will be useful in the sequel. 
Lemma 4.13: Let R be a d.g. near-ring with identity. Then 
X(a + ~) = Xa + X~ + IT 
n 1 n 
where X E ~ (R), a, ~ E R and IT E (D (R)) . 
n 
Proof: We use induction on the weight, w(X), of X. 
= <0, ... , x (x. + y.), ... , 0> 
J J 
with x(x. + y.) in the i-th place, 
J J 
1 
where a E D (R) , 
= <0 xx. + xy. + a, ... ,O> , ... , J J 
= [x;i,jJa + [x;i,jJ~ + I 
where I = <O, .. ,a, .. ,O> E (D1(R))n. 
E (D 1 (R))n and 
Next we assume that Y(a + ~) = Ya + Y~ + ~, where ~ 
w(Y) < m. If w(X) = m, then X = Xl + X2 wi th w(J 1)' w(X2) < lll. 
where '1' 
= 1 1a + 11~ + '1 + 12a + 12~ + '2 
1 n 
'2 E (D (R)) , by the induction hypothesis, 
= 1 1a + 1 2a + 11~ + 12~ + '1 + '2 + '3 
where '3 E (&l(R))n (see result 1.5 and definition 1.6), 
= (11 + 1 2 )a + (11 + 12)~ + '4 
10 
1 n 1 
= '1 + '2 + '3 E (D (R)) , as &1 (R) = D (R), by result 1.69 
= 1a + 1~ + '4' 
The result now follows by induction. 
The rest of this chapter is devoted to a discussion on the 
relationship between commutator, distributor and lower central 
series of R and those of ~ (R). 
n 
It is necessary to define, first, the commutator subgroup of 
(~ (R),+). 
n 
Let [x;i,j] and [y;k,l] E ~n(R) for any x, y E R, and 
1 ~ i,j,k,l ~ n. The commutator of [x;i,j] and [y;k,l], denoted by 
~, is defined as: 
re := ([x;i,j],[y;k,l]) - [x;i,j] - [y;k,l] + [x;i,j] + [y;k,l] 
(see definition 1.1). 
Note that re = 0, if i * k, by result 2.3 (2). 
Definition 4.14: Let R be a d.g. near-ring. The derived group 
(or cormnutator subgroup) of (OOn(R),+), denoted by 61C:~n(R)) is 
defined as: 
Mn(R) 
x, y E R, 1 ~ i,j,k,l ~ n> 
(see definition 1.2). 
Lermna 4.15: Let R be a d.g. near-ring. Then 
[(x,Y);i,j] = ([x;i,j],[y;i,j]) 
where x, y E Rand 1 ~ i,j ~ n. 
Proof: [(x,y);i,j] = [- x y + x + y;i,j] 
= - [x;i,j] - [y;i,j] + [x;i,j] + [y;i,j] 
by result 2.3 (1) and result 2.3 (4), 
= ([x;i,j],[y;i,j]). 
Lermna 4.16: Let II and 12 be ideals of a d.g. near-ring R. Then 
Proof: Recall that (1 1 ,1 2 ) is an ideal of (R,S) (see result 1.61), 
and i
n
((I
1
,I
2
)) is a subnear-ring of OOn(R) generated by the set 
{[(a b) 'I' J'] . a Ell' b E 12 and 1 ~ i,J' ~ n}. , " . 
Let ~ E OOn((I
1
,I
2
)). We use induction on the weight, w(~), of ~. 
If w(~) = 1 and ~ = [x;i,j], where x E (1 1 ,1 2 ) and 1 ~ i,j ~ n. then 
~ = [€ (a b
1
) + .... + € (a ,b );i,j], where at Ell' bt E I2 for 1 l' m m m 
1 < t ~ m. By result 2.3 (1) and (4), we get 
~ = €1 [(a
1
,b
1
);i,j] + ..... + €m [(am,bm);i,j] 
+ € ([a ;i,j],[b ;i.j]) m m· m 
I I 
+ + + 
by lemma 4.15. Therefore ~ E (1 1 ,1 2 ), as [at;i,j] E 11 and 
[bt;i,j] E I; for 1 < t < m. 
Now suppose that the result has been proved for all elements of 
OOJ(~,p)ofweight less than m, mEN, m ~ 2. If w(~) = m. then 
~ = ~1 + ~2 or ~ = ~1~2' with w(~I)' w(~2) < m. 
( ) + + + + 1 Let ~ = ~1+ ~2' Then obviously ~ E (1 1 ,1 2), as ~1' ~2 E (1 1 ,1 2 ), 
by the induction hypothesis. 
+ + " (2) Let ~ = ~1~2' Then since ~1 E (1 1 ,1 2), by the InductIon 
hypothesis, and (I~,I;) OOn(R) ~ (I~,I;), by result 1.31 because 
00 (R) is a zero-symmetric near-ring (see results 1.57 and 2.5), and 
n 
(I~,I;) is an ideal of OOn(R) (see result 1.61), therefore 
~ E (I~,I;). The result now follows by induction. 
+ Before proceeding to the next lemma, we remark that I can be 
simplified in the d.g. case as follows: 
I + = I d <i (I) > 
n 
00 (R) 
= Gp <Y ~ (I) 00 (R» n 
n n 
where Y:= {[s;i,j] s E S, 1 ~ i,j ~ n}, 
(see result 1.73) and Gp <X>R is the normal subgroup of R 
generated by X. 
Lemma 4.17: Let 11 and 12 be ideals of a d.g. near-ring R. Then 
+ + -(1 1 ,1 2 ) ~ ~n((11,12))' by lemma 4.16, therefore 
subgroup of (~n(R),+), it follows that 
+ + 
(1 1 ,1 2 ) ~ ~n((11,12))~n(R) if and only if 
+ + _ Ml (R) 
(1 1 ,1 2 ) ~ Gp ~n((11,12))~n(R» n 
+ (1 1 ,1 2 ) (see the remark made earlier). 
This result has some useful corollaries. 
Corollary 4.18: Let R be a d.g. near-ring. 
+ + + 
= (R ,R ), as R = ~ (R), 
n 
+ 
~ (R,R) , by lemma 4.17, 
Corollary 4.19: Let R be a d.g. near-ring, and 1 be an ideal of R. 
Proof: This can be proved in a similar manner to the above result. 
Corollary 4.20: Let R be a d.g. near-ring with identity. Then 
inject j on.,.. by r@sul-t---2-.-lR., so 
+ + 
(R;I 1 ,1 2 ) = (1 1 ,1 2 ) 
+ + c (11,1 2), by lemma 4.17, -
+ + 
= (~n(R);11,12)' by result 1. 68. 
We are now able to show the relationship between the commutator, 
distributor and lower central series of R and those of ~ (R). 
n 
Theorem 4.21: Let R be a d.g. near-ring. Then 
Proof: We use induction on k. For k = 0, the result IS obvious as 
R+ = ~ (R). 
n 
The case k = 1 follows from corollary 4.18. 
c 8
1 
(8
k
(R))+), by corollary 4.19 and result 1.62, 
c 8
1 
(8k(~n(R))), by the induction hypothesis, 
This completes the proof by induction. 
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so 
lemma 4.22: Let 11 and 12 be ideals of a d.g. near-ring R. Then 
Proof: Let (~,2) E (I~,I;), where ~ E I~ and 2 E I;. Take a ERn. 
Then (~,2)a = (- ~ 2 + ~ + 2)a 
- ~a 2a + ~a + 2a 
= (~a,2a) 
E (I~,I~), by definition of 1* , 
= (1
1
,1
2
)n, by result 1.5. 
This completes the proof. 
Corollary 4.23: Let R be a d.g. near-ring. Then 
* c (b
1 
(R)) . 
* c (R,R) , by lemma 4.22, 
* = (b
1
(R)) . 
Corollary 4.24: Let R be a d.g. near-ring, and I be an ideal of R. 
Proof: This can be proved in a similar manner to the above result. 
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Corollary 4.25: Let R be a d.g. near-ring with identity. Then 
Proof: The result follows from result 1.68, result 2.5 and lemma 
4.22. 
Now by corollaries 4.23 and 4.24 and using exactly the same 
technique as for theorem 4.21, we can prove the next result. 
Theorem 4.26: Let R be a d.g. near-ring. Then 
By result 1.69, we get the relationship between the distributor 
series of R and that of ~ (R). 
n 
Theorem 4.27: Let R be a d.g. near-ring with identity. Then 
for all k ~ O. 
the 
We now wish to show the relationship betweenTlower central 
series of R and that of ~ (R). n 
Theorem 4.28: Let R be a d.g. near-ring with identity. Then 
+ 
(1) (-r k+l (R)) C 'Yk+l(~n(R)) 
for all k ~ O. 
(2) ('Y
k
+
l 
(R))* :> 'Y k+l (~n(R)) for all k ~ O. 
Proof: (1) We use induction on k. The case k = 0 is obvious. 
+ Let k = 1. Since () is an injection, so 
C 6
1 
(~n(R)), by corollary 4.18 
We next assume that (~k (R))+ C (M ( )) 
I +1 "Y k+1 ~un R . Then 
+ + 
("Y k+2 (R)) = (R,"Yk+1(R)) 
+ ( + 
C (R , "Yk+l(R~ ), by lemma 4.17 and result 1.62, 
R+ = 00 (R), 
n 
C (Mln(R),"Yk+l(OOn(R))), by the induction hypothesis, 
The result follows by induction. 
The proof of part (2) is similar to that of part (1), and IS 
therefore omitted. 
It turns out that corollary 3.28 (1) and (2) can be extended in 
the d.g. case. To justify our claim, we need the following lenunas. 
Lemma 4.29: Let R be a d.g. near-ring with identity, and let I be an 
* ideal of R. If I ~ Z(R), the centre of R, then I E Z(OO (R)), n 
* * Proof: We need to show that (00 (R),I ) = 0, Since R = Ml (R) and 
n n 
* * {O} , as (R,I) = {O}, by the hypothesis, and () is an injection 
( It 2 18) Now sl'nce {O}* = 0, we get the result that we see resu . . 
want. 
Lemma 4.30: Let R be a d.g, near-ring with identity, and I be an 
+ 
ideal of R. If I ~ Z(R), then I ~ Z(OOn(R)), 
Proof: The result follows from the previous corollary as r+ C r*, 
The converse of lemma 4.29 and that of lemma 4.30 can also be 
proved. 
Theorem 4.31: Let R be a d.g. near-ring with identity, and 1 be an 
ideal of R. Then 1 ~ Z(R) if and only if 1+ ~ Z(~n(R)). 
Proof: Only the converse needs proof. 
+ 
Let 1 c Z(~ (R)). We have 
n 
+ + + 
(I,R) C (I ,R ), by lemma 4.17, 
= 0, by hypothesis, 
Now since ( )+ is an injection (see result 2.18), therefore 
(I,R) ~ {O}. Hence 1 C Z(R). 
Theorem 4.32: Let R be a d.g. near-ring with identity, and 1 be an 
ideal of R. Then 1 ~ Z(R) if and only if 1* C Z (~n(R)). 
Proof: Only the converse needs proof. 
Let 1* C Z(~ (R)). Since 1+ ~ 1* (see result 2.10), therefore 
n 
1+ C Z(~ (R)). Hence 1 C Z(R), by the above result. 
n 
We finish this chapter with the result which gives equality 
+ * between ideals, I and I , of ~ (R). 
n 
:'3 
It is also remarked that there is still some work to be done III 
+ * looking for weaker conditions that ensure that I = 1 . 
Theorem 4.33: Let R be a d.g. near-ring with identity, and I be an 
Since ( )+ is an injection (see result 2.18), therefore 
* I ~ &l(R). Now let ~ E I . Then 
[a ;l,lJ + [b ;1,2J + m m 
[x ;n,lJ + [y ;n,2J + q q 
by an extension of result 2.33, 
+ [c ;l,nJ + m 
..... + 
..... + 
+ [zl;n,nJ + ...... + 
+ [z ;n,nJ 
q 
+ [b ;1,2J + 
m 
+ [c ;l,nJ + 
m 
· ......................................................... . + 
· .......................... . + [zl;n,nJ + ..... . + [z ;n,nJ + q 
where 2 E &l(OOn(R)) (see definition 1.6), 
m m 
= [ ~ a
t
;l,lJ + [ ~ bt ;1,2J + 
t=l t=l 
................ 
m 
+ [ ~ c t ;l,nJ + 
t=l 
· ........................................................ . + 
.............. 
2. 
q 
+ [ ~ z1;n,nJ + 
1=1 
S4 
m m m q q q 
Now since ~ at' ~ bt , ~ c t ,······, L; xl' L; y 1 ' 
\' E I . by an ...J zl 
t=1 t=1 t=1 1=1 1=1 1=1 
extension of result 2.33, and 2 E r+ therefore i E r+ by , , 
definition of r+. 
Combining this fact with result 2.10, we get r+ = 1*. 
S6 
CHAPTER 5 
GENERALIZED-DISTRIBUTIVE MATRIX NEAR-RI\GS 
In this chapter, we shall use some of our previously developed 
theory to establish certain facts concerning 
generalized-distributivity in the base near-ring R and the matrix 
near-ring ~ (R). 
n 
It turns out that weakly-distributive matrix near-rlngs with 
identity are closely related to matrix rlngs. For example, we show 
that, like the ring case, if L lS a maximal left ideal of a w.d. 
near-ring R and a E Rn - Ln , then (Ln:a) is maximal 
(see result 2.38 and theorem 5.15). 
in ~ (R) 
n 
It is to be noted that we discuss only weakly-distributive 
d.g. near-rings here. 
We start with a result which follows from result 1.70 and 
corollary 3.9. 
Theorem 5.1: Let R be a d.g. near-ring with identity. Then 
R is weakly-distributive if and only if ~n(R) is 
weakly-distributive. 
Proof: R is weakly-distributive 
if and only if (R,+) is soluble, by result 1.70, 
if and only if (~n(R),+) is soluble, by corollary 3.9, 
S7 
if and only if ~n(R) is weakly-distributive, by result 1.70, as 
~n(R) is d.g. and has an identity element. 
Note that this result can also be seen l'n AbbasI' M ld d , e rum an ~eyer 
[ 1 ] . 
Theorem 5.2: Let R be a d.g. near-ring wi th identity. Then 
d.w.d. if and only if ~ (R) n is d.w.d. 
Proof: R is d.w.d. 
-
if and only if (R,+) IS c-nilpotent, by result 1.93, 
if and only if (~ (R),+) is c-nilpotent, by corollary 3.13, 
n 
R is 
if and only if ~ (R) is d.w.d., by result 1.93, as ~ (R) is d.g. and 
n n 
has an identity element. 
Theorem 5.3: Let R be a d.g. near-ring with identity. Then R is 
d.w.d. if and only if ~ (R) is d.w.d. n -
Proof: R is d.w.d. 
if and only if R is d.w.d., by result 1.82, 
if and only if ~ (R) is d.w.d., by theorem 5.2, 
n 
if and only if ~ (R) is ~.w.d., by result 1.82, as ~n(R) is d.g. 
n 
It is obvious that R2 = R, if (R,+) is a connected R-module. 
This fact together with result 1.70 gives us the following len~a. 
Lemma 5.4: Let (R,+) be a connected R-module. Then (R,+) is soluble 
if and only if R is weakly-distributive. 
This result enables us to extend theorem 5.1. 
Theorem 5.5: If (R,+) is a connected R-module, then R is 
weakly-distributive if and only if ~n(R) is weakly-distributive. 
Proof: Let R be a weakly-distributl've . S ( near-rIng. ince R,+) is 
sol ubI e ( see lemma 5. 4), so ( R n , +) iss 0 I ubI e, by res u I t 1. 1 2. :; 0 \\' 
as (R
n
,+) is a connected ~n(R)- module, by result 2.11, therefore 
~n(R) is weakly-distributive, by lemma 5.4. 
Conver~ly, let ~n(R) be a weakly-distributive near-ring. Since 
is a connected ~ (R)-module, by result 2.11, therefore 
n 
(R
n
,+) is soluble, by lemma 5.4. This forces (R,+) to be soluble. 
Hence R is weakly-distributive, by lemma 5.4. 
Remark: If (R,+) is a monogenic R-module, then we have the 
analogous results to lemma 5.4 and theorem 5.5, as every monogenic 
R-module is connected. 
Corollary 5.6: If R is v-primitive on (R,+), for v = 0, 1, 2, then R 
is weakly-distributive if and only if ~ (R) is weakly-distributive. 
n 
Proof: The result follows immediately from theorem 5.5 and the 
remark made earlier as (R,+) is a monogenic R-module (see definition 
1.36) . 
Lemma 5.7: Let R be a prime d.g. near-ring. If (R,+) is soluble. 
then R is a ring. 
Proof: It is known that, if R is a d.g. near-ring such that (R,+) is 
soluble then 5
1
(R) is multiplicatively nilpotent (see result 1.71). 
This forces 5
1
(R) = to}, as a prime near-ring can not have allY 
nilpotent subset other than {O} (see definition 1.51). This 
that (R,+) is abelian and hence is a ring, by result 1.58. 
means 
Theorem 5.8: Let R be a prime weakly-distributive near-ring with 
R2 = R. Then R is a ring. 
Proof: The result follows from lemma 5.7 and result 1.70. 
Theorem 5.9: Let R be a v-primitive weakly-distributive near-ring 
with R2 = R for v = 0, 1, 2. Then R is a rIng. 
Proof: As R is prime, by result 1.52, so the result follows 
immediately from theorem 5.8. 
Theorem 5.10: Let R be a v-primitive weakly-distributive near-ring 
on (R,+), for v = 0, 1, 2. Then R is a rIng. 
2 
Proof: Since (R,+) is a monogenic R-module, therefore R = R. 
Now we have our result by theorem 5.9. 
Theorem 5.11: Let R be a v-primitive weakly-distributive near-ring 
on (R,+) for v = 0, 1, 2. Then ~n(R) is a ring. 
Proof: The result follows from theorem 5.10 and corollary 4.11. 
Our next task is to solve two open problems posed by 
J. H. Meyer [8J: 
* (1) Find a relationship between (J 1/ 2 (R)) and JI/2(~n(R)) 
(see problem 8). 
(2 ) If L is a maximal ideal in R and a E R
n 
- L
n
, then show that 
(Ln:a) is maximal in OOn(R) (see problem 4). 
We first describe the relationship between (J (R»* and 
v 
J (M! (R» for v = 0, 1/2. v n 
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The following result is an immediate consequence of result 1.70 
and result 1.75. 
Lemma 5.12: Let R be a weakly-distributive near-ring with identity. 
Then all J -radicals coincide for v = 0 2. v , 
Theorem 5.13: If R is a weakly-distributive near-ring with identity. 
* Proof: Since JO(R) = J 2 (R), by lemma 5.12, and () is an injection 
(see result 2.18), therefore 
by lemma 5.12, as MI (R) is a weakly-distributive near-ring with 
n 
identity (see theorem 5.1). 
Theorem 5.14: If R is a weakly-distributive near-ring with identity, 
then (J 1/ 2 (R»* = J 1/ 2 (M1n (R». 
Proof: Since JO(R) ~ J 1/ 2 (R) ~ J 2 (R) (see result 1.49) and 
JO(R) = J
2
(R), by lemma 5.10, therefore JO(R) = J 1/ 2 (R). 
Now the rest of the proof goes exactly like that of theorem .3.13 and 
is therefore omitted. 
. AbbasI', Meldrum and ~e.vpr Note that this work can also be seen In 
[ 1 ] . 
Next we solve another open problem. 
Theorem 5.15: Let R be a weakly-distributive near-ring with 
identity. If L is a maximal left ideal in R and a E Rn - Ln , then 
n 
(L :a) is maximal in ij (R). 
n 
Proof: Since all maximal left ideals of R are strictly maximal 
ideals, by result 1.70 and result 1.74, therefore L is a strictly 
91 
maximal left ideal of R. So (Ln:a) is a strictly maximal left ideal 
of ij (R) (see result 2.38) and hence a maximal left ideal of ij (R). 
n n 
The foregoing results show the close relationship between 
matrix near-rings and weakly-distributive matrix near-rings. 
We continue to generalize results from matrix rings to these matrix 
near-rings. 
It is well known that, for a maximal ideal M of a ring R nnd 
the 
a E Rn - Mn , we have a maximal ideal (Mn:a) of/matrix rIng Mn(R) and 
if X is matrix in M (R) - (Mn:a), then ((M :a):X) is a maximal any n n 
n n 
I eft ide a I 0 f M ( R). I n fa c t, (( M : a) : X) = ( M : X ex ) (s e e e x am p 1 e 1.·1, 
n 
Stone [12J). 
We show that this result IS also true if R is a weakly-distributive 
near-ring with identity. 
n c:y d LB. So Theorem 5 .16: Let'! E ij (R) - (L :a). This impl ies that J-a lI= 
~~~.~ ---- n 
(Ln :'1a) is a maximal ideal of ijn(R) , by theorem 5.15. We aim to show 
n n) that ((L :a):'1) = (L :'1a . 
Let n ~ E ((L :a):X). This implies that ~ E (Ln:a). This implies 
that ~a E Ln. This implies that ~ E (Ln:Xa). 
Now let 2 E (Ln:Xa). This implies that 2Xa E Ln. This implies that 
2X E (Ln:a). This implies that 2 E ((Ln:a):X). Therefore 
(Ln:Xa) = ((Ln:a):X) and hence ((Ln:a):X) is a maximal ideal of 
~ (R). 
n 
Stone [12J showed that if L is a maximal left ideal of a ring R 
and n n a, ~ E R - L , then 
( 
n n 
a - ~ mod L ). Moreover, (L :a) = n ac (mod L ), where 
C E 1(L), the idealizer of L. 
We need the following result to show the analogue of these 
results for weakly-distributive matrix near-rings. 
Lemma 5.17: Let R be a weakly-distributive near-ring with identity. 
If L is a maximal left ideal of R, then L ~ D1 (R). 
Proof: Recall that J
1
/
2
(R) contains all nil ideals (see results 1.·19 
and 1.50), Dl(R) is nilpotent (see result 1.(2) and if R is a 
near-ring with identity, then J
1
/
2
(R) = n {L : L is a maximal left 
ideal of R} (see definitions 1.46 and 1.48). Therefore 
L ~ J
1
/
2
(R) ~ D1 (R), as a nilpotent subset is necessarily nil. 
Theorem 5.18: Let R be a weakly-distributive near-ring with 
n n 
identity, L be a maximal left ideal of R. and a. ~ E R - L .Then 
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Proof: Let a = (3 (mod Ln ), that is, A _ a E n 
I-' L . So 
(3 = a + ~, where ~ E Ln. Let ~ E (Ln:a). We need to show that 
n 
~ E (L :(3). We have 
~(3 = ~(a + ~) = ~a + ~~ + cr, where cr E (D 1 (R))n, by lenuna cl.13. 
Since ~a E Ln (see definition 1.25), ~~ E Ln , as Ln IS a left 
~n(R)-ideal of Rn (see result 2.6) and cr E Ln , as Dl(R) c L 
(see lemma 5.17), therefore ~(3 E Ln. So ~ E (Ln :(3). Hence 
n n 
we can show that (L :(3) ~ (L :a), as 
a = (3 (mod Ln) if and only if (3 = a (mod Ln ). This completes the 
proof. 
For our next result, we first make the folowing definition. 
Definition 5.19: Let R be a right near-ring, and L be a left ideal of 
R. I(L), the idealizer of L, IS defined as 
I(L) {r E R : Lr C L}. 
Obviously, if L is a two-sided ideal of R, then I(L) = R. 
Theorem 5.20: Let R be a weakly-distributive near-rIng with 
left I'deal of R and ~, A E R
n - Ln. Then identity, L be a maximal ~ I-' 
Proof: It is sufficient to show that (Ln:a) C (L
n
:(3), as (Ln:a) and 
(Ln :(3) are maximal left ideals of ~n(R) (see theorem 5.15). 
If (3 n L
n 
_ ac (mod L ), then (3 = ac + ~, where ~ E . 
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n ) n Let ~ E (L :a . We must show that ~ E (L :~). We have 
~~ = ~(ac + ~) = ~(ac) + ~~ + IT, where IT E (Dl(R))n. by lemma 4.13. 
Since c is an ~ (R)-endomorphism of Rn (see result 2.39). so n 
n 
~~ = (~a)c + ~~ + cr. Now as ~a E L , therefore TI.(~a) E L. for all 
1 
i, 1 ~ i ~ n, and c E J(L) forces 
n 
TI.(~a)c E L. That is, (~a)c E L . 
1 
We have already shown in the proof of theorem 5.18 that ~~ and IT are 
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SOME OPEN PROBLEMS 
Let R be a d.g. near-ring. 
(1 ) Is (5
1
(R»* equal to 51(~n(R» (see corollary 4.23)? 
(2) Is (5 1
(R»+ equal to 51(~n(R» (see corollary 4.18)? 
(3) 
+ + + Is ( 11' 12 ) equal to (1 1 ,1 2 ) where 11 and 12 are ideals in R 
see lemma 4.17)? 
(see lemma 4.22)? 
(5) Find weaker conditions that ensure that 1+ = 1* where I is an 
ideal in R (see theorem 4.33). 
(6) Is ~ (I) an ideal in ~ (R), as In the ring case? 
n n 
(7) Is J(~ (R» equal to ~ (J(R», as in the ring case 
n n 
(see lemmas 3.40, 5.12 and theorem 5.13)? 
(8) Can theorems 4.31 and 4.32 be extended for non d.g. near-rings? 
96 
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