There is a classical technique for determining the equilibrium probabilities of M/G/1 type Markov chains. After transforming the equilibrium balance equations of the chain, one obtains an equivalent system of equations in analytic functions to be solved. This method requires nding all singularities of a given matrix function in the unit disk and then using them to obtain a set of linear equations in the nite number of unknown boundary probabilities. The remaining probabilities and other measures of interest are then computed from the boundary probabilities. Under certain technical assumptions, the linear independence of the resulting equations is established by a direct argument involving only elementary results from matrix theory and complex analysis. Simple conditions for the ergodicity and nonergodicity of the chain are also given.
Introduction
Transform techniques have proved useful in the study of Markov chains of M/G/1 type. With this approach, the balance equations of the Markov chain are transformed to obtain an expression for the generating function of the state probabilities, typically, queue occupancy probabilities. The expression thus obtained usually contains some unknown boundary probabilities the determination of which involves the analyticity of the generating function in the open unit disk. As part of the procedure of solving for these unknown probabilities, one needs to determine the singularities of a given matrix (the characteristic matrix) within the unit disk. These singularities are then used to obtain a set of linearly independent equations, the solution of which yields the required unknown boundary probabilities. This provides a characterization of the generating function of the equilibrium state probabilities.
The above procedure is well-known and has been applied extensively in the analysis of Markov chains of M/G/1 type. However, to the best of our knowledge, the independence of the linear equations obtained from the zeros is proved only by Bailey in 1] (see also Hayes 3] ). The goal of this paper is to establish the independence of the linear equations whose solution yields the unknown boundary probabilities for rather general M/G/1 type Markov chains. The algorithmic analysis of these chains has been pioneered by Neuts 8] . However, the work presented here is in the spirit of the early papers of Neuts 7] and Cinlar 2] , in which a rigorous transform approach to these problems was carried out. We consider discrete time Markov chains, since the analysis of continuous time Markov chains of M/G/1 type is similar.
M/G/1 Type Markov Chains
For some positive integer M let the pair of integers (i; j), i 0, 0 j M ?1 denote the states of an irreducible discrete time Markov chain of M/G/1 type. Typically, in queueing systems the integer i corresponds to the number of customers in the queue (the level) and can take arbitrary nonnegative values. The integer j corresponds to the phase or the stage of the system and is assumed to take nitely many values. For j = 0; 1; : : : ; M ? 1, l = 0; 1; : : : ; M ? 1, k 0, and a positive integer N, the one step transition probabilities of the discrete time Markov chain are given as follows: b i;k;j;l = P transition from state (i; j) to state (k; l)] 0 i N ? 1 a k;j;l = P transition from state (i; j) to state (i + k ? N; l)] i N:
Thus the one step transitions from state (i; j) to state (k; l) are homogeneous starting at level N, i.e., for i N, the a k;j;l depend on i and k only through the di erence i ? k.
Naturally, we have Denote the irreducible one step transition probability matrix of the Markov chain by P. When written in matrix form P is P = are stochastic matrices. Equation (2) is the fundamental relation for the discrete time Markov chain of M/G/1 type. We discuss the determination of the probability vector in the next section.
Example: Bailey's Bulk Queue
Consider a discrete time queue with c servers. The service time of a customer is one slot, and the probability of k customers arriving at the system during a slot is k (customers that arrive in a slot can be served only in a subsequent slot). Example: An ATM Multiplexer Consider a slotted system for which voice and data tra c is to be multiplexed over a single channel (Konheim and Meister 6] ). Time slots are aggregated into frames, with N slots constituting a frame. Voice connections become active or inactive at the beginning of a frame, and at most K N connections can be active during a frame. The number of active voice connections is governed by a K + 1 state irreducible aperiodic Markov chain with transition matrix Q = q j;l ]. Each active voice connection occupies one slot of the frame, and the remaining slots are allocated to data packets. Each data packet is one slot in length, and there is an in nite bu er for them. The arrival process of data packets is given by a generating function R(z), and packets that arrive during a frame can only be transmitted in subsequent frames. Let i = 0; 1; : : : be the number of data packets in the system at the beginning of a frame, and let j = 0; 1; : : : ; K be the number of active voice connections at the beginning of a frame. This yields a Markov chain of M/G/1 type with A(z) = R(z) In this section we introduce several assumptions about the matrices A(z) and B i (z), 0 i M ? 1. We then state and prove the main results of our paper. As explained in Section 2 the rst step in the analysis of (2) Under these assumptions, the number and location of the zeros of det (z) in the closed unit disk depend on the quantity
Note that 6 = 0 since z = 1 is a simple zero of det (z). The following result is known (see Neuts 8] Proof: Since x i ! 0, there is some entry of X, say x l , such that jx l j jx i j for all i. Now P n X = X for all n, so : (6) Multiplying this equation by adj (z) and using (5), we obtain that at a zero of det (z)
Therefore, if B( ) adj ( ) = 0, we have PX = X where X = E( ) adj ( ). But lim i!1 x i = 0 since j j < 1, so X = 0 by Lemma 3. This is impossible, since adj ( ) 6 = 0 by Lemma 2. We will show that r = 0 for 1 r R.
From the de nition of C( ) and using (5), we obtain that at a zero of det (z)
Therefore, (10 . . . . . . 
Here we used the fact that the probabilities sum to 1, i.e., to these equations is essentially that of a Vandermonde matrix, it follows that the equations are linearly independent (see Bailey 1] ). The question we now address is whether equation (21) and the equations in (9) are linearly independent in the general case.
We rst prove a known result about the structure of the adjoint of (1).
Lemma 5 The matrix adj (1) has constant columns, i.e., adj (1) = 
