. . , v Nk ) T , k = 1, . . . , K, where {v ik , i, k = 1, . . .} are independent and identically distributed random variables with Ev11 = 0 and Ev 2 11 = 1. Let S k = (s1, . . . , s k−1 , s k+1 , . . . , sK ), P k = diag(p1, . . . , p k−1 , p k+1 , . . . , pK) and β k = p k s T k (S k P k S T k + σ 2 I) −1 s k , where p k ≥ 0 and the β k is referred to as the signal-to-interference ratio (SIR) of user k with linear minimum mean-square error (LMMSE) detection in wireless communications. The joint distribution of the SIRs for a finite number of users and the empirical distribution of all users' SIRs are both investigated in this paper when K and N tend to infinity with the limit of their ratio being positive constant. Moreover, the sum of the SIRs of all users, after subtracting a proper value, is shown to have a Gaussian limit.
1. Introduction. Consider a symbol synchronous direct sequence code division multiple access (DS-CDMA) system with K users. The discretetime model for the received signal y in a symbol interval is y = K k=1 x k s k + w, (1.1) where the x k is the symbol transmitted by user k, s k ∈ R N is the signature sequence of user k and w ∈ R N is the noise vector with mean zero and covariance matrix σ 2 I. We also assume that the symbol vector x = (x 1 , . . . , has a covariance matrix P where P = diag(p 1 , . . . , p K ) with p k being the received power of user k, that is, Ex 2 k = p k and that the symbol vector is uncorrelated with the noise (more details can be found in [13] ).
The engineering goal is to demodulate the transmitted x k for each user. Assume that the receiver has already acquired the knowledge of the signature sequences. For user k, the linear minimum mean-square error (LMMSE) receiver generates an output in a form a T k y where a k is chosen to minimize the mean-squared error
The relevant performance measure is the signal-to-interference ratio (SIR) of the estimate (see [13] ), which is defined by
where S k and P k are obtained from S = (s 1 , . . . , s K ) and P by deleting the kth column, respectively.
It is difficult to obtain clear engineering insights from (1.3) since it is dependent on the signature sequences. However, if signature sequences are modeled as being random, one may further proceed with the analysis using random matrix theory when the number of users K and the processing gain N approach infinity, that is, suppose
. . , K, where {v ik , i, k = 1, . . .} are independent and identically distributed (i.i.d.) random variables. Rigorously speaking, if v ik are random variables, then (1.2) should be viewed as a conditional expectation and at this time it is also necessary to assume that the signature sequences are independent of transmitted symbol and noise. Indeed, considerable progress has been made in this area. For example, Tse and Hanly in [11] derived the asymptotic SIR under MMSE, a decorrelator receiver and a match filter receiver and fluctuations of SIR have subsequently been considered in [10] . Some related results can be found in [13] . Also see [12] , and references therein and see the review paper [1] concerning random matrix theory as well.
However, there are still many open problems in this area. For example, Tse and Zeitouni in [10] asked: What is the empirical distribution of the SIR levels of the users across the system? Is this empirical distribution suitable for characterizing the asymptotic distribution of the SIR for a particular user? Is there any type of "weak asymptotic independence" among users? Also, the asymptotic distribution of the sum of all users' SIRs under MMSE has remained unsolved, which has a close connection with another important performance measure, sum mutual information or spectral efficiency (suitable scaling) (for more information concerning the sum mutual information or the spectral efficiency, see [9] and [14] ).
In this paper we will answer the above questions. In other words, we will derive the joint asymptotic distribution of the SIRs for different users and the limiting empirical distribution of the SIRs of the users across the system. The sum of the SIRs for all users, after subtracting a proper value, is also shown to have a Gaussian limit, which gives the asymptotic distribution for sum mutual information under MMSE.
Before stating our main results, we will introduce some notation. Write B N = SPS T , whose empirical spectral distribution (ESD) is denoted by F B N . The ESD of power matrix P is denoted by H N . Let c N = K/N . F c,H (x) and H will denote the weak limits of the distribution functions Then, for any finite integer m
with covariance matrix
Remark 1.1. Theorem 1.1 indicates that the asymptotic independence of the SIR among users holds, as conjectured by Tse and Zeitouni in [10] . This theorem also includes Theorem 4.5 of [10] as a special result. Actually Tse and Zeitouni in [10] only derived the asymptotic distribution for a single SIR under the conditions that p 1 = · · · = p K and v 11 is symmetric. 
i.p. denotes the convergence in probability. Moreover, the Stieltjes transform of G(x) is (bx − z) −1 dH(x). Remark 1.2. Theorem 1.2 characterizes the empirical distribution function of the SIRs for different users, and, simultaneously, it reveals that the asymptotic empirical distribution of the SIRs for a whole system is different from the asymptotic distribution of the SIR for a particular user, which is normally distributed, as shown in Theorem 1.1. For example, consider a special case p 1 = · · · = p K = p; then one can easily obtain G(x) = I(pb ≤ x < ∞). Remark 1.3. Indeed, the convergence mode in Theorem 1.2 can be strengthened to converge with probability 1 according to Theorem 7.1 in [4] . In that paper, a more flexible model is employed; they show that the corresponding SIR converges with probability 1 and also provide uniform convergence of the SIRs for all users. It is interesting to consider how to derive the asymptotic distribution of the SIRs under their model. 
where a(c) = (1 − √ c ) 2 and b(c) = (1 + √ c ) 2 and the expression of F c is referred to [6] .
From Theorem 1.3, we can obtain the following corollary concerning sum mutual information under MMSE.
As is seen from Corollary 1.1, the sum mutual information normalized by N (which is the spectral efficiency which is relevant in wireless communications) converges (see also [14] ). So one can guess that the small fluctuation, when expanded by a factor of N , appears to be Gaussian. However, it is not an easy task to prove it.
The organization of the paper is as follows. Section 2 establishes Theorem 1.1. The proof of Theorem 1.2 is provided in Section 3. The proof of Theorem 1.3 and Remark 1.4 is included in Section 4 and the proof of Corollary 1.1 is contained in the last section. Throughout this paper, M may denote different constants on different occasions and · denotes the spectral norm of a matrix or the Euclidean norm of a vector. Also, set
2. Proof of Theorem 1.1. Before beginning with the proof, we first state a lemma. 
Proof. From the well-known matrix inverse formula, we have
and (S 1 P 1 S T 1 + σ 2 I) 11 is defined in (2.3). Applying the Helly-Bray theorem one can find
where we also use the fact that
It is observed that
. This, together with Lemma 2.7 in [2] , implies
as N → ∞, where we use
withS 1j and P 1j obtained, respectively, from the matrixS 1 and P 1 by removing the jth column. We then have 1
Hence it follows that
In the last step, we also use
−→ b and the uniform integrability of N −1 tr B −1
Thus combining (2.3) and (2.7) one can get
Since a 11 is bounded by 1/σ 2 , a 11 is then uniformly integrable and so
as N → ∞. Thus the proof of the above lemma is complete.
We proceed with the proof of Theorem 1.1. Let S 1k 1 and S 1k 1 k 2 be the matrices obtained from the matrix S 1 by removing the k 1 th column, the k 1 th and k 2 th columns, respectively and let S 1m be the matrix obtained from S 1 by deleting the first m − 1 columns. The matrices P 1k 1 , P 1k 1 k 2 and P 1m are defined similarly. Define A
required in the following derivation have similar meanings. Write
, where the subscripts k 1 , . . . , k m−1 are larger than 1.
For any i = j (i, j = 1, . . . , m) we have
which implies
and then √ N s
Hence, from (2.9) and (2.10) we have √ N (p 1 s
Similarly, for any k = 1, . . . , m one can find
It thus suffices to consider the asymptotic distribution for the linear combination of 
1m is given. Here the asymptotic variance can be computed using formula (4.23). From result (1) of Theorem 1.1 of [3] it can be concluded that
Thus we are done by the Fubini theorem and the Cramér-Wold device.
3. Proof of Theorem 1.2. Let z = u + iv, v > 0. Recall that the Stieltjes transform is defined for any distribution function F as
Hence, the Stieltjes transform of G N (x) is and it suffices to consider m G N (x) (z).
First we obtain a decomposition as follows:
where
It is straightforward to verify that
then we have
as N → ∞. Similarly, by (3.3) one can find
as N → ∞. From the uniform integrability of the random variable N −1 tr A −1 , one can obtain
It is obvious that |V 4 | converges to zero. This, together with (3.1)-(3.6), implies Theorem 1.2 and thus we are done.
4. Proof of Theorem 1.3. We begin the proof of this theorem with the replacement of the entries of S by truncated and centralized variables. Since Ev 4 11 < ∞, we have ε −4 Ev 4 11 I(|v 11 | > ε √ N ) → 0 for any ε > 0. Thus a positive sequence ε N converging to zero can be selected so that
The corresponding matrices and vectors are denoted byŝ k ,s k ,Ŝ k andS k , k = 1, . . . , K, the elements of which arev ij orv ij instead of v ij . LetÂ
It follows from (4.1) that
Observe that
Concerning the first item on the right, we have
where we use the fact that
For the second item, by (4.4) one can find
Combining (4.3)-(4.6), one can conclude that
Next we will show that 
Here we use (4.5) and
On the other hand we have
where e = (1, . . . , 1) T . This, together with (4.5), gives
and by combining (4.10) one can then find
Similarly, one can also show that Applying this and the argument similar to the centralization step, one can then renormalize the underlying random variables. Consequently, it can be assumed that the underlying random variables satisfy
In the sequel we still use v ij , s k , S k and A k instead ofv 11 ,s k ,S k andĀ k to simplify the notation.
Further, after some simple computations one can find Applying the formula
to the above identity we can arrive at
As will be seen, the contributions from U 3 , U 4 and U 5 can be ignored and the main terms are U 1 and U 2 .
It is easy to see that b N satisfies
For the term U 3 we have
and
From Lemma 2.7 of [2] one can find
For the term U 32
where we use the fact
In the sequel, we will not mention it again whenever (4.18) is used. By Theorem 1 of [3] we have
From the above argument it can be concluded that
We now analyze the term U 1 by computing its variance:
. Similarly to the argument of (4.19), one can get
as N → ∞. Indeed, in the last step we also use the fact that
To evaluate the term U 12 , we need to decompose it further as shown below. The strategy is to split A
. Thus one can find
Also, set
As will be seen, each of β ij , ζ ij and α ij converges to zero in some way and the convergence rate is needed to attain our aim. In the subsequent paragraphs we show that each term U 12j , j = 1, . . . , 9, converges to zero. Consider the term U 121 first. It is straightforward to verify that
) is any symmetric matrix independent of s k . It follows that
and then, that
Since the distribution of tr A
is dependent on different k 1 , k 2 , the difference between tr A −2 k 1 k 2 and tr A −2 caused by a different k must be eliminated. To this end, by splitting A
and we also used
Repeating a step similar to (4.25), by Theorem 1 of [3] one can then conclude that
as N → ∞. Again, by an argument analogous to (4.25), one can find
The second term on the right-hand side of the above inequality is bounded by the argument of Theorem 1 of [3] . We also claim that the first item on the right-hand side has an order O(N ). To see it, set F j = σ(s 1 , . . . , s j ) and E j (·) = E(·|F j ). By decomposing as the sum of a martingale difference sequence and using the Burkholder inequality, we have
and we also use (4.18) and the equality
Combining the above one can conclude that
The basic inequality (E|X|) 2 ≤ EX 2 implies the remaining term in (4.24) also goes to 0 as N → ∞. Hence U 121 can be ignored. Consider the term U 122 second. By (4.23) we have It follows that
Similarly, the term U 123 converges to zero. Third, consider the term U 124 . To simplify the notation, we write
According to (4.28) one can find that
Fourth, since the composition of the terms U 125 and U 127 is similar, we analyze only the U 125 term. From (4.28) we obtain
, and in the second and third equalities we use a trick similar to (4.25).
Note
where F c,H represents the limiting spectral distribution of
and Theorem 1.1 of [3] is then applicable. Thus, for U 2 one has a central limit theorem and it then suffices to show that U 5 converges to zero in probability. It is obvious that the term U 5 becomes zero when p 1 = · · · = p K ; however, its convergence in probability appears to be somewhat troublesome when the powers of the users are not the same. We will provide an abridged analysis for this case. Set
Using steps analogous to (4.25), one can obtain Hence it is necessary to show that
converges to zero. Expanding out the right-hand side of (4.38) one can get
It is easy to see that
Regarding the term U 52 , one can show that it converges to zero by an argument similar to that used for the preceding term U 12 and since the process is somewhat tedious, it is omitted. For the computation of (1.11) and (1.12), without loss of generality, suppose p = 1; otherwise replace σ 2 by σ 2 /p. As for the formulas (1.9) and (1.11) one can refer to, respectively, (1.18) and (5.13) of [3] . Now let us derive (1.12). It is shown in [7] that m(z) = m Suppose the m 2 contour encloses the m 1 contour (see [8] or [3] for the range of m(x) for a real x and contour of m). For a fixed m 2 it follows from (4.41) and the Cauchy residue theorem that 
where each ξ k is located in the interval [β k , b N p k ]. Since
Corollary 1.1 holds by the argument of Theorem 1.3.
