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Abstract. A family of multivariate orthogonal polynomials generalizing the standard
(univariate) Charlier polynomials is shown to arise in the matrix elements of the unitary
representation of the Euclidean group E(d) on oscillator states. These polynomials in
d discrete variables are orthogonal on the product of d Poisson distributions. The
accent is put on the d = 2 case and the group theoretical setting is used to obtain the
main properties of the polynomials: orthogonality and recurrence relations, difference
equation, raising/lowering relations, generating function, hypergeometric and integral
representations and explicit expression in terms of standard Charlier and Krawtchouk
polynomials. The approach is seen to extend straightforwardly to an arbitrary number
of variables. The contraction of SO(3) to E(2) is used to show that the bivariate
Charlier polynomials correspond to a limit of the bivariate Krawtchouk polynomials.
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1. Introduction
In this paper, a new family of multi-variable Charlier polynomials that arise as matrix
elements of the unitary reducible Euclidean group representation on oscillator states is
introduced. The main properties of these polynomials are obtained naturally from the
group theoretical context. The focus is put mainly on the bivariate case, for which the
two-variable Charlier polynomials occur in the matrix elements of unitary reducible E(2)
representations on the eigenstates of a two-dimensional isotropic harmonic oscillator.
The extension to an arbitrary number of variables is straightforward and is given towards
the end of the paper.
The standard Charlier polynomials Cn(x; a) of degree n in the variable x were
introduced in 1905 [2]. These polynomials form one of the most elementary family of
orthogonal polynomials (OPs) in the Askey scheme of hypergeometric OPs [17]. They
are orthogonal with respect to the Poisson distribution w
(a)
x with parameter a > 0 which
is defined by
w(a)x =
axe−a
x!
,
and their discrete orthogonality relation reads
∞∑
x=0
w(a)x Cn(x; a)Cm(x; a) = a
−nn! δnm.
They can be defined through their generating function
et
(
1− t
a
)x
=
∞∑
n=0
Cn(x; a)
n!
tn, (1.1)
and can be expressed in terms of a 2F0 hypergeometric function (see [17] for additional
properties and references). The Charlier polynomials appear in various fields including
combinatorics [18] as well as statistics and probability [9, 19]. In Physics, the importance
of these polynomials is mostly due to their appearance in the matrix elements of unitary
irreducible representations of the one-dimensional oscillator group [10, 21].
In a recent series of papers [6, 7, 8], we have presented group theoretical
interpretations for two families of multivariate orthogonal polynomials: the multi-
variable Krawtchouk and Meixner polynomials. These two families, introduced by
Griffiths in [11, 12], were seen to occur in the matrix elements of reducible unitary
representations of the rotation and pseudo-rotation groups on oscillator states. This
algebraic framework led to a number of new identities for these polynomials and allowed
for simple derivations of their known properties.
Here we consider the Euclidean group E(d) which is the group generated by the
translations and the rotations in d-dimensional Euclidean space. We shall investigate the
matrix elements of the unitary reducible representation of this group on the eigenstates
of a d-dimensional isotropic harmonic oscillator and show that these are expressed in
terms of a new family of multivariate orthogonal polynomials that shall be identified
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as multivariate extensions of the standard Charlier polynomials. The main properties
of these polynomials will be derived in a simple fashion using the group theoretical
interpretation.
The paper is organized as follows. In section 2, the unitary representations of
the Euclidean group E(2) are defined. In section 3, it is shown that the matrix
elements of these representations are given in terms of bivariate polynomials that are
orthogonal with respect to the product of two (independent) Poisson distributions. The
duality relation satisfied by these polynomials is discussed in section 4. In section 5,
a generating function is obtained and the polynomials are identified as multivariate
Charlier polynomials. The generating function is used in section 6 to find an explicit
expression for these Charlier polynomials in terms of generalized hypergeometric series.
The recurrence relations and the difference equations are given in section 7. In section 8,
the matrix elements for one-parameter subgroups are considered and used to obtain an
explicit expression for the bivariate Charlier polynomials in terms of standard Charlier
and Krawtchouk polynomials. In section 9, an integral representation is given. In section
10, it is shown that the bivariate Charlier polynomials can be obtained from the bivariate
Krawtchouk polynomials through a limit process. In section 11, the d-dimensional case
is treated. A conclusion follows.
2. Unitary representations of E(2) on oscillator states
In this section, the reducible unitary representation of the Euclidean group that shall
be used throughout the paper is defined. This representation will be specified on the
eigenstates of the two-dimensional isotropic harmonic oscillator.
2.1. The Heisenberg-Weyl algebra
Let ai, a
†
i , i = 1, 2, be the generators of the Heisenberg-Weyl algebra satisfying the
commutation relations
[ai, a
†
j ] = δij , [ai, aj ] = 0, [a
†
i , a
†
j] = 0. (2.1)
This algebra has a standard representation on the basis vectors
|n1, n2〉 ≡ |n1〉 ⊗ |n2〉, n1, n2 = 0, 1, . . . ,
defined by the actions of the generators on the factors of the direct product:
ai|ni〉 = √ni |ni − 1〉, a†i |ni〉 =
√
ni + 1 |ni + 1〉. (2.2)
In view of the commutation relations (2.1) and the actions (2.2), the basis vectors |n1, n2〉
can equivalently be written as
|n1, n2〉 = (a
†
1)
n1(a†2)
n2
√
n1!n2!
|0, 0〉. (2.3)
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In Cartesian coordinates, the algebra (2.1) has the following realization:
ai =
1√
2
(
xi +
∂
∂xi
)
, a†i =
1√
2
(
xi − ∂
∂xi
)
, i = 1, 2. (2.4)
2.2. The two-dimensional isotropic oscillator
Consider the Hamiltonian H governing the isotropic harmonic oscillator in the two-
dimensional Euclidean space
H = −1
2
(
∂2
∂x21
+
∂2
∂x22
)
+
1
2
(x21 + x
2
2). (2.5)
Using the realization (2.4), the Hamiltonian (2.5) can be written as
H = a†1a1 + a†2a2 + 1. (2.6)
It is seen from (2.2) that the Hamiltonian (2.6) is diagonal on the basis vectors |n1, n2〉
with energy eigenvalue E given by:
H|n1, n2〉 = E|n1, n2〉, E = n1 + n2 + 1.
The Schro¨dinger equation HΨ = EΨ associated to the Hamiltonian (2.5) separates in
the Cartesian coordinates x1, x2. In these coordinates, the wavefunctions take the form
〈x1, x2|n1, n2〉 = Ψn1(x1)Ψn2(x2),
with
〈xi|ni〉 = Ψni(xi) =
√
1
2ni π1/2 ni!
e−x
2
i /2Hni(xi), (2.7)
where Hn(x) denotes the Hermite polynomials [17]. The wavefunctions Ψni(xi) satisfy
the orthogonality relation
∞∫
−∞
Ψni(xi)Ψn′i(xi) dxi = δnin′i. (2.8)
2.3. The representation of E(2) on oscillator states
The eigenstates of the two-dimensional quantum harmonic oscillator support a reducible
representation of the Euclidean group E(2). We introduce the following notation for
the basis vectors:
|m,n〉 ≡ |n1, n2〉,
so that m and n are identified with n1 and n2, respectively. The E(2) group is generated
by two translation operators in the x1 and x2 directions given by
P1 = i(a1 − a†1), P2 = i(a2 − a†2), (2.9)
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and by a rotation generator J which has the expression
J = i(a1a
†
2 − a†1a2). (2.10)
The generators P1, P2 and J satisfy the commutation relations of the Euclidean Lie
algebra e(2) which read
[P1, P2] = 0, [P2, J ] = iP1, [J, P1] = iP2. (2.11)
Using the formulas (2.2), the actions of the Euclidean generators defined by (2.9) and
(2.10) on the eigenstates of the two-dimensional oscillator are easily obtained. The
assertion that this representation of the Euclidean group is reducible follows from the
observation that the Casimir operator C of e(2), which can be written as
C = P 21 + P
2
2 ,
does not act, as is directly checked, as a multiple of the identity on |m,n〉.
We use the following notation. Let T (θ, α, β) be a generic element of the Euclidean
group E(2) where θ, α and β are real parameters; T (θ, α, β) can be written as
T (θ, α, β) =
 cos θ sin θ α/
√
2
− sin θ cos θ β/√2
0 0 1
 ,
and represents the Euclidean move
(x1, x2, 1)
⊤ → T (θ, α, β)(x1, x2, 1)⊤,
where z⊤ stands for transposition. The group multiplication law is provided by the
standard matrix product. Consider the unitary representation defined by
U(T ) = eiαP1eiβP2eiθJ . (2.12)
It is readily checked that U(T )U †(T ) = 1. The transformations of the generators ai, a
†
i
under the action of U(T ) is given by
U(T )a1U
†(T ) = cos θ a1 − sin θ a2 − α cos θ + β sin θ,
U(T )a2U
†(T ) = sin θ a1 + cos θ a2 − α sin θ − β cos θ,
(2.13)
Similar formulas involving a†1 and a
†
2 are obtained by taking the complex conjugate of
(2.13). Since one has Xi = 2
−1/2(ai + a
†
i ), i = 1, 2, the transformation laws (2.13) give
for the coordinate operator (X1, X2)(
X˜1
X˜2
)
= U(T )
(
X1
X2
)
U †(T ) =
(
cos θ − sin θ
sin θ cos θ
)(
X1
X2
)
+
(
A
B
)
, (2.14)
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where
A = − 2√
2
(
α cos θ − β sin θ), B = − 2√
2
(
α sin θ + β cos θ
)
. (2.15)
One thus has
U †(T )|x1, x2〉 = |x˜1, x˜2〉 = |T−1x1, T−1x2〉,
where x˜1, x˜2 are given by(
x˜1
x˜2
)
=
(
cos θ − sin θ
sin θ cos θ
)(
x1
x2
)
+
(
A
B
)
, (2.16)
with A, B given by (2.15). Moreover, one has U(TT ′) = U(T )U(T ′) as should be for a
group representation. The inverse transformation formulas
U †(T )a1U(T ) = cos θ a1 + sin θ a2 + α,
U †(T )a2U(T ) = − sin θ a1 + cos θ a2 + β.
(2.17)
and the Glauber formula [3]:
eγ (a
†
i−ai) = e−γ
2/2eγa
†
i e−γai , i = 1, 2, (2.18)
shall also prove useful in what follows.
3. The representation matrix elements as orthogonal polynomials
In this section it is shown that the matrix elements of the unitary representation of E(2)
defined in section 2 are expressed in terms of bivariate orthogonal polynomials. The
matrix elements of U(T ) defined by (2.12) can be written as
〈i, k|U(T )|m,n〉 = Wi,k Cm,n(i, k), (3.1)
where C0,0(i, k) = 1 and where Wi,k is defined by
Wi,k = 〈i, k|U(T )|0, 0〉. (3.2)
To ease the notation, the explicit dependence of U(T ) on T shall be dropped.
3.1. Calculation of Wi,k
The amplitude Wi,k can evaluated by a direct computation. Indeed, since one has
eiθJ |0, 0〉 = |0, 0〉, it follows that
Wi,k = 〈i, k|eiαP1eiβP2eiθJ |0, 0〉 = 〈i, k|eiαP1eiβP2 |0, 0〉.
Upon using the Glauber formula (2.18) to write
eiαP1 = eα(a
†
1
−a1) = e−α
2/2eαa
†
1e−αa1 , eiβP2 = eβ(a
†
2
−a2) = e−β
2/2eβa
†
2e−βa2 ,
and the actions (2.2), one easily finds
Wi,k = e
−(α2+β2)/2 α
iβk√
i!k!
. (3.3)
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3.2. Raising relations
It will now be shown that the functions Cm,n(i, k) that appear in the matrix elements
(3.1) are polynomials of total degree m + n in the discrete variables i, k. This will
be done by exhibiting raising relations for Cm,n(i, k). Consider the matrix element
〈i, k|Ua†1|m,n〉. One has on the one hand
〈i, k|Ua†1|m,n〉 =
√
m+ 1Wi,k Cm+1,n(i, k), (3.4)
and on the other hand, using (2.13), one has
〈i, k|Ua†1|m,n〉 = 〈i, k|Ua†1U †U |m,n〉 = cos θ
√
iWi−1,kCm,n(i− 1, k)
− sin θ
√
kWi,k−1Cm,n(i, k − 1) + (β sin θ − α cos θ)Wi,kCm,n(i, k). (3.5)
Upon comparing (3.4) and (3.5), one obtains using (3.3)
√
m+ 1Cm+1,n(i, k) =
(
i
α
)
cos θ Cm,n(i− 1, k)
−
(
k
β
)
sin θ Cm,n(i, k − 1) + (β sin θ − α cos θ)Cm,n(i, k).
(3.6)
Considering instead the matrix element 〈i, k|Ua†2|m,n〉, one similarly finds
√
n + 1Cm,n+1(i, k) =
(
i
α
)
sin θ Cm,n(i− 1, k)
+
(
k
β
)
cos θ Cm,n(i, k − 1)− (α sin θ + β cos θ)Cm,n(i, k).
(3.7)
By definition one has C−1,n(i, k) = Cm,−1(i, k) = 0 and C0,0(i, k) = 1. As a consequence,
the formulas (3.6) and (3.7) can be used to construct Cm,n(i, k) from C0,0(i, k) iteratively.
One then observes that Cm,n(i, k) are polynomials of total degree m+n in the (discrete)
variables i, k.
3.3. Orthogonality relation
The unitarity of the representation (2.12) and the orthonormality of the basis states
leads to an orthogonality relation for the polynomials Cm,n(i, k). One has
〈m′, n′|U †U |m,n〉 =
∞∑
i,k=0
〈i, k|U |m,n〉〈m′, n′|U †|i, k〉 = δmm′δnn′.
Upon using (3.1) and the reality of the matrix elements in the above equation, the
following orthogonality relation is obtained:
∞∑
i,k=0
wi,k Cm,n(i, k)Cm′,n′(i, k) = δmm′δnn′, (3.8)
where wi,k is the product of two independent Poisson distributions with (positive)
parameters α2 and β2:
wi,k =W
2
i,k = e
−(α2+β2)α
2iβ2k
i!k!
. (3.9)
d-variate Charlier polynomials as matrix elements of E(d) 8
3.4. Lowering relations
Lowering relations for the polynomials Cm,n(i, k) can be obtained by considering the
matrix elements 〈i, k|Uai|m,n〉, i = 1, 2 and proceeding as for the raising relations.
From the matrix element 〈i, k|Ua1|m,n〉, one finds
√
mCm−1,n(i, k) =α cos θ Cm,n(i+ 1, k)
− β sin θ Cm,n(i, k + 1) + (β sin θ − α cos θ)Cm,n(i, k).
From the matrix element 〈i, k|Ua2|m,n〉, one obtains
√
nCm,n−1(i, k) =α sin θ Cm,n(i+ 1, k)
+ β cos θ Cm,n(i, k + 1)− (α sin θ + β cos θ)Cm,n(i, k).
4. Duality
In this section, a duality relation under the exchange of the variables i, k and the
degrees m,n in the polynomials Cm,n(i, k) is obtained. Consider the matrix elements
〈i, k|U †|m,n〉 and write
〈i, k|U †|m,n〉 = W˜i,kC˜m,n(i, k), (4.1)
where C˜0,0(i, k) = 1 and W˜i,k = 〈i, k|U †|0, 0〉. To evaluate the amplitude W˜i,k, one
first observes that the identity 〈i, k|U †ai|0, 0〉 = 0 holds for i = 1, 2. Using the inverse
transformation formulas (2.17), one obtains the following system of difference equation
cos θ
√
i+ 1 W˜i+1,k + sin θ
√
k + 1 W˜i,k+1 + α W˜i,k = 0,
− sin θ√i+ 1 W˜i+1,k + cos θ
√
k + 1 W˜i,k+1 + β W˜i,k = 0.
It is easily seen that the solution of this system is given by
W˜i,k = C
(β sin θ − α cos θ)i(−α sin θ − β cos θ)k√
i!k!
,
where C is a constant. The value of C can be determined by the normalization condition
1 = 〈0, 0|U †U |0, 0〉 =
∞∑
i,k=0
〈i, k|U †|0, 0〉〈0, 0|U |i, k〉 =
∞∑
i,k=0
|W˜i,k|2,
which gives C2 = e−(α cos θ−β sin θ)
2
e−(α sin θ+β cos θ)
2
= e−(α
2+β2) and thus
W˜i,k = e
−(α2+β2)/2 (β sin θ − α cos θ)i(−α sin θ − β cos θ)k√
i!k!
. (4.2)
Note that W˜i,k can also be computed directly (see section 5). Since U
†(T ) = U(T−1),
the C˜m,n(i, k) are the polynomials corresponding to the inverse transformation T
−1. For
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a transformation T ∈ E(2) specified by the parameters (θ, α, β), the inverse T−1 ∈ E(2)
is specified by the parameters (θ˜, α˜, β˜) given by
θ˜ = −θ, α˜ = (β sin θ − α cos θ), β˜ = −(α sin θ + β cos θ). (4.3)
One can also obtain the matrix element (4.1) by
〈i, k|U †|m,n〉 = 〈m,n|U |i, k〉∗ = 〈m,n|U |i, k〉 =Wm,nCi,k(m,n), (4.4)
where the reality of the matrix elements (3.1) has been used. Upon combining (4.1) and
(4.4), one finds that
Ci,k(m,n) =
√
m!n!
i!k!
(
α˜iβ˜k
αmβn
)
C˜m,n(i, k), (4.5)
where C˜m,n(i, k) corresponds to the polynomial Cm,n(i, k) with parameters (θ˜, α˜, β˜) given
by (4.3). For the two variable polynomials Sm,n(i, k) defined by
Cm,n(i, k) =
(−1)n+m√
m!n!
(α cos θ − β sin θ)m(α sin θ + β cos θ)nSm,n(i, k), (4.6)
the duality relation (4.5) takes the elegant form
Si,k(m,n) = S˜m,n(i, k).
5. Generating function
In this section, a generating function for the bivariate orthogonal polynomials Cm,n(i, k)
is obtained and is seen to correspond to a multivariate extension of that of the standard
Charlier polynomials. Consider the generating series
F (x, y) =
∞∑
m,n=0
Wi,kCm,n(i, k)
xmyn√
m!n!
=
∞∑
m,n=0
〈i, k|U |m,n〉 x
myn√
m!n!
. (5.1)
Using the expression (2.3) for the basis vectors |n1, n2〉 and the transformation formulas
(2.13), one has
F (x, y) =
∞∑
m,n=0
xmyn√
m!n!
〈i, k|U (a
†
1)
m
√
m!
(a†2)
n
√
n!
|0, 0〉 =
∞∑
m,n=0
〈i, k|U (xa
†
1)
m(ya†2)
n
m!n!
|0, 0〉
= 〈i, k|Uexa†1eya†2 |0, 0〉 = 〈i, k|Uexa†1U †Ueya†2U †U |0, 0〉
= 〈i, k|exUa†1U†ey Ua†2U†U |0, 0〉
= e−x(α cos θ−β sin θ)e−y(α sin θ+β cos θ)〈i, k|ea†1(x cos θ+y sin θ)ea†2(y cos θ−x sin θ)U |0, 0〉.
(5.2)
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Since one has U |0, 0〉 = e−(α2+β2)/2eαa†1eβa†2 |0, 0〉 by the Glauber formula (2.18) and by
the actions (2.2), one finds
F (x, y) = e−(α
2+β2)/2
× e−x(α cos θ−β sin θ)e−y(α sin θ+β cos θ)〈i, k|ea†1(α+x cos θ+y sin θ)ea†2(β+y cos θ−x sin θ)|0, 0〉,
which gives
F (x, y) = e−(α
2+β2)/2
× e−x(α cos θ−β sin θ)e−y(α sin θ+β cos θ) (α+ x cos θ + y sin θ)
i(β + y cos θ − x sin θ)k√
i!k!
.
Recalling the expression (3.3) for Wi,k, the following generating function for the
polynomials Cm,n(i, k) is obtained:
e−x(α cos θ−β sin θ)e−y(α sin θ+β cos θ)
[
1 +
x
α
cos θ +
y
α
sin θ
]i [
1− x
β
sin θ +
y
β
cos θ
]k
=
∞∑
m,n=0
Cm,n(i, k)
xmyn√
m!n!
.
(5.3)
For the polynomials Sm,n(i, k) given by (4.6), defining
z1 = −x(α cos θ − β sin θ)x, z2 = −y(α sin θ + β cos θ),
yields the generating function
ez1+z2 [1 + u11z1 + u12z2]
i [1 + u21z1 + u22z2]
k =
∞∑
m,n=0
Sm,n(i, k)
m!n!
zm1 z
n
2 (5.4)
where the parameters uij are of the form
u11 =
− cos θ
α2 cos θ − αβ sin θ , u12 =
− sin θ
α2 sin θ + αβ cos θ
,
u21 =
− sin θ
β2 sin θ − αβ cos θ , u22 =
− cos θ
β2 cos θ + αβ sin θ
.
(5.5)
The expression (5.4) for the generating function of the polynomials Sm,n(i, k) lends itself
to comparison with that of the Charlier polynomials (1.1). It is clear from this that
Sm,n(i, k) can be identified with multivariate Charlier polynomials.
6. Explicit expression in hypergeometric series
In this section, an explicit expression for the bivariate Charlier polynomials Sm,n(i, k) in
terms of a Gelfan’d-Aomoto hypergeometric series is obtained. Consider the generating
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relation (5.4). Upon denoting by F (z1, z2) the left-hand side of (5.4) and using the
trinomial expansion, one finds
F (z1, z2) = e
z1+z2
∑
ρ,σ,µ,ν
(
i
ρ
)(
i− ρ
σ
)(
k
µ
)(
k − µ
ν
)
uρ11u
σ
12u
µ
21u
ν
22 z
ρ+µ
1 z
σ+ν
2 , (6.1)
where the summation runs over all non-negative values of the indices and where binomial
coefficients with negative entries are taken to be zero. Upon expanding the exponential
in (6.1), gathering the terms in zm1 z
n
2 and using the identity
(−1)nm!
(m−n)!
= (−m)n where (a)n
stands for the Pochhammer symbol
(a)n = a(a+ 1) · · · (a+ n− 1), (a)0 = 1,
one finds that the bivariate Charlier polynomials can be written as
Sm,n(i, k) =
∑
ρ,σ,µ,ν
(−m)ρ+µ(−n)ν+σ(−i)ρ+σ(−k)µ+ν
ρ!σ!µ!ν!
uρ11u
σ
12u
µ
21u
ν
22, (6.2)
where the uij are given by (5.5). The series appearing in (6.2) is a special case of
Gelfan’d-Aomoto hypergeometric series [1, 5]. The multivariate orthogonal polynomials
of Krawtchouk and Meixner type are also known to admit explicit expressions in terms
of these multi-variable generalized hypergeometric series (see [13] and [14]).
7. Recurrence relations and difference equations
In this section, the group theoretical framework is exploited to obtain the bispectral
properties of the bivariate Charlier polynomials Cm,n(i, k).
7.1. Recurrence relations
A pair of recurrence relations for the bivariate Charlier polynomials can be obtained by
examining the matrix elements 〈i, k|a†iaiU |m,n〉 for i = 1, 2. Consider the case i = 1
first, one has on the one hand
〈i, k|a†1a1U |m,n〉 = iWi,k Cm,n(i, k). (7.1)
On the other hand, using the unitary of U , one has
〈i, k|a†1a1U |m,n〉 = 〈i, k|U U †a†1U U †a1U |m,n〉. (7.2)
Comparing (7.1) with (7.2) using the transformation rules (2.17), one obtains the
recurrence relation
i Cm,n(i, k) =
[
m cos2 θ + n sin2 θ + α2
]
Cm,n(i, k)
+ α sin θ
[√
n+ 1Cm,n+1(i, k) +
√
nCm,n−1(i, k)
]
+ sin θ cos θ
√
n(m+ 1)Cm+1,n−1(i, k)
+ α cos θ
[√
m+ 1Cm+1,n(i, k) +
√
mCm−1,n(i, k)
]
+ sin θ cos θ
√
m(n+ 1)Cm−1,n+1(i, k).
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In a similar fashion, one finds from the matrix element 〈i, k|a†2a2U |m,n〉 a second
recurrence relation
k Cm,n(i, k) =
[
m sin2 θ + n cos2 θ + β2
]
Cm,n(i, k)
+ β cos θ
[√
n+ 1Cm,n+1(i, k) +
√
nCm,n−1(i, k)
] − sin θ cos θ√n(m+ 1)Cm+1,n−1(i, k)
− β sin θ [√m+ 1Cm+1,n(i, k) +√mCm−1,n(i, k)]− sin θ cos θ√m(n+ 1)Cm−1,n+1(i, k).
7.2. Difference equations
A pair of difference equations can be obtained by considering instead the matrix elements
〈i, k|Ua†iai|m,n〉 for i = 1, 2. Taking i = 1, one has
〈i, k|Ua†1a1|m,n〉 = mWi,k Cm,n(i, k).
Comparing the above relation with 〈i, k|Ua†1a1|m,n〉 = 〈i, k|Ua†1U † Ua1U †U |m,n〉 using
the transformation formulas (2.13), one obtains
mCm,n(i, k) =
[
i cos2 θ + k sin2 θ + ω2
]
Cm,n(i, k)
− ω cos θ
[
i
α
Cm,n(i− 1, k) + αCm,n(i+ 1, k)
]
− iβ
α
cos θ sin θ Cm,n(i− 1, k + 1)
+ ω sin θ
[
k
β
Cm,n(i, k − 1) + β Cm,n(i, k + 1)
]
− kα
β
cos θ sin θ Cm,n(i+ 1, k − 1),
where ω = α cos θ − β sin θ. Starting instead from 〈i, k|Ua†2a2|m,n〉, one similarly finds
nCm,n(i, k) =
[
i sin2 θ + k cos2 θ + ζ2
]
Cm,n(i, k)
− ζ sin θ
[
i
α
Cm,n(i− 1, k) + αCm,n(i+ 1, k)
]
+
iβ
α
cos θ sin θ Cm,n(i− 1, k + 1)
− ζ cos θ
[
k
β
Cm,n(i, k − 1) + β Cm,n(i, k + 1)
]
+
kα
β
cos θ sin θ Cm,n(i+ 1, k − 1),
with ζ = α sin θ + β cos θ.
8. Explicit expression in standard Charlier and Krawtchouk polynomials
In this section, an explicit expression for the bivariate Charlier polynomials Cm,n(i, k)
involving the standard (univariate) Charlier and Krawtchouk polynomials. To this end,
one first notes that the matrix elements 〈i, k|U |m,n〉 can be decomposed as follows:
〈i, k|U |m,n〉 =
∞∑
r,s,u,v=0
〈i, k|eiP1|r, s〉〈r, s|eiβP2|u, v〉〈u, v|eiθJ|m,n〉. (8.1)
We shall now examine individually the matrix elements appearing in the right hand side
of the above equation.
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Consider the matrix element 〈i, k|eiαP1 |r, s〉 which corresponds to a translation in
the x1 direction. Since P1 acts only on the first quantum number, one has
〈i, k|eiαP1|r, s〉 = δks〈i, k|eαP1 |r, k〉.
The expression for the above matrix element is well known (see for example [22] or [21])
and can be obtained directly by taking β = 0 in the formula (3.3) for the amplitude
Wi,k and by taking θ = β = y = 0 in the generating function (5.3). Comparing with
(1.1), one finds that
〈i, k|eiαP1|r, s〉 = δks (−1)
rαr+i√
i!r!
e−α
2/2Cr(i;α
2), (8.2)
where Cn(x; a) are the standard Charlier polynomials [17]. Similarly, one has
〈r, s|eiβP2|u, v〉 = δru (−1)
vβv+s√
s!v!
e−β
2/2Cv(s; β
2). (8.3)
The matrix element 〈u, v|eiθJ |m,n〉 can be evaluated straightforwardly using the
methods of [6, 7]. The result reads
〈u, v|eiθJ |m,n〉 = δu+v,m+n(−1)v
(
N
v
)1/2(
N
n
)1/2
cosN θ tanv+n θ Kn(v; sin
2 θ;N) (8.4)
where u+ v = m+ n = N and where Kn(x; p;N) stands for the standard Krawtchouk
polynomials [17]. Upon using the matrix elements (8.2), (8.3) and (8.4) in the
decomposition formula (8.1) and using the formula (3.3), one finds that the bivariate
Charlier polynomials Cm,n(i, k) are given by
Cm,n(i, k) =
(−1)n+mαm+n cosm θ sinn θ√
m!n!
m+n∑
v=0
(
m+ n
v
)(−β sin θ
α cos θ
)v
Cv(k; β
2)Cm+n−v(i;α
2)Kn(v; sin
2 θ, n+m), (8.5)
where Cn(x; a) and Kn(x; p;N) are the standard Charlier and Krawtchouk polynomials.
9. Integral representation
An integral representation for the bivariate Charlier polynomials can be obtained by
considering the matrix element 〈x1, x2|U |m,n〉 from two different points of view. First,
consider the action of U on |m,n〉. Using the definition (3.1) of the matrix elements,
one can write
〈x1, x2|U |m,n〉 =
∞∑
i,k=0
Wi,kCm,n(i, k) Ψi(x1)Ψk(x2),
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where Ψni(xi), i = 1, 2, is given by (2.7). Second, take the action of U on the bra
〈x1, x2|. In view of (2.16), one may write
〈x1, x2|U |m,n〉 = 〈x˜1, x˜2|m,n〉 = Ψm(x˜1)Ψn(x˜2),
where (x˜1, x˜2) is given by (2.16). Combining the two previous relations, there comes
Ψm(x˜1)Ψn(x˜2) =
∞∑
i,k=0
Wi,k Cm,n(i, k) Ψi(x1)Ψk(x2).
Upon multiplying both sides of the above equation by Ψi′(x1)Ψk′(x2), integrating
over the whole Euclidean plane and using the orthogonality relation (2.8) for the
wavefunctions, one finds that
Cm,n(i, k) =
1
Wi,k
∞∫
−∞
∞∫
−∞
Ψi(x1)Ψk(x2)Ψm(x˜1)Ψn(x˜2) dx1dx2,
with (x˜1, x˜2) given by (2.16). In view of (2.7), this gives a formula for the bivariate
Charlier polynomials Cm,n(i, k) in terms of a double integral of a product of four Hermite
polynomials.
10. Charlier polynomials as limits of Krawtchouk polynomials
In this section, it is shown that the bivariate Charlier polynomials Cm,n(i, k) can be
obtained from the bivariate Krawtchouk polynomials by a limit process. We begin by
providing some background information on the bivariate Krawtchouk polynomials.
10.1. Bivariate Krawtchouk polynomials
The bivariate Krawtchouk polynomials Pm,n(i, k;N) of two discrete variables i, k arise
as matrix elements of the rotation group SO(3) on the energy E = N + 3/2 eigenspace
of a three-dimensional isotropic harmonic oscillator [7]. In addition to the non-negative
integer N , the bivariate Krawtchouk polynomials have for parameters the entries of a
rotation matrix R ∈ SO(3). Hence for each N and R ∈ SO(3), one has a finite set
of bivariate Krawtchouk polynomials. The polynomials Pm,n(i, k;N) can be defined
through the following generating function:
G(u, v) =
(
1 +
R11
R13
u+
R12
R13
v
)i(
1 +
R21
R23
u+
R22
R23
v
)k (
1 +
R31
R33
u+
R32
R33
v
)N−i−k
=
N∑
m,n=0
m+n6N
(
N
m, n
)1/2
Pm,n(i, k;N) u
mvn,
(10.1)
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where
(
N
m,n
)
stands for the trinomial coefficients(
N
m, n
)
=
N !
m!n!(N −m− n)! .
They satisfy the orthogonality relation
N∑
i,k=0
i+k6N
wi,k;NPm,n(i, k;N)Pm′,n′(i, k;N) = δmm′δnn′,
with respect to the discrete weight
wi,k;N =
(
N
i, k
)
R2i13R
2k
23R
2(N−i−k)
33 .
The normalization condition
∑N
i+k6N wi,k;N = 1 is ensured by the fact that R is an
orthogonal matrix, i.e. RRT = 1.
10.2. The N →∞ limit of the bivariate Krawtchouk polynomials
It is well known that the E(2) group can be obtained from the SO(3) group by a
contraction [16]. Consider the Lie algebra so(3) defined by the commutation relations
[J1, J2] = iJ3, [J2, J3] = iJ1, [J3, J1] = iJ2.
Upon redefining J1 = ǫP1, J2 = ǫP2 and J3 = J , it is easily seen that in the limit as
ǫ → 0, the so(3) commutation relations contract to those of the Euclidean Lie algebra
e(2) given in (2.11). In view of the connection between SO(3) and bivariate Krawtchouk
polynomials, this relation can be used to obtain the bivariate Charlier polynomials
Cm,n(i, k) defined here as limits of the bivariate Krawtchouk polynomials.
Let R be a general SO(3) rotation matrix. One can take the parametrization
R = rx2(δ)rx1(γ)rx3(θ), (10.2)
where rxi, i = 1, 2, 3, are the rotation matrices around the x1, x2 and x3 axes:
rx2(δ) =
 cos δ 0 sin δ0 1 0
− sin δ 0 cos δ
 , rx1(γ) =
1 0 00 cos γ sin γ
0 − sin γ cos γ
 ,
rx3(θ) =
 cos θ sin θ 0− sin θ cos θ 0
0 0 1
 .
Upon taking the parametrization
δ → α√
N
, γ → β√
N
, (10.3)
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in the generating function (10.1) of the bivariate Krawtchouk polynomials, a direct
computation shows that
lim
N→∞
G
(
x√
N
,
y√
N
)
=
e−x(α cos θ−β sin θ)e−y(α sin θ−β cos θ)
(
1 +
x
α
cos θ +
y
α
sin θ
)i(
1− x
β
sin θ +
y
β
cos θ
)k
,
(10.4)
and also that
lim
N→∞
G
(
x√
N
,
y√
N
)
=
∞∑
m,n=0
xmyn√
m!n!
lim
N→∞
Pm,n(i, k;N). (10.5)
Combining (10.4) and (10.5), it is directly seen that the resulting generating function
coincides with that of the bivariate Charlier polynomials given by (5.3). Consequently,
under the parametrizations (10.2) and (10.3), the Charlier polynomials Cm,n(i, k) can
be obtained by a N →∞ limit of the bivariate Krawtchouk polynomials Pm,n(i, k;N):
lim
N→∞
Pm,n(i, k;N) = Cm,n(i, k). (10.6)
This limiting procedure can be applied to the raising/lowering relations, difference
equations, recurrence relations and explicit expression derived in [7] for the bivariate
Krawtchouk polynomials and it is verified that these yield the corresponding relations
obtained here for the bivariate Charlier polynomials.
11. Multidimensional case
In this section, it is shown how the results obtained so far can be generalized by
considering the space of state vectors of a d-dimensional isotropic harmonic oscillator to
obtain an algebraic description of the multivariate Charlier polynomials in d variables.
Consider the Hamiltonian of an isotropic d-dimensional harmonic oscillator
H =
d∑
k=1
a†kak + d/2,
where the creation/annihilation operators a†k , ak satisfy the Weyl algebra commutation
relations (2.1). An eigenbasis forH is provided by the state vectors |n1, n2, . . . , nd〉 where
nk, k = 1, . . . , d, are non-negative integers and the action of the creation/annihilation
operators is given by (2.2). The states |n1, n2, . . . , nd〉 provide a reducible representation
of the Euclidean group E(d). The elements of the Euclidean group E(d) are specified
by a d×d orthogonal matrix R and a real vector (α1, α2, . . . , αd) with d+1 components.
These elements denoted by T (R, α) hence depend on d(d+1)
2
independent parameters and
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they can be represented by the (d+ 1)× (d+ 1) matrix
T (R, α) =
R
α1/
√
2
...
αd/
√
2

0 1
 .
The group law is provided by matrix multiplication. Consider now the unitary
representation U(T ) defined by
U(T ) =
d∏
k=1
eαk(a
†
k
−ak) e
∑
j,k=1Bjka
†
jak ,
where the rotation matrix R is related to the antisymmetric matrix B by eB = R. The
transformations of the generators ak, a
†
k under the action U(T ) are
U(T )akU
†(T ) =
d∑
j=1
Rjk
(
a†j + αj
)
, (11.1)
and similarly for a†k. In the same spirit as in section 3, one can write the matrix elements
of this reducible E(d) representation on the eigenstates of the d-dimensional isotropic
oscillator as follows
〈i1, i2, . . . , id|U(T )|n1, n2, . . . , nd〉 = Wi1,...,idCn1,...,nd(i1, . . . , id),
where
Wi1,...,id = 〈i1, . . . , id|U(T )|0, . . . , 0〉.
Since U(T )|0, . . . , 0〉 = ∏dk=1 eαk(a†k−ak)|0, . . . , 0〉, the amplitude Wi1,...,id is directly
evaluated to
Wi1,...,id = e
−
∑d
k=1 α
2
k
/2
d∏
k=1
αikk√
ik!
.
It is easily verified by deriving the raising relations as in section 3, that the
Cn1,...,nd(i1, . . . , id) are polynomials in the discrete variables i1, . . . , id of total degree
n1 + n2 + · · ·+ nd. These polynomials are orthogonal with respect to the product of d
independent Poisson distributions
∞∑
i1,...id=0
W 2i1,...,idCn1,...,nd(i1, . . . , id)Cm1,...,md(i1, . . . , id) = δn1m1δn2m2 · · · δndmd.
The generating function can be obtained following the method of section 5 and one finds
e−
∑
i,j Rijαixj
d∏
k=1
(
1 +
d∑
ℓ=1
Rkℓ
xℓ
αk
)ik
=
∞∑
n1,...,nd=0
Cn1,...,nd(i1, . . . , ik)
xn11 x
n2
2 · · ·xnkk√
n1!n2! · · ·nk!
Deriving the properties of the d-variable polynomials Cn1,...,nd(i1, . . . , id) can be done
exactly as for d = 2.
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12. Conclusion
In this paper we have considered the matrix elements of the unitary representation
of the Euclidean group E(2) on the states of the two-dimensional isotropic harmonic
oscillator and showed that these matrix elements can be expressed in terms of new
bivariate orthogonal polynomials that generalize the standard Charlier polynomials.
Using the group theoretical setting, the main properties of the polynomials were derived.
Furthermore, it was shown that the approach easily extends to d dimensions giving
the d-variate Charlier polynomials as matrix elements of unitary representations of the
Euclidean group E(d) on oscillator states. Let us now offer some comments.
As a first remark, we note that the approach proposed here could be modified
straightforwardly to obtain a different family of multivariate Charlier polynomials
associated to the pseudo-Euclidean group E(d− 1, 1). In the bivariate case, the e(1, 1)
generators can be realized with the creation/annihilation operators in the following way:
P˜1 = i(a1 − a†1), P˜2 = i(a2 − a†2), K = i(a†1a†2 − a1a2).
Using this realization, the unitary representation of the group E(1, 1) on the states
|n1, n2〉 can be constructed as in section 2 and the matrix elements can be expressed in
terms of multivariate orthogonal polynomials.
As a second remark, it is worth mentioning that the results presented here can be
combined with those of [6] to construct unitary representations of the Poincare´ group on
oscillator states whose matrix elements are given in terms of both multivariate Charlier
and Meixner polynomials. In two dimensions the Poincare´ group generators are realized
as follows with the operators of three harmonic oscillators (see [6]):
Space translations: P1 =
i√
2
(a†1 − a1), P2 =
i√
2
(a†2 − a2),
Time translation: P0 =
i√
2
(a3 − a†3),
Lorentz Boosts: K1 = i(a
†
1a
†
3 − a1a3), K2 = i(a†2a†3 − a2a3),
Rotation: J = i(a1a
†
2 − a†1a2).
For this case, it would be of interest to proceed as in [8] and decompose the unitary
representations in its irreducible components.
As a last remark, it is observed that our approach offers a path to defining q-
extensions of the multi-variable Charlier polynomials considered here. Indeed, one could
consider the realization of the quantum group Eq(2) with two q-oscillators and construct
the matrix elements of q-exponentials in the Eq(2) generators. A comparison with the
multivariate q-Charlier polynomials defined in [4] would be of interest. We hope to
report on this in the future.
d-variate Charlier polynomials as matrix elements of E(d) 19
Acknowledgments
V.X.G. holds an Alexander-Graham-Bell fellowship from the Natural Sciences and
Engineering Research Council of Canada (NSERC). The research of L.V. is supported
in part by NSERC.
References
[1] K. Aomoto and M. Kita. Hypergeometric functions. Springer, 1994.
[2] C. Charlier. U¨ber die Darstellung willku¨rlicher Funktionen. Ark. Mat. Astr. och Fysic, 20, 1905.
[3] C. Cohen-Tannoudji, B. Diu, and F. Laloe¨. Me´canique Quantique. Hermann, 1973.
[4] G. Gasper and M. Rahman. Some systems of multivariable orthogonal q-Racah polynomials.
Ramanujan J., 13:389–405, 2007.
[5] I. M. Gelfand. General theory of hypergeometric functions. Soviet Math. Dokl., 33:573–577, 1986.
[6] V. X. Genest, H. Miki, L. Vinet, and A. Zhedanov. The multivariate Meixner polynomials as
matrix elements of SO(d, 1) representations on oscillator states. J. Phys. A: Math. Theor.,
47:045207, 2014.
[7] V. X. Genest, L. Vinet, and A. Zhedanov. The multivariate Krawtchouk polynomials as matrix
elements of the rotation group representations on oscillator states. J. Phys. A: Math. Theor.,
46:505203, 2013.
[8] V. X. Genest, L. Vinet, and A. Zhedanov. Interbasis expansions for the isotropic 3D harmonic
oscillator and bivariate Krawtchouk polynomials. J. Phys. A: Math. Theor., 47:025202, 2014.
[9] I. M. Gessel and P. Jayawant. Multilinear generating functions for Charlier polynomials. J. Stat.
Plann. Inf., 140:2230–2236, 2010.
[10] Ya. A. Granovskii and A. Zhedanov. Orthogonal Polynomials in the Lie algebras. Sov. Phys. J.,
29:387–393, 1986.
[11] R. C. Griffiths. Orthogonal Polynomials on the Multinomial Distribution. Aus. J. Stat., 13:27–35,
1971.
[12] R. C. Griffiths. Orthogonal Polynomials on the Negative Multinomial Distribution. J. Mult. Var.
Anal., 54:271–277, 1975.
[13] M. R. Hoare and M. Rahman. A probabilistic origin for a new class of bivariate polynomials.
SIGMA, 4:89–106, 2008.
[14] P. Iliev. Meixner polynomials in several variables satisfying bispectral difference equations. Adv.
Appl. Math., 49:15–23, 2012.
[15] P. Iliev and Y. Xu. Discrete orthogonal polynomials and difference equations of several variables.
Adv. Math., 212:1–36, 2007.
[16] E. Ino¨nu¨ and E. Wigner. On the contraction of groups and their representations. Proc. Nat. Acad.
Sci., 39:510–524, 1953.
[17] R. Koekoek, P.A. Lesky, and R.F. Swarttouw. Hypergeometric orthogonal polynomials and their
q-analogues. Springer, 1st edition, 2010.
[18] J. Labelle and Y. N. Yeh. The combinatorics of Laguerre, Charlier and Hermite polynomials.
Stud. Appl. Math., 80:25–36, 1989.
[19] M. L. Mehta and E. A. van Doorn. Inequalities for Charlier polynomials with application to
teletrafic theory. J. Math. Anal. Appl., 133:449–460, 1988.
[20] H. Rosengren. Multivariable orthogonal polynomials and coupling coefficients for discrete series
representations. SIAM J. Math. Anal., 302:233–272, 1998.
[21] N. Ja. Vilenkin and A. U. Klimyk. Representation of Lie Groups and Special Functions. Kluwer
Academic Publishers, 1991.
[22] L. Vinet and A. Zhedanov. Representations of the Schro¨dinger group and matrix orthogonal
polynomials. J. Phys. A: Math. Theor., 44:355201, 2011.
d-variate Charlier polynomials as matrix elements of E(d) 20
[23] Y. Xu. On discrete orthogonal polynomials of several variables. Adv. Appl. Math., 33:615–632,
2004.
