Abstract-Given n discrete random variables = fX 1 ; 111; X n g, associated with any subset of f1; 2; 111; ng, there is a joint entropy H(X ) where X = fX i : i 2 g. This can be viewed as a function defined on 2 f1; 2; 111;ng taking values in [0; +1). We call this function the entropy function of . The nonnegativity of the joint entropies implies that this function is nonnegative; the nonnegativity of the conditional joint entropies implies that this function is nondecreasing; and the nonnegativity of the conditional mutual informations implies that this function is two-alternative. These properties are the so-called basic information inequalities of Shannon's information measures. An entropy function can be viewed as a 2 n 0 1-dimensional vector where the coordinates are indexed by the subsets of the ground set f1; 2; 111; ng. we have discovered a conditional inequality which is not implied by the basic information inequalities of the same set of random variables. This lends an evidence to the plausible conjecture that 0 3 n 6 = 0n for n > 3.
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I. INTRODUCTION AND SUMMARY
Let n = fX i : i = 1; 1 1 1 ; ng be n jointly distributed discrete random variables with finite entropies. The basic Shannon's information measures associated with these random variables include all joint entropies, all conditional entropies, all mutual informations, and all conditional mutual informations involving some of these random variables. For any subset of Nn = f1; 111; ng let X = fX i : i 2 g:
Let X , where is the empty set, be a random variable taking a fixed value with probability 1. Define I(; j) = I(X ; X jX ): We see that when = I(; j) = H(X jX ) (3) which is the conditional entropy; when = I(; j) = I(X; X ) (4) which is the unconditional mutual information, and when = and = I(; j) = H(X )
which is the joint entropy. This means that the function I(; j) covers all the basic Shannon's information measures. In this correspondence, all logarithms are in base 2.
It is well known that Shannon's information measures satisfy the following inequalities.
Proposition 1: For any three subsets , , and of Nn, any set of n jointly distributed random variables X i , i = 1; 1 11; n; with finite entropies I(; j) 0:
These inequalities are called the basic inequalities of Shannon's information measures [4] .
Let H() = I(; j) be the joint entropy function. For any set of n jointly distributed random variables X i , i = 1; 111; n; the associated entropies H() can be viewed as a function defined on 
The goal of this correspondence is to study this function for all possible sets of n random variables with finite entropies.
All basic Shannon's information measures can be expressed as linear functions of the joint entropies. Actually, we have
The basic inequalities can be interpreted as a set of inequalities for the entropy function as follows.
Proposition 2:
For any set of n jointly distributed random variables Xi, i = 1; 111 ; n; with finite entropies, the entropy function H associated with these random variables has the following properties.
1) For any two subsets and of
Functions having this property are called two-alternative functions.
2) implies H() H():
(10)
Functions satisfying this property are called monotone nondecreasing, and
It is easily seen from (8) that the first property corresponds to the nonnegativity of all mutual informations and condition mutual informations, and the second and third property correspond to the nonnegativity of all entropies and conditional entropies. Apparently, for any n = fX i : i = 1; 111 ; ng; the associated entropy function H 2 0 n . This means that the set 0 n characterizes some of the properties of the entropy function. A natural question is whether this set "fully" characterizes the entropy function [3] . To make the question more precise, we introduce the following definitions. i.e., each random variable is a function of the other two, and the three random variables are pairwise-independent. Let X, Y, and Z be the supports of X, Y , and Z, respectively. For any x 2 X and y 2 Y, since X and Y are independent, we have p(x; y) = p(x)p(y) > 0:
Since Z is a function of X and Y , there is a unique z 2 Z such that p(x; y; z) = p(x; y) = p(x)p(y) > 0:
Now since Y is a function of X and Z, and X and Z are independent, we can write
Equating (16) and (17), we have
Now consider any y 0 2 Y such that y 0 6 = y. Since Y and Z are independent, we have
Since X is a function of Y and Z, there is a unique x 0 2 X such that
Similarly, since Z is a function of X and Y , and X and Y are independent, we can write p(x 0 ; y 0 ; z) = p(x 0 ; y 0 ) = p(x 0 )p(y 0 ):
Equating (21) and (22), we have
and from (18) and (23), we have
Therefore, Y must have a uniform distribution on its support. The same can be proved for X and Z. Now Since 0 3 n 6 = 0 n for n 3, further characterization of 0 3 n is necessary. We see from the example above that a full characterization of 0 3 could be extremely difficult. Instead, we are motivated to attack an alternative problem. We first introduce the following definition. [2] . Nevertheless, in order to make the correspondence more readable, we will give an independent proof of Theorem 2 in the next section.
It is still unknown whether this theorem can be generalized. That is, we still do not know whether it is true that for any n 0 3 n = 0n:
To give a definite answer to this question is a fundamental problem in information theory. Nevertheless, we prove the following conditional inequality of Shannon's information measures which may lend some insight to this open problem. 
The inequality in Theorem 3 cannot be derived by using the basic inequalities of the same set of random variables. This can be seen as 
Note that H(U) ! 0 as ; ! 0. Then for any nonempty subset of Nn
H(X ) H(X ; U) = H(U) + H(X jU) = H(U) + kH(Y) + kH(Z):
On the other hand,
H(X ) H(X jU) = kH(Y ) + kH(Z ): (31)
Combining the above, we have
H(X) (kH(Y) + kH(Z)) H(U): (32)
Now take = b=k and = b=k to obtain
H(X ) (bH(Y ) + bH(Z )) H(U):
By taking k large enough, the upper bound can be made arbitrarily small. This shows that bv + bv 0 2 0 3 n . The theorem is proved.
Proof of Theorem 2
Each point u 2 9 corresponds to a function F n 2 F n . Following Definition 1, a point u 2 9 is constructible if the function F n 2 F n associated with u is constructible. Analogous to 0 3 3 , we define 9 3 def = fu 2 9: u is constructibleg:
Following Definition 2, a point u 2 9 is asymptotically constructible if the function Fn 2 Fn associated with u is asymptotically constructible. Obviously, a point u 2 9 is asymptotically constructible if and only if u 2 9 3 , the closure of 9 3 . Thus it suffices to show that 9 3 = 9. Since 0 3 3 is convex, 9 3 is also convex.
We first show that the point (0; 0; 0; a; a; a; 0a) where a > 0 is in 9 3 . Let X and Y be two independent binary random variables with uniform distributions and Z = X + Y mod 2. 
That is, u is constructible. If u 7 < 0, let t = (0; 0; 0; 0u7; 0u7; 0u7; u7) then w def = u 0 t is a nonnegative vector, and we can find random variables X 1 ; Y 1 ; Z 1 such that
For any > 0, we can find X 2 ; Y 2 ; Z 2 which are independent of (X1; Y1; Z1) such that 
This proves that u is asymptotically constructible. That is, To prove the result, we need to show thatp(x; y; z; u) is a probability distribution. If this is proven, then the conclusion of the theorem is merely a consequence of the inequality The theorem is proved.
Capacity of Fading Channels with Channel Side Information
Andrea J. Goldsmith, Member, IEEE, and Pravin P. Varaiya, Fellow, IEEE Abstract-We obtain the Shannon capacity of a fading channel with channel side information at the transmitter and receiver, and at the receiver alone. The optimal power adaptation in the former case is "water-pouring" in time, analogous to water-pouring in frequency for time-invariant frequency-selective fading channels. Inverting the channel results in a large capacity penalty in severe fading.
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I. INTRODUCTION
The growing demand for wireless communication makes it important to determine the capacity limits of fading channels. In this correspondence, we obtain the capacity of a single-user fading channel when the channel fade level is tracked by both the transmitter and receiver, and by the receiver alone. In particular, we show that the fading-channel capacity with channel side information at both the transmitter and receiver is achieved when the transmitter adapts its power, data rate, and coding scheme to the channel variation. The optimal power allocation is a "water-pouring" in time, analogous to the water-pouring used to achieve capacity on frequency-selective fading channels [1] , [2] .
We show that for independent and identically distributed (i.i.d.) fading, using receiver side information only has a lower complexity and the same approximate capacity as optimally adapting to the channel, for the three fading distributions we examine. However, for correlated fading, not adapting at the transmitter causes both a decrease in capacity and an increase in encoding and decoding complexity. We also consider two suboptimal adaptive techniques: channel inversion and truncated channel inversion, which adapt the transmit power but keep the transmission rate constant. These techniques have very simple encoder and decoder designs, but they exhibit a capacity penalty which can be large in severe fading. Our capacity analysis for all of these techniques neglects the effects of estimation error and delay, which will generally degrade capacity.
The tradeoff between these adaptive and nonadaptive techniques is therefore one of both capacity and complexity. Assuming that the channel is estimated at the receiver, the adaptive techniques require a feedback path between the transmitter and receiver and some complexity in the transmitter. The optimal adaptive technique uses variable-rate and power transmission, and the complexity of its decoding technique is comparable to the complexity of decoding a sequence of additive white Gaussian noise (AWGN) channels in parallel. For the nonadaptive technique, the code design must make use of the channel correlation statistics, and the decoder complexity is proportional to the channel decorrelation time. The optimal adaptive technique always has the highest capacity, but the increase relative
