Precrossed modules and Galois theory  by Everaert, T. & Gran, M.
Journal of Algebra 297 (2006) 292–309
www.elsevier.com/locate/jalgebra
Precrossed modules and Galois theory
T. Everaert a,1, M. Gran b,∗
a Vakgroep Wiskunde, Faculteit Wetenschappen, Vrije Universiteit Brussel, Pleinlaan 2, 1050 Brussel, Belgium
b Laboratoire de Mathématiques Pures et Appliquées, Université du Littoral Côte d’Opale,
50, Rue F. Buisson, 62228 Calais, France
Received 31 January 2005
Available online 29 August 2005
Communicated by Kent R. Fuller
Abstract
The adjunction between crossed modules and precrossed modules over a fixed group can be seen as
a special case of a more general adjunction between internal groupoids and internal reflexive graphs
in a Mal’tsev variety. By using the categorical Galois theory, we characterize the central extensions
with respect to this latter adjunction in terms of the universal algebraic commutator. In particular,
we get a description of the central extensions of precrossed modules and of precrossed rings. This
characterization provides a natural way to define a categorical notion of Peiffer commutator.
 2005 Elsevier Inc. All rights reserved.
0. Introduction
A precrossed B-module (M,∂) is a group homomorphism ∂ :M → B provided with a
(left) action of B on M , such that
∂
(
bm
)= b∂(m)b−1
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T. Everaert, M. Gran / Journal of Algebra 297 (2006) 292–309 293for all b ∈ B and m ∈ M . A morphism of precrossed B-modules f : (M,∂) → (N, ) is a
group homomorphism f :M → N with  ◦ f = ∂ , which preserves the action. We write
B-PrCM for the category of precrossed B-modules and B-CM for the category of crossed
B-modules, where this latter is the full subcategory of B-PrCM whose objects also satisfy
the condition
∂(m)m′ = mm′m−1
for all m,m′ ∈ M . The reflection in the category B-CM of a precrossed B-module (M,∂)
is given by the quotient ηM in the diagram
M
∂
ηM M
〈M,M〉
∂¯
B
where 〈M,M〉 is the Peiffer commutator of (M,∂) with itself, i.e. the normal subgroup of
M generated by all the elements of the form
〈m,m′〉 = mm′m−1(∂(m)m′)−1
with m,m′ ∈ M .
Precrossed modules and crossed modules have an important role in homotopy theory
[18] and in homological algebra [7], and their algebraic properties have been studied ex-
tensively by several authors in recent years.
It is well known that the category of precrossed B-modules B-PrCM is equivalent to
RG(Gp)/B , the category of reflexive graphs in the category Gp of groups over a fixed
group B . Via this equivalence, the category B-CM corresponds to the category Gpd(Gp)/B
of internal groupoids over B , and the adjunction between B-crossed modules and B-
precrossed modules becomes
Gpd(Gp)/B
U
RG(Gp)/B.
F
⊥
Similarly, the categories of precrossed B-rings and of crossed B-rings are equivalent to
the category RG(Rng)/B of reflexive graphs in Rng and to the category Gpd(Rng)/B
of groupoids in Rng (over a fixed ring B), respectively [17]. Also similar is the case of
commutative algebras, for which the reader is referred to [20].
In the present paper, by following a structural approach as in [10,14], we study the
adjunction
Gpd(A)/B
U
RG(A)/B
F
⊥
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theory of central extensions by Janelidze and Kelly [11,12], which is a major application
of the categorical Galois theory [9], to describe the central extensions with respect to this
adjunction. The characterization is the following: an extension f of reflexive graphs
A
d
c
f
C
d ′
c′
B
is a central extension if and only if the universal algebraic commutator [R[f ],R[d]∨R[c]]
is trivial, where R[f ], R[d] and R[c] are the kernel congruences of f , d and c, respec-
tively. In particular, when A = Gp or A = Rng, we obtain the usual notions of central
extension of precrossed modules and of precrossed rings, expressed in terms of the Peiffer
commutator. Remark that the previous description of central extensions also includes the
classical central extensions for groups, for rings or for any Mal’tsev variety: for this, it
suffices to consider the case B = 1.
In the last part of the paper we restrict ourselves to the case where A is a semi-abelian
variety [4,13]. We define a categorical notion of Peiffer commutator, as follows: given any
extension f as above, the Peiffer commutator 〈K[f ],A〉 is defined as the normal subob-
ject of A associated with the congruence [R[f ],R[d] ∨ R[c]]. This Peiffer commutator
will be useful in a forthcoming paper, in which we will establish a generalized Stallings–
Stammbach sequence [22,23].
We finally remark that the results in the present paper provide new links between some
investigations in universal algebra and in homotopical/homological algebra (the interested
reader may find it useful to look also at the paper [12]).
1. Mal’tsev varieties and commutators
In this first section we briefly recall some basic properties of commutators in a Mal’tsev
variety.
In this section A will denote a fixed variety of universal algebras. A is a Mal’tsev va-
riety [21] if its theory has a ternary (possibly derived) operation p(x, y, z) satisfying the
identities
p(x, y, y) = x and p(x, x, y) = y.
Among the examples of Mal’tsev varieties there are groups, where a Mal’tsev operation
is given by p(x, y, z) = x ·y−1 ·z, abelian groups, quasigroups, rings, Lie algebras, Heyting
algebras, von Neumann regular rings, commutative algebras and crossed modules.
Let us then recall a classical theorem due to Mal’tsev:
T. Everaert, M. Gran / Journal of Algebra 297 (2006) 292–309 295Theorem 1.1. Let A be a variety. Then the following conditions are equivalent:
(1) A is a Mal’tsev variety;
(2) any reflexive homomorphic relation in A is a congruence;
(3) for any congruences R and S on any algebra A, R ∨ S = R ◦ S.
Mal’tsev varieties provide a convenient context in which one can develop the theory of
commutators of congruences. We shall adopt the definition of the commutator given by
Janelidze and Kelly in [12] (see also [15]):
Definition 1.2. For an algebra A in a Mal’tsev variety A and congruences R and S on A,
the commutator [R,S] is the smallest congruence on A such that the function
{
(x, y, z) ∈ A3 ∣∣ (x, y) ∈ R and (y, z) ∈ S} 
→ A[R,S] ,
sending (x, y, z) to the [R,S]-class of p(x, y, z), is a homomorphism of algebras.
This definition does not depend on the choice of the Mal’tsev operation p in the theory
of the variety. Moreover, it coincides with the classical definition introduced by Smith [21].
Remark 1.3. Looking at Definition 1.2 and at Theorem 1.1(2), one can see that the com-
mutator [R,S] of two congruences R and S on an algebra A can be described as the
subalgebra of A×A generated by all pairs (u, v),
u = p(s(x1, . . . , xn), s(y1, . . . , yn), s(z1, . . . , zn)),
v = s(p(x1, y1, z1), . . . , p(xn, yn, zn)),
for some n-ary operator s in a fixed signature of A, for p a Mal’tsev operation, and for
elements x1, . . . , xn, y1, . . . , yn, z1, . . . , zn of A having each (xi, yi) in R and each (yi, zi)
in S (for i = 1,2, . . . n).
From now on we shall denote by ∆ and ∇ the smallest and the largest congruence on a
fixed algebra, respectively.
Here there are some well-known properties of the commutator:
(1) [R,S] = [S,R];
(2) S  T ⇒ [R,S] [R,T ];
(3) [R,S ∨ T ] = [R,S] ∨ [R,T ];
(4) if f :A → B is a surjective homomorphism, then f ([R,S]) = [f (R),f (S)], where
f (R) and f (S) denote the direct images along f of the congruences R and S, respec-
tively;
(5) universal property: if q = q[R,S] :A → A/[R,S] is the canonical quotient, then
[q(R), q(S)] = ∆.
There is a well-understood relationship between the commutator of congruences and the
internal structures in a Mal’tsev varietyA. More precisely, given two congruences R and S
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corresponds to the existence of a centralizing double relation on R and S, i.e. a diagram
C
π2π1
p1
p2
S
d2d1
R
d1
d2
X,
in A where each pair of parallel arrows represents a congruence in A,
d1 ◦ π1 = d1 ◦ p1, d1 ◦ π2 = d2 ◦ p1, d2 ◦ π1 = d1 ◦ p2, d2 ◦ π2 = d2 ◦ p2,
and all these commutative squares are pullbacks.
The following lemma will be needed in Section 2:
Lemma 1.4. Suppose C is a centralizing double relation on R and S, and suppose T is a
congruence on R, with T  C:
T
t2
t1
C S
R
d1
d2
X;
then, if d1(T ) = ∆, then also d2(T ) = ∆.
Proof. Suppose any element of T is of the form
x S x
R R
y S z.
Then, since this is also an element of C, as well as
x S x
R R
y S y,
we have z = y, and the result follows. 
Let us finally recall the following definition:
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relation in A is an (internal) equivalence relation.
By Theorem 1.1, a variety of universal algebras is a Mal’tsev category if and only if it
is a Mal’tsev variety. But there are examples of Mal’tsev categories that are not (finitary)
varieties of universal algebras, as, for instance, the category Gp(CHaus) of compact Haus-
dorff groups, the dual category of any elementary topos, the category of C∗-algebras and
the dual category Abop of the category of abelian groups.
2. The characterization of central extensions
In this section, we first recall some basic definitions in the categorical theory of central
extensions [11]. We then characterize the extensions which are central with respect to the
adjunction
Gpd(A)/B
U
RG(A)/B
F
⊥
for A a Mal’tsev variety.
Given an object B in an exact Mal’tsev categoryA, the category Ext(B) of “extensions”
of B is the full subcategory of the comma category A ↓ B whose objects are the regular
epimorphisms with codomain B .
When X is a full reflective subcategory of an exact Mal’tsev category A, closed in A
under subobjects and regular quotients, one says that X is a Birkhoff subcategory of A.
We shall write F :A→ X for the left adjoint to the inclusion functor U :X → A, and
ηA :A → UFA for the A-component of the unit of the adjunction.
The categorical theory of central extensions can be developed when X is a Birkhoff
subcategory of the exact Mal’tsev category A. An extension f :A → B is trivial if the
following commutative square is a pullback:
A
f
ηA
UFA
UFf
B
ηB
UFB.
An extension f :A → B is (E,p)-split, where p :E → B is itself an extension of B , when
π1 :E ×B A → E in the following pullback is a trivial extension of E
E ×B A
π1
π2
A
f
E
p
B.
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f is (E,p)-split. An extension f :A → B is normal when it is split by itself, i.e. if it is
(A,f )-split. If one denotes by Triv(B), Norm(B) and Centr(B) the full subcategories of
the category Ext(B) whose objects are the trivial, the normal and the central extensions
of B , one has the inclusions
Triv(B) ⊆ Norm(B) = Centr(B) ⊆ Ext(B),
where the equality depends on the fact thatA is a Mal’tsev category (Theorem 4.8 in [11]).
Let us fix some more terminology. From now on, A is a fixed Mal’tsev variety of uni-
versal algebras, determined by a fixed set of operators Ω , and a certain set of equations.
We choose a Mal’tsev term p(x, y, z) in the theory of the variety. We write RG(A)/B for
the category of reflexive graphs in A over a fixed algebra B ∈ A. An object (A,d, c, i)
satisfies the equation d ◦ i = 1B = c ◦ i, and morphisms f : (A,d, c, i) → (C,d ′, c′, i′) are
just homomorphisms f :A → C in A with d ′ ◦ f = d , c′ ◦ f = c and f ◦ i = i′. We will
often write A instead of (A,d, c, i), when confusion is unlikely to occur.
Proposition 2.1. The category RG(A)/B of reflexive graphs in A over a fixed algebra
B ∈A is a many-sorted variety.
Proof. The sorts are the (ordered) pairs of elements of B (which can be considered the
domain and the codomain of that sort). For each fundamental n-ary operation α in the the-
ory of A, and for every (ordered) choice of n elements of B , there is an operation αb1,...,bn
acting on the sorts b1, . . . , bn and arriving in the sort α(b1, . . . , bn). Furthermore, for any
element b ∈ B , the sort (b, b) has a constant ib . The axioms of the theory of RG(A)/B are
just the axioms of the theory of A, (suitably) indexed over choices of sorts, supplemented
with αb1,...,bn(ib1 , . . . , ibn) = iα(b1,...,bn), for every fundamental n-ary operation α in the
theory of A and bi ∈ B . 
Remark that pullbacks in RG(A)/B are obtained by pulling back in A. Therefore, if A
is a Mal’tsev variety, RG(A)/B is a Mal’tsev category. Furthermore, regular epimorphisms
of RG(A)/B are just regular epimorphisms in A. Note that RG(A)/B has an initial object
(B,1B,1B,1B) and a terminal object (B×B,π1,π2, δ). The comparison 0 → 1 is, clearly,
a monomorphism, yet in general it is not an isomorphism, i.e. RG(A)/B is a quasi-pointed
variety, but it is not pointed.
Remark that, while RG(A)/B is a many-sorted variety, it is not a one-sorted variety,
in general. Indeed, suppose that, on the contrary, it is a one-sorted variety. Since it is not
pointed, the unique arrow 0 → 1 is not surjective. Since 1 is the one element algebra,
0 must be the empty algebra. In particular, 0 must be strict, i.e. any arrow to 0 is an isomor-
phism. But, clearly, 0 = (B,1B,1B,1B) is not strict, a contradiction. Hence, RG(A)/B
provides an interesting example of a quasi-pointed (many-sorted) variety, which is not
pointed.
Recall from [19] that a reflexive graph (A,d, c, i) in A has a (unique) underlying
internal groupoid structure precisely when [R[d],R[c]] = ∆. It follows that the full subcat-
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RG(A)/B . The reflection is given by
F(A,d, c, i) =
(
A
[R[d],R[c]] , d¯, c¯, i¯
)
,
where d¯ , c¯ and i¯ are induced by d , c and i, respectively. By the properties of the commu-
tator, Gpd(A)/B is closed in RG(A)/B under subobjects and quotient objects, hence it is
a Birkhoff subcategory. Since any central extension is normal under our assumptions, an
extension f in RG(A)/B:
A
d
c
f
C
d ′
c′
B
(A)
is central with respect to Gpd(A)/B precisely when the square
R[f ]
π1
R[f ]
[R[d◦π1],R[c◦π1]]
A
A
[R[d],R[c]]
(B)
is a pullback (where π1 :R[f ] → A is the first projection).
We are now in a position to prove the first direction of our main theorem.
Proposition 2.2. Suppose A is a Mal’tsev variety. If f :A → C (as in (A)) is a central
extension with respect to
Gpd(A)/B
U
RG(A)/B,
F
⊥
then
[
R[f ],R[d]]= ∆ and [R[f ],R[c]]= ∆.
Proof. By assumption, the right-hand side squares in the following diagram are pullbacks,
hence, the left part of the diagram constitutes a centralizing double relation on [R[d],R[c]]
and R[f ]:
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π1 π2
R[f ]
[R[c◦π1],R[d◦π1]]
[R[c],R[d]] A A[R[c],R[d]] .
Since π1(R[π1]) = ∆, also π1([R[π1],R[d ◦ π1]]) = ∆. Consequently, by property (2) of
the commutator and Lemma 1.4, π2([R[π1],R[d ◦ π1]]) = ∆. Clearly π2(R[π1]) = R[f ]
and π2(R[d ◦ π1]) = R[d], hence
[
R[f ],R[d]]= [π2(R[π1]),π2(R[d ◦ π1])]= π2([R[π1],R[d ◦ π1]])= ∆.
Of course, the proof of the second statement is analogous. 
Let us have another look at the commutative diagram (B). SinceA is a Mal’tsev variety,
the factorization φ induced by the universal property of the pullback
φ :R[f ] → A× A
[R[d],R[c]]
R[f ]
[R[d ◦ π1],R[c ◦ π1]]
is a regular epimorphism (Theorem 5.7 in [5]); it follows that (B) is a pullback exactly
when φ is also a monomorphism. This is the case precisely when
R[π1] ∧
[
R[d ◦ π1],R[c ◦ π1]
]= ∆.
This observation will be useful to prove the following
Theorem 2.3. The following conditions are equivalent for an extension f :A → C (as
in (A))
(1) f is a central extension;
(2) [R[f ],R[d]] = ∆ = [R[f ],R[c]].
Proof. Suppose [R[f ],R[d]] = ∆ = [R[f ],R[c]]. We have to prove that
R[π1] ∧
[
R[d ◦ π1],R[c ◦ π1]
]= ∆.
If ((u,u′), (v, v′)) ∈ R[π1] (i.e. if u = v), then p(u′, u, v) = u′. It will suffice then to
prove that p(u′, u, v) = v′, for any element ((u,u′), (v, v′)) in [R[d ◦ π1],R[c ◦ π1]].
So, let ((u,u′), (v, v′)) be in [R[d ◦ π1],R[c ◦ π1]] and let us first assume that it is a
generator. By Remark 1.3 such a generator is of the form
(u,u′) = (p(s(x1, . . . , xn), s(y1, . . . , yn), s(z1, . . . , zn)),
p
(
s(x′1, . . . , x′n), s(y′1, . . . , y′n), s(z′1, . . . , z′n)
))
,
(v, v′) = (s(p(x1, y1, z1), . . . , p(xn, yn, zn)), s(p(x′ , y′ , z′ ), . . . , p(x′n, y′n, z′n)))1 1 1
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(xi, x
′
i ), (yi, y
′
i ), (zi , z
′
i ) ∈ R[f ],(
(xi, x
′
i ), (yi, y
′
i )
) ∈ R[d ◦ π1]
and
(
(yi, y
′
i ), (zi , z
′
i )
) ∈ R[c ◦ π1].
Then
α = p(u′, u, v)
= p(p(s(x′1, . . . , x′n), s(y′1, . . . , y′n), s(z′1, . . . , z′n)),
p
(
s(x1, . . . , xn), s(y1, . . . , yn), s(z1, . . . , zn)
)
,
s
(
p(x1, y1, z1), . . . , p(xn, yn, zn)
))
= p(p(s(x′1, . . . , x′n), s(y′1, . . . , y′n), s(z′1, . . . , z′n)),
p
(
s(x1, . . . , xn), s(y1, . . . , yn), s(z1, . . . , zn)
)
,
p
(
s(x1, . . . , xn), s(x1, . . . , xn), s
(
p(x1, y1, z1), . . . , p(xn, yn, zn)
)))
.
Since
s(x′1, . . . , x′n) R[f ] s(x1, . . . , xn) R[d] s(x1, . . . , xn),
s(y′1, . . . , y′n) R[f ] s(y1, . . . , yn) R[d] s(x1, . . . , xn),
s(z′1, . . . , z′n) R[f ] s(z1, . . . , zn) R[d] s
(
p(x1, y1, z1), . . . , p(xn, yn, zn)
)
,
and [R[f ],R[d]] = ∆,
α = p(p(s(x′1, . . . , x′n), s(x1, . . . , xn), s(x1, . . . , xn)),
p
(
s(y′1, . . . , y′n), s(y1, . . . , yn), s(x1, . . . , xn)
)
,
p
(
s(z′1, . . . , z′n), s(z1, . . . , zn), s
(
p(x1, y1, z1), . . . , p(xn, yn, zn)
)))
.
Then, since
y′i R[f ] yi R[d] xi
and
z′i R[f ] zi R[d] p(xi, yi, zi),
we get
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s
(
p
(
z′1, z1,p(x1, y1, z1)
)
, . . . , p
(
z′n, zn,p(xn, yn, zn)
)))
.
Furthermore, since
x′i R[f ] p(y′i , yi, xi) R[c] p
(
z′i , zi ,p(xi, yi, zi)
)
,
and [R[f ],R[c]] = ∆, it follows that
α = s(p(x′1,p(y′1, y1, x1),p(z′1, z1,p(x1, y1, z1))), . . . ,
p
(
x′n,p(y′n, yn, xn),p
(
z′n, zn,p(xn, yn, zn)
)))
= s(p(p(x′1, x1, x1),p(y′1, y1, x1),p(z′1, z1,p(x1, y1, z1))), . . . ,
p
(
p(x′n, xn, xn),p(y′n, yn, xn),p
(
z′n, zn,p(xn, yn, zn)
)))
.
Finally, by using
x′i R[f ] xi R[d] xi,
y′i R[f ] yi R[d] xi,
z′i R[f ] zi R[d] p(xi, yi, zi),
we get
α = s(p(p(x′1, y′1, z′1),p(x1, y1, z1),p(x1, x1,p(x1, y1, z1))), . . . ,
p
(
p(x′n, y′n, z′n),p(xn, yn, zn),p
(
xn, xn,p(xn, yn, zn)
)))
= s(p(p(x′1, y′1, z′1),p(x1, y1, z1),p(x1, y1, z1)), . . . ,
p
(
p(x′n, y′n, z′n),p(xn, yn, zn),p(xn, yn, zn)
))
= s(p(x′1, y′1, z′1), . . . , p(x′n, y′n, z′n))
= v′.
This proves the claim in the case that ((u,u′), (v, v′)) is a generator. We will now show
that this implies the general case.
Let X be a set of generators of [R[d ◦ π1],R[c ◦ π1]], considered as subalgebra of
R[f ] ×R[f ]. The congruence [R[d ◦ π1],R[c ◦ π1]] is then given by
[
R[d ◦ π1],R[c ◦ π1]
]= ⋃
n∈N
En(X),
where E0(X) = X,
E(X) = X ∪ {s(((u1, u′1), (v1, v′1)), . . . , ((un,u′n), (vn, v′n)))∣∣ s ∈ Ω, ((ui, u′i ), (vi, v′i )) ∈ X},
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We already proved the result for n = 0. Let us then assume that p(u′, u, v) = v′ for any
((u,u′), (v, v′)) ∈ En(X). If we take ((u,u′), (v, v′)) in En+1(X), this element is either in
En(X), or it can be written as
(
(u,u′), (v, v′)
)= ((s(u1, . . . , un), s(u′1, . . . , u′n)), (s(v1, . . . , vn), s(v′1, . . . , v′n)))
with ((ui, u′i ), (vi, v′i )) in En(X), and s in Ω .
p(u′, u, v) = p(s(u′1, . . . , u′n), s(u1, . . . , un), s(v1, . . . , vn))
(1) = s(p(u′1, u1, v1), . . . , p(u′n,un, vn))
(2) = s(v′1, . . . , v′n)
= v′.
Equality (2) follows from the inductive assumption, (1) follows from
u′i R[f ] ui R[d] vi. 
Let us denote Ext(RG(A)/B) the category of extensions in RG(A)/B , and
CExt(RG(A)/B) its full subcategory of central extensions with respect to Gpd(A)/B .
We will now show that CExt(RG(A)/B) is a reflective subcategory of Ext(RG(A)/B):
Proposition 2.4. The category CExt(RG(A)/B) is reflective in Ext(RG(A)/B). The reflec-
tion L : Ext(RG(A)/B) → CExt(RG(A)/B) sends an extension f :A → C (as in (A)) to
the central extension
A
[R[d]∨R[c],R[f ]]
f¯
d¯
c¯
C
d ′
c′
B
with d¯ , c¯ and f¯ induced by d , c and f , respectively.
Proof. By the universal property of the commutator, [R[d¯]∨R[c¯],R[f¯ ]] = ∆, hence The-
orem 2.3 implies that L does indeed send extensions to central extensions. The remainder
of the proof is straightforward. 
3. Precrossed modules and precrossed rings
We now give a description of the central extensions of precrossed modules and pre-
crossed rings, using Theorem 2.3.
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of two sub-precrossed B-modules (subobjects in B-PrCM) S,T M = (M,∂), denoted
〈S,T 〉Gp, is the normal subgroup generated by the elements 〈s, t〉 = sts−1(∂s t)−1 and
〈t, s〉 = tst−1(∂t s)−1, for all s ∈ S and t ∈ T .
The equivalence between the category B-PrCM and the category RG(Gp)/B is de-
fined as follows: with a precrossed B-module (M,∂) is associated the reflexive graph
(BM,π1,π1.(∂ ◦π2), i1), where π1.(∂ ◦π2)(b,m) = b.∂(m), and the product in BM
is given by (b,m)(b′,m′) = (bb′,mbm′). With any reflexive graph (A,d, c, i) of groups
over B is associated the precrossed B-module P(A,d, c, i) = c ◦ Kerd :K[d] → B , where
the action is given by
bk = i(b)k(i(b))−1
for k ∈ K[d], b ∈ B . As we already recalled in the introduction, crossed modules corre-
spond to internal groupoids in the category of groups.
Via this equivalence, the characterization of Theorem 2.3 is easily seen to give the ex-
pected one of central extensions of precrossed modules.
Proposition 3.1. An extension f : (M,∂) → (N, ) in B-PrCM
M
∂
f
N

B
is a central extension with respect to the adjunction
B-CM
U
B-PrCM
F
⊥
if and only if 〈K[f ],M〉Gp = 0.
Suppose then that B is a ring. Recall that a precrossed B-ring (R, ∂) is a two-sided
B-module, together with a B-module morphism ∂ :R → B (B acts upon itself by left and
right multiplication). (R, ∂) is a crossed B-ring if, moreover,
∂(r)r ′ = rr ′ = r∂(r ′)
for all r, r ′ ∈ R. A morphism of B-(pre)crossed rings f : (R, ∂) → (S, ) is a B-module
morphism f :R → S with  ◦ f = ∂ .
Suppose I and J are two sub-precrossed B-rings of a precrossed B-ring R. We de-
note 〈I, J 〉Rng the ideal of R generated by the elements 〈i, j 〉 = ∂(i)j − ij and 〈i, j 〉′ =
T. Everaert, M. Gran / Journal of Algebra 297 (2006) 292–309 305i∂(j) − ij , for all i ∈ I and j ∈ J , and call this, as in the case of precrossed modules, the
Peiffer commutator of I and J .
As in the case of groups, there is an equivalence between the category B-PrCRng of
precrossed B-rings and the category RG(Rng)/B: with a precrossed B-ring (R, ∂) is as-
sociated the reflexive graph (B R,π1,π1 + (∂ ◦ π2), i1). The ring B R is, as additive
group, just B × R, while the product is given by (b, r).(b′, r ′) = (bb′, br ′ + rb′ + rr ′).
With any reflexive graph (R,d, c, i) of rings over B is associated the precrossed B-ring
c ◦ Kerd :K[d] → B , where the actions are given by
bk = i(b)k and kb = ki(b)
for k ∈ K[d], b ∈ B .
Via this equivalence, we obtain the following expected characterization of central ex-
tensions of precrossed rings. We denote by B-CRng the category of crossed rings over B .
Proposition 3.2. An extension f in B-PrCRng
R
∂
f
S

B
is a central extension with respect to the adjunction
B-CRng
U
B-PrCRng
F
⊥
if and only if 〈K[f ],R〉Rng = 0.
4. The Peiffer commutator
In this section, we define a generalized Peiffer commutator, and we give an alternative
description of it when A is a semi-abelian variety. So, from now on, suppose that A is a
semi-abelian (one-sorted) variety [4]. This means that the theory of A has the following
property: there exists a unique constant 0, an integer n, n binary terms αi and a (n+ 1)-ary
term β satisfying the following equations:
αi(x, x) = 0 and β
(
α1(x, y), . . . , αn(x, y), y
)= x
for all i = 1, . . . , n. Of course, any semi-abelian variety is a Mal’tsev variety, where a
Mal’tsev term is given by p(x, y, z) = β(α1(x, y), . . . , αn(x, y), z). Among the examples
of semi-abelian varieties there are groups, abelian groups, rings, Lie algebras, Heyting
semilattices [16] and von Neumann regular rings.
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R[c]] on the algebra A defines in a unique way a congruence [R[f ],R[d] ∨ R[c]] on the
reflexive graph A = (A,d, c, i).
Suppose R is a congruence on a reflexive graph A in RG(A)/B . By the normalization
of R we mean the kernel, in the category RG(A)/B , of the canonical quotient A → A
R
.
Definition 4.1. For any extension of reflexive graphs f :A → C (as in (A)), the normal-
ization of the congruence [R[f ],R[d] ∨ R[c]] in RG(A)/B will be called the Peiffer
commutator of f . We will denote it 〈K[f ],A〉.
This terminology is justified by the fact that 〈K[f ],A〉 is indeed the classical Peiffer
commutator of precrossed modules, when A is the variety of groups.
If N is a normal subobject of a reflexive graph A ∈ RG(A)/B and f :A → A
N
is the
canonical quotient, then we will also write 〈N,A〉 instead of 〈K[f ],A〉.
Denote 〈A〉 the normalization of the congruence [R[d],R[c]] in RG(A)/B . This de-
termines a functor 〈 〉 : RG(A)/B → RG(A)/B which preserves regular epimorphisms, by
property (4) of the commutator.
For each morphism f :A → C in RG(A)/B , 〈R[f ]〉 is a reflexive homomorphic rela-
tion on 〈A〉, hence 〈R[f ]〉 is a congruence on 〈A〉.
We will write (K[f ],A) (using round brackets) for the composite 〈π2〉 ◦ k, where k is
the kernel of 〈π1〉:
K
(〈π1〉)
k
〈
R[f ]〉 〈π1〉
〈π2〉
〈A〉.
Remark that (K[f ],A) is the kernel of the coequalizer of 〈π1〉 and 〈π2〉, and it coincides
with the definition of V1f by Everaert and Van der Linden in the context of semi-abelian
categories [8].
Further note that (K[f ],A) is defined as a (normal) subobject of 〈A〉. However, by
composing with the inclusion 〈A〉 → A, one obtains a subobject of A. It is important to
note that (K[f ],A) is still a normal subobject of A. Indeed, one can easily check that
(K[f ],A) ∼= π2(K[π1] ∧ 〈R[f ]〉) and that K[π1] ∧ 〈R[f ]〉 is a normal subobject of R[f ]
as an intersection of two normal subobjects. In our context, normal subobjects are stable
under regular images: this essentially follows from Theorem 5.7 in [5]. This implies that
π2(K[π1] ∧ 〈R[f ]〉) is a normal subobject of A.
Our aim is now to prove that
〈
K[f ],A〉∼= (K[f ],A)
both regarded as subobjects of A in RG(A)/B .
Since A is a semi-abelian variety, RG(A)/B satisfies all the axioms of a semi-abelian
category with the only exception that it is not pointed. However, since it is quasi-pointed,
RG(A)/B is a sequentiable (in the sense of Bourn [2]) many-sorted variety. This weaker
assumption still guarantees the validity of the short five lemma, the five lemma and the
snake lemma [1].
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Proposition 4.2. [3]. For an extension f :A → C in RG(A)/B , the following conditions
are equivalent:
(1) f is central;
(2) for any x, y :D → A such that f ◦ x = f ◦ y, one has 〈x〉 = 〈y〉.
This proposition can be restated, using ( , ):
Proposition 4.3. For an extension f :A → C in RG(A)/B , the following conditions are
equivalent:
(1) f is central;
(2) (K[f ],A) = 0.
Proof. This is an immediate consequence of Proposition 4.2 and of the fact that, in any
sequentiable category, a morphism is a monomorphism if its kernel is 0. 
Theorem 4.4. For any extension f :A → C, (K[f ],A) = 〈K[f ],A〉.
Proof. By Proposition 2.4, it suffices to prove that by sending an extension f :A → C to
f¯ :A/(K[f ],A) → C one defines a reflection L : Ext(RG(A)/B) → CExt(RG(A)/B).
By Proposition 4.3, it suffices to prove that (K[f¯ ], A
(K[f ],A) ) = 0, for each extension
f :A → C.
Since, clearly, (K[f ],A)K[f ], the factorization f¯ exists. By taking kernel pairs, we
obtain a morphism q :R[f ] → R[f¯ ], which is a regular epimorphism:
R[f ]
π2
π1
q
A
f
r
C
R[f¯ ] A(K[f ],A)
f¯
C.
By applying 〈 〉, the left part of the diagram above becomes
〈R[f ]〉
〈π2〉
〈π1〉
〈q〉
〈A〉
〈r〉
〈R[f¯ ]〉
〈
A
(K[f ],A)
〉
.
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〈 A
(K[f ],A) 〉. Since 〈 〉 preserves regular epimorphisms, 〈q〉 is an epimorphism, hence, it
suffices to prove that 〈r〉 ◦ 〈π1〉 = 〈r〉 ◦ 〈π2〉.
The inclusion 〈A〉 → A induces an arrow 〈A〉
(K[f ],A) → A(K[f ],A) . Furthermore, the square
〈A〉 η
〈r〉
〈A〉
(K[f ],A)
〈
A
(K[f ],A)
〉
i
A
(K[f ],A)
commutes. By definition of (K[f ],A), η◦〈π1〉 = η◦〈π2〉. But, since i is a monomorphism,
this implies that 〈r〉 ◦ 〈π1〉 = 〈r〉 ◦ 〈π2〉. 
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