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INTRODUCTION
Les équations les plus élémentaires issues de la physique sont généralement des équa-
tions riches en symétries. Ces dernières imposent des contraintes sur les solutions pouvant
permettre dans de nombreux cas une résolution explicite ou une description fine de certaines
propriétés qualitatives. Cependant, pour bien des applications, on est amené à considérer des
perturbations de ces équations ne partageant pas nécessairement ces symétries. On peut bien
sûr penser à des perturbations associées à des modèles physiques plus réalistes ou plus pré-
cis mais aussi aux systèmes discrets introduits pour la résolution numérique des équations. En
effet, pour la discrétisation en temps des problèmes d’évolution, l’analyse rétrograde permet
d’identifier un système dynamique discret avec un système dynamique continu en des temps
discrets. Dans le cas de la discrétisation en espace, on identifie une solution d’un problème dis-
cret avec celle d’un problème continu par l’intermédiaire d’un opérateur d’interpolation. C’est
par exemple le principe de l’analyse de Von-Neumann ou des éléments finis.
Dans les cas les plus favorables, la perturbation peut simplement déformer les symétries.
Lorsque l’on cherche à établir une méthode numérique ayant de bonnes propriétés qualita-
tives 1, on cherche naturellement à rentrer dans ce cadre. C’est par exemple tout l’intérêt des
méthodes symplectiques pour l’intégration des systèmes hamiltoniens (voir [78]).
Cependant, que ce soit pour des raisons physiques ou des choix numériques, les perturba-
tions peuvent briser les symétries de l’équation, ce qui peut changer radicalement le compor-
tement des solutions (diminution du nombre d’invariants, perte de stabilité, ...). Par exemple,
lorsque l’on perturbe un système intégrable, des phénomènes de résonances peuvent provo-
quer de larges variations des actions et ainsi changer radicalement la dynamique de l’équation
(voir par exemple [51],[69]). Néanmoins, comme on le verra, dans de nombreuses situations, il
est nécessaire d’attendre des temps très longs (relativement à la taille de la perturbation) pour
pouvoir observer ces effets.
Ce manuscrit contient de nombreuses illustrations de ces phénomènes dans divers con-
textes tels que les équations cinétiques, les problèmes elliptiques et les équations de Schrö-
dinger non linéaires. Il traite d’enjeux à la fois numériques, comme la conception et l’analyse
de schémas ou la recherche de cas test pertinents permettant de valider l’implémentation des
méthodes, mais aussi de problématiques plus théoriques orientées vers des questions de ré-
sonances et de stabilités. Avant de présenter en détail les résultats de cette thèse, on donne
une rapide présentation de l’organisation du manuscrit, des motivations qui ont conduit ces
travaux, des résultats obtenus et de certaines méthodes mises en œuvre.
Le premier chapitre est l’aboutissement d’un travail initié lors du stage de M2. Il est dévolu
à l’étude d’une large classe de schémas aux différences finies compactes pour le problème
de Dirichlet homogène sur le segment r0, 1s. Ces derniers jouissent de propriétés algébriques
remarquables héritées d’une discrétisation de la dérivée seconde respectant ses symétries.
Elles donnent des critères simples de consistance et de stabilité permettant de construire faci-
lement des schémas convergeant à des ordres arbitrairement élevés. En mettant en œuvre des
1. souvent déterminantes, dans le cas des équations d’évolution, pour obtenir des comportements pertinents
en temps longs.
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méthodes d’approximation de Padé, on parvient à identifier les schémas les plus efficaces. A
contrario, en étudiant certains phénomènes de résonances elliptiques, on montre que presque
tout schéma consistant est convergent 2.
Les second et troisième chapitres de cette thèse portent sur l’équation de Schrödinger cu-
bique focalisante discrète (DNLS). Il s’agit d’une semi-discrétisation par différences finies de
l’équation de Schrödinger cubique focalisante présentant à la fois un intérêt numérique et un
intérêt physique. Dans le second chapitre, qui est une collaboration avec Erwan Faou, on ex-
plique comment les termes d’aliasing engendrent une inhomogénéité dans DNLS. Malgré cette
dernière, on parvient à construire des ondes solitaires progressives approchées orbitalement
stables pendant des temps longs devant le paramètre de discrétisation en espace. On montre
également que le défaut de stabilité est entièrement contrôlé par la croissance de normes
de Sobolev discrètes d’indices élevés. Pour renforcer le résultat de stabilité et ainsi justifier
l’existence de solitons sur des temps plus longs, dans le troisième chapitre, on établit, via la
construction d’énergies modifiées, une borne polynomiale sur la croissance de ces normes.
Ces bornes étant effectives sur des temps d’autant plus longs que les normes sont initiale-
ment petites, il fut alors naturel de s’intéresser numériquement puis théoriquement à la dyna-
mique des petites solutions de DNLS. Au vu des résultats des simulations et de la construction
algébrique des énergies modifiées, il semblait alors envisageable de décrire leurs trajectoires
à l’aide de méthodes de mise sous forme normale évitant d’avoir recours à des paramètres
externes. L’analogue de telles constructions semblant être quasi-inexistant pour les équations
de Schrödinger non linéaires continues, ces idées ont conduit à une collaboration avec Erwan
Faou et Benoît Grébert présentée dans le quatrième chapitre de cette thèse. On y introduit
une nouvelle construction de formes normales permettant de conjuguer le flot d’équations ré-
sonnantes, telles que les équations de Schrödinger non linéaires et de Schrödinger-Poisson
sur le tore de dimension 1, à une dynamique intégrable, sur des temps très longs et à des
termes d’ordres arbitrairement élevés près, sur des ensembles contenant la plupart des petites
fonctions régulières.
Le cinquième chapitre de cette thèse est le fruit d’une collaboration avec Michel Mehren-
berger. En prolongeant au second ordre l’analyse linéaire classique des équations de Vlasov-
Poisson au voisinage d’équilibres homogènes, on décrit certains phénomènes asymptotiques
non-linéaires et multidimensionnels tels que les ondes de Best. Il s’agit de l’aboutissement d’un
travail ayant débuté lors d’un projet CEMRACS 3 réalisé en 2016 (ayant donné lieu au procee-
ding [20]). A cette occasion, nous avions réalisé des calculs formels suggérant l’existence de
certains de ces phénomènes, ce qui nous avait permis, grâce à leur observation, de valider
l’implémentation de méthodes numériques pour les équations de Vlasov-Poisson.
Enfin dans le sixième chapitre, qui est une collaboration avec Fernando Casas et Nicolas
Crouseilles, on réalise l’analyse rétrograde des méthodes de splitting pour résoudre l’équation
de transport associée à une rotation dans le plan. Cela nous permet d’étudier et de corri-
ger les pertes de symétries engendrées par ces méthodes. Après avoir réalisé l’analyse de
convergence des méthodes pseudo-spectrales associées, on les met en œuvre pour obtenir
des schémas précis et efficaces pour les équations de Vlasov-Maxwell et Vlasov-HMF.
2. l’ordre de convergence étant donné, à un facteur logarithmique près, par l’ordre de consistance.
3. Centre d’Eté Mathématique de Recherche Avancée en Calcul Scientifique.
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Optimalité et résonances des schémas aux différences finies compactes pour le
problème de Dirichlet homogène sur un segment
Les schémas aux différences finies compactes sont des méthodes numériques visant à
obtenir des approximations de solutions d’équations aux dérivées partielles. Ils sont étudiés
depuis de très nombreuses années et la littérature les concernant est abondante. Cependant,
pour les équations elliptiques, contrairement au cas des équations hyperboliques (voir [53]) et
des équations différentielles ordinaires (voir [78]), il ne semble pas exister d’étude générale
à leur propos. On trouve seulement beaucoup d’exemples de schémas efficaces construits à
partir de considérations variées (énergie, monotonie, fonction de Green, ...)
Le travail présenté dans le premier chapitre de thèse a pour objectif d’être une première
étape à une telle étude. Le sujet des équations elliptiques étant évidement trop vaste, on se
restreint à étudier les schémas aux différences finies compactes pour un problème très acadé-
mique : le problème de Dirichlet homogène en dimension 1, i.e." ´u2pxq “ fpxq, @x Ps0, 1r,
up0q “ up1q “ 0, (DH)
où f P C8pRq est donnée et u P C8pr0, 1sq est à déterminer. Bien que élémentaire, ce problème
permet de mettre en évidence de nombreuses difficultés liées à l’existence d’un bord.
Dans ce contexte, un schéma au différences finies est un système linéaire de la forme
DNuN “ h2SN fN,ex,
où fN,ex “ f|hZ est la restriction du terme source sur la grille de pas h “ pN ` 1q´1, DN P
CNˆN est une matrice carrée de taille N et SN P CpNˆZq est une matrice rectangulaire de
hauteur N et de largeur infinie à support fini. Enfin uN P CN , l’inconnue de ce système, est une
approximation de la solution u de (DH) (i.e. on souhaite avoir uNj » uphjq pour j “ 1, . . . , N ).
Généralement, en excluant les premières et dernières lignes de DN et SN , ces matrices
sont creuses. Elles présentent seulement quelques diagonales non nulles sur lesquelles elles
sont constantes. Dans cette classe très générale de schémas, beaucoup sont construits pour
avoir une propriété de monotonie (voir par exemple [41],[100],[110]) car cette dernière permet
d’obtenir facilement un critère de stabilité (voir [100]), i.e. (dans les cas simples)
Dc ą 0,@N P N˚,@v P CN , c}v}8 ď }DNv}8. (1)
Dans la plupart des cas, pour obtenir cette propriété, on impose à DN d’avoir ses coefficients
diagonaux strictement positifs et ses coefficients extra-diagonaux négatifs. Cependant, ce cri-
tère est trop restrictif : il exclut de nombreux schémas convergents et rend difficile la conception
de schémas d’ordres élevés, c’est-à-dire vérifiant (dans les cas simples)
DC ą 0,@N P N˚,@f P C8pRq, }DNuN,ex ´ h2SN fN,ex}8 ď Ch2n`2 (2)
où 2n est l’ordre (de consistance) et uN,ex “ puphjqqj“1,...,N , u étant la solution de (DH).
L’étude proposée dans le premier chapitre de cette thèse porte sur une classe plus vaste
de schémas. On considère des schémas pour lesquels DN est un polynôme en AN , la discré-
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tisation usuelle de la dérivée seconde, c’est-à-dire
AN “
¨˚
˚˚˚˚
˝
2 ´1
´1 2 ´1
. . . . . . . . .
´1 2 ´1
´1 2
‹˛‹‹‹‹‚P ZNˆN . (3)
On peut tout d’abord remarquer qu’un tel choix n’est pas très restrictif car si on prend une
formule de différences finies symétrique d “ pdjqjPZ qui approche la dérivée seconde, i.e. pour
tout u P C8pRq, ÿ
jPZ
djuphjq » ´h2u2p0q,
alors on obtient 4 une matrice DN qui est un polynôme en AN et dont les termes centraux sont
naturellement construits à partir de d, i.e.
1 ! i ! N ñ @j P J1, NK, pDN qi,j “ dj´i.
Grâce à ce choix, la dérivée seconde et sa discrétisation partagent les mêmes vecteurs propres.
En effet, DN a les même vecteurs propres que AN et on peut facilement prouver que ceux-ci
sont donnés par
ANeNk “ p2 sinppikh{2qq2 eNk où eNk :“ psinppikhjqqj“1,...,N .
Cette construction permet d’obtenir un critère simple et naturel de stabilité : si DN “ P pAN q, il
suffit que P ą 0 sur s0, 4s, que P p0q “ 0 et 5 P 1p0q ‰ 0. On parvient même à renforcer ce critère
en permettant à P de s’annuler sur s0, 4s en imposant des conditions de nature diophantienne à
ses zéros. En imposant aussi une structure naturelle à SN , de nature polynomiale, on parvient
à établir une équivalence entre des estimations de consistance de type (2) et un problème
d’approximation de Padé :
RpXq “ CpXqQpXq mod Xn (4)
où P pXq “ XRpXq est tel que DN “ P pAN q, SN est construite 6 à partir du polynôme Q et C
est la série formelle
CpXq “ 4
˜
arcsinp
?
X
2 q?
X
¸2
“ 2
ÿ
nPN
Xn
pn` 1q2Cn`12n`2
.
Comme on le verra de façon détaillée, la plupart de ces bonnes propriétés sont en fait
héritées des symétries de ces schémas. En effet, les polynômes en AN sont exactement les
matrices 7 des opérateurs de différences finies homogènes et symétriques restreints à l’espace
(stable) des fonctions impaires en 0 et en 1. On peut donc dire que ces schémas ont les mêmes
symétries que (DH).
Dans le premier chapitre de cette thèse, on cherche essentiellement à répondre à deux
questions qualitatives :
4. par une formule de convolution et des choix naturels près du bord
5. ces deux dernières conditions sont naturelles pour obtenir des schémas étant au moins d’ordre 2.
6. cette dernière étant plus technique, on ne la précise pas dans cette introduction.
7. dans la base canonique
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‚ En général, ces schémas sont il stables?
‚ Parmi tous ces schémas quels sont les plus efficaces ?
On parvient à répondre à la première question en démontrant que presque tout 8 schéma
consistant est convergent, son ordre de convergence étant donné 9 par l’ordre de consistance.
On obtient ce résultat en démontrant que la condition diophantienne garantissant la stabilité
est vérifiée de façon générique. Il s’agit d’une démarche similaire à celle mise en œuvre pour
établir la généricité de conditions de non-résonance pour les systèmes hamiltoniens (voir le
quatrième chapitre de cette thèse).
La notion d’efficacité est plus délicate à définir car elle fait intervenir à la fois la précision
du schéma et le temps de calcul requis pour résoudre le système linéaire. On répond donc à
la seconde question en déterminant, à ordre de consistance fixé (i.e. n dans (2)), quels sont
les schémas ayant les matrices DN et SN les plus creuses. On montre que cela revient à dé-
terminer les polynômes R et Q de degrés minimaux tels que Rp0q “ 1 et (4) soit satisfaite. En
adoptant une terminologie classique, on cherche les approximants de Padé de C (voir [11]).
Cependant, pour que ceux-ci soient bien définis et que R vérifie un critère garantissant la sta-
bilité du schéma, il est nécessaire de connaitre des propriétés très fines sur C. Heureusement,
de telles propriétés ont été établies récemment, par Karp et Prilepkina dans [86], pour une
classe de fonctions hypergéométriques généralisées incluant C.
Existence et stabilité d’ondes progressives solitaires pour l’équation de Schrö-
dinger non linéaire discrète
On considère l’équation de Schrödinger sur R possédant une non linéarité cubique focali-
sante
@x P R, iBtupxq “ B2xupxq ` |upxq|2upxq. (NLS)
Il s’agit d’une équation autonome et réversible 10 qui est invariante par les transformations
suivantes$’’’’&’’’’%
Déphasage upt, xq ÞÑ eiγupt, xq γ P T,
Advection upt, xq ÞÑ upt, x´ yq y P R,
Changement de référentiel galiléen upt, xq ÞÑ eivpx´2vtq`iv2tupt, x´ 2vtq v P R,
Changement d’échelle upt, xq ÞÑ λupλ2t, λxq λ P R˚` ,
Rotation upt, xq ÞÑ upt,´xq.
De plus, (NLS) est un système hamiltonien dans la mesure où elle s’écrit (formellement)
´iBtu “ ∇Hpuq
où le gradient est pris dans L2pR;Cq 11 et le hamiltonien H est défini sur H1pR;Cq par
H “ 12} ‚ }
2
9H1pRq ´
1
4} ‚ }
4
L4pRq.
8. au sens de la mesure de Lebesgue sur les polynômes réels
9. à un facteur logarithmique près.
10. c’est-à-dire invariante par la transformation upt, xq ÞÑ u¯p´t, xq.
11. Dans les chapitres 3 et 4 de cette thèse, on considère exclusivement C comme une R-algèbre de dimension
2 munie de la structure euclidienne (et non hermitienne) induite par module.
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Par le théorème de Noether, on voit alors que les invariances par advection et déphasages
sont associées à deux constantes du mouvement#
La masse } ‚ }2L2pRq,
La quantité de mouvement xiBx ‚, ‚yL2pRq.
En dimension 1 et munie d’une non linéarité cubique, l’équation de Schrödinger est une équa-
tion intégrable. On ne précise pas cette notion car elle n’a que peu d’importance dans cette
partie. Cependant, on pourra simplement retenir que (NLS) possède une infinité de constantes
du mouvement et de symétries non linéaires associées.
(NLS) possède une des équilibres relatifs intéressants appelés solitons. Il s’agit de solutions
globales de (NLS) oscillant à la vitesse ξ1 et se déplaçant à la vitesse ξ2 où ξ1 ą pξ2{2q2. Ils
sont donnés explicitement par la formule
upt, xq “ eitξ1`γψξpx´ tξ2 ´ yq
où γ P T, y P R sont des degrés de liberté dus à l’invariance de (NLS) par déphasage et
advection et ψξ est une fonction très régulière et localisée, explicitement donnée 12 par
@x P R, ψξpxq “ e 12 ixξ2
?
2mξ
coshpmξxq avec mξ “
d
ξ1 ´
ˆ
ξ2
2
˙2
.
Lorsque ξ2 “ 0 on parle d’ondes stationnaires tandis que lorsque ξ2 ‰ 0 on parle d’ondes
progressives ou voyageuses.
Ces solitons sont généralement construits à partir des états de plus basses énergies ("ground
states") de (NLS). Plus précisément, on peut montrer (voir par exemple [115]) que
arg min
uPH1pRq
}u}L2“2
Hpuq “ teiγψp1,0qp‚´ yq, pγ, yq P Tˆ Ru.
En observant que ces minimiseurs sont des points critiques du hamiltonien sur la sphère de
L2, on montre naturellement que ce sont des ondes stationnaires. On obtient ensuite les autres
solitons en ajustant la masse à l’aide de l’invariance par dilatation et la quantité de mouvement
grâce à l’invariance galiléenne. L’intérêt principal de cette approche variationnelle est qu’elle
permet de montrer la stabilité orbitale de ces équilibres relatifs. Elle fut démontrée pour la
première fois en 1982 par Cazenave et Lions dans [46] en utilisant la méthode de concentration-
compacité. Ce résultat de stabilité fut ensuite précisé en 1986 par Weinstein dans [115] grâce à
l’introduction de fonctions de Lyapunov. Cette dernière méthode, désormais appelée moment-
énergie, fut alors théorisée et étendue par Grillakis, Shatah et Strauss en 1987 dans [75], [76]
(et récemment revisitée par De Bièvre, Genoud et Rota Nodari dans [58]). Le résultat que l’on
obtient avec la méthode de moment-énergie peut alors s’énoncer sous la forme suivante.
Théorème 1. Pour tout ξ P R2 satisfaisant ξ1 ą pξ2{2q2, on peut trouver une constante c ą 0
telle que pour tout temps t P R et toute solution u de (NLS) dont la condition initiale vérifie
}up0q ´ ψξ}H1pRq ă c, il existe y, γ P R tels que
c}uptq ´ eiγψξp‚´ yq}H1pRq ď }up0q ´ ψξ}H1pRq.
12. l’existence de telles formules est propre à la dimension 1 et aux non linéarités de la forme |u|νu. Elles ne sont
pas indispensables pour notre étude mais permettent de simplifier de nombreuses preuves.
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Ce résultat ne dit a priori rien sur l’évolution de yptq et γptq. Cependant, ce défaut peut être
comblé à l’aide de méthodes dites de modulation qui permettent de contrôler les variations de
| 9γ ´ ξ1| et | 9y´ ξ2| par }up0q ´ ψξ}H1pRq (voir par exemple [67], [81] ou [114]).
Dans les chapitres 2 et 3 de cette thèse, on s’intéresse à une semi-discrétisation de (NLS)
sur une grille de pas 0 ă h ! 1. Il s’agit d’une équation différentielle sur ChZ qui est définie par
@g P hZ, iBt ug “ p∆h uqg ` |ug |2 ug, (DNLS)
où ∆h, le laplacien discret, est défini sur ChZ par
p∆h uqg “ ug`h´2ug `ug´h
h2
.
Cette équation a bien moins de symétries que (NLS). En plus d’être autonome et réversible
elle ne semble être invariante que par les transformations suivantes$&%
Déphasage ugptq ÞÑ eiγugptq γ P T,
Advection discrète ugptq ÞÑ ug´aptq a P hZ,
Rotation ugptq ÞÑ u´gptq.
(DNLS) est elle aussi un système hamiltonien dans la mesure où elle s’écrit
´iBt u “ ∇Hhpuq
où le gradient est calculé pour la norme L2phZq et
Hh “ 12} ‚ }
2
9H1phZq ´
1
4} ‚ }
4
L4phZq,
les normes de Lebesgue et de Sobolev homogènes discrètes étant naturellement définies pour
p P r1,8q, n P N˚ et u P ChZ par
}u }pLpphZq “ h
ÿ
gPhZ
|ug |p et }u }29HnphZq “ xp´∆hqn u,uyL2phZq.
L’advection discrète n’étant pas associée à un groupe de Lie continu, elle n’a pas de raison
d’être associée, par le théorème de Noether, à une constante du mouvement de (DNLS). Ce-
pendant, grâce à l’invariance par déphasage, la masse 13 continue d’être une constante du
mouvement.
(DNLS) n’est pas la semi-discrétisation partageant le plus de symétries avec l’équation
continue (NLS). On peut par exemple penser à la semi-discrétisation intégrable de (NLS) don-
née par l’équation d’Ablowitz-Ladik (voir [2]) ou à des semi-discrétisations utilisant des mé-
thodes de désaliasing qui seront introduites par la suite. Cependant, (DNLS) est probablement
la plus élémentaire et la plus raisonnable en terme de coût de calcul. De plus, l’étude de (DNLS)
est pertinente en elle même car elle intervient naturellement dans la modélisation de certains
phénomènes physiques (voir par exemple [87]).
Dans le second chapitre de cette thèse, qui est un travail en commun avec Erwan Faou,
on s’intéresse à l’existence et à la stabilité d’ondes progressives pour (DNLS), consistantes
13. i.e. définie par } ‚ }2L2phZq.
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avec celles de (NLS). Pour donner une idée du problème, on commence par présenter les
résultats d’une expérience numérique (décrite dans [84]). On considère la solution de (DNLS),
notée u, dont la condition initiale est la restriction d’une onde voyageuse de (NLS) sur la grille
pψξpgqqgPhZ, avec ξ2 ‰ 0. Si (DNLS) possédait une onde progressive orbitalement stable et
proche de celle de (NLS), cette solution devrait ressembler à ψξ pour tout temps et se déplacer
globalement à la vitesse ξ2. C’est exactement ce qui semble se passer dans un premier temps.
Mais au bout d’un temps suffisamment long, l’onde semble ralentir puis s’arrêter. Cependant,
ce phénomène devient quasiment impossible à observer pour des valeurs de h suffisamment
petites (par exemple h “ 1{10 pour ξ “ p1, 1q). Dans la littérature physique, ce phénomène est
connu sous le nom de barrière de Peierls-Nabarro (voir [84],[87], [96]). Il semble nécéssaire
d’attendre des temps exponentiellement longs par rapport à h´1 pour l’observer (voir [96]). Son
existence ainsi que sa description semblent être un problème mathématique ouvert.
Ce phénomène est propre aux ondes voyageuses car pour les ondes stationnaires la situa-
tion est très différente. En 2010, Bambusi et Penati ont prouvé (dans [19]) l’existence d’ondes
stationnaires consistantes avec celles de (NLS). En 2013, en étudiant une discrétisation to-
tale 14 de (NLS), Bambusi, Faou et Grébert donnèrent des résultats sur leur stabilité orbitale
dans [17]. Ces résultats se basent sur une interprétation de (DNLS) en termes d’éléments finis.
Une autre construction, basée sur une interprétation pseudo-spectrale de (DNLS), a été réali-
sée en 2016 par Jenkinson et Weinstein (voir [84]). On résume en partie ces résultats dans le
théorème suivant.
Théorème 2. Pour tout ξ1 ą 0, il existe h0, C, c ą 0 tels que pour tout h ă h0, on puisse trouver
une unique fonction φhξ1 P H1phZ;Rq paire et un réel ζ1 P R, tels que
‚ eiζ1tφhξ1 est une solution de (DNLS),
‚ |ζ1 ´ ξ1| ` }φhξ1 ´ψpξ1,0q |hZ}H1phZq ď Ch2,
‚ }φhξ1 }L2phZq “ }ψpξ1,0q}L2pRq,‚ Si u est une solution de (DNLS) telle que up0q est paire, }up0q}L2phZq “ }ψpξ1,0q}L2pRq et
}up0q ´ φhξ1 }H1phZq ă c alors pour tout t P R, il existe γ P R tel que
}uptq ´ eiγ φhξ1 }H1phZq ď C}up0q ´ φhξ1 }H1phZq.
Ces résultats sont obtenus en se restreignant à l’ensemble des solutions paires de (DNLS)
(qui, par invariance de (DNLS) par rotation, contient toutes les trajectoires issues de conditions
initiales paires). Une solution paire de (DNLS) ne se déplaçant clairement pas, cette astuce
permet d’éluder la question de l’instabilité que le déplacement engendré par une perturbation
non paire pourrait générer mais elle exclut de fait l’étude des ondes progressives. De plus,
puisque (DNLS) ne semble pas posséder de symétrie semblable au changement de référentiel
galiléen de (NLS), on ne peut pas directement ramener l’étude de l’existence et de la stabilité
des ondes voyageuses à celle des ondes stationnaires.
Le déplacement des ondes semblant être un facteur d’instabilité, pour l’étudier on a besoin
de définir une advection sur L2phZq étendant continument l’advection discrète. Une façon na-
turelle de procéder consiste à transporter l’advection des fonctions sur R vers les fonctions sur
la grille à l’aide d’un opérateur d’interpolation Ih : L2phZq Ñ L2pRq. Autrement dit, on définit
14. c’est-à-dire incluant la discrétisation en temps et les conditions aux limites.
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l’advection de pas a P R en faisant commuter le diagramme suivant
L2phZq
Ih

τa // L2phZq
Ih

L2pRq uÞÑup ‚ ´aq // L2pRq
Bien sûr, en général, cette approche ne fonctionne pas car l’advection d’une interpolation n’a
aucune raison d’être une interpolation 15. Cependant, il existe une interpolation pour laquelle on
peut réaliser cette construction. Il s’agit de l’interpolation de Shannon. Elle consiste à prolonger
une fonction de L2phZq en une fonction de L2pRq dont le support de la transformée de Fourier
est compris entre ´pi{h et pi{h. On peut notamment la définir simplement par la formule
Ih :
$&%
L2phZq Ñ L2pRq
u ÞÑ h
ÿ
gPhZ
ug sinc
´pi
h
p‚´gq
¯
,
où sincpxq “ x´1 sinpxq est le sinus cardinal. Son image, notéeBL2h est constituée des fonctions
de L2pR;Cq dont le support de la transformée de Fourier est compris entre ´pi{h et pi{h.
Afin de mieux comprendre le défaut de symétrie de (DNLS) par rapport à cette nouvelle
advection, on conjugue le flot de (DNLS) par l’interpolation Ih pour obtenir un système dyna-
mique sur BL2h. Il s’agit encore d’un système hamiltonien, dont on montrera que ce dernier est
donné par la formule
Hh ˝ I´1h puq “
1
2
ż
R
ˇˇˇˇ
upx` hq ´ upxq
h
ˇˇˇˇ2
dx´ 14
ż
R
p1` 2 cosp2pix{hqq |upxq|4dx.
On observe que le terme quartique contient un terme inhomogène hautement oscillant. Il est
dû au défaut de commutation entre la non linéarité et l’interpolation. On parle donc d’erreur
d’aliasing. A cause de cette inhomogénéité, (DNLS) n’est pas invariant par rapport à l’advection
de Shannon. On ne parvient donc pas à lui appliquer les méthodes classiques permettant
d’obtenir des ondes progressives orbitalement stables.
Pour surmonter cette difficulté, on considère les solutions de (DNLS) comme des perturba-
tions d’un système hamiltonien homogénéisé, appelé (DNLS/A) 16, et dont le hamiltonien est
donné par
rHh ˝ I´1h puq “ 12
ż
R
ˇˇˇˇ
upx` hq ´ upxq
h
ˇˇˇˇ2
dx´ 14
ż
R
|upxq|4dx. (DNLS/A)
Il s’agit d’une démarche semblable à celle mise en place en 2004 par Fröhlich, Gustafson,
Jonsson et Sigal dans [67] et en 2008 par Holmer et Zworski dans [81] pour étudier l’impact
d’un potentiel faiblement oscillant sur les solitons de (NLS).
Par construction, rHh est invariant par l’advection de Shannon et il reste une perturbation
du hamiltonien de (NLS) invariante par déphasage 17. Grâce à des méthodes perturbatives, on
15. par exemple dans le cas d’une interpolation par éléments finis.
16. Cette notation sert à rappeler que l’on a simplement supprimer les termes d’aliasing.
17. On peut cependant remarquer que (DNLS/A) est bien plus proche de (DNLS) que ne l’est (NLS). En terme
de consistance, (DNLS/A) est une approximation de (DNLS) d’ordre infini tandis que (NLS) n’en est qu’une approxi-
mation d’ordre 2.
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parvient donc à construire des solitons pour (DNLS/A) consistants avec ceux de (NLS). De plus,
en utilisant la méthode moment-énergie on construit des fonctions de Lyapunov garantissant
leur stabilité orbitale. Pour faire simple, il s’agit de fonctions invariantes par le flot de rHh et qui
contrôlent, localement dans H1phZq, la distance aux solitons de (DNLS/A).
Étant donnée une solution u de (DNLS) initialement proche d’un des solitons de (DNLS/A)
se déplaçant à la vitesse ξ2, on parvient à montrer que la variation de ces fonctions de Lyapunov
le long de u est essentiellement contrôlée par le produit entre la variation de la quantité de
mouvement et la vitesse ξ2
ξ2xiBxuptq, uptqyL2pRq ´ ξ2xiBxup0q, up0qyL2pRq “ ´ξ2p2pi{hq´1
ż t
0
ż
R
sinp2pix{hq|ups, xq|4dxds,
(5)
où u “ Ih u. Dans le cas des ondes stationnaires, ξ2 “ 0, cette variation est nulle. On retrouve
donc un résultat de stabilité orbitale similaire à celui du Théorème 2. En ce qui concerne les
ondes progressives, il y a deux approches pour contrôler (5).
La première consiste, pour chaque s P p0, tq, à linéariser le terme de droite de (5) autour
d’un soliton de (DNLS/A) proche de upsq. Les solitons de (DNLS/A) étant très réguliers, on
verra que l’on peut négliger les deux premiers termes de cette linéarisation pour se focaliser
sur le terme d’ordre 2. On obtient alors essentiellement un contrôle de (5) par th2n´1δ2nptq où
δnptq est la distance, en norme 9HnphZq, entre upsq et le soliton autour duquel on a linéarisé.
Cependant, (5) ne contrôle cette distance qu’en norme H1phZq. Pour pouvoir conclure avec
un argument de type "bootstrap", on est alors contraint de choisir n “ 1. Cela conduit à avoir
un résultat de stabilité orbitale sur des temps de l’ordre de h´1. Plus précisément, en suivant
soigneusement la phase et la position des solutions à l’aide d’une méthode de modulation, on
obtient le théorème suivant 18.
Théorème 3. Soit Ω un ouvert relativement compact dans
!
ξ P R2 | ξ1 ą pξ2{2q2
)
.
Il existe h0, κ, r, ` ą 0 tels que pour tout h ă h0, tout ξ P Ω, il existe une fonction très régulière
ηhξ P H8pRq et consistante à l’ordre 2 avec ψξ, i.e.
}ηhξ ´ ψξ}H1pRq ď κh2,
qui vérifie la propriété suivante. Si, à une advection et un déphasage près, v P H1phZq est
proche de ηhξ , i.e.
Dγ0, y0 P R, }v´peiγ0ηhξ p‚´ y0qq|hZ}H1phZq ď r,
alors il existe γ, y P C1pRq avec γp0q “ γ0 et yp0q “ y0 tels que la solution de (DNLS) valant
initialement v, notée u, satisfait pour tout t ą 0
δptq ` | 9γptq ´ ξ1| ` | 9yptq ´ ξ2| ď κe
h|ξ2|t
`2 pδp0q ` e´ `h q. (6)
où
δptq :“ }uptq ´ peiγptqηhξ p‚´ yptqqq|hZ}H1phZq.
Remarque 1. Ce résultat appelle quelques remarques :
18. Il s’agit du principal résultat du chapitre 3 de cette thèse.
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‚ Si on omet les deux termes exponentiels dans (6), il s’agit d’un résultat d’existence et de
stabilité de solitons pour (DNLS) consistants avec ceux de (NLS). Cependant, à cause
du terme e´`{h, il ne s’agit que de solitons approchés.
‚ Dans le cas stationnaire, on a ξ2 “ 0. Le premier terme exponentiel est donc constant.
On retrouve donc, de façon approchée, l’existence d’ondes stationnaires pour (DNLS)
donnée par le Théorème 2. Mais on étend le résultat de stabilité à des perturbations
non symétriques.
‚ Dans le cas des ondes voyageuses, le premier terme exponentiel n’est contrôlé indé-
pendamment de h que sur des temps inférieurs à h´1. Comme annoncé précédemment,
il ne s’agit donc que d’un résultat de stabilité orbitale sur des temps de l’ordre de h´1.
‚ Si on considère la solution de (DNLS) telle que up0q “ pηhξ pgqqgPZ, on a δp0q “ 0.
L’estimation (6), nous garantie donc que u se comporte comme une onde voyageuse
sur des temps de l’ordre de h´2.
La seconde approche pour contrôler (5) consiste à utiliser la régularité de upsq. En effet,
grâce au terme hautement oscillant, on peut contrôler le terme de droite par
th2n´1 max
0ďsďt }upsq}
2
9HnphZq.
Un contrôle a priori de la croissance des normes de Sobolev fournit donc un résultat de stabi-
lité orbitale en temps long. Par exemple, une borne uniforme en temps sur la norme 9HnphZq
conduirait à un résultat de stabilité sur des temps de l’ordre de h´2n`1. Pour NLS, l’existence
d’une telle borne peut être obtenue grâce à l’intégrabilité (voir par exemple [104]). Cependant,
pour (DNLS), elle ne semble pouvoir être obtenue que pour n “ 0 et n “ 1 grâce à la conser-
vation de la masse et de l’énergie.
Le troisième chapitre de cette thèse est dévolu à l’obtention d’une borne polynomiale en
temps sur la croissance des normes de Sobolev permettant de profiter de cette approche. Le
résultat y étant établi est le suivant :
Théorème 4. Pour tout n P N˚, il existe C ą 0, tel que pour tout h ą 0, si u est une solution de
(DNLS) alors pour tout t P R
}uptq} 9HnphZq ď C
„
}up0q} 9HnphZq `M
2n`1
3
up0q ` |t|
n´1
2 M
4n´1
3
up0q

,
où
Mup0q “ }up0q} 9H1phZq ` }up0q}3L2phZq.
Grâce à ce théorème, on obtient alors un résultat de stabilité orbitale sur des temps de
l’ordre de h´2 pour des perturbations régulières des solitons.
Théorème 5. Soit Ω un ouvert relativement compact dans
!
ξ P R2 | ξ1 ą pξ2{2q2
)
et h0, κ, r, ` ą
0 les constantes données par le théorème 3.
Pour tout ε, s ą 0, il existe n P N˚ tel que pour tout ρ ą 0, il existe C, T0 ą 0 avec
T0 “ 8 quand ξ2 “ 0 et T0 Ñ8 quand ξ2 Ñ 0,
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et h1 P p0, h0q, tel que pour tout h ă h1, ξ P Ω et tout v P HnpRq, si
}v} 9HnpRq ď ρ et }ψξ ´ v}H1pRq ď
r
2p1` κq
alors toute solution u de (DNLS) telle que
D y0, γ0 P R, @g P hZ, ugp0q “ eiγ0vpg ´ y0q
satisfait, pour tout t ě 0,
t ď T0h´2`ε ñ }uptq ´ peiγptqηhξ p‚´ yptqqq|hZ}H1phZq ď C
´
}ηhξ ´ v}H1pRq ` hs
¯
où γ, y P C1pRq vérifie γp0q “ γ0, yp0q “ y0 et
t ď T0h´2`ε ñ | 9γptq ´ ξ1| ` | 9yptq ´ ξ2| ď C
´
}ηhξ ´ v}H1pRq ` hs
¯
.
Dans de nombreux problèmes, un contrôle polynomial en temps des normes de Sobolev
est obtenu en construisant des énergies modifiées et/ou en utilisant des arguments de disper-
sion. Originellement, ces méthodes furent introduites dans les années 90 par Bourgain (voir
[37]) puis développées par Staffilani (voir [108]). Plus récemment, dans [104], Sohinger les
a notamment mises en œuvre pour contrôler la croissance des normes Hs par ts
`{3 dans le
cadre des équations de Schrödinger munies de non linéarités de type Hartree sur R.
L’estimation donnée par le Théorème 3 est uniquement basée sur la construction d’énergies
modifiées. Il est possible que cette estimation puisse être améliorée par l’utilisation d’estima-
tions de dispersions (dans l’esprit de [104]). Cependant on ne s’attend pas à ce que le gain soit
significatif, d’autant plus que la dispersion est connue pour être plus faible pour (DNLS) que
pour (NLS) (voir [109]).
Afin de donner les grandes lignes de la construction qui est mise en œuvre dans le qua-
trième chapitre de cette thèse, on commence par remarquer que le résultat du Théorème 4 est
homogène et qu’il suffit donc de l’établir pour h “ 1. On introduit ensuite le crochet de Poisson
sur L2pZq. Si K1 et K2 sont deux fonctions régulières sur L2pZq, le crochet de Poisson de K1
et K2 est défini par
tK1,K2u “ ∇K2 ¨ i∇K1,
où la relation z1 ¨ z2 “ <pz1z¯2q, z1, z2 P C définit le produit scalaire sur C.
Ensuite, on admet, dans un premier temps, que l’on peut construire des fonctions régulières
sur L2pZq à valeurs réelles, notées Ep0qn et Ep1qn , telles que
(I) Ep0qn commute 19 avec } ‚ }29H1pZq et E
p1q
n est solution de l’équation homologique
t} ‚ }29H1pZq, Ep1qn u “
1
2t} ‚ }
4
L4pZq, Ep0qn u, (7)
(II) Ep0qn soit équivalente au carré de la norme } ‚ } 9HnpZq
Dc ą 0, c } ‚ }29HnpZq ď Ep0qn ď c´1} ‚ }29HnpZq.
19. c’est-à-dire qu’il vérifie t} ‚ }29H1pZq, Ep0qn u “ 0.
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(III) Ep1qn et t} ‚ }4L4pZq, Ep1qn u soient chacun contrôlés par le produit du carré de la norme } ‚ } 9Hn´1pZq
et d’une puissance de M‚.
On peut facilement déduire de (I), que si u est une solution de (DNLS), alors
d
dt
”
Ep0qn ` Ep1qn
ı
˝ u “ 12t} ‚ }
2
9H1pZq, Ep0qn ` Ep1qn u ˝ u´
1
4t} ‚ }
4
L4pZq, Ep0qn ` Ep1qn u ˝ u
“ ´14t} ‚ }
4
L4pZq, Ep1qn u ˝ u .
Or par conservation de l’énergie et de la masse, on peut contrôler Muptq par Mup0q. Ainsi, grâce
à (II) et (III), on peut obtenir, par récurrence sur n ě 1, l’estimation annoncée dans le Théorème
4.
Comme on vient de le voir, la preuve de ce théorème repose donc essentiellement sur la
construction des fonctions Ep0qn et Ep1qn . Afin d’expliquer comment ces fonctions sont obtenues,
on introduit la transformée de Fourier discrète
F :
$&%
L2pTq Ñ L2pZq
u ÞÑ
ˆż
T
upωqeigωdω
˙
gPZ
.
On note alors p‚ “ F´1 la transformée de Fourier inverse. On cherche Ep0qn sous la forme
Ep0qn puq “
ż
T
fnpωq|pupωq|2dω
où fn est un fonction régulière sur T et Ep1qn sous la forme
Ep1qn “
ż
wPV
gnpwq
2ź
j“1
pupwjqpupw´jqdw
où gn est une fonction régulière sur V “ tw P T4, w1 ` w2 “ w´1 ` w´2u.
De simples calculs montrent alors que Ep0qn commute avec } ‚ }29H1pZq et que l’équation homo-
logique (7) peut être ramenée à l’équation suivante sur fn et gn :
@w P V,
2ÿ
j“1
fnpwjq ´ fnpw´jq “
˜
2ÿ
j“1
cospwjq ´ cospw´jq
¸
gnpwq. (8)
Il s’agit d’un problème de divisibilité que l’on parvient à résoudre grâce à une factorisation
algébrique astucieuse 20. En effet, pour tout k P N impair et tout w P R4 tel que w1 ` w2 “
w´1 ` w´2 ` 2pij où j P Z, on a
2ÿ
j“1
cospkwjq ´ cospkw´jq “ 4 cos
ˆ
k
w1 ` w2
2
˙
sin
ˆ
k
w1 ´ w2 ´ w´1 ` w´2 ` 2pij
4
˙
ˆ sin
ˆ
k
w1 ´ w2 ` w´1 ´ w´2 ` 2pij
4
˙
. (9)
20. et difficilement généralisable.
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En remarquant que lorsque k est impair et ω P T, on a
| sinpkωq| ď k| sinpωq| et | cospkωq| ď k| cospωq|,
on en déduit que si fn est une somme de cosinus associés à des modes impairs alors on peut
trouver une fonction gn régulière sur V telle que (8) soit vérifié. En déterminant explicitement
une fonction fn satisfaisant cette condition et telle que l’hypothèse (II) soit vérifiée, on peut
finalement montrer que Ep1qn vérifie alors (III).
Formes normales rationnelles pour les équations de Schrödinger non linéaires
sur le tore de dimension 1
Présentation du problème Dans le quatrième chapitre de cette thèse, qui est une collabo-
ration avec Erwan Faou et Benoît Grébert, on étudie le comportement en temps longs des
solutions initialement petites et régulières d’équations de Schrödinger non-linéaires. Plus pré-
cisément, on considère les équations de Schrödinger non linéaires suivantes
iBtu “ ´B2xu` ϕp|u|2qu, x P T, t P R, (NLS)
où ϕ est une fonction analytique réelle sur un voisinage de 0 vérifiant ϕ1p0q ‰ 0 ainsi que
l’équation de Schrödinger-Poisson$&% iBtu “ ´B
2
xu`Wu,
´B2xW “ |u|2 ´ 12pi
ż
T
|u|2dx , x P T, t P R. (NLSP)
On est particulièrement intéressé par la dynamique des coefficients de Fourier de leurs solu-
tions. Ces derniers étant définis pour les fonctions u P L1pTq par
upt, xq “
ÿ
aPZ
uaptqeaix.
Par la suite on identifiera toujours u à sa suite de coefficients de Fourier.
Comme on vient de le voir dans la partie précédente (NLS) et (NLSP) sont des systèmes
hamiltoniens. Cependant, ici et pour des raisons essentiellement calculatoires, il est préférable
voir leurs solutions comme des solutions d’un système hamiltonien étendu de la forme
@j P Z,
"
iBtuj “ BvjHpu, vq,
iBtvj “ ´ BujHpu, vq. (10)
En effet, on peut facilement montrer que si Hp‚, ‚¯q est à valeurs réelles (on dit alors que H
est réel) alors pour toute solution régulière u, v de (10) vérifiant vpt “ 0q “ upt “ 0q on a
vptq “ uptq pour tout t. Puisque en pratique, on ne considère que de telles solutions pour des
hamiltoniens réels, on identifie toujours v à u et on note z “ pu, uq. Il s’agit d’une technique très
classique dans l’étude des systèmes hamiltoniens (voir par exemple [18]). Avec ce formalisme
les hamiltoniens de (NLS) et (NLSP) sont
HNLSpzq “
ÿ
aPZ
pa2 ` ϕp0qq|ua|2 `
ÿ
mě2
ϕpm´1qp0q
m!
ÿ
řm
j“1 kj´`j“0
mź
j“1
ukju`j ,
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et
HNLSPpzq “
ÿ
aPZ
a2|ua|2 ` 12
ÿ
k1`k2´`1´`2“0
k1´`1‰0
uk1uk2u`1u`2
pk1 ´ `1q2 .
Pour pouvoir étudier le comportement de petites solutions régulières de (NLS) et (NLSP),
on a besoin de pouvoir mesurer la taille et la régularité d’une fonction. On introduit donc la
famille d’espace classiques suivants
`1s “
#
puaqaPZ P CZ, }u}s :“
ÿ
aPZ
xays|ua| ă 8
+
,
où xay :“ ?1` a2 désigne le crochet japonais. On utilise de tels espaces car ils simplifient
significativement de nombreuses estimations mais il semble tout à fait possible d’adapter les
résultats et constructions qui vont suivre dans des espaces de Sobolev (voir, par exemple, [18]).
La fonction constante égale à 0 étant un équilibre de (NLS) et (NLSP), sur son voisinage
ces équations peuvent être vues comme des perturbations de l’équation linéaire
iBtu “ pµ´ B2xqu, x P T, t P R, (LS)
où µ “ ϕp0q P R pour (NLS) et µ “ 0 pour (NLSP). L’équation de Schrödinger linéaire est elle
aussi un système hamiltonien. Ce dernier est noté Z2 et est donné par
Z2pzq “
ÿ
aPZ
pa2 ` µq|ua|2,
il correspond naturellement à la partie quadratique de HNLS et HNLSP. Comme on peut l’obser-
ver, Z2 est une fonction dépendant de hamiltoniens réels, notés Ia et définis par
Ia “ |ua|2.
Pour un mode a fixé, un tel hamiltonien engendre (par (10)) le flot
ΦtIa :“ u ÞÑ pubetiδa,bqbPZ, t P R
où δ est le symbole de Kronecker. Il est clair que de tels flots commutent. Ils sont donc des
symétries de Z2 et ainsi de (LS). De plus par le théorème de Noether, les Ia sont des constantes
du mouvement pour (LS). La dynamique de (LS) peut même s’exprimer simplement à partir des
Ia " BtIa “ 0,
Btθa “ ´ωa, (11)
où ua “ ?Iaeiθa et les ωa “ a2 ` µ sont les fréquences du système linéaire. On dit donc que
(LS) est intégrable 21 et on appelle les hamiltoniens Ia des actions.
L’étude de perturbation de systèmes hamiltoniens intégrables remonte à Poincaré en 1892
dans [99]. Depuis, ce sujet est devenu classique et de nombreuses méthodes ont été déve-
loppées. La plupart d’entre elles consistent à écrire le système dans de nouvelles variables
21. une définition rigoureuse de ce terme pour les systèmes hamiltoniens en dimension infinie serait particulière-
ment technique et peu utile pour ce qui va suivre. Dans le cas de la dimension finie, on peut se référer à [78].
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(relativement proches des précédentes) dans lesquelles la dynamique est plus claire. Dans les
cas les plus favorables, la dynamique des nouvelles variables est donnée par (11) (souvent à
des termes de reste près d’ordre élevé) mais les fréquences sont des perturbations, dépen-
dant uniquement des actions, des fréquences du système intégrable. Dans ce cas, on dit que
l’on a mis le système sous forme normale. Pour avoir une telle dynamique, il suffit de pouvoir
construire un changement de variables symplectique 22 τ relativement proche de l’identité tel
que dans les nouvelles variables le hamiltonien soit une fonction des actions pIaqaPZ (à des
termes de reste près). Lorsque le changement de variables est défini sur un voisinage de 0 et
que les termes de reste peuvent être choisis d’ordre arbitrairement grand, on parle de forme
normale de Birkhoff. Dans ce cas, on est en mesure de montrer que la variation relative des
actions est petite sur des temps très longs.
Afin d’essayer de mettre (NLS) et (NLSP) sous forme normale de Birkhoff, on cherche le
changement de variables sous la forme du flot au temps t “ 1 d’un petit hamiltonien réel
χ, c’est-à-dire τ “ Φ1χ. Cela garantit, par construction, que le changement de variable est
symplectique et proche de l’identité. Un simple calcul montre alors que si χpzq “ Opz4q on a
H ˝ τ´1 “ Z2pIq ` P4pzq ´ tχ,Z2pIqu `Opz6q,
où H “ HNLS ou H “ HNLSP, P4 est sa partie quartique et t‚1, ‚2u est le crochet de Poisson qui
est défini par
tχ1, χ2u “ i
ÿ
aPZ
Buaχ1Buaχ2 ´ Buaχ1Buaχ2.
Les termes de restes peuvent aussi être déterminés explicitement par un développement de
Taylor 23 grâce à la formule BαH ˝ Φα´χ “ ´tχ,H ˝ Φα´χu.
On cherche alors à construire χ pour que P4pzq ´ tχ,Z2pIqu soit une fonction des actions.
Or, un simple calcul montre que
tuk1uk2u`1u`2 , Z2pIqu “ ipωk1 ` ωk2 ´ ω`1 ´ ω`2quk1uk2u`1u`2 .
“ ipk21 ` k22 ´ `21 ´ `22quk1uk2u`1u`2 .
Dans le cas de (NLS), pour simplifier autant de termes que possible, il est donc naturel de
poser
χ “ ϕ1p0q
ÿ
k1`k2“`1``2
k21`k22‰`21``22
uk1uk2u`1u`2
ipk21 ` k22 ´ `21 ´ `22q
. (12)
On obtient alors
HNLS ˝ τ´1 “ Z2pIq ` ϕ1p0q
ÿ
k1`k2“`1``2
k21`k22“`21``22
uk1uk2u`1u`2 `Opz6q.
22. c’est-à-dire préservant la structure hamiltonienne.
23. ici en α “ 0
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Il y a alors une propriété exceptionnelle, liée à la dimension 1, à observer 24 :
k1 ` k2 “ `1 ` `2
k21 ` k22 “ `21 ` `22
*
ñ pk1, k2q “ p`1, `2q ou pk1, k2q “ p`2, `1q. (13)
Ainsi, le terme quartique dans H ˝ τ´1 est bien une fonction des actions, notée Z4, et valant
Z4pIq “ 2ϕ1p0q
˜ÿ
kPZ
Ik
¸2
´ ϕ1p0q
ÿ
kPZ
I2k . (14)
En répétant la même opération avec les termes d’ordre 6, on parvient facilement à construire
un autre changement de variable τ tel que
HNLS ˝ τ´1 “ Z2pIq ` Z4pIq `
ÿ
k1`k2`k3“`1``2``3
k21`k22`k23“`21``22``23
αk,` uk1uk2uk3u`1u`2u`3 `Opz8q,
où les αk,` P C sont uniformément bornés par rapport à pk, `q et sont, a priori, non nuls. Cepen-
dant, la situation n’est pas aussi simple qu’à l’ordre 4 car certains termes d’ordre 6 ne sont pas
des fonctions des actions : il y a des termes résonnants. En effet, par exemple, on a
´1` 3` 4 “ 0` 1` 5 et p´1q2 ` 32 ` 42 “ 02 ` 12 ` 52.
Quelques résultats sur le sujet On aurait directement rencontré ce problème si on avait
considéré (NLS) quintique (i.e. avec ϕpxq “ ˘x2). Il s’agit d’un réel obstacle pour obtenir une
forme normale de Birkhoff. Par exemple, en 2012, dans [73], Grébert et Thomann ont construit
de petites solutions régulières de (NLS) quintique dont la variation relative des actions n’est pas
petite sur des temps très longs. Un résultat similaire a été obtenu en 2012 par Gérard et Grellier
dans [69](voir Corollary 1) pour une équation de "demi-onde" avec une non linéarité cubique
(i.e. dans (NLS), il faut remplacer ´B2x par |Bx| et prendre φpxq “ x). Cela exclut l’existence
d’une mise sous forme normale de Birkhoff pour ces équations. Des résultats semblables ont
également été établis pour l’équation de Schrödinger cubique sur le tore de dimension 2 (voir
[43] ou [51]).
Dans ce cas, ce qui pose difficulté est l’existence de monômes uk1 . . . ukmu`1 . . . u`m n’étant
pas des monômes en les actions et tels que ωk1 `¨ ¨ ¨`ωkm “ ω`1 `¨ ¨ ¨`ω`m et k1`¨ ¨ ¨`km “
`1`¨ ¨ ¨` `m. Dans cette situation, on dit que l’équation est résonnante. Pour parvenir à exclure
ce genre de situations, une solution consiste à perturber les fréquences à l’aide de paramètres
externes. Par exemple, il est classique de considérer une perturbation de (NLS) par un potentiel
convolutif
iBtu “ ´∆u` ϕp|u|2qu`W ‹ u, x P Td, d ě 1, t P R. (NLS‹)
Dans ce cas, les fréquences sont les quantités ωa “ |a|2 ` ϕp0q `Wa pour a P Zd. On peut
démontrer que pour "la plupart" 25 des potentiels W , on a une minoration "raisonnable" de
24. il s’agit essentiellement du même type de "miracle" que la factorisation astucieuse (9) utilisée dans le travail
sur la croissance des normes de Sobolev discrètes :
k1 ` k2 “ k3 ` k4 ñ k21 ` k22 ´ k23 ´ k24 “ 2´1pk1 ´ k2 ´ k3 ` k4qpk1 ´ k2 ` k3 ´ k4q.
25. en un sens probabiliste.
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|ωk1 ` ¨ ¨ ¨ ` ωkm ´ ω`1 ´ ¨ ¨ ¨ ´ ω`m | par rapport à pk, `q dès que k1 ` ¨ ¨ ¨ ` km “ `1 ` ¨ ¨ ¨ ` `m et
uk1 . . . ukmu`1 . . . u`m n’est pas un monôme en les actions. Il est alors possible de mener à bien
une mise sous forme normale de Birkhoff en poursuivant la stratégie esquissée pour le terme
quartique.
Une telle construction a été menée à bien par Bambusi et Grébert en 2006 dans [18]. Ils
obtiennent ce résultat en prouvant un résultat de mise sous forme normale dans un cadre
général. Ce dernier leur permet notamment de remplacer le terme W ‹ u par Wu (ce dernier
étant plus physique) à condition de travailler en dimension 1 avec des conditions de Dirichlet
homogène. Cette approche a aussi permis, en 2013, dans [64], à Faou et Grébert de contrôler,
pour la plupart des potentiels W , la variation relative des actions dans des espaces de Gevrey
sur des temps exponentiellement longs. Enfin, en 2018, dans [31], Biasco, Massetti, et Procesi
ont montré qu’il est possible, pour la plupart des potentiels W , de contrôler la variation relative
des actions sur des temps exponentiellement longs mais dans des espaces de Sobolev.
Il existe très peu de résultats de formes normales pour les systèmes hamiltoniens réson-
nants pour lesquels on ne fait pas intervenir de paramètres externes (ce qui est naturel d’après
les contre-exemples cités précédemment). Cependant dans le cas particulier de (NLS), en se
plaçant bien en dimension 1 et en ayant une perturbation cubique non triviale (i.e. ϕ1p0q ‰ 0),
on peut trouver quelques résultats. Tous s’appuient sur la propriété exceptionnelle (13) per-
mettant de simplifier le terme d’ordre 4. En effet, après avoir réalisé le changement de va-
riables associé à cette première simplification, les fréquences (de la partie Z2 ` Z4) s’écrivent
wa “ CpIq ` a2 ` Ia où CpIq est une fonction des actions et est indépendante de a. En se pla-
çant dans l’optique où l’on parviendrait à démontrer que les actions sont essentiellement des
constantes du mouvement, ces fréquences sont les mêmes que pour (NLS‹) sauf que la condi-
tion initiale joue le rôle du potentiel convolutif. Cette observation a été faite pour la première fois
en 1996, dans [89], par Kuksin et Pöschel. Ils s’en sont servi pour construire de nombreuses
solutions quasi-périodiques à (NLS). Leur résultat s’appuie sur une autre construction de forme
normale appelée KAM 26. En 1999, dans [12], Bambusi l’a utilisée pour contrôler la variation
relative des actions dans H1 sur des temps exponentiellement longs (en se restreignant à des
solutions satisfaisant des conditions de Dirichlet homogène). Enfin, Bourgain, en 2000, dans
[39] s’en est servi pour contrôler sur des temps très longs la variation relative des actions pour
"la plupart" des conditions initiales dans les espaces de Sobolev. Son résultat s’appuie sur une
construction de forme normale très locale : pour une grande partie des fonctions u0 dans la
boule de taille ε dans Hs, il parvient à conjuguer la dynamique de (NLS) à une dynamique in-
tégrable 27, à des termes d’ordre ε2r près, sur un voisinage de taille εr de tpeiγau0aqaPZ | γ P TZu
(ce résultat devant être compris pour des paramètres tels que 1 ! r ! s). D’une certaine façon,
il obtient une description très locale de la dynamique.
Principaux résultats du chapitre Notre résultat est comparable à celui de Bourgain mais
donne une description beaucoup plus globale de la dynamique : on construit le changement
sur "presque toute" la boule de taille ε. Il nous suffit d’exclure quelques fonctions associées à
des fréquences (i.e. wa “ CpIq ` a2 ` Ia) résonnantes. Nos méthodes permettent aussi de
mettre (NLSP) sous forme normale, qui comme on l’explique par la suite, peut simplement être
vue comme une équation moins résonnante que (NLS).
26. en référence à Kolmogorov, Arnold et Moser.
27. i.e. semblable à (11).
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Notre premier théorème est un résultat de mise sous forme normale à des ordres arbitrai-
rement grands sur un ouvert de la boule de taille 4ε. Sa "taille" est discutée par la suite.
Théorème 6. Soit H “ HNLS ou H “ HNLSP. Pour tout r ě 2, il existe s0 ” s0prq “ Opr2q tel
que pour tout s ě s0 il existe ε0 ” ε0pr, sq tel que pour tout ε ă ε0, il existe des parties ouvertes
Cε,r,s et Oε,r,s de Bsp0, 4εq, la boule de rayon 4ε de `1s, et un changement de variable canonique
et analytique τ : Oε,r,s Ñ Cε,r,s vérifiant
}τpzq ´ z}s ď ε3{2, @z P Oε,r,s, (15)
et mettant H sous forme normale à l’ordre 2r :
H ˝ τ´1 “ Z `R
où
‚ Z “ ZpIq est une fonction régulière des actions ;
‚ le terme de reste, R, est d’ordre ε2r`2 sur Cε,r,s, c’est-à-dire
}XRpzq}s ď ε2r`1, @z P Cε,r,s. (16)
où XR est le champ de vecteur associé à R, c’est-à-dire XR “ ´ipBu¯aRqaPZ.
Le second résultat donne le principal corollaire dynamique que l’on est en droit d’attendre
d’une telle mise sous forme normale : le flot engendre une faible variation relative des actions
pendant des temps très longs, mais seulement sur une partie Vε,r,s de l’ouvert sur lequel le
changement de variable est défini (ce qui est naturel).
Théorème 7. On considère H et ε0pr, sq comme dans le Théorème 6 et puaptqqaPZ les coef-
ficients de Fourier d’une solution u du système Hamiltonien associée à H. Alors, pour tout
ε ă ε0, il existe un ouvert Vε,r,s Ă Oε,r,s, tel que si upt “ 0q P Vε,r,s, on a
|t| ď ε´2r`1 ñ
"
supaPZ xay2s
ˇˇ|uaptq|2 ´ |uap0q|2 ˇˇ ď 3ε5{2,
puaptqqaPZ P Oε,r,s et en particulier }uptq}s ď 4ε.
On discute enfin de la taille des ouverts sur lesquels ont lieu ces résultats. Le plus petit
d’entre eux étant Vε,r,s, c’est ce dernier que l’on cherche à mesurer. Tout d’abord, on peut noter
que Vε,r,s est une sorte de cylindre dans le sens où
puaqaPZ P Vε,r,s ñ @θ P TZ, peiθauaqaPZ P Vε,r,s.
Il suffit donc de mesurer la taille de l’ensemble des fonctions à coefficients réels appartenant à
Vε,r,s. Pour faire cela, on définit une fonction aléatoire à valeurs dans la boule de taille 1{2 de
`1s
u0pxq “ c
ÿ
aPZ
a
Iae
iax, (17)
où I “ pIaqaPZ sont des variables aléatoires indépendantes distribuées dans p0, xay´2s´4q et
c “ p2piq´1 tanh pi est une constante de normalisation pour avoir presque sûrement }εu0}s ă
ε{2. On estime alors la taille de Vε,r,s en mesurant la probabilité que εu0 P Vε,r,s (auquel cas
on dit que εu0 est non résonant). Il s’agit de la même démarche que celle mise en oeuvre par
Bourgain dans [39] pour obtenir un résultat pour la plupart des petites fonctions de Hs.
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Théorème 8. Si pour tout a P Z, I2a est uniformément distribuée dans p0, xay´4s´8q alors il
existe ε0pr, sq ą 0 tel que
@ε ď ε0, Ppεu0 P Vε,r,sq ě 1´ ε1{3.
L’obtention d’une estimation asymptotique de la mesure de l’ensemble non résonnant (i.e.
1´ ε1{3) est un des points forts de notre construction. Il permet d’affirmer d’une certaine façon
que même lorsque l’on s’intéresse à des temps particulièrement grand (i.e. r " 1), on trouve
toujours beaucoup de conditions initiales non résonantes. Avec la construction de Bourgain,
cette borne se dégraderait vraisemblablement 28 avec r (i.e. 1´ενprq où νprq Ñ 0 quand r Ñ8).
Pour analyser la stabilité des petites solutions régulières de (NLS) et (NLSP), il serait natu-
rel (et tout particulièrement d’un point de vue numérique) de tirer aléatoirement u0 et d’observer
l’asymptotique des trajectoires issues de εu0 quand ε tends vers 0. Cependant, le Théorème 8
ne permet pas de prédire le résultat d’une telle expérience car il impose que εu0 soit tiré aléa-
toirement dans la boule de taille ε{2. Sur cette question, les résultats que nous obtenons sur
(NLS) et (NLSP) diffèrent. Le premier résultat concerne (NLSP), il affirme que l’on observera
bien une préservation relative des actions sur des temps toujours plus longs à mesure que ε
diminue.
Théorème 9 (Cas (NLSP)). Si pour tout a P Z, Ia est uniformément distribuée dans p0, xay´2s´4q
alors pour ε0 ă εp0q0 pr, sq on a
Pp@ε ď ε0, εu0 P Vε,r,sq ě 1´ ε1{30 .
Remarque 2. Pour (NLSP), il est possible de tirer les actions selon une loi générant, avec une
plus forte probabilité, des conditions initiales plus dégénérées (c’est-à-dire avec des coeffi-
cients de Fourier proches de 0). Ce sont généralement des conditions initiales avec un nombre
fini de coefficients de Fourier non nuls (i.e. des polynômes trigonométriques) qui permettent,
pour les équations résonantes, de construire des solutions dont la variation relative des actions
n’est pas petite en temps très longs (voir par exemple [43], [51],[73]).
Pour (NLS), la situation semble plus complexe car notre construction laisse apparaitre un
nouveau phénomène de résonances liant ε à u0 (on le discutera par la suite). Cependant on
parvient à montrer que de telles résonances sont rares, dans le sens où en tirant aléatoirement
u0, on observe bien une préservation relative des actions sur des temps toujours plus longs à
mesure que ε diminue à condition de se restreindre à des valeurs de ε choisies aléatoirement
avec une décroissance au moins géométrique, c’est-à-dire ε P tεn, n P Nu où
εn “ 2´n`xn , n P N
avec pxnqnPN une famille de variables aléatoires uniformément distribuées dans p0, 1q et indé-
pendantes de I.
Théorème 10 (Cas (NLS)). Si pour tout a P Z, I2a est uniformément distribuée dans p0, xay´4s´8q
alors pour n0 ě np0q0 pr, sq, il y a une probabilité supérieure à 1´2´n0{6 d’obtenir u0 de telle sorte
que la probabilité que εnu0 soit non résonant pour tout n ě n0 est supérieure à 1´ 2´n0{6. Plus
formellement, on a
P
´
P
`@n ě n0, εnu0 P Vεn,r,s | u0˘ ě 1´ 2´n0{6¯ ě 1´ 2´n0{6.
28. dans son article, il ne cherche pas à lier la taille de son ensemble non résonant à ε.
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Remarque 3. Les εn ne sont pas nécessairement indépendants. On peut tout à fait choisir
εn “ 2´nε0.
Discussion sur la preuve de ces résultats La preuve de nos résultats repose sur une nou-
velle théorie de formes normales rationnelles, elle est très différente de celle de Bourgain dans
[39]. Elle s’apparente beaucoup plus à une mise sous forme normale de Birkhoff classique.
Afin de l’expliquer, reprenons la construction que l’on avait débutée pour (NLS).
On avait construit un premier changement de variables symplectique proche de l’identité
noté τ tel que
HNLS ˝ τ´1pzq “ Z2pIq ` Z4pIq `Opz6q
où Z4 est donné par (14). Ce résultat avait été obtenu en prenant τ “ Φ1χ où χ était obtenu en
résolvant explicitement l’équation homologique
tχ,Z2u “ ϕ1p0q
ÿ
k1`k2“`1``2
k21`k22‰`21``22
uk1uk2u`1u`2
et en observant que les termes quartiques restant étaient des monômes en les actions (voir
(13)). En effectuant la même construction aux ordre supérieurs, on ne parvient pas à avoir
des termes ne dépendant que des actions mais on peut néanmoins mettre HNLS sous forme
normale résonante. C’est-à-dire construire τ tel que
HNLS ˝ τ´1pzq “ Z2pIq ` Z4pIq `
2rÿ
m“1
ÿ
k1`¨¨¨`km“`1`¨¨¨``m
k21`¨¨¨`k2m“`21`¨¨¨``2m
αk,` uk1 . . . ukmu`1 . . . u`m `Opz2r`2q
où les αk,` P C sont uniformément bornés par rapport à pk, `q (cette construction est due à
Kuksin et Pöschel dans [89]).
Avec cette construction tous les termes jusqu’à l’ordre 2r commutent avec Z2. On ne peut
donc plus espérer se servir de Z2 pour les rendre intégrables (i.e. éliminer les termes n’étant
pas des monômes en les actions). Il est donc naturel de chercher à utiliser Z4. On cherche à
faire un nouveau changement de variables donné par Φ1χ où le hamiltonien χ est solution de
l’équation homologique
tχ,Z4u “
ÿ
k1`k2`k3“`1``2``3
k21`k22`k23“`21``22``23
αk,` uk1uk2uk3u`1u`2u`3 ´ Z6pIq
“
ÿ
k1`k2`k3“`1``2``3
k21`k22`k23“`21``22``23tk1,k2,k3uXt`1,`2,`3u“H
αk,` uk1uk2uk3u`1u`2u`3
où Z6 est la partie du terme sixtique deHNLS˝τ´1 ne dépendant que des actions. Pour résoudre
une telle équation, il suffit d’observer par un calcul très explicite que
tuk1uk2uk3u`1u`2u`3 , Z4u “ ipIk1 ` Ik2 ` Ik3 ´ I`1 ´ I`2 ´ I`3quk1uk2uk3u`1u`2u`3 .
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Formellement, pour résoudre l’équation homologique, il suffirait donc de poser
χ “
ÿ
k1`k2`k3“`1``2``3
k21`k22`k23“`21``22``23tk1,k2,k3uXt`1,`2,`3u“H
αk,`
uk1uk2uk3u`1u`2u`3
ipIk1 ` Ik2 ` Ik3 ´ I`1 ´ I`2 ´ I`3q
.
Il s’agit d’un hamiltonien plus complexe que ceux introduits précédemment. Il ne s’agit plus d’un
polynôme mais d’une fraction rationnelle dont le dénominateur peut s’annuler. Pour définir son
flot, il faut donc être en mesure de contrôler le dénominateur. C’est pour cela l’on ne parvient
pas à faire une mise sous forme normale de Birkhoff sur toute une boule mais seulement sur
un ouvert qu’elle contient.
Par des estimations de probabilités assez élémentaires, on peut montrer que si u est ti-
rée aléatoirement selon l’une des lois évoquées précédemment, on a, avec une probabilité
supérieure à 1´ cγ (c étant une constante universelle)
@pk, `q, |Ik1 ` Ik2 ` Ik3 ´ I`1 ´ I`2 ´ I`3 | ě γ ε2
˜
6ź
j“1
xµjpk, `qy´2
¸
xµminpk, `qy´2s (18)
où pµjpk, `qqj“1,...,6 est égal à pk1, k2, k3, `1, `2, `3q à permutation près de sorte à avoir |µmin| “
|µ6| ď ¨ ¨ ¨ ď |µ1|.
Dans cette minoration, il y a quatre facteurs. Le premier, γ, peut être pensé 29 comme une
constante. Le second facteur, ε2 est un terme d’homogénéité 30, il ne pose aucun problème
dans les estimations. Le troisième facteur (le produit) vient du fait que l’on a cherché à obtenir
une estimation uniforme par rapport à k et `. Le quatrième facteur est naturel car, dans la
mesure où l’on considère des solutions régulières, les actions décroissent fortement.
A cause du troisième facteur l’estimation (18) n’est pas stable par une petite perturbation
relative des actions dans `1s (quitte à changer γ en γ{2). Elle ne permet donc pas d’obtenir
un ouvert sur lequel on pourrait définir le changement de variables. Il existe cependant une
méthode classique 31 pour surmonter cette difficulté. Elle consiste à tronquer en fréquences
les monômes par rapport au troisième plus grand indice.
En effet, considérons un monômeM “ uk1 . . . ukmu`1 . . . u`m oùm ě 2 tel que |µ3pk, `q| ě N
et k1`¨ ¨ ¨`km “ `1`¨ ¨ ¨``m, alors son champ de vecteurXM “ piBuaMqaPZ vérifie l’estimation
}XM}s ď mxµ1pk, `qys
mź
j“2
xµjpk, `qy´s}u}2m´1s ď mp2m´ 1qsN´s}u}2m´1s ,
car, grâce à la structure de convolution, on a p2m´ 1q|µ2pk, `q| ě |µ1pk, `q|. Si on choisit
N » ε´ 2rs (19)
alors il s’agit d’un terme d’ordre 2r` 2m´ 1, c’est-à-dire un terme de reste qu’il n’y a donc pas
besoin de résoudre.
29. même si à la fin de la preuve on le prend égal à ε1{3, mais à ce niveau il s’agit surtout d’un détail technique.
30. les actions sont clairement des termes d’ordre 2.
31. voir par exemple dans [64].
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Il suffit donc de considérer le hamiltonien
χ “
ÿ
k1`k2`k3“`1``2``3
k21`k22`k23“`21``22``23tk1,k2,k3uXt`1,`2,`3u“H
|µ3pk,`q|ďN
αk,`
uk1uk2uk3u`1u`2u`3
ipIk1 ` Ik2 ` Ik3 ´ I`1 ´ I`2 ´ I`3q
. (20)
Pour ce dernier, l’estimation du dénominateur (i.e. (18)) est plus favorable car si pk, `q sont des
indices de la somme précédente, on peut facilement vérifier que |µ1pk, `q| ď CN2 (où C est
une constante universelle). Ainsi, avec une probabilité supérieure à 1 ´ cγ (où c est une autre
constante universelle), on a pour de tels indices
|Ik1 ` Ik2 ` Ik3 ´ I`1 ´ I`2 ´ I`3 | ě γ ε2N´8xµminpk, `qy´2s. (21)
Puisque 1 ! r ! s, ε2N8 est de la forme ε2` (voir (19)). L’estimation (21) est donc stable
(quitte à changer γ en γ{2) pour des perturbations relatives de u dans `1s de l’ordre de εν pour
n’importe quel constante universelle ν ą 1. Pour montrer que le flot engendré par χ est bien
défini jusqu’au temps 1 pour des fonctions vérifiant une estimation du type (21) et est proche
de l’identité, il suffit de montrer son champ de vecteurs est petit devant ε. En omettant 32 les
termes dus à une dérivation du dénominateur, on obtient naturellement une estimation du type :
}Xχ}s À ε3N8xµ1pk, `qys xµ2pk, `qy
´s . . . xµ6pk, `qy´s
xµminpk, `qy´2s }u{ε}
5
s.
Les premiers et derniers facteurs sont des termes d’homogénéité : si u est dans la boule de
taille ε, il s’agit d’un terme d’ordre 3´. Le facteur xµ1pk, `qys vient du contrôle du champ de
vecteurs dans `1s, comme on l’a vu précédemment, il peut être facilement compensé par le
terme xµ2pk, `qy´s du numérateur. Enfin, puisque ici µ6pk, `q “ µminpk, `q, le dénominateur peut
être compensé par xµ5pk, `qy´sxµ6pk, `qy´s.
Par ce changement de variables, on a pu éliminer les termes d’ordre 6 non intégrables. Le
hamiltonien s’écrit donc 33
HNLS ˝ τ´1 “ Z2pIq ` Z4pIq ` Z6pIq `
rÿ
m“4
K2mpzq `Opε2r`1q,
où le terme de reste a son champ de vecteurs contrôlé par ε2r`1 et K2m est une fraction
rationnelle homogène d’ordre 2m, s’écrivant comme une somme de termes de la forme
uk1 . . . ukmu`1 . . . u`m{Pk,`pIq
avec Pk,` un polynôme 34 et pk, `q vérifiant kα1 ` ¨ ¨ ¨ ` kαm “ `α1 ` ¨ ¨ ¨ ` `αm pour α “ 1, 2.
Grâce à la relation algébrique
t 1
Pk,`pIquk1 . . . ukmu`1 . . . u`m , Z4pIqu “
1
Pk,`pIqtuk1 . . . ukmu`1 . . . u`m , Z4pIqu,
32. ces derniers peuvent être contrôlés similairement.
33. pour un nouveau changement de variable toujours noté τ .
34. dont le degré est contrôlé par rapport à m
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il semble envisageable de supprimer les fractions rationnelles ne dépendant pas que des ac-
tions en faisant, comme pour les termes d’ordre 6, un changement de variables s’appuyant sur
Z4. On pourrait d’ailleurs effectivement faire une telle construction pour les termes d’ordre 8.
Cependant, il existe, à partir de l’ordre 10, des termes que l’on ne parvient pas à supprimer car
le champ de vecteur du hamiltonien qu’il faudrait introduire n’est pas petit. Plus précisément, à
l’ordre 10, il y a des termes de la forme
uk1uk2uk3u`1u`2u`3I
4
0
pIk1 ` Ik2 ` Ik3 ´ I`1 ´ I`2 ´ I`3q2
(22)
où pk, `q vérifient exactement les mêmes hypothèses que les monômes d’ordre 6 que l’on a
résolu. Pour supprimer un tel terme, le hamiltonien que l’on devrait introduire contiendrait un
terme de la forme
χ “ uk1uk2uk3u`1u`2u`3I
4
0
ipIk1 ` Ik2 ` Ik3 ´ I`1 ´ I`2 ´ I`3q3
.
En omettant les termes dus à une dérivation du dénominateur, l’estimation naturelle du champ
de vecteurs associé à cet hamiltonien est du type
}Xχ}s À ε9N24xµ1pk, `qys xµ2pk, `qy
´s . . . xµ6pk, `qy´s
xµminpk, `qy´6s }u{ε}
15
s .
On voit apparaitre un problème : on ne parvient pas à compenser le dénominateur par des fac-
teurs présents au numérateur. Pour s’en convaincre, on peut considérer un cas "critique" pour
lequel |µ1pk, `q| » |µ6pk, `q| » N . Auquel cas, l’estimation devient }Xχ}s ď ε9N24`2s}u{ε}15s .
Or N avait été construit pour que N´s soit un terme d’ordre 2r en ε, on a donc ε9N24`2s »
εp´4r`9q´ " 1.
Sur cet exemple, la principale difficulté provient du terme I40 au numérateur. Dans la boule
de taille ε de `1s, il est typiquement de taille ε, ce qui ne permet pas de compenser les petits
dénominateurs. Des termes problématiques de ce type apparaissent dans le développement
du hamiltonien à partir de la résolution des termes d’ordre 6. Plus précisément, si χ est le
hamiltonien donné par (20), alors tχ, tχ,Z6uu contient naturellement un terme de la forme (22).
Si Z6 avait une forme similaire à Z4 en étant un polynôme symétrique en les actions, de tels
termes n’apparaitraient pas 35. Cependant, la partie non symétrique de Z6 est non nulle et est
de la forme
ϕ1p0q2
ÿ
a‰b
I2aIb
pa´ bq2 .
Ce terme apparait à partir de la résolution des termes non résonants d’ordre 4 comme une
partie de tχ, P4u où χ est donné par (12) et P4 est la partie quartique de HNLS. Il semble donc
empêcher une mise sous forme normale au delà de l’ordre 10. Cependant, en adaptant le pro-
cessus de mise sous forme normale, ce terme peut s’avérer très utile. Pour mieux comprendre
cette affirmation, retournons à (NLSP).
De même que pour (NLS), on peut facilement construire un premier de changement de
variables symplectique τ , proche de l’identité, tel que
HNLSP ˝ τ´1 “ Z2pIq ` Z4pIq `Opz6q
35. il faudrait bien sûr faire le même genre d’hypothèse sur Z2mpIq avec m ě 4 pour que des termes probléma-
tiques n’apparaissent pas à des ordres encore supérieurs.
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où ici Z4pIq est très similaire à la partie non symétrique de Z6pIq (pour (NLS)) :
Z4pIq “
ÿ
a‰b
IaIb
pa´ bq2 .
Supposons que l’on veuille résoudre (avec Z4) un terme de la forme
fpIquk1 . . . ukmu`1 . . . u`m
où fpIq est une fonction ne dépendant que des actions, k, ` vérifient |µ3pk, `q| ě N et kα1 `
¨ ¨ ¨ ` kαm “ `α1 ` ¨ ¨ ¨ ` `αm pour α “ 1, 2 et le numérateur ne dépend pas que des actions. On est
naturellement amené à considérer le changement de variables induit par le hamiltonien
χ “ fpIquk1 . . . ukmu`1 . . . u`m
iωk,`pIq
où
ωk,`pIq :“
˜
mÿ
j“1
BIkj ´ BI`j
¸
Z4pIq “
ÿ
aPZzk,`
Ia
mÿ
j“1
1
pa´ kjq2 ´
1
pa´ `jq2 ` Lk,`pIk, I`q
avec Lk,`pIk, I`q une fonction linéaire de Ik1 , . . . , Ikm , I`1 , . . . , I`m . On peut montrer qu’il existe
toujours au moins un indice a dans la somme de droite, inférieur à 3m et tel que le coefficient
associé à Ia soit non nul. On en déduit directement, qu’avec une grande probabilité, on a un
contrôle de ωk,`pIq du type
ωk,`pIq Á ε2Nαm » ε2` ,
où αm ne dépend pas de smais que dem. Contrairement au cas de (NLS), il n’y a pas le facteur
xµminpk, `qy´2s. Ainsi grâce à la présence d’actions associées à des fréquences indépendantes
de k et ` au dénominateur, on parvient à résoudre des termes d’ordres arbitrairement élevés
avec Z4 (pour (NLSP)).
On voudrait donc procéder de même avec Z6 pour (NLS). Cependant un simple argument
de degré montre qu’une telle construction n’est pas possible, on n’obtiendrait pas des termes
d’ordres de plus en plus élevés. En effet, si tχ,Z6u permettait de simplifier un terme d’ordre
2m alors χ serait d’ordre 2m ´ 4. Or le changement changement de variables ferait aussi
apparaitre un terme de la forme tχ,Z4u qui est d’ordre 2m ´ 2 et qui n’a aucun raison de ne
dépendre que des actions. Pour surmonter cette difficulté, on adopte une construction de forme
normale inspirée de KAM : on résout avec le polynôme inhomogène Z4 ` Z6. Cette dernière
fait apparaitre des dénominateurs de la forme
Ωk,`pIq “
˜
mÿ
j“1
BIkj ´ BI`j
¸
pZ4pIq ` Z6pIqq.
Ces derniers peuvent typiquement être minorés par des quantités du type
Nαm maxpε2xµminpk, `qy´2s, ε4q.
Autrement dit, ils vérifient à la fois l’estimation que l’obtiendrait pour Z4 seul et celle pour Z6. On
peut donc soit voir le dénominateur comme un terme d’ordre 4, soit comme un terme d’ordre
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2 devenant dégénéré pour les hautes fréquences. Ce constat nous permet, via la construction
d’une classe d’hamiltoniens sous forme de fractions rationnelles inhomogènes, de résoudre
tous les termes d’ordres supérieurs ou égaux à 8 pour (NLS). La construction et l’analyse
de cette classe est la partie la plus technique de notre preuve. C’est l’inhomogénéité de ces
fractions rationnelles qui rend possible l’existence de résonances liant u0 et ε, expliquant ainsi
les différences entre le Théorème 9 pour (NLSP) et le Théorème 10 pour (NLS).
Quelques comportements non linéaires de solutions des équations de Vlasov-
Poisson
Le cinquième chapitre de cette thèse est le fruit d’une collaboration avec Michel Mehren-
berger traitant de la dynamique de certaines solutions des équations de Vlasov-Poisson$’’&’’%
Btf ` v ¨∇xf ´∇xφ ¨∇vf “ 0
∆xφ “ npfq ´
ż
Rd
fdv
fpt “ 0q “ f0.
(VP)
où f “ fpt, x, vq : R ˆ Td ˆ Rd Ñ R est une fonction de distribution, φ “ φpt, xq : R ˆ Td Ñ R
est un potentiel électrique, Td “ R{L1Z ˆ ¨ ¨ ¨ ˆ R{LdZ est un tore de dimension d ě 1 et
npfq “ ťTdˆRd fdxdv. D’un point de vue physique, il s’agit d’un modèle simple pouvant décrire
l’évolution d’un plasma.
Ce travail trouve son origine dans un projet CEMRACS réalisé en 2016 avec Yann Bar-
samian, Sever Hirstoaga et Michel Mehrenberger et ayant donné lieu au proceeding [20].
Son objectif était l’implémentation, au sein de la bibliothèque SeLaLib 36, de méthodes semi-
lagrangiennes et particulaires (Particules In Cell), pour la résolution de (VP) en dimension
d “ 2 (et aussi avec deux espèces). Ce projet comprenait donc aussi un travail de validation
des résultats obtenus avec ces codes. On était donc amené à déterminer numériquement des
approximations de solutions relativement bien connues de (VP). Pour en obtenir, une façon
naturelle et classique 37 de procéder consiste à étudier les solutions des équations de Vlasov-
Poisson linéarisées autour d’un état d’équilibre homogène feq ” feqpvq 38. Plus précisément,
on cherche une solution de (VP) sous la forme"
f “ feq ` εg
φ “ 0 ` εψ.
En négligeant les termes d’ordre supérieur ou égal à 2, on trouve alors que g est formellement
solution de $’’&’’%
Btg ` v ¨∇xg ´∇xψ ¨∇vfeq “ 0,
∆xψ `
ż
Rd
g dv “ 0,
gpt “ 0q “ g0.
(VPL)
36. http://selalib.gforge.inria.fr/
37. voir par exemple [106].
38. On peut remarquer que toute fonction de distribution ne dépendant que de v est un état d’équilibre de (VP).
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Il s’agit d’une équation linéaire et homogène. Il est donc naturel de chercher à la résoudre en
faisant une transformation de Fourier selon dans la variable x. On obtient alors$’’&’’%
Btpg ` ipv ¨ kqpg ´ i pψpk ¨∇vqfeq “ 0,
´|k|2 pψ ` ż
Rd
pg dv “ 0,pgpt “ 0q “ pg0,
(VPLF)
où k P pTd “ 2pi{L1Z ˆ ¨ ¨ ¨ ˆ 2pi{LdZ et la transformée de Fourier en espace est définie pour
u P L1pTdq par
pupkq “ ˜ dź
j“1
Lj
¸´1 ż
Td
upxqe´ik¨xdx.
Il est important de remarquer sur (VPLF) qu’il n’y a pas d’échange d’énergie entre les modes au
niveau linéaire. Autrement dit, si g est une solution de (VPL) telle que g0 ” pg0pvqeik¨x alors elle
est de la forme gpt, x, vq “ pgpt, vqeik¨x. Il s’agit d’une première limitation pour tester la capacité
du code à reproduire des phénomènes multidimensionnels.
Puisque (VPLF) est une équation linéaire et autonome, il est naturel de chercher à la ré-
soudre par transformation de Laplace. Cette dernière étant définie pour des fonctions u : R˚` Ñ
C telles qu’il existe λ P R satisfaisant ue´λt P L8pR˚` q et pour des valeurs z P C telles que
=z ą λ par
Lruspzq “
ż 8
0
uptqeiztdt.
On peut alors prouver que les solutions de (VPLF) sont données par
gpt, x, vq “
ÿ
kPxTd
eik¨px´vtq pg0pk, vq ` i ż t
0
eik¨px´vpt´sqq pψps, kqk ¨∇vfeqpvqds, (23)
et pour =z suffisamment grand
L
” pψpt, kqı pzq “ Nkpzq
Dkpzq “: Mkpzq. (24)
où Nk et Dk sont des fonctions entières définies lorsque =z est suffisamment grand par
Nkpzq “ ´ i|k|2
ż
Rd
pg0pk, vq
v ¨ k ´ zdv et Dkpzq “ 1´
1
|k|2
ż
k ¨∇vfeqpvq
v ¨ k ´ z dv. (25)
Ainsi, pour obtenir une solution g de (VPL) par (23) il faut être en mesure de résoudre l’équation
(24) (appelée relation de dispersion) en déterminant une transformée de Laplace inverse. Pour
faire cela, moyennant des hypothèses fortes sur feq et g0, on montre que, pour tout λ P R, Dk
ne s’annule qu’en un nombre fini de points dont la partie imaginaire est plus grande que λ.
Ainsi grâce à la formule
Lrtme´iωtspzq “ i
m`1m!
pz ´ ωqm`1 , ω P C, (26)
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et à une estimation précise des termes de reste, on est en mesure de prouver que (24) admet
une solution analytique pψ dont le développement asymptotique est donné, pour tout λ P R, par
pψpt, kq “ ÿ
Dkpωq“0
=ωěλ
Pω,kptqe´iωt `Opeλtq, (27)
où Pω,k est le polynôme tel que Mkpzq “
zÑωLrPω,kptqe
´iωtspzq ` Op1q soit le développement
Mkpzq en ω.
Une telle analyse de l’équation linéarisée remonte à Landau en 1946 dans [90]. Elle a été
rendue rigoureuse et généralisée en 1986 par Degond dans [59]. Elle donne notamment une
première explication au phénomène d’amortissement Landau. Il correspond au cas où, pour
tout k P pTd, les zéros de Dk ont tous une partie imaginaire strictement négative. Dans ce cas,
le potentiel électrique converge exponentiellement vite vers 0. L’existence de ce phénomène a
été prouvée pour les équations non linéaires (VP) en 2011 par Mouhot et Villani dans [93] puis
reprise en 2016 par Bedrossian, Masmoudi et Mouhot dans [22].
Comme on vient de le voir, la linéarisation des équations de (VP) ne permet pas d’expliquer
de phénomènes vraiment multidimensionnels. De plus, évidement, elle ne saurait expliquer de
phénomènes non linéaires. Afin de produire des cas test plus pertinents, on avait été amené
dans [20] à considérer la dynamique du second terme dans le développement de f en puis-
sance de ε. Plus précisément, on cherche une solution à (VP) sous la forme"
f “ feq ` εg ` ε2h ` opε2q,
φ “ 0 ` εψ ` ε2µ ` opε2q,
où hpt “ 0q ” 0. En négligeant les termes d’ordre 3 en ε, on montre alors que ph, vq est solution
de $’’&’’%
Bth` v ¨∇xh´∇xµ ¨∇vfeq “ ∇xψ ¨∇vg,
∆xµ`
ż
Rd
h dv “ 0,
hpt “ 0q “ 0.
(VPL2)
On reconnait les équations de Vlasov-Poisson linéarisées, avec condition initiale nulle mais un
terme source les rendant non autonomes et non homogènes. On peut retrouver une étude de
ces équations en dimension d “ 1 dans la littérature physique [101]. Dans le proceeding [20],
une étude formelle de ces équations avait été réalisée grâce à une résolution par la formule
de Duhamel. Elle avait mis en évidence certains comportements non linéaires et multidimen-
sionnels permettant ainsi de réaliser des cas tests pertinents et d’expliquer les résultats de
certaines simulations (notamment une présente dans [10]). Par exemple, on avait pu construire
des solutions dont le champ électrique est amorti à l’ordre 1 mais explose à l’ordre 2. Cepen-
dant, cette analyse n’était pas complètement rigoureuse et ne nous avait pas permis d’expli-
quer un phénomène de résonance engendrant des ondes dont les fréquences sont appelées
fréquences de Best (voir [101]).
Ici, comme dans le cas linéaire, on résout (VPL2) par transformation de Laplace en temps et
transformation de Fourier en espace. Plus précisément, quelques calculs montrent que (VPL2)
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est équivalent à
hpt, x, vq “
ÿ
kPxTd
i
ż t
0
eik¨px´vpt´sqqpµps, kqk ¨∇vfeqpvqds` ż t
0
{∇xψ ¨∇vgps, k, vqeik¨px´vpt´sqqds,
(28)
et pour =z suffisamment grand
L rpµpt, kqs pzq “ Nkpzq
Dkpzq “: Mkpzq, (29)
où Dk est donnée par (25) et Nk est une fonction méromorphe sur C explicitement connue.
Comme précédemment, il suffit donc de pouvoir inverser une transformation de Laplace
pour résoudre (VPL2). Là encore, comme dans le cas linéaire, cette inversion passe par l’étude
des pôles de Mk, nous donnant par la même occasion un développement asymptotique de µ
sous la forme :
@λ P R, pµpt, kq “ ÿ
Mkpωq“8
=ωěλ
Qω,kptqe´iωt `Opeλtq. (30)
où Qω,k est le polynôme tel que Mkpzq “
zÑωLrQω,kptqe
´iωtspzq `Op1q.
Les pôles de Mk peuvent soit être des zéros de Dk, donnant ainsi les même fréquences
que dans le cas linéaires, soit être des pôles de Nk. L’étude de ces pôles n’est pas simple
car Nk s’exprime naturellement en fonction de la solution de (VPL). Cependant, à l’aide du
développement asymptotique de ψ (voir (27)), on est en mesure de décomposer Nk en une
somme de termes dont on peut déterminer les pôles.
Afin de donner une intuition de ce que peuvent être ces pôles et dans quelle mesure il
peuvent être associés à des phénomènes de résonances, on considère un terme particulière-
ment représentatif 39 de cette décomposition :
N prepqk pzq “ L
”
F
prepq
k ptq
ı
pzq
où
F
prepq
k ptq “ e´ipω1t`ω2tq
ĳ
0ďτďsďt
eipω1τ`ω2sqF rfeqspτk1 ` sk2q ds dτ (31)
avec k1, k2 P xTdz0 satisfaisant k1` k2 “ k, ω1, ω2 P C tels que Dk1pω1q “ Dk2pω2q “ 0 etF rfeqs
la transformée de Fourier de feq.
PuisqueN prepqk s’exprime comme la transformée de Laplace de F prepqk ptq, on peut démontrer
que ses pôles sont donnés par le développement asymptotique de F prepqk ptq grâce à la formule
(26). Comme le suggère la formule (31), ce dernier ne fait pas apparaitre les mêmes termes
selon si l’ensemble des pτ, sq tels que τk1` sk2 “ 0 est un segment (cas résonant) ou un point
(cas non-résonant).
Dans le cas non-résonant, il existe une constante c ą 0 telle que
0 ď τ ď s ď t, |τk1 ` sk2| ě cs.
39. bien que légèrement simplifié.
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Ainsi, en supposant feq suffisamment régulière pour que F rfeqs décroisse plus vite que toute
exponentielle en l’infini (par exemple comme une gaussienne), on peut montrer que l’intégrale
double dans (31) converge plus vite que toute exponentielle quand t tends vers `8. Cela
permet d’obtenir une constante a P C telle que
@λ P R, F prepqk ptq “ ae´ipω1t`ω2tq `Opeλtq.
Dans le cas résonnant, il existe γ P p0, 1q tel que
k2 “ ´γk1.
En réalisant, dans (31), un changement de variable naturel, on obtient alors
F
prepq
k ptq “
ż t
0
ż p1´γqs
´γs
e´ipω1pt´τ´γsq`ω2pt´sqqF rfeqspτk1q dτ ds.
Donc en supposant que feq est suffisamment régulière pour que F rfeqs décroisse plus vite
que toute exponentielle, on a
F
prepq
k ptq “
ˆż t
0
e´ipω1pt´γsq`ω2pt´sqqds
˙ˆż
R
eiω1τF rfeqspτk1qdτ
˙
´ e´itpω1`ω2q
ż 8
0
ż
τěp1´γqs
ou τă´γs
eipω1pτ`γsq`ω2sqF rfeqspτk1q dτ ds
` e´itpω1`ω2q
ż 8
t
ż
τěp1´γqs
ou τă´γs
eipω1pτ`γsq`ω2sqF rfeqspτk1q dτ ds.
Toujours sous cette même hypothèse, on peut montrer que le troisième terme décroit plus
vite que toute exponentielle. Ainsi, cette décomposition permet d’obtenir le développement
asymptotique suivant
@λ P R, F prepqk ptq “ ae´itpω1`ω2q ` be´itωb `Opeλtq,
où a, b P C et ωb “ p1´ γqω1 “ p|k|{|k1|qω1 est la fréquence de Best.
Comme le suggère cette esquisse de démonstration, on peut donc démontrer que Mk a
trois types de pôles. Plus précisément, si ω est un pôle de Mk alors il vérifie l’un des conditions
suivantes
(I) ω est un zéro de Dk
(II) ω “ ω1 ` ω2 où Dk1pω1q “ Dk2pω2q “ 0 et k1 ` k2 “ k
(III) ω “ p|k|{|k1|qω1 où Dk1pω1q “ 0 et il existe γ P p0, 1q tel que k “ γk1.
Ce sont ces pôles qui gouvernent le comportement asymptotique de pµpkq grâce à la formule
(30).
Pour conclure la présentation de ce chapitre, on va donner le théorème précis qui y est
démontré. Mais pour cela on a besoin d’introduire quelques notations.
‚ Si k P pTd, nk,ω est la multiplicité de ω en tant que zéro de Dk
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‚ E pRdq désigne l’espace des fonctions f appartenant à l’espace de SchwartzS pRdq dont
la transformée de Fourier, Ff , admet un prolongement holomorphe sur Cd et vérifie
l’estimation suivante
Dα P p0, pi{2q,@β P p0, αq,@λ P R, sup
xPRd
sup
θPp´β,βq
eλ|x||Ffpeiθxq| ă 8.
L’espace E pRdq contient de nombreuses 40 fonctions de distribution intervenant naturellement
dans le cadre des équations de Vlasov-Poisson.
Cela nous permet donc d’obtenir le théorème suivant (qui est le principal résultat du cin-
quième chapitre de cette thèse)
Théorème 11. Soit feq P E pRdq et g0 une fonction de la forme
@x P Td, g0px, vq “
ÿ
kPK
eik¨x pg0pk, vq, où v ÞÑ pg0pk, vq P E pRdq
où K est une partie finie de pTdzt0u. Il existe deux fonctions ψ, µ : R˚` ˆTd Ñ R de classe C8 et
deux fonctions continues g, h : R` ˆ Td ˆ Rd Ñ R, C8 sur R˚` ˆ Td ˆ Rd, telles que pg, ψ, h, µq
soit solution de (VPL) et (VPL2).
De plus, si λ P R, ψ est une combinaison linéaire de fonctions du type
Jpt, xq “ tmeipk¨x´ωtq et Rpt, xq “ rptqeipk¨x´iλtq
où k P K, Dkpωq “ 0, =ω ě λ, 0 ď m ă nk,ω et r est une fonction analytique bornée sur R˚` .
De même, µ est une combinaison linéaire de fonctions du type
Jpt, xq “ tmeipk¨x´ωtq Ipt, xq “ t`eipk¨x´pω1`ω2qtq
Bpt, xq “ tpeipk¨x´ |k||k1|ω1tqdk2k1 Rpt, xq “ rptqeipk¨x´iλtq
où k “ k1 ` k2, r est une fonction analytique bornée sur R˚` et k1, k2 P K satisfont$’’’’&’’’’%
Dkpωq “ Dk1pω1q “ Dk2pω2q “ 0
k ¨ k1 ‰ 0 et
´
dk2k1 ‰ 0 ðñ Dγ P p0, 1q, k “ γk1
¯
=ω ě λ et
´
=ω1 ` =ω2 ě λ ou |k||k1|=ω1 ě λ
¯
m ă nk,ω, ` ă nk1,ω1 ` nk2,ω2 ´ 1` σk1,k2ω1,ω2 , p ă nk1,ω1 ` 1` νk1,k2ω1,ω2 ,
avec σk1,k2ω1,ω2 , ν
k1,k2
ω1,ω2 des entiers positifs égaux à zéros dans les cas non dégénérés.
Les cas dégénérés sont expliqués en détails dans le cinquième chapitre de cette thèse
mais il semble qu’ils ne se produisent jamais en pratique. L’hypothèse consistant à prendre des
conditions initiales étant des polynômes trigonométriques par rapport à x est clairement trop
forte. Cependant, elle est suffisante pour construire des cas tests intéressants et mettre en
évidence le phénomène de résonance associé aux fréquences de Best. De plus, elle permet
de ne pas alourdir la preuve en évitant de nombreux problèmes de convergence.
Dans le cinquième chapitre de cette thèse, on présente de nombreuses simulations numé-
riques confirmant les résultats de ce théorème sur les ondes de Best. Les autres ondes avaient
été observées et étudiées numériquement dans le proceeding [20].
40. il contient notamment les fonctions appartenant aux espaces de Gelfand-Shilov, Sα1´αpRdq pour α P p0, 1q.
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Méthodes de splitting pour les rotations et leurs applications aux équations de
Vlasov
Le sixième chapitre de cette thèse est le fruit d’une collaboration avec Fernando Casas
et Nicolas Crouseilles avec l’appui de Pierre Navaro. On y revisite le problème classique de la
résolution numérique, par des méthodes de splitting, du problème de Cauchy pour l’équation de
transport associée à une rotation du plan. Puis, on applique les nouvelles méthodes obtenues
à la résolution des équations de Vlasov-Maxwell et Vlasov-HMF.
On considère le problème de Cauchy pour l’équation de transport associée à l’oscillateur
harmonique sous la forme" Btupt, xq “ px1Bx2 ´ x2Bx1qupt, xq
upt “ 0, xq “ u0pxq , t P R, x “ px1, x2q P R
2 (ROT)
où u0 est une fonction régulière et bien localisée. Cette équation de transport est associée à
un mouvement de rotation (à vitesse angulaire ´1) dans la mesure où ses solutions s’écrivent
uptq ” etJx¨∇u0 “ u0 ˝ etJ (32)
où J est la matrice de la forme symplectique dans la base canonique de R2, i.e.
J “
ˆ
0 ´1
1 0
˙
.
Une façon naturelle de résoudre (ROT) consiste à utiliser une méthode dite semi-lagrangienne.
Pour faire simple, on peut résumer la démarche de la façon suivante. On suppose que u0 n’est
connu que sur une grille et on voudrait connaitre aussi précisément que possible les valeurs de
uptq sur cette même grille. Or, d’après la formule (32), la valeur de uptq en un point g de la grille
correspond à la valeur de u0 au point e´tJg. On détermine donc une approximation de uptq en
réalisant une interpolation de la valeur de u0 en e´tJg à partir de ses valeurs sur la grille.
Cette méthode donne des résultats précis mais est relativement lente car elle nécessite une
interpolation en dimension 2. Pour obtenir des méthodes ne nécessitant que des interpolations
en dimension 1, il est naturel de chercher à résoudre numériquement (ROT) à l’aide de mé-
thodes de splitting. Les deux méthodes les plus élémentaires sont celles de Lie et de Strang.
Elles consistent à approcher, sur un pas de temps δt ! 1, les solutions (ROT) par un produit de
cisaillements, selon les formules"
eδtpx1Bx2´x2Bx1 q » eδtx1Bx2e´δtx2Bx1 (LIE)
eδtpx1Bx2´x2Bx1 q » e´pδt{2qx2Bx1eδtx1Bx2e´pδt{2qx2Bx1 (STRANG)
Ces méthodes sont d’autant plus efficaces qu’elles sont naturellement parallélisables. Cepen-
dant elles n’ont pas de raison, a priori, de respecter les symétries de (ROT) car elles consistent
à approcher le semi-groupe engendré par un opérateur isotrope par un produit de semi-groupes
associés à des opérateurs ne l’étant pas. Afin de mesurer ce défaut, on réalise l’analyse ré-
trograde de ces méthodes. Plus précisément, on cherche à écrire exactement chacun de ces
produits de semi-groupes comme un semi-groupe car l’étude des opérateurs associés permet
alors une description fine de leurs dynamiques. Le théorème suivant fournit l’analyse rétrograde
de méthodes de splitting incluant ceux de Lie et Strang.
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Théorème 12. Si a, b P R vérifient ab ă 2 alors
ebx1Bx2e´ax2Bx1 “ eJLa,bx¨∇, (33)
et
e´
a
2x2Bx1ebx1Bx2e´
a
2x2Bx1 “ eJSa,bx¨∇, (34)
où
La,b “ µa,b
ˆ
b ab2
ab
2 a
˙
et Sa,b “ µa,b
ˆ
b 0
0 ap1´ ab4 q
˙
(35)
avec µa,b “ F pabp1´ ab{4qq, où F : p´8, 1s Ñ R est définie par
F pxq “
$’&’%
arcsinp?xq?
x
si 0 ă x ď 1
asinhp?´xq?´x si x ă 0
1 si x “ 0.
Remarque 4. Par la formule des caractéristiques, on prouve ce résultat non pas directement
sur les semi-groupes mais sur les équations différentielles ordinaires associées. Ces dernières
étant linéaires, il est naturel qu’il n’y ait pas de terme de reste. On peut aussi voir ce résultat
comme un cas particulier de splitting de semi-groupe associé à un opérateur quadratique 41. En
effet, dans [4], qui est une collaboration 42 avec Paul Alphonse, on démontre notamment qu’un
produit de tels semi-groupes est lui aussi un semi-groupe associé à un opérateur quadratique.
Les méthodes de Lie et Strang sont des cas particuliers des méthodes analysées dans ce
théorème car elles consistent à prendre a “ b “ δt. On voit alors qu’elles sont équivalentes
à des équations de transport dont le mouvement n’est plus une rotation classique. Pour le
splitting de Lie, les trajectoires sont des ellipses "obliques" définies par
x21 ` δtx1x2 ` x22 “ cste,
tandis que pour celui de Strang, il s’agit d’ellipses définies par
x21 ` p1´ pδt{2q2qx22 “ cste.
Ils sont tous deux associés à un mouvement de rotation sur ces ellipses à la vitesse angulaires
´δ´1t arcsinpδt
a
1´ pδt{2q2q “ ´1 `Opδ2t q. Les splittings de Lie et Strang génèrent donc deux
types d’erreurs, la première concernant la forme des trajectoires et la seconde la vitesse de
rotation.
On peut alors chercher à obtenir de meilleures méthodes de splitting en choisissant d’autres
valeurs que a “ b “ δt pour celles étudiées dans le Théorème 12. On peut même chercher à
avoir des méthodes exactes, c’est-à-dire trouver a, b tels que La,b “ δtI2 ou Sa,b “ δtI2.
On voit tout d’abord qu’à cause des termes non diagonaux de L, il n’est pas possible d’adap-
ter le splitting de Lie pour obtenir une méthode exacte. Cependant, cela est tout à fait possible
pour le splitting de Strang pour lequel il suffit de prendre
a “ 2 tanpδt{2q et b “ sinpδtq
41. i.e. un opérateur pseudo-différentiel dont le symbole est une forme quadratique.
42. non incluse dans de manuscrit.
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pour avoir Sa,b “ δtI2. Si on revient au niveau des caractéristiques ce splitting revient à décom-
poser une rotation en un produit de trois transvections selon la formuleˆ
1 ´ tanpt{2q
0 1
˙ˆ
1 0
sin t 1
˙ˆ
1 ´ tanpt{2q
0 1
˙
“
ˆ
cos t ´ sin t
sin t cos t
˙
“ etJ . (36)
Il s’agit d’un résultat classique en traitement de l’image (voir par exemple [77],[97]). Il a été
utilisé dans de nombreux logiciels pour faire tourner les images. Cependant, du fait de l’aug-
mentation de la puissance de calcul des ordinateurs, il semble délaissé au profit de méthodes
utilisant de l’interpolation 2d car elles produisent 43 de meilleurs résultats sur les images très
contrastées.
Le calcul scientifique n’est pas soumis au même contraintes car le coût de calcul reste sou-
vent un facteur limitant et le nombre de rotations à effectuer peut être très important. De plus,
pour de nombreuses applications on cherche à faire tourner des fonctions très régulières (à
l’opposé des images très contrastées). Auquel cas, on parvient à démontrer que ces méthodes
de splitting donnent de très bon résultats sur des temps très longs.
Afin de pouvoir préciser cette affirmation, on introduit des paramètres de discrétisations,
des interpolations pseudo-spectrales et une échelle d’espaces mesurant la localisation et la
régularité des fonctions.
On discrétise un carré de côté R, centré en 0 avec une grille régulière à N points par
direction. On note h “ R{N son pas et on la note G2 où
G “ h
s
´
Z
N ´ 1
2
^
,
Z
N
2
^{
.
Les normes de Lebesgue discrètes associées à cette grille sont définies pour u P CG2 par
}u }2L2pG2q “ h2
ÿ
gPG2
|ug |2 et }u }L8pG2q “ max
gPG2
|ug |.
Les transformées de Fourier discrètes partielles sont définies par
F1 :
$&% C
G2 Ñ CpGˆG
u ÞÑ h
ÿ
g1PG
ug1,g2 e
´ig1ξ1 et F2 :
$&% C
G2 Ñ CGˆpG
u ÞÑ h
ÿ
g2PG
ug1,g2 e
´ig2ξ2 ,
où pG “ 2piR q´ XN´12 \ , XN2 \y est le dual de G.
On définit les cisaillements pseudo-spectraux de paramètres α P R par
Sα1 :
"
CG
2 Ñ CG2
u ÞÑ F´11
“
eiαξ1g2F1 u
‰ et Sα2 : " CG2 Ñ CG2u ÞÑ F´12 “eiαξ2g1F2 u‰ .
La méthode pseudo-spectrale basée sur (36) permettant de calculer une rotation d’angle ´t
est donc définie par
Mδt “ S´ tanpδt{2q1 Ssinpδtq2 S´ tanpδt{2q1 .
43. d’après [77].
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Enfin, les espaces permettant de mesurer simplement la régularité et la localisation des fonc-
tions sont notés pXsqsě0 et sont définis par
Xs “
"
u P L2pR2q, }u}2Xs :“
ż
R2
|x|2s|upxq|2dx`
ż
R2
|ξ|2s|Fupξq|2dξ ă 8
*
où Fu est la transformée de Fourier de u.
Le théorème suivant estime l’erreur de convergence associée à Mδt .
Théorème 13. Pour tout s, ν ą 0 il existe c ą 0 tel que pour tout N P N˚, R ą 0, u P S pR2q,
n P N et δt P R satisfaisant |δt| ă pi ´ ν, en notant tn “ nδt, on ait
}pMδtqn u´
`
etnJx¨∇u
˘
|G2 }L2pG2q ď c tn
R´s ` hs?
h
}u}Xs`6 , (37)
où u “ u|G2 .
Remarque 5. Ce résultat appelle quelques remarques :
‚ Cette méthode ne requiert pas de CFL, ce qui est naturel car elle est basée sur une
approche semi-lagrangienne.
‚ L’erreur de convergence croit linéairement par rapport à tn et non pas exponentiellement.
Cela s’explique par le fait que Mδt est une isométrie pour la norme } ‚ }L2pG2q. Il s’agit
d’ailleurs d’une qualité remarquable de cette méthode car exppδtJx ¨ ∇q préserve lui
aussi les normes de Lebesgue.
‚ Des expériences numériques présentes dans le sixième chapitre de cette thèse semblent
montrer que le facteur associé à l’erreur de discrétisation en espace est naturel : si R est
fixé suffisamment grand et que l’on considère des valeurs de h de plus en plus petites,
l’erreur commence par décroître très fortement puis se met à augmenter très doucement
(comme 1{?h).
‚ Puisque pour tout u P L2pG2q on a }u }L8pG2q ď h´1}u }L8pG2q, (37) donne aussi une
estimation de l’erreur de convergence en norme L8 discrète pendant des temps très
longs :
}pMδtqn u´
`
etnJx.∇u
˘
|G2 }L8pG2q ď c tn
R´s ` hs
h3{2
}u}Xs`6 .
On dispose donc d’une méthode pseudo-spectrale plus efficace que celles habituellement
obtenues pour calculer des rotations (en utilisant par exemple un splitting de Lie ou de Strang).
Or il s’agit d’une étape cruciale dans la résolution de certaines équations aux dérivées partielles
non linéaires. On cherche donc à mettre à profit ce gain pour résoudre plus efficacement ces
équations. On s’intéresse principalement à deux exemples : les équations de Vlasov-Maxwell
et Vlasov-HMF.
En imposant certaines symétries 44 aux conditions initiales, les équations de Vlasov-Maxwell
peuvent être réduites à une équation d’évolution donnée par
Bt
¨˝
f
E
B
‚˛“
¨˚
˚˝BJv ¨∇vfˆ 0´Bx1B
˙
0
‹˛‹‚´
¨˚
˚˝E ¨∇vfˆ0
0
˙
Bx1E2
‹˛‹‚´
¨˚
˚˝ v1Bx1fż
R2
vfdv ´ J
0
‹˛‹‚ (VMR)
44. précisée dans le sixième chapitre de cette thèse.
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où J ptq “ 1{|L| şL şR2 vfpt, x1, vq dx1dv avec L un tore de longueur |L|. Les inconnues sont la
fonction de distribution f : R` ˆLˆ R2 Ñ R, le champ électrique E : R` ˆLÑ R2 et le champ
magnétique B : R` ˆ LÑ R.
Dans l’équation (VMR), on a directement écrit le champ de vecteurs comme somme de
trois champs de vecteurs plus élémentaires. Il s’agit d’une décomposition introduite en 2015
par Crouseilles, Einkemmer et Faou dans [55]. Elle permet de résoudre numériquement (VMR)
par des méthodes de splitting car les flots de chacun de ces champs de vecteurs peuvent
être calculer exactement. Cependant, le calcul du premier flot requiert la résolution numérique
de (ROT) (car B y est constant). Pour éviter d’avoir à effectuer une coûteuse interpolation en
dimension 2, il était donc approché par un splitting de Strang, ce qui induit un terme d’erreur
d’ordre 2 en temps.
La nouvelle méthode de splitting, permet de résoudre numériquement ce premier flot aussi
rapidement qu’avec un splitting de Strang, tout en étant exact en temps. Grâce à cette méthode,
on réalise des expériences numériques montrant que l’on parvient à résoudre plus précisément
(VMR). De plus, elle rend possible une résolution de (VMR) par des méthodes de splitting
d’ordre élevé requérant 45 une résolution exacte du flot.
L’équation de Vlasov-HMF est une équation de transport non linéaire s’écrivant
Btf “ ´tf,Hrf su (VHMF)
où f : R ˆ T ˆ R Ñ R, tf, gu ” BxfBvg ´ BvfBxg est le crochet de Poisson, T est le tore de
longueur 2pi et le hamiltonien H est défini par
Hrf spt, x, vq “ v
2
2 ´ Φrf spt, xq,
avec
Φrf spt, xq “
ż
TˆR
cospx´ yqfpt, y, uq du dy.
L’équation (VHMF) ressemble à un système hamiltonien dans la mesure où tf, ‚u est antisy-
métrique pour le produit scalaire L2. Cependant, tf, ‚u admet un noyau et dépend elle même
de l’inconnue f . On parle donc de système de Poisson. Puisque le hamiltonien H est sépa-
rable 46, les méthodes de splitting sont particulièrement adaptées à sa résolution car elles sont
explicites et préservent sa structure de système de Poisson (voir [78]). Plus précisément, en
notant ϕHt , le flot au temps t d’une équation semblable à (VHMF), un splitting de Strang pour
(VHMF) reviendrait à faire l’approximation
ϕHδt » ϕv
2{2
δt{2 ˝ ϕ´Φδt ˝ ϕ
v2{2
δt{2 .
On s’intéresse à la dynamique en temps longs de (VHMF) autour d’états d’équilibres inhomo-
gènes de la forme
feqpx, vq “ αe´β
´
v2
2 ´M0 cosx
¯
avec M0 “
ż
TˆR
cospyqfeqpy, uqdydu.
45. comme on le verra dans le sixième chapitre, actuellement, les méthodes de splitting les plus efficaces sont
basées sur des méthodes de composition pour lesquelles il n’est pas nécessaire que chaque étape soit résolue
exactement. Cependant, il s’agit encore d’un sujet de recherche actif.
46. i.e. il s’écrit comme la somme d’une fonction de v et d’une fonction de x
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Dans [82], il est démontré que cette dernière est essentiellement gouvernée par la partie
transport du linéarisé de (VHMF), c’est-à-dire tHrfeqs, ‚u “  v2{2´M0 cosx, ‚(. De plus, à
cause d’effets de dispersion, les termes les plus significatifs sont localisés au voisinage de
x “ 0. Pour ces derniers, le terme de transport dominant (à une affinité près) est une rota-
tion :
 
v2{2`M0x2{2, ‚
(
. On propose donc une méthode de splitting permettant d’approcher
exactement ce terme
ϕHδt » ϕv
2{2
tc tanp δt2tc q
˝ ϕ´Φ
tc sinp δttc q
˝ ϕv2{2
tc tanp δt2tc q
,
où tc “ 1{?M0. Le sixième chapitre de cette thèse présente des expériences numériques
montrant un net gain de précision dans la résolution de (VHMF) au voisinage de feq grâce à
cette nouvelle méthode.
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CHAPITRE 1
OPTIMALITY AND RESONANCES IN A
CLASS OF COMPACT FINITE DIFFERENCE
SCHEMES OF HIGH ORDER
1.1 Introduction
Many decades ago, compact finite differences methods were widely studied. Nowadays, we
still can find a huge literature about these methods that are very popular and very often used
for the approximation of partial differential equations : KdV equation [85], hyperbolic equation
[54], elliptic equation [41] or [110] for a more general overview. In particular, we can find a
lot of examples of accurate schemes for elliptic problems and many classical mathematical
arguments are proposed to prove their convergence (monotonicity, energy, green functions, ...).
However, up to our knowledge, it seems that there is no general and algebraic study of compact
finite difference schemes for elliptic problems, equivalent to what we can find, for example, for
the Runge Kutta methods applied to Cauchy problems (general stability criteria, algebraic order
conditions using Hopf algebras and trees as we can see in [79] or [78]).
This paper is a first step in the direction of such a general study. Consequently, it is devoted
to compact finite difference schemes for one of the most elementary elliptic partial differential
equation, the homogeneous Dirichlet problem in dimension 1. We give a detailed derivation of a
large and natural class of such schemes and we establish many of their qualitative properties.
This derivation can be extended to multi-dimensional cartesian domains even if a study of
qualitative properties of these schemes would involve more sophisticated algebra and would
necessitate more investigations.
In our context, a compact finite difference scheme is a linear system of the form
DNuN “ SN fN,ex,
where fN,ex is a discretization of the source term on a grid of stepsize h “ pN ` 1q´1, DN and
SN are matrices and uN is the approximation of the solution of the Dirichlet problem.
To study their convergence (i.e. the approximation of the exact solution by uN ), we first
introduce some specific and rigorous notions of consistency and stability taking into account
the boundary conditions. Then, we describe precisely the class of schemes that we consider,
namely when the matrix DN is a polynomial in the usual discrete second derivative matrix AN
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defined by
AN “
¨˚
˚˚˚˚
˝
2 ´1
´1 2 ´1
. . . . . . . . .
´1 2 ´1
´1 2
‹˛‹‹‹‹‚P L pCN q. (1.1)
This choice is made for two reasons. First it allows for a relatively simple stability analysis, and
second it is in fact not so restrictive. Indeed, if we take a symmetric finite difference formula
d “ pdjqjPZ that approximates the second derivative, i.e. for all smooth function u,ÿ
jPZ
djuphjq » ´h2u2p0q,
then we get, from a convolution formula and for some specific and natural choice of the coeffi-
cients near the boundary, a matrix DN that is a polynomial in AN .
In this paper, we give some general criterion of convergence for this family of schemes.
Moreover, we address the following two questions :
‚ Are these schemes stable in general ?
‚ Amongst these schemes, what are the most efficient and are they stable ?
We will precise the two ambiguous terms general and efficient by introducing, on one hand,
a Lebesgue measure on the set of schemes, and on the other hand, an optimization problem
defining efficiency. The first main result of this paper will be to prove that almost all schemes
are convergent at the same rate as its consistency order, up to some logarithmic correction. It is
based on a careful analysis of small denominators appearing in the stability conditions, linked
with diophantine approximation theory. The second main result of this paper is the design and
construction of the most efficient schemes in the class considered, which turn to be stable, this
latter property requiring the use of Padé approximant theory to be proved.
1.2 Formalism and main results
The goal of this section is to present the two main results of this paper. To this aim, we first
define rigorously compact finite difference schemes for the homogeneous Dirichlet problem in
dimension 1. Then, we recall the usual concept of convergence, consistency and stability for
these schemes. And finally, we define the particular set of schemes that we consider.
1.2.1 Context
We consider the homogeneous Dirichlet problem in dimension 1, namely :
For a given f : RÑ C, find u : r0, 1s Ñ C such that" ´u2pxq “ fpxq, @x Ps0, 1r,
up0q “ up1q “ 0. (1.2)
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To design finite difference schemes, we will consider regular grids on R. More precisely, we
choose N P N˚ to be the number of grid points into s0, 1r (the number of unknowns) and we
define h as the stepsize of the grid. As a consequence, h and N are linked by the relation
h “ 1
N ` 1 .
Let xNj “ jh, j P Z denote the grid points, see Figure 1.1.
. . .
xN´1 “ ´h xN0 “ 0 xN1 “ h xN2 “ 2h xNN “ Nh xNN`1 “ 1 xNN`2 “ 1` h
FIGURE 1.1 – Regular grid with N points into s0, 1r.
In this context, a finite difference scheme is a couple of sequences of matrices ppDN qNPN˚ ,
pSN qNPN˚q such that DN P L pCN q is a square matrix of size N and SN P L pCZ;CN q is a
rectangle matrix with N rows and a finite number of columns.
If DN is invertible for all N , such a scheme leads to an approximation of the solution u of the
Dirichlet problem (1.2). More precisely, we define fN,ex and uN,ex as the vectors of the values
of f and u on the grid :
fN,ex “ pfpxNj qqjPZ P CZ and uN,ex “ pupxNj qqjPJ1,NK P CN . (1.3)
Then, the scheme gives an approximation uN of uN,ex through the solution of the linear system
DNuN “ h2SN fN,ex. (1.4)
It may seem unusual to use the values of f outside r0, 1s but it is just a way to have more
symmetric formulas. In practice, as we will explain in the subsection 1.2.3, we only use a finite
number of values of f outside r0, 1s independent of N and at a distance of order h of r0, 1s.
Consequently, as we will assume that f is a regular function, these values could be extrapolated
from those of f in r0, 1s with some Newton series.
To estimate the accuracy of a scheme, we define a notion of rate of convergence and of
order of convergence. Let pN qNPN˚ be a sequence of positive numbers that tends to 0, as N
goes to infinity. Then, a scheme ppDN qNPN˚ , pSN qNPN˚q is said to be convergent at the rate
pN qNPN˚ , if DN is invertible for all N P N˚ and if for all f P C8pRq there exists a constant c ą 0
such that for all N P N˚,
sup
j“1,...,N
|uNj ´ uN,exj | “: }uN,ex ´ uN}8 ď cN . (1.5)
Furthermore, if n is a positive integer and N “ hn, then a scheme that is convergent at the
rate pN qNPN˚ is said to be convergent of order n.
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1.2.2 Notions of consistency and stability
In order to establish a convergence result of the form (1.5), we use introduce the notions
of consistency and stability. Then, we give a Lax theorem to deduce the convergence from the
consistency and the stability.
A scheme ppDN q, pSN qq is said to be consistent of order n P N, if for all f P C8pRq there
exists a constant c ą 0 such that for all N P N˚, the vectors uN,ex and fN,ex, defined by (1.3),
verify
}DNuN,ex ´ h2SN fN,ex}8 ď chn`2. (1.6)
In the context of the Dirichlet problem, it is usual to relax this notion of consistency near
the boundary (see [41]). A scheme ppDN q, pSN qq is said to be consistent of order n P N in the
center and of order n´ 2 at a distance l P N of the boundary, if for all f P C8pRq there exists a
constant c ą 0 such that for all N P N˚, the vectors uN,ex and fN,ex, defined by (1.3), verify for
all j “ 1, . . . , N ,ˇˇˇ`
DNuN,ex
˘
j
´ h2 `SN fN,ex˘j ˇˇˇ ď " chn`2 if l ă j ă N ` 1´ l,chn else. (1.7)
In this article, it is useful to distinguish some notions of stability. A scheme ppDN q, pSN qq or
a sequence pDN qNPN˚ P
ź
NPN˚
L pCN q of matrices is said to be
‚ stable, if there exists a positive constant c ą 0 such that for all N P N˚, we have
@v P CN , c}v}8 ď h´2}DNv}8. (1.8)
‚ strongly stable, if for all l P N, there exists a positive constant c ą 0 such that for all
N P N˚,
@v P CN , c}v}8 ď sup
j“1,...,N
"
h´2 pDNvqj if l ă j ă N ` 1´ l,
pDNvqj else. . (1.9)
‚ stable relatively to a sequence pηN qNPN˚ of positive numbers, if there exists a positive
constant c ą 0 such that for all N P N˚, we have
@v P CN , c}v}8 ď ηN}DNv}8. (1.10)
We remark that, if a scheme is strongly stable, then it is stable, and, if it is stable, then it is
stable relatively to ηN “ pN ` 1q2 “ h´2.
To establish convergence from consistency and stability, we give a theorem due to Lax .
Theorem 1.2.1. (Lax)
‚ A scheme that is strongly stable (see (1.9)) and consistent of order n ě 1 in the center
and of order n´ 2 at a distance l P N of the boundary (see (1.7)) is convergent of order
n.
‚ Let pηN qNPN˚ be a sequence of positive number and n P N˚ such that the sequence
pηNhn`2qNPN˚ tends to zero as N goes to infinity. Then a scheme that is stable relatively
to the sequence pηN qNPN˚ (1.10) and consistent of order n (1.6) is convergent at the rate
N “ ηNhn`2 (1.5).
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Proof. The invertibility of DN follows from the stability estimate. To prove the convergence
estimate, it is enough to apply the stability estimate to the error of consistency
DNv “ DN
`
uN,ex ´ uN˘ “ DNuN,ex ´ h2SN fN,ex.
1.2.3 Expression of the schemes
Usually, to design a finite difference scheme ppDN q, pSN qq, we need to introduce the notion
of finite difference formulas. A finite difference formula is a sequence of complex numbers
indexed by Z with finite support. We denote by CpZq their space. We say that a couple of finite
difference formulas pd, sq P `CpZq˘2 is consistent of order n, if
@u P C8pRq,
ÿ
jPZ
djupxNj q ` h2sju2pxNj q “ Ophn`2q. (1.11)
For example, if we introduce the usual formula for the second derivative
a “ 21t0u ´ 1t´1,1u, (1.12)
then a Taylor expansion shows that pa, 1t0uq is consistent of order 2.
To preserve the classical properties of the second derivative, it is natural to assume that the
sequences d and s are symmetric,
d, s P SC :“ tb P CpZq | @j P Z, bj “ b´ju, (1.13)
and it is then natural to restrict the analysis to the case where n is an even number. Some-
times, it is interesting and more effective –for instance using formal calculus– to consider finite
difference formulas with coefficients in a smaller ring than C. For example, the usual high or-
der formulas have rational or integer coefficients. That is why, we introduce, the more general
notation
SR :“ tb P RpZq | @j P Z, bj “ b´ju with R a ring such that Z Ă R Ă C. (1.14)
It is useful to associate to each finite difference formula the highest index associated to a non
zero value. It is a measure of the stencil of a formula. More formally, if b P SC is a symmetric
formula then τpbq is defined by
τpbq “ maxtj P Z | bj ‰ 0u. (1.15)
The following proposition explains that there is a simple way to get finite difference formulas
d, s P SC consistent of order n.
Proposition 1.2.1. Let n P 2N be an even integer and d P SC be a symmetric formula with zero
mean ÿ
jPZ
dj “ 0. (1.16)
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Then there exists a unique s P SC such that pd, sq is consistent of order n (1.11) and τpsq ď
n
2 ´ 1. Furthermore, p s02 , s1, . . . , sn2´1q is the solution of the Vandermonde linear system
ps02 , s1, . . . , sn2´1qppi´ 1q
2j´2q1ďi,jďn2 “ ´
ÿ
ją0
dj
ˆ
j2
2 , . . . ,
jn
npn´ 1q
˙
. (1.17)
Proof. If 1 ď j ď n2 is an integer and if we choose u “ x2j in (1.11) then it comesÿ
iPZ
diphiq2j ` sj2jp2j ´ 1qh2ji2pj´1q “ Ophn`2q.
As j ď n2 and h tends to 0, we deduce that the remainder vanishes and we recognize the
Vandermonde equation (1.17).
Conversely, since d and s are symmetric, if u is an odd function thenÿ
iPZ
diupxNi q ` h2siu2pxNi q “ 0.
Furthermore, since s is the solution of (1.17), this relation also holds if u “ x2j with 1 ď j ď n2 .
As a consequence, it is enough to apply a Taylor Young expansion to prove (1.11).
Then, to design the matrix DN and SN from the formulas d and s, a natural choice would
be the following :
pDNuqi “
ÿ
jPZ
di´juj and pSN fqi “
ÿ
jPZ
si´jfj . (1.18)
However, DN has to be square matrix. And, with such a definition, we use the values of u at the
indexes 1´τpdq, . . . , 0 and N`1, . . . , N`τpdq. The usual way to solve this problem is to modify
the formulas near the boundary (for i ď τpdq or i ě N ` 1´ τpdq). That is why, we introduce, for
i “ 1, . . . , τpdq, some formulas di P CpZq and si P CpZq that satisfy a relation of consistency at a
distance i of the boundary
@u P C8pRq, up0q “ 0 ñ
ÿ
ją´i
dijupxNj`iq ` h2
ÿ
jPZ
siju
2pxNj`iq “ Ophµ`2q, (1.19)
here µ P tn´2, nu is the desired order of consistency. We use symmetrically in 1 these formulas
to define, if N is large enough, the following scheme ppDN q, pSN qq, for u P CN and f P CZ, by
pDNuqi :“
$’’’’’’&’’’’’’%
ÿ
ją0
dij´iuj if 1 ď i ď τpdq,ÿ
jPZ
dj´iuj if τpdq ă i ă N ` 1´ τpdq,ÿ
jăN`1
dN`1´i´j`i uj if N ` 1´ τpdq ď i ď N ` 1.
(1.20)
and
pSN fqi :“
$’’’’’’&’’’’’’%
ÿ
jPZ
sij´ifj if 1 ď i ď τpdq,ÿ
jPZ
sj´ifj if τpdq ă i ă N ` 1´ τpdq,ÿ
jPZ
sN`1´i´j`i fj if N ` 1´ τpdq ď i ď N ` 1.
(1.21)
The following proposition enables to get the consistency of such a construction.
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Proposition 1.2.2. For N large enough, let ppDN q, pSN qq be the scheme (defined by (1.20)
and (1.21)), then
‚ if µ “ n´ 2, this scheme is consistent of order n´ 2 at a distance τpdq of the boundary
and of order n in the center, see (1.7).
‚ if µ “ n, this scheme is consistent of order n, see (1.6).
Proof. see Appendix 1.6.1.
The main difficulty with such a construction is to get stability. There are at least two general
ways for choosing the formulas near the boundary to ensure stability. A first principle is to rely
on monotonicity arguments, as explained by Bramble and Hubbart [41] and Price [100]. The
methods they consider to design the coefficients near the boundary are robust and lead, in
general, to strong stability. However, the choice of formulas d and di is quite limited, as the
conditions to ensure monotonicity are in general difficult to fulfil. Furthermore, it turns out that
there exist very accurate high order schemes that do not satisfy any hypothesis of monotonicity.
A second natural way of obtaining the boundary coefficients is to start from polynomial
methods that we consider below. For these methods, if we respect some algebraic structures,
we can compute explicitly the eigenvalues and the eigenvectors of DN , and analyse directly
the stability. This method is not very restrictive for the choice of the formulas d and there is a
natural choice for the formulas di near the boundary.
The polynomial methods consists in studying schemes for which there exists a polynomial
P such that, for all N P N, DN “ P pAN q is a polynomial of AN (the classical approximation of
the second derivative, defined in (1.1)). The interest of this method is that the spectral decom-
position of these matrices is well known. Indeed, we can verify by a straightforward calculation
that
ANeNk “ 4 sin2
´pi
2 kh
¯
eNk , with eNk :“ psinppikhjqqj“1,...,N , (1.22)
and deduce classically that
DNeNk “ P
´
4 sin2
´pi
2 kh
¯¯
eNk . (1.23)
Actually, it is not very restrictive to require for DN to be a polynomial in AN . Indeed, for a
given symmetric formulas d, there is a natural possible choice for the boundary formulas di,
i “ 1, . . . , τpdq such that the matrix DN defined by (1.20) is a polynomial in AN . This choice
corresponds to extend all the vectors u P CN in sequences defined on Z through the relations
@j P Z, uj “ ´u´j and uN`1`j “ ´uN`1´j ,
and use the natural convolution formula (1.18). In practice, when N is large enough, this choice
leads to
dij “ dj ´ d2i`j , i “ 1, . . . , τpdq, j P Z (1.24)
In all this paper, we denote by DN pdq the square matrix obtained from this construction (i.e. the
matrix (1.20) and the boundary formulas (1.24)– see Definition 1.3.1 for a formal construction).
The following proposition shows that the previous construction is relevant : First, we prove
that all the matrices DN pdq are polynomials in AN , and second we can find formulas si, i “
1, . . . , τpdq satisfying (1.19) for any given order of consistency µ.
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Proposition 1.2.3.
‚ If R is a ring such that Z Ă R Ă C and if d P SR is a R valued finite difference symmetric
formula then there exists a polynomial P P RrXs such that
@N P N˚, P pAN q “ DN pdq
and
degP “ τpdq.
‚ Let n P 2N˚ and µ “ n or µ “ n´2. If there exists a finite difference formula s P SC such
that pd, sq is consistent of order µ (see (1.11)) then for all i “ 1, . . . , τpdq there exists a
unique symmetric formula bi P SC such that τpbq ď µ2 ´ 1 and
si :“ s` pbii`jqjPZ is consistent of order µ at a distance i of the boundary, see (1.19).
Furthermore, p bi02 , bi1, . . . , biµ2´1q is the solution of the Vandermonde linear system
pb
i
0
2 , b
i
1, . . . , b
i
µ
2´1qppi´ 1q
2j´2q1ďi,jďµ2 “ ´
ÿ
ją0
di`j
ˆ
j2
2 , . . . ,
jµ
µpµ´ 1q
˙
. (1.25)
Proof. The first point will be proved in the next section as a direct consequence of Lemma 1.3.3
and Lemma 1.3.4. To prove the second point, let consider u P C8pRq such that up0q “ 0. Then
we have from (1.24), for i “ 1, . . . , τpdq,ÿ
ją´i
dijupxNj`iq ` h2
ÿ
jPZ
sju
2pxNj`iq “
ÿ
ją´i
pdj ´ dj`2iqupxNj`iq ` h2
ÿ
jPZ
sju
2pxNj`iq
“
ÿ
jPZ
djupxNj`iq ` h2sju2pxNj`iq
´
ÿ
jă´i
djupxNj`iq ´
ÿ
ją´i
dj`2iupxNj`iq
“ ´
ÿ
ją0
di`j
`
upxN´jq ` upxNj q
˘`Ophµ`2q
“ ´
ÿ
jPZ
rdjupxNj q `Ophµ`2q,
with rd P SC a symmetric finite difference formula with zero mean (1.16) defined by rdj “ di`j if
j ą 0. Then applying Proposition 1.2.1 enables to conclude the proof.
Remark 1.2.2. The formula (1.25) implies in particular that bτpdq “ 0 because, for i “ 1, . . . , τpdq,
the right hand side term in (1.25) is zero by definition of τpdq.
To conclude this part, explicit expressions of a class a high order schemes constructed
using the previous principle are proposed. They will be used to give examples.
Proposition 1.2.4. Let pd, sq P SC be a couple of symmetric finite difference formulas that is
consistent of order n with n P 2N˚. Let µ P tn´2, nu be an even integer. Define l “ τpdq´1,m “
τpsq and for i “ 1, . . . , l, bi as the solution of the system (1.25). If we choose si “ s` pbii`jqjPZ
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and di “ dj ´ d2i`j then the relations (1.20) and (1.21) define a scheme that is consistent of
order n in the center and of order µ at a distance l of the boundary. More precisely, if N is large
enough, this scheme is given by the following band matrices :
DN pdq “
¨˚
˚˚˚˚
˚˚˚˚
˚˝
d0 . . . dl`1
...
. . . . . .
dl`1
. . . . . .
. . . . . . dl`1
. . . . . .
...
dl`1 . . . d0
‹˛‹‹‹‹‹‹‹‹‹‚
´
¨˚
˚˚˚˚
˚˝˚˚
d2 . . . dl`1
...
...
dl`1
dl`1
...
...
dl`1 . . . d2
‹˛‹‹‹‹‹‹‹‚
P L pCN q,
SN “
¨˚
˚˚˚˚
˚˚˚˚
˚˝
sm . . . s0 . . . sm
. . . . . . . . .
. . . . . . . . .
. . . . . . . . .
. . . . . . . . .
sm . . . s0 . . . sm
‹˛‹‹‹‹‹‹‹‹‹‚
`
¨˝
Bµ`
0N´2l,N´µ`2
Bµ´
‚˛
with SN P L pCZ;CN q, 0N´2l,N´µ`2 the zero matrix of size pN ´ 2lq ˆ pN ´ µ` 2q,
Bµ` “
¨˚
˚˝b
1
µ
2´1 . . . . . . b
1
0 . . . . . . b
1
µ
2´1
...
...
...
...
...
...
...
blµ
2´1 . . . . . . b
l
0 . . . . . . b
l
µ
2´1
‹˛‹‚P L pCµ´1;Clq
and
Bµ´ “
¨˚
˚˝b
l
µ
2´1 . . . . . . b
l
0 . . . . . . b
l
µ
2´1
...
...
...
...
...
...
...
b1µ
2´1 . . . . . . b
1
0 . . . . . . b
1
µ
2´1
‹˛‹‚P L pCµ´1;Clq.
1.2.4 Main results
We will first define the notion of efficiency discussed in the introduction. If we design our
schemes as in Proposition 1.2.4, and unless some more specific algebraic structure is given,
the computation time for the approximation of one solution of the Dirichlet problem – that is
the solution of the linear system (1.4)– grows a priori linearly with the size of the stencils τpdq
and τpsq. As a consequence, in general, the smaller τpdq and τpsq are, the larger the order of
consistency of pd, sq is, and hence the more efficient is our scheme. As a consequence, we
will define schemes to be the most efficient for given l,m P N, those which are solutions to the
following optimization problem :
max
pd,sqPS 2Cztp0,0qu
τpdqďl`1, τpsqďm
ordpd, sq, (1.26)
55
Chapitre 1 – Compact finite difference schemes
where ordpd, sq is the exact order of consistency of pd, sq
ordpd, sq “ suptn P 2N | pd, sq is consistent of order n according to (1.11)u.
The following theorem proves that for any given stencil sizes l and m in N, there exists a
most efficient scheme solution of the previous optimization problem, and it is unique, up to a
multiplication by a scalar.
Theorem 1.2.3. For all l,m P N, there exists a couple of rational symmetric formulas pdl,m, sl,mq P
S 2Q such that $’’&’’%
τpdl,mq “ l ` 1,
τpsl,mq “ m,ÿ
jPZ
dl,mj j
2 “ ´2,
that is solution of the problem of optimization
max
pd,sqPS 2Cztp0,0qu
τpdqďl`1, τpsqďm
ordpd, sq “ ordpdl,m, sl,mq “ 2pl `m` 1q.
Moreover if pd, sq P S 2C is such that τpdq ď l ` 1, τpsq ď m and ordpd, sq “ 2pl `m ` 1q then
there exists λ P C such that d “ λdl,m and s “ λsl,m.
This theorem is the main result of the second section of this work (see Theorem 1.3.8). The
proof relies on an interpretation of the optimization problem (1.26) as Padé approximant pro-
blem. Some of these optimal formulas are very classic. For example, the formulas d0,0, d1,0, d2,0
and d3,0 can be found explicitly in [66] whereas pd0,1, s0,1q is the classical Noumerov formula
(see [95]). More generally, the optimal formulas of this theorem are effective because we can
prove, with the property of uniqueness of Theorem 1.2.4, that they can be computed exactly as
the solutions of these rational pl `m` 3q ˆ pl `m` 3q linear systems
¨˚
˚˚˚˚
˝
L0l`1 01,m`1
L2l`1 01,m`1
L2l`1 2L0m
...
...
L2pl`m`1ql`1 2pm` l ` 1qp2pm` lq ` 1qL2pl`mqm
‹˛‹‹‹‹‚
¨˚
˚˚˚˚
˚˚˚˚
˝
dl,m0
...
dl,ml`1
sl,m0
...
sl,mm
‹˛‹‹‹‹‹‹‹‹‚
“
¨˚
˚˚˚˚
˝
0
´1
0
...
0
‹˛‹‹‹‹‚, (1.27)
with
Lkn “
´
0k
2 1k . . . nk
¯
and 01,m`1 the zero row matrix of size m` 1.
The formulas dl,m being constructed as the solution of an optimization problem, there is a
priori no reason that they generate stable schemes. However, the following theorem, which will
be proved in the third section (see Application 2 of Theorem 1.4.1), precisely states that all
these optimal schemes are indeed strongly stable.
Theorem 1.2.4. For all l P N˚ and for all m P N, pDN pdl,mqqNPN˚ is strongly stable, see (1.9).
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In particular, following Theorem 1.2.1, the schemes designed in Proposition 1.2.4, with d “
dl,m, s “ l,m, n “ 2pl `m ` 1q and µ “ 2pl `mq, are convergent of order 2pl `m ` 1q. The
efficiency of these schemes is discussed in subsection 1.5.1.
As explained in the introduction, we now address the question of generic performance of
the schemes that we have constructed above : are they stable and convergent in general once
the algebraic order conditions are satisfied. To give a meaning to this question, we decide to
use measure theory. Of course there exist formulas such that pDN pdqqN can not be stable.
It is the case, for example, when DN pdq is not invertible for all N which occurs for when the
polynomial P defining the scheme admit a root of the form 4 sin2
`
pi
2kh
˘
, see (1.23), which are
eigenvalues of the matrix AN . But even if this is not the case, these eigenvalues can be very
close to the roots of P , which induces small denominators in the stability estimates. Of course,
these situations have to be avoided as well.
The following theorem gives an answer to these questions (see Application 1 of Theorem
1.4.1 and Application 2 of Theorem 1.4.3 for the proof).
Theorem 1.2.5. Let K P tR,Cu be a field and l P N be an integer. Let CK,l be the K finite
dimensional vector space of symmetric formulas d P SK with zero mean (1.16) and τpdq ď l`1
CK,l “ td P SK |
ÿ
jPZ
dj “ 0 and τpdq ď l ` 1u.
Then for any Lebesgue measure on CK,l, we have that :
‚ For almost all d P CC,l, pDN pdqqNPN˚ is strongly stable (1.9).
‚ For almost all d P CR,l, pDN pdqqNPN˚ is stable relatively to any sequence pηN qN (1.10)
such that ÿ
NPN˚
N ` 1
ηN
ă 8 and sup
NPN˚
pN ` 1q2
ηN
ă 8.
As for Bertrand series, there is no optimal choice of sequence pηN qNPN that satisfy this
condition and we can not directly deduce stability in the sense of (1.8), but we can choose
ηN “ ppN ` 1q logpN ` 1qq2 “
ˆ
log h
h
˙2
.
As a consequence, we affirm that, up to some logarithmic corrections, almost all real symmetric
formula generates stable schemes.
We use this theorem to deduce a convergence result.
Proposition 1.2.5. With any given d P CK,l, we can associate the scheme of Proposition 1.2.4,
with µ “ n´ 2 if K “ C and µ “ n if K “ R, and the formula s given by Proposition 1.2.1. Then,
it follows from Theorem 1.2.1 that for all l P N,
‚ for almost all d P CC,l, the associated scheme is convergent of order n.
‚ for almost all d P CR,l, the associated scheme converges at the rate hnplogphqq2.
In the proof of Theorem 1.2.5 for real formulas, the logarithmic correction is due to the use
of a diophantine control of some resonances. Experimentally, we can indeed evidence these
quasi-resonances by plotting convergence curves for various schemes of Proposition 1.2.5 for
randomly drawn formulas d (see subsection 1.5.2).
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1.3 Polynomials and high order formulas
The aim of this section is two fold. First, to explain why the matrices DN pdq constructed in
Proposition 1.2.4 are polynomials in d. Second, to give criteria of consistency on these polyno-
mials to interpret Theorem 1.2.3 as a classical problem of Padé approximant.
To highlight the algebraic structure of the matrices DN pdq of Proposition 1.2.4 we will now
give a more formal definition of these matrices.
Let d P SC be a symmetric formula. We introduce Td P L pCZq, the operator of convolution
by d,
@w P CZ, Tdpwq “ d ‹ w “
˜ÿ
jPZ
djwi´j
¸
iPZ
. (1.28)
Let N P N˚ and EN be the space of the odd functions from Z to C that are odd in 0 and in N ` 1
EN :“ tw P CZ | @j P Z, wN`1`j “ ´wN`1´j and w´j “ ´wju. (1.29)
Let BN be the canonical basis of EN
BN “ p1j`p2N`2qZ ´ 1´j`p2N`2qZqj“1,...,N . (1.30)
Since d is symmetric, we verify that EN is stable by Td.
Definition 1.3.1. With the previous construction, we define DN pdq through the relation
DN pdq “ matBN Td| EN .
Remark 1.3.2. Of course, this definition of DN pdq gives the same matrices, when N is large
enough, as the matrix of Proposition 1.2.4.
The space of symmetric formulas has a structure of free module on the ring of polynomial
that is very useful to write efficient and accurate high order schemes. More precisely, we equip
the set of formula CpZq of its structure of commutative algebra for the convolution
@d, s P CpZq, d ‹ s “
˜ÿ
jPZ
djsi´j
¸
iPZ
.
Then, if R is a ring such that Z Ă R Ă C, we consider SR as a subalgebra of CpZq.
On the one hand, this structure explains, through the following lemma, the importance of
the formula a (defined in (1.12) by a “ 21t0u ´ 1t´1,1u).
Lemma 1.3.3. If R is a ring such that Z Ă R Ă C then SR is a free RrXs module whose a is a
basis
@d P SR, D ! P P RrXs, d “ P paq.
Furthermore, if P P CrXs then
τpP paqq “ degP.
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Proof. If we consider CpZq as a subalgebra of CpZ2 q then we remark that
a “ ´
´
1t 12u ´ 1t´ 12u
¯‹2
.
Consequently, a binomial expansion gives
@n P N, a‹n “ p´1qn
´
1t 12u ´ 1t´ 12u
¯‹2n “ nÿ
k“0
p2nq!
pn` kq!pn´ kq!p´1q
k1tk,´ku.
The second point of the lemma is clearly a consequence of this expansion. Furthermore, since
the term associated to the highest index of a‹n (i.e. p´1qn) is invertible inR, the first point follows
from an induction.
On the other hand, this structure explains, why the matrices DN pdq are polynomials in AN .
Lemma 1.3.4. For all N P N˚, d ÞÑ DN pdq is a CrXs module morphism :
@P P CrXs,@d P SC, DN pP pdqq “ P pDN pdqq.
Proof. It follows directly of Definition 1.3.1 of DN pdq and of the associativity of the convolution.
1.3.1 Consistency for the polynomials
We start with a lemma that we have used implicitly in the introduction (in Proposition (1.2.1)
and Proposition (1.2.3)).
Lemma 1.3.5. Let n P 2N. Then a couple of formulas pd, sq P S 2C is consistent of order n (1.11)
if and only if
@p P Cn`1rXs,
ÿ
jPZ
djppjq ` sjp2pjq “ 0.
Proof. It is enough to choose upxq “ xi with i ď n ` 1 is the definition of the consistency and
then to simplify the powers of "h". Conversely, it is enough to do a Taylor expansion.
In particular, if we choose p “ 1, we find that the consistency of order n “ 0 is nothing but
the condition of zero mean (1.16) for d.
We introduce the formal Fourier transform F from the algebra of formulas CpZq to the alge-
bra of formal series CJXK defined by
F :
$&% C
pZq Ñ CJXK
d ÞÑ
ÿ
jPZ
dje
ijX .
We give a characterization of consistency through this transform.
Lemma 1.3.6. Let n P 2N. A couple of formulas pd, sq P S 2C is consistent of order n (1.11) if and
only if
Fd “ X2Fs mod Xn`2.
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Proof. Let BX P L pCrXsq be the formal derivative on the space of the polynomials CrXs. As a
consequence, since the Taylor expansion in 0 of a polynomial is exact, if p P CrXs and x0 P C
then we have
ppx0q “ ex0BXpp0q.
Consequently, following Lemma (1.3.5), pd, sq P S 2C is consistent of order n (1.11) if and only if
@p P Cn`1rXs,
`
Fd´X2Fs˘ piBXqpp0q “ 0.
We conclude the proof by considering the lowest power in the expansion of Fd ´ X2Fs in
0.
The formal Fourier transform is as usual an algebra morphism. As a consequence, if P P
CrXs and d “ P paq then
ÿ
kPN˚
ÿ
jPZ
dj
p´1qkj2k
p2kq! X
2k “ Fd “ P pFaq “ P p2´ 2 cospXqq “ P
ˆ
4 sin2
ˆ
X
2
˙˙
. (1.31)
The consistency and the stability of the formulas often involve moment of d or s. In particular,
this relation provides simple expressions for the first moments of d in function of Pÿ
jPZ
dj “ P p0q and
ÿ
jPZ
djj
2 “ ´2P 1p0q.
In fact, with the formula (1.31), we get a criterion of consistency directly on the polynomials.
Lemma 1.3.7. Let P,Q P CrXs and n P 2N˚. The couple of symmetric formulas pP paq, Qpaqq is
consistent of order n (1.11) if and only if
P p4X2q “ 4 parcsinpXqq2Qp4X2q mod Xn`2,
where parcsinpXqq2 is the square of the inverse sine function whose expansion is (for a refe-
rence, see, for example, [34])
parcsinpXqq2 “
ÿ
nPN˚
22n´1
n2Cn2n
X2n.
Proof. If we apply (1.31) to the criterion of consistency of Lemma 1.3.6 then it comes
P
ˆ
4 sin2
ˆ
X
2
˙˙
“ X2Q
ˆ
4 sin2
ˆ
X
2
˙˙
mod Xn`2.
To conclude the proof, it is enough to do the change of variable
X Ð 2 arcsinpXq.
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1.3.2 The optimal case
In order to prove Theorem 1.2.3 we are going to explain the link between the problem of
optimization (1.26) and the theory of Padé approximant. To see this link we introduce the usual
valuation on CJXK :
@C P CJXK, valpCq “ mintk P N | @0 ď j ď k, Cpjqp0q “ 0u.
As a consequence, with this formalism, Lemma 1.3.7 can be written
@P,Q P CrXs, ord pP paq, Qpaqq “ val
´
P p4X2q ´ 4 parcsinpXqq2Qp4X2q
¯
´ 2.
However, Lemma 1.3.3 proves that pP,Qq ÞÑ pP paq, Qpaqq is a bijection from Cl`1rXs ˆ CmrXs
to the space of the couples of symmetric formulas pd, sq such that τpdq ď l ` 1 and τpsq ď m.
As a consequence, the problem of optimization (1.26) is equivalent to the following
max
pP,QqPCrXs2ztp0,0qu
degPďl`1, degQďm
val
´
P p4X2q ´ 4 parcsinpXqq2Qp4X2q
¯
.
Since if P p0q ‰ 0 then val
´
P p4X2q ´ 4 parcsinpXqq2Qp4X2q
¯
“ 0, it is natural to study this
problem of optimization for polynomials P such that
P “ XR where R P ClrXs.
Consequently, it is enough to study the following problem of optimization
max
pR,QqPCrXs2ztp0,0qu
degRďl, degQďm
val pR´ CQq , (1.32)
with (see [34] for the expansion)
CpXq :“ 4
˜
arcsinp
?
X
2 q?
X
¸2
“ 2
ÿ
nPN
Xn
pn` 1q2Cn`12n`2
. (1.33)
The theory of Padé approximants is a deep theory about approximation of formal series
by rational ones. It has been extensively developed in the last decades (see [11] or [70] for
an overview). Its aim is to give to each formal series F P CJXK a rational approximation pl,mql,m
(usually noted rl{ms) such that
F “ pl,m
ql,m
mod X l`m`1 , with pl,m P ClrXs and ql,m P CmrXs. (1.34)
A natural way to find such an approximation is to try to solve
pl,m “ Fql,m mod X l`m`1 , with pl,m P ClrXs and ql,m P CmrXs. (1.35)
Indeed, if we get a solution ppl,m, ql,mq of (1.35) with ql,mp0q ‰ 0 then it is also a solution of
(1.34). The second formulation (1.35) is interesting because it is a linear system of l `m ` 1
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equations and l ` m ` 2 unknowns. Consequently, it admits at least one non trivial solution.
However, the question of its uniqueness (up to multiplication by a scalar) is generaly non trivial.
In the classical Padé theory, if for a formal series F , the linear system (1.35) admits for all
l,m P N, a unique non trivial solution (up to multiplication by a scalar), then it is said that the
Padé table of F is normal. Furthermore, if F p0q ‰ 0 and if its Padé table is normal then a
non trivial solution ppl,m, ql,mq of (1.35) satisfies deg pl,m “ l, deg ql,m “ m, ql,mp0q ‰ 0 and
valppl,m ´ Fql,mq “ l `m` 1 (see [11] or [70] for details).
What is crucial for us is that the Padé table of C is normal. In fact, D. Karp and E. Prilepkina
have proved in [86] that the Padé tables of many generalized hypergeometric functions are
normals. To see that the Padé table of C is normal, we just have to verify that C is one of
those generalized hypergeometric functions. The generalized hypergeometric functions are the
formal series defined by
pFq
„
α1 . . . αp
β1 . . . βq
;X

“
ÿ
kPN
pα1qk . . . pαpqk
pβq1 . . . pβqqk
Xk
k! with pγqk “
k´1ź
j“0
γ ` j. (1.36)
D. Karp and E. Prilepkina have proved in Theorem 9 of [86] that if$’’’’’’’&’’’’’’’%
p “ q ` 1,
0 ă αq`1 ď 1,
0 ă α1 ď ¨ ¨ ¨ ď αq,
0 ă β1 ď ¨ ¨ ¨ ď βq,
@k P J1, qK, kÿ
j“1
αj ď
kÿ
j“1
βj
then the Padé table of pFq
„
α1 ... αp
β1 ... βq
;X

is normal. However, C is one of those generalized
hypergeometric functions because
CpXq “ 3F2
„
1 1 1
3
2 2
; X4

. (1.37)
We verify this assertion by the following elementary calculation
pn` 1q2Cn`12n`2
pn` 2q2Cn`22n`4
“ pn` 1q
2
p2n` 3qp2n` 4q “
1
4
pn` 1q2
pn` 32qpn` 2q
,
which shows by induction that the coefficients of CpXq (see (1.33)) coincide with those of one
of the generalized hypergeometric functions in (1.37), see (1.36).
Now, we just have to link these results of Padé approximation with our optimization problem
(1.26). But if we denote by pRl,m, Ql,mq the solution of (1.35) such that Rl,mp0q “ 1, then we
have
valpRl,m ´ CQl,mq “ l `m` 1.
Conversely, if pR,Qq satisfies valpR´ CQq ě l `m` 1 with degR ď l and degQ ď m then it is
a solution of (1.35). But since the Padé table of C is normal, pR,Qq is equal to pRl,m, Ql,mq, up
to multiplication by a scalar.
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Consequently, we have proved that the numerator and the denominator of the Padé ap-
proximant of C are the solutions to the optimization problem (1.32), up to multiplication by a
scalar. All the results of this analysis is summarized in the following theorem that is nothing but
a version of Theorem 1.2.3 with polynomials.
Theorem 1.3.8. For all l,m P N, there exists a couple of rational polynomial pRl,m, Ql,mq P
QrXs2 such that $&%
degRl,m “ l,
degQl,m “ m,
Rl,mp0q “ 1.
Moreover pRl,m, Ql,mq is solution of the optimization problem
max
pR,QqPCrXs2ztp0,0qu
degRďl, degQďm
val pR´ CQq “ val pRl,m ´ CQl,mq “ l `m` 1.
Furthermore, this solution is essentially unique : if pR,Sq P CrXs2 is such that degR ď l,
degQ ď m and val pRl,m ´ CQl,mq “ l`m` 1 then there exists λ P C such that R “ λRl,m and
Q “ λQl,m.
There exists many very efficient methods to compute effectively Padé approximants (see
for example [11] or [70]). Consequently, if the order of consistency is large enough, it is interes-
ting to not compute the optimal formulas of Theorem 1.2.3 through the resolution of the linear
system (1.27), but to compute them from the optimal polynomials of Theorem 1.3.8 through the
relations
sl,m “ Ql,mpaq and dl,m “ Pl,mpaq with Pl,mpXq “ XRl,mpXq. (1.38)
1.4 Stability
In this section we study criteria of stability for the sequences of matrices of the form P pAN q
with P a polynomial. These conditions hold on the polynomial P . As a consequence, if we want
to apply one of these criteria to a matrix of the form DN pdq, with d a symmetric formula, we
have to solve P paq “ d (see Lemma 1.3.3 for details).
In the first part, we give a criterion of strong stability (1.9) and then we deduce Theorem
1.2.4 and the first part of Theorem 1.2.5 (when the formulas are complex). In the second part,
we give a diophantine criterion of relative stability (1.10) that is enough to prove the second
part of Theorem 1.2.5 (when the formulas are real).
1.4.1 Strong stability
Theorem 1.4.1. Let P P CrXs be a polynomial such that
P p0q “ 0, P 1p0q ‰ 0 and @x Ps0, 4s, P pxq ‰ 0. (1.39)
Then the sequence of matrices pP pAN qqNPN˚ is strongly stable (1.9).
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Proof. The assumptions (1.39) implies that there exists β ‰ 0 a real number and a sequence
pµkqk“1...d of complex numbers such that
P pXq “ βX
dź
k“1
pX ´ µkq .
On the one hand, a straightforward calculation shows that AN is invertible and
@i, j P J1, NK, pA´1N qi,j “ minpjp1´ hiq, ip1´ hjqq.
On the other hand, since by assumption µk R r0, 4s, the following lemma (proved in Appendix
1.6.2) shows that AN ´ µkIN is invertible and that there exists a constant cµk such that for all
N , }pAN ´ µkIN q´1}8 ď cµk .
Lemma 1.4.2. If µ P Czr0, 4s then there exists c ą 0 such that for all N P N˚, AN ´ µIN is
invertible and for all v P CN
}v}8 ď c}ANv´ µv}8.
As a consequence, P pAN q is invertible and we have
@N P N˚,@v P RN , }P pAN q´1v}8 ď |β|´1}A´1N v}8
dź
k“1
cµk .
Hence, to prove Theorem 1.4.1, it is enough to prove that pAN qN is strongly stable (1.9). The
estimation of strong stability of pAN qN is very explicit and is given for l P N by
}A´1N v}8
ď Nsup
i“1
Nÿ
j“1
|vj |mintip1´ hjq, jp1´ hiqu
ď Nsup
i“1
ÿ
jPJl`1,N´lK |vj |mintip1´ hjq, jp1´ hiqu `
Nsup
i“1
ÿ
jPJl`1,N´lKc |vj |mintip1´ hjq, jp1´ hiqu
ď Nsup
i“1
ÿ
jPJl`1,N´lK |vj |
4
h
` Nsup
i“1
ÿ
jPJl`1,N´lKc |vj |l
ď Nsup
j“1
"
4h´2|vj | if l ` 1 ď j ď N ´ l,
2l2|vj | else.
Application 1 : Proof of the first part of Theorem 1.2.5 The more direct application of this
criterion of strong stability is the first part of Theorem 1.2.5. Since we have proved in Lemma
1.3.3 that P ÞÑ P paq induce an isomorphism of vector space between XClrXs and CC,l, it is
enough to prove that almost all complex polynomials of degree smaller than l ` 1 do not have
any zero point in r0, 4s to conclude with the criterion of stability of Theorem 1.4.1. In fact, we
show that almost all complex polynomials of degree smaller than l`1 do not have any real zero
point.
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Proof. Since the null sets are the same for all the Lebesgue measures on ClrXs it is enough to
prove the result for one well chosen Lebesgue measure. As a consequence, we introduce λ be
a Lebesgue measure on RlrXs and we consider λb2 as a Lebesgue measure on ClrXs induced
by the direct sum
ClrXs “ RlrXs ‘ iRlrXs.
Now, we remark that if a polynomial P P ClrXs admits the decomposition P “ P1` iP2 and has
a real zero point x P R then x is a zero point of P1 and of P2. As a consequence, we conclude
by the following calculation
λb2tP P ClrXs | Dx P R, P pxq “ 0u “
ż
RlrXs
ż
RlrXs
1DxPR, pP1`iP2qpxq“0dλpP1qdλpP2q
“
ż
RlrXs
ż
RlrXs
1DxPR, P2pxq“P1pxq“0dλpP1qdλpP2q
ď
ż
RlrXs
ÿ
xPR,P2pxq“0
ż
RlrXs
1P1pxq“0dλpP1qdλpP2q
“ 0.
The last equality is nothing but, since tP1 P RlrXs| P1pxq “ 0u is an hyperplane of RlrXs, its
Lebesgue measure is zero.
Application 2 : Proof of Theorem 1.2.4 The second application of the criterion of strong
stability of Theorem 1.4.1 is the Theorem 1.2.4 about the strong stability of the most efficient
schemes. In fact, to apply this criterion to the optimal formulas of Theorem 1.2.3, we exactly
have to prove that the optimal polynomials Rl,m of Theorem 1.3.8 do not have any zeros point
in r0, 4s.
Proof. Let l,m P N be some integers and Rl,m the optimal polynomial given by Theorem 1.3.8.
In the proof of this theorem, Rl,m is built as the numerator of the Padé approximant of the
function C (1.33). Futhermore, as we have explained in the proof of Theorem 1.3.8, D. Karp and
E. Prilepkina have proved in [86] that Cp´Xq is a Stieltjes transform of a measure supported
in r0, 4s. As a consequence, we can use the classical results about the localization of the zeros
points and poles of the Padé approximants of such series.
On the one hand, it is enough to apply the point pviiq of Theorem 3 page 251 of the book of
J. Gilewicz [70] to prove that if k ď 0 and l ě ´k then all the zero points of Rl`k,l are in s4,8r.
On the other hand, J. Gilewicz proves at the point piiiq of this theorem that if k ě ´1, l`k ě 0
and l ě 0 then all the zero points of Ql`k,l (the denominator of the Padé approximant of C) are
in s4,8r. Futhermore, page 264 of his book [70], J. Gilewicz gives a theorem of Stieltjes and
Wynn (point piiiq of Theorem 5) that implies that if k ě 0 and l ď 0 then
@x P r0, 4s, Rl`k,lpxq
Ql`k,lpxq ď
Rl`k`1,l`1pxq
Ql`k`1,l`1pxq .
Since Ql`k,l does not have any zero point on r0, 4s and since by construction Ql`k,lp0q “
Rl`k,lp0q “ 1 then it follows that for all k ě 0 and all l ě 0 we have
@x P r0, 4s, Ql`k,lpxq ą 0.
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As a consequence, if k ě 0 and l ě 0 then, we have
@x P r0, 4s, Ql`k`1,l`1pxq
Ql`k,lpxq Rl`k,lpxq ď Rl`k`1,l`1pxq.
Consequently, if for all k ě 0, we prove that Rk,0 is positive on r0, 4s, then we conclude by
induction on l ě 0, that Rl`k,l is positive on r0, 4s. Indeed, it is clear that Rk,0 is positive on r0, 4s
because by construction (see Theorem 1.3.8), we have
Rk,0 “ 2
kÿ
n“0
Xn
pn` 1q2Cn`12n`2
ą 0 on R`.
1.4.2 Relative stability
Theorem 1.4.3. Let P P CrXs be a polynomial and let Λ be the set of the roots of P in r0, 4s
and assume that P satisfies the following assumptions :
i) 0 P Λ,
ii) 4 R Λ,
iii) the roots of P in r0, 4s are simple,
iv) Dδ : N˚ Ñ R˚` ,
@λ P Λ,@q P N˚,@1 ď p ď q ´ 1, 0 ă δq ď
ˇˇˇˇ
λ´ 4 sin2
ˆ
pi
2
p
q
˙ˇˇˇˇ
. (1.40)
Then the sequence of finite difference matrices pP pAN qqNPN˚ is stable relatively to the se-
quence ηN “ 1δN`1 (1.10).
Proof. see Appendix 1.6.3.
Application 1 : stability for second order algebraic zero points The first application of
this diophantine criteria is based on a classical result about approximation of algebraic numbers
by rational ones. It gives a way to design sequences of matrices DN that are stable (1.8), but
such that DN has not a positive or a negative spectrum for all N .
Theorem 1.4.4. Liouville’s Theorem. (from the book of Andrei B. Shidlovskii [102] page 23)
If α is a real algebraic number of degree n, n ě 1, then there exists a constant c “ cpαq ą 0
such that the following inequality holds for any p P Z and q P N˚, pq ‰ α :ˇˇˇˇ
α´ p
q
ˇˇˇˇ
ą c
qn
.
Corollary 1.4.1. If a polynomial P P CrXs satisfies the three first hypothesis of Theorem 1.4.3
and if for all root λ P Λzt0u there exist an algebraic number of degree 2, α, such that λ “
4 sin2ppi2αq, then the sequence of finite difference matrices pP pAN qqN is stable (1.8).
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Application 2 : Proof of the second part of Theorem 1.2.5 The proof of the second part
of Theorem 1.2.5 is an adaptation of a classical qualitative result about approximation of real
numbers by rational ones.
Theorem 1.4.5. A version of the Khinchin’s Theorem. (see for example [102] page 17)
Let pνqqq be a sequence of positive real numbers such that the series ř νq converges. Then,
for almost all α P R, there exists a constant c ą 0 such that for all p, q P Zˆ N˚, one has
|α´ p
q
| ě cνq
q
.
More precisely, to prove the second part of Theorem 1.2.5 with the criterion of Theorem
1.4.3, it is enough to prove that the following set are null set for a Lebesgue measure on RlrXs
(they are the sets of the polynomials that do not satisfy ii, iii or iv) :
E1 “ tR P RlrXs | Rp4q “ 0 or Rp0q “ 0u,
E2 “ tR P RlrXs | Dλ P r0, 4s, Rpλq “ R1pλq “ 0u,
E3 “
"
R P RlrXs | Dλ P r0, 4s, Rpλq “ 0 and lim inf
qÑ8 minpPJ1,q´1K ηq´1
ˇˇˇˇ
λ´ 4 sin2
ˆ
pi
2
p
q
˙ˇˇˇˇ
“ 0
*
.
Indeed, since we have proved in Lemma 1.3.3 that R ÞÑ pXRqpaq induce an isomorphism of
vector space between RlrXs and CR,l, the null sets for the Lebesgue measures on RlrXs are
associated to the null sets for the Lebesgue measures on CR,l.
It is quite clear that E1 and E2 are null sets. Indeed, E1 is a null set because since P ÞÑ P p4q
is linear, it is an hyperplane and E2 is a null set because it is the set of the zero points of the
discriminant ∆pRq “ RespR,R1q that is a non zero polynomial of R. However, to prove that E3
is a null set, we have to adapt the proof of the Khinchin’s Theorem 1.4.5.
In order to use the Borel Cantelli Theorem, we introduce a probability measure ρ on RlrXs
with the same null set as a Lebesgue measure. More precisely, we introduce the Lebesgue
measure µ on RlrXs induced by the Hardy’s scalar product x., .yH2 . This scalar product is defi-
ned by
@R1, R2 P RlrXs, xR1, R2yH2 :“
lÿ
k“0
R
pkq
1 p0qRpkq2 p0q
k!2 .
Then, we define ρ through its density with respect to µ
dρ
dµ “
1?
2pil`1
e
´ 12 }R}2H2 .
As ρ has a positive density with respect to µ, ρ and µ have the same null sets.
Hence, since E2 is a null set, it is enough to prove that E3XEc2 is a null set. As a consequence,
we can use the following inclusion
Ec2 X E3 Ă Ec2 X
"
R P RlrXs | lim inf
qÑ8 minpPJ1,q´1K ηq´1
ˇˇˇˇ
R
ˆ
4 sin2
ˆ
pi
2
p
q
˙˙ˇˇˇˇ
“ 0
*
.
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Then, we introduce the measurable sets
Fq :“
"
R P RlrXs | min
pPJ1,q´1K
ˇˇˇˇ
R
ˆ
4 sin2
ˆ
pi
2
p
q
˙˙ˇˇˇˇ
ď 1
ηq´1
*
,
to get the inclusion
Ec2 X E3 Ă Ec2 X lim sup
qÑ8
Fq.
Consequently, it is enough to prove that
ř
ρpFqq ă 8 to conclude by the Theorem of Borel
Cantelli that E3 is a null set.
To control ρpFqq, we begin assuming the following lemma, that we will show at the end of
this proof.
Lemma 1.4.6. For all λ P R and for all β ą 0, we have
ρ ptR P RlrXs | |Rpλq| ď βuq ď
c
2
pi
β.
Consequently, we deduce from the last assumption of Theorem 1.2.5 that
ř
ρpFqq ă 8,
ρpFqq ď
q´1ÿ
p“1
ρ
"
R P RlrXs |
ˇˇˇˇ
R
ˆ
4 sin2
ˆ
pi
2
p
q
˙˙ˇˇˇˇ
ď 1
ηq´1
*
ď pq ´ 1q
c
2
pi
1
ηq´1
P l1pNzt0, 1uq
To conclude this proof, we have to prove Lemma 1.4.6. We introduce the polynomial Rα P
RlrXs defined by
RαpXq “
lÿ
k“0
pαXqk.
Rα is the Riesz representer of the evaluation in α
@R P RlrXs, Rpαq “ xRα, RyH2 .
Consequently, since the Gaussian measure ρ is isotropic, we have
ρ ptR P RlrXs | |Rpλq| ď βuq “ ρ ptR P RlrXs | |xRα, RyH2 | ď βuq
“ 1?
2pi
ż
R
1|y|}Rα}2H2ďβe
´ y22 dy
ď 1?
2pi
ż
R
1|y|}Rα}2H2ďβdy
“
c
2
pi
β
˜
lÿ
k“0
α2k
¸´1
ď
c
2
pi
β.
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1.5 Numerical experiments
In this section, in the light of a series of numerical experiments, we discuss the efficiency of
the schemes and the optimality of our theorems.
1.5.1 Efficiency of the optimal schemes
In this subsection, we fix
upxq “ xp1´ xqe4 cosp41xq and f “ ´u2.
This is a test case quite generic near the boundary : the derivatives of f do not enjoy any
algebraic cancellation law. Furthermore, the oscillations of the cosine term require the use of a
fine grid to get an accurate approximation of the solution of the homogeneous Dirichlet problem.
Thus, even with a high order method and relatively large values of N (typically N » 102q, we
are not limited by machine precision to compute convergence errors EN :“ }uN ´ uN,ex}8.
We consider n, l,m some integers such that 2pl ` m ` 1q “ n. Then, we consider the
schemes pDl,mN ,Sl,mN q designed in Proposition 1.2.4 with µ “ n´ 2, d “ dl,m and s “ sl,m. The
optimal formulas dl,m and sl,m are determined by solving the linear system (1.27).
In Figure 1.2 (a), we plot their convergence curves for n “ 10. As we have proven in Theo-
rem 1.2.4, we observe that they are convergent of order 10. We notice that the smaller |m ´ l|
is, the more accurate the scheme is.
Then to discuss their efficiency, we have to compare their convergence error with respect to
the computational time required to solve the associated linear system : Dl,mN uN “ h2Sl,mN fN,ex.
Of course, this time dependent on the linear solver used. Here, the simulations have been
realized with Matlab version R2016a. Matrices Dl,mN and S
l,m
N have been implemented as
sparse matrices and the usual command h2Dl,mN zpSl,mN ˚ fN,exq has been used to solve the
linear system. Figure 1.2 (b) represents in log´ log scale the convergence error as a function
of the time required to solve the system. The most classical scheme that is associated with
pl,mq “ p4, 0q is clearly less efficient than the others whereas the schemes associated with
pl,mq “ p1, 3q, p2, 2q, p3, 1q seem equally efficient. The scheme associated with pl,mq “ p0, 4q
is really more efficient than the others. This is due to the efficiency of Matlab to solve tridia-
gonal linear system. Indeed, this efficiency can be observe through the following numerical
experiment.
We choose N “ 5001 and we consider the sparse multi-diagonal matrices
Mpkqi,j “
$&%
2k if i “ j
´1 else if |i´ j| ď k
0 else
and the vector f “ p1qk“1,...,N . Then plotting in Figure 1.2 (c) the time required to execute
Mpkqzf as a function of k, we observe basically a linear function. However, its value in k “ 1,
corresponding to the resolution of a tridiagonal system, seems really lower than it should be if
this executional time was an affine function of k. More precisely, realizing a linear regression ex-
cluding the tridiagonal case, we could expect a time of 0.4 ms instead of the 0.12 ms measured.
So it is basically four time faster than what we could expect.
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(f) Convergence curves of the equilibrated schemes
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FIGURE 1.2 – Some numerical experiments about the efficiency and the accuracy of the optimal
schemes designed in Proposition 1.2.4 with µ “ n ´ 2. To realize the figures (a),(b),(d),(e),(f),
N has been chosen in the set t200, 235, 271, 300, 341, 372, 401, 447, 500u.
In Figure 1.2 (f), we plot convergence curves of some equilibrated optimal schemes of
diverse orders (i.e. schemes such that m´ ` ě 0 is as small as possible). We observe that the
high order schemes seem enjoying good convergence rate. More precisely, if N is fixed, the
higher the order of the scheme is, the lower the convergence error is.
Finally, we compare the optimal scheme pD1,1N ,S1,1N q with a sixth order scheme denoted
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pDmoN ,SmoN q where
DmoN “
¨˚
˚˚˚˚
˚˚˚˚
˝
120 ´60
´48 102 ´48 ´3
´3 ´48 102 ´48 ´3
. . . . . . . . . . . . . . .
´3 ´48 102 ´48 ´3
´3 ´48 102 ´48
´60 120
‹˛‹‹‹‹‹‹‹‹‚
and
SmoN “
¨˚
˚˚˚˚
˚˚˚˚
˝
5 50 5
8 44 8
8 44 8
. . . . . . . . .
8 44 8
8 44 8
5 50 5
‹˛‹‹‹‹‹‹‹‹‚
.
This scheme does not belong to the class of schemes designed in this paper. Its construction
is based on monotonicity. A proof of its convergence of order 6 can be found in [92]. We remark
that, up to a scalar factor, it is designed with the optimal formulas pd0,1, s0,1q and pd1,1, s1,1q. We
can observe on Figure 1.2 (d) and (e) that on the test case designed in this subsection, the
scheme pDmoN ,SmoN q is less accurate and less efficient than the optimal scheme pD1,1N ,S1,1N q.
1.5.2 Numerical resonances
In the proof of Theorem 1.2.5 for real formulas, the logarithmic correction is due to the
use of a diophantine control of some resonances. Experimentally, we aim at evidence these
quasi-resonances by plotting convergence curves for various schemes of Proposition 1.2.5 for
randomly drawn formulas d. Two typical kinds of behaviors for the convergence curves can
be observed (see Figure 1.3 below). For random d, either we observe classical convergence
curves (which are close to straight lines and correspond to non-resonant situations), or we
obtain strange curves with a complex behavior corresponding to close to resonant situations.
As suggested by Figure 1.3, it can be observed experimentally that the higher n is, the lower
the resonances are. However, we do not have any explanation of this phenomenon.
1.6 Appendix
1.6.1 Proof of Proposition 1.2.2
Let f P C8pRq be the source function of the Dirichlet problem (1.2), and u its solution. For
each N P N˚ we consider uN,ex and fN,ex the discretizations of u and f defined by (1.3).
We begin proving the consistency of the scheme in the center. We introduce an integer j
such that τpdq ă j ă N ` 1 ´ τpdq. Then, we do the estimation of consistency with a Taylor
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FIGURE 1.3 – Convergence curves with upxq “ xp1´ xqe2x , n “ 2 and EN :“ }uN ´ uN,ex}8.
(a) For the non-resonant scheme d “ 21t0u´1t´1,1u and for the quasi-resonant scheme d “ p2´
6zq1t0u`p4z´1q1t´1,1u´z1t´2,2u with z “ 0.358946420670826. (b) For the non-resonant scheme
d “ 21t0u´1t´1,1u and for the quasi-resonant scheme d “ p2´6zq1t0u`p4z´1q1t´1,1u´z1t´2,2u
with z “ 32.12121212
Lagrange formulaˇˇˇ`
DNuN,ex
˘
j
´ h2 `SN fN,ex˘j ˇˇˇ
“
ÿ
iPZ
diupxNi`jq ` h2siu2pxNi`jq
“
ÿ
iPZ
dipjpxNi q ` h2sip2j pxNi q `
ÿ
iPZ
dipξN,1i,j ´ xNi qn`2
upn`2qpξN,1i,j q
pn` 2q! ` h
2sipξN,2i,j ´ xNi qn
upnqpξN,2i,j q
n! ,
with ξN,1i,j , ξ
N,2
i,j PsxNi , xNi`jr and
pjpXq “
n`1ÿ
k“0
upkqpxNj q
k! X
k.
However, we have proved in Lemma 1.3.5, that the polynomial part of this sum is zero. Conse-
quently, it is enough to estimate the second part. Finally, we getˇˇˇ`
DNuN,ex
˘
j
´ h2 `SN fN,ex˘j ˇˇˇ ď hn`2}upn`2q}L8p0,1qÿ
iPZ
|di|τpdq
n`2
pn` 2q! ` |si|
τpsqn
n! .
The same type of estimations holds near the boundary and we can prove similarly that, if
τpdq ě j or j ě N ` 1´ τpdq and if µh2 ď γ thenˇˇˇ`
DNuN,ex
˘
j
´ h2 `SN fN,ex˘j ˇˇˇ ď hµ`2}upµ`2q}L8p´γ,1`γq max1ďkďτpdqÿ
iPZ
|dki |τpdq
µ`2
pµ` 2q! ` |s
k
i |τps
kqµ
µ! .
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1.6.2 Proof of Lemma 1.4.2
To prove this lemma, we need to use the notations introduced to define formally DN pdq in
Definition 1.3.1.
Now, for all p P Z and for all N P N˚, we introduce an operator Op,N on EN defined by
@w P EN , Op,Nw “ 12T1tp,´puw “
ˆ
wi`p ` wi´p
2
˙
iPZ
.
A straightforward calculation shows that the spectral decomposition of Op,N is
@k P Z, Op,Nek,N “ cospppikhqek,N with ek,N “ psinpkpihjqqjPZ. (1.41)
Let z P Czr´1, 1s be a complex number. Since the periodic function x ÞÑ pcospxq ´ zq´1
is real analytic, its Fourier transform is summable. More precisely, there exists pcppzqq P l1pNq
such that
@x P R, 1cospxq ´ z “
ÿ
pPN
cppzq cosppxq.
Since pcpq is summable, it follows from (1.41) that O1,N ´ zIEN is invertible and
pO1,N ´ zIEN q´1 “
ÿ
pPN
cppzqOp,N .
Furthermore, if w P EN then for all p P N
}Op,Nw}l8pZq ď }w}l8pZq.
As a consequence, we have
}pO1,N ´ zIEN q´1w}l8pZq ď
ÿ
pPN
|cppzq|}Op,Nw}l8pZq ď }pcppzqq}l1pNq}w}l8pZq.
To finish the proof of Lemma 1.4.2, it is enough to see that
matBN O1,N “ IN ´
1
2AN and @w P EN , }matBN w}8 “ }w}l8pZq.
1.6.3 Proof of Theorem 1.4.3
It follows of the spectral decomposition of AN (1.22), that peNk qk“1...N is an orthogonal basis
of CN . Furthermore, a straightforward calculation shows that, if k P J1, NK then we have
}eNk }2 “
Nÿ
j“1
|peNk qj |2 “
Nÿ
j“1
sin2ppihkjq “ 12
Nÿ
j“1
1´ cosp2pihkjq “ 12h.
Consequently, if we take a vector v P CN , we get its discrete Fourier transform as
v “ 2h
Nÿ
k“1
eNk
Nÿ
j“1
vj sinppihkjq.
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However, since the vectors eNk are eigenvectors of AN , there are eigenvectors of P pAN q
and their eigenvalues are P p4 sin2 `pi2kh˘q. Consequently, we know from assumption pivq that
P pAN q is invertible and that we have
P pAN q´1v “ 2h
Nÿ
k“1
eNk
P
`
4 sin2
`
pi
2kh
˘˘ Nÿ
j“1
vj sinppihkjq.
Hence, if we do the estimation, | sin | ď 1, it comes
}P pAN q´1v}8 ď 2h
Nÿ
k“1
1
|P `4 sin2 `pi2kh˘˘ |
Nÿ
j“1
}v}8 ď
Nÿ
k“1
2
|P `4 sin2 `pi2kh˘˘ | }v}8.
Consequently, to conclude the proof of Theorem 1.4.3, it is enough to proof that there exists a
constant c ą 0 such that
@N P N˚,
Nÿ
k“1
2
|P `4 sin2 `pi2kh˘˘ | ď cδN`1 . (1.42)
But from the assumption piiiq, we know that there exists a polynomial Q P RrXs such that
P pXq “ QpXq
ź
λPΛ
pX ´ λq and @x P r0, 4s, Qpxq ‰ 0. (1.43)
Hence, we deduce from (1.43) that the following partial fraction decomposition holds
1
P pXq “
1
QpXq
ÿ
λPΛ
Qpλq
P 1pλq
1
X ´ λ.
Consequently, to prove the estimation (1.42), it is enough to prove that
@λ P Λ, Dc ą 0,@N P N˚,
Nÿ
k“1
1
|4 sin2 `pi2kh˘´ λ| ď c cδN`1 . (1.44)
To prove (1.44), it is crucial to deduce, from the conditions piq and pivq, that there exists a
constant c ą 0 such that
@q P N˚, δq ď c
q2
. (1.45)
Then, it is enough, to distinguish the case λ “ 0 from the case λ ‰ 0. On the one hand, if λ “ 0,
using (1.45), we have
Nÿ
k“1
1
4 sin2
`
pi
2kh
˘ ď Nÿ
k“1
1
4 pkhq2 ď
pi2
6
1
4h2 ď
pi2
24
c
δN`1
.
On the other hand, x ÞÑ 4 sin2 `pi2x˘ is a diffeomorphism from s0, 1r to s0, 4r. Hence, if λ ‰ 0, and
since we know from assumption piiq that λ ‰ 4, there exists a constant rc ą 0 such that one has
@x P r0, 1s, |x´ rλ| ď rc|4 sin2 ´pi2x¯´ λ|,
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where rλ Ps0, 1r is defined by
4 sin2
´pi
2
rλ¯ “ λ.
Since δ does not have any zero index, the assumption pivq provides rλ R Q. Hence, we deduce
that
@q P N˚, D!pq P J0, qK, |rλ´ pq
q
| ă 12q .
As a consequence, with the estimation (1.45), we have
Nÿ
k“1
1
|4 sin2 `pi2kh˘´ λ| ď
ÿ
kPJ1,NKztpN`1u
rc
|kh´ rλ| ` 1|4 sin2 `pi2 pN`1h˘´ λ|
ď
ÿ
kPJ1,NKztpN`1u
2rc
h
` 1
δN`1
ď 2rc
h2
` 1
δN`1
ď 2rcc` 1
δN`1
.
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CHAPITRE 2
EXISTENCE AND STABILITY OF
TRAVELING WAVES FOR DISCRETE
NONLINEAR SCHRÖDINGER EQUATIONS
OVER LONG TIMES.
2.1 Introduction
2.1.1 Motivations and main results
We study existence and stability of solitary traveling waves for the discrete nonlinear Schrö-
dinger equation (DNLS) on a grid hZ of stepsize h ą 0 and with a cubic focusing non linearity.
This equation is a differential equation on ChZ defined by (see [87] for details about its deriva-
tion)
@g P hZ, iBt ug “ ug`h´2ug `ug´h
h2
` |ug |2 ug . (2.1)
We focus on this equation near its continuum limit (as h goes to 0), called nonlinear Schrödinger
equation (NLS), defined as the following partial differential equation
@x P R, iBtupxq “ B2xupxq ` |upxq|2upxq. (2.2)
We study solutions of DNLS (2.1) with a behavior close to the continuous traveling waves of
NLS (2.2). Such solitons u are global solutions of NLS with speed of oscillation ξ1 and speed of
advection ξ2, satisfying
@t0 P R, @t P R, @x P R, upt0 ` t, xq “ eiξ1tupt0, x´ ξ2tq. (2.3)
The parameter ξ “ pξ1, ξ2q characterizes travelling waves up to gauge transform upxq ÞÑ eiγupxq
and advection upxq ÞÑ upx´ yq. For NLS they are given explicitly by their values at time t “ 0
@x P R, ψξpxq “ e 12 ixξ2
?
2mξ
coshpmξxq with mξ “
d
ξ1 ´
ˆ
ξ2
2
˙2
. (2.4)
for speed of oscillation ξ1 and speed of advection ξ2 satisfying
ξ1 ą
ˆ
ξ2
2
˙2
. (2.5)
This chapter is a joint work with Erwan Faou realized in [26].
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On a grid, the notion of traveling wave is not as clear as on a line, and we cannot define
traveling waves for DNLS as easily as those of NLS by (2.3). The difficulty comes from the
definition of the advection. Indeed, the canonical advection on a grid is only defined when the
distance to cross is a multiple of the stepsize h. Of course, we could find some reasonable
extensions of (2.3) in the discrete case. For example, a possible definition of discrete traveling
waves could be for solution u to DNLS to satisfy
@t0 P R, @n P Z, @g P hZ, ugpt0 ` nτq “ eiξ1nτ ug´nhpt0q with ξ2τ “ h, (2.6)
for some speeds ξ1, ξ2 P R. Even if this definition seems to be the most natural, it is not the only
one possible. For example, we could replace h by 2h in this definition or to do things even more
complicated, and no canonical choice appears obvious. There is at least one class of solutions
that can be defined without ambiguity, the standing waves (i.e. when ξ2 “ 0) which are solutions
of the form
@t0 P R,@t P R, upt0 ` tq “ eiξ1t uptq. (2.7)
for some speed of oscillation ξ1 P R.
We define the discrete L2 and H1 norms as follows : for v P ChZ,
}v }2L2phZq “ h
ÿ
gPhZ
|vg |2 and }v }2H1phZq “ h
ÿ
gPhZ
ˇˇˇˇ
vg ´vg´h
h
ˇˇˇˇ2
` }v }2L2phZq.
Of course, these norms are equivalents but not uniformly with respect to h. Since we focus on
the continuous limit (i.e. when h goes to 0), uniformity with respect to h is crucial.
The discrete L2 norm, } ‚ }2L2phZq is a constant of the motion of DNLS associated, through
the Noether Theorem (see, for example, [58] for details about this Theorem), to invariance
under gauge transform action. As L2phZq is an algebra we can deduce by the Cauchy-Lipschitz
Theorem that DNLS is globally well-posed in L2phZq. Moreover, DNLS is a Hamiltonian system
associated with the Hamiltonian
HDNLSpuq “ h2
ÿ
gPhZ
ˇˇˇˇ
ug`h´ug
h
ˇˇˇˇ2
´ h4
ÿ
gPhZ
|ug |4. (2.8)
As we can guess from its expression, this Hamiltonian is very useful to establish some esti-
mates of coercivity with the discrete H1 norm, uniformly with respect to h.
The continuous traveling waves of NLS defined by (2.4) verify a property of stability called
orbital stability. If for a given time a solution of NLS is close enough to a traveling wave, then it
remains close to this traveling wave for all times, up to advection and gauge transformations.
This property has been first proven by Cazenave and Lions in 1982 in [46] by a compactness
method and in 1986 by Weinstein in [115] with what we call nowadays the energy-momentum
method. This second method is more quantitative than the first one, and the estimates of sta-
bility we give in this article are all based on it. It has been developed by Grillakis, Shatah and
Strauss in 1987 in [75] and [76] (see also [58] for a very clear presentation of this method).
Theorem 2.1.1. Cazenave and Lions [46], Weinstein [115]
For each couple of speed ξ P R2, such that ξ1 ą
´
ξ2
2
¯2
, there exists a constant c ą 0, such that
for all solutions u of NLS (2.2) with }up0q ´ ψξ}H1pRq ă c, for all time t P R, there exist y, γ P R
such that
c}uptq ´ eiγψξp‚´ yq}H1pRq ď }up0q ´ ψξ}H1pRq.
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This result does not give any information on the exact position of the solution. To remedy
this problem, modulational stability methods have been developed, which allows to follow very
precisely this solution (see [114], [67] or [81]).
If we try to apply the energy-momentum method to construct orbitally stable traveling waves
for DNLS, the main difficulty comes from the definition of the advection on the grid. We dis-
cuss this issue in detail in section 2.2. However this problem is easily solved when considering
standing waves (i.e. ξ2 “ 0) with symmetric perturbations for which the solution, remaining
symmetric for all times, cannot move. In 2010, Bambusi and Penati proved in [19] the existence
of standing waves of DNLS looking like those of NLS. In fact, they constructed two kinds of
standing waves. Each ones are real valued and symmetric but the first ones, called Sievers-
Takeno modes or onsite , are centered in 0 whereas the second ones, called Page modes or
off-site, are centered in h2 . In 2013, in [17], Bambusi, Faou and Grébert, studying fully discrete
approximation in time and space of NLS standing waves, gave some results on their orbital
stability. The construction of these standing waves is also realized in a 2016 paper of Jenkinson
and Weinstein (see [84]), with another kind of approximations. If we focus only on the onsite
standing waves, we summarized a piece of these results in the following theorem.
Theorem 2.1.2. Existence and orbital stability of standing waves
For all ξ1 ą 0, there exist h0, C, c ą 0 such that for all h ă h0, there exists a unique φhξ1 P
H1phZ;Rq symmetric, centered in 0, and ζ1 P R, such that
‚ eiζ1tφhξ1 is a solution of DNLS,
‚ |ζ1 ´ ξ1| ` }φhξ1 ´ψpξ1,0q |hZ}H1phZq ď Ch2,
‚ }φhξ1 }L2phZq “ }ψpξ1,0q}L2pRq,‚ If u is a solution of DNLS such that up0q is symmetric, centered in 0, }up0q}L2phZq “
}ψpξ1,0q}L2pRq and }up0q ´ φhξ1 }H1phZq ă c then for all t P R, there exists γ P R such that
}uptq ´ eiγ φhξ1 }H1phZq ď C}up0q ´ φhξ1 }H1phZq.
Note that the same theorem holds, for the off site standing waves. We just need to write
"symmetric, centered in h2 " instead of "symmetric, centered in 0" and "ψpξ1,0qp‚´h2 q|hZ" instead
of "ψpξ1,0q |hZ".
Usually, it is enough to prove existence and orbital stability of NLS standing waves to get
some orbitally stable traveling wave. Indeed, NLS is invariant by Galilean transformation , defi-
ned by
upt, xq ÞÑ ei v2 px´vtq`ip v2 q2tupt, x´ vtq.
However, it seems there is no such transformation for DNLS. So we cannot apply the same
strategy.
The second reason why existence of orbitally stable traveling waves for DNLS seems very
uncertain is more experimental. If we assume that DNLS admits a moving traveling wave (i.e.
ξ2 ‰ 0) that is orbitally stable and looking like a continuous traveling wave, ψξ, then the solution
of DNLS generated by the discretization of ψξ on hZ, should look like ψξ for all times, up to
an advection and a gauge transform. But there are some reasonable numerical simulations for
which it is not what is observed (see [84]). In fact, the speed of this solution seems going to 0
as t goes to infinity. In the literature, this phenomenon is usually called Peierls-Nabarro barrier
(see [84], [87] and [96]). A rigorous proof of this phenomenon seems to be an open problem.
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However, it is really difficult to observe when h is small enough (in fact, stability for exponentially
long times is expected, see [96]).
Before stating our main results, let us first formulate an easy corollary of them, showing
that there exists quasi-traveling waves to DNLS close to the continuum limit, for times of order
Oph´2q, preventing the phenomena described above to appear before this time scale.
Theorem 2.1.3. For all ε ą 0 and for all ξ P R2 such that ξ1 ą
´
ξ2
2
¯2
, there exist h0, C, T0 ą 0
such that
T0 “ 8 when ξ2 “ 0 and T0 Ñ8 when the speed ξ2 Ñ 0,
and such that if h ă h0, y0, γ0 P R and u is the solution of DNLS such that
@g P hZ, ugp0q “ eiγ0ψξpg ´ y0q,
then, there exist γ, y P C1pRq satisfying γp0q “ γ0 and yp0q “ y0 such that, for all t ě 0,
@t ď T0h´2`ε, sup
gPhZ
ˇˇˇ
ugptq ´ eiγptqψξpg ´ yptqq
ˇˇˇ
ď Ch2
and
@t ď T0h´2`ε, | 9γptq ´ ξ1| ` | 9yptq ´ ξ2| ď Ch2.
The proof of Theorem 2.1.3 is a straightforward application of Theorem 2.1.7 (or Theorem
2.1.4 if ξ2 “ 0). It would be possible to write the same result with the discrete H1 norm instead
of the L8 norm.
To obtain this result, the strategy is to construct a function close to the continuous solitary
wave ψξ for given parameters ξ “ pξ1, ξ2q, which define solitary waves of a modified version
of DNLS essentially defined by removing the aliasing terms. This typically gives bound for time
scales of order Oph´1q for orbital stability in H1phZq. Moreover as the aliasing terms are small
for regular functions, we can combine this analysis with a result of control of discrete Sobolev
norms of DNLS to reach the time scale Oph´2q. We give now the details of our results. The first
one is a result of existence and stability in H1 of discrete traveling waves for times of order h´1.
Theorem 2.1.4. Let Ω be a relatively compact open subset of
"
ξ P R2 | ξ1 ą
´
ξ2
2
¯2*
.
There exist h0, κ, r, ` ą 0 such that for all h ă h0, for all ξ P Ω, there exists ηhξ P H8pRq with
}ηhξ ´ ψξ}H1pRq ď κh2, (2.9)
satisfying the following property. If v P H1phZq is an approximation of ηhξ up to a gauge transform
or an advection, i.e.
Dγ0, y0 P R, }v´peiγ0ηhξ p‚´ y0qq|hZ}H1phZq ď r,
then there exist γ, y P C1pRq with γp0q “ γ0 and yp0q “ y0 such that if T ą 0 and u, the solution
of DNLS with up0q “ v, satisfy
@t P p0, T q, δptq :“ }uptq ´ peiγptqηhξ p‚´ yptqqq|hZ}H1phZq ď r, (2.10)
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then we have for all t P p0, T q,
| 9γptq ´ ξ1| ` | 9yptq ´ ξ2| ď κ pδp0q ` δptq ` e´ `h q, (2.11)
and
δptq ď κ eh|ξ2|t`2 pδp0q ` e´ `h q. (2.12)
The functions ηhξ are constructed in the third section and estimates (2.11) and (2.12) are
proven in the fourth section. Now, we discuss this result. We focus on inequalities (2.11) and
(2.12).
‚ If we remove the exponential terms, it is a result stronger than the classical inequality of
orbital stability (see Theorem 2.1.1) as it includes a result of modulation.
‚ The exponential terms "e´ `h " means that any discretization of ηhξ is not exactly a traveling
wave of DNLS.
‚ The time dependent exponential term means that the estimate of stability holds while
t|ξ2| is smaller than h´1. In particular, if we focus on standing waves (i.e. ξ2 “ 0), we
get an estimate of stability for all times. Since our perturbation does not need to be
symmetric, it is an extension of the previous results (see Theorem 2.1.2).
‚ If up0q is a discretization of ηhξ (i.e. if δp0q “ 0) then the estimate of stability holds longer.
Indeed, while t|ξ2| is smaller than `3h2 (up to a multiplicative constant) , then the bootstrap
(2.10) condition is satisfied. In particular, we deduce of the second inequality that at the
end of this time, u completed a distance of order `
3
h2 , still looking like η
h
ξ .
Now, we discuss some consequences and applications of the proof of Theorem 2.1.4. These
extensions are linked to the two relevant exponents of h in this theorem.
First, there is a control of ηhξ ´ ψξ by Oph2q (see (2.9)). This error is a consistency error.
It is due to the approximation of the second derivative by a finite difference formula of order
2. Such an estimate depends on the finite difference operator used to approximate second
derivative in space. For example, if we consider the generalization of DNLS (2.1) called Discret
Self-Trapping equation (DST, see [61])
@g P hZ, iBt ug “ 1
h2
ÿ
kPZ
ak ug´kh`|ug |2 ug, (2.13)
where pakqkPZ P L1pZ;Rq is a symmetric sequence (i.e. ak “ a´k for all k), consistent of order
2n, n P N˚,
@u P H8pRq, 1
h2
ÿ
kPZ
akuphkq “
hÑ0 B
2
xup0q `Oph2n`2q, (2.14)
and satisfying the estimate of stability
Dα ą 0, @ω P p0, piq, ´
ÿ
kPZ
ak cospkωq ě αω2 (2.15)
then Theorem (2.1.4) holds for DST and we can replace (2.9) by }ηhξ ´ ψξ}H1pRq ď κh2n. In
particular, this extension includes usual pseudo spectral methods and the usual high order
discrete second derivatives (see [23] for details about these formulas) whose non-zero terms
are given by
a˘k “ 2p´1q
k`1
k2
Cn´k2n
Cn2n
, if 0 ă k ă n, and a0 “ ´2
nÿ
j“1
1
j2
.
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Second, there is the right exponential term e
h|ξ2|t
`2 giving the stability estimates for times of
order h´1. As the error terms come mainly from aliasing effects, the control of stability for times
larger than h´1 essentially relies on a control of higher Sobolev norms for long times uniformly
with respect to h. More precisely, we define the discrete homogeneous Sobolev norm } ‚ } 9HnphZq
by
}u }29HnphZq “ xp´∆hqn u,uyL2phZq, with p∆h uqg “
ug`h´2ug `ug´h
h2
, (2.16)
and the Sobolev norm by
}u }2HnphZq “
nÿ
k“0
}u }29HkphZq.
Then we have the following version of Theorem 2.1.4 (see Remark 2.4.3 for its proof).
Theorem 2.1.5. In Theorem 2.1.4, the inequality (2.12) can be replaced by
@n P N˚, δptq ď κ
ˆ
δp0q ` e´ `h `at|ξ2|hn´ 12 sup
0ăsăt
}upsq} 9HnphZq
˙
. (2.17)
With such an estimate, we see that to obtain stability over exponentially long times, it would
be enough to prove a control of the growth of the homogeneous Sobolev norm of the type Ctα,
with α independent of n and h and C independent of h. Note that for the continuous case, it
is indeed the case for the solutions of NLS for which the Hs norms are uniformly bounded in
times by using integrability arguments (see for example [104]). Note that such bounds hold for
linear Schrödinger equation with a smooth potential in t and x (see [38]).
For DNLS, it is possible to obtain polynomial control of the growth of Sobolev norms by
using the higher modified energy method. The following result was obtained in [24] by the first
author :
Theorem 2.1.6 (Growth of discrete Sobolev norms, see [24]). For all n P N˚, there exists C ą 0,
such that for all h ą 0, if u is a solution of DNLS then for all t P R
}uptq} 9HnphZq ď C
„
}up0q} 9HnphZq `M
2n`1
3
up0q ` |t|
n´1
2 M
4n´1
3
up0q

, (2.18)
where
Mup0q “ }up0q} 9H1phZq ` }up0q}3L2phZq.
The exponents of the up0q norms are natural and correspond to an homogeneous estimate
preserved by scaling with respect to h. As a corollary of Theorem 2.1.5 and Theorem 2.1.6, we
get an extension of Theorem 2.1.3 for smooth perturbations of ηhξ . It is a result of stability for
times of order h´2 for such perturbations.
Theorem 2.1.7. Let Ω be a relatively compact open subset of
"
ξ P R2 | ξ1 ą
´
ξ2
2
¯2*
and h0, κ, r, ` ą
0 be the constants given in Theorem 2.1.4.
For all ε, s ą 0, there exists n P N˚ such that for all ρ ą 0, there exist C, T0 ą 0 with
T0 “ 8 when ξ2 “ 0 and T0 Ñ8 when the speed ξ2 Ñ 0, (2.19)
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and h1 P p0, h0q, such that for all h ă h1, ξ P Ω and for all v P HnpRq, if
}v} 9HnpRq ď ρ and }ψξ ´ v}H1pRq ď
r
2p1` κq
then any solution u of DNLS such that
D y0, γ0 P R, @g P hZ, ugp0q “ eiγ0vpg ´ y0q
satisfies, for all t ě 0,
t ď T0h´2`ε ñ }uptq ´ peiγptqηhξ p‚´ yptqqq|hZ}H1phZq ď C
´
}ηhξ ´ v}H1pRq ` hs
¯
(2.20)
where γ, y P C1pRq satisfy γp0q “ γ0, yp0q “ y0 and
t ď T0h´2`ε ñ | 9γptq ´ ξ1| ` | 9yptq ´ ξ2| ď C
´
}ηhξ ´ v}H1pRq ` hs
¯
. (2.21)
This Theorem is proven in Appendix (see Section 2.5.1). Note that if we can prove a control
on the growth of high Sobolev norms by Optαpn´1qq with α ă 12 , then we would adapt Theorem
2.1.7 to reach a stability time of order h´1{α`ε. Note that such a control of Sobolev norms holds
for the continuous case with α “ 0 by using integrability results [118]. However, unlike the
integrable discretization proposed in [1], DNLS is not integrable and a better control of Sobolev
norms than in Theorem 2.1.6 and/or the optimality of such bounds remain open questions.
Let us emphasize that this question of regularity preservation is fundamental in the sense
that our construction of discrete traveling waves is essentially of infinite order for smooth func-
tions. However, with the variational techniques used to prove orbital stability, we cannot control
higher Sobolev norms than the energy norm, and the time restriction is thus only driven by this
question of regularity bounds over long times.
2.1.2 Notations
Sometimes some notations could be ambiguous, so, in this subsection, we clarify them.
‚ In all this paper, we consider C as an R Euclidian space of dimension 2 equipped with
the scalar product "¨" defined by
@z1, z2 P C, z1 ¨ z2 “ <pz1z2q “ <z1<z2 ` =z1=z2.
Consequently, L2pR;Cq scalar product is defined by
@u1, u2 P L2pR;Cq, xu1, u2yL2pRq “
ż
R
u1pxq ¨ u2pxq dx .
In particular, we consider all the Fréchet differentials as R linear applications.
‚ If u : RÑ C is a real function and h ą 0, we define the discrete second derivative of u by
@x P R, ∆hupxq “ upx` hq ` upx´ hq ´ 2upxq
h2
.
‚ We define the cardinal sine function on R by sincpxq :“ x´1 sinpxq.
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‚ As usual when we consider second derivatives, we identify the continuous bilinear forms
with the operators from the space to its topological dual space. More precisely, if E is
a normed vector space and b is a continuous bilinear form on E, we identify b with the
operator rb : E Ñ E1 defined by bpx, yq “ prbpxqqpyq, x, y P E. Consequently, it makes
sense to try to invert b.
‚ If M P MnpRq is a square matrix of length n then }M}p is the matrix norm of M as-
sociated to the `p norm on Rn. Similarly, if ξ P R2, |ξ| :“ aξ21 ` ξ22 is the `2 norm of
ξ.
‚ If E is a set then 1E is the characteristic function of E .
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2.2 Aliasing generating inhomogeneity
In this section, we explain why DNLS can be interpreted as an inhomogeneous equation
on R and why we cannot apply directly the energy-momentum method to get stable traveling
waves. This section is also an introduction to most of the tools used in the this paper.
The energy-momentum method is a way to construct orbitally stable equilibria of a Hamil-
tonian system, relatively to a Lie group action. It has been used by Weinstein in [115] to prove
the orbital stability of the traveling waves of NLS. Then it has been developed, in the general
context of Hamiltonian systems by Grillakis, Shatah, Strauss in [75],[76]. A clear and rigorous
presentation of the method and its formalism in a general setting is given in the paper [58] by
De Bièvre, Genoud, and Rota Nodari.
A crucial part of this method is based on Noether Theorem, requiring to identify invariant Lie
group actions with Hamiltonian flows. DNLS is invariant under two group actions : the gauge
transform u ÞÑ eiγ u and discrete advection u ÞÑ pug`aqgPhZ. The gauge transform is clearly
the flow of the Hamiltonian }u }2L2phZq but the discrete advection is only defined for a countable
set of values a P hZ and cannot naturally be associated with a Hamiltonian.
First, we need to extend the advection for any values a P R and then try to identify this
extension with the flow of a Hamiltonian. Then we are going to see that the Hamiltonian of
DNLS (see (2.8)) is not invariant by this advection, and that the error is driven by aliasing
terms.
2.2.1 Shannon’s advection
There are natural ways to define an advection, denoted by τa, on the grid hZ. For a given
interpolation operator Ih : L2phZq Ñ L2pRq we can carry the advection on R to the grid hZ by
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making the following diagram commute
L2phZq
Ih

τa // L2phZq
Ih

L2pRq uÞÑup ‚ ´aq // L2pRq
(2.22)
In general, this construction does not work, as the advection of an interpolation is not necessa-
rily an interpolation (see, for example with a finite element interpolation). However, there exists
a classical interpolation called Shannon interpolation for which this construction can be applied.
Let us define the discrete Fourier transform Fh and Fourier Plancherel transform F
Fh :
$&% L
2phZq Ñ L2pR{2pih Zq
u ÞÑ ω ÞÑ h
ÿ
gPhZ
ug e
igω and F :
$&% L
2pRq Ñ L2pRq
u ÞÑ ω ÞÑ
ż
R
upxqeixω dx
(2.23)
where the last integral is defined by extending the operator defined on L1pRq X L2pRq. We also
use the notation pu “ Fu. The Shannon interpolation , denoted by Ih, is defined through the
following diagram
L2phZq Fh //
Ih
11L2pR{2pih Zq
uÞÑ1p´pi
h
, pi
h
qu
// L2pRq F´1 // L2pRq . (2.24)
With this construction, this interpolation clearly enjoys some useful properties.
Proposition 2.2.1. Ih is an isometry between L2phZq and its image in L2pRq. This image is de-
noted BL2h. It is the subspace of L
2pRq whose Fourier transform support is a subset of r´pih , pih s,
i.e.
BL2h “
!
u P L2pRq | Supp pu Ă r´pi
h
,
pi
h
s
)
.
Moreover, the Shannon advection τa is well defined through (2.22).
Proof. We just need to verify that the advection of a Shannon interpolation is an interpolation.
So let u P BL2h. Since we have
@ω P R, {up‚´aqpωq “ e´iωapupωq,
it is clear that Supp {up‚´aq “ Supp pu. Consequently, we have proven that up‚´aq P BL2h.
Since the Fourier transform support of a Shannon interpolations is bounded, BLh2 functions
are very regular functions (they are entire function). Consequently, when we deal with BLh2
functions we will not justify the algebraic calculations.
Now, we check that this advection is generated by a Hamiltonian flow. Introducing some for-
malism, since the Shannon interpolation is a C linear isometry, we prove in the following Lemma
that it is a symplectomorphism between
`
L2phZ;Cq, xi ‚, ‚yL2phZ;Cq
˘
and
`
BL2h, xi ‚, ‚yL2pR;Cq
˘
preserving the Hamiltonian structure.
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Lemma 2.2.1. Let I be an open subset of R, u P C1pI;L2phZ;Cqq and H P C1pL2phZ;Cq;Rq.
Defining u “ Ih u, the following properties are equivalents
@t P I, @v P L2phZ;Cq, xiBt uptq,vyL2phZq “ dHpuptqqpvq, (2.25)
and
@t P I, @v P BL2h, xiBtuptq, vyL2pRq “ dpH ˝ I´1h qpuptqqpvq. (2.26)
Proof. Assume (2.25) and v P BL2h. Since Ih is bijective, there exists v P L2phZ;Cq such that
v “ Ih v. So we have
dpH ˝ I´1h qpuptqqpvq “ dpH ˝ I´1h qpuptqqpIh vq “ dHpuptqqpvq “ xiBt uptq,vyL2phZq.
However, we have
xiBtuptq, vyL2pRq “ xIh˚ iIhBt uptq,vyL2phZq,
where Ih˚ is the adjoint operator of Ih. But Ih is C linear so we have
iIhBt uptq “ IhiBt uptq.
Furthermore, it is an isometry so we have Ih˚ “ I´1h . Consequently, we get
xiBtuptq, vyL2pRq “ xiBt uptq,vyL2phZq.
So we have proven (2.26). Conversely, we can prove that (2.25) is a consequence of (2.26)
using the same equalities.
Applying Lemma 2.2.1 to the identify Shannon advection with a Hamiltonian flow, we just
need to identify the canonical advection on BL2h.
Lemma 2.2.2. Let M : BL2h Ñ R be the momentum defined by
@u P BL2h, Mpuq “ xiBxu, uyL2pRq.
If u P C1pR;BL2hq then the following properties are equivalent
@t P R, upt, xq “ up0, x` 2tq, (2.27)
and
@t P R, @v P BL2h, xiBtuptq, vyL2pRq “ dMpuptqqpvq. (2.28)
Proof. Assume (2.28) and let t P R, v P BL2h. We have
xBtuptq, vyL2pRq “ xiBtuptq, ivyL2pRq “ dMpuptqqpivq “ 2xiBxuptq, ivyL2pRq “ 2xBxuptq, vyL2pRq.
So since pBL2h, } ‚ }L2pRqq is a Hilbert space, we have
@t, x P R, Btupt, xq “ 2Bxupt, xq.
Consequently, we have upt, xq “ up0, x` 2tq. The converse is obvious.
Applying Lemma 2.2.1 and Lemma 2.2.2, we deduce that Shannon’s advection is the flow
of the Hamiltonian ´12M ˝ I´1h .
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2.2.2 The aliasing error
In this subsection, we show that the DNLS Hamiltonian is not invariant by Shannon’s ad-
vection. We recall some classical properties of Shannon’s interpolation, see for example [98]
for more details.
Proposition 2.2.2. If u P L2phZq then Ih u| hZ “ u.
This proposition is just a corollary of the following decomposition, where the series converges
in L8pRq X L2pRq,
@x P R, Ih upxq “
ÿ
gPhZ
ug sincppi x´ g
h
q.
Corollary 2.2.1. The Shannon interpolation of u is the only function in L2pRq with Fourier
transform support included in r´pih , pih s and whose values on hZ are those of u.
Now, we detail a classical property of Shannon interpolation that is crucial in this paper.
Proposition 2.2.3. If u P H1pRq then u :“ u| hZ P L2phZq and for all ω P p´pih , pih q we have
yIh upωq “ ÿ
kPZ
pupω ` 2pi
h
kq. (2.29)
Proof. First observe that the series (2.29) converges in L2p´pih , pih q. Indeed, using Cauchy Schwarz
inequality, we haveÿ
kPZzt0u
}pupω ` 2pi
h
kq}L2p´pi
h
,pi
h
q ď
ÿ
kPZzt0u
}yBxupω ` 2pi
h
kq}L2p´pi
h
,pi
h
q
h
|2k ´ 1|pi
ď ?2pi}Bxu}L2pRq
gffe ÿ
kPZzt0u
h2
p2k ´ 1q2pi2 .
Now define v P BL2h through its Fourier transform
pvpωq “ 1p´pi
h
,pi
h
q
ÿ
kPZ
pupω ` 2pi
h
kq.
If we prove that the values of v on hZ are the same as the values of u then we conclude the
proof with Corollary 2.2.1. Using inverse Fourier transform formula and continuity of Fourier
Plancherel transform, we get for j P Z,
vphjq “ 12pi
ż
R
pvpωqe´iωhjdω “ 12pi ÿ
kPZ
ż pi
h
´ 2pi
h
k
´pi
h
´ 2pi
h
k
pupωqe´ipω´ 2pih kqhjdω
“ 12pi
ÿ
kPZ
ż pi
h
´ 2pi
h
k
´pi
h
´ 2pi
h
k
pupωqe´iωhjdω “ 12pi
ż
R
pupωqe´iωhjdω “ uphjq.
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We now express the DNLS Hamiltonian in terms of Shannon’s interpolation :
Lemma 2.2.3. For all u P L2phZq, let u “ Ih u, then we have
HDNLSpuq “ 12
ż
R
ˇˇˇˇ
upx` hq ´ upxq
h
ˇˇˇˇ2
dx´14
ż
R
ˆ
1` 2 cosp2pix
h
q
˙
|upxq|4 dx . (2.30)
Proof. Since the Shannon interpolation Ih is an isometry between L2phZ;Cq and L2pR;Cq, we
have
h
ÿ
gPhZ
ˇˇˇˇ
ug`h´ug
h
ˇˇˇˇ2
“
ż
R
ˇˇˇˇ
upx` hq ´ upxq
h
ˇˇˇˇ2
dx .
Now we calculate the nonlinear part. First, we use the same argument of isometry to prove that
h
ÿ
gPhZ
|ug|4 “ xu, |u |2 uyL2phZq “ xu, Ihp|u |2 uqyL2pRq. (2.31)
But we deduce from Proposition 2.2.3 that for ω P R
FIhp|u |2 uqpωq “ 1p´pi
h
,pi
h
qpωq
ÿ
kPZ
z|u|2upω ` 2pi
h
kq.
However, since u P BL2h, we have
supp z|u|2u Ă supp pu` supp pu` supp p¯u Ă „´3pi
h
,
3pi
h

.
Consequently, if k R t´1, 0, 1u the term in the sum is zero. Furthermore, it is clear that for any
v P L2pRq, γ P R, pvp‚`γq “ zeiγxv. So we have
FIhp|u |2 uqpωq “ 1p´pi
h
,pi
h
qpωqF
„ˆ
1` 2 cosp2pix
h
q
˙
|u|2u

pωq.
We conclude by plugging this relation in (2.31).
We this Lemma 2.2.3, we can observe that HDNLS is not invariant by advection. This default
of invariance is due to an inhomogeneity generated by aliasing errors.
2.2.3 The flow of DNLS in the space of the Shannon interpolations
Thanks to Shannon’s interpolation, we identify functions defined on a grid with functions of
BLh2 . Now, we are going to see that it is equivalent to consider the flow of DNLS on a grid, or
to consider the Hamiltonian flow on BLh2 associated with the Hamiltonian HhDNLS defined by
@u P BL2h, HhDNLSpuq :“ 12
ż
R
ˇˇˇˇ
upx` hq ´ upxq
h
ˇˇˇˇ2
dx´14
ż
R
ˆ
1` 2 cosp2pix
h
q
˙
|upxq|4 dx . (2.32)
Applying Lemma 2.2.1, we obtain :
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Lemma 2.2.4. Let h ą 0, u P C1pR;L2pRqq and u “ Ihpuq. Then u is a solution of DNLS (see
(2.1)) if and only if
@t P R, @v P BL2h, xiBtuptq, vyL2pRq “ dHhDNLSpuptqqpvq.
We conclude with the following result showing that discrete Sobolev norms are equivalent
to continuous Sobolev norms on BLh2 :
Lemma 2.2.5. Let u P L2phZq and u “ Ih u P BL2h. Then we have
2
pi
}u}H1pRq ď }u }H1phZq ď }u}H1pRq.
Proof. By construction, we know that }u }L2phZq “ }u}L2pRq. So we just need to focus on the
other part of the H1phZq norm. Indeed, applying the Shannon isometry and the Fourier Plan-
cherel isometry, we have
}u }29H1phZq “
ÿ
gPhZ
ˇˇˇˇ
ug`h´ug
h
ˇˇˇˇ2
“
ż
R
ˇˇˇˇ
upx` hq ´ upxq
h
ˇˇˇˇ2
dx “ 12pi
ż
R
4
h2
sin2
ˆ
ωh
2
˙
|pupωq|2 dω
“ 12pi
ż pi
h
´pi
h
sinc2
ˆ
ωh
2
˙
|yBxupωq|2 dω .
Thus, the result follows from the bound
sinc2
´pi
2
¯
ď sinc2
ˆ
ωh
2
˙
ď 1.
Similarly, we can prove that for high order homogeneous Sobolev norms (see (2.16)), we
have for all u P L2phZ;Cq and u “ Ihpuq,ˆ
2
pi
˙n
}u} 9HnpRq ď }u } 9HnphZq ď }u} 9HnpRq. (2.33)
2.3 Traveling waves of the homogeneous Hamiltonian
In the previous subsection, we have seen that the Hamiltonian of DNLS is not invariant by
Shannon’s advection. This default of invariance is due to an inhomogeneity generated by an
aliasing error (the highly oscillatory terms in (2.32)), preventing a faire use of energy-momentum
method to get stable traveling waves. Let us introduce the following perturbation of the DNLS
Hamiltonian, obtained by removing these aliasing terms :
@u P BL2h, Hhpuq “ 12
ż
R
ˇˇˇˇ
upx` hq ´ upxq
h
ˇˇˇˇ2
dx´14}u}
4
L4pRq. (2.34)
This new Hamiltonian is clearly invariant by gauge transform and advection, and we will be able
to apply the energy-momentum method. Moreover, for smooth functions, it is very close to the
DNLS Hamiltonian.
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In the first subsection, we construct, with a perturbative method, critical points of Lagrange
functions associated with (2.34). These critical points are the functions ηhξ of Theorem 2.1.4.
They are traveling waves for the dynamic associated to this homogeneous Hamiltonian. In the
second subsection, we focus on their regularity and their orbital stability.
In all this section, we only consider speeds ξ in Ω, a relatively compact open subset of"
ξ P R2 | ξ1 ą
´
ξ2
2
¯2*
.
2.3.1 Construction of the traveling waves
Let us introduce the Lagrange function L hξ : BL2h Ñ R defined by
@u P BL2h, L hξ puq “ Hhpuq ` ξ12 }u}
2
L2pRq `
ξ2
2 xiBxu, uyL2pRq. (2.35)
We prove in the following lemma that the traveling waves generated by Hh are the critical points
of L hξ .
Proposition 2.3.1. Let ξ P R2, h ą 0 and u P C1pR;BL2hq be such that
@t P R, @x P R, upt, xq “ eiξ1tup0, x´ ξ2tq.
Then the following properties are equivalents
@t P R, @v P BL2h, xiBtuptq, vyL2pRq “ dHhpuptqqpvq, (2.36)
and
dL hξ pup0qq “ 0. (2.37)
Proof. By a straightforward calculation, we have, for all t, x P R,
Btupt, xq “ iξ1upt, xq ´ ξ2Bxupt, xq.
Consequently, testing this relation against v P BL2h, we get for all t, x P R,
xiBtuptq, vyL2pRq “ ´d
ˆ
ξ1
2 } ‚ }
2
L2pRq `
ξ2
2 xiBx ‚ , ‚yL2pRq
˙
puptqqpvq.
So (2.36) is clearly equivalent to
@t P R, dL hξ puptqq “ 0. (2.38)
In particular (2.36) ñ (2.37) is obvious.
Conversely, to prove (2.37)ñ (2.36), we just need to prove that if u0 P BL2h is a critical point
of L hξ and γ, y P R then eiγu0p‚´ yq is also a critical point of L hξ . Define Tγ,y : BL2h Ñ BL2h by
@v P BL2h, Tγ,yv “ eiγvp‚´ yq.
Since L hξ is invariant by gauge transform and advection, we have
@v P BL2h, L hξ pTγ,yvq “ L hξ pvq.
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Calculating the derivative with respect to v in u0, we get
@v P BL2h, dL hξ pTγ,yu0qpTγ,yvq “ dL hξ pu0qpvq “ 0.
Since Tγ,y is an invertible operator on BL2h (because T
´1
γ,y “ T´γ,´ y), Tγ,yu0 is also a critical
point of L hξ .
In the following Theorem, we construct critical points of the Lagrange functions L hξ as
perturbations of the continuous traveling waves ψξ embedded in BL2h.
Theorem 2.3.1. There exist h0, C, ρ, α ą 0 such that for all h ă h0 and for all ξ P Ω, there exists
ηhξ P BL2h satisfying
a) dL hξ pηhξ q “ 0,
b) }ηhξ ´ ψξ}H1pRq ď Ch2,
c) @x P R, ηhξ p´xq “ ηhξ pxq,
d) if u P BL2h is such that }u ´ ηhξ }H1pRq ă ρ, up´xq “ upxq for all x P R and dL hξ puq “ 0 then
u “ ηhξ ,
e) if v P BL2h X Spanpηhξ , iηhξ , Bxηhξ qKL2 , then we have
d2L hξ pηhξ qpv, vq ě α}v}2H1pRq.
Furthermore, ξ ÞÑ ηhξ is C1 and for all h ă h0, for all ξ P Ω, we have
@ζ P R2, }dξ ηhξ pξqpζq ´ dξ ψξpξqpζq}H1pRq ď C|ζ|h2.
The remainder of this section is devoted to the proof of this Theorem. It is divided in three
steps. The idea of the proof is to apply, for each value of ξ, the inverse function Theorem to
solve dL hξ puq “ 0. We give an adapted version of this result, see Theorem 2.5.3, proven in
Appendix. Moreover, we have to pay attention to symmetries and establish estimates uniform
with respect to ξ P Ω and h small enough.
Step 1 : Identify the function to invert
First, we need a point around which apply the inverse function Theorem. To do this, we
consider the orthogonal projection of the continuous traveling wave ψξ on BL2h (for the L
2pRq
norm) denoted by ψhξ . Using Fourier Plancherel transform, we observe that ψ
h
ξ and ψξ are linked
by their Fourier transform through the relationxψhξ “ 1p´pih ,pih qxψξ. (2.39)
Sometimes it is useful to extend this notation for h “ 0 with ψ0ξ “ ψξ.
Now, we have to take care about the symmetries of the problem. Indeed, since the set of
the critical points of L hξ is stable under advection and gauge transform, we expect that the
differential of dL hξ is not invertible in this critical point. However, there is a classical trick to
avoid the problem generated by these symmetries. To explain this trick we need to introduce an
operator on BL2h
Sh :
"
BL2h Ñ BL2h
u ÞÑ px ÞÑ up´xqq.
This symmetry is natural for our problem because L hξ is invariant under its action.
91
Chapitre 2 – Discrete traveling waves for DNLS
Lemma 2.3.2. For all h ą 0, for all ξ P R2, for all u P BL2h, we have
L hξ pShpuqq “ L hξ puq.
Proof. It can be proven by a straightforward calculation.
This operator induces a decomposition of BL2h very well adapted to our problem
BL2h “ Kerpid´Shq ‘Kerpid`Shq.
This decomposition is also a topological decomposition because these subspaces are closed
for the } ‚ }H1pRq norm. In all the paper, these spaces are always implicitly equipped with this
norm.
The continuous traveling waves are invariant under this symmetry. Indeed, we can verify
(see (2.4)) that
@x P R, ψξp´xq “ ψξpxq.
Consequently, we expect ηhξ to be invariant under the action of Sh. The space Kerpid´Shq is
not invariant under advection or gauge transform, so we avoid the previous difficulty. Moreover,
we have the following result
Lemma 2.3.3. For all h ą 0, for all ξ P R2, for all u P Kerpid´Shq, for all v P Kerpid`Shq, we
have
dL hξ puqpvq “ 0.
Proof. Applying Lemma 2.3.2, we get
L hξ pu´ vq “ L hξ pu` vq.
Then, if we compute the derivative with respect to v P Kerpid`Shq, we get
dL hξ puqpvq “ ´dL hξ puqpvq.
With this lemma, we see that a critical point of dL hξ |Kerpid´Shq is a critical point of L
h
ξ .
Hence we will apply the inverse function Theorem 2.5.3 in the point ψhξ which is in Kerpid´Shq
(it is a straightforward calculation), and to the function dL hξ |Kerpid´Shq.
Step 2 : Invertibility of the derivative
Now, we want to prove that d2L hξ |Kerpid´Shqpψhξ q is invertible and to estimate the norm of
its inverse uniformly with respect to ξ P Ω and h small enough. The strategy of the proof is
to establish that d2L hξ pψhξ q is negative in the direction of ψhξ and positive in the direction L2-
orthogonal to ψhξ in Kerpid´Shq. Then it will be possible to conclude using a classical lemma of
functional analysis (see Lemma 2.5.7 ).
We are going to establish most of our estimates from the continuum limit. So we need to
introduce the continuous Lagrange functions associated to NLS, defined on H1pRq by
L ξpuq “ 12}Bxu}
2
L2pRq ´
1
4}u}
4
L4pRq `
ξ1
2 }u}
2
L2pRq `
ξ2
2 xiBxu, uyL2pRq.
Of course, as expected, we can verify that ψξ is a critical point of L ξ. We will have to compare
precisely ψhξ and ψξ. So we need a precise control of the regularity of ψξ.
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Lemma 2.3.4. There exist C ą 0 and ε ą 0 such that for all ξ P Ω and all ω P R
|xψξpωq| ď Ce´ε|ω|.
Proof. It is a classical result of elliptic regularity. Here we can see it directly through formula
(2.4). We also could prove it directly with the same ideas as in Theorem 2.3.13 below.
First, we prove, through the following lemma, that d2L hξ pψhξ q is negative in the direction of
ψhξ .
Lemma 2.3.5. There exist α ą 0 and h0 ą 0 such that for all h ă h0 and all ξ P Ω we have
d2L hξ pψhξ qpψhξ , ψhξ q ď ´α}ψhξ }2H1pRq.
Proof. If u P H1pRq we have
d2L ξpuqpu, uq “ dL ξpuqpuq ´ 2}u}4L4pRq.
Consequently, since ψξ is a critical point of L ξ, we have
d2L ξpψξqpψξ, ψξq “ ´2}ψξ}4L4pRq.
However, ξ ÞÑ }ψξ}4L4pRq and ξ ÞÑ }ψξ}2H1pRq are continuous positive maps on Ω. So, there exists
α ą 0 such that, for all ξ P Ω,
d2L ξpψξqpψξ, ψξq “ ´2}ψξ}4L4pRq ď ´α}ψξ}2H1pRq.
Since }ψhξ }2H1pRq ď }ψξ}2H1pRq (see (2.39)), to conclude this proof it is enough to prove that
L hξ pψhξ qpψhξ , ψhξ q goes to d2L ξpψξqpψξ, ψξq when h goes to 0, uniformly with respect to ξ P Ω.
We can write
d2L hξ pψhξ qpψhξ , ψhξ q “d2L ξpψξqpψξ, ψξq `
ż
R
ˇˇˇˇ
ˇψhξ px` hq ´ ψhξ pxqh
ˇˇˇˇ
ˇ
2
´ |Bxψhξ |2 dx
` d2L ξpψhξ qpψhξ , ψhξ q ´ d2L ξpψξqpψξ, ψξq. (2.40)
First, with Fourier Plancherel isometry, we control by the classical estimate of consistency,
the term generated by the discretization of the second derivativeˇˇˇˇ
ˇˇż
R
|Bxψhξ |2 ´
ˇˇˇˇ
ˇψhξ px` hq ´ ψhξ pxqh
ˇˇˇˇ
ˇ
2
dx
ˇˇˇˇ
ˇˇ “ 12pi
ż pi
h
´pi
h
„
ω2 ´ 4
h
2
sin2
ˆ
ωh
2
˙
|xψξpωq|2 dω
ď 12pi
ż pi
h
´pi
h
1´ sinc2 `ωh2 ˘
ω2
ω4|xψξpωq|2 dω
ď sup
ωPR
1´ sinc2 `ωh2 ˘
ω2
}B2xψξ}2L2pRq
“
ˆ
h
2
˙2
sup
ωPR
1´ sinc2 pωq
ω2
}B2xψξ}2L2pRq.
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Furthermore, we deduce from Lemma 2.3.4 that }B2xψξ}2L2pRq can be estimated uniformly with
respect to ξ P Ω.
The convergence of the second term in (2.40) is easier. Indeed, we deduce from Lemma
2.3.4 that ψhξ goes to ψξ when h goes to 0, uniformly with respect to ξ P Ω. We conclude
because it is clear that the map u ÞÑ d2L ξpuqpu, uq is Lipschitz on bounded subsets of H1pRq,
uniformly with respect to ξ P Ω.
Now, we give the most important lemma of this proof, establishing the coercivity property of
the discrete Lagrange functions uniformly with respect to the parameters.
Lemma 2.3.6. There exist α ą 0 and h0 ą 0 such that for all ξ P Ω and all h ă h0 we have
@v P BL2h X Spanpiψhξ , Bxψhξ , ψhξ qKL2 , d2L hξ pψhξ qpv, vq ě α}v}2H1pRq. (2.41)
Proof. We are going to establish this estimate by a perturbation of the continuum limit. Indeed,
for the continuous Lagrangian functions this result has been proved by Weinstein in [115]. There
exists α ą 0 such that for all ξ P Ω
@u P H1pRq X Spanpiψξ, Bxψξ, ψξqKL2 , d2L ξpψξqpv, vq ě α}v}2H1pRq.
Literally, it is not exactly the result of Weinstein. We explain, in Lemma 2.5.4 of the Appendix
how to get this estimate from the original result. Moreover, this result can be slightly extended
to obtain the existence of two constants c1, c2 ą 0 such that for all ξ P Ω,
if }u´ ψξ}H1pRq ă c1 and max
`|xψξ, vyL2pRq|, |xiψξ, vyL2pRq|, |xBxψξ, vyL2pRq|˘ ă c2}v}H1
then d2L ξpuqpv, vq ě α8 }v}
2
H1pRq. (2.42)
This result is a consequence of Lemma 2.5.6 given in Appendix. With its formalism we take
E “ H1pRq, b “ d2L ξ and X “ Spanpiψξ, Bxψξ, ψξq. This last family is free because ψξ is not
a plane wave. Consequently, the associated Gram matrix is invertible. Finally, we just need to
verify that the constants c1 and c2 given by the lemma can be controlled uniformly with respect
to ξ P Ω. But it is a direct consequence of the estimate proven in Lemma 2.5.6 since the Gram
matrix is a continuous function of ξ P Ω.
Now, we focus on estimate (2.41) of Lemma 2.3.6. Let h0 ą 0 be small enough to get that
for all h ă h0 and all ξ P Ω, we have }ψhξ ´ ψξ}H1pRq ă c1. Let us fix h ă h0, ξ P Ω and consider
a direction v P BL2h X Spanpψhξ , iψhξ , Bxψhξ qKL2 . We decompose v as
v “ v` ` vb with pv` “ 1p´ω0,ω0qpv and ω0 “ 2θh0
where θ P p0, pi2 q is a constant (independent of h, ξ and h0) that we will determine later. Consider
the following decomposition
d2L hξ pψhξ qpv, vq “ d2L hξ pψhξ qpv`, v`q ` d2L hξ pψhξ qpvb, vbq ` 2 d2L hξ pψhξ qpvb, v`q. (2.43)
We estimate separately each one of these terms as follows :
94
2.3. Traveling waves of the homogeneous Hamiltonian
‚ For the first one, we deduce from Lemma 2.3.4 and the constraint on v that there exists
ε, C ą 0 (independent of ξ) such that
max
`|xψξ, v`yL2pRq|, |xiψξ, v`yL2pRq|, |xBxψξ, v`yL2pRq|˘ ď Ce´εω0}v}H1pRq.
Consequently, if h0 is small enough to get Ce´εω0 ă c2, we can apply (2.42) to get
d2L ξpψhξ qpv`, v`q ě α8 }v`}
2
H1pRq.
Hence we have
d2L hξ pψhξ qpv`, v`q ě α8 }v`}
2
H1pRq ` d2L hξ pψhξ qpv`, v`q ´ d2L ξpψhξ qpv`, v`q
“ α8 }v`}
2
H1pRq `
1
2pi
ż
R
„
4
h2
sin2
ˆ
ωh
2
˙
´ ω2

|pv`pωq|2 dω
“ α8 }v`}
2
H1pRq ´
1
2pi
ż
|ω|ăω0
„
1´ sinc2pωh2 q

|ω pv`pωq|2 dω
ě α8 }v`}
2
H1pRq ´
“
1´ sinc2pθq‰ }v`}2H1pRq
Choosing θ P p0, pi2 q to have 1´ sinc2pθq ă α16 , we get
d2L hξ pψhξ qpv`, v`q ě α16}v`}
2
H1pRq.
‚ For the second term, we use the Fourier Plancherel isometry to get
d2L hξ pψhξ qpvb, vbq ě 12pi
ż
R
sinc2
ˆ
ωh
2
˙
ω2|pvbpωq|2 dω´3}ψhξ }2L8pRq}vb}2L2pRq
´ |ξ2|2 }Bxvb}L2pRq}vb}L2pRq
ě sinc2pθq}Bxvb}2L2pRq ´ 3}ψhξ }2L8pRq}vb}2L2pRq ´
|ξ2|
2 }Bxvb}L2pRq}vb}L2pRq.
However, applying the Fourier Plancherel isometry we get
}vb}2L2pRq “
1
2pi
ż
|ω|ąω0
|pvpωq|2 dω ď 1
ω20
1
2pi
ż
|ω|ąω0
|ωpvpωq|2 dω “ 1
ω20
}Bxvb}2L2pRq.
Consequently, we have
d2L hξ pψhξ qpvb, vbq ě
˜
sinc2pθq ´ 3}ψ
h
ξ }2L8pRq
ω20
´ |ξ2|2ω0
¸
}Bxvb}2L2pRq
ě
˜
sinc2pθq ´ 3}ψ
h
ξ }2L8pRq
ω20
´ |ξ2|2ω0
¸
ω20
1` ω20
}vb}2H1pRq
Since these quantities can be controlled uniformly with respect to ξ P Ω, if h0 is small
enough, we have for all ξ P Ω
d2L hξ pψhξ qpvb, vbq ě 12 sinc
2pθq}vb}2H1pRq.
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‚ For the third term, since the frequency supports of v` and vb are disjoint, we get
d2L hξ pψhξ qpvb, v`q “ d2
} ‚ }4L4
4 pψ
h
ξ qpvb, vlq
ě ´3}ψhξ }2L8pRq}vb}L2pRq}v`}L2pRq
ě ´3}ψhξ }2L8pRq}v`}H1pRq
}vb}H1pRqa
1` ω20
ě ´3}ψ
h
ξ }2L8pRq
2
a
1` ω20
´
}v`}2H1pRq ` }vb}2H1pRq
¯
.
Controlling this quantity uniformly with respect to ξ P Ω, we deduce that if h0 is small
enough then
d2L hξ pψhξ qpvb, v`q ě ´β2
´
}v`}2H1pRq ` }vb}2H1pRq
¯
,
with β “ minp12 sinc2pθq, α16q.
Applying these three estimates, we deduce that there exists an h0 ą 0 such that if h ă h0 and
ξ P Ω then for all v P BL2h X Spanpψhξ , iψhξ , Bxψhξ qKL2 , we have
d2L hξ pψhξ qpv, vq ě β2
´
}v`}2H1pRq ` }vb}2H1pRq
¯
“ β2 }v}
2
H1pRq.
Before focusing on the invertibility of d2L hξ |Kerpid´Shqpψhξ q, we give a small but useful lemma
(particularly to control uniformly the norm of the inverse).
Lemma 2.3.7. For all r ą 0, there exists C ą 0 such that for all h ą 0 and all ξ P Ω, we have for
all u, v, w P BL2h with }w}H1pRq ă r
| d2L hξ pwqpu, vq| ď C}u}H1pRq}v}H1pRq.
Proof. Since | sinpωq| ď |ω|, we observe that, for all u, v P BL2h
|d2L hξ pwq| ď}Bxu}L2pRq}Bxv}L2pRq ` 3}w}2L8pRq}u}L2pRq}v}L2pRq
` ξ1}u}L2pRq}v}L2pRq ` |ξ2|}Bxu}L2pRq}v}L2pRq.
The result is thus a simple consequence of the classical Sobolev inequality,
}w}2L8pRq ď }w}L2pRq}Bxw}L2pRq.
In the following concluding Lemma, we prove the invertibility of d2L hξ |Kerpid´Shqpψhξ q and
control the norm of its inverse uniformly with respect to ξ P Ω and h small enough.
Lemma 2.3.8. There exist h0 ą 0 andC ą 0 such that for all ξ P Ω and all h ă h0, d2L hξ |Kerpid´Shqpψhξ q
is invertible and the norm of its inverse is smaller than C.
96
2.3. Traveling waves of the homogeneous Hamiltonian
Proof. We use Lemma 2.5.7 of the Appendix, by taking E “ Kerpid´Shq (equipped with
the } ‚ }H1pRq norm), T “ d2L hξ |Kerpid´Shqpψhξ q, Ep “ Spanpψhξ qKL2 X Kerpid´Shq and Em “
Spanpψhξ q.
To get the coercivity estimate on Em we apply Lemma 2.3.5, while coercivity on Ep is obtai-
ned from Lemma 2.3.6 after noticing that
Kerpid´Shq Ă BL2h X Spanpψhξ , iψhξ , Bxψhξ qKL2 ,
which is obvious since iψhξ , Bxψhξ P Kerpid`Shq Ă Kerpid´ShqKL2 .
Applying Lemma 2.5.7, we obtain the invertibility of d2L hξ |Kerpid´Shqpψhξ q and an explicit
control of the norm of its inverse in terms of αp, αm and }T }. However, with Lemma 2.3.5 and
Lemma 2.3.6, we have a uniform control of αp and αm with respect to ξ P Ω and h small enough,
the uniform control of }T } being given by Lemma 2.3.7.
Step 3 : The resolution and its consequences
Now, we want to apply the inverse function theorem 2.5.3 to dL hξ |Kerpid´Shq in ψ
h
ξ . In the
following Lemma, we focus on the last assumption required, i.e. d2L hξ is a Lipschitz function.
Lemma 2.3.9. For all R ą 0 there exists k ą 0 such that for all ξ P Ω, h ą 0, u1, u2, v, w P BL2h,
with }u1}H1pRq ă R and }u2}H1ppRqq ă R, we have
}d2L hξ pu1qpv, wq ´ d2L hξ pu2qpv, wq} ď k}u1 ´ u2}H1pRq}v}H1pRq}w}H1pRq.
Proof. We use mean value inequality. Indeed d3L hξ “ ´14 d3 } ‚ }4L4pRq is clearly a bounded
function on bounded subsets of H1pRq.
Applying Lemma 2.3.9 and Lemma 2.3.8, we deduce that assumptions of the inverse func-
tion Theorem 2.5.3 are fulfilled. In the following Proposition, we give its conclusion.
Proposition 2.3.2. There exist h0, r, λ, C ą 0 such that if h ă h0 and ξ P Ω then
‚ dL hξ |Kerpid´Shq is a C1 diffeomorphism from tu P Kerpid´Shq | }u´ ψhξ }H1pRq ă ru onto
its image,
‚ if u P Kerpid´Shq and }u´ ψhξ }H1pRq ă r then
}d2L hξ |Kerpid´Shqpuq´1}L pKerpid´Shq1;Kerpid´Shqq ď C,
‚ if ρ ă r and Φ P Kerpid´Shq1 with }Φ´ dL hξ |Kerpid´Shqpψhξ q}Kerpid´Shq1 ă λρ then there
exists u P Kerpid´Shq such that }u´ ψhξ }H1pRq ă ρ and
dL hξ |Kerpid´Shqpuq “ Φ.
To apply this result to Φ “ 0, we will show that the norm of dL hξ |Kerpid´Shqpψhξ q is small
when h Ñ 0, uniformly in ξ P Ω. It is exactly, what we establish in the following Lemma, which
also explains the error term "h2" in Theorem 2.1.4.
Lemma 2.3.10. For all h0 ą 0 there exists M ą 0 such that if h ă h0 and ξ P Ω then
@v P BL2h, | dL hξ pψhξ qpvq| ďMh2}v}H1pRq.
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Proof. The arguments are very similar to the proof of Lemma 2.3.5. The key point is the esti-
mate of the consistency error associated to the discretization of the second derivative by finite
differences.
Since ψξ is a critical point of L ξ, we deduce from the definition of ψhξ (see (2.39)) that
dL hξ pψhξ qpvq “ dL hξ pψhξ qpvq ´ dL ξpψξqpvq
“ xpB2x ´∆hqψξ, vyL2pRq ` d
} ‚ }4L4pRq
4 pψξqpvq ´ d
} ‚ }4L4pRq
4 pψ
h
ξ qpvq. (2.44)
To estimate the first term, we use Fourier Plancherel isometry to get
|xpB2x ´∆hqψξ, vyL2pRq| “
ˇˇˇˇ
1
2pi
ż
R
„
4
h2
sin2
ˆ
piωh
2
˙
´ ω2
xψξpωq ¨ pvpωqdω ˇˇˇˇ
ď sup
ωPR
ˇˇˇˇ
ˇsinc2
`
ωh
2
˘´ 1
ω2
ˇˇˇˇ
ˇ }B4xψξ}L2pRq}v}L2pRq “
ˆ
h
2
˙2
sup
ωPR
ˇˇˇˇ
sinc2pωq ´ 1
ω2
ˇˇˇˇ
}B4xψξ}L2pRq}v}L2pRq.
As we can see from Lemma 2.3.4, }B4xψξ}L2pRq is clearly bounded uniformly with respect to
ξ P Ω.
To control the second term in (2.44), we use mean value inequality and Lemma 2.3.4 to get
some constants M,C ą 0 independent of h and ξ P Ω such thatˇˇˇˇ
ˇd } ‚ }
4
L4pRq
4 pψξqpvq ´ d
} ‚ }4L4pRq
4 pψ
h
ξ qpvq
ˇˇˇˇ
ˇ ďM}ψξ ´ ψhξ }L2pRq}v}L2pRq ď Ce´piεh }v}L2pRq,
which shows the result, provided h ă h0 small enough.
Applying Lemma 2.3.10, if h0 is smaller than
b
λr
2M we can choose Φ “ 0 in Proposition
2.3.2 and we denote by ηhξ the corresponding critical point of L
h
ξ |Kerpid´Shq. As shown in the
first step, ηhξ is thus a critical point ofL
h
ξ , and with Proposition 2.3.2, we have proven the points
aq to dq of Theorem 2.3.1. It remains to show the coercivity estimate eq and the regularity with
respect to ξ.
To obtain the coercivity estimate, we just have to perturb the estimate of Lemma 2.3.6 with
Lemma 2.5.6 presented in Appendix. This is given by the following result
Lemma 2.3.11. There exist α ą 0, h0 ą 0 and ρ ą 0 such that for all ξ P Ω, h ă h0 and u P BL2h
such that }u´ ψhξ }H1pRq ă ρ, we have
@v P BL2h X Spanpiu, Bxu, uqKL2 , d2L hξ puqpv, vq ě α}v}2H1pRq. (2.45)
Proof. The proof is very similar to the first part of the proof of Lemma 2.3.6, but we need to
track precisely the dependence of the constant with respect to h.
First, applying Lemma 2.3.6, we know that there exists h0 ą 0 and α ą 0 such that for all
h ă h0 and all ξ P Ω we have
@v P BL2h X Spanpiψhξ , Bxψhξ , ψhξ qKL2 , d2L hξ pψhξ qpv, vq ě α}v}2H1pRq.
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We want to apply Lemma 2.5.6 in ψhξ in order to perturb this estimate and prove that there
exist h0 ą 0, c1, c2 ą 0 such that for all ξ P Ω and all h ă h0, if
}u´ ψhξ }H1pRq ď c1 and max
´
|xψhξ , vyL2pRq|, |xiψhξ , vyL2pRq|, |xBxψhξ , vyL2pRq|
¯
ď c2}v}H1pRq,
then
d2L hξ puqpv, vq ě α}v}2H1pRq ě
α
2 }v}
2
H1pRq.
To do this, we apply Lemma 2.5.6 in ψhξ with E “ BL2h,X “ Spanpiψhξ , Bxψhξ , ψhξ q and b “ d2L hξ .
The Gram matrix is
Ghξ “
¨˚
˝ }ψ
h
ξ }2L2pRq xiψhξ , Bxψhξ yL2pRq 0
xiψhξ , Bxψhξ yL2pRq }Bxψhξ }2L2pRq 0
0 0 }ψhξ }2L2pRq
‹˛‚.
To prove that the constants c1, c2 ą 0 –explicitly given by Lemma 2.5.6– are independent of
ξ P Ω and h small enough, we have to control uniformly the inverse of Ghξ , the norm of ψhξ in
H1pRq, the norm of d2L hξ pψhξ q and prove that d2L hξ is uniformly Lipschitz.
The control of ψhξ in H
1pRq is obvious, and Lemma 2.3.9 shows that d2L hξ is uniformly
Lipschitz. In Lemma 2.3.7, we have proven that the norm d2L hξ pψhξ q is uniformly bounded with
respect to h and ξ P Ω. So we just need to focus on the Gram matrix.
As explained in the proof of Lemma 2.3.6 G0ξ “ Gξ is invertible. Furthermore, ph, ξq ÞÑ Ghξ
is a continuous function on R` ˆ Ω, so there exists h0 ą 0 and M ą 0 such that for all h ă h0
and all ξ P Ω, Ghξ is invertible and }pGhξ q´1}8 ďM .
To prove (2.45), let us set ρ “ minpc1, c2q and consider h ă h0 and ξ P Ω. Let u, v P BL2h be
such that }u´ ψhξ }H1pRq ă ρ and v P Spanpiu, Bxu, uqKL2 . Then, we have
max
´
|xψhξ , vyL2pRq|, |xiψhξ , vyL2pRq|, |xBxψhξ , vyL2pRq|
¯
ď }u´ ψhξ }H1pRq}v}H1pRq ď c2}v}H1pRq.
Consequently, we can apply the result of Lemma 2.5.6 to get
d2L hξ puqpv, vq ě α}v}2H1pRq ě
α
2 }v}
2
H1pRq.
which shows the result.
The following Lemma concludes the proof of Theorem 2.3.1. It shows that ξ ÞÑ ηhξ is C1 and
that its derivative with respect to ξ is a good approximation of the derivative of ψξ with respect
to ξ.
Lemma 2.3.12. Let h0, r, λ, C ą 0 be the constants given in Proposition 2.3.2 and M ą 0 be
the constant associated with h0 ą 0 given in Lemma 2.3.10. Let h1 :“ minph0,
b
λr
2M q and for
any h ă h1 and ξ P Ω, let ηhξ denotes the critical point of L hξ at a distance smaller than r from
ψhξ . There exists k ą 0 such that for all h ă h1, for all ξ P Ω, ξ ÞÑ ηhξ is C1 and
}dξ ψξpζq ´ dξ ηhξ pζq}H1pRq ď k|ζ|h2.
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Proof. Let h ă h1 and ξ P Ω. The function pu, ζq ÞÑ dL hζ |Kerpid´Shqpuq is clearly a C1 function.
Applying Proposition 2.3.2, its derivative with respect to u in pηhξ , ξq is invertible. By construction,
pηhξ , ξq is a zero point of this function. So we can apply the implicit function theorem.
There exists ρ ą 0 such that Bpξ, ρq Ă Ω and Γ P C1pBpξ, ρq; Kerpid´Shqq such that
@ζ P Bpξ, ρq, dL hζ |Kerpid´ShqpΓpζqq “ 0.
To prove that Γpζq “ ηhζ , it is enough to prove that }Γpζq ´ ψhζ }H1pRq ă r. But by construction of
h1, we deduce of Proposition 2.3.2 that
}Γpξq ´ ψhξ }H1pRq “ }ηhξ ´ ψhξ }H1pRq ď r2 .
Furthermore, ζ ÞÑ Γpζq and ζ ÞÑ ψhζ are continuous functions. So there exists rρ ă ρ such that,
@ζ P Bpξ, rρq, }Γpξq ´ Γpζq}H1pRq ` }ψhζ ´ ψhξ }H1pRq ď r4 .
Applying the triangle inequality for ζ P Bpξ, rρq, we thus obtain
}Γpζq ´ ψhζ }H1pRq ď 34r ă r.
Since we have proven in Proposition 2.3.2 that dL hζ |Kerpid´Shq is invective on
tu P Kerpid´Shq | }u´ ψhζ }H1pRq ă ru,
we get Γpζq “ ηhζ for all ζ P Bpξ, rρq. Consequently, ζ ÞÑ ηhζ is C1.
Now, we have to prove that dξ ηhξ is an approximation of dξ ψξ. First, we introduce some
constants c, ε ą 0 such that for all ξ P Ω and all ζ P R2, we have
@ω P R, | {dξ ψξpζqpωq| ď c|ζ|e´ε|ω|. (2.46)
There are several ways to establish this property. The most direct is probably to deduce it from
the explicit formula of ψξ (see (2.4)). But it can also be proven with elliptic regularity as in
Theorem 2.3.13 below.
Then, we deduce from the definition of ψhξ that for all h ą 0, ξ ÞÑ ψhξ is C1 and there exists
k ą 0 such that
@h ą 0, @ξ P Ω, @ζ P R2, } dξ ψξpζq ´ dξ ψhξ pζq}H1pRq ď k|ζ|e´
εpi
2h . (2.47)
So we just need to prove that dξ ηhξ is an approximation of dξ ψhξ of order 2 in h. To compare these
quantities, we are going to prove that they are almost solutions of the same linear equation.
Since ηhξ is a critical point ofL
h
ξ , it satisfies for all v P Kerpid´Shq, dL hξ |Kerpid´Shqpηhξ qpvq “
0. So we can calculate the derivative with respect to ξ to obtain that
@ζ P R2, @v P Kerpid´Shq, d2L hξ |Kerpid´Shqpηhξ qpv,dξ ηhξ pζqq ` bhζ rηhξ spvq “ 0,
where bhζ rus P pKerpid´Shqq1 is defined for u P Kerpid´Shq by
bhζ ruspvq :“ ζ1xu, vyL2pRq ` ζ2xiBxu, vyL2pRq.
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Similarly, we define Ehξ,ζ P Kerpid´Shq1 by
@ζ P R2, @v P Kerpid´Shq, d2L hξ |Kerpid´Shqpψhξ qpv,dξ ψhξ pζqq ` bhζ rψhξ spvq “ Ehξ,ζpvq.
Then, we get (in Kerpid´Shq1), for all ζ P R2 ,
d2L hξ |Kerpid´Shqpηhξ qpdξ ψhξ pζq ´ dξ ηhξ pζqq
“
”
d2L hξ |Kerpid´Shqpηhξ q ´ d2L hξ |Kerpid´Shqpψhξ q
ı
pdξ ψhξ pζqq ` bhζ rηhξ ´ ψhξ s ` Ehξ,ζpvq.
However, we have proven in Proposition 2.3.2 that d2L hξ |Kerpid´Shqpηhξ q is invertible and that
the norm of its invert is smaller than C. So we just need to control the three right terms of the
last equality.
‚ Applying (2.46) and (2.47), for all h ą 0 and all ξ P Ω, we have } dξ ψhξ pζq}H1pRq ď 2|ζ|k.
So applying Lemma 2.3.9, there exists κ ą 0, such that for all h ă h1, all ξ P Ω, all ζ P R2
and all v P Kerpid´Shq,ˇˇˇ”
d2L hξ |Kerpid´Shqpηhξ q ´ d2L hξ |Kerpid´Shqpψhξ q
ı
pdξ ψhξ pζqqpvq
ˇˇˇ
ď κ}ηhξ ´ ψhξ }H1pRq|ζ|}v}H1pRq ď Mκλ h
2|ζ|}v}H1pRq.
‚ The estimate of the second term is obvious. Indeed, for all h ă h1, all ξ P Ω, all ζ P R2
and all v P Kerpid´Shq we have
|bhζ rηhξ ´ ψhξ spvq| ď |ζ|p}ηhξ ´ ψhξ }L2pRq}v}L2pRq ` }Bxpηhξ ´ ψhξ q}L2pRq}Bxv}L2pRqq
ď 2M
λ
h2|ζ|}v}H1pRq.
‚ The bound on the term Ehξ,ζ is more difficult to obtain. First, we have to identify it. Since
ψξ is a critical point of L ξ, it satisfies dL ξpψξqpvq “ 0 for all v P H1pRq. By calculating
its derivative with respect to ξ, we get for ζ P R2,
d2L ξpψξqpv,dξ ψξpζqq ` ζ1xψξ, vyL2pRq ` ζ2xiBxψξ, vyL2pRq “ 0.
In particular, we can choose v P Kerpid´Shq. Consequently, we get
d2L hξ pψhξ qpv,dξ ψhξ pζqq ` bhζ rψhξ s ` xp∆h ´ B2xqdξ ψhξ pζq, vyL2pRq
` d2 } ‚ }
4
L4pRq
4 pψ
h
ξ qpv,dξ ψhξ pζqq ´ d2
} ‚ }4L4pRq
4 pψξqpv,dξ ψξpζqq “ 0.
So we have
Ehξ,ζpvq “ d2
} ‚ }4L4pRq
4 pψξqpv,dξ ψξpζqq ´ d
2 } ‚ }4L4pRq
4 pψ
h
ξ qpv,dξ ψhξ pζqq
` xpB2x ´∆hqdξ ψhξ pζq, vyL2pRq.
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To estimate xpB2x ´ ∆hq dξ ψhξ pζq, vyL2pRq we use the same method as in Lemma 2.3.10
and we can find an universal constant Cuniv ą 0 such thatˇˇˇ
xpB2x ´∆hq dξ ψhξ pζq, vyL2pRq
ˇˇˇ
ď Cunivh2}dξ ψhξ pζq}H2pRq}v}L2pRq. (2.48)
On the other hand, we haveˇˇˇ
d2 } ‚ }4L4pRqpψξqpv,dξ ψξpζqq ´ d2 } ‚ }L4pRqpψhξ qpv,dξ ψhξ pζqq
ˇˇˇ
ď 12}ψξ ` ψhξ }L4pRq}ψξ ´ ψhξ }L4pRq}v}L4pRq} dξ ψξpζq}L4pRq
` 12}dξ ψξpζq ´ dξ ψhξ pζq}L4pRq}ψhξ }2L4pRq}v}L4pRq.
Applying Gagliardo-Nirenberg inequality, (2.46) and Lemma 2.3.4, it is clear that }ψξ `
ψhξ }L4pRq, }ψhξ }2L4pRq, |ζ|´1} dξ ψξpζq}L4pRq and |ζ|´1}dξ ψhξ pζq}H2pRq are bounded uniformly
with respect to ξ P Ω and h ă h1.
Consequently, by using (2.47), there exist ` ą 0, κ ą 0 such that for all h ă h1, all ξ P Ω
and all ζ P R2, we have
|Ehξ,ζpvq| ď κ
´
h2 ` e´ `h
¯
ď κh2
˜
1`
ˆ
2
e`
˙2¸
,
which concludes the proof of the Lemma.
2.3.2 Gevrey uniform regularity, Lyapunov stability and some adjustments
The discrete traveling waves constructed in Theorem 2.3.1 enjoy most of the properties of
the continuous traveling waves ψξ. In this subsection, we analyse some of these properties
useful to prove Theorem 2.1.4.
First, we study their regularity. Of course, since they belong to BL2h they are entire functions
but we can give a control of them in Gevrey norms uniformly with respect to h and ξ.
Theorem 2.3.13. There exists h0 ą 0 such that for all M ą 0, there exist C, ε ą 0 such that for
all h ă h0 and all ξ P Ω, if u P BLh2 satisfies }u}H1pRq ďM then
dL hξ puq “ 0 ñ @ω P R, |pupωq| ă Ce´ε|ω|. (2.49)
Proof. To get this result of elliptic regularity, we prove, in the following lemma, a result of coer-
civity.
Lemma 2.3.14. Let f : R Ñ R be a function continuous in 0 such that fp0q “ 1. Assume that
there exists m ą 0 such that f ě m on R. Then there exist α ą 0 and h0 ą 0 such that for all
ξ P Ω and h ă h0 we have
@ω P R, ω2fphωq ` ξ2ω ` ξ1 ě α
`
1` ω2˘ .
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Proof. First, observe that we have
ω2 ` ξ2ω ` ξ1 “
ˆ
ω ` ξ22
˙2
` ξ1 ´
ˆ
ξ2
2
˙2
.
Consequently, there exists β ą 0 such that for all ξ P Ω, we have
ω2 ` ξ2ω ` ξ1 ě β
`
1` ω2˘ .
Second observe that there exists ω0 ą 0 such that, for all |ω| ą ω0 we have
mω2 ` ξ2ω ` ξ1 ě m2
`
1` ω2˘ .
Consequently, for such ω and for any h ą 0, we have
ω2fphωq ` ξ2ω ` ξ1 ě m2
`
1` ω2˘ .
Now, since f is continuous in 0, there exists δ ą 0 such that if |ω| ă δ then |fpωq ´ 1| ă β2 .
Consequently, if |ω| ă ω0 and h ă δω0 “: h0 then we have
ω2fphωq ` ξ2ω ` ξ1 “ ω2 ` ξ2ω ` ξ1 ` ω2pfphωq ´ 1q ě β
`
1` ω2˘´ β2ω2 ě β2 `1` ω2˘ .
We now prove the elliptic regularity result (2.49). Let us write the equation dL hξ puq “ 0 in
terms of the Fourier transform pu. It is written
@ω P
´
´pi
h
,
pi
h
¯
,
ˆ
4
h2
sin2
ˆ
ωh
2
˙
´ ξ2ω ` ξ1
˙ pupωq “ pu ˚ p¯u ˚ pupωq. (2.50)
Applying Lemma 2.3.14 to fpωq “ sinc2 `ω2 ˘` 1p´pi,piqcpωq, for which m “ 4pi2 , there exist h0 ą 0
and α ą 0 such that if ξ P Ω and h ă h0,
@ω P
´
´pi
h
,
pi
h
¯
,
4
h2
sin2
ˆ
ωh
2
˙
´ ξ2ω ` ξ1 ě α
`
1` ω2˘ .
Hence, we have using (2.50)
@ω P
´
´pi
h
,
pi
h
¯
, α
`
1` ω2˘ |pupωq| ď |pupωq| ˚ |p¯upωq| ˚ |pupωq|. (2.51)
Now, we prove by induction (on n) that there exists C ą 0, that only depend of α and M such
that
@ 1 ď p ď 8, }ωnpu}LppRq ď Cnn!. (2.52)
First, we consider the cases n “ 1 and n “ 0. Since we have assumed that }u}H1pRq ď M , we
have
}pu}L1pRq ď ›››› 1?1` ω2
››››
L2pRq
}
a
1` ω2pupωq}L2pRq “ ?2pi}u}H1pRq ď ?2piM.
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Then, we get from (2.51)
}ωpu}L1pRq ď }p1` ω2qpu}L1pRq ď 1α}pu}3L1pRq ď
?
8pi3M3
α
.
Furthermore, we also get from (2.51),
}p1` |ω|qpu}L8pRq ď 1α
››››1` |ω|1` ω2
››››
L8pRq
}pu}3L1pRq.
We deduce (2.52) for n “ 0 and 1 and for the other values of p using Hölder inequality.
Now, we assume that (2.52) is proved for all 0 ď n ď N ` 1. We deduce from (2.50) that for
all ω P `´pih , pih˘, we have
|ω|N`2|pupωq| ď |ω|N p1` ω2q|pupωq|
ď 1
α
ˇˇˇ
ωN ppu ˚ p¯u ˚ pupωqqˇˇˇ “ 1
α
ˇˇˇˇ
ˇ ÿ
n1`n2`n3“N
N !
n1!n2!n3!
pωn1puq ˚ pωn2 p¯uq ˚ pωn3puqpωqˇˇˇˇˇ .
We deduce from Young convolution inequality that if 3q “ 2` 1p then
}ωN`2pu}LppRq ď 1α ÿ
n1`n2`n3“N
N !
n1!n2!n3!
nź
j“1
}ωnjpu}LqpRq.
Using the induction hypothesis, we obtain
}ωN`2pu}LppRq ď 1αCNN ! #tpn1, n2, n3q | n1 ` n2 ` n3 “ Nu “ 12αC2CN`2pN ` 2q!.
So, if C is chosen large enough to ensure 2αC2 ě 1, we obtain the result by induction.
Choosing p “ 8 in (2.52), we get
@n P N, @ω P R˚, |pupωq| ď ˆ C|ω|
˙n
n!.
But using Stirling formula, we get an universal constant c ą 0 such that n! ď ce´ 2n3 nn. Conse-
quently, if |ω| ě C and n “ t ωC u, we have |pupωq| ď ce´ |ω|2C , and this shows the result.
In the following lemma, we prove that Lagrange functions are Lyapunov functions for the
traveling waves of the homogeneous Hamiltonian. These uniform estimates are discrete ver-
sions of the continuous estimates, see for example Proposition 8.8 of [58]. They are the key
estimates for applying the energy-momentum method.
Lemma 2.3.15. Let h0, C, ρ, α ą 0 be the constants given by Theorem 2.3.1. There exist
r, β, h1 ą 0 such that for all h ă h1, all ξ P Ω, all u P BL2h X Spanpiηhξ , Bxηhξ q, if }u´ ηhξ }H1pRq ď r
and }u}2L2pRq “ }ηhξ }2L2pRq then
β}u´ ηhξ }2H1pRq ď L hξ puq ´L hξ pηhξ q. (2.53)
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Proof. Let h1 ă h0 and ε ą 0 be such that
@h ă h1, @ξ P Ω, }ηhξ }2L2pRq ě
}ψξ}2L2pRq
2 ě
ε
2 .
Let r P p0, 1q be a positive constant that will be determined later.
Since ηhξ is bounded in H
1pRq, uniformly with respect to ξ P Ω and h ă h0, there exists a
constant M ą 0 such that for all ξ P Ω, h ă h0, w1, w2, w3 P BL2h, we have }ηhξ }H1pRq ďM ,
|d2L hξ pηhξ qpw1, w2q| ďM}w1}H1pRq}w2}H1pRq
and
sup
}ηh
ξ
´w}H1pRqď1
| d3L hξ pwqpw1, w2, w3q| ďM}w1}H1pRq}w2}H1pRq}w3}H1pRq.
Indeed, the first estimate has been establish in Lemma 2.3.7 and the second is obvious since
d3L hξ “ d3
} ‚ }4
L4pRq
4 .
Consider h ă h1, ξ P Ω and u P BL2h X Spanpiηhξ , Bxηhξ qKL2 such that }u´ ηhξ }H1pRq ď r and
}u}2L2pRq “ }ηhξ }2L2pRq. Then we define
v “ ηhξ `
«
pu´ ηhξ q ´
ηhξ
}ηhξ }L2pRq
xu´ ηhξ ,
ηhξ
}ηhξ }L2pRq
yL2pRq
ff
.
By construction, v´ηhξ belongs to Spanpiηhξ , Bxηhξ , ηhξ qKL2 . Furthermore, v´ηhξ is a second order
perturbation of u´ ηhξ because, since }u}2L2pRq “ }ηhξ }2L2pRq, we have
xηhξ , u´ ηhξ yL2pRq “ ´12}u´ η
h
ξ }2L2pRq.
So, we get
}u´ v}H1pRq “
}ηhξ }H1pRq
2}ηhξ }2L2pRq
}u´ ηhξ }2L2pRq ď
2M
2
}u´ ηhξ }2H1pRq.
Now, we can establish our estimate through a Taylor expansion of L hξ puq around ηhξ . The
first order term vanishes since ηhξ is a critical point of L
h
ξ . The second order term is controlled
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by applying the coercivity estimate of d2L hξ (see (2.53)),
L hξ puq ´L hξ pηhξ q
ě d2L hξ pηhξ qpu´ ηhξ , u´ ηhξ q ´M}u´ ηhξ }3H1pRq
“ d2L hξ pηhξ qpv ´ ηhξ , v ´ ηhξ q ´ d2L hξ pηhξ qpu´ v, u´ vq ` 2 d2L hξ pηhξ qpu´ ηhξ , u´ vq
´M}u´ ηhξ }3H1pRq
ěα}v ´ ηhξ }2H1pRq ´ }u´ ηhξ }3H1pRq
˜
M
ˆ
2M
2
˙2
}u´ ηhξ }H1pRq ` 2M 2M2 `M
¸
“α}u´ ηhξ }2H1pRq ` α}v ´ u}2H1pRq ´ 2αxv ´ u, u´ ηhξ yH1pRq
´ }u´ ηhξ }3H1pRq
˜ˆ
2M2
2
˙2
}u´ ηhξ }H1pRq ` 4M
2
2
`M
¸
ě}u´ ηhξ }2H1pRq
«
α´ }u´ ηhξ }H1pRq
˜
2α2M
2
`
ˆ
2M2
2
˙2
}u´ ηhξ }H1pRq ` 4M
2
2
`M
¸ff
ě}u´ ηhξ }2H1pRq
«
α´ r
˜
α
4M
2
`
ˆ
2M2
2
˙2
` 4M
2
2
`M
¸ff
.
Consequently, to prove the theorem, we just need to choose
r ă α2
˜
α
4M
2
`
ˆ
2M2
2
˙2
` 4M
2
2
`M
¸´1
.
The previous lemma provides a stability control for the solutions of the homogeneous Ha-
miltonian system. To apply it, two strong assumptions are required : u P Spanpiηhξ , Bxηhξ q and
}u}2L2pRq “ }ηhξ }2L2pRq. If u is close enough to ηhξ there are two classical tricks to get these as-
sumptions. To fulfill the first condition, the idea is to apply a small gauge transform and a small
advection to u. We focus on this problem in the two following Lemmas. To satisfy the second
assumption, the idea is to modify ξ1. It is the object of the last Theorem of this section.
When ηhξ is well defined through Theorem 2.3.1, for any v P BL2h, we define the matrix
Aξ,hrvs by
Aξ,hrvs :“
ˆ xiηhξ , ivyL2pRq ´xiηhξ , BxvyL2pRq
xBxηhξ , ivyL2pRq ´xBxηhξ , BxvyL2pRq
˙
. (2.54)
We will explain later why this matrix is very useful, but first we give a technical Lemma.
Lemma 2.3.16. Let h0, C, ρ, α ą 0 be the constants given by Theorem 2.3.1. There exists h1 ă
h0, M ą 0 and δ ą 0 such that for all h ă h1, all ξ P Ω and all v P BL2h with }v ´ ηhξ }H1pRq ă δ,
Aξ,hrvs is invertible and }pAξ,hrvsq´1}8 ďM .
Proof. Let h ă h0, ξ P Ω and v P BL2h. Since v ÞÑ Aξ,hrvs is a linear map we have
Aξ,hrvs “ Aξ,hrηhξ s `Aξ,hrv ´ ηhξ s. (2.55)
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However, since }ηhξ ´ψξ}H1pRq ď Ch2, Aξ,hrηhξ s converges to Gξ, uniformly with respect to ξ P Ω,
as h goes to 0, where
Gξ “
˜
}ψξ}2L2pRq ´xiψξ, BxψξyL2pRq
xiψξ, BxψξyL2pRq ´}Bxψξ}2L2pRq
¸
.
Applying the Cauchy-Schwarz inequality, we have
detGξ “ xiψξ, Bxψξy2L2pRq ´ }ψξ}2L2pRq}Bxψξ}2L2pRq ď 0.
But the case of equality is excluded since ψξ is not a plane wave (i.e. Spanpiψξ, Bxψξq is a free
family). So Gξ is an invertible matrix. As ξ ÞÑ Gξ is a continuous map on Ω, there exists M ą 0
such that for all ξ P Ω
}G´1ξ }8 ď
M
2 .
As Aξ,hrηhξ s converges to Gξ when h Ñ 0, there exists h1 ă h0 such that for all h ă h1 and
ξ P Ω, Aξ,hrηhξ s is invertible and
}pAξ,hrηhξ sq´1}8 ďM.
Applying the linear decomposition (2.55), we have
Aξ,hrvs “ Aξ,hrηhξ spI2 ` pAξ,hrηhξ sq´1Aξ,hrv ´ ηhξ sq.
However, since ηhξ is bounded in H
1pRq uniformly with respect to ξ and h, there exists δ ą 0
such that for all ξ P Ω and all h ă h1, we have
}pAξ,hrηhξ sq´1Aξ,hrv ´ ηhξ s}8 ă 12δ }v ´ η
h
ξ }H1pRq.
Consequently, if }v ´ ηhξ }H1pRq ď δ then Aξ,hrvs is invertible and the norm of its inverse is
bounded by 2M .
Lemma 2.3.17. There exists λ, δ ą 0 and h1 ă h0, such that for all ξ P Ω, h ă h1, v P BL2h, if
}v ´ ηhξ }H1pRq ă δ then there exists γ, y P R such that
maxp|γ|, | y |q ď λ}v ´ ηhξ }H1pRq and eiγvp ‚ ´ yq ´ ηhξ P Spanpiηhξ , Bxηhξ qKL2 .
Proof. For this proof, we introduce a notation. If γ, y P R and v : RÑ R then
Tγ,yv :“ eiγvp ‚ ´ yq
Let v P BL2h. We are going to apply the inverse function Theorem 2.5.3 to the following function
gvξ,h :
$&%
R2 Ñ R2ˆ
γ
y
˙
ÞÑ
ˆ xiηhξ , Tγ,yv ´ ηhξ yL2pRq
xBxηhξ , Tγ,yv ´ ηhξ yL2pRq
˙
.
gvξ,h is clearly a C
1 function whose Jacobian matrix is given by
Jgvξ,hpγ, yq “ Aξ,hrTγ,yvs.
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Applying Lemma 2.3.16, we can find h1 ă h0, δ ą 0 and M ą 0 such that if h ă h1 and
}v´ ηhξ }H1pRq ă δ then Jgvξ,hp0, 0q is invertible and its norm is smaller than M . We want to prove
that Jgvξ,h is Lipschitz uniformly with respect to ξ, h, v. In fact, since it is a C1 function, we just
need to control its derivative. Using integration by parts, there exists a constant κ ą 0 such that
for all y, γ P R we have
}d Jgvξ,hpγ, yq}L pR2;M2pR2qq ď κ}ηhξ }H2pRq}Tγ,yv}H1pRq “ κ}ηhξ }H2pRq}v}H1pRq.
But, applying the result of elliptic regularity (Theorem 2.3.13), }ηhξ }H2pRq is bounded in H2pRq
uniformly with respect to ξ P Ω and h ă h0. So, there exists k ą 0 such that for all ξ P Ω, h ă h0
and v P BL2h with }v ´ ηhξ }H1pRq ă δ, we have
}d Jgvξ,hpγ, yq}L pR2;M2pR2qq ď k.
Now, we apply the inverse function theorem 2.5.3 to gvξ,h and we obtain some constants
λ ą 0 and r ą 0, such that for all h ă h1, ξ P Ω and v P BL2h with }v ´ ηhξ }H1pRq ď R,
@ν P R2, |ν| ď r ñ Dγ, y P R, gvξ,hpγ, yq “ gvξ,hp0, 0q ` ν and maxp|γ|, | y |q ď λ|ν|.
To prove the lemma, we would like to choose ν “ ´gvξ,hp0, 0q small enough. But since ηhξ is
uniformly bounded in H1pRq, there exists a constant K ą 0 such that for all h ă h0, v P BL2h,
ξ P Ω,
|gvξ,hp0, 0q| ď K}ηhξ ´ v}H1pRq.
So, if }ηhξ ´ v}H1pRq ď rK , we can choose ν “ ´gvξ,hp0, 0q and the lemma is proven.
In the following Theorem, we focus on a change of variable. Usually, NLS traveling waves
are not indexed by ξ but by their L2 norm and their momentum. It would be possible to do the
same here. Here, we prove that it is possible to index them by their L2 norm and their speed of
advection (i.e. ξ2).
Theorem 2.3.18. Let h0, C, ρ, α ą 0 be the constants given by Theorem 2.3.1 and let rΩ be a
relatively compact open subset of Ω. Then there exist h1 ă h0, δ ą 0, k ą 0 such that for all
h ă h1, for all ξ P rΩ and for all u P BL2h, if }u´ ηhξ }H1pRq ă δ then there exists ζ P Ω such that"
ξ2 “ ζ2
}ηhζ }2L2pRq “ }u}2L2pRq and |ζ ´ ξ| ď k|}η
h
ξ }2L2pRq ´ }u}2L2pRq|. (2.56)
Proof. From the definition of ψξ (see (2.4)), we observe that for all ξ P Ω,
}ψξ}2L2pRq “ mξ}ψ1,0}2L2pRq “ 4mξ “ 4
d
ξ21 ´
ˆ
ξ2
2
˙2
.
Consequently, there exists β ą 0 such that for all ξ P Ω,
Bξ1}ψξ}2L2pRq “
2
mξ
ě 2β.
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Let h ă h0. Applying Theorem 2.3.1, we know that ξ ÞÑ ηhξ is a C1 approximation of ξ ÞÑ ψξ up
to an second order error term. Consequently, we have
|Bξ1}ψξ}2L2pRq ´ Bξ1}ηhξ }2L2pRq| “ 2|xBξ1ψξ ´ Bξ1ηhξ , ψξyL2pRq ` xBξ1ηhξ , ψξ ´ ηhξ yL2pRq|
ď 2Ch2
´
}ψξ}L2pRq ` }Bξ1ηhξ }L2pRq
¯
ď 2Ch2 `}ψξ}L2pRq ` Ch2 ` }Bξ1ψξ}L2pRq˘
ď 2Ch2 sup
ξPΩ
`}ψξ}L2pRq ` Ch20 ` }Bξ1ψξ}L2pRq˘
“: Mh2.
Let h1 “ minph0, β
?
Mq. If h ă h0 and ξ P Ω, we have
Bξ1}ηhξ }2L2pRq ě β.
Since rΩ is relatively compact open subset of Ω, there exists r ą 0 such thatrΩ`BR2p0, rq Ă Ω.
Let ξ P rΩ, h ă h1 and let g be the following function
g :
" rξ1 ´ r, ξ1 ` rs Ñ R
ζ1 ÞÑ }ηhζ1,ξ2}2L2pRq.
Since g is a continuous map, we have
r}ηhξ1´r,ξ2}2L2pRq, }ηhξ1`r,ξ2}2L2pRqs Ă gprξ1 ´ r, ξ1 ` rsq. (2.57)
But applying the mean value equality, we have
}ηhξ1´r,ξ2}2L2pRq ă }ηhξ }2L2pRq ´ βr ă }ηhξ }2L2pRq ` βr ă }ηhξ1`r,ξ2}2L2pRq.
Let u P BL2h be such that }u ´ ηhξ }H1pRq ă δ, where δ P p0, 1q is a positive constant that will
be fixed later. Applying the triangle inequality, we getˇˇˇ
}u}2L2pRq ´ }ηhξ }2L2pRq
ˇˇˇ
ď δp}u}L2pRq ` }ηhξ }L2pRqq
ď δpδ ` 2}ηhξ }L2pRqq
ď δp1` 2 sup
ξPΩ, hăh0
}ηhξ }L2pRqq
“: δκ.
So, choosing δ “ βrκ , we deduce from (2.57) that there exists ζ1 P rξ1 ´ r, ξ1 ` rs such that
}u}2L2pRq “ gpζ1q “ }ηhζ }2L2pRq,
where ζ2 :“ ξ2. Applying the mean value equality, we obtain
|ξ ´ ζ| ď β´1
ˇˇˇ
}u}2L2pRq ´ }ηhζ }2L2pRq
ˇˇˇ
.
which proves the result.
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2.4 Control of the instabilities and modulation
In the last section we have constructed approximate traveling waves ηhξ . In order to prove
Theorem 2.1.4, now, we study the dynamics of DNLS around these approximate traveling
waves.
We are going to use many results established in the previous section about ηhξ and its
properties. In a first paragraph, we summarize the results that will be useful and fix most of the
constants.
Step 1 : variational properties around the equilibria
Let rΩ be a relatively compact open subset of "ξ P R2 | ξ1 ą ´ ξ22 ¯2* and Ω a relatively com-
pact open subset of rΩ. In the previous section, we have proved that there exist some constants
h0, ε, C, ρ ą 0 and, for all ξ P rΩ and all h ă h0, a function ηhξ P BL2h satisfying the following
properties.
‚ From Theorem 2.3.1, ηhξ is a critical point of L hξ and it is an approximation of ψξ
}ηhξ ´ ψξ}H1pRq ď Ch2.
‚ From Theorem 2.3.13, ηhξ is regular function
@ω P R, |xηhξ pωq| ď Ce´ε|ω|. (2.58)
Consequently, we also have }xηhξ }H3pRq ď C.
‚ From Lemma 2.3.15, if u P BL2h X Spanpiηhξ , Bxηhξ qKL2 , }u}2L2pRq “ }ηhξ }2L2pRq and }u ´
ηhξ }H1pRq ď ρ then
1
C
}u´ ηhξ }2H1pRq ď L hξ puq ´L hξ pηhξ q. (2.59)
‚ From Theorem 2.3.18, if u P BL2hpRq, ξ P Ω and }u´ηhξ }H1pRq ď ρ then there exists ζ P rΩ
such that "
ξ2 “ ζ2
}ηhζ }2L2pRq “ }u}2L2pRq (2.60)
and (using the regularity of ξ ÞÑ ηhξ uniformly with respect to h, see Theorem 2.3.1)
|ζ ´ ξ| ` }u´ ηhζ }H1pRq ď C}u´ ηhξ }H1pRq. (2.61)
‚ From Lemma 2.3.17, for all u P BL2hpRq, if }u ´ ηhξ }H1pRq ď ρ then there exists γ, y P R
such that
maxp|γ|, | y |q ď C}u´ ηhξ }H1pRq and eiγup ‚ ´ yq ´ ηhξ P Spanpiηhξ , Bxηhξ qKL2 . (2.62)
‚ From Lemma 2.3.16, for all u P BL2hpRq, if }u ´ ηhξ }H1pRq ď ρ and Ah,ξrus is the matrix
defined in (2.54) then
Ah,ξrus is is invertible and }pAh,ξrusq´1}1 ď C. (2.63)
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‚ From Lemma 2.3.7 and Lemma 2.3.9, for all u P BL2hpRq, if }u´ ηhξ }H1pRq ď ρ then
@v, w P BL2h,
ˇˇˇ
d2L hξ puqpv, wq
ˇˇˇ
ď C}v}H1pRq}w}H1pRq. (2.64)
We finish this paragraph by a remark. In Theorem 2.1.4, we compare a solution u of
DNLS with some discretizations of ηhξ using discrete Sobolev norms. However, as we explain
in Lemma 2.2.5, it is equivalent to compare directly the Shannon interpolation u of the discrete
solution with ηhξ using continuous Sobolev norms.
Step 2 : Lyapunov estimation and modulation
Let r ą 0 be a positive constant independent of ξ and h that will be determined at the end
of this paragraph. Recall that for v : RÑ R we have
@x P R, Tγ,yvpxq :“ eiγvpx´ yq,
and note that T´1γ,y “ T´γ,´ y. Let u0 P BL2h be such that δp0q “ }u0 ´ Tγ0,y0ηhξ }H1pRq ă r where
ξ P Ω, y0, γ0 P R. Let u be the solution of DNLS in BL2h (see Lemma 2.2.4) such that up0q “ u0.
Assume that r ă ρ. Applying (2.60) and (2.61), there exists ζ P rΩ such that"
ξ2 “ ζ2
}ηhζ }2L2pRq “ }u0}2L2pRq and |ζ ´ ξ| ` }u0 ´ Tγ0,y0η
h
ξ }H1pRq ď Cδp0q.
Consequently, we have
}ηhξ ´ ηhζ }H1pRq ď p1` Cqδp0q.
Now, assume that Cr ă ρ, then applying (2.62), there exist δγ , δy P R such that"
θ0 “ γ0 ` δγ
p0 “ y0`δy with maxp|δγ |, |δy|q ď C
2δp0q and T´1θ0,p0u0 P Spanpiηhζ , Bxηhζ qKL2 .
(2.65)
We would like to get some functions θ, p P C1pR`q such that as long as uptq is close to the orbit
of ηhζ (up to gauge transform and advection), we have T
´1
θptq,pptquptq P Spanpiηhζ , Bxηhζ qKL2 . We
are going to construct them by solving a differential equation. Taking a time derivative, if such
functions exist they have to satisfy
Aζ,hrT´1θptq,pptquptqs
ˆ 9θptq
9pptq
˙
“
˜ xT´1θptq,pptqBtuptq, iηhζ yL2pRq
xT´1θptq,pptqBtuptq, Bxηhζ yL2pRq
¸
. (2.66)
We would like to solve the Cauchy problem associated with this ordinary differential equation
with θp0q “ θ0 and pp0q “ p0. Note that all the terms depend smoothly on t, pptq, θptq, hence to
get the existence of a local solution, we need to invert Aζ,hrT´1θptq,pptquptqs. Using the regularity of
ηhζ (see (2.58)), we have
}u0 ´ Tθ0,p0ηhζ }H1pRq ď C3δp0q.
Assuming that C3r ă ρ, we get from (2.63) that Aζ,hrT´1θ0,p0u0s is invertible and
}pAζ,hrT´1θ0,p0u0sq´1}1 ď C.
Thus (applying, for example, Cauchy-Lipschitz Theorem or the implicit functions Theorem),
there exist Tmax P p0,8s and a solution θ, p P C1pr0, Tmaxqq of (2.66) on r0, Tmaxq such that
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‚ θp0q “ θ0 and pp0q “ p0,
‚ for all t P r0, Tmaxq, Aζ,hrT´1θptq,pptquptqs is invertible,
‚ lim
tÑTmax
|θptq| ` |pptq| ` }pAζ,hrT´1θptq,pptquptqsq´1}1 “ 8
We would like to prove that while }uptq´Tγptq,yptqηhξ }H1pRq ă r, with γ “ θ´δγ and y “ p´δy
where δγ and δy are given in (2.65), the last condition is not satisfied and so γptq and yptq are
well defined. This is done by the following Lemma, whose proof is given in Section 2.5.2 of the
Appendix.
Lemma 2.4.1. There exist γ, y P C1pR`q such that γp0q “ γ0, yp0q “ y0 and if T ą 0 satisfies
@t P p0, T q, }uptq ´ Tγptq,yptqηhξ }H1pRq ă r,
then T ă Tmax and γ “ θ ´ δγ , y “ p´ δy on p0, T q, where δγ and δy are defined in (2.65).
From now on, we consider the functions γ, y given by Lemma 2.4.1 and T ą 0 satisfying the
bootstrap condition
@t P p0, T q, δptq :“ }uptq ´ Tγptq,yptqηhξ }H1pRq ă r.
By construction, we have
}uptq ´ Tθptq,pptqηhζ }H1pRq ď }uptq ´ Tγptq,yptqηhξ }H1pRq ` }ηhξ ´ Tδγ ,δyηhξ }H1pRq ` }ηhζ ´ ηhξ }H1pRq
ď δptq ` C3δp0q ` p1` Cqδp0q
ă p2` C ` C3qr.
We assume that p2 ` C ` C3qr ď ρ. Since }u}2L2pRq is a constant of the motion, we have
}uptq}2L2pRq “ }ηhζ }2L2pRq. Furthermore, by construction T´1θptq,pptqu P Spanpiηhζ , Bxηhζ qKL2 , so we
can apply (2.59) to get the Lyapunov control of the stability
1
C
}uptq ´ Tθptq,pptqηhζ }2H1pRq ď L hζ puptqq ´L hζ pηhζ q. (2.67)
To be rigorous, we can verify our assumptions on r and observe that r “ ρ2`C`C3 is a
possible choice.
Step 3 : Estimation of δptq
Usually, when we apply the energy-momentum method, the Lagrange function is a constant
of the motion of DNLS. An estimate of the form (2.67) allows to control }uptq ´ Tθptq,pptqηhζ }2H1pRq
by L hζ pu0q ´L hζ pηhζ q. This latter quantity can be controlled by using a Taylor expansion
L hζ pu0q ´L hζ pηhζ q “ L hζ pT´1θ0,p0u0q ´L hζ pηhζ q
ď 12 sup}v´ηh
ζ
}H1pRqďρ
ˇˇˇ
d2L hζ pvqpT´1θ0,p0u0 ´ ηhζ q
ˇˇˇ
ď C2 }u0 ´ Tθ0,p0η
h
ζ }2H1pRq,
where the last estimate is given by (2.64).
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In our case, because of the aliasing terms, L hζ puptqq is not a constant of the motion. So we
have to control its variations. Let t ă T , since HhDNLSpuptqq and }uptq}2L2pRq are constant of the
motion, applying the formula of Lemma 2.30, we obtain the following decomposition
L hζ puptqq ´L hζ pup0qq “HhDNLSpuptqq ´HhDNLSpup0qq ` ζ12
´
}uptq}2L2pRq ´ }up0q}2L2pRq
¯
´ 12
ż
R
cos
ˆ
2pix
h
˙
p|upt, xq|4 ´ |up0, xq|4qdx
` ζ22
`xiBxuptq, uptqyL2pRq ´ xiBxup0q, up0qyL2pRq˘
“E1p0q ´ E1ptq ` 12E2ptq, (2.68)
where
E1ptq “ 12
ż
R
cos
ˆ
2pix
h
˙
|upt, xq|4 dx
and
E2ptq “ ξ2
`xiBxuptq, uptqyL2pRq ´ xiBxup0q, up0qyL2pRq˘ .
Note that we write ξ2 instead of ζ2 as these two numbers are equal by construction (see (2.60)).
First, we explain how to bound E1ptq. It can be decomposed as follow
E1ptq “ 14
´
E3puptqq ` E3puptqq
¯
, with E3pvq “
ż
R
e
2ipi
h |upt, xq|4 dx .
Since E3 is a 4´homogeneous continuous function, its Taylor expansion is exact. So, we have
E3puptqq “
4ÿ
j“0
1
j! d
j E3pTθptq,pptqηhζ qpuptq ´ Tθptq,pptqηζ,h, . . . , uptq ´ Tθptq,pptqηζ,hlooooooooooooooooooooooooooomooooooooooooooooooooooooooon
j times
q. (2.69)
To control these derivatives, we use the following lemma.
Lemma 2.4.2. If u1, u2, u3, u4 P BL2h and
Mhpu1, u2, u3, u4q “
ż
R
e
2ipix
h u1pxqu2pxqu3pxqu4pxq dx,
then we have
|Mhpu1, u2, u3, u4q| ď 14
ÿ
σPS4
}xuσ11ωě pi3h }L2pRq}xuσ21ωě pi3h }L2pRq}xuσ3}L1pRq}xuσ4}L1pRq.
Proof. We identify Mh with a convolution product
Mhpu1, u2, u3, u4q “xu1 ˚xu2 ˚xu3 ˚xu4p2pi
h
q.
But if the sum of four numbers, all smaller than 1, is equals to 2, then at least 2 of them are
larger than 13 . Consequently, since supp puj Ă “´pih , pih‰, it comes
|Mhpu1, u2, u3, u4q| ď 14
ÿ
σPS4
|1ωě pi3h xuσ1 | ˚ |1ωě pi3h xuσ2 | ˚ |xuσ3 | ˚ |xuσ4 |p2pih q.
Then, we conclude the proof using Young convolution inequalities.
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Applying this Lemma to estimate the terms of (2.69) we obtain four types of contributions.
‚ Applying (2.58) and defining ` “ piε3 , we have
}F rTθptq,pptqηhζ s1ωě pi3h }2L2pRq ď C2
ż
ωě pi3h
e´2εω dω “ C
2
ε
e´2ε
pi
3h “ C
2
ε
e´
2`
h .
‚ Up to an universal constant c ą 0, we have
}F rTθptq,pptqηhζ s}L1pRq ď cC.
‚ Up to an universal constant c ą 0, we have
}F ruptq ´ Tθptq,pptqηhζ s1ωě pi3h }L2pRq ď
3h
pi
}F ruptq ´ Tθptq,pptqηhζ s ω}L2pRq
ď ch}uptq ´ Tθptq,pptqηhζ }H1pRq.
‚ Up to an universal constant c ą 0, we have
}F ruptq ´ Tθptq,pptqηhζ s}L1pRq ď c}uptq ´ Tθptq,pptqηhζ }H1pRq.
Sometimes, it is also useful to control it by cρ.
With these estimates, we get a constant M ą 0 (depending only of ε, C, ρ, h0) such that
|E3puptqq| ď 2Me´ `h ` 2Mh2}uptq ´ Tθptq,pptqηhζ }2H1pRq. (2.70)
So we deduce that
|E1ptq| ďMe´ `h ` h2M}uptq ´ Tθptq,pptqηhζ }2H1pRq. (2.71)
Now, we show how to control the term E2 in (2.68). It is precisely the error generated by the
default of invariance by advection. First, we give a more adapted expression of E2 :
E2ptq “ ξ2
ż t
0
BsxiBxupsq, upsqyL2pRq ds “ 2ξ2
ż t
0
xiBxupsq, BsupsqyL2pRq ds
“ ´4ξ2
ż t
0
xBxupsq, cos
ˆ
2pix
h
˙
|upsq|2upsqyL2pRq ds
“ ´ξ2 2pi
h
ż t
0
ż
R
sin
ˆ
2pix
h
˙
|ups, xq|4 dx ds “ ´ξ2pi
h
ż t
0
E3pupsqq ´ E3pupsqq ds .
Applying Estimate of E3pupsqq (2.70), we obtain
|E2ptq| ď 4Mpi|ξ2|h
ż t
0
e´ `h
h2
` }upsq ´ Tθpsq,ppsqηhζ }2H1pRq ds .
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Finally, we apply estimate (2.67) and we get
1
C
}uptq ´ Tθptq,pptqηhζ }2H1pRq
ďL hξ puptqq ´L hξ pηhζ q
“L hξ pup0qq ´L hξ pηhζ q `L hξ puptqq ´L hξ pup0qq
“L hξ pup0qq ´L hξ pηhζ q ` E1p0q ´ E1ptq ` E2ptq
ďC2 }up0q ´ Tθp0q,pp0qη
h
ζ }2H1pRq `Me´
`
h ` h2M}uptq ´ Tθptq,pptqηhζ }2H1pRq
`Me´ `h ` h2M}up0q ´ Tθp0q,pp0qηhζ }2H1pRq ` 4Mpi|ξ2|h
ż t
0
e´ `h
h2
` }upsq ´ Tθpsq,ppsqηhζ }2H1pRq ds .
So there exist some constants h1 ă h0, c ą 0 and λ ą 0 (depending only of ε, C, ρ, h0) such
that, for all h ă h1, we have
}uptq ´ Tθptq,pptqηhζ }2H1pRq ď ce´
`
2h ` c}up0q ´ Tθp0q,pp0qηhζ }2H1pRq ` 2λh|ξ2|
ż t
0
e´
`
2h
` }upsq ´ Tθpsq,ppsqηhζ }2H1pRq ds .
Applying Grönwall’s lemma, we obtain the estimate
}uptq ´ Tθptq,pptqηhζ }2H1pRq ` e´
`
2h ď e2λ|ξ2|ht
”
p1` cqe´ `2h ` c}up0q ´ Tθp0q,pp0qηhζ }2H1pRq
ı
.
Now applying Minkowski’s inequality, we get
}uptq ´ Tθptq,pptqηhζ }H1pRq ď
?
1` c eλ|ξ2|ht
”
e´
`
4h ` }up0q ´ Tθp0q,pp0qηhζ }H1pRq
ı
.
We want to deduce a bound on δ from this inequality. Applying the inequalities established
in the previous paragraph, we have
}up0q ´ Tθp0q,pp0qηhζ }H1pRq ď }up0q ´ Tγp0q,yp0qηhξ }H1pRq ` }ηhξ ´ Tδγ ,δyηhξ }H1pRq ` }ηhζ ´ ηhξ }H1pRq
ď δp0q ` C3δp0q ` p1` Cqδp0q.
On the other hand, applying the same inequalities, we have
δptq “ }uptq ´ Tγptq,yptqηhξ }H1pRq ď}uptq ´ Tθptq,pptqηhζ }H1pRq ` }ηhξ ´ Tδγ ,δyηhξ }H1pRq
` }ηhζ ´ ηhξ }H1pRq
ď}uptq ´ Tθptq,pptqηhζ }H1pRq ` C3δp0q ` p1` Cqδp0q.
Consequently, we have proven our estimate :
δptq ď ?1` c eλ|ξ2|ht
„
e´
`
4h ` δp0q
ˆ
2` C ` C3 ` 1` C ` C
3
?
1` c
˙
. (2.72)
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Remark 2.4.3. We could get another kind of estimate of δptq based on the high order Sobolev
norms of uptq. Indeed, if n P N˚, using Lemma 2.4.2, we have
|E3puptqq| À }pupωq1|ω|ě pi3h }2L2pRq À h2n}uptq}29HnpRq.
Applying this inequality for E2 and realizing the same proof without applying Grönwall’s lemma,
we get
δptq À δp0q ` e´ `h `at|ξ2|hn´ 12 sup
0ăsăt
}upsq} 9HnpRq.
Step 4 : Control of 9γ and 9y
The idea to obtain the estimate (2.11) is that ξ is the solution of a perturbed linear equation
whose p 9γ, 9yq is a solution (i.e. (2.66)). We work with a fixed t ă T . To simplify the notation, we
assume that θptq “ pptq “ 0. We introduce a notation : for v P BL2h, we define
bζ,hrvs :“
ˆ x∆hv ` |v|2v, ηhζ yL2pRq
´x∆hv ` |v|2v, iBxηhζ yL2pRq
˙
. (2.73)
With this formalism, equation (2.66) becomes (see Lemma 2.2.4)
Aζ,hruptqs
ˆ 9θptq
9pptq
˙
“ bζ,hruptqs ` 2E4, where E4 “
ˆ xcos `2pixh ˘ |v|2v, ηhζ yL2pRq
´xcos `2pixh ˘ |v|2v, iBxηhζ yL2pRq
˙
.
By construction ηhζ generates a traveling wave of the perturbation of DNLS whose speed
is ζ. It means we can apply Proposition 2.3.1 with upt, xq :“ eiζ1ηhζ px ´ ζ2tq. However, we
have e´iζ1upt, ‚`ξ2tq “ ηhζ P Spanpiηhζ , Bxηhζ qKL2 . So calculating Btu with Equation (2.36) of
Proposition 2.3.1, we get
Aζ,hrηhζ sζ “ bζ,hrηhζ s.
Consequently, we have
Aζ,hruptqs
ˆ 9θptq ´ ζ1
9pptq ´ ζ2
˙
“
´
bζ,hruptqs ´ bζ,hrηhζ s
¯
´Aζ,hruptq ´ ηhζ sζ ` 2E4. (2.74)
It is with this equation that we will obtain an estimate on 9θptq ´ ζ1 and 9pptq ´ ζ2. Indeed, as
we have seen in the second step, since t ă T , Aζ,hruptqs is invertible and }Aζ,hruptqs´1}1 ď C.
So we just need to control the three terms in the right-hand side of the previous equation.
‚ First, we prove that bζ,h is a Lipschitz function on bounded subsets of BL2h, for the norm
} ‚ }H1pRq, uniformly with respect to ζ and h. Considering the first coordinate (see (2.73)),
we have
pbζ,hrvsq1 “ x∆hv ` |v|2v, ηhζ yL2pRq “ xv,∆hηhζ yL2pRq ` x|v|2v, ηhζ yL2pRq.
But }∆hηhζ }L2pRq ď }B2xηhζ }L2pRq ď C (see (2.58)) and v ÞÑ |v|2v is a Lipschitz function
on bounded subsets of H1pRq. So, since }ηhζ }H1pRq ď C and }uptq ´ ηhζ }H1pRq ď ρ, there
exists a constant k ą 0 (depending only of C and ρ) such that
|pbζ,hruptqs ´ bζ,hrηhζ sq1| ď k}uptq ´ ηhζ }H1pRq.
Since }ηhζ }H3pRq ď C, the second coordinate of pbζ,hruptqs ´ bζ,hrηhζ sq1 clearly enjoys the
same estimate.
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‚ Since }ηhζ }H1pRq ď C, it is obvious, from the definition of Aζ,h (see (2.54)) that there exists
an universal constant c ą 0 such that
}Aζ,hruptq ´ ηhζ s}1 ď cC}uptq ´ ηhζ }H1pRq.
‚ We can estimate E4 as we have estimated E1ptq in the previous paragraph. Conse-
quently, we get some constants M, ` independent of h and ζ such that
|E4| ďMe´ `h `M}uptq ´ ηhζ }H1pRq.
Applying these three estimates and the control of the norm of the invert of Aζ,hruptqs, we get
from (2.74)
| 9θptq ´ ζ1| ` | 9pptq ´ ζ2| ď CMe´ `h ` CpM ` k ` cCq}uptq ´ ηhζ }H1pRq.
However, we have proven that }uptq ´ ηhζ }H1pRq ď δptq ` p1` C ` C3qδp0q and |ξ ´ ζ| ď Cδp0q.
So, since 9θ “ 9γ and 9p “ 9y, we have proven that
| 9γptq ´ ξ1| ` | 9yptq ´ ξ2| ď Kpe´ `h ` δptq ` δp0qq,
where K depends only of C,M, c and k.
2.5 Appendix
2.5.1 Proof of Theorem 2.1.7
Let s ą 0, ε P p0, 2q and n P N˚ be such that n ě n0 ě 2 where n0 P N˚ will be determined
later to be large enough. Let ρ ą 0 and v P HnpRq be such that
}v} 9HnpRq ď ρ and }ψξ ´ v}H1pRq ď
r
2p1` κq ,
with ξ P Ω. Let h1 ă h0 a constant that we will determine later.
Now consider h ă h1 and u a solution of DNLS such that
D y0, γ0 P R, @g P hZ, ugp0q “ eiγ0vpg ´ y0q.
We denote by u the Shannon interpolation of u. Without loss of generality, since DNLS is
invariant by gauge transform, we can assume that γ0 “ 0.
Lemma 2.5.1. The following inequality holds :
}u0 ´ ηhξ p‚´ y0q}H1pRq ď }v ´ ηhξ }H1pRq ` hn´1ρ.
This lemma is a classical estimate of aliasing, it will be proven at the end of this subsection.
Since u0, ηhξ P BL2h, we can apply Lemma 2.2.5 to obtain
δp0q :“ }up0q´
´
ηhξ p‚´ y0q
¯
|hZ
}H1phZq ď }u0´ηhξ p‚´ y0q}H1pRq ď }v´ηhξ }H1pRq`hn´1ρ. (2.75)
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Applying the triangle inequality, we deduce of Theorem 2.1.4 that
δp0q ď }v ´ ψξ}H1pRq ` }ψξ ´ ηhξ }H1pRq ` hn´1ρ ď r2p1` κq ` κh
2 ` hn´1ρ.
Consequently, if h1 is small enough then δp0q ď r1`κ . So we can apply Theorem 2.1.4 and
Theorem 2.1.5. In particular, we get functions γ, y P C1pR`q such that, if for all t P p0, T q
δptq :“ }uptq ´ peiγptqηhξ p‚´ yptqqq|hZ}H1phZq ď r, (2.76)
then we have for all t P p0, T q
δptq ď κ
ˆ
δp0q ` e´ `h `at|ξ2|hn´ 32 sup
0ăsăt
}upsq} 9Hn´1phZq
˙
, (2.77)
and
| 9γptq ´ ξ1| ` | 9yptq ´ ξ2| ď κ pδp0q ` δptq ` e´ `h q. (2.78)
Applying Theorem 2.1.6, we deduce that if (2.77) is satisfied then
δptq ď κ
ˆ
δp0q ` e´ `h ` Ca|ξ2|tn2 hn´ 12M 4n´13up0q ` Ca|ξ2|?thn´ 12 ˆ}up0q} 9HnphZq `M 2n`13up0q ˙˙ ,
(2.79)
where
Mup0q “ }up0q} 9H1phZq ` }up0q}3L2phZq.
So, to use (2.79), we have to estimate Mup0q and }up0q} 9HnphZq uniformly with respect to
h and ξ. We get these bounds in the following lemma that will be proven at the end of this
subsection.
Lemma 2.5.2. There exists a constant K ą 0, depending only of Ω, ρ and n such that for all
h ă h0,
κCM
4n´1
3
up0q ď K and κC
ˆ
}up0q} 9HnphZq `M
2n`1
3
up0q
˙
ď K.
With the estimate, (2.79) becomes
δptq ď κδp0q ` κe´ `h `Ka|ξ2|tn2 hn´ 12 `Ka|ξ2|?thn´ 12 . (2.80)
Now, we overcome the bootstrap condition (2.76). Let T0 P p0,8s be a function of |ξ2| that
will be fixed later. Consider t P p0, T0h´2`εq such that for all τ ď t, δpτq ď r. We deduce from
(2.80) that
δptq ď κδp0q ` κe´ `h `KT n20
a|ξ2|hnε´12 `KaT0|ξ2|hn´ 32` 2 .
Assuming n0 ě maxp2, 1`2sε , s`3´ε2 q, h1 ď 1 and T0 “ minp|ξ2|´1, |ξ2|´
1
n q, we deduce
δptq ď κδp0q ` κe´ `h ` 2Khs ď κδp0q `
´
κ
´ s
`e
¯s ` 2K¯hs. (2.81)
So assuming h1 ă
”
r
1`κ
`
κ
`
s
`e
˘s ` 2K˘´1ı´s, we get δptq ă r. Consequently, proceeding as
usual by contradiction, we deduce that it was useless to assume that for all τ ď t, δpτq ď r.
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Finally, to conclude rigorously this proof, we have to explain how to get (2.20) and (2.21).
On the one hand, to get (2.20), we just have to estimate δp0q by (2.75) in (2.81) (and to assume
that n0´ 1 ě s). On the other hand, we have to estimate the terms of (2.78). We control δp0q as
previously, δptq by (2.20) and e´ `h by `hs`e ˘s.
Proof of Lemma 2.5.1. Let vh be the L2 orthogonal projection of v on BL2h, i.e.
pvh “ 1p´pih ,pih qpv.
We introduce wh “ u0 ´ vhp‚´ y0q. Since the H1 norm is invariant by advection, we have
}u0 ´ ηhξ p‚´ y0q}H1pRq ď }vh ´ ηhξ }H1pRq ` }wh}H1pRq.
Since ηhξ P BL2h, v ´ vh is orthogonal to ηhξ in H1pRq. Consequently, we have }vh ´ ηhξ }H1pRq ď
}v ´ ηhξ }H1pRq. So we just have to prove that }wh}H1pRq ď ρhn´1.
Applying Proposition 2.2.3, we have
@ω P
´
´pi
h
,
pi
h
¯
, xwhpωq “ ÿ
kPZ˚
e´ipω` 2kpih q y0pvpω ` 2kpi
h
q.
Consequently, we have
}wh}H1pRq ď 1?2pi
ÿ
kPZ˚
}pvpω ` 2kpi
h
q
a
1` ω2}L2p´pih ,pih q
ď 1?
2pi
ÿ
kPZ˚
›››››yBxvpω ` 2kpih q
?
1` ω2
ω ` 2kpih
›››››
L2p´pih ,pih q
.
Assuming h1 ď 2pi, we have
ˇˇˇˇ?
1`ω2
ω` 2kpi
h
ˇˇˇˇ
ď 22|k|´1 for ω P
`´pih , pih˘. Consequently, applying the
Cauchy-Schwarz inequality, we get
}wh}H1pRq ď }Bxpv ´ vhq}L2pRq
d ÿ
kPZ˚
4
p2|k| ´ 1q2 “
pi?
2
}Bxpv ´ vhq}L2pRq.
Since the Fourier support of v ´ vh is localized outsize
“´pih , pih‰ and n ě 2, we have
}wh}H1pRq ď pi?2}Bxpv ´ vhq}L2pRq ď
ˆ
h
pi
˙n´1 pi?
2
}Bnxpv ´ vhq}L2pRq ď hn´1pi
2´n
?
2
ρ ď hn´1ρ.
Proof of Lemma 2.5.2. There are two quantities to control, }up0q} 9HnphZq and Mup0q. To control
}up0q} 9HnphZq, it is enough to prove that the restriction to hZ is a continuous map from 9HnpRq to
9HnphZq, uniformly with respect to h. Indeed, denoting w “ vp‚´ y0q and applying Proposition
2.2.3, we have, for all ω P `´pih , pih˘,
xu0pωq “ ÿ
kPZ˚
pwpω ` 2kpi
h
q.
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Since for k ‰ 0 and ω P `´pih , pih˘, we haveˇˇˇˇ
ˇ ωω ` 2kpih
ˇˇˇˇ
ˇ ď 12|k| ´ 1 ,
applying the Cauchy Schwarz inequality (and (2.33) ), we get
}up0q} 9HnphZq ď }ωnxu0}L2p´pih ,pih q
ď }ωn pwpωq}L2p´pih ,pih q ` ÿ
kPZ˚
›››››
˜
ω
ω ` 2kpih
¸n yBnxwpω ` 2kpih q
›››››
L2p´pih ,pih q
ď }Bnxw}L2pRq `
ÿ
kPZ˚
}yBnxwpω ` 2kpih q}L2p´pih ,pih q 1p2|k| ´ 1qn
ď }Bnxw}L2pRq ` }Bnxw}L2pRq
d ÿ
kPZ˚
1
p2|k| ´ 1q2n
“
˜
1`
d
2
ˆ
1´ 14n
˙
ζp2nq
¸
}Bnxv}L2pRq ď
˜
1`
d
2
ˆ
1´ 14n
˙
ζp2nq
¸
ρ,
where ζ is the Riemann zeta function.
Finally, to control Mup0q, we just have to control }up0q}H1phZq. But since we have proven that
δp0q ď r1`κ , we just need to control }ηhξ }H1pRq uniformly with respect to ξ P Ω and h ă h0. Such
an estimate can be obtained by using the bound }ηhξ ´ ψhξ }H1pRq ď κh2 of Theorem 2.1.4.
2.5.2 Proof of Lemma 2.4.1
We would like to define the functions γ and y from θ and p. So we introduce a new time :
Tcrit. It is the largest time, smaller than Tmax, such that for all t P p0, Tcritq, we have
}pAζ,hrT´1θptq,pptquptqsq´1} ď 2C (2.82)
and
|θptq ´ θ0| ` |pptq ´ p0| ď 1` c2t, (2.83)
where c2 ą 0 is a real constant that will be determine later.
Now we define γ and y as C1 functions on R` such that
@t P p0, Tcritq, γptq “ θptq ´ δγ and yptq “ pptq ´ δy. (2.84)
Let T ą 0 be such that for all t ă T , δptq “ }uptq´Tγptq,yptqηhξ }H1pRq ă r. To prove Lemma 2.4.1,
it is enough to prove that T ď Tcrit. We proceed by contradiction. Assume that Tcrit ă T . So if
t ă Tcrit, we have
}uptq ´ Tθptq,pptqηhζ }H1pRq ď p2` C ` C3qr ď ρ.
Applying (2.63), we know that
Aζ,hrT´1θptq,pptquptqs is invertible and }pAζ,hrT´1θptq,pptquptqsq´1}1 ď C. (2.85)
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Furthermore, we can estimate xT´1θptq,pptqBtuptq, iηhζ yL2pRq and xT´1θptq,pptqBtuptq, Bxηhζ yL2pRq. Indeed,
since u is a solution of DLNS in BL2h (see Lemma 2.2.3), we have
xT´1θptq,pptqBtuptq, iηhζ yL2pRq “ ´
B
∆huptq `
ˆ
1` 2 cos
ˆ
2pix
h
˙˙
|uptq|2uptq, T´1θptq,pptqηhζ
F
L2pRq
.
Since this operator is symmetric for the L2 norm, we have
xT´1θptq,pptqBtuptq, iηhζ yL2pRq “ ´xuptq, T´1θptq,pptq∆hηhζ yL2pRq
´
Bˆ
1` 2 cos
ˆ
2pix
h
˙˙
|uptq|2uptq, T´1θptq,pptqηhζ
F
L2pRq
.
We are going to estimate these terms. Since t ă T , we have }uptq ´ Tγptq,yptqηhξ }H1pRq ă r by
definition and so
}uptq}H1pRq ď r ` C.
Consequently, we have
}|uptq|2uptq}L2pRq ď }uptq}2L8}uptq}L2pRq ď pr ` Cq3.
Furthermore, we have seen in (2.33) that }∆hηhζ }L2pRq ď }B2xηhζ }L2pRq ď C. Consequently, we
have
|xT´1θptq,pptqBtuptq, iηhζ yL2pRq| ď Cpr ` Cq3 ` Cpr ` Cq.
Similarly, we could prove that
|xT´1θptq,pptqBtuptq, Bxηhζ yL2pRq| ď Cpr ` Cq3 ` Cpr ` Cq.
So, we have proved that
maxp| 9θptq|, | 9pptq|q ď C2pr ` Cqp1` pr ` Cq2q.
Defining c2 “ 2C2pr ` Cqp1` pr ` Cq2q, we have
|θptq ´ θ0| ` |pptq ´ p0| ď c2t.
We can apply this inequality and (2.85) for t “ Tcrit, so we have
}pAζ,hrT´1θpTcritq,ppTcritquptqsq´1}1 ď C and |θpTcritq ´ θ0| ` |ppTcritq ´ p0| ď c2Tcrit.
But it is impossible because by definition of Tcrit we should have
}pAζ,hrT´1θpTcritq,ppTcritquptqsq´1}1 “ 2C or |θpTcritq ´ θ0| ` |ppTcritq ´ p0| “ 1` c2Tcrit.
So, here is the contradiction and we have proven that T ď Tcrit.
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2.5.3 Inverse function Theorem
In this subsection, we give a version of the inverse function theorem.
Theorem 2.5.3. Let X,Y be some Banach spaces, Ω be an open convex subset of X such
that 0 P Ω.
If g : Ω Ñ Y is a C1 function such that
‚ d gp0q is invertible,
‚ d g is a k-Lipschitz function,
then, defining β “ }d gp0q´1}´1 and r “ βk , we have
‚ g is a C1 diffeomorphism from BXp0, rq X Ω to gpBXp0, rq X Ωq,
‚ for all x P BXp0, rq X Ω, } d gpxq´1} ď rβpr´}x}q ,
‚ for all 0 ă ρ ď r, if BXp0, ρq Ă Ω then BY pgp0q, β2ρq Ă gpBXp0, ρqq.
Proof. First, we prove that g is injective on BXp0, rqXΩ. Let y P BXp0, rqXΩ. We introduce the
application
Φy :
"
BXp0, rq X Ω Ñ X
x ÞÑ x´ d gp0q´1pgpxq ´ gpyqq.
It is enough to prove that y is the only fix point of Φy. But if x P BXp0, rq X Ω then
}d Φypxq} “ }IX ´ d gp0q´1 d gpxq} ď } d gp0q´1}}d gp0q ´ d gpxq} ď }x}k
β
ă rk
β
“ 1. (2.86)
Consequently, we deduce that if x ‰ y then }Φypxq ´ y} ă }x´ y} and so y is the only fix point
of Φy.
Then, we prove that d gpxq is invertible for any x P BXp0, rq X Ω. Indeed, we have
d gpxq “ d gp0q ` d gpxq ´ d gp0q “ d gp0q “IX ` d gp0q´1pd gpxq ´ d gp0qq‰
with
} d gp0q´1pd gpxq ´ d gp0qq} ď k
β
}x} ă 1.
So we also deduce the second point of the theorem through the classical estimate of the Von
Neumann series.
Now, applying the classical inverse function theorem, we have proven that g is a C1 diffeo-
morphism from BXp0, rqXΩ to gpBXp0, rqXΩq. Finally, we just need to prove the last assertion
of the theorem. Let ρ ą 0 be such that 0 ă ρ ď r, BXp0, ρq Ă Ω. We introduce δ P p0, ρq to prove
that BY pgp0q, β2 δq Ă gpBXp0, δqq. It is enough to prove the last point because
BY pgp0q, β2 ρq “
ď
0ăδăρ
BY pgp0q, β2 δq and gpBXp0, ρqq “
ď
0ăδăρ
gpBXp0, δqq.
Let y P BY pgp0q, β2 δq, we want to solve gpxq “ y. So, we introduce the application Ψ “
Φ
y |BXp0,δq. We want to apply the Banach fix point theorem. We have proven in (2.86) that Ψ is
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δk
β ă 1 Lipschitz, so we just need to prove that it preserves BXp0, δq. Indeed, we have
}Ψpxq} ď }Ψp0q} ` }Ψpxq ´Ψp0q}
ď β2 δ} d gp0q
´1} ` } d gp0q´1}}gpxq ´ gp0q ´ d gp0qx}
ď δ2 `
1
β
››››ż 1
0
d gpsxqx ds´d gp0qx
›››› ď δ2 ` kδβ δ2 ď δ.
2.5.4 A result of coercivity
Lemma 2.5.4 (A reformulation of a Weinstein result in [115]). If Ω is a relatively compact open
subset of the set
"
ξ P R2 | ξ1 ą
´
ξ2
2
¯2*
then there exists c ą 0 such that for all ξ P Ω we have
@v P H1pRq X Spanpψξ, iψξ, BxψξqKL2 , d2L ξpψξqpv, vq ě c}v}2H1pRq. (2.87)
Proof. Weinstein has proven in [115] that there exists c ą 0 such that for all v P H1pRq,
v P Spanpψp1,0q, iψ3p1,0q, Bxpψ3p1,0qqqKL2 ñ d2L p1,0qpψp1,0qqpv, vq ě c}v}2H1 . (2.88)
First, we will deduce from this estimate and Lemma 2.5.5 that (2.87) holds true for ξ “ p1, 0q.
Then we will extend this result applying two transformations : dilatation and boost.
Step 1 : The case ξ “ p1, 0q. We apply Lemma 2.5.5 below, with the spaces
E “ H1pRq X Spanpψp1,0qqKL2 G “ H1pRq X Spanpψp1,0q, iψ3p1,0q, Bxpψ3p1,0qqqKL2
F “ H1pRq X Spanpψp1,0q, iψp1,0q, Bxψp1,0qqKL2 H “ Spanpiψp1,0q, Bxψp1,0qq.
We equipped all these spaces with the H1pRq norm for which they are closed. By construction,
F and H are obviously complementary spaces. However, we have to prove that G and H are
complementary spaces.
First, we prove that H X G “ t0u. If g “ αiψp1,0q ` βBxψp1,0q P G then xg, iψ3p1,0qyL2pRq “
xg, Bxpψ3p1,0qqyL2pRq “ 0. However, since ψp1,0q is a real valued function, we have
xBxψp1,0q, iψ3p1,0qyL2pRq “ xBxpψ3p1,0qq, iψp1,0qyL2pRq “ 0. (2.89)
Consequently, we deduce that α}ψp1,0q}4L4pRq “ βxBxpψ3p1,0qq, Bxψp1,0qyL2pRq “ 0. So we just need
to verify from (2.4) that xBxpψ3p1,0qq, Bxψp1,0qyL2pRq ‰ 0 which yields α “ β “ 0.
Now, we prove that H `G “ E. Since, by construction G` Spanpiψ3p1,0q, Bxpψ3p1,0qqq “ E, we
just need to prove that iψ3p1,0q, Bxpψ3p1,0qq P H`G. Since iψ3p1,0q and Bxpψ3p1,0qq are orthogonal, we
can decompose iψp1,0q and Bxψp1,0q through the decomposition E “ G`Spanpiψ3p1,0q, Bxpψ3p1,0qqq
to get (with (2.89))#
iψp1,0q}ψp1,0q}6L6pRq ´ }ψp1,0q}4L4pRqiψ3p1,0q P G,
Bxψp1,0q}Bxpψ3p1,0qq}2L2pRq ´ xBxpψ3p1,0qq, Bxψp1,0qyL2pRqBxpψ3p1,0qq P G.
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Since the coefficients associated with iψ3p1,0q and Bxpψ3p1,0qq are not zero, we deduce that
iψ3p1,0q, Bxpψ3p1,0qq P H `G.
In order to apply Lemma 2.5.5, with b “ d2L p1,0qpψp1,0qq we have to prove that Bxψp1,0q and
iψp1,0q belong to the kernel of d2L p1,0qpψp1,0qq. Indeed, sinceL p1,0qpψp1,0qq is invariant by gauge
transform and dilatation, the set of its critical points are also invariant by these transform, i.e.
@t P R,@v P H1pRq, dL p1,0qpeitψp1,0qqpvq “ dL p1,0qpψp1,0qp‚´tqqpvq “ 0.
However, since ψp1,0q is a very regular function (see Lemma 2.3.4 or directly (2.4)), we can
compute the derivative in t “ 0 to get
@t P R,@v P H1pRq, d2L p1,0qpψp1,0qqpiψp1,0q, vq “ d2L p1,0qpψp1,0qqpBxψp1,0q, vq “ 0.
Now to apply Lemma 2.5.5, we observe that the required assumption of coercivity of b on G
is the result of Weinstein (2.88), and we obtain the result.
Step 2 : Extension by dilatation and boost
Denote by T the dilatation action defined by Tmpuqpxq “ mupmxq for all x P R, u P H1pRq
and m ą 0, and let B be the boost action defined by Bνu :“ eiνxu for all x P R, u P H1pRq and
ν P R. These transformations are useful because we have the following relations
@m,µ ą 0,@ν P R, L p1,0q ˝Tm “ m3L pm´2,0q and L pµ,0q ˝Bν “ L pµ`ν2,´2νq
With these relations a straightforward calculation shows that
L ξ “ m3ξL p1,0q ˝Tm´1
ξ
˝B´ ξ22 with mξ “
d
ξ1 ´
ˆ
ξ2
2
˙2
. (2.90)
Furthermore, using the definition of ψξ, we have
ψξ “ B ξ2
2
˝ Tmξψp1,0q.
Consequently, we are able to transport the coercivity property from ξ “ p1, 0q to any ξ,
provided that ξ1 ą
´
ξ2
2
¯2
. First, we observe that if v P H1pRq X Spanpψξ, iψξ, ψ1ξqKL2 then
Tm´1
ξ
˝B´ ξ22 v P H
1pRq X Spanpψp1,0q, iψp1,0q, ψ1p1,0qqKL2 .
Second, we calculate the derivative of the Lagrange function through the transport relation
(2.90),
dL ξpψξqpvq “ m3ξ drL p1,0q ˝Tm´1
ξ
˝B´ ξ22 spψξqpvq “ m
3
ξ dL p1,0qpψ1,0qpTm´1
ξ
˝B´ ξ22 vq “ 0.
Then we deduce a property of coercivity
d2L ξpψξqpv, vq “ m3ξ d2L p1,0qpψ1,0qpTm´1
ξ
˝B´ ξ22 v, Tm´1ξ ˝B´ ξ22 vq ě cm
3
ξ
›››Tm´1
ξ
˝B´ ξ22 v
›››2
H1
.
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This inequality implies Estimate (2.87) because applying the Peetre inequality 1, we get
›››Tm´1
ξ
˝B´ ξ22 v
›››2
H1
“
›››››B´m´1ξ ξ22 ˝ Tm´1ξ v
›››››
2
H1
ě 12
}Tm´1
ξ
v}2H1
1`
ˆ
m´1
ξ
ξ2
2
˙2 “ 12m
´1
ξ }v}2L2 `m´3ξ }Bxv}2L2
1`
ˆ
m´1
ξ
ξ2
2
˙2 .
2.5.5 Functional analysis lemmas
Lemma 2.5.5. Let F , G be two closed subspaces of a normed space E. If F and H admit a
same finite dimensional complementary space H, denote by Π the projection onto G of kernel
H. Then Π|F is a normed space vector isomorphism.
Furthermore, if b is a bilinear symmetric form on E, H is a subspace of its kernel and if there
exists α ą 0 such that
@x P G, bpx, xq ě α}x}2
then there exists β ą 0 such that
@x P F, bpx, xq ě β}x}2.
Proof. Let P be the projection onto F of kernel H. If f P F then PΠf “ f . Indeed, if f “ g ` h
with g P G and h P H then g “ Πf “ f ´ h. Consequently, we would have f “ Pg “ PΠf .
Similarly, we can prove that ΠPg “ g, for any g P G. So, we have proven that Π´1|F “ P|G.
To prove the first part of the lemma, we just have to prove that Π and P are continuous to
conclude this proof. This is a very classical exercise of normed space vector, whose proof is
based on compactness.
The second part of the lemma is a straightforward calculation. Indeed, if x P F then
bpx, xq “ bpΠx,Πxq ě α}Πx}2 ě α}Π´1|F }´2}x}2.
Lemma 2.5.6. Let E be a real vector space whose pxjqj“1,...,n is a free family. Define X “
Spanpxjqj“1,...,n the subspace generated by this family. Let x‚, ‚y1,x‚, ‚y2 be two scalar products
on E such that the induced norms satisfy } ‚ }1 ď c} ‚ }2. Define G P MnpRq the Gram matrix
associated with pxjqj“1,...,n for the scalar product x‚, ‚y1, i.e.
G “
¨˚
˝xx1, x1y1 . . . xx1, xny1... ...
xxn, x1y1 . . . xxn, xny1
‹˛‚.
For any u P E, let bpuq be a bilinear symmetric form continuous for the } ‚ }2 norm. Assume that
b is k Lipschitz on a ball of radius R ą 0, i.e.
@u, v P B2p0, Rq, @y, z P E, |bpuqpy, zq ´ bpvqpy, zq| ď k}u´ v}2}y}2}z}2
1. If x, y P R then 1` px´ yq2 ě 12 p1` x2qp1` y2q´1.
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and that there exists α ą 0 such that
@y P XK1 , bp0qpy, yq ě α}y}22.
Define two constants c1, c2 ą 0 by the explicit formulas
c1 “ maxpR, α8k q and c2 “
α
4
«˜
nÿ
j“1
}xj}2
¸
}G´1}8
ˆ
α
2 ` }bp0q}2 `
2}bp0q}22
α
˙ff´1
.
If }u}2 ď c1 and sup
j“1,...,n
|xxj , yy1| ď c2}y}2 then
bpuqpy, yq ě α8 }y}
2
2.
Proof. Let y “ y‖ ` yK be the decomposition of y associated to the algebraic decomposition
E “ X ‘XK1 . So, we get
bp0qpy, yq “ bp0qpy‖ ` yK, y‖ ` yKq
“ bp0qpyK, yKqbp0q ` 2bp0qpy‖, yKq ` py‖, y‖q
ě α}yK}22 ´ 2}bp0q}2}y‖}2}yK}2 ´ |bp0q}2}y‖}2
ě α2 }yK}
2
2 ´
ˆ
}bp0q}2 ` 2}bp0q}
2
2
α
˙
}y‖}22
ě α2 }y}
2
2 ´
ˆ
α
2 ` }bp0q}2 `
2}bp0q}22
α
˙
}y‖}22.
Consequently, we just need to control }y‖}2 with }y}2 to get the result when u “ 0. However,
using basis linear algebra we can prove that
y‖ “
nÿ
j“1
ajxj with pajqj“1,...,n “ G´1pxxj , yy1qj“1,...,n.
So, we get
}y‖}2 ď c2
˜
nÿ
j“1
}xj}2
¸
}G´1}8}y}2.
Finally, by definition of c2, we get bp0qpy, yq ě α4 }y}22. Furthermore, since b is k Lipschitz on
Bp0, Rq, we deduce directly that if }u}1 ď c1 then bpuqpy, yq ě α8 }y}22.
Lemma 2.5.7. Let E be a Banach space of dual space E1. Consider a algebraic decomposition
of E, E “ Ep ‘ Em, and a continuous linear application T : E Ñ E1 such that
i) @x, y P E, xTx, yyE1,E “ xTy, xyE1,E ,
ii) Dαp ą 0, @x P Ep, xTx, xyE1,E ě αp}x}2,
iii) Dαm ą 0, @x P Em, xTx, xyE1,E ď ´αm}x}2.
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Then T is invertible and we have
}T´1} ď
ˆ
1
αp
` 1
αm
` 2}T }
αmαp
` }T }
2
αmpαpq2
˙
. (2.91)
Proof. In the proof we omit the index E1, E for all the duality brackets. We define by restrictions
T12 P L pE2 ;E1q for 1, 2 P tp,mu. Then we use a direct corollary of Riesz Theorem to prove
that Tpp is invertible. This corollary is the following.
Lemma 2.5.8. Let E be a Banach space of dual E1. Consider a continuous linear application
T : E Ñ E1 such that
i) Dα ą 0,@x P E, xTx, xy ě α}x}2,
ii) @x, y P E, xTx, yy “ xTy, xy,
then T is invertible and }T´1} ď α´1.
Now, decomposing x “ xp`xm with xp P Ep and xm P Em, we introduce operators P : E Ñ
Ep and S : Em Ñ E1m defined by
Px “ xp ` T´1pp Tpmxm and S “ Tmm ´ TmpT´1pp Tpm.
Then we verify by symmetry of T (with the same decomposition for y) that
@x, y P E, xTx, yy “ xTppPx, Pyy ` xSxm, ymy.
To prove the Lemma, we have to solve,
@y P E, xTx, yy “ φpyq with φ P E1. (2.92)
Let z P Em and denote y “ z ´ T´1pp Tpmz. First, we verify that Py “ 0. Consequently, we
deduce from (2.92) that
φpyq “ φpz ´ T´1pp Tpmzq “ xSxm, zy.
However, we verify that ´S satisfies assumptions of Lemma 2.5.8 with α “ αm. Consequently,
S is invertible and so we have
xm “ S´1φ|Em ´ S´1φTppTpm.
Now if we apply (2.92) for y “ yp P Ep, we have
φpyq “ xTppPx, yy “ xTppxp, yy ` xTpmxm, yy.
Consequently, we have
xp “ T´1pp φ|Ep ´ T´1pp Tpmxm.
Finally, we have solved (2.92). So T is bijective and we verify (2.91) using the estimate given
by Lemma 2.5.8.
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CHAPITRE 3
BOUNDS ON THE GROWTH OF HIGH
DISCRETE SOBOLEV NORMS FOR THE
CUBIC DISCRETE NONLINEAR
SCHRÖDINGER EQUATIONS ON hZ.
3.1 Introduction
We consider the cubic discrete nonlinear Schrödinger equation (called DNLS) on a grid hZ
of stepsize h ą 0. This equation is a differential equation on ChZ defined by (see [87] and the
references therein for details about its derivation)
@g P hZ, iBt ug “ p∆h uqg ` ν|ug |2 ug, (3.1)
where ν P t´1, 1u is a parameter and ∆h u is the discrete second derivative of u. It is defined
by
@g P hZ, p∆h uqg “ ug`h´2ug `ug´h
h2
.
We consider both the focusing and the defocusing equations. They correspond respectively to
the choices ν “ 1 and ν “ ´1.
DNLS is a popular model in numerical analysis for the spatial discretization of the cubic
nonlinear Schrödinger equation (NLS), given by :
iBtu “ B2xu` ν|u|2u, (3.2)
see, for example, [17],[19],[26],[83],[84],[87]. Motivated by the approximation properties of NLS
by DNLS, we consider the discrete model near its continuous limit i.e. when h goes to 0. So, we
introduce norms consistent with the usual continuous norms and we pay attention to establish
estimates uniform with respect to h.
We introduce the discrete L2 space. It is defined by
L2phZq “
#
u P ChZ, }u }2L2phZq “ h
ÿ
gPhZ
|ug |2 ă 8
+
.
This space is natural to solve DNLS. Indeed, as L2phZq is a Banach algebra (which is not the
case in the continuous setting), Cauchy Lipschitz Theorem can be applied to get the local well
posedness of DNLS in L2phZq. Furthermore, since (3.1) is invariant by gauge transform, as
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a consequence of the Noether Theorem the discrete L2 norm is a constant of the motion of
DNLS. Thus, DNLS is globally well posed in L2phZq.
We introduce the homogeneous discrete Sobolev norms by analogy with respect to the
continuous homogeneous Sobolev norms. If n P N is an integer and u P L2phZq, its discrete
homogeneous Sobolev norm of order n is defined by
}u }29HnphZq “ xp´∆hqn u,uyL2phZq. (3.3)
For example, if u P L2phZq, its discrete homogeneous Sobolev norm of order 1 is
}u } 9H1phZq “
gffeh ÿ
gPhZ
ˇˇˇˇ
ug`h´ug
h
ˇˇˇˇ2
.
Naturally, we define as usual the non homogeneous discrete Sobolev norms by
}u }2HnphZq “
nÿ
k“0
}u }29HkphZq.
Applying the triangle inequality we can easily prove that all these norms are controlled by
the discrete L2 norm
@u P L2phZq, }u } 9HnphZq ď
ˆ
2
h
˙n
}u }L2phZq. (3.4)
So, since the discrete L2 norm is a constant of the motion of DNLS, any discrete Sobolev norm
of a solution of DNLS is globally bounded. However, this bound is not uniform with respect to
the stepsize h. Consequently, these estimates are trivial when we consider the continuous limit.
An uniform control of these norms with respect to h may be crucial to establish aliasing 1 or
consistency estimates. For example, in [26], the existence and the stability of traveling waves is
studied near the continuous limit of the focusing DNLS. The discrete Sobolev norms are used
to control an aliasing error generated by the variations of the momentum (see Theorem 1.5 of
[26]). It is proven that if for all n P N, the discrete Sobolev norm of order n of the solutions of the
focusing DNLS can be bounded by tαn , uniformly with respect to h, then DNLS admits solutions
whose behavior is similar to traveling waves for times of order h´β, with β “ lim supn nαn .
There is a huge literature about the growth of the Sobolev norms for continuous Schrödinger
equations. Since, we are focusing on the continuous limit of DNLS, it is natural to try to adapt
the methods used for these equations. If we focus on the continuous Schrödinger equations on
R, it seems that there are three families of methods and results.
‚ First, there is the cubic nonlinear Schrödinger equation. This equation is known to be
completely integrable. In particular, it admits a sequence of constants of the motion
coercive in HnpRq. Consequently, all the Sobolev norms are globally bounded (see, for
example, [104]).
1. Aliasing usually refers to a default of commutation between an interpolation and a nonlinearity.
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‚ Second, there is the linear Schrödinger equation with a potential smooth with respect to
t and x. In such case, for all ε ą 0 there is a control of the growth by tε (see [38]).
‚ Third, in the other cases, there are methods using dispersion and/or higher modified
energy. They were first introduced by Bourgain [37] and continued in the work of Staffilani
[108]. They provide a control of the growth of the Hn norm by tαn`β for some α, β P R.
More recently, applying these methods [104], Sohinger proves a control of the Hs norm
by t
1
3 s` for the nonlinear Schrödinger equation with an Hartree nonlinearity.
A priori, DNLS is not a completely integrable equation, so we can not control its Sobolev
norms as for its continuous limit (for a completely integrable spatial discretization of NLS, we
can refer to the Ablowitz-Ladik model, see [2]). In this paper, we adapt the last method to the
discrete nonlinear Schrödinger equation. In [109], Stefanov and Kevrekidis proved that the dis-
persion is weaker for the linear discrete Schrödinger equation than for the continuous equation.
They got a L8 decay of the form t´ 12`phtq´ 13 (see also [83]). Using dispersive arguments in our
setting seems thus more difficult than in the continuous case and does not seem to strengthen
significantly the results. However, the method of constructing modified energies can be applied
and turns out to yield results comparable to the continuous case (i.e. a polynomial bound whose
exponent is proportional to the index of the Sobolev norm detailed above). More precisely, with
our construction, we get the following bound.
Theorem 3.1.1. For all n P N˚, there exists C ą 0, such that for all h ą 0 and all ν P t´1, 1u, if
u P C1pR;L2phZqq is a solution of DNLS then for all t P R
}uptq} 9HnphZq ď C
„
}up0q} 9HnphZq `M
2n`1
3
up0q ` |t|
n´1
2 M
4n´1
3
up0q

, (3.5)
where
Mup0q “ }up0q} 9H1phZq ` }up0q}3L2phZq.
This theorem is the main result of this paper, it will be proven in the third section. The second
section is devoted to the introduction of tools and notations useful to prove it.
We conclude this introduction with some remarks about estimate (3.5).
‚ If n “ 1 then the discrete H1 norm is globally bounded, uniformly with respect to h. It
is a consequence of the conservation of the Hamiltonian of DNLS and its coercivity in
H1phZq. In the focusing case this argument is specific to the dimension 1. It is based
on a discrete Gagliardo-Nirenberg inequality. For the defocusing case, the coercivity is
straighforward and can be extended to higher dimensions and with other nonlinearities.
‚ The factor associated to the growing term tn´12 is M
4n´1
3
up0q . So the growth of the high
Sobolev norms is controlled by the size of the initial condition with respect to the low
Sobolev norms.
‚ The estimate (3.5) is homogeneous. More precisely, DNLS is invariant by dilatation in
the sense that if u is a solution of DNLS then pt, gq ÞÑ λuλgpλ2tq is a solution of DNLS
with stepsize hλ´1. Estimate (3.5) is invariant by this transformation (as can be seen
from the exponents of Mup0q). Consequently, to prove Theorem 3.1.1, we just have to
prove it with h “ 1.
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‚ Here, the construction of higher modified energies relies essentially algebraic considera-
tions. In particular, it does not use any dispersion effect. So it seems possible to realize
almost the same proof to get estimate (3.5) with periodic boundary conditions.
3.2 Shannon interpolation
In order to use classical analysis tools, it is very useful to identify sequences of L2pZq
with functions defined on the real line through an interpolation method. Here, we choose the
Shannon interpolation (this choice is quite natural, see [83] or [26]). More precisely, it is the
usual interpolation we get extending a sequence into a real function whose Fourier transform
is supported on r´pi, pis.
In this section, we introduce this interpolation and we give some of its classical properties
useful to prove Theorem 3.1.1. For details or proofs of these classical properties the reader can
refer to [26] or [98].
First we need to define the discrete Fourier transform
F :
$&% L
2pZq Ñ L2pR{2piZq
u ÞÑ ω ÞÑ
ÿ
gPZ
ug e
igω , (3.6)
and the Fourier Plancherel transform
F :
$&% L
2pRq Ñ L2pRq
u ÞÑ ω ÞÑ
ż
R
upxqeixω dx
where the right integral is defined by extending the operator defined on L1pRqXL2pRq. We also
use the notation pu “ Fu.
Now, we define the Shannon interpolation , denoted I, through the following diagram
L2pZq F //
I
11L2pR{2piZq uÞÑ1p´pi,piqu // L2pRq F´1 // L2pRq , (3.7)
where 1p´pi,piq : R Ñ R the characteristic function of p´pi, piq and F´1 is the inverse of the
Fourier Plancherel transform.
It is possible to deduce a very explicit formula to determine I u from u. Indeed, for u P L2pZq
and x P R, we have
I upxq “
ÿ
gPZ
ug sincppipx´ gqq,
where the sum converges in L2pRq X L8pRq and sincpxq “ sinpxqx , denotes the cardinal sine
function.
In the following proposition, we give some properties of this interpolation useful to prove
Theorem 3.1.1 .
132
3.2. Shannon interpolation
Proposition 3.2.1. (see, for example Chapter 5.4 in [98], for details)
‚ I is an isometry, i.e.
@u P L2pZq,
ÿ
gPZ
|ug |2 “
ż
R
|I upxq|2 dx .
‚ The image of I is the set of functions whose Fourier support is a subset of r´pi, pis. It is
denoted by
BL2 :“ IpL2pZqq “ tu P L2pRq | Supp pu Ă r´pi, pisu.
‚ If u P L2pZq then I u is an entire function which u is the restriction on Z, i.e.
@g P Z, pI uq pgq “ ug .
Now, we focus on properties more specific to the discrete Sobolev norms.
Proposition 3.2.2. (see Proposition 2.6 in [26]) Let u P L2pZq be a sequence and let u “ I u
denote its Shannon interpolation. Then we have for almost all ω P p´pi, piq
{I∆1 upωq “ p2 cospωq ´ 2qpupωq “ ´4´sin´ω2 ¯¯2 pupωq
and {I|u |2 upωq “ ÿ
kPZ
z|u|2upω ` 2kpiq “ 1ÿ
k“´1
pu ˚ p¯u ˚ pupω ` 2kpiq,
where ˚ is the usual convolution product.
We deduce two important direct corollaries of this proposition. In the first one we identify
the differential equation satisfied by the Shannon interpolation of a solution of DNLS.
Corollary 3.2.1. Let u P C1pR;L2pZqq be a solution of DNLS and let u “ I u P C1pR;BL2q
denote its Shannon interpolation, then for all t P R and almost all ω P p´pi, piq,
iBtpupt, ωq “ ´4´sin´ω2 ¯¯2 pupωq ` ν 1ÿ
k“´1
pu ˚ p¯u ˚ pupω ` 2kpiq.
In the second corollary, we identify the discrete Sobolev norms.
Corollary 3.2.2. Let u P L2pZq be a sequence, let u “ I u denote its Shannon interpolation. If
n P N˚ then
}u }29HnpZq “
1
2pi
ż
22n
´
sin
´ω
2
¯¯2n |pupωq|2 dω .
Consequently, the continuous and discrete homogeneous Sobolev norms are equivalents, i.e.ˆ
2
pi
˙n
}Bnxu}L2pRq ď }u } 9HnpZq ď }Bnxu}L2pRq.
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3.3 Proof of Theorem 3.1.1
This section is devoted to the proof of Theorem 3.1.1. The idea is to construct some higher
modified energies controlling HnphZq norms and whose growth can be controlled by Hn´1phZq
norms. The construction of higher modified energies to study growth of Sobolev norms is a well
known method (see [50] or [104]).
As explained at the end of the introduction, since inequality (3.5) of Theorem 3.1.1 is homo-
geneous, without loss of generality, we just need to prove it when h “ 1.
3.3.1 Construction of the modified energies
DNLS is a Hamiltonian differential equation (see [26]) whose Hamiltonian (i.e. its energy) is
defined on L2pZq by
HDNLS “ 12} ¨ }
2
9H1pZq ´
ν
4 } ¨ }
4
L4pZq.
So HDNLSpuq is a constant of the motion (it can be proven directly computing the discrete L2
inner product of (3.1) and uptq).
If u P BL2 is the Shannon interpolation of a sequence u P L2pZq this Hamiltonian can be
written as a function of pu (it is a consequence of Proposition 3.2.2)
2piHDNLSpuq “ 12
ż ´
2 sin ω2
¯2 |pupωq|2 dω
´ ν4
ż
w1`w2“w´1`w´2 mod 2pi
pupw1qpupw´1qpupw2qpupw´2qdw1dw2dw´1. (3.8)
The principle of the construction of the modified energies is to change the weights of these
integrals to get a control of high Sobolev norms. To explain this construction, we need to adopt
more compact notations. Some of them are classical for NLS (see [104]).
First, if m P N˚, we define Vm by
Vm :“
#
w P RJ´m,mKzt0u | mÿ
j“1
wj ´ w´j “ 0 mod 2pi
+
,
where J´m,mJ denotes the set t´m, . . . ,mu, and we equip it with its natural measure, denoted
dw, induced by the canonical Lesbegue measure of R2m.
If µ P L8pVmq and if v P L2pRq is supported on r´pi, pis, we define Λmpµ, vq by
Λmpµ, vq :“
ż
Vm
µpwq
mź
j“1
vpwjqvpw´jqdw.
To prove that Λm is well defined, we just need to pay attention to the support of
w ÞÑ µpwq
mź
j“1
vpwjqvpw´jq
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and to apply a convolution Young inequality (see Lemma 3.3.3 for details).
For example, with this notation, we have a more compact expression of (3.8) given by
2piHDNLSpuq “ 12
ż ´
2 sin ω2
¯2 |pupωq|2 dω´ν4Λ2p1V2 , puq. (3.9)
Then, we define a transformation Sm : L8pVmq Ñ L8pVm`1q by
Smµpw´m´1, w, wm`1q “
mÿ
k“1
ÿ
σPt´1,1u
σµpw ` σeσkpwm`1 ´ w´m´1qq,
where pekqkPJ´m,mKzt0u is the canonical basis of RJ´m,mKzt0u.
We define another transformation Dm : L8pRq Ñ L8pVmq by
Dmfpwq “
mÿ
j“1
fpwjq ´ fpw´jq.
We say that a function µ P L8pVmq is 2pi periodic with respect to each one of its variables,
and we denote it by µ P L8perpVmq, if
@k P J´m,mKzt0u, µpw ` 2piekq “ µpwq, w a.e.
The following algebraic lemma explains why these notations are well suited to DNLS.
Lemma 3.3.1. If m P N˚, µ P L8perpVmq and u P C1pR;L2pZqq is a solution of DNLS whose
Shannon interpolation is denoted u, then we have
iBtΛmpµ, puq “ 2Λm pµDm cos, puq ` νΛm`1pSmµ, puq. (3.10)
Proof. By definition, the quantity to identify can expanded as follow
iBtΛmpµ, puq
“
mÿ
k“1
ż
Vm
µpwq
”pupw´kqiBtpupwkq ` pupwkqiBtpupw´kqıź
j‰k
pupwjqpupw´jqdw
“:
mÿ
k“1
Ik ` I´k.
Now, we have to expand Ik and I´k using the definition of DNLS. Applying Proposition 3.2.2
we get
@wk P p´pi, piq, iBtpupwkq “ p2 coswk ´ 2qpupwkq ` ν ÿ
`PZ
z|u|2upwk ` 2pi`q.
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So, since µ is 2pi periodic the direction ek, we deduce
Ik ´ Λmpp2 coswk ´ 2qµ, puq
“ν
ż
Vm
µpwqpupw´kq
˜
1wkPp´pi,piq
ÿ
`PZ
z|u|2upwk ` 2pi`q
¸ź
j‰k
pupwjqpupw´jqdw
“ν
ż
Vm
µpwqpupw´kqz|u|2upwkqź
j‰k
pupwjqpupw´jqdw.
However, since for all ω P R, pupωq “ pup´ωq, we have, for all wk P R,
z|u|2upwkq “ ż
wm`1´w´m´1` rwk“wk pupwm`1qpup rwkqpupw´m´1qdwm`1dw´m´1.
So, realizing the change of variable wk Ð rwk, we getż
Vm
µpwqpupw´kqz|u|2upwkqź
j‰k
pupwjqpupw´jqdw “ Λm`1pµpw ` ekpwm`1 ´ wm`1qq, puq.
Similarly, we could prove that
I´k “ ´Λmpp2 cosw´k ´ 2qµ, puq ´ νΛm`1pµpw ´ e´kpwm`1 ´ wm`1qq, puq.
So, finally, we get
iBtΛmpµ, puq “ mÿ
k“1
Ik ` I´k
“Λm
˜
mÿ
k“1
rp2 coswk ´ 2q ´ p2 cosw´k ´ 2qsµ, pu
¸
` νΛm`1
˜
mÿ
k“1
µpw ` ekpwm`1 ´ wm`1qq ´ µpw ´ e´kpwm`1 ´ wm`1qq, pu
¸
“2Λm pµDm cos, puq ` νΛm`1pSmµ, puq.
Corollary 3.3.1. Let f P L8pRq, let u P C1pR;L2pZqq be a solution of DNLS and let u be its
Shannon interpolation. Then, we have
Bt
ż
fpωq|pupωq|2 dω “ ν i2Λ2pD2f, puq.
Proof. The result only involves values of f for ω P p´pi, piq. So we can assume that f is a 2pi
periodic function. Now, we observe that, by definition, we haveż
fpωq|pupωq|2 dω “ Λ1pfpw1q, puq.
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So, applying Lemma 3.3.1, we get
Bt
ż
fpωq|pupωq|2 dω “ ´2iΛ1 ppD1 cosqfpw1q, puq ´ iνΛ2pS2 rfpw1qs , puq.
Since 2pi periodic functions clearly belong to the D1 kernel, the first term is zero. So we just
need to identify the second term. Indeed, paying attention to its symmetries and remembering
that we have assumed that f is 2pi periodic function, we get
Λ2pS2 rfpw1qs , puq “ Λ2pfpw1 ` w2 ´ w´2q ´ fpw1q, puq
“ Λ2pfpw´1q ´ fpw1q, puq
“ ´12Λ2pfpw1q ` fpw2q ´ fpw´1q ´ fpw´2q, puq.
With these notations and results we can explain more precisely the construction of our
higher modified energies . But first, we explain why it is natural to introduce correction terms in
the construction of our modified energy.
In order to control the discrete 9Hn norm, it would seem natural to control its derivative.
Indeed, if u is a solution of DNLS and if u is its Shannon interpolation, applying Corollary 3.3.1
(and Corollary 3.2.2), we have
Bt}u }29HnpZq “ ν
i
4piΛ2
ˆ
D2
´
2 sin ω2
¯2n
, pu˙ . (3.11)
So a direct estimation of this derivative would naturally lead to (see Lemma 3.3.3 for a proof of
this estimate) ˇˇˇ
Bt}u }29HnpZq
ˇˇˇ
ď C}u }29HnpZq}u } 9H1pZq}u }L2pZq,
where C ą 0 is an universal constant. Then assuming that the discrete homogeneous H1 norm
can be controlled uniformly on time by Mup0q (see Theorem 3.5 for the definition of Mup0q and
the next subsection for a proof) and applying Grönwall’s inequality, we would get an universal
constant C ą 0 such that, for all t ě 0,
}uptq} 9HnpZq ď }up0q} 9HnpZqeCM
4
3
up0qt.
If we proceed by homogeneity to get a result depending on the stepsize h, we would get
}uptq} 9HnphZq ď }up0q} 9HnphZqeCM
4
3
up0qt.
Such a control is better than the trivial estimate (3.4) only for times shorter than ´ nC logphq. So
it is quite weak, if we compare it with the estimate of Theorem 3.5 because this later gives a
non trivial control of }uptq} 9HnpZq for times shorter than h´
2n
n´1 .
So to improve this exponential bound, the idea of modified energy is to add a corrector term
to }u }29HnpZq in order to cancel its time derivative (3.11). However, it turns out that there is an
137
Chapitre 3 – Bounds on the high Sobolev norms of DNLS
algebraic obstruction to this construction as shown in Lemma 3.3.2 below. For this reason, we
consider another functional
ş
fnpωq|pupωq|2 dω where fn is a real function and such that this last
quantity is equivalent to the square of the 9HnpZq norm. More precisely, observing the formula
of the Hamiltonian (see (3.9)), we consider a modified energy En given by
Enpuq “
ż
fnpωq|pupωq|2 dω`Λ2pµn, puq,
where µn P L8pV2q is a function.
Applying Lemma 3.3.1 and its Corollary 3.3.1, if we want the correction term to cancel the
derivative of
ş
fnpωq|pupωq|2 dω then µn has to solve the equation
νD2fn “ 4µnD2 cos . (3.12)
Furthermore, if µn is a solution of (3.12), we would have
BtEnpuq “ ´iνΛ3pS2µn, puq.
With this construction, we will be able to prove Theorem 3.1.1 by induction because we will
prove that Λ2pµn, puq and Λ3pS2µn, puq are controlled by the square of the 9Hn´1pZq norm.
Of course, we would like to iterate this process cancelling the derivative of Enpuq adding a
new term to our modified energy. However, such a construction involve major algebraic issues
and we do not know if it is possible (we should find some criteria of divisibility by D3 cos on the
ring of trigonometric polynomials on V3).
To realize this strategy, we need, on the one hand, to design a function µn satisfying (3.12)
without any singularity and, on the other hand, we need to control Λ2pµn, puq and Λ3pS2µn, puq by
the square of the 9Hn´1pZq norm. The two following lemmas treat each one of these issues.
Lemma 3.3.2. If f P C8pRq satisfies f “
ωÑ0 Opω
2nq , where n P N˚, and if f is an even function
and x ÞÑ fpx´ pi2 q ´ fppi2 q is an odd function then there exists C ą 0 such that we have
@w P V2, |D2fpwq| ď C|D2 cospwq|
ÿ
jPt˘1,˘2u
w2n´2j .
Proof. Since f is an even function and x ÞÑ fpx´ pi2 q´fppi2 q is an odd function, f is a 2pi periodic
function whose Fourier series is
fpωq “ fppi2 q `
ÿ
kPN
βk cospp2k ` 1qωq with pbkqkPN P RN.
Furthermore, since f is a C8 function, for all m P N˚, there exists Cm ą 0 such thatÿ
kPN
|βk|p2k ` 1qm ď Cm.
To get compact notations, we define the function cosk (and similarly sink) by
@ω P R, cosk ω :“ cospp2k ` 1qωq.
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If we assume that w1 ` w2 “ w´1 ` w´2 ` 2pij, with j P N then we have
D2 cosk w
“2 cosk
ˆ
w1 ` w2
2
˙
cosk
ˆ
w1 ´ w2
2
˙
´ 2 cosk
ˆ
w´1 ` w´2
2
˙
cosk
ˆ
w´1 ´ w´2
2
˙
“2 cosk
ˆ
w1 ` w2
2
˙„
cosk
ˆ
w1 ´ w2
2
˙
´ p´1qj cosk
ˆ
w´1 ´ w´2
2
˙
.
But since 2k ` 1 is odd, we have
p´1qj cosk
ˆ
w´1 ´ w´2
2
˙
“ cosk
ˆ
w´1 ´ w´2
2 ` pij
˙
.
So, we get
D2 cosk w “ 2 cosk
ˆ
w1 ` w2
2
˙„
cosk
ˆ
w1 ´ w2
2
˙
´ cosk
ˆ
w´1 ´ w´2
2 ` pij
˙
“ 4 cosk
ˆ
w1 ` w2
2
˙
sink
ˆ
w1 ´ w2 ´ w´1 ` w´2 ` 2pij
4
˙
sink
ˆ
w1 ´ w2 ` w´1 ´ w´2 ` 2pij
4
˙
.
However, we know that
@ω P R, | sink ω| ď p2k ` 1q| sinpωq|.
Consequently, we can prove the same relation for cosk. Indeed, since 2k ` 1 is an odd number,
for all ω P R, we haveˇˇˇ
cosk
´
ω ` pi2
¯ˇˇˇ
“ | sink ω| ď p2k ` 1q| sinpωq| “ p2k ` 1q
ˇˇˇ
cos
´
ω ` pi2
¯ˇˇˇ
.
So we deduce that for all w P V2, we have
|D2 coskpwq| ď p2k ` 1q3|D2 cospwq|.
Consequently, we have
|D2fpwq| ď C3|D2 cospwq|. (3.13)
To conclude this proof, we just need to improve (3.13) when w is small enough. In this case,
we can forget the aliasing terms because if maxjPt˘1,˘2u |wj | ă pi2 then w1 ` w2 “ w´1 ` w´2.
Now we realize the following change of variable$’’&’’%
X “ w1´w2`w3´w44 ,
Y “ w1´w2´w3`w44 ,
Z “ w1`w22 ,
H “ w1 ` w2 ´ w3 ´ w4.
Then we define
F pX,Y, Z,Hq “ D2fpwq.
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Previously, we have proven that, for all X,Y, Z P R,
F pX,Y, Z, 0q “
ÿ
kPN
βk cosk Z sinkX sink Y.
Consequently, we have
F p0, Y, Z, 0q “ 0 and BXF pX, 0, Z, 0q “ 0.
So applying a Taylor expansion, we get
F pX,Y, Z, 0q “ F p0, Y, Z, 0q `X
ż 1
0
BXF pαX, Y, Z, 0qdα
“ X
ż 1
0
ż 1
0
BXF pαX, 0, Z, 0q ` Y BXBY F pαX, βY, Z, 0qdβdα
“ XY
ż 1
0
ż 1
0
BXBY F pαX, βY, Z, 0qdβdα.
However, since f “
ωÑ0 Opω
2nq, all the derivatives of f of order less than 2n vanish in 0. Thus, we
deduce that all the derivative of F of order less than 2n also vanish in 0. Consequently, realising
a Taylor expansion, we get a constant c ą 0 such that if |X| ` |Y | ` |Z| ` |H| ă 1 then
|BXBY F pX,Y, Z,Hq| ď cp|X| ` |Y | ` |Z| ` |H|q2n´2.
So, if |X| ` |Y | ` |Z| ă 1, we have
|F pX,Y, Z, 0q| ď cXY p|X| ` |Y | ` |Z|q2n´2.
Then we get
|F pX,Y, Z, 0q| ď ccos 1psinc 1q2 cosZ sinX sinY p|X| ` |Y | ` |Z|q
2n´2.
We can write this inequality with the variables w1, w2, w´1, w´2. So, since the norms are
equivalent on tw P Rt˘1,˘2u, w1 ` w2 “ w´1 ` w´2u, there exists κ ą 0 such that for all
w P tw P Rt˘1,˘2u, w1 ` w2 “ w´1 ` w´2u, we have
κ´1p|X| ` |Y | ` |Z|q2n´2 ď
ÿ
jPt˘1,˘2u
|wj |2n´2 ď κp|X| ` |Y | ` |Z|q2n´2.
Thus, there exists C P p0, pi2 q such that if w P V2 satisfies maxjPt˘1,˘2u |wj | ă C´1 then
|D2fpwq| ď C|D2 cospwq|
ÿ
jPt˘1,˘2u
|wj |2n´2. (3.14)
Finally, to prove the lemma we just need to use (3.14) when w is small enough and (3.13)
when it is large.
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Lemma 3.3.3. Let n,m P N, m ě 2. There exists K ą 0 such that for all u P BL2, we have
Λm
˜
mÿ
j“1
w2nj ` w2n´j , |pu|
¸
ď K}Bnxu}2L2pRq}Bxu}m´1L2pRq}u}m´1L2pRq.
Proof. This lemma is somehow a discrete integration by parts. By linearity, we just need to
prove that
Λm
`|w1|2n, |pu|˘ ď C}Bnxu}2L2pRq}Bxu}m´1L2pRq}u}m´1L2pRq.
Since, supp |pu| Ă r´pi, pis we have
Λm
`|w1|2n, |pu|˘ “ m´1ÿ
k“1´m
ż
Vm,k
w2n1
mź
j“1
|pupwjq||pupw´jq|dw.
where
Vm,k :“
#
w P RJ´m,mKzt0u | mÿ
j“1
wj ´ w´j “ 2kpi
+
.
So, applying Jensen’s inequality to x ÞÑ xn, we get
1
p2mqn´1
ż
Vm,k
w2n1
mź
j“1
|pupwjq||pupw´jq|dw
“ 1p2mqn´1
ż
Vm,k
|ω1|n
ˇˇˇˇ
ˇw´1 ` mÿ
j“2
wj ´ w´j ´ 2kpi
ˇˇˇˇ
ˇ
n mź
j“1
|pupwjq||pupw´jq|dw
ď
ż
Vm,k
|w1|n
˜
|w´1|n `
mÿ
j“2
|wj |n ` |w´j |n ` |2kpi|n
¸
mź
j“1
|pupwjq||pupw´jq|dw
“pm´ 1q
”
p|ω|n|pu|q˚2 ˚ |pu|˚m´2 ˚ |p¯u|˚mı p2kpiq
`m
”
p|ω|n|pu|q ˚ p|ω|n|p¯u|q ˚ |pu|˚m´1 ˚ |p¯u|˚m´1ı p2kpiq
`
ż
Vm,k
|w1|n |2kpi|n
mź
j“1
|pupwjq||pupw´jq|dw.
The first term can be estimated by an elementary Young convolution inequality to get
pm´ 1q
”
p|ω|n|pu|q˚2 ˚ |pu|˚m´2 ˚ |p¯u|˚mı p2kpiq
`m
”
p|ω|n|pu|q ˚ p|ω|n|p¯u|q ˚ |pu|˚m´1 ˚ |p¯u|˚m´1ı p2kpiq
ďp2m´ 1q}ωnpu}2L2pRq}pu}2m´2L1pRq .
The second term is an aliasing term. If k “ 0, this term is 0, so we can assume k ‰ 0. Now
observe that if the sum of 2m numbers, all smaller than 1 is larger than 2 then at least 2 of them
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are larger than 12m´1 . Consequently, applying the same Young convolution inequality, we haveż
Vm,k
|w1|n |2kpi|n
mź
j“1
|pupwjq||pupw´jq|dw
ď
ż
wPVm,k
|w´1|ě pi2m´1
|w1|n |2kpi|n
mź
j“1
|pupwjq||pupw´jq|dw
`
ż
wPVm,k
|w2|ě pi2m´1
|ω1|n |2kpi|n
mź
j“1
|pupwjq||pupw´jq|dw
ďp2|k|p2m´ 1qqn
ż
Vm,k
|w1|np|ω2|n ` |ω´1|nq
mź
j“1
|pupwjq||pupw´jq|dw
ď2p2|k|p2m´ 1qqn}ωnpu}2L2pRq}pu}2m´2L1pRq .
To conclude rigorously this proof, we just need to control classically }pu}2L1pRq by the product of
}u}L2pRq and }Bxu}L2pRq. Indeed, if v P H1pRq, using Cauchy Schwarz inequality, we get
}pv}L1pRq ď ?2pi}a1` ω2pv}L2pRq “ 2pi}v}H1pRq.
So, optimizing this inequality with respect to λ through the transformation v Ñ vpλxq, we get
}pv}L1pRq ď ?8pi}v}L2pRq}Bxv}L2pRq.
3.3.2 Proof of Theorem 3.1.1 by induction
With all these tools, now, we prove Theorem 3.1.1. As explained at the beginning of this
section, we just need to focus on the case h “ 1. We are going to proceed by induction.
‚ We focus on the case n “ 1. Let u P C1pR;L2pZqq be a solution of DNLS. Since HDNLS is a
constant of the motion of DNLS, for all t P R, we have
}uptq}29H1pZq ´
ν
2 }uptq}
4
L4pZq “ }up0q}29H1pZq ´
ν
2 }up0q}
4
L4pZq. (3.15)
Since }u }2L2pZq is also a constant of the motion, we have
}uptq}4L4pZq ď }up0q}2L2pZq}uptq}2L8pZq.
Let u be the Shannon interpolation of u. Since u|Z “ u (see Proposition 3.2.1), we have
}uptq}2L8pZq ď }uptq}2L8pRq ď c}Bxuptq}L2pRq}uptq}L2pRq,
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where c is an universal constant associated to the classical Sobolev embedding. Since Shan-
non interpolation is an isometry we have proven that
}uptq}4L4phZq ď c}up0q}3L2pZq}Bxuptq}L2pRq.
Now applying the estimate of Corollary (3.2.2), we get a discrete Gagliardo-Nirenberg inequality
(for a sharper version of this inequality see Lemma 3.4 in [68])
}uptq}4L4pZq ď
2c
pi
}up0q}3L2pZq}uptq} 9H1pZq.
Applying this inequality to (3.15), we get
}uptq}29H1pZq ´
c
pi
}up0q}3L2pZq}uptq} 9H1pZq ď }up0q}29H1pZq.
Consequently, we have proven that
}uptq} 9H1pZq ď
c
2pi }up0q}
3
L2pZq `
1
2
c´ c
pi
}up0q}3L2pZq
¯2 ` 4}up0q}29H1pZq
ď C
´
}up0q} 9H1pZq ` }up0q}3L2pZq
¯
,
with C “ maxp1, cpi q.‚ Let n ě 2, let u P C1pR;L2pZqq be a solution of DNLS satisfying for all t P R
}Bn´1x uptq}2L2pRq ď C
ˆ
}Bn´1x u0}2L2pRq `M
4n´2
3
u0 ` |t|n´2M
8n´10
3
u0
˙
, (3.16)
where u is the Shannon interpolation of u and
Mup0q “ }Bxu0}L2pRq ` }u0}3L2pRq.
Here, it is easier to work with an inequality on u instead of u but applying the estimate of
Corollary (3.2.2), (3.16) is equivalent to the inequality of Theorem 3.1.1.
First, we are going to construct our modified energy with Lemma 3.3.2. So we have to
choose our function fn. This function has to satisfy some criteria. First, we want
ş
fn|pupωq|2 dω
to be equivalent to square of the homogeneous Hn norm of u. So we are looking for a regular
function fn such that
@ω P p´pi, piq, αω2n ď fnpωq ď α´1ω2n. (3.17)
Second, we want fn´ fnppi2 q to be even in 0 and odd in pi2 . So we cannot choose fnpωq “ ω2n or
fnpωq “
`
2 sinpω2 q
˘2n. To satisfy these symmetries it is natural to look for fn as a trigonometric
polynomial.
By performing an analysis involving elementary linear algebra, we find that fn defined by
fnpωq :“ 1´ cospωq
n´1ÿ
k“0
Ck2k
4k psinωq
2k, (3.18)
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is the trigonometric polynomial of minimal degree (and such fppi2 q “ 1) satisfying the previous
hypothesis. Indeed, by construction, fn´ 1 is even in 0 and odd in pi2 . Furthermore, in RJXK (i.e.
formally), we have (see, for example, formula 3.6.9 in [3])
1?
1´X2 “
ÿ
kPN
Ck2k
4k X
2k.
Since, for all ω P p´pi2 , pi2 q, cosω “
a
1´ psinωq2, we deduce that
fnpωq “ cospωq
ÿ
kěn
Ck2k
4k psinωq
2k.
Consequently, we get fn ą 0 on ω P p0, pi2 q and fnpωq „ωÑ0
Cn2n
4n ω
2n. So, using the symmetries of
fn, we deduce that there exists α ą 0 such that (3.17) is satisfied.
Then we define on V2 a function µn P L8pV2q by
µn “ ν4
D2fn
D2 cos
.
In Lemma 3.3.2, we have proven that µn is well defined as a L8pV2q function (in fact, we could
have proven that it is a regular function). Furthermore, we have proven that for all w P V2, we
have
|µnpwq| ď Cn
ÿ
jPt˘1,˘2u
|wj |2n´2, (3.19)
where Cn depends only of n.
Then we define our modified energy, for v P BL21 by
Enpvq :“
ż
R
fnpωq|pvpωq|2 dω`Λ2pµn, pvq.
Applying (3.17), we get, for all t P R,
2piα}Bnxuptq}2L2pRq “ α
ż
ω2n|pupt, ωq|2 dω
ď
ż
fnpωq|pupt, ωq|2 dω
ď |Enpu0q| ` |Λ2pµn, puptqq| ` ż t
0
|BsEnpupsqq| ds .
To conclude the induction step we have to control each one of these terms.
B First, we focus on
ż t
0
|BsEnpupsqq| ds .
Applying Lemma 3.3.1, we get
BtEnpuptqq “ ´iνΛ3pS2µn, yuptqq.
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So, applying (3.19) and Jensen’s inequality to x ÞÑ x2n´2, we get
|BtEnpuptqq| ď Cn32n´34Λ3p
3ÿ
j“1
w2n´2j ` w2n´2´j , |yuptq|q.
Consequently, applying Lemma 3.3.3, we get a constant Kn ą 0 such that
|BtEnpuptqq| ď Kn}Bn´1x uptq}2L2pRq}Bxuptq}2L2pRq}uptq}2L2pRq.
However, as we have proven at the initial step, there exists an universal constant c ą 0 such
that
@t P R, }Bxuptq}2L2pRq}uptq}2L2pRq ď cM
8
3
u0 .
So, from the induction hypothesis (see (3.16)), we get
|BtEnpuptqq| ď κ
ˆ
}Bn´1x u0}2L2pRqM
8
3
u0 `M
4n`6
3
u0 ` |t|n´2M
8n´2
3
u0
˙
,
with κ “ cCKn. Consequently, we haveˇˇˇˇż t
0
|BsEnpupsqq| ds
ˇˇˇˇ
ď κ
ˆ
|t|}Bn´1x u0}2L2pRqM
8
3
u0 ` |t|M
4n`6
3
u0 ` |t|
n´1
n´ 1M
8n´2
3
u0
˙
.
It is almost the required estimate of the induction. In fact, we just need to modify it using Young
inequalities. Indeed, on the one hand we have
|t|M
4n`6
3
u0 ď |t|
n´1
n´ 1M
8n´2
3
u0 ` n´ 2n´ 1M
4n`2
3
u0 .
On the other hand, since, by Hölder inequality,
}Bn´1x u0}2L2pRq ď }Bnxu0}
2n´2
n´1
L2pRq}Bxu0}
2
n´1
L2pRq, (3.20)
we have
|t|}Bn´1x u0}2L2pRqM
8
3
u0 ď |t|}Bnxu0}
2n´2
n´1
L2pRqM
8
3` 2n´1
u0
ď n´ 2
n´ 1}B
n
xu0}2L2pRq `
|t|n´1
n´ 1M
8n´2
3
u0 .
B Second, we focus on |Λ2pµn, puptqq|.
Here, we just need to apply (3.19) to get
|Λ2pµn, puptqq| ď CnΛ2p 2ÿ
j“1
|wj |2n´2 ` |w´j |2n´2, |puptq|q.
So, we deduce of Lemma 3.3.3, that there exists κn ą 0 such that
|Λ2pµn, puptqq| ď κn}Bn´1x uptq}2L2pRq}Bxuptq}L2pRq}uptq}L2pRq.
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Consequently, applying the induction hypothesis (see (3.16)), and the initial step, we have
|Λ2pµn, puptqq| ď K ˆ}Bn´1x u0}2L2pRqM 43u0 `M 4n`23u0 ` |t|n´2M 8n´63u0 ˙ ,
with K “ Cκnc where c is an universal constant.
As previously, we need to apply some Young inequalities to modify this estimate to get the
induction estimate. On the one hand, we have
|t|n´2M
8n´6
3
u0 ď n´ 2n´ 1 t
n´1M
8n´2
3
u0 ` 1n´ 1M
4n`2
3
u0 .
On the other hand, applying (3.20), we get
}Bn´1x u0}2L2pRqM
4
3
u0 ď }Bnxu0}
2n´2
n´1
L2pRqM
4
3` 2n´1
up0q ď
n´ 2
n´ 1}B
n
xu0}2L2pRq `
1
n´ 1M
4n`2
3
u0 .
B Finally, we focus on |Enpu0q|.
We apply the triangle inequality to get
|Enpu0q| ď
ż
fnpωq|xu0pωq|2 dω`|Λ2pµn,xu0q|.
On the one hand, applying (3.17), we getż
fnpωq|xu0pωq|2 dω ď α´1 ż ω2n|pupωq|2 dω “ 2piα´1}B2nx u0}2L2pRq.
On the other hand, applying the estimate of Λ2pµn, puptqq, when t “ 0, we get
|Λ2pµn,xu0q| ď K ˆn´ 2
n´ 1}B
n
xu0}2L2pRq `
„
1` 1
n´ 1

M
4n`2
3
u0
˙
.
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CHAPITRE 4
RATIONAL NORMAL FORMS AND
STABILITY OF SMALL SOLUTIONS TO
NONLINEAR SCHRÖDINGER EQUATIONS
4.1 Introduction
In this paper we are interested in the long time behavior of small amplitude solutions
of non-linear Hamiltonian partial differential equations on bounded domains. In this context,
the competition between non-linear effects and energy conservation (typically the H1 Sobo-
lev norm) makes the problem intricate. One of the main issues is the control of higher or-
der Sobolev norms of solutions for which typically a priori upper bounds are polynomials (see
[36, 108, 40, 105, 52]).
Bourgain exhibited in [36] examples of growth of high order Sobolev norms for some solutions
of a nonlinear wave equation in 1d with periodic boundary conditions. These examples were
constructed by using as much as possible the totally resonant character of the equation (all the
linear frequencies are integers and thus proportional).
On the contrary, Bambusi & Grébert have shown in [18] (see also [14, 40]) that, in a fairly ge-
neral semi linear PDE framework, if an appropriate non-resonance condition is imposed on the
linear part then the solution u of the corresponding PDE satisfy a strong stability property :
if }up0q}
Hs
ď ε then }uptq}
Hs
ď 2ε for all t ď ε´M , (4.1)
where } ¨ }
Hs
denotes the Sobolev norm of order s, M can be chosen arbitrarily large and ε is
supposed to be small enough, ε ă ε0pM, sq. The method of proof is based on the construction of
Birkhoff normal forms. To verify the appropriate non-resonance condition external parameters
were used –such as a mass in the case of nonlinear wave equation– and the stability result
were obtained for almost every value of these parameters. Then this technic was applied to
prove almost global existence results for a lot of semi linear Hamiltonian PDEs (see [16, 15,
71, 72, 64]). However, the case of a non-linear perturbation of a fully resonant linear PDE was
not achievable by this technique. Actually for the cubic nonlinear Schrödinger equation on the
two dimensional torus it is proved in [51] that the high Sobolev norms may growth arbitrarily for
some special initial data. Even in one dimension of space, it is proved in [73] that the quintic
nonlinear Schrödinger equation on the circle does not satisfy (4.1) (but without arbitrary growth
of the high Sobolev norms, see also [80] for a generalization or [43] for a two-dimensional
example).
This chapter is a joint work with Erwan Faou and Benoît Grébert realized in [27].
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Now consider the nonlinear Schrödinger equation :
iut “ ´∆u` ϕp|u|2qu, x P T, t P R, (NLS)
where ϕ “ R Ñ R is an analytic function on a neighborhood of the origin satisfying ϕp0q “ m
is the mass possibly 0 and ϕ1p0q ‰ 0. Equation (NLS) is a Hamiltonian system associated with
the Hamiltonian function
HNLSpu, u¯q “ 12pi
ż
T
`|∇u|2 ` gp|u|2q˘ dx, (4.2)
where gptq “ şt0 ϕ, and the complex symplectic structure idu^ du¯.
This is an example of fully resonant Hamiltonian PDE, as the linear frequencies are j2 P N for
j P Z. Nevertheless in [89] Kuksin & Pöschel proved for such equation the persistence of finite
dimensional KAM tori, a result that requires a strong non resonant property on the unperturbed
Hamiltonian. Actually they considered the cubic term as part of the unperturbed Hamiltonian
to modulate the resonant linear frequencies and to avoid the problem of resonances. Roughly
speaking the nonlinear term generates stability. Then Bourgain in [39] used the same idea to
prove that for many random small initial data the solution of (NLS) satisfies (4.1). Although the
method of proof is based on normal forms, the effective construction of the normal form de-
pends on the initial datum in a very intricated way and actually the author does not obtain a
Birkhoff normal form result for (NLS) but rather a way to break down the solution that allows
him to obtain the property (4.1).
In this work we want to construct a new type of normal form, not based on polynomial func-
tions but on rational functions (see Section 4.6), transforming the Hamiltonian of (NLS) into
an integrable one up to a small remainder, over large open sets surrounding the origin. Then
stability of higher order Sobolev norms during very long time is just one of the dynamical conse-
quences. We stress out that since our rational normal form is built on open sets, the dynamical
consequences remain stable with respect to the initial datum. In particular the property (4.1),
although not verified on all a neighborhood of the origin, is locally uniform with respect to up0q
in Hs .
To describe our result let us introduce some notations. With a given function upxq P L2, we
associate the Fourier coefficients puaqaPZ P `2 defined by
ua “ 12pi
ż
T
upxqe´iaxdx.
In the remainder of the paper we identify the function with its sequence of Fourier coefficients
u “ puaqaPZ, and as in [64, 63] we consider the spaces
`1s “ tu “ puaqaPZ P `2 | }u}s :“
ÿ
aPZ
xays|ua| ă `8u, (4.3)
where xay “ ?1` a2. Note that these spaces are linked with the classical Sobolev spaces by
the relation Hs
1 Ă `1s Ă Hs for s1 ´ s ą 1{2.
Our method also applies to equations with Hartree nonlinearity of the form (Schrödinger-
Poisson equation)
iut “ ´∆u`Wu, x P T, t P R,
´∆W “ |u|2 ´ 12pi
ż
T
|u|2dx,
(NLSP)
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for which we have W “ V ‹ |u|2 where V is the Green function of the operator ´∆ with zero
average on the torus. The Hamiltonian associated with this equation is
HNLSPpu, u¯q “ 12pi
ż
T
ˆ
|∇u|2 ` 12pV ‹ |u|
2q|u|2
˙
dx. (4.4)
Different kind of convolution operators V could also be considered, as well as higher order
perturbations of (NLSP) (note however that unlike the (NLS) case the cubic (NLSP) equation is
not integrable in dimension 1). As we will see, the probabilistic results obtained for (NLS) and
(NLSP) differ significantly.
Our results are divided into two parts :
‚ Abstract rational normal forms (see Theorem 4.2.1). We construct a canonical trans-
formation τ defined on an open set Vε Ă `1s included in the ball of radius ε centered at 0 that
puts the Hamiltonian of (NLS) (resp. (NLSP)) in normal form up to order 2r : H ˝ τ “ ZpIq `R
where Z depends only on the actions I “ pIaqaPZ with Ia “ |ua|2, and R “ Opε2r`1q. The proof
for this result is outlined in Section 4.2.2 and demonstrated in Section 4.7.
Of course the open set Vε is defined in a rather complex way through non-resonant relation-
ships between actions |ua|2 and ε (see section 4.4). In particular it does not contain u ” 0
which is too resonant. Its construction relies on a ultra-violet cut-off as in classical KAM theory
(particularly in [7]), here in an infinite dimensional setting. Moreover, these sets are invariant by
angular rotation in the sense that
@ pθaqaPZ P RZ, u “ puaqaPZ P Vε ùñ peiθauaqaPZ P Vε. (4.5)
It is then necessary to show that the flow travels within these open sets. This is achieved in a
second step.
‚ Generic almost preservation of the actions over very long time (see Theorems 4.2.3
and 4.2.4). For a given ε ą 0, we set
up0, xq “ u0εpxq “ cε
ÿ
aPZ
a
Iae
iax, (4.6)
where I “ pIaqaPZ are random variables with support included in the interval p0, xay´2s`4q,
so that u0ε belong to the space `1s and c “ p2piq´1 tanh pi is a normalizing constant to ensure
}u0ε}s ă ε{2 almost surely. We prove that under some assumptions on the law of Ia, then for
essentially almost all couple pε, Iq and ε small enough, the initial values u0ε of the form (4.6) are
in the domain of definition of the normal forms, and thus have a dynamics that is essentially an
integrable one over very long time. This implies the almost preservation of the actions |uaptq|2
over times of order ε´M with M arbitrary which in turn implies that the solution remains inside
the open set Vε . In particular we deduce the almost preservation of the Sobolev norm of the
solution over times of order ε´M , i.e. property (4.1). This second step is detailed in section 4.8.
We show a difference between (NLS) and (NLSP) for which we obtain a stronger result.
Indeed, whereas possible resonances between ε and the actions Ia can appear in (NLS), this
is not the case for (NLSP) which thus can be seen as a more robust equation than (NLS).
As previously mentioned, the possibility of obtaining normal forms without the help of exter-
nal parameters was already known in the KAM theory (see [89] and also [62]). However these
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normal forms were constructed around finite dimensional tori. The originality of our analysis is
that we work with truly infinite dimensional objects.
The question of building full dimensional invariant tori by using our rational normal forms is
under study.
It would also be nice to apply this new normal form technique to other PDEs, especially in
higher dimension. Nevertheless, there is an important limitation : we use in an unavoidable way
the fact that the dominant term of the non-linearity (the cubic term for (NLS) and (NLSP)) are
completely integrable (they depend only on actions). This is no longer true for the quintic NLS
equation (see [73]) or for (NLS) and (NLSP)) equations in higher dimension. It should be noted
that in the case of the beam equation studied in [62], the cubic term is also not integrable and
this does not prevent a KAM-type result from being obtained. But in this case, a finite number of
symplectic transformations make it possible to get rid of the angles corresponding to the modes
of the finite dimensional torus that is perturbed. In our case, we would need an infinite number
of such transformations, which is not accessible because these transformations are not close
to identity.
Finally let us mention two recent results that open new directions in the world of Birkhoff
normal forms. In [29] Berti-Delors have considered recently Birkhoff normal forms for a quasi
linear PDE, namely the capillarity-gravity water waves equation, and thus faced unbounded
nonlinearity. In this paper capillarity plays the role of the external parameter. Also in [31] Biasco-
Masseti-Procesi, considering a suitable Diophantine condition, prove exponential stability in
Sobolev norm for parameter dependent NLS on the circle.
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4.2 Statement of the results and sketch of the proof
4.2.1 Main results
First we introduce the Hamiltonians associated with (NLS) and (NLSP) written in Fourier
variables :
HNLS “
ÿ
aPZ
a2|ua|2 ` 12pi
ż
T
g
´ ÿ
a,bPZ
uau¯be
ipa´bqx
¯
dx, and (4.7)
HNLSP “
ÿ
aPZ
a2|ua|2 ` 14pi
ż
T
´ ÿ
a,bPZ
Vˆa´buau¯beipa´bqx
¯´ ÿ
a,bPZ
uˆau¯be
ipa´bqx
¯
dx, (4.8)
where the Fourier transform Vˆa “ a´2, a ‰ 0, Vˆ0 “ 0 is associated with the Green function of
the operator ´∆ with zero average on T.
Theorem 4.2.1 ((NLS) and (NLSP) cases). Let H equals HNLS or HNLSP. For all r ě 2, there
exists s0 ” s0prq “ Opr2q such that for all s ě s0 the following holds :
There exists ε0 ” ε0pr, sq such that for all ε ă ε0, there exist open sets Cε,r,s and Oε,r,s included
150
4.2. Statement of the results and sketch of the proof
in Bsp0, 4εq the ball of radius 4ε centered at the origin in `1s, and an analytic canonical and
bijective transformation τ : Cε,r,s ÞÑ Oε,r,s satisfying
}τpzq ´ z}
s
ď ε 32 @z P Cε,r,s, (4.9)
that puts H in normal form up to order 2r :
H ˝ τ “ Z `R
where
‚ Z “ ZpIq is a smooth function of the actions and thus is an integrable Hamiltonian ;
‚ the remainder R is of order ε2r`2 on Cε,r,s, precisely
}XRpzq}s ď ε2r`1 for all z P Cε,r,s. (4.10)
This theorem is proved in section 4.7.
In section 4.8, we prove that for all ε ą 0, there exists a set of initial data included in Oε,r,s on
which (4.1) holds true :
Theorem 4.2.2 ((NLS) and (NLSP) cases). Let H and ε0pr, sq as in Theorem 4.2.1 and let uaptq
denotes the Fourier coefficients of the solution upt, xq of the Hamiltonian system associated with
H. Then for all ε ă ε0 there exists an open set Vε,r,s Ă Oε,r,s invariant by angle rotation in the
sense of (4.5), such that for all puap0qqaPZ P Vε,r,s we have for all t ď ε´2r`1
sup
aPZ
xay2s ˇˇ|uaptq|2 ´ |uap0q|2 ˇˇ ď 3ε 52 , (4.11)
puaptqqaPZ P Oε,r,s and in particular }uptq}s ď 4ε. (4.12)
Furthermore there exists a full dimensional torus T0 P `1s such that for all r1 ` r2 “ 2r ` 2
distspuptq, T0q ď Cεr1 for |t| ď 1{εr2 (4.13)
where dists denotes the distance on `1s associated with the norm } ¨ }s
The next step is to describe the non resonant sets Vε,r,s which, as we said, are open,
invariant by rotation (see (4.5)) and included in the ball of `1s centered at 0 and of radius ε but
does not contain the origin. The following Theorems, proved in section 4.4, show that in both
cases these open sets contain many elements of the form (4.6) but is much larger in the (NLSP)
case that in the (NLS) case.
The first result concerns the nonlinear Schrödinger case (NLS).
Theorem 4.2.3 ((NLS) case). Let pΩ,A,Pq be a probability space, and let us assume that
I : Ω ÞÑ pR`qZ are random variables satisfying
‚ pIaqaPZ are independent,
‚ for each a P Z, I2a is uniformly distributed in p0, xay´4s´8q,
and let u0ε be the familly of random variables defined by (4.6).
Let r, s ě s0prq and ε0pr, sq as in Theorem(4.2.1) for (NLS). Then
‚ for all 0 ď ε ă ε0pr, sq
P
`
u0ε P Vε,r,s
˘ ě 1´ ε 13 . (4.14)
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‚ for all 0 ď ε ă ε0pr, sq and for all sequence pxnqnPN of random variables uniformly distri-
buted in p0, 1q and independent of Ia, there is a probability larger than 1 ´ ε 16 to realize
I such that there is a probability larger than 1 ´ ε 16 to realize pεnqnPN :“ pε2´pn`xnqqnPN
such that u0εn is non-resonant for all n (i.e. u
0
εn P Vεn,r,s). More formally, we have
P
´
P
`@n P N, u0εn P Vεn,r,s |I˘ ě 1´ ε 16¯ ě 1´ ε 16 , (4.15)
where Pp ¨ |Iq denote the probability conditionally to the distribution I “ pIaqaPZ
The first part of the statement corresponds to fixing an ε and removing some resonant set
of Ia (depending on ε) the second part shows that for a given distribution of Ia, we can take a
lot of arbitrarily small ε fulfilling the assumptions of the Theorem. Moreover, as the set Vε,r,s is
invariant by angle rotation, then for a given u0ε P Vε,r,s of the form (4.6), all the rotated functions
of the form (4.5) belong to Vε,r,s.
The authors would like to mention that (4.15) corresponds to many numerical experiments
confirming the absence of drift over long times when ε Ñ 0 for a generic initial distribution
of Ia : in other words this statement correspond to what is generically numerically observed,
confirming a sort of generic behaviour for solutions of (NLS) for which no energy exchanges is
observed between the frequencies over very long times.
The corresponding analysis for the Schrödinger-Poisson case leads to a better result :
Theorem 4.2.4 ((NLSP) case). Let pΩ,A,Pq be a probability space, and let us assume that
I : Ω ÞÑ pR`qZ are random variables satisfying
‚ pIaqaPZ are independent,
‚ for each a P Z, Ia is uniformly distributed in p0, xay´2s´4q,
and let u0ε be the familly of random variables defined by (4.6).
Let r, s ě s0prq and ε0pr, sq as in Theorem(4.2.1) for (NLSP). Then for all 0 ď ε ă ε0pr, sq
P
`@ε1 ă ε, u0ε1 P Vε1,r,s˘ ě 1´ ε 13 . (4.16)
This statement allows to take one distribution of the action Ia fulfilling some generic non
resonance condition, and then to take arbitrarily small ε in the initial value (4.6) independently
on the Ia. Thus the result for (NLSP) is much stronger from the point of view of phase space :
stable initial distributions are much more likely for (NLSP) than for (NLS).
In the remainder of the paper, we will essentially focus on the (NLS) case. The proof of
the (NLSP) case will be outlined in appendix 4.9.1, where we stress the difference with (NLS),
which are mostly major simplifications.
4.2.2 Sketch of proof
In this section we explain the strategy of the proof and we describe the new mathematical
objects needed. The starting point is to write (formally) the Hamiltonian (4.2) as
H “ Z2pIq ` P4 `
ÿ
mě3
P2m
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where I denote the collection of Ia “ |ua|2, a P Z, and where
Z2 “
ÿ
aPZ
pa2 ` ϕp0qqIa (4.17)
is the Hamiltonian associated with the linear part of the equation. The Hamiltonians P2m are
polynomials of order 2m in the variables ua, and P4 is explicitely given by
P4 “ 12
ÿ
a`b“c`d
Vˆa´cuaubu¯cu¯d
where Vˆa “ ϕ1p0q in the case of (NLS) and Vˆa “ a´2, a ‰ 0, Vˆ0 “ 0, in the case of (NLSP). The
first step is to perform a first resonant normal form transform τ2 with respect to Z2. This step
is classic and can be found for the first time in [89]. After some iterations, the new Hamiltonian
can be written
H ˝ τ2 “ Z2pIq ` Z4pIq ` Z6pIq `R6puq `
rÿ
m“4
K2m `R
where R is of order 2r ` 2, K2m are polynomial of order 2m, and Z4 and Z6 are polynomials
of degre 4 and 6 containing only actions of the form Ia. Moreover, the polynomials K2m are
resonant in the sense that they contain only monomials of the form ua1 ¨ ¨ ¨uam u¯b1 ¨ ¨ ¨ u¯bm where
the collection of indices satisfy the relation
a1 ` ¨ ¨ ¨ ` am “ b1 ` ¨ ¨ ¨ ` bm and a21 ` ¨ ¨ ¨ ` a2m “ b21 ` ¨ ¨ ¨ ` b2m. (4.18)
Indeed, these monomials correspond to the kernel of the operator χ ÞÑ tZ2, χu when applied to
polynomials, which is the engine of the construction of the normal form. Note that at this stage,
no small divisor problem occur. Now natural idea consists in using the term Z4 to eliminate
iteratively the terms of order 2m that do not depend on the actions. The general strategy is the
following :
(i) Truncate all polynomials K2m and remove all the monomials containing at least three
indices of size greater than N . The remainder term, as already noticed, see for instance [39,
71, 18], is thus of order ε5N´s. Moreover, taking into account the resonance condition (4.18),
the remaining truncated monomials have irreducible part - meaning they do not contain actions
- with indices bounded by OpN2q. Taking N so that N´s “ Opεrq (so typically N “ ε´r{s) then
ensures that this term will be small enough to control the dynamics over a time of order ε´r by
using a bootstrap argument.
(ii) Construct iteratively normal form transformation to eliminate the remaining part of de-
gree 2m that do not depend only of the action by using the integrable Hamiltonian Z4 which is
explicitly given. The engine underlying this construction is thus to solve iteratively homological
equations of the form tZ4, χu “ Z ` K where K is given and do not contains terms depen-
ding only on the actions. This step makes appear small denominators depending on I, so that
such a construction makes naturally appear rational functions (see Section 4.6) and not only
polynomials. However, the division by small denominators depending on I also yields poles in
the normal form transforms. To avoid them, we use generic non resonance conditions on the
distribution I, and the resolution of the homological equation thus brings loss of derivatives. As
the small denominators are generated by irreducible monomials whose modes are bounded by
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N2, in the estimates this step results in a loss of order Nα for some α ą 0 versus a gain of ε at
each step of the normal form construction.
(iii) Try to trade off a few powers of ε to control the normal form construction. This is done by
a condition of the form εNα ă 1. The heart of the analysis is thus to make α independent of s so
that for s large enough, such condition can be satisfied and will be compatible with N “ ε´r{s. If
this is the case, the Hamiltonian thus depends only on the actions and a small remainder term
of order εr which allows to conclude. The remaining difficulty is to handle the algebra of rational
functionals, and the control of the non resonant sets after each normal form steps.
With this roadmap in hand, the expression of Z4 is fundamental as it drives the small de-
nominators. Here appears a drastic difference between (NLS) and (NLSP). Indeed, the first
normal term corresponding to the Hamiltonian P4 is of the form
Z4 “
ÿ
a‰bPZ
Vˆa´bIaIb ` 12 Vˆ0
ÿ
aPZ
I2a (4.19)
The frequencies associated with this integrable Hamiltonian are of the form
λapIq “ BZ4BIa “ 2
ÿ
b‰aPZ
Vˆa´bIb ` Vˆ0Ia.
We thus observe that for (NLSP) for which Vˆa “ a´2, a ‰ 0 and Vˆ0 “ 0, if u P `1s with large s,
these frequencies are essentially dominated by low modes Ib at a scale xay´2. Hence it is easy
to prove that the small denominators associated with Z4 which are linear combinations of the
λapIq are generically non resonant, with a loss of derivative independent of s.
Hence for (NLSP), we can work through the previous programme, and the coefficients α in
the condition εNα ă 1 will indeed be independent of s.
For (NLS) (for which Vˆa “ ϕ1p0q), the situation is much worse. Indeed the previous frequency
degenerate to
λapIq “ ϕ1p0q
´
2
ÿ
b‰aPZ
Ib ` Ia
¯
“ ϕ1p0q
´
2}u}2
L2
´ Ia
¯
.
We thus see that the small denominators associated with Z4 are of the form
ωpIq “ ϕ1p0qpIa1 ` ¨ ¨ ¨ ` Iam ´ Ib1 ´ ¨ ¨ ¨ Ibmq, (4.20)
with a X b “ H and as u is in `1s, the Ia are of order ε2xay´2s. Hence the natural non resonant
condition (that is generic in I) takes the form
|Ia1 ` ¨ ¨ ¨ ` Iam ´ Ib1 ´ ¨ ¨ ¨ Ibm | ě γε2
´ mź
n“1
xanyxbny
¯´2xµminy2s, (4.21)
where µmin denote the smallest index amongst the an and bn. Such a condition was used in
[39]. We see that to run through the previous programme, we have to distribute the derivative
of order 2s associated with the lowest index of the irreducible parts of the monomials, coming
at each step of the normal form construction.
Unfortunately, such a distribution cannot be done straightforwardly. One of the reason is the
presence of the remaining terms ZpIq depending on the actions in the process. Indeed, take a
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monomial of the form fpIqśmn“1 uan u¯bn , where f depends only on the actions associated with
low modes, the remaining part being irreducible. These terms will enter into the normal form
construction first as right-hand side of the homological equation, in which case they will be
divided by ωpIq defined in (4.20), and then will contribute to the higher order terms by Poisson
bracket with the other remaining terms. Now take some Z previously constructed (for example
Z6pIq). New terms will enter into the next homological right hand side that are made of Poisson
brackets between this term Z and the constructed functional. Amongst the new term to solve,
we will have terms of the form f1pIqśmn“1 ωpIq´1uan u¯bn where f1 depends again only on low
modes. At this stage, it will be possible to distribute the derivative on the irreducible monomials,
but by iterating, we see that at each resolution of the homological equation, we will have to
divide by the same small denominator. After p such iterations, we will end up with monomials of
the form fppIqśmn“1 ωpIq´puan u¯bn where fppIq depends on low modes, and for p ą m, we will
not be able to control this terms independently of s. Hence the previous procedure cannot be
applied.
To remedy this difficulty, a natural idea (coming from KAM strategy) is to include the term
Z6 in the normal form construction, that is to solve at each step the homological equation with
Z4 ` Z6. Nevertheless, this trick brings good and bad news :
-The bad news is that the frequencies associated with the Hamiltonian Z4 ` Z6 are not pertur-
bations of the frequencies of Z4. We can even show that for a given generic distribution of the
Ia, there are ε producing resonances for the Hamiltonian Z4 ` Z6 while Z4 is non resonant.
-The good news is that the structure of Z6 ressembles the structures of the Hamiltonian of
(NLSP) with a similar convolution potential coming from the first resonant normal form done
with the Laplace operator. In other words, Z6 is much less resonant than Z4, and has frequen-
cies that satisfy generic non resonance conditions with loss of derivatives independent of s.
The strategy of proof is thus to apply the previous programme with Z4 ` Z6 instead of Z4
alone, after having taking care of the genericity condition on the initial data that have to link
now the distribution of the Ia and ε. This explain the major difference between the statement for
(NLS) and (NLSP). The main drawback is that by doing so, we break the natural homogeneity
in ε which yields some specific technical difficulties, in particular in the definition of a class
of rational functions, which must be stable by Poisson bracket and solution of homological
equations, while preserving the asymptotic in ε.
4.3 General setting
4.3.1 Hamiltonian formalism
Let U2 “ t˘1u. We identify a pair pξ, ηq P CZ ˆ CZ with pzjqjPU2ˆZ P CU2ˆZ via the formula
j “ pδ, aq P U2 ˆ Z ùñ
#
zj “ ξa if δ “ 1,
zj “ ηa if δ “ ´1.
(4.22)
We denote by z “ pξ, ηq such an element and we endow this set of sequences with the `1s
topology :
`1s “ `1spZ,Cq2 “ tz P CU2ˆZ | }z}s ă 8u
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where 1
}z}
s
:“
ÿ
jPU2ˆZ
xjys|zj | “
ÿ
aPZ
xays|ξa| `
ÿ
aPZ
xays|ηa|.
We associate with z two complex functions on the torus u and v through the formulas
upxq “
ÿ
aPZ
ξae
iax and vpxq “
ÿ
aPZ
ηae
´iax, x P T. (4.23)
We say that z is real when zj “ zj for any j P U2ˆZ. In this case v is the complex conjugate of
u : vpxq “ upxq, x P T, and the definition of `1s coincides with (4.3).
Remark 4.3.1. The sequences spaces `1s, which are in fact Besov spaces, are not perfectly
adapted to Fourier analysis : when z P `1s with s ě 0 then the functions u and v belong to
the Sobolev space HspTq while when u and v belong to HspTq then its sequence of Fourier
coefficients z belongs to `1s´η only for η ą 1{2. This lost of regularity would not happen in
the Fourier space `2s nevertheless we prefer `1s because it leads to simpler estimates of the
flows (see for instance Proposition 4.3.3). Anyway the results we obtain thus lead to control of
Sobolev norms Hs´ 12
`
over long times.
We endow `1s with the symplectic structure
´i
ÿ
aPZ
dzp`1,aq ^ dzp´1,aq “ ´i
ÿ
aPZ
dξa ^ dηa. (4.24)
For a function F of C1p`1s,Cq, we define its Hamiltonian vector field by XF “ J∇F where J
is the symplectic operator induced by the symplectic form (4.24), ∇F pzq “
´
BF
Bzj
¯
jPUˆZ
, and by
definition we set for j “ pδ, aq P U2 ˆ Z,
BF
Bzj “
$’’&’’%
BF
Bξa if δ “ 1,
BF
Bηa if δ “ ´1.
So XF “ J∇F reads in coordinates
pXF qj “
$’’&’’%
i
BF
Bηa if δ “ 1,
´i BFBξa if δ “ ´1.
For two functions F and G, the Poisson Bracket is (formally) defined as
tF,Gu “ x∇F, J∇Gy “ i
ÿ
aPZ
BF
Bξa
BG
Bηa ´
BF
Bηa
BG
Bξa (4.25)
where x¨, ¨y denotes the natural bilinear pairing : xz, ζy “ řjPU2ˆZ zjζj .
We say that a Hamiltonian function H is real if Hpzq is real for all real z.
1. Here for j “ pδ, aq we set xjy “ p1` a2q1{2 “ xay.
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Definition 4.3.2. For a given s ě 0 and a given open set U in `1s, we denote by HspUq the space
of real Hamiltonians P satisfying
P P C1pU ,Cq, and XP P C1pU , `1sq.
We will use the shortcut F P Hs to indicate that there exists an open set U in `1s such that
F P HspUq.
Notice that for F and G in HspUq the formula (4.25) is well defined.
4.3.2 Hamiltonian flows
With a given Hamiltonian function H P Hs, we associate the Hamiltonian system
9z “ XHpzq “ J∇Hpzq,
which also reads in coordinates
9ξa “ iBHBηa and 9ηa “ ´i
BH
Bξa , a P Z. (4.26)
Concerning the Hamiltonian flows we have
Proposition 4.3.1. Let s ě 0. Any Hamiltonian in Hs defines a local flow in `1s which preserves
the reality condition, i.e. if the initial condition z “ pξ, ξ¯q is real, the flow pξptq, ηptqq “ ΦtHpzq is
also real, ξptq “ ηptq for all t.
Proof. The existence of the local flow is a consequence of the Cauchy-Lipschitz theorem.
Furthermore let us denote by f the C1 function defined by `1spZ,Cq Q ξ ÞÑ Hpξ, ξ¯q ´ Hpξ, ξ¯q.
Since H is real we have f ” 0 and thus its differential at any point ξ P `1spZ,Cq and in any
direction ζ P `1spZ,Cq vanishes 2 :
0 ” Dfpξq ¨ ζ “ x∇ξHpξ, ξ¯q, ζy ` x∇ηHpξ, ξ¯q, ζ¯y
´ x∇ξHpξ, ξ¯q, ζy ´ x∇ηHpξ, ξ¯q, ζ¯y
“ x∇ξHpξ, ξ¯q ´∇ηHpξ, ξ¯q, ζy ` x∇ηHpξ, ξ¯q ´∇ηHpξ, ξ¯q, ζ¯y.
Therefore ∇ξHpξ, ξ¯q ´∇ηHpξ, ξ¯q for all ξ P `1spZ,Cq and the system (4.26) preserves the reality
condition.
In this setting Equations (NLS) and (NLSP) are equivalent to Hamiltonian systems associa-
ted with the real Hamiltonian function
Hpξ, ηq “
ÿ
aPZ
a2ξaηa ` P pzq (4.27)
where
P pξ, ηq “ 12pi
ż
T
g
´ ÿ
a,bPZ
ξaηbe
ipa´bqx
¯
dx, (4.28)
2. Here by a slight abuse of notation x¨, ¨y denotes the bilinear pairing in `1spZ,Cq.
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in the (NLS) case, and
P pξ, ηq “ 14pi
ż
T
´ ÿ
a,bPZ
ξˆaηbe
ipa´bqx
¯´ ÿ
a,bPZ
Vˆa´bξaηbeipa´bqx
¯
dx, (4.29)
in the (NLSP) case, where we recall that Vˆa “ a´2 for a ‰ 0 and Vˆ0 “ 0. We first notice that in
both cases, P belongs to Hs, in fact we have :
Lemma 4.3.3. Let s ě 0 and let z ÞÑ fpzq P C and z ÞÑ hpzq be two analytic functions defined
on a neighborhood V of the origin in C that takes real values when z is real. Then the formulas
P pξ, ηq “ 12pi
ż
T
f
´ ÿ
a,bPZ
ξaηbe
ipa´bqx
¯
dx, (4.30)
Qpξ, ηq “
ż
T
h
´ ÿ
a,bPZ
Vˆa´bξaηbeipa´bqx
¯
f
´ ÿ
a,bPZ
ξaηbe
ipa´bqx
¯
dx (4.31)
define Hamiltonian P and Q belonging to HspUq where U is some neighborhood of the origin in
`1s.
Proof. First we verify that (4.30) and (4.31) define regular maps on `1s.
By definition, `1s “ `1spZ,Cq2 and the Fourier transform ξ ÞÑ
ř
aPZ ξaeiax defines an isomorphism
between `1spZ,Cq and a subset of L2pR,Cq that we still denote by `1spZ,Cq. Moreover, for u, v P
`1spZ,Cq, we have }uv}s ď }u}s }v}s and thus the mapping pu, vq ÞÑ uv is analytic from `1spZ,Cq2
to `1spZ,Cq. Extending this argument, if h : C Ñ C is analytic in a neighborhood of the origin,
the application ξ ÞÑ upxq ÞÑ hpupxqq is analytic from a neighborhood of the origin in `1spZ,Cq into
`1spZ,Cq.
Through the identification pξ, ηq ÞÑ pupxq, vpxqq, see (4.23) the Hamiltonian Q reads
Qpξ, ηq “
ż
T
h
´
V ‹ pupxqvpxqq
¯
f
´
upxqvpxq
¯
dx
Since the mapping u ÞÑ V ‹ u is analytic on `spZ,Cq, we conclude that Q is an analytic function
from a neighborhood U of the origin in `1spZ,Cq into C. Similar arguments apply to P .
Next we verify that XP and XQ are still regular 3 function from U into `1spZ,Cq. We focus on P
but similar arguments apply to Q. We have
BQ
Bξa “
ż
T
kpxqeiaxdx
with
kpxq “ f 1
´ ÿ
a,bPZ
ξaηbe
ipa´bqx
¯ÿ
bPZ
ηbe
´ibx “ f 1pupxqvpxqqvpvq.
Expanding f 1 in entire series we rewrite BQBξa in a convergent sum of terms of the form
ck
ż
T
pupxqqk1pvpxqqk2eiaxdx,
3. The analyticity of P only insure that XP belongs to the dual of `1spZ,Cq.
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i.e. the convolution product of k “ k1 ` k2 sequences in `1s. Then the conclusion follows from
the fact that for any s ě 0
`1s ‹ `1s Ă `1s.
On the contrary the quadratic part of H,
ř
aPZ a2ξaηa, corresponding to the linear part of
(NLS) does not belong to Hs. Nevertheless it generates a continuous flow which maps `1s into
`1s explicitly given for all time t and for all indices a by ξaptq “ e´ia2tξap0q, ηaptq “ eia2tηap0q.
Furthermore this flow has the group property. By standard arguments (see for instance [45]),
this is enough to define the local flow of 9z “ XHpzq in `1s :
Proposition 4.3.2. Let s ě 0. Let H be the NLS Hamiltonian defined by (4.27) and z0 P `1s a
sufficiently small initial datum. Then the Hamilton equation
9zptq “ XHpzptqq, zp0q “ z0
admits a local solution t ÞÑ zptq P `1s which is real if z0 is real.
The reality of the flow is proved as in the proof of Proposition 4.3.1.
4.3.3 Polynomial Hamiltonians
Form ě 1 we define three nested subsets of pU2ˆZqm satisfying zero momentum conditions
of increasing order :
Zm “ tj “ pδα, aαqmα“1 |
2mÿ
α“1
δα “ 0u,
Mm “ tj P Zm |
2mÿ
α“1
δαaα “ 0u,
Rm “ tj PMm |
2mÿ
α“1
δαa
2
α “ 0u. (4.32)
We set Z “ Ů
mě0
Zm, M “ Ů
mě0
Mm and R “ Ů
mě0
Rm.
For j P Z, Irrpjq denotes the irreductible part of j, i.e. a subsequence of maximal length
pj11, . . . , j12pq containing no actions in the sense that if j1α ‰ j¯1β for all α, β “ 1, ¨ ¨ ¨ , 2p.
We set
Irr “ IrrpRq “ tIrrpjq | j P Ru.
We will use indices k belonging to
Ů
pPN
Irrp, i.e. k “ pk1, . . . ,kpq for some p P N with kα P Irr.
We denote 7k “ p. We use the convention k “ H for p “ 0.
For j P Zm, we set zj “ zj1 ¨ ¨ ¨ zj2m . We also denote by j “ pj¯1, . . . , j¯2mq, and we notice that
when z is real, we have zj “ zj .
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Definition 4.3.4. We say that P pzq is a homogeneous polynomial of order m if it can be written
P pzq “ P rcspzq “
ÿ
jPMm
cjzj , with c “ pcjqjPMm P `8pMmq, (4.33)
and such that the coefficients cj satisfy cj “ cj .
Note that the last condition ensures that P is real, as the set of indices are invariant by the
application j ÞÑ j. Following [64] we easily get
Proposition 4.3.3. Let s ě 0. A homogeneous polynomial, P rcs, of degree m ě 2 belongs to
Hsp`1sq and we have
}XP rcspzq}s ď 2m}c}`8 }z}
2m´1
s
. (4.34)
Furthermore for two homogeneous polynomials, P rcs and P rc1s, of degree respectively m and
n, the Poisson bracket is a homogeneous polynomial of degree m`n´1, tP rcs, P rc1su “ P rc2s
and we have the estimate
}c2}
`8 ď 2mn}c}`8 }c1}`8 . (4.35)
For j “ pδ, aq P U2 ˆ Z, we set Ij “ Ia “ ξaηa “ zjzj¯ the action of index a. I “ pIaqaPZ
denote the set of all the actions.
We note that for a real z in `1s we have }z}s “
ř
axaysI1{2a . Therefore, an integrable Hamiltonian,
i.e. a Hamiltonian function depending only on the actions has a flow which leaves invariant each
} ¨ }s norm.
We introduce 3 integrable polynomials that will be used later (see Theorem 4.7.1) :
Z2pIq “
ÿ
aPZ
pa2 ` ϕp0qqIa,
Z4pIq “ ϕ1p0q
˜ÿ
aPZ
Ia
¸2
´ 12ϕ
1p0q
ÿ
aPZ
I2a , (4.36)
Z6pIq “ ´12ϕ
1p0q2
ÿ
a‰bPZ
1
pa´ bq2 I
2
aIb (4.37)
` ϕ
2p0q
6
˜
6p
ÿ
aPZ
Iaq3 ´ 9p
ÿ
aPZ
I2aqp
ÿ
aPZ
Iaq ` 4
ÿ
aPZ
I3a
¸
.
The first one is the quadratic part of the NLS Hamiltonian, the second one is the quartic part
and the third one contains the effective terms of the sextic part (see Theorem 4.7.1).
We note that Z4 and Z6 are polynomials of degree 2 and 3 in the sense of Definition 4.3.4,
and thus define Hamiltonians in Hs for all s ě 0.
4.4 Non-resonance conditions
In this section we discuss the control of small denominators corresponding to the the pre-
vious integrable Hamiltonians. We also give results allowing to control them, and show the
probability estimates associated with non resonant sets.
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4.4.1 Small denominators
For j “ pj1, . . . , j2mq P U2 ˆ Z, if jα “ pδα, aαq for α “ 1, . . . , 2m, we set
∆j “
2mÿ
α“1
δαa
2
α, ωjpIq “
2mÿ
α“1
δα
BZ4
BIaα pIq
and
ΩjpIq “ ωjpIq `
2mÿ
α“1
δα
BZ6
BIaα pIq.
With these notations, we have for j P Z, owing to the fact that ωj “ ωIrrpjq and Ωj “ ΩIrrpjq,
tZ4, zju “ iωIrrpjqpIqzj and tZ4 ` Z6, zju “ iΩIrrpjqpIqzj . (4.38)
Note also that
tZ2, zju “ i∆jzj , (4.39)
and that |∆j | ě 1 except when j P R for which ∆j “ 0.
For j P Irr, we have the expression
ωjpIq “ ´ϕ1p0q
2mÿ
α“1
δαIaα , (4.40)
as the first term in (4.36) do not contribute using the relation
ř2m
α“1 δα “ 0.
We also introduce the following denominator :
rΩjpIq “ ´ϕ1p0q 2mÿ
α“1
δαIaα ´ 12ϕ
1p0q2
2mÿ
α“1
δα
ÿ
bPZ
b‰aβ ,β“1,...,2m
I2b
paα ´ bq2 .
The following lemma allows to control the evolution of the small denominators when moving
the coordinates.
Lemma 4.4.1. Let r and s be given. The exists a constant C such that for all j P Irr with
7j ď 2r and all z P `1s, we have
|rΩjpIq ´ ΩjpIq| ď Cxµminpjqy´2s}z}4s . (4.41)
Moreover, let z, z1 P `1s be associated with the actions I and I 1, and let h “ maxp}z}s , }z1}sq.
Then we have
|ωjpIq ´ ωjpI 1q| ď C}z ´ z1}s xµminpjqy´2sh. (4.42)
and
|ΩjpIq ´ ΩjpI 1q| ď C}z ´ z1}s
´
xµminpjqy´2sh` h3
¯
(4.43)
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Proof. Along the proof, C will denote a constant depending on r, s and derivatives of the func-
tion ϕ at 0. Let us denote j “ pj1, . . . , j2mq P Zm with m ď r and jα “ pδα, aαq P U2 ˆ Z for
α “ 1, . . . , 2m. We calculate that
ΩjpIq ´ rΩjpIq “ ´12ϕ1p0q2 2mÿ
α,β“1
β‰α
δα
I2aβ
paα ´ aβq2 ´ ϕ
1p0q2
2mÿ
α“1
ÿ
b‰aα
δα
IaαIb
paα ´ bq2
` ϕ2p0q
2mÿ
α“1
δaα
˜
´3Iaαp
ÿ
aPZ
Iaq ` 2I2aα
¸
.
We see that the first term can be controlled by
C
2mÿ
α“1
I2aα ď Cxµminpjqy´4s sup
α“1,...,2m
xjαy4sI2aα ď Cxµminpjqy´4s}z}4s ,
and the second by
C
2mÿ
α“1
Iaα
ÿ
b
Ib ď C}z}2L2 xµminpjqy´2s supα xjαy
2sIaα ď Cxµminpjqy´2s}z}4s .
The estimate for the third term is the same, which shows (4.41).
Now to prove (4.42), we have using the expression (4.40),
|ωjpIq ´ ωjpI 1q| ď C
2mÿ
α“1
|Iaα ´ I 1aα | ď Cxµminpjqy´2s
2mmax
α“1
´
xjy2s|Iaα ´ I 1aα |
¯
.
We obtain (4.42) by noticing that
xjy2s|Iaα ´ I 1aα | “ xjys
ˇˇˇˇb
Iaα ´
b
I 1aα
ˇˇˇˇ
xjys
ˇˇˇˇb
Iaα `
b
I 1aα
ˇˇˇˇ
ď }|z| ´ |z1|}
s
p}z}
s
` }z1}
s
q ď 2}z ´ z1}
s
maxp}z}
s
, }z1}
s
q.
The proof of (4.43) is then easily obtained by using the previous result, and explicit expressions
of BZ6BIaα showing that this function is homogeneous of order 4 and thus locally Lipschitz in z with
Lipschitz constant of order h3 on balls of size h in `1s as can be seen by using estimates similar
to the previous one.
4.4.2 Non resonant sets
As usual we have to control the small divisors, this will be the case for z belonging the
following non resonant sets :
Definition 4.4.2. Let ε, γ ą 0, r ě 1 and s ě 0, we say that z P `1s belongs to the non resonant
set Uγ,ε,r,s, if for all k P Irr of length 7k ď 2r we have
|ωkpIq| ą γε2
˜ 7kź
α“1
xkαy´2
¸
xµminpkqy´2s (4.44)
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and
|rΩkpIq| ą γ
˜ 7kź
α“1
xkαy´6
¸
maxpε2xµminpkqy´2s, ε4q. (4.45)
We also define the truncated non resonant set :
Definition 4.4.3. Let ε, γ ą 0, N ě 1 r ě 1 and s ě 0, and let αr “ 24r. We say that
z P `1s belongs to the non resonant set UNγ,ε,r,s, if for all k P Irr of length 7k ď 7r such that
xµ1pkqy ď N2, we have
|ωkpIq| ą γε2N´αrxµminpkqy´2s (4.46)
and
|ΩkpIq| ą γN´αr maxpε2xµminpkqy´2s, ε4q. (4.47)
It turns out that for N not too large depending on ε and for γ1 ă γ we have Uγ,ε,r,s Ă UNε,γ1,r,s.
Precisely we have :
Proposition 4.4.1. Let r ě 1 and s ě 1 be given. There exists c such that for all ε, γ ą 0, for all
N ě 1 and all γ1 ă γ satisfying
ε2 ă cN´αrpγ ´ γ1q with αr “ 24r,
we have that if z P Uγ,ε,r,s and }z}s ď 4ε then z P UNε,γ1,r,s.
Proof. The hypothesis z P Uγ,ε,r,s and xµ1pkqy ď N2 shows that if z satisfies (4.44), we have
|ωkpIq| ą γε2
˜ 7kź
α“1
xkαy´2
¸
xµminpkqy´2s
ě γε2N´47kxµminpkqy´2s
which shows (4.46) for all γ1 ď γ, as 7k ď 2r and hence 47k ď 24r “ αr. Similarly, we have
|rΩkpIq| ą γN´127k maxpε2xµminpkqy´2s, ε4q,
which shows that rΩkpIq satisfies (4.47) with αr “ 24r.
To prove (4.47), we use the fact that using (4.41) we have
|rΩjpIq ´ ΩjpIq| ď Cxµminpjqy´2sε4.
This shows that
|ΩjpIq| ě pγN´αr ´ Cε2qmaxpε2xµminpjqy´2s, ε4q,
and we deduce the result by choosing c “ 1{C.
We conclude this section with two stability results of the truncated resonant sets. The first
one use the fact that the non resonance conditions depend only upon I :
Proposition 4.4.2. Let r ě 1 and s ě 1 be given. There exists c such that the following holds :
for ε, γ ą 0 and N ě 1, let z P UNγ,ε,r,s such that }z}s ď 4ε, then for all γ1 ą γ and for all z1 P `1s
such that
sup
aPZ
|I 1a ´ Ia|xay2s ď cε2N´αrpγ1 ´ γq (4.48)
we have z1 P UNε,γ1,r,s.
163
Chapitre 4 – Rational normal forms for NLS
Proof. We introduce the Banach space `8s “ tpxnqnPZ P RZ | supxny2s|xn| ă 8u that we endow
with the norm |x|s :“ supxny2s|xn|.
Let j P Irr, we have using (4.40),
|ωjpIq ´ ωjpI 1q| ď C
2mÿ
α“1
|Iaα ´ I 1aα | ď Cxµminpjqy´2s|I ´ I 1|s.
Thus since z P UNγ,ε,r,s we get using (4.48)
|ωjpI 1q| ě
`
γ ` Ccpγ1 ´ γq˘ε2N´αrxµminpjqy´2s ě γ1ε2N´αrxµminpjqy´2s
by choosing c ď 1C .
On the other hand using that I ÞÑ ΩjpIq is a homogeneous polynomial of order 3 on `8s . For
s ą 1{2 such polynomial (with bounded coefficients) is a C8 function and for I, I 1 in a ball of `8s
of size Opεq centered at 0 we have
|ΩjpIq ´ ΩjpI 1q| ď Cε2|I ´ I 1|s.
So we get
|ΩjpIq ´ ΩjpI 1q| ď C|I ´ I 1|s maxpxµminpjqy´2s, ε2q
Thus since z P UNγ,ε,r,s we get using (4.48)
|ΩjpI 1q| ě
`
γ ` Ccpγ1 ´ γq˘ε2N´αr maxpxµminpjqy´2s, ε2q
ě γ1ε2N´αr maxpxµminpjqy´2s, ε2q
by choosing c ď 1C .
The second stability result shows that the truncated resonant sets are stable by perturbation
in `1s up to change of constants.
Proposition 4.4.3. Let r ě 1 and s ě 1 be given. There exists c such that the following holds :
for ε, γ ą 0 and N ě 1, let z P UNγ,ε,r,s such that }z}s ď 4ε, then for all γ1 ă γ and for all z1 P `1s
such that
}z ´ z1}
s
ď cεN´αrpγ ´ γ1q,
we have z1 P UNε,γ1,r,s.
Proof. By using (4.42) with h “ 4ε,
|ωjpIq ´ ωjpI 1q| ď C}z ´ z1}s xµminpjqy´2sε
We deduce that
|ωjpIq| ď |ωjpI 1q| ` C}z ´ z1}s xµminpjqy´2sε,
and hence
|ωjpI 1q| ě
`
γN´αr ´ Cε´1}z ´ z1}
s
˘xµminpjqy´2sε2,
and we deduce the first part of the result by taking c ď 1{C. Now using (4.43), we have
|ΩjpIq ´ ΩjpI 1q| ď C}z ´ z1}s
´
xµminpjqy´2sε` ε3
¯
ď 2Cε´1}z ´ z1}
s
maxpε2xµminpjqy´2s, ε4q
and we conclude as before by taking c ě 1{p2Cq.
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4.5 Probability estimates
In this section, we prove two genericity results for the (NLS) non-resonant sets (and give
also some Lemmas that will be used in the (NLSP) case). We consider real z, we consider the
actions Ia P R` as random variables. On the one hand, if ε ą 0 we prove that typically εz is
non-resonant. On the other hand, typically, up to some exceptional values of ε, we show that εz
is non-resonant.
In this section r ą 0 and s ą 1 are fixed numbers, λ “ 1εą0ε dε is the Haar measure of R˚`
and we consider z “ pξ, ξ¯q as a function of the random variables I “ pIaqaPZ, such that
‚ the actions Ia, a P Z, are independent variables,
‚ I2a is uniformly distributed in p0, xay´4s´8q.
We note that this last assumption implies that z P `1s.
The first proposition describes the case where ε ą 0 is fixed.
Proposition 4.5.1. There exists a constant c ą 0 such that for all γ P p0, 1q we have
@ε ą 0, P pεz P Uγ,ε,r,sq ě 1´ cγ.
The second proposition describes the case where z is chosen randomly and the asymptotic
of εz is considered as ε goes to 0.
Proposition 4.5.2. There exists a constant c ą 0 and ν0 ą 0 such that for all γ P p0, 1q and all
ν P p0, ν0q we have
P
`
λ
`
εz P `1szUγ,ε,r,s
˘ ă ν˘ ě 1´ c
ν
γ.
Corollary 4.5.1. There exists a constant c ą 0 and ν0 ą 0 such that for all γ P p0, 1q, ν P
p0, ν0q, all ˝ ą 0, all sequence pxnqnPN of random variables uniformly distributed in p0, 1q and
independent of z, there is a probability larger than 1´ cγ{ν to realize z such that that there is a
probability larger than 1´ ν to realize pεnqnPN :“ p˝2´pn`xnqqnPN such that εnz is non-resonant
(i.e. εnz P Uεn,γ,r,s). More formally, we have
P pP p@n, εnz P Uεn,γ,r,s | zq ě 1´ νq ě 1´ cγν .
Remark 4.5.1. The variables xn are not necessarily independent. For example, we could
choose xn “ x0 for all n.
In order to prove these propositions and the corollary, we introduce some notations and
elementary stochastic lemmas.
Definition 4.5.2. If a random variable I has a density with respect to the Lebesgue measure,
we denote fI its density, i.e.
@g P C0b pRq, E rgpIqs “
ż
R
gpxqfIpxqdx.
Lemma 4.5.3. If I is a random variable with density with values in A Ă R and φ : A Ñ R
satisfies φ1 ą 0 then φ has a density and
fφpIq “ fIφ1 ˝ φ
´1.
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Proof. If g P C0b pRq then we have
E rg ˝ φpIqs “
ż
I
g ˝ φpxqfIpxqdx “
ż
Imφ
gpyqfI
φ1 ˝ φ
´1pyqdy.
Corollary 4.5.2. If I2 is uniformly distributed on p0, 1q and I ě 0 almost surely then I has a
density given by
@x P R, fIpxq “ 2x10ăxă1.
Moreover, if I has a density and ε ą 0 then εI has a density and for all x P R
@x P R, fεIpxq “ 1
ε
fIpx
ε
q.
In particular, we have for all a P Z and x P R,
fI2apxq “ xay4s`810ăxăxay´4s´8 and fIapxq “ 2xxay4s`810ăxăxay´2s´4 . (4.49)
Lemma 4.5.4. Let I, J be some real independent random variables. If I has a density, then for
all γ ą 0
Pp|I ` J | ă γq ď 2γ}fI}L8 .
Proof. By Tonelli theorem, we have
Pp|I ` J | ă γq “ E “1|I`J |ăγ‰ “ E „ż J`γ
J´γ
fIpxqdx

ď 2γ}fI}L8 .
Lemma 4.5.5. If a, b, γ P R˚ are such that 0 ă γ ă |b| then for all σ P R˚
λp|aεσ ` b| ă γq ď 2γ|σ|p|b| ´ γq .
Proof. Applying a natural change of coordinate, we get
λp|aεσ ` b| ă γq “
ż
R˚`
1|aεσ`b|ăγ
dε
ε
“ 1|σ|
ż
R˚`
1|aε`b|ăγ
dε
ε
“ 1|σ|
ż
εPp´b´γa ;´b`γa qXR˚`
dε
ε
ď 2γ|σ|p|b| ´ γq .
A first application of these lemmas is the genericity of the non-resonance assumption (4.44).
Lemma 4.5.6. There exists a constant c ą 0 such that for all γ P p0, 1q we have
P
˜
@k P Irr, 7k ď 2r ñ |ωkpIq| ě γ
˜ 7kź
α“1
xkαy´2
¸
xµminpkqy´2s
¸
ě 1´ cγ.
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Proof. We are going to bound the probability of the complementary event by cγ. For each
k P Irr of length smaller than or equal to 2r, we have to estimate P p|ωkpIq| ă γkq, where γk ą 0
will be judiciously chosen.
We recall that by definition, if k “ pk1, . . . , k7kq and kα “ pδα, aαq then we have
ωkpIq “ ´ϕ1p0q
7kÿ
α“1
δαIaα .
So paying attention to the multiplicity, this sum writes
ωkpIq “
mÿ
β“1
pβIaαβ ,
where m ď 7k is an integer, p P Rm satisfies |pβ| ě |ϕ1p0q| and paαβ qβ is a subsequence of a.
Thus, using Lemma 4.5.4, we have
P p|ωkpIq| ă γkq ď 2γk min
β“1,...,m
}fIaαβ }L8
|pβ| ď
2γk
|ϕ1p0q| minα“1,...,7k }fIaα }L8 ď
4γk
|ϕ1p0q|xµminpkqy
2s´4,
by using (4.49). Consequently, if we take
γk “ γ
˜ 7kź
α“1
xkαy´2
¸
xµminpkqy´2s
we get
P p|ωkpIq| ă γkq ď 4γ|ϕ1p0q|
7k´2ź
α“1
xµαpkqy´2.
Using the fact that k P R and the zero momenta conditions (4.32), we see that µ7kpkq and
µ7k´1pkq can be expressed as functions of µ7k´2pkq, . . . , µ1pkq, so this last product is summable
on tk P Irr | 7k ď 2ru. Consequently, there exists a constant c ą 0 such that
P pDk P Irr, 7k ď 2r and |ωkpIq| ă γkq ď
ÿ
kPIrr7kď2r
P p|ωkpIq| ă γkq ď cγ.
A second application is the proof of Corollary 4.5.1 of Proposition 4.5.2.
Proof of Corollary 4.5.1.
We denote Eλ the event defined by
Eλ “ tλ
`
εz P `1szUγ,ε,r,s
˘ ă νu.
Applying Proposition (4.5.2), there exists a constant c ą 0 such that for all γ P p0, 1q we have
PpEλq ě 1´ cγ{ν. Thus, we will conclude this proof showing that
P p@n, εnz P Uεn,γ,r,s | Eλq ě 1´ ν.
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To show this, we just have to prove thatÿ
nPN
P
`
εnz P `1szUεn,γ,r,s | Eλ
˘ ă ν.
By a natural change of variable (see Lemma 4.5.3), εn has a density given by
fεn “ 1log 2
"
´1˝ ε´1 if ˝2´n´1 ă ε ă ˝2´n,
0 else.
Consequently, since pεnq is independent of z, applying Chasles formula, we get
ÿ
nPN
P
`
εnz P `1szUεn,γ,r,s | Eλ
˘ “ ÿ
nPN
E
„ż
R
1εzP`1szUγ,ε,r,sfεnpεqdε | Eλ

“ 1log 2E
«ÿ
nPN
ż 2´n
2´n´1
1εzP`1szUγ,ε,r,s
dε
ε
| Eλ
ff
ď 1log 2E rν | Eλs “
ν
log 2 ,
and we easily obtain the result after a scaling in ν. ˝
To take into account the terms induced by Z6 in the proof Proposition 4.5.1 and Proposition
4.5.2, we are going to need an useful algebraic lemma.
Lemma 4.5.7. If k “ pk1, . . . , k2mq P Irr with kα “ pδα, aαq, there exists a˚ PK´3m, 3mJzta1, . . . ,
a2mu such that ˇˇˇˇ
ˇ 2mÿ
α“1
δα
pa˚ ´ aαq2
ˇˇˇˇ
ˇ ě p6mq´4m 2mź
α“1
xaαy´2. (4.50)
Proof. First, we observe that there exists P P ZrXs of degree smaller than or equal to 4m ´ 2
such that
2mÿ
α“1
δα
pX ´ aαq2 “ P pXq
2mź
α“1
1
pX ´ aαq2 . (4.51)
Since k is irreductible, we deduce of the uniqueness of partial fraction decomposition that
P ‰ 0. Hence, P vanishes in, at most, 4m´ 2 points. But there are, at least, 4m´ 1 points intoK´ 3m, 3mJzta1, . . . , a2mu. So we can find a˚ in this set such that P pa˚q ‰ 0.
Then, since P P ZrXs and a˚ P Z, we deduce that |P pa˚q| ě 1. Thus, to prove (4.50), we
just have to bound each factor of the denominator in (4.51) by
|aα ´ a˚| ď 6mxaαy.
To get this estimate we just have to observe that if |aα| ă 3m then
|aα ´ a˚| ď |aα| ` |a˚| ď 6m ď 6mxaαy,
whereas, if |aα| ě 3m then |a˚| ď |aα| and so
|aα ´ a˚| ď |aα| ` |a˚| ď 2|aα| ď 6mxaαy.
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Proof of Proposition 4.5.2. Let ν P p0, 12q and γ P p0, 1q. We introduce three events
E4 “
#
@k P Irr, 7k ď 2r ñ |ωkpIq| ě γ
ν
˜ 7kź
α“1
xkαy´2
¸
xµminpkqy´2s
+
,
E6 “
#
@k P Irr, 7k ď 2r ñ |rΩkpIq ´ ωkpIq| ě γ
ν
˜ 7kź
α“1
xkαy´4
¸+
,
and
Eλ “
 
λ
`
εz P `1szUγ,ε,r,s
˘ ă cλν( ,
where cλ is a positive constant that will be determine later.
We have proven in Lemma 4.5.6 that there exists a constant c4 ą 0 such that
P pE4q ě 1´ c4γ
ν
.
We are going to prove, on the one hand, that there exists a constant c6 ą 0 (independent of γ
and ν) such that
P pE6q ě 1´ c6γ
ν
. (4.52)
On the other hand, we will prove that
E4 X E6 Ă Eλ. (4.53)
Assuming (4.52) and (4.53), and up to a natural rescaling with respect to ν, Proposition 4.5.2
becomes a straightforward estimate :
PpEλq ě PpE4 X E6q “ 1´ PpE c4 Y E c6 q ě 1´ pPpE c4 q ` PpE c6 qq
“ PpE4q ` PpE6q ´ 1 ě 1´ c4 ` c6
ν
γ.
First, we focus on the proof of (4.52), which is similar to the proof of Lemma 4.5.6. We are
going to bound the probability of the complementary event by c6 γν . For each k P Irr of length
smaller than or equal to 2r, we have to estimate P
´
|rΩkpIq ´ ωkpIq| ă γk¯, where γk ą 0 will be
judiciously chosen.
We recall that by definition, if k “ pk1, . . . , k7kq and kα “ pδα, aαq then we have
rΩkpIq ´ ωkpIq “ ´12ϕ1p0q2 ÿ
bPZ
bRta1,...,a2mu
I2b
2mÿ
α“1
δα
paα ´ bq2 . (4.54)
Thus, using Lemma 4.5.4 and Corollary (4.5.2) we have
P
´
|rΩkpIq ´ ωkpIq| ă γk¯ ď 2γk inf
bPZ
ˇˇˇˇ
ˇ12ϕ1p0q2xby´4s´8 2mÿ
α“1
δα
paα ´ bq2
ˇˇˇˇ
ˇ
´1
.
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Applying Lemma 4.5.7 to estimate this infimum, we get
P
´
|rΩkpIq ´ ωkpIq| ă γk¯ ď 4γkpϕ1p0qq´2p6rq4rp3rq4s`8 7kź
α“1
xaαy2.
Consequently, choosing γk “ γν
ś7k
α“1xkαy´4, we get PpE6q ě 1´ c6 γν with
c6 “ 4ϕ1p0q´2p6rq4rp3rq4s`8
ÿ
kPIrr7kď2r
7kź
α“1
xkαy´2.
Now, we focus on the proof of (4.53). So, we consider a realization of the actions I “ pIaqaPZ
where the lower bounds characterising E4 and E6 are satisfied, i.e. for all k irreductible of length
smaller than or equal to 2r we have
|ωkpIq| ě γ
ν
˜ 7kź
α“1
xkαy´2
¸
xµminpkqy´2s, (4.55)
and
|rΩkpIq ´ ωkpIq| ě γ
ν
˜ 7kź
α“1
xkαy´4
¸
. (4.56)
We have to estimate λ
`
εz P `1szUγ,ε,r,s
˘
for such a realization I. Thus, we decompose natu-
rally the set we are estimating : 
ε ą 0 | εz P `1szUγ,ε,r,s
( “ Σ1 Y Σ2 Y Σ3,
with
Σ1 “ tε ą 0 | Dk P Irr, 7k ď 2r and |ωkpε2Iq| ă γε2
˜ 7kź
α“1
xkαy´2
¸
xµminpkqy´2s
+
,
Σ2 “ tε ą 0 | Dk P Irr, 7k ď 2r and |rΩkpε2Iq| ă γε2
˜ 7kź
α“1
xkαy´6
¸
xµminpkqy´2s
+
,
and
Σ3 “
#
ε ą 0 | Dk P Irr, 7k ď 2r and |rΩkpε2Iq| ă γε4
˜ 7kź
α“1
xkαy´6
¸+
.
In fact, since ωk is linear, I satisfies (4.55) and ν ă 1, Σ1 is the empty set. Thus, we have
λ
`
εz P `1szUγ,ε,r,s
˘ ď λpΣ2q ` λpΣ3q.
So, we have to estimate λpΣ2q and λpΣ3q. Observing that rΩk ´ ωk is quadratic, we have
rΩkpε2Iq “ ε2ωkpIq ` ε4 ´rΩkpIq ´ ωkpIq¯ .
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Thus, we are going to estimate λpΣ2q and λpΣ3q with Lemma 4.5.5. To apply, this Lemma, we
observe that from (4.55) and (4.56) we have
|ωkpIq| ´ γ
˜ 7kź
α“1
xkαy´6
¸
xµminpkqy´2s ě γ
ˆ
1
ν
´ 1
˙˜ 7kź
α“1
xkαy´2
¸
xµminpkqy´2s,
and
|rΩkpIq ´ ωkpIq| ´ γ
˜ 7kź
α“1
xkαy´6
¸
ě γ
ˆ
1
ν
´ 1
˙˜ 7kź
α“1
xkαy´4
¸
.
Consequently, applying Lemma 4.5.5 with γk,s :“ γ
´ś7k
α“1xkαy´6
¯
xµminpkqy´2s, we get
λpΣ2q ď
ÿ
kPIrr7kď2r
λ
´
|ωkpIq ` ε2
´rΩkpIq ´ ωkpIq¯ | ă γk,s¯ ď ÿ
kPIrr7kď2r
γk,s
|ωkpIq| ´ γk,s
ď
¨˚
˝ ÿ
kPIrr7kď2r
7kź
α“1
xkαy´4‹˛‚ ν1´ ν ,
as the first previous estimate can be recast as |ωkpIq|´ γk,s ě γk,sp 1ν ´ 1q
ś7k
α“1xkαy4. Similarly,
we obtain
λpΣ3q ď
ÿ
kPIrr7kď2r
λ
˜
|ε´2ωkpIq `
´rΩkpIq ´ ωkpIq¯ | ă γ
˜ 7kź
α“1
xkαy´6
¸¸
ď
¨˚
˝ ÿ
kPIrr7kď2r
7kź
α“1
xkαy´2‹˛‚ ν1´ ν .
Hence, since these sum are clearly convergent, we have proven that E4 X E6 Ă Eλ for a conve-
nient choice of cλ. ˝
Proof of Proposition 4.5.1. Let ε ą 0 be a fixed positive real number. By definition of Uγ,ε,r,s,
we decompose tεz P Uγ,ε,r,su into
tεz P Uγ,ε,r,su “ E4 X E46
where
E4 “
#
@k P Irr, 7k ď 2r ñ |ωkpε2Iq| ě γε2
˜ 7kź
α“1
xkαy´2
¸
xµminpkqy´2s
+
and
E46 “ t@k P Irr, 7k ď 2r ñ |rΩkpε2Iq| ě γ
˜ 7kź
α“1
xkαy´6
¸
max
`
ε2xµminpkqy´2s, ε4
˘+
.
Since ωk is linear, E4 does not depend of ε. Consequently, applying Lemma 4.5.6, we get a
constant c4 ą 0 such that PpE4q ě 1 ´ c4γ. So assuming that there exists a constant c46 ą 0
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such that PpE46q ě 1 ´ c46γ, we could conclude the proof of Proposition 4.5.1 by the following
estimate
P pεz P Uγ,ε,r,sq “ 1 ´ PpE c4 Y E c46q ě PpE4q ` PpE46q ´ 1 ě 1 ´ pc4 ` c46qγ.
Thus, we just have to focus on the proof of the existence of c46. So, we recall that by definition,
if k “ pk1, . . . , k7kq and kα “ pδα, aαq then we have with 7k “ 2m,
rΩkpε2Iq “ ´ε2ϕ1p0q 2mÿ
α“1
δαIaα ´ ε
4
2 ϕ
1p0q2
ÿ
bPZ
bRta1,...,a2mu
I2b
2mÿ
α“1
δα
paα ´ bq2 .
By construction, it is a sum of independent random variable, thus applying Lemma 4.5.4, we
have the estimate on the complement
PpE c46q ď
ÿ
kPIrr7kď2r
2γk,ε min
ˆ
min
α“1,...,2m }Fα}L8 , infbPZ }Gb}L8
˙
,
where Fα is the probability density function of the part depending on Iα in rΩkpε2Iq and Gb the
probability density function of the part depending on the variable I2b , and where
γk,ε “ γ
˜ 7kź
α“1
xkαy´6
¸
max
`
ε2xµminpkqy´2s, ε4
˘
.
By using (4.49), we have that
}Fα}L8 ď
}fIα}L8
|ε2ϕ1p0qCardtβ | aβ “ aαu| ď
xaαy2s`4
|ε2ϕ1p0q|
and thus
min
α“1,...,2m }Fα}L8 ď
xµminpkqy2s`4
|ε2ϕ1p0q| .
Similarly using Lemma 4.5.7, we obtain
inf
bPZ }Gb}L8 ď minbPK´3m,3mJzta1,...,a2mu
}fI2
b
}
L8ˇˇˇˇ
ˇ ε42 ϕ1p0q2 2mÿ
α“1
δα
paα ´ bq2
ˇˇˇˇ
ˇ
ď 4x3my
2s`4p6mq4m
ε4ϕ1p0q2
2mź
α“1
xaαy2 ď 4x3ry
2s`4p6rq4r
ε4ϕ1p0q2
7kź
α“1
xkαy2.
Hence there exists a constant cr,s depending on r, s such that
PpE c46q ď
ÿ
kPIrr7kď2r
2γk,ε min
˜
xµminpkqy2s`4
|ε2ϕ1p0q| ,
cr,s
ε4ϕ1p0q2
7kź
α“1
xkαy2
¸
ď γc
ÿ
kPIrr7kď2r
˜ 7kź
α“1
xkαy´2
¸
ď c46γ,
for some constants c and c46, and this shows the result. ˝
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4.6 A class of rational Hamiltonians
The set of Hamiltonian functions constructed in the normal form process arise from solving
homological equation associated with small denominators ωkpIq and ΩkpIq (see (4.38)). Then
a natural class of Hamiltonians should be
F pzq “
ÿ
jPR
fjpIqzj (4.57)
for some functions fj which are inverse of products of small denominators ωkpIq and ΩkpIq
associated with multi-indices depending on the construction process. Note that we sum over
j P R since the non resonant part will be killed beforehand by a standard resonant normal form
procedure involving polynomial Hamiltonians (see section 4.7.1). Each term of (4.57) will be
controlled by the non resonance conditions (4.44) and (4.45), provided we can compensate the
loss of derivative arising in the small denominator by terms in the numerator zj . For a given j,
several terms can appear in fj that are associated with different small denominators. To take
into account the specificity of each term arising in the normal form process described in section
4.7 we will introduce four sub-classes of rational Hamiltonians.
Notice that in the case of (NLSP), the situation is simpler and only two sub-classes are needed
(see Appendix 4.9.1).
4.6.1 Construction of the class
First we introduce the following set of indices, encoding the structure of the possible terms
fjpIq arising in (4.57).
For r P N, letHr be a set of multi-indices valued functions
ppi, k,h, nq : Z˚ Ñ Rˆ
ğ
pPN
Irrp ˆ
ğ
qPN
Irrq ˆ Z˚. (4.58)
For a given Γ “ ppi, k,h, nq P Hr and ` P Z˚, we associated pi` P Rm` for some m` P N,
k` “ pk`,1, . . . ,k`,p`q and h` “ ph`,1, . . . ,h`,q`q for some p` and q` in N. For some given set of
coefficients c “ pc`q`PZ˚ P CZ˚ we will define the Hamiltonian function
QΓrcspzq “
ÿ
`PZ˚
c`p´iqp``q` zpi`nź`
α“1
ωk`,α
pź`
α“n``1
Ωk`,α
qź`
α“1
Ωh`,α
. (4.59)
Note that such Hamiltonian can be recast under the form (4.57) by setting
fjpIq “
ÿ
`Ppi´1pjq
c`p´iqp``q` 1nź`
α“1
ωk`,α
pź`
α“n``1
Ωk`,α
qź`
α“1
Ωh`,α
. (4.60)
Roughly speaking, the structure of the class can be explained as follows : Each time a
homological equation for Z4 or Z4 ` Z6 is solved, the term fjpIq is divided by ωj or Ωj so the
functionals are naturally under the previous form. The fact that we decompose into two parts
the contribution of Ωj in the denominator is explained by the 2r order condition (ii) just below.
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To ensure that the Hamiltonians QΓrcs are well defined and that their vectorfield can be
controlled in `1s, we impose several restrictions on the set Hr : Γ “ ppi, k,h, nq P Hr if the
following conditions are satisfied
(i) Reality. The functional is real, i.e. QΓrcspzq P R for real z. This condition is satisfied by
imposing for all ` P Z˚,
pi´` “ pi`, k` “ k´`, n´` “ n`, and h` “ h´`
after noticing that ωj “ ´ωj and Ωj “ ´Ωj . Note that this implies that p`, q` and m` are even
functions of `.
(ii) 2r order. The link between the terms of the class and the order 2r is given by the relation
@` P Z˚, r “ m` ´ p` ´ 2q`. (4.61)
This definition corresponds to the fact that while the numerator zpi` is of order ε
2m` and the
homogeneity of the non resonance condition of ωk`,α is ε
2, the homogeneity of the small de-
nominator Ωk can be of order ε2 or ε4 depending on the non resonance condition we use in
(4.47). The previous notation then specifies that Ωk`,α will be controlled by the non resonance
condition homogeneous to ε2 while the others, Ωh`,α , will be controlled by the non resonance
condition homogeneous to ε4.
(iii) Consistency. We assume that @` P Z˚, 0 ď n` ď p`.
(iv) Finite numerator and denominator degrees. We assume that
sup
`PN
m` ă 8, (4.62)
and
@ ` P Z˚, @α, 7k`,α ď m` and 7h`,α ď m`. (4.63)
(v) Finite multiplicity. We assume that supjPR Cardpi´1pjq ă 8. This condition ensures that
the number of terms defining fjpIq in (4.60) is finite.
(vi) Distribution of the derivatives. There exists a positive constant C ą 0 such that for all
` P Z˚, there exists ι : J1, 2p`KÑ J3, 2m`K, an injective function satisfying$’’&’’%
max
1ďαďp`
xµminpk`,αqy
xµι2α´1ppi`qy ď C and
max
1ďαďp`
xµminpk`,αqy
xµι2αppi`qy ď C.
(4.64)
This condition ensures that terms of the form xµminpk`,αqy´2s arising in the denominators when
using (4.44) or (4.45) can be compensated by modes in the numerators zpi` smaller than the
third largest. In other words, the first and second largest indices in pi`, µ1ppi`q and µ2ppi`q will
be free and not required to control the small denominators ωk`,α and Ωk`,β . This will ensure a
global control of the vector field associated with QΓrcs after truncation independently of s.
(vii) Global control of the structure. The following condition ensures that the structure has a
kind of memory of the zero-momentum condition.
sup
`PZ˚
max
1ďαďq`
xµminph`,αqy
xµ2ppi`qy ă 8. (4.65)
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For Γ “ ppi, k,h, nq PHr and c : Z˚ Ñ C, we define the weight of c relatively to Γ by
NΓpcq “ sup
`PZ˚
c`‰0
max
1ďαďp`
1ďβďq`
`xµ1pIrrppi`qy, xµ1pk`,αy, xµ1ph`,βy˘. (4.66)
Then we introduce the space
`8Γ pZ˚q “ tc P `8pZ˚q | @ ` P Z˚, c´` “ c` and NΓpcq ă 8u.
Note that the Hamiltonian defined by (4.59) is clearly an analytic function on an open subset
of `1s avoiding the zeros of the denominators. Further we note that NΓpcq is the maximal size of
indices we have at the denominator and thus the control that we will have on this denominator
when z belongs to the non resonant set (see Definition 4.4.2) will only depend on NΓpcq.
In order to stick as closely as possible to the rational Hamiltonians we are going to build in
the next sections, we introduce four subclasses of Hr denoted by Hr,ω,Hr,Ω,Hr˚,ω and Hr˚,Ω
respectively. This technical refinement, not really indispensable, will allow us to control m` (see
Remark 4.6.2) which in turn will allow us to obtain better constants in our Theorems 4. We first
give the four definitions and then comment on them.
‚ Γ “ ppi, k,h, nq PHr belongs toHr,ω if
@` P Z˚, n` “ p` and q` “ 0 and n` ď 2r ´ 6.
‚ Γ “ ppi, k,h, nq PHr belongs toHr˚,ω if
@` P Z˚, n` “ p` and q` “ 0 and n` ď 2pr ` 1q ´ 5.
‚ Γ “ ppi, k,h, nq PHr belongs toHr,Ω if
n` “ α1 ` α2 and p` “ n` ` α3 and q` “ α4 ` α5 (4.67)
where α P pNq5 satisfies
α1 ď 2r ´ 6 and α2 ` α3 ` α4 ď α5 and α5 ď r ´ 4. (4.68)
‚ Γ “ ppi, k,h, nq PHr belongs toHr˚,Ω if
n` “ α1 ` α2 and p` “ n` ` α3 and q` “ α4 ` α5 ` 1
where α P pNq5 satisfies
α1 ď 2pr ` 2q ´ 6 and α2 ` α3 ` α4 ď α5 and α5 ď pr ` 2q ´ 4. (4.69)
Some comments to clarify the meaning of these definitions :
‚ Hr,ω and Hr,Ω will be used to describe the Hamiltonians arising in our normal forms.
Hr˚,ω and Hr˚,Ω will be used to describe the Hamiltonians obtained after solving a Ho-
mological equation (see Lemmas 4.6.4 and 4.6.5), and thus, that govern our canonical
changes of variables.
4. Without tracking the form of our rational normal forms we will obtain in the right hand side of (4.14) 1´ εν for
some constant ν depending on r and s, instead of 1´ ε1{3.
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‚ Hr,ω Ă Hr,Ω by taking αi “ 0 for i “ 2, . . . , 5. Nevertheless we prefer to introduce the
class Hr,ω since it plays a special role in our construction. Actually in our second step
of normal form (see section 4.7.2) we only use the class Hr,ω while in the third step of
normal form (see section 4.7.3) we only use the classHr,Ω.
‚ the αi give some informations about the history that generated the term Γ : α1 counts
the number of homological equations we solved with Z4 in the second normal form
process (section 4.7.2) ; α2 increases when in a Poisson bracket, some ωkpIq is involved
(see (4.113)) in the third normal form process (section 4.7.3) ; α5 control the number of
homological equations we solved with Z4 ` Z6 in the third normal form process (section
4.7.3) ; α3 increases when in a Poisson bracket, some ΩkpIq is involved and we apply
the derivative on the part of ΩkpIq that comes from Z4 ; α4 increases when in a Poisson
bracket, some ΩkpIq is involved and we apply the derivative on the part of ΩkpIq that
comes from Z6.
‚ the precise numerology is dictated by the experience of calculating the first terms and
by the need for the overall structure to be stable by Poisson bracket (see Lemma 4.6.6
which underlies the whole construction).
We eventually define the set of functionals associated with a structure inHr,
Fr :“ tF “ QΓrcs, Γ PHr, c P `8Γ pZ˚qu.
Then, we define naturally its subsets Fr,ω,Fr,Ω,Fr˚,ω and Fr˚,Ω.
Remark 4.6.1. Note that all polynomials of the form (4.33) can be written under the form QΓrcs
for some Γ “ ppi, k,h, nq with k “ h “ H and the convention n “ 0. More precisely, if P is a
polynomial of order 2m, then it can be written under the previous form, with Γ PHm,ω ĂHm,Ω.
Remark 4.6.2. The uniform bound on the numerator in condition (4.62) can be specified on the
subclasses. More precisely, using (4.61) we deduce that if Γ “ ppi, k,h, nq belongs to Hr,Ω or
Hr˚´2,Ω and r ě 4 then
m` ď 7r ´ 22. (4.70)
Similarly, if Γ belongs toHr,ω orHr˚´1,ω and r ě 3 then
m` ď 3r ´ 6. (4.71)
4.6.2 Structural lemmas
In this section we verify that our class allows to define flows and that this class is stable by
resolution of homological equations and by Poisson bracket.
Control of the vector fields
First, we have to verify that the vector field associated with Hamiltonian belonging to the
class defined above are under control in `1s in such way it defines a regular flow. In other words
we would like to prove that such Hamiltonian are regular in the sense of Definition 4.3.2. Ac-
tually, we will control the vector field of Hamiltonian of the form QΓrcs for which NΓpcq ď N2 for
a given N , a property that is stable by Poisson bracket and solution of homological equation
according to Lemmas 4.6.4 and 4.6.6.
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Lemma 4.6.3. Let r ě 2, αr “ 24r, and s be given. For all Γ P Hr,ω,Hr˚,ω,Hr,Ω or Hr˚,Ω there
exists a constant C ą 0 such that for all ε, γ ă 1, all c P `8Γ pZ˚q and all N ě 1 such that
NΓpcq ď N2, then QΓrcs P C8pUNγ,ε,r,sq is a regular Hamiltonian in the sense of Definition 4.3.2
and for all z P Bsp0, 4εq X UNγ,ε,r,s
}XQΓrcspzq}s ď Cε2r´1}c}`8
ˆ
Nαr
γ
˙βr
. (4.72)
with
βr “
$&% 2r ´ 5 for Γ PHr,ω,2r ´ 2 for Γ PHr˚,ω, and βr “
$&% 4r ´ 13 for Γ PHr,Ω,4r ´ 5 for Γ PHr˚,Ω.
Proof. Let ρ “ sup`PNm`. We have seen in (4.70) and (4.71) that this quantity is bounded by
7r. The functional QΓrcs can be written under the form
QΓrcspzq “
ρÿ
m“1
ÿ
jPRm
fj,mpIqzj ,
where the coefficients fj,mpIq, which depend on Γ, are given by (4.60).
Let j0 P U2 ˆ Z be fixed, the component of the vector field pXQΓrcsqj0pzq is given by
pXQΓrcsqj0pzq “
B
Bzj0
QΓrcspzq “
ρÿ
m“1
ÿ
jPRm
fj,mpIq BBzj0
pzjq ` zj BBzj0
pfj,mpIqq (4.73)
Let us examine the contributions coming from the first type of terms in the right-hand side.
Let ` P pi´1pjq with m` “ m be given, and p`, q` and n` the integers associated with one
term in the decomposition (4.60). To control the denominators, as z P UNγ,ε,r,s we will use the
estimates (4.46) and (4.47). More precisely, as 7k`,α ď mα ď 7r (see (4.63)), we have
|ωk`,αpIq| ą γε2N´αrxµminpk`,αqy´2s
by definition of the weight and using the fact that xµ1pk`,αqy ď NΓpcq ď N2. Similarly, we will
use
|Ωk`,αpIq| ą γε2N´αrxµminpk`,αqy´2s
and
|Ωh`,αpIq| ą γε4N´αr .
After using these bounds, we can conclude that for z P UNγ,ε,r,s, there exists C depending only
on r and s such that
|fj,mpIq| ď C}c}`8
ÿ
`Ppi´1pjq
m`“m
Nαrpp``q`q
γp``q`ε2p``4q`
pź`
α“1
xµminpk`,αqy2s
ď C}c}
`8
ˆ
Nαr
γ
˙br
ε2r´2m
pź`
α“1
xµminpk`,αqy2s
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where we verify that br “ 2r´ 6 for Γ PHr,ω, and br “ 2r´ 3 forHr˚,ω, br “ 2r´ 14 for Γ PHr,Ω
and br “ 4r´ 6 for Γ PHr˚,Ω. Indeed, we used that in all those cases we always have p`` 2q` “
m` ´ r by using (4.61). In the other hand if Γ P Hr,ω or Hr˚,ω, we have q` “ 0 and p` ď 2r ´ 6
or 2r ´ 3 for Hr,ω and Hr˚,ω respectively. Hence the value of br in these both cases. Now if
Γ PHr,Ω, we have with the notations (4.68)-(4.69), p`` q` ď α1`α2`α3`α4`α5 ď α1` 2α5,
infering the value of br. The case or Γ PHr˚,Ω is treated similarly.
Up to a combinatorial factor, we can assume that j1 “ j0, and hence Bz
j0
pzjq “ zj2 ¨ ¨ ¨ zj2m ,
and moreover we can also assume that j2 is the largest index amongst pj2, . . . , j2mq. Hence
j2 “ µ1pjq or j2 “ µ2pjq depending if j1 “ µ1pjq or not. Furthermore using our Hypothesis (vi)
on the repartition of the derivatives (see (4.64)) we have
pź`
α“1
xµminpk`,αqy2s ď
mź
α“3
xµαpjqys. (4.74)
With these choices and this estimate, we get
ÿ
j0PU2ˆZ
xj0ys
ˇˇˇˇ
ˇ ÿ
jPRm
fj,mpIq BBzj0
pzjq
ˇˇˇˇ
ˇ
ď C}c}
`8
ˆ
Nαr
γ
˙br
ε2r´2m
ÿ
j“pj1,...j2mqPRm
mź
α“3
xµαpjqysxj1ys|zj2 ¨ ¨ ¨ zj2m |
ď C}c}
`8
ˆ
Nαr
γ
˙br
ε2r´2m
ÿ
j“pj1,...j2mqPRm
xj1ys|zj2 ||vj3 | ¨ ¨ ¨ |vj2m |
where vk “ xkyzk is in `1 and of norm smaller than ε by assumption. Since j P Rm it satisfies
the zero-momentum condition and thus xj1y ď p2m´1qxj2y . Hence the last sum is bounded byÿ
pj2,...j2mq
|vj2 ||vj3 | ¨ ¨ ¨ |vj2m | ď Cε2m´1.
By summing with respect to m, we get that the first contribution of the right-hand side of (4.73)
for the estimate of }XQΓrcspzq}s “
ř
jxjys|pXQΓrcsqjpzq| satisfies the bound (4.72).
Now we study the second contribution in the equation (4.73). To this aim, let us write
fj,mpIq “
ÿ
`Ppi´1pjq
m`“m
c`f
`
j,mpIq
where f `j,mpIq correspond to the decomposition (4.60). In view of the structure of f `j,mpIq, we
have
zj
B
Bzj0
pf `j,mpIqq “ ´zjzj0f `j,mpIq
˜
nÿ`
α“1
BIjωk`,α
ωk`,α
`
pÿ`
α“n``1
BIjΩk`,α
Ωk`,α
`
qÿ`
β“n1
BIjΩh`,β
Ωh`,β
¸
. (4.75)
Let us assume that j1 “ µ1pjq and j2 “ µ2pjq. We have with the previous notation and using
again (4.74)
xj0ys|zjzj0f `j,mpIq| ď C}c}`8
ˆ
Nαr
γ
˙br
ε2r´2m|zj1 ||zj2 ||vj ||vj3 | ¨ ¨ ¨ |vj2m |.
178
4.6. A class of rational Hamiltonians
Now as BIjωk`,α “ ˘1, we have by using (4.64) and the fact that n` ď m´ r,ˇˇˇˇ
ˇBIjωk`,αωk`,α
ˇˇˇˇ
ˇ ď Cγε2Nαrxµminpk`,αqy2s ď Cγε2Nαrxµ3pjqy2s,
and the contribution corresponding to this term in the expression
ÿ
j0
xj0ys
ˇˇˇˇ
ˇ ÿ
jPRm
zj
B
Bzj0
pfj,mpIqq
ˇˇˇˇ
ˇ ď Cÿ
j0
ÿ
`Ppi´1pjq
m`“m
xj0ys
ˇˇˇˇ
ˇzj BBzj0 pf `j,mpIqq
ˇˇˇˇ
ˇ
is thus bounded by
C}c}
`8
ˆ
Nαr
γ
˙br`1
ε2r´2m´2
ÿ
j0,j
xµ3pjqy2s|zj1 ||zj2 ||vj0 ||vj3 | ¨ ¨ ¨ |vj2m |
ď C}c}
`8
ˆ
Nαr
γ
˙br`1
ε2r´1,
as j1 and j2 are larger than the third largest index in j. By summing with respect to m, the
global contribution of these terms satisfies the estimate (4.72).
We obtain similar estimates for the terms in (4.75) associated with the part of Ωk`,α and
Ωh`,α coming from Z4. It remains to estimates the part coming from Z6 in (4.75). Typically a
term of the form
BIjΩk`,α
Ωk`,α
will yield a contribution of the form
ÿ
p
αp
Ip
Ωk`,β
where αp are uniformly bounded in p. The global contribution of these term, by estimating Ωk`,α
and Ωh`,β by γε4Nαr will be
C}c}
`8
ˆ
Nαr
γ
˙br`1
ε2r´2m´4
ÿ
j0,p,j
|zj1 ||zj2 ||vj0 ||vj3 | ¨ ¨ ¨ |vj2m ||zp|2 ď C}c}`8
ˆ
Nαr
γ
˙br`1
ε2r´1.
This shows the result with βr “ br ` 1.
Homological equations
In this section we will see that our class is particularly well adapted to the solution homo-
logical equations, the central step in the construction of normal forms. Actually, this class was
constructed precisely to be invariant by Poisson bracket and by solution of the homological
equation with Z4 or Z4 ` Z6.
We define the set Ar as the subset of elements Γ “ ppi, k,h, nq ofHr for which QΓrcs depends
only on the actions. This means that for all ` P Z˚, Irrppi`q “ H.
Then we define Rr the subset of elements Γ “ ppi, k,h, nq of Hr such that for all ` P Z˚,
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Irrppi`q ‰ H. Note that for all Γ P Hr there exists A P Ar and R P Rr such that for all c P `8Γ ,
c P `8A X `8R , and
QΓrcs “ QArcs `QRrcs. (4.76)
We also naturally define the corresponding subsets of Fr
FAr :“ tF “ QΓrcs, Γ P Ar, c P `8Γ pZ˚qu. (4.77)
the functionals of order r depending only on the actions, and
FRr :“ tF “ QΓrcs, Γ P Rr, c P `8Γ pZ˚qu. (4.78)
Naturally, we define Rr,ω,Rr,Ω,Rr˚,ω, Rr˚,Ω as the restrictions of Rr toHr,ω,Hr,Ω,Hr˚,ω,Hr˚,Ω.
With this formalism, the resolution of the homological equation is trivial, after noticing that
Z4 and Z6 commute with terms depending only of the actions and by using the relations (4.38).
Lemma 4.6.4. Let Γ “ ppi, k,h, nq P Rr,Ω. Defining Γ1 “ ppi, k,h1, nq PHr˚´2,Ω with
@` P Z˚, h1` “ ph`, Irrppi`qq,
Then for all c P `8Γ pZ˚q, Q1Γrcs is solution of the homological equation
tZ4 ` Z6, QΓ1rcsu “ QΓrcs, (4.79)
and we have
NΓ1pcq “ NΓpcq.
We will also need to solve a homological equation associated with Z4 :
Lemma 4.6.5. Let Γ “ ppi,H,H, 0q P R3,ω. Defining Γ1 “ ppi, k1,H, n1q PH2˚,ω with
@` P Z˚, k1` “ ppi`q and n1` “ 1,
Then for all c P `8Γ pZ˚q, Q1Γrcs is solution of the homological equation
tZ4, QΓ1rcsu “ QΓrcs,
and we have
NΓ1pcq “ NΓpcq.
Stability by Poisson bracket
Now comes the main technical result of this paper : the stability of our classes by Poisson
bracket.
Lemma 4.6.6. Let W P tω,Ωu, let Γ PHr˚,W and let Γ1 PHr1,W .
There exists Γ2 PHr2,W , where
r2 “ r ` r1 ´ 1
and there exists a bilinear continuous application
g : `8Γ pZ˚q ˆ `8Γ1pZ˚q Ñ `8Γ2pZ˚q
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such that for all c P `8Γ pZ˚q, c1 P `8Γ1pZ˚q
tQΓrcs, QΓ1rc1su “ QΓ2rgpc, c1qs
and
NΓ2pgpc, c1qq ď maxpNΓpcq,NΓ1pc1qq. (4.80)
Proof. We postpone the proof to appendix 4.9.2
4.7 Rational normal form
In this section we prove Theorem 4.2.1 for (NLS). As announced in section 4.2.2 this is
achieved in three steps : First we kill the non resonant monomials in the Hamiltonian P by
using Z2 as normal form (Section 4.7.1), then we kill the remaining non integrable terms (K6) of
order 6 by including the resonant part of order 4, namely Z4 (which is integrable), in the normal
form (Section 4.7.2), finally we kill all the non integrable terms up to order r by including the
integrable part of order 6, namely Z6, in the normal form (Section 4.7.3).
4.7.1 Resonant normal form
In this section we apply a Birkhoff normal form procedure to kill iteratively the non resonant
monomials up to order r of the Hamiltonian P .
Theorem 4.7.1. For all r ě 4 and s ě 0, there exists τ2 a C1 symplectomorphism in a neighbo-
rhood of the origin in `s1 close to the identity :
}τ2pzq ´ z}s ď C}z}
3
s
which puts H in normal form up to order 6 :
H ˝ τ2pzq “ Z2pIq ` Z4pIq ` Z6pIq `K6pzq `
rÿ
m“4
K2mpzq `Rpzq (4.81)
where for all m “ 4, . . . , r, K2m is a homogeneous resonant polynomial of order m
K2mpzq “ P rcpmqspzq “
ÿ
jPRm
c
pmq
j zj , with c
pmq P `8pRmq, (4.82)
and where K6pzq contains only irreducible monomials
K6pzq “
ÿ
jPR3XIrr
cjzj , with c P `8pR3q. (4.83)
Moreover, R is smooth in a neighborhood of the origin and satisfies
}XRpzq}s ď C}z}
2r`1
s
, (4.84)
for z small enough in `1s.
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Proof. The proof is standard (it first appears in [89]) except for the calculation of the resonant
terms of order six. For convenience of the reader we give the details.
We have H “ řaPZ a2ξaηa ` P where P is given by (4.28) and we write
P “
rÿ
m“1
P2m `R2r`2
where
P2m “ ϕ
pm´1qp0q
m!
1
2pi
ż
T
p
ÿ
aPZ
ξae
iaxqp
ÿ
bPZ
ηbe
´ibxqdx (4.85)
“ ϕ
pm´1qp0q
m!
ÿ
a1`¨¨¨`am“b1`¨¨¨bm
ξa1 ¨ ¨ ¨ ξamηb1 ¨ ¨ ¨ ηbm
“ m! ϕ
pm´1qp0q
p2mq!
ÿ
jPMm
zj
and R2r`2 is a remainder of order 2r ` 2 i.e. R2r`2 P Hsp`1sq and }XR2r`2pzq}s ď C}z}
2r`1
s
. We
note that the integrable Hamiltonian given by (4.17) reads
Z2 “
ÿ
aPZ
a2ξaηa ` P2.
First we kill the non resonant monomials of order 4 by a change of variables Ψ4. We search for
Ψ4 “ Φ1χ4 , the time one flow of χ4 of a polynomial Hamiltonian homogeneous of order 4 :
χ4 “
ÿ
jPM2
aj zj .
For any F P Hs, the Taylor expansion of F ˝ Φtχ between t “ 0 and t “ 1 gives
F ˝ Φ1χ “ F ` tF, χu ` 12
ż 1
0
p1´ tqttF, χu, χu ˝ Φtχdt.
Applying this formula to H “ Z2 ` P4 `R6 we get
H ˝Ψ4 “ Z2 ` pP ´ P2q ` tZ2, χu ` tpP ´ P2q, χu ` 12
ż 1
0
p1´ tqttH,χu, χu ˝ Φtχdt.
In this formule the homogeneous part of order 4 is P4 ` tZ2, χ4u. Then we set
χ4 :“ 112ϕ
1p0q
ÿ
jPM2zR2
1
i∆j
zj , Z4 “ 112ϕ
1p0q
ÿ
jPR2
zj .
We note that at this stage there are no small divisors problem since |∆j | ě 1 except when
j P R in which case ∆j “ 0. So χ4 and Z4 are well defined homogeneous polynomials of order
4 and, using (4.39) they solve the homological equation
Z4 “ P4 ` tZ2, χ4u. (4.86)
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Further H ˝Ψ4 “ Z2 ` Z4 `R6 with
R6 “ pP ´ P2 ´ P4q ` tP ´ P2, χ4u ` 12
ż 1
0
p1´ tqttH,χu, χu ˝ Φtχdt (4.87)
is a smooth Hamiltonian beginning at order 6 i.e. R6 “ 0pz6q.
We can iterate this procedure to kill successively the non resonant monomials of order 6, ¨ ¨ ¨ , 2r.
Then we get the existence of a symplectomorphism Ψ close to the identity and defined on a
neighborhood of the origin in `s1 such that
H ˝Ψ “ Z2 ` Z4 ` Z 16 `
rÿ
m“4
K2mpzq `Rpzq, (4.88)
where K2m are resonant polynomials of the form (4.82), R is a smooth remainder satisfying
(4.84) on a neighborhood of the origin and Z 16 is a resonant monomial of order 6. It remains to
compute Z4 and Z 16.
Concerning Z4 we have
Z4 “ 12ϕ
1p0q
ÿ
a1`a2“b1`b2
a21`a22“b21`b22
ξa1ξa2ηb1ηb2
but
a1 ` a2 “ b1 ` b2 and a21 ` a22 “ b21 ` b22
leads to
ta1, a2u “ tb1, b2u.
Therefore we get as anounced in (4.36)
Z4 “ Z4pIq “12ϕ
1p0q
ÿ
a,bPZ
IaIbp2´ δabq
“ϕ1p0qp
ÿ
aPZ
Iaq2 ´ 12ϕ
1p0q
ÿ
aPZ
I2a .
After the first two Birkhoff procedures we get 5 Z 16 “ Z6,1 ` Z6,2 where Z6,1 is the resonant part
of tP4, χ4u ` 12ttZ2, χ4u, χ4u and Z6,2 is the resonant part of P6.
Let us start with the latter, following (4.85) we have
Z6,2 “ ϕ
2p0q
6
ÿ
a1`a2`a3“b1`b2`b3
a21`a22`a23“b21`b22`b23
ξa1ξa2ξa3ηb1ηb2ηb3 .
If ta1, a2, a3u X tb1, b2, b3u ‰ H then, assuming for instance a3 “ b3, we get
pp1, a1q, p1, a2q, p´1, b1q, p´1, b2qq P R2
5. Recall that the Poisson bracket of a Polynomial of order m with a polynomial of order m is a polynomial of
order m` n´ 2.
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which leads as before to ta1, a2u “ tb1, b2u. So either
pp1, a1q, p1, a2q, p1, a3q, p´1, b1q, p´1, b2q, p1, b3qq P Irr or ta1, a2, a3u “ tb1, b2, b3u
, i.e.
Z6,2 “K 16pzq ` ϕ
2p0q
6
ÿ
ta1,a2,a3u“tb1,b2,b3u
ξa1ξa2ξa3ηb1ηb2ηb3
“K6pzq ` ϕ
2p0q
6
¨˚
˚˝ ÿ
a‰b, a‰c
b‰c
6IaIbIc `
ÿ
a‰b
9I2aIb `
ÿ
a
I3a
‹˛‹‚
“K 16pzq ` ϕ
2p0q
6
˜
6p
ÿ
aPZ
Iaq3 ´ 9p
ÿ
aPZ
I2aqp
ÿ
aPZ
Iaq ` 4
ÿ
aPZ
I3a
¸
(4.89)
where K 16 is of the form (4.83).
It remains to compute Z6,1. First we notice that using the homological equation (4.86) we get
tP4, χ4u ` 12ttZ2, χ4u, χ4u “ tP4, χ4u `
1
2tZ4 ´ P4, χ4u “ tZ4, χ4u `
1
2tQ4, χ4u
where Q4 denotes the non resonant part of P4 :
Q4 “ P4 ´ Z4 “ Z4 “ 112ϕ
1p0q
ÿ
jPM2zR2
zj .
We easily verify that the Poisson bracket of a resonant monomial with a non resonant monomial
cannot be resonant. Therefore Z6,1 is the resonant part of
1
2tQ4, χ4u “
ϕ1p0q2
288
$&% ÿ
jPM2zR2
zj ,
ÿ
kPM2zR2
1
i∆k
zk
,.- (4.90)
“ ϕ
1p0q2
8
$’’&’’%
ÿ
a1`a2“b1`b2
a21`a22‰b21`b22
ξa1ξa2ηb1ηb2 ,
ÿ
a1`a2“b1`b2
a21`a22‰b21`b22
ξa1ξa2ηb1ηb2
ipa21 ` a22 ´ b21 ´ b22q
,//.//- . (4.91)
Then we proceed as for Z6,2 to conclude that
Z6,1 “ K26 ` Z 16pIq
where K26 is of the form 6 (4.83) and Z6pIq is the part of 12tQ4, χ4u depending only on the
actions. So we can write
Z 16pIq “
ÿ
aPZ
αa I
3
a `
ÿ
a‰bPZ
βab I
2
aIb `
ÿ
a‰b, a‰c
b‰c
γabc IaIbIc
6. In fact a long but straightforward computation leads to K26 “ 0 which means that, up to order 6, the Birkhoff
normal form of the cubic NLS depends only on the actions. A sort of reminiscence of the complete integrability.
Nevertheless this result is not needed in this paper and the calculation is long...
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where the values of αa, βab, γabc are compute in Lemma 4.7.2 below.
Thus we get
Z6,1 “ K26 ´ 12ϕ
1p0q2
ÿ
a‰bPZ
1
pa´ bq2 I
2
aIb
and using (4.89)
Z 16pzq “ Z6,1 ` Z6,2 “ K6pzq ` Z6pIq
where K6 “ K 16 `K26 is of the form (4.83) and Z6 is given by (4.37) as expected.
Lemma 4.7.2. The coefficients of the term Z 16pIq satisfy
(i) αa “ 0 for all a P Z,
(i) γabc “ 0 for all a ‰ b, a ‰ b and b ‰ c P Z,
(i) βab “ ´ϕ1p0q22pa´bq2 for all a ‰ b P Z.
Proof. We use formulas (4.90) and (4.91) to identify the terms of 12tQ4, χ4u depending only on
actions.
(i) If I3a “ BzjBξb BzkBηb with zj a monomial from Q4 and zk a monomial from χ4 then necessarily
zj “ ξbξaη2a and zk “ ξ2aηaηb. But since j,k P M2 we get a “ b and thus j “ k is resonant
which is not possible.
(ii) Assume IaIbIc “ BzjBξd BzkBηd with j,k PM2zR2. We consider two different cases :‚ zj “ ξaξdηaηb and zk “ ξcξbηdηc. Since j P M2 we get b “ d which is incompatible with
j R R2. All similar cases obtained by permutation of a, b, c lead to the same incompatibility.
‚ zj “ ξaξdηcηb and zk “ ξcξbηdηa. Since j PM2 we get d “ c ` b ´ a and then we calculate
∆k “ ´2pa´ bqpa´ cq. By permutation we get up to an irrelevant constant c
cγabc “ 1pa´ bqpa´ cq `
1
pb´ aqpb´ cq `
1
pc´ aqpc´ bq “ 0.
(iii) Assume I2aIb “ BzjBξc BzkBηc with j,k PM2zR2. We consider different cases :
‚ zj “ ξaη2aξc and zk “ ξaξbηbηc. Since j PM2 we get a “ c which is incompatible with j R R2.
‚ zj “ ξbηaηbξc and zk “ ξ2aηaηc. We get again using the zero momentum condition that a “ c
which is incompatible with j R R2.
‚ zj “ ξbη2aξc and zk “ ξ2aηbηc. The zero momentum leads to c “ 2a´b and we get ∆k “ ´∆j “
2a2 ´ b2 ´ p2a´ bq2 “ ´2pa´ bq2. So j,k PM2zR2.
It remains to calculate the number of occurrences of this configuration in Dpzq : we can ex-
change a and b in zj and in zk and we can exchange j and k. So 8 occurrences in (4.91) and
thus
βab “ ϕ
1p0q2
8 8
1
´2pa´ bq2 “
´ϕ1p0q2
2pa´ bq2 .
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4.7.2 Elimination of the quintic term by the cubic
It’s mercy, compassion, and forgiveness I lack. Not rationality. Beatrix Kiddo in “Kill Bill :
Volume 1" (Q. Tarentino, 2003).
In this section we will truncate the new Hamiltonian H ˝ τ2 and eliminate the resonant term
K6 with the help of Z4. Moreover, we will show that the new Hamiltonian admits a development
with terms of the form QΓrcs with Γ in the classHr,ω.
Proposition 4.7.1. Let r ě 4 and s ě 0 be given. There exist N0, Γ2m P Hm,ω for 4 ď m ď r,
and a constant C , such that for all 0 ă ε ď 1, γ ą 0, N ě 1 with
Cε
3
2
ˆ
Nαr
γ
˙3
ă 1, (4.92)
there exist
‚ c8, . . . , c2r P `8Γ8 ˆ ¨ ¨ ¨ ˆ `8Γ2r
‚ τ4 : Bsp0, 2εq X UNγ{2,ε,r,s Ñ `1s a C1 injective symplectomorphism,
‚ Rhigh, Rord P C1pBsp0, 2εq X UNγ{2,ε,r,sq
such that
H ˝ τ2 ˝ τ4 “ Z2 ` Z4 ` Z6 `
rÿ
m“4
QΓ2mrc2ms `Rhigh `Rord, (4.93)
and we have the following bounds
‚ for all m “ 4 . . . r, NΓ2mpc2mq ď N2
‚ for all m “ 4 . . . r, }c2m}`8 ď Cr
‚ For all z P Bsp0, 2εq X UNγ{2,ε,r,s, we have
}XRhighpzq}`1s ď Cε5N´s and }XRordpzq}`1s ď Cε2r`1
ˆ
Nαr`1
γ
˙2r´3
‚ τ4 takes values in z P Bsp0, 3εq X UNγ{4,ε,r,s and satisfies the estimates
}τ4pzq ´ z}s ď Cε
3
2γN´αr . (4.94)
Proof. The proof is divided into two steps. First we introduce a cut-off in frequency allowing
to work only with rational functionals whose irreducible monomials have their largest index
bounded by N2. Then we will define the change of variable τ4 and express the Hamiltonian in
the new variable.
First step : Truncation. For all 4 ď m ď r, we decompose K2mpzq of (4.82) into KN2m ` RN2m,
with
KN2mpzq “
ÿ
jPRm
xµ3pjqyďνmN
bjzj , and RN2mpzq “
ÿ
jPRm
xµ3pjqyąνmN
bjzj ,
where νm will be constant that will be specified later. Let j0 P U2 ˆ Z be a given index. Up to a
combinatorial factor, we have
|XR2mpzqj0 | ď Cm
ÿ
j“pj1,...,j2mqPRm
j1“j0
|zj2 ¨ ¨ ¨ zj2m |.
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Let us assume that j2 is the highest index in the monomial in the right-hand side, and j3 the
second highest. We thus have at least xj3y ą νmN . By using the zero momentum condition, we
have
}XR2mpzq}s ď CN´s
ÿ
j2,...,j2m
xj2ys|zj2 |xj3ys||zj3 ¨ ¨ ¨ zj2m |
where the constant C depends on m and s. It is thus easy to verify that when }z}
s
ď ε, we have
}XR2mpzq}s ď Cε2m´1N´s.
If we define Rhigh “ řr´1m“3R2m, we easily verify that it satisfies the hypothesis of the Proposi-
tion.
Now let us consider KN2m. By Remark 4.6.1, there exists Λ2m PHm,ω and b2m : Z˚ Ñ C with
}b}
`8Λ2m
ď Cm and such that
KN2m “ QΛ2mrb2ms.
Let us prove that, up to a choice of νm, NΛ2mpb2mq ď N2,
For a given monomial j “ pj1, . . . , j2mq “ pi` up to a combinatorial factor, let us assume
that j1 and j2 correspond to the first and second largest indexes. We thus have xjpy ď νmN for
p “ 3, . . . , 2m. Let us denote by jp “ pδp, apq P U2 ˆ Z. We have by definition of Rm,
|δ1a1 ` δ2a2| ď p2m´ 2qνmN and |δ1a21 ` δ2a22| ď p2m´ 2qν2mN2. (4.95)
If δ1 and δ2 are of the same sign, this implies that |a1| and |a2| are smaller than p2m´2q1{2νmN ď
N2 for νm small enough. If δ1 and δ2 are opposite signs, then two cases can occur.
‚ a1 “ a2. In this case, j1 “ j¯2 and the product zj1zj2 “ Ia1 is an action. In this situation,
Irrpjq Ă pj3, ¨ ¨ ¨ , j2mq and hence xµ1pIrrpjqqy ď xj3y ď N ď N2.
‚ a1 “ ´a2. In this case, the first equation in (4.95) yields if a1 ´ a2 ‰ 0, then we have
|2a1| ď p2m´ 2qνmN
showing that xj1y ď N2 for νm small enough. As necessarily, j1 “ µ1pIrrpjqq we conclude
that NΛ2mpb2mq ď N2.
‚ In any other situation, we have
|a1 ` a2||a1 ´ a2| ď p2m´ 2qν2mN2
with |a1 ` a2| and |a1 ´ a2| ě 1. This shows that |a1 ˘ a2| ď p2m ´ 2qν2mN2 and hence
xj1y and xj2y smaller than N2, for a good choice of νm. We conclude as in the previous
case that NΛ2mpb2mq ď N2.
Second step : Construction of τ4. As we have seen, KN6 can be written under the form
QrΛ6srb6s for some Λ6 P H3,ω and weight NrΛ6spb6q ď N2. Furthermore by Theorem 4.7.1,
K6 contains only irreducible monomials so Λ6 P R3,ω. By using Lemma 4.6.5, there exists
Λ16 PH2˚,ω such that χ :“ QΛ16rb6s is solution of the homological equation
tZ4, χu “
!
Z4, QΛ16rb3s
)
“ QΛ6rb3s “ KN6 .
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Moreover, NΛ16pb6q “ NΛ6pb6q ď N2. Hence by using (4.72), we immediately obtain the estimate
}Xχpzq}s ď Cε3
ˆ
Nαr
γ
˙2
(4.96)
for z P Bsp0, 2εq X Uγ{2,ε,r,s.
We then define τ4 “ Φ1χ the flow at time 1 associated with the Hamiltonian χ. Now let
z P Bsp0, εq X UNγ,ε,r,s. We have to prove that the flow at time 1 of the Hamiltonian χ4 remain in
the set Bsp0, 3εq X UNγ{4,ε,r,s. To prove this result, we use a bootstrap argument. Let us assume
that this is the case.
By using (4.96), we easily obtain that
}Φ1χpzq ´ z}s ď Cε3
ˆ
Nαr
γ
˙2
ď ε3{2
ˆ
Nαr
γ
˙´1
,
for some constant C that we choose to be the one of assumption (4.92) . So we have in parti-
cular Cε3
´
Nαr
γ
¯2 ď ε 32 , and hence }τ4pzq}s ď 3ε provided ε ă 1. Moreover, using Proposition
4.4.3, with z1 “ τ4pzq and γ1 “ γ{2, we have
}z ´ τ4pzq}s ď
1
2cεN
´αrγ
where c is the constant of Proposition 4.4.3. As a consequence we have τ4pzq P UNε,γ{2,r,s which
concludes the bootstarp argument. Estimate (4.94) then easily follows. Note that τ4 is injective
by definition of the flow.
Now we apply τ4 to (4.81), taking into account,
ř
m“3Kr2m “
řr
m“3KN2m `Rhigh, we get
H ˝ τ2 ˝ τ4pzq “
`
Z2 ` Z4pIq ` Z6 `KN6 `
rÿ
m“4
KN2m `Rhigh `R
˘ ˝ τ4. (4.97)
First we notice that Z2 ˝ τ4 “ Z2. Indeed, χ4 “ řjPR3 fjpIqzj , and j is a resonant monomial inR3 thus we have tZ2pIq, zju “ ∆jzj “ 0 as well as tZ2pIq, fjpIqu “ 0. Hence tZ2, χ4u “ 0.
On the other hand we have, using the notation adχG “ tG,χu,
Z4pIq ˝ τ4 “ Z4 ` tZ4, χu `
Mÿ
α“2
1
α!ad
α
χZ4 `
ż 1
0
pt´ sqM`1
pMq! ad
M
χ Z4 ˝ Φsχpzqds,
and a similar formula for all the terms of (4.97), in particular
KN2m ˝ τ4 “ KN2m `
Mÿ
α“1
1
α!ad
α
χK
N
2m `
ż 1
0
pt´ sqM`1
pMq! ad
M
χ K
N
2m ˝ Φsχpzqds. (4.98)
Note that by definition of χ, the term tZ4, χu and KN6 cancel. The first three terms in the asymp-
totics are thus Z2 ` Z4 ` Z6. Now let us look at the other terms generated. As χ :“ QΛ16rb3s
with Λ16 P H2˚,ω, and as Z4pIq P H2,ω, Lemma 4.6.6 shows that adαχZ4 P F2`α,ω. Similarly, we
have adαχKN2m P Fm`α,ω By collecting the elements of same degree, we obtain the claimed
decomposition (4.93) where Rord is a sum of terms of order greater than 2r ` 2 and where by
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a slight abuse of notation we still denote by Rhigh its composition by τ4 (which is closed to the
identity).
The estimates on the remainder are then consequences of the previous estimates on τ4, upon
using the condition (4.92).
Remark 4.7.3. We have for z P Bsp0, 2εq X UNγ{2,ε,r,s
}z ´ τ2 ˝ τ4pzq}s ď }z ´ τ2pzq}s ` }τ2pzq ´ τ2 ˝ τ4pzq}s
ď Cε3 ` C}z ´ τ4pzq}s ď Cε3
ˆ
Nαr
γ
˙2
as τ2 is C1 in a neighborhood of the origin and up to some change of constant C. Hence by the
same argument as in the proof, we have that the application τ2 ˝ τ4 maps Bsp0, 2εq X UNγ{2,ε,r,s
into Bsp0, 4εq X UNγ{4,ε,r,s.
4.7.3 Quintic normal form
You and I have unfinished business. Beatrix Kiddo in "Kill Bill : Volume 2" (Q. Tarentino,
2004).
Recall that FAr,Ω is the set of rational functions that depend only on the actions and can be
written QΓ with Γ P Ar,Ω. By solving iteratively homological equations with the normal form term
Z4 ` Z6, we obtain the following proposition :
Proposition 4.7.2. Let r ě 4 be given. For all s ě 0, there exist A2m P Am,Ω, for 4 ď m ď r,
and a constant C ą 0, such that for all 0 ă ε ă 1, γ ą 0, N ě 1 satisfying
Cε
3
2
ˆ
Nαr
γ
˙3
ă 1, (4.99)
there exist
‚ e8, . . . , e2r P `8A8 ˆ ¨ ¨ ¨ ˆ `8A2r
‚ τ6 : Bsp0, 32εq X UNγ,ε,r,s Ñ `1s a C1 injective symplectomorphism,
‚ Rhigh, Rord P C1pBsp0, 32εq X UNγ,ε,r,sq
such that
H ˝ τ2 ˝ τ4 ˝ τ6 “ Z2 ` Z4 ` Z6 `
rÿ
m“4
Z2m `Rhigh `Rord, (4.100)
where Z2m “ QA2mre2ms P FAm,Ω depends only on the actions. Furthermore we have the follo-
wing bounds
‚ for all m “ 4 . . . r, NΓ2mpe2mq ď N2
‚ for all m “ 4 . . . r, }c2m}`8 ď Cr
‚ For all z P Bsp0, 32εq X UNγ,ε,r,s, we have
}XRhighpzq}`1s ď Cε5N´s and }XRordpzq}`1s ď Cε2r`1
ˆ
Nαr`1
γ
˙4r´9
(4.101)
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‚ τ6 takes values in z P Bsp0, 2εq X UNγ{2,ε,r,s and satisfies the estimates
}τ6pzq ´ z}s ď Cε
3
2γN´αr . (4.102)
Proof. We construct τ6 by induction. Note that in the Hamiltonian (4.93), the terms are in
Fm,ω Ă Fm,Ω. Starting with this Hamiltonian, we define A8 and R8 according to the decompo-
sition (see (4.76))
QΓ8rc8s “ QA8rc8s `QR8rc8s,
where R8 P R4,Ω. Then Lemma 4.6.4 gives us Λ8 P R2˚,Ω such that
tZ4 ` Z6, QΛ8rc8su “ R8rc8s,
We define e8 “ c8, and we easily verity that A8 and e8 satisfy the hypothesis of the proposition.
Setting χ8 “ QΛ8rc8s, and using (4.72), the application Φ1χ8 satisfies an estimate under the form
}Φ1χ8pzq ´ z}`1s ď Cε
2p´1
´Nαr
γ
¯4p´5
with p “ 8.
Thus using (4.99) we conclude
}Φ1χ8pzq ´ z}`1s ď Cε
3
2γN´αr .
As in the previous Proposition, we verify by using Proposition 4.4.3 that if z P Bsp0, 32εqXUNγ,ε,r,s,
then Φsχ8pzq P Bsp0, 2εq X UNγ1,ε,r,s for all s P p0, 1q where we take γ1 “ γ2 p2´ 1r q.
By using formulas similar to (4.98) and shrinking γ1 up to γ{2, we see that
H ˝ τ2 ˝ τ4 ˝ Φ1χ8 “ Z2 ` Z4 ` Z6 ` Z8 `
rÿ
m“5
QΓ12mrc1ms `Rhigh `Rord,
where Γ12m, c12m, Rhigh and Rord satisfy the condition of the Theorem.
By induction, for a given p, let us assume that the Hamiltonian is put on normal form up to order
2p,
p´1ÿ
m“2
Z2m `
r´1ÿ
m“p
K2m `Rhigh `Rord,
with remainder terms Rhigh, Rord satisfying (4.101), Z2m P FAm,Ω and K2m P FRm,Ω. Let us
decompose K2p “ Z2p ` R2p where Z2m P FAp,Ω and R2p P FRp,Ω. Then to eliminate R2p we
construct χ2p P Hp˚´2,Ω by solving the homological equation of Lemma (4.6.4). We have χ2p “
QΛ2prc2ps with Λ2p P Rp,Ω and by Lemma 4.6.3 and under the assumption (4.92)
}Φ1χ2ppzq ´ z}`1s ď Cε
2p´1
´Nαr
γ
¯4p´5 ď Cε 32γN´αr .
We then easily verify that the transformation τ6 “ Φ1χ8 ˝ ¨ ¨ ¨ ˝Φ1χ2r satisfies the conditions of the
Theorem.
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4.7.4 Proof of the rational normal form Theorem
Proof of Theorem 4.2.1. To prove Theorem 4.2.1 it suffices to apply Proposition 4.7.2 at order
r1 “ 6r and to choose
αr1 “ 24r1, Nε “ ε´ 2r´2s , γε “ ε 13` 112 , s ě s0prq “ 48ˆ 24ˆ 6p2r ´ 2q. (4.103)
With this choice of N “ Nε, we have
ε5N´sε “ ε2r`3 and ε2r1`1
ˆ
Nαr1`1
γ
˙4r1´9
ď ε2r`3
so that the estimate (4.10) is satisfied for R “ Rhigh ` Rord in (4.101) for ε small enough (we
reach the order 2r ` 3 instead of 2r ` 1 to normalize the constant to 1).
Now condition (4.99) can be written
ε
1
2´ 13´ 112´24r1 2r´2s ď C´ 13 .
Choosing ε ă ε0pr, sq “ C´16{3 and using the definition of s0, this condition is satisfied :
ε
1
2´ 13´ 112´24r1 2r´2s ď ε 348 ď C´ 13 .
With these choices, Theorem 4.2.1 holds true with
Cε,r,s “ UNεγε,ε,r1,s XBsp0, 32εq, τ “ τ2 ˝ τ4 ˝ τ6, and Oε,r,s “ τpCε,r,sq, (4.104)
as τ is injective on Cε,r,s. Moreover, by Remark (4.7.3) and the previous estimates, we have
Oε,r,s Ă UNεγε{4,ε,r1,s XBsp0, 4εq, and
}τpzq ´ z}
s
ď Cε 32γN´α1r ď ε 32 . (4.105)
4.8 Dynamical consequences and probability estimates
We are now in position to prove Corollary 4.2.2 and Theorem (4.2.3). First, we define the
sets
Vε,r,s “ UNε4γε,ε,r1,s XBsp0, 12εq Ă Oε,r,s and Wε,r,s “ τ´1pVε,r,sq Ă Cε,r,s,
where as previously r1 “ 6r. With this definition, Estimate (4.14) is a consequence of Proposi-
tion 4.5.1 and Proposition (4.4.1). Note that the condition required in this proposition is ensured
(with γ1 “ γ{2 “ 4γε) under the condition (4.99). Note moreover that we use the term ε 112 in the
definition of γ to fix the constant to 1 in the final probability estimate and obtain ε 13 .
Similarly, (4.15) is obtained from Corollary (4.5.1) with ν “ ε 16 . This proves Theorem (4.2.3).
To prove the dynamical consequences, we note that the open set Wε,r,s contains the initial
value in the new variable. Let z P Vε and z1 “ τ´1pzq P Wε,r,s. By using (4.105) we have
}z1 ´ z}
s
“ }z1 ´ τpz1q}
s
ď Cε 32γN´αr . Hence by using Proposition 4.4.3, we deduce that
Wε,r,s Ă UNε2γε,ε,r1,s XBsp0, εq.
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The goal of the analysis is thus to prove that the dynamics starting in UNε2γε,ε,r1,sXBsp0, εq remains
in the set Cε,r,s “ UNεγε,ε,r1,sXBsp0, 32εq for a time T ď ε´2r`1. To prove this, we first recall a small
lemma proved in [64] :
Lemma 4.8.1. let f : R Ñ R` a continuous function, and y : R Ñ R` a differentiable function
satisfying the inequality
@ t P R, ddtyptq ď 2fptq
a
yptq.
Then we have the estimate
@ t P R, ayptq ďayp0q ` ż t
0
fpsq ds.
Proof of Corollary 4.2.2. We use a bootstrap argument. Let us fix r ě 2, s ě s0prq and ε ă
ε0pr, sq as in Theorem 4.2.1. Let Up0q “ puap0qqaPZ P Vε,r,s and V p0q “ τ´1pUp0qq “ pvap0qqaPZ P
Wε,r,s. By definition, we have
V p0q PWε,r,s Ă UNε2γε,ε,r1,s XBsp0, εq
and let
T “ suptt ą 0 | V pt1q P Cε,r,s for all 0 ď t1 ă tu.
Note that for t ă T , we have Uptq “ τpV ptqq P Oε,r,s which coincides with the solution go-
verned by the Hamiltonian HNLS by uniqueness of the solution. We are going to prove that if
t ď minpT, ε´2r`1q then V ptq P UNεγε,ε,r1,s X Bsp0, 32εq “ Cε,r,s and then conclude to T ě ε´2r by
a continuity argument. To prove this we have, in view of (4.104), to control the small divisors
(4.46) and (4.47) and the norm }V ptq}
s
.
Let Japtq “ |vaptq|2 denote the actions of V ptq. For t ă T we can use Theorem 4.2.1 to
conclude that ˇˇ d
dtJaptq
ˇˇ ď pJaptqq1{2 ˆˇˇˇˇ BRBξa pV ptqq
ˇˇˇˇ
`
ˇˇˇˇ BR
Bξa pV ptqq
ˇˇˇˇ˙
(4.106)
ď pJaptqq1{2}XRpV ptqq}s xay´s ď Cε2r`2xay´2s. (4.107)
Therefore for t ă T , we have
|Japtq ´ Jap0q| ď CTε2r`2xay´2s @a P Z. (4.108)
Together with Proposition 4.4.2, this equation shows that for T ď ε´2r`1 and under the condition
(4.99) fulfilled by Nε and γε, we have V ptq P UNεγε,ε,r1,s.
To control the norm of V ptq, we note that since }V ptq}
s
“ řaPZxays|vaptq| “ řaPZxays|Japtq|1{2
we get using (4.106) and Lemma 4.8.1
}V ptq}
s
ď }V p0q}
s
`
ż t
0
}XRpV psqq}sds ď }V p0q}s ` tε2r`1.
Using (4.9) we get for t ď minpT, ε´2r`1q and ε small enough
}V ptq}
s
ď }V p0q}
s
` tε2r`1 ď ε` ε2 ď 32ε, (4.109)
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hence V ptq P Cε,r,s for T ď ε´2r`1. This shows in particular that Uptq P Oε,r,s on this time horizon
and conclude our bootstrap argument.
Finally it remains to prove (4.11). Let Iaptq “ |uaptq|, by (4.9) we get that |Japtq ´ Iaptq| ď
Cε
5
2` 124 xay´2s. We then deduce that for t ď minpT, ε´2r`2q
|Iaptq ´ Iap0q| ď |Iaptq ´ Japtq| ` |I˜aptq ´ Jap0q| ` |Jap0q ´ Iap0q|
ď 2ε 52 xay´2s ` Tε2r`2xay´2s ď 3ε 52 xay´2s, (4.110)
which shows (4.11) and conclude the proof of the Corollary.
4.9 Appendix
4.9.1 The case of (NLSP)
As explain in section 4.2.2, the main difference between (NLS) and (NLSP) appears when
we calculate Z4. Indeed, the resonant normal form procedure used in section 4.7.1 leads, in
the (NLSP) case, to the following formula (see (4.19) with Vˆa “ a2, a ‰ 0 and Vˆ0 “ 0)
Z4 “ ϕ1p0q
ÿ
a‰bPZ
1
pa´ bq2 IaIb.
Thus the frequencies associated with this integrable Hamiltonian are
λapIq “ BZ4BIa “ 2ϕ
1p0q
ÿ
b‰aPZ
1
pa´ bq2 Ib.
For these frequencies we obtain a much better control of the small denominators that the one
obtained for (NLS), in particular, contrary to the (NLS) case (see (4.21)), the loss of derivative
is independent of s.
For j “ pj1, . . . , j2mq P U2 ˆ Z, if jα “ pδα, aαq for α “ 1, . . . , 2m, the small denominators in the
(NLSP) case are given by
ωjpIq “
2mÿ
α“1
δα
BZ4
BIaα pIq “ 2ϕ
1p0q
2mÿ
α“1
δα
ÿ
b‰aαPZ
1
paα ´ bq2 Ib.
Let us remark that ωjpIq has the same structure of the small denominator associated with Z6
used to obtain non resonance estimates, except that I2b is replaced by Ib as it can be easily
seen by comparing the previous formula with (4.54). By proceeding as in Section 4.5, with the
crucial use of Lemma 4.5.7, we obtain the following result whose proof whose proof is left to
the reader.
Lemma 4.9.1. Assume that Ia, a P Z are independent random variable with Ia uniformly distri-
buted in p0, xay´2s´4q, then there exists a constant c ą 0 such that for all γ P p0, 1q we have
P
˜
@k P Irr, 7k ď 2r ñ |ωkpIq| ě γ
˜ 7kź
α“1
xkαy´4
¸¸
ě 1´ cγ.
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The major difference with the (NLS) case is that now the small denominator do not depend
on s (compare with Lemma 4.5.6). Hence, the construction can be performed without having
to distribute the derivative and we can apply a normal form procedure using only Z4 (and not
Z4 ` Z6 as in the (NLS) case).
Following the general strategy, for ε, γ ą 0, r ě 1, N ě 1 and s ě 0, we say that z P `1s
belongs to the non resonant set Uγ,ε,r,s, if for all k P Irr of length 7k ď 2r we have
|ωkpIq| ą γε2
˜ 7kź
α“1
xkαy´4
¸
;
and the that z P `1s belongs to the truncated non resonant set UNγ,ε,r,s, if for all k P Irr of length
7k ď 2r such that xµ1pkqy ď N2, we have
|ωkpIq| ą γε2N´16r. (4.111)
An adapted Proposition 4.4.1 remains valid, namely : for N large enough depending on ε
and on γ1 ă γ we have Uγ,ε,r,s Ă UNε,γ1,r,s. Moreover, by using the previous Lemma, if z P `1s
depends on random actions Ia independent and uniformly distributed in p0, xay´2s´4q, there
exists a constant c ą 0 such that for all γ P p0, 1q we have
P p@ε ą 0, εz P Uγ,ε,r,sq ě 1´ cγ. (4.112)
Note that the difference with Proposition 4.5.1 is that for one choice of non resonant actions,
the non resonance condition holds for all ε. In other words, the phenomenon of resonances
between ε and I cannot occur in the (NLSP) case.
The class of rational Hamiltonians we need is also simpler : we only need to consider Hω
andHω˚ defined in Section (4.6), i.e. functionals of the form
QΓrcspzq “
ÿ
`PZ˚
c`p´1qn` zpi`pź`
α“1
ωk`,α
.
with the same condition as in the (NLS) case, but without the restrictive condition (vi) on the
distribution of derivatives, making the proof of the Poisson bracket estimate considerably much
simpler, as can be seen in the next Appendix.
By using the estimate (4.111), we can prove an equivalent of Lemma (4.6.3) for this class
of functional (with αr “ 16r) and the steps of the rational normal form construction can be then
followed as in Section 4.7 under the same condition (4.99). The optimization process in N and
γ can then be done in the same way.
In the end, the probability estimate (4.112) gives Theorem (4.2.4).
4.9.2 Proof of Lemma 4.6.6
This section is devoted to the proof of Lemma 4.6.6. As in the statement of the Lemma, let
W “ ω or W “ Ω and let Γ “ ppi, k,h, nq PHr˚,W and Γ “ ppi1, k1,h1, n1q PHr1,W .
To compute the poisson bracket between QΓrcs and QΓ1rc1s, we only need to calculate the
poisson brackets of the summands (see the expression (4.59)). Applying the Leibniz’s rule we
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see that, up to combinatorial factors and finite linear combinations depending on r, four kind of
terms appear depending on which part of the Hamiltonians the Poisson bracket applies to :
Type I. The first type of terms we consider are those where the derivatives apply only on the
numerators. They are of the form
c`c`1p´iqp``q``p`1`q`1
nź`
α“1
ωk`,α
pź`
α“n``1
Ωk`,α
qź`
α“1
Ωh`,α
n`1ź
α“1
ωk1
`1,α
p`1ź
α“n`1`1
Ωk1
`1,α
q`1ź
α“1
Ωh`1,α
tzpi` , zpi1
`1
u
for some ` and `1 in Z˚. Let us set j “ pi` and j1 “ pi 1` 1 , i.e. zpi` “ zj1 ¨ ¨ ¨ zj2m and zpi1
`1
“
zj11 ¨ ¨ ¨ zj12m1 . The product tzpi` , zpi`1 u is a linear combination of terms of the form zj2 with j
2 P
Rm``m`1´1 .
Up to a combinatorial factor, linear combinations and renumbering to define the application
pi2, we can concentrate on terms zj2 with j2 “ pi2`2 of the form
zj2 ¨ ¨ ¨ zj2mzj12 ¨ ¨ ¨ zj12m1 ,
provided j¯1 “ j11. Clearly, the produced term is of the good form with r2 “ r ` r1 ´ 1, n`1 “
n` ` n1` , q`1 “ q` ` q`1 and p`2 “ p` ` p`1 . In particular the reality condition is easily verified by
considering the terms corresponding to´` and´`1 and imposing pi2`2 “ pi2´ `2 , and the conditions
piq ´ pvq of the definition of the class are trivially satisfied. We can also verify that these terms
fulfill the conditions defining the subclass Hr2,W . Indeed, in the case when W “ ω, we have
q`2 “ q` ` q`1 “ 0 and n`2 “ n` ` n`1 ď 2pr ` 1q ´ 5 ` 2r1 ´ 6 “ 2pr ` r1q ´ 9 ď 2r2 ´ 7. In the
case W “ Ω, we can set α2i “ αi ` α1i for i “ 1, . . . , 4 and α25 “ α5 ` α15 ` 1, and we can easily
check that the relations (4.67) are satisfied for Γ2. Moreover, using (4.68) and (4.69), we check
that α25 “ α5 ` α15 ` 1 ď pr` 2q ´ 4` r1 ´ 4` 1 ď r2 ´ 4, and similarly that the three conditions
in (4.68) are satisfied.
It remains to prove the conditions pviq and pviiq that are the most delicate. We analyze
different cases according to which are the largest indices among j, j1 and j2. The three main
case are xj1y ď xµ3pjqy, j1 “ µ2pjq and j1 “ µ1pjq, and by symmetry, we are left to the following
cases to be studied :
xj1y ď xµ3pjqy
xj11y ď xµ3pj1qy µ1pj
2q “ µ1pjq µ2pj2q “ µ1pj1q 3.3.a
µ1pj2q “ µ1pjq µ2pj2q “ µ2pjq 3.3.b
j11 “ µ2pj1q
µ1pj2q “ µ1pj1q µ2pj2q “ µ1pjq 3.2.a
µ1pj2q “ µ1pjq µ2pj2q “ µ2pjq 3.2.b
µ1pj2q “ µ1pjq µ2pj2q “ µ1pj1q 3.2.c
j11 “ µ1pj1q µ1pj2q “ µ1pjq µ2pj2q “ µ2pjq 3.1
j1 “ µ2pjq j
1
1 “ µ2pj1q µ1pj2q “ µ1pjq µ2pj2q “ µ1pj1q 2.2
j11 “ µ1pj1q µ1pj
2q “ µ1pjq µ2pj2q “ µ3pjq 2.1.a
µ1pj2q “ µ1pjq µ2pj2q “ µ2pj1q 2.1.b
j1 “ µ1pjq j11 “ µ1pj1q µ1pj
2q “ µ2pjq µ2pj2q “ µ2pj1q 1.1.a
µ1pj2q “ µ2pjq µ2pj2q “ µ3pjq 1.1.b
These cases are summarized in Figure 4.1 where we try to visualize the different configu-
rations.
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FIGURE 4.1 – Possible configurations arising from the calculation of tzj , zj1u.
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Cases 3.3. In these cases, we have xj1y ď xµ3pjqy and xj11y ď xµ3pj1qy and pviiq is automatically
satisfied as µ2pj2q is always greater than µ2pjq and µ2pj1q.
To prove pviq, we must contruct a fontion ι2 that distributes the derivatives in j2 from the
functions ι and ι1 distributing the derivatives in j and j1. Note that by induction hypothesis and
the definition of the condition (4.64), the modes µ1pjq, µ2pjq, µ1pj1q and µ2pj1q are free in the
sense that 1 and 2 are not in the image of ι and ι1.
We see that we can build ι2 from ι and ι1 easily if j1 or j11 do not correspond to some µιαpjq
or µι1αpj1q, as j1 and j11 do not appear in j2. We thus see that the issue is to control xj1y “ xj11y
by two free modes and by letting the two highest modes µ1pj2q and µ2pj2q free. Indeed, in
such a case, up to a reconfiguration of ι2, the relation (4.64) will hold again for j2, by using the
induction hypothesis on j and j1. By symmetry, we thus are led to distinguish two cases :
Case 3.3.a. µ1pj2q “ µ1pjq and µ2pj2q “ µ1pj1q. In this case, xj1y ď xµ2pjqy, xj11y ď xµ2pj1qy
and we can distribute the derivative to the free modes µ2pjq and µ2pj1q by letting the two highest
modes of j2 free.
Case 3.3.b. µ1pj2q “ µ1pjq and µ2pj2q “ µ2pjq. In this case, we use the fact that xj1y “ xj11y to
control xj1y by xµ2pj1qy and xj11y by xµ1pj1qy which are modes always smaller that xµ3pj2qy.
Cases 3.2. xj1y ď xµ3pjqy and j11 “ µ2pj1q. The main difference with the previous case is
that condition (vii) is not automatically satisfied. To prove it, we need a control of xµ2pjqy and
xµ2pj1qy by xµ2pj2qy. But on the other hand, we only need to control xj1y by one mode, as j11
was not used in the distribution of the derivative (condition (4.64)) for j1. As necessarily the first
to highest modes of j2 are in the set tµ1pjq, µ2pjq, µ1pj1qu we are thus led to the following three
cases :
Case 3.2.a. µ1pj2q “ µ1pj1q and µ2pj2q “ µ1pjq. In this situation, we can easily control xj1y by
xµ2pjqy which is free, and fulfill condition (vi). Moreover, we have xµ2pjqy ď xµ1pjqy “ xµ2pj2qy
and xµ2pj1qy “ xj1y ď xµ2pjqy and hence condition (4.65) for j2 is inherited from condition (vii)
for j and j1.
Case 3.2.b. µ1pj2q “ µ1pjq and µ2pj2q “ µ2pjq. Here, we can control xj1y “ xµ2pj1qy by xµ1pj1qy
which is free and smaller than µ2pj2q which shows pviq. Moreover, in this situation, we have
µ2pjq “ µ2pj2q and xµ2pj1qy “ xj1y ď xµ2pjqy “ xµ2pj2qy so that pviiq holds true for j2.
Case 3.2.c. µ1pj2q “ µ1pjq and µ2pj2q “ µ1pjq. In this situation pviq can be easily shown as
xj1y ď xµ2pjqy which free and smaller than xµ2pj2qy. To prove pviiq, we notice that µ2pjq “
µ2pj2q and xµ2pj1qy “ xj1y ď xµ2pjqy.
Case 3.1. xj1y ď xµ3pjqy and j11 “ µ1pj1q. In this situation we have µ1pj2q “ µ1pjq and µ2pj2q “
µ2pjq. As in the previous case, we only have to distribute derivative in one free mode, i.e. control
xj1y by xµ2pj1qy. This is done by using the zero momentum condition : we have xj1y “ xµ1pj1qy ď
Cr1xµ2pj1qy where Cr1 depends only on r1. This shows pviq and pviiq is proved by noticing that
µ2pjq “ µ2pj2q and xµ2pj1qy ď xµ1pj1qy “ xj1y ď xµ2pjqy.
Case 2.2. j1 “ µ2pjq and j11 “ µ2pj1q and by symmetry we can assume µ1pj2q “ µ1pjq and
µ2pj2q “ µ1pj1q. In this case, pviq for j2 is directly inherited from the condition for j and j1 as j1
and j11 were not involved in them. To prove pviiq, we notice that xµ2pjqy “ xµ2pj1qy ď xµ1pj1qy “
xµ2pj2qy.
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Cases 2.1. j1 “ µ2pjq and j11 “ µ1pj1q. In this necessarily, we have µ1pj2q “ µ1pjq. As in the
previous case, pviq is easily obtained. To prove pviiq we have to distinguish two cases :
Case 2.1.a. µ2pj2q “ µ3pjq, which means in particular that xµ2pj1qy ď xµ3pjqy “ xµ2pj2qy.
Moreover, by using the zero-momentum condition, we have xµ2pjqy “ xµ1pj1q ď Cr1xµ2pj1qy ď
Cr1xµ2pj2qy and this shows the result.
Case 2.1.a. µ2pj2q “ µ2pj1q. In this situation we just need to prove that xµ2pjqy is controlled by
xµ2pj2qy which is ensured by the fact that xµ2pjqy “ xµ1pj1qy ď Cr1xµ2pj1qy by using the zero
momentum condition.
Cases 1.1. j1 “ µ1pjq and j11 “ µ1pj1q. As before, pviq is easily obtained. To verify pviiq, by
symmetry, we have only two cases to examine :
Case 1.1.a. µ1pj2q “ µ2pjq and µ2pj2q “ µ2pj1q. In this situation, we have by using the zero
momentum condition xµ2pjqy “ xµ1pj2qy ď Cr2xµ2pj2qy which shows pviiq.
Case 1.1.b. µ1pj2q “ µ2pjq and µ2pj2q “ µ3pjq. In this case we have necessarily xµ2pj1qy ď
xµ3pjqy ď xµ2pjqy “ xµ1pj2qy and we conclude by using the zero momentum condition as in the
previous case.
To conclude the analysis of this type, we just observe that (4.80) is a consequence of the
fact that in all the previous cases, we have xµ1pj2qy ď maxpxµ1pj2qy, xµ1pj2qyq and the definition
(4.66) of NΓpcq.
Type II. The second type of terms we consider are those where one ωk`,α appears in the
Poisson bracket. They are of the form
c`c`1p´iqp``q``p`1`q`1zpi`
n`´1ź
α“1
ωk`,α
pź`
α“n``1
Ωk`,α
qź`
α“1
Ωh`,α
n`1ź
α“1
ωk1
`1,α
p`1ź
α“n`1`1
Ωk1
`1,α
q`1ź
α“1
Ωh`1,α
t 1
ωk`,n`
, zpi1
`1
u
Let us set j˚ “ k`,n` “ pj1˚ , . . . , j7˚k`,n` q. The Poisson bracket above is in general zero, except
if one of the index of j˚ is conjugated to one of the index of j1 “ pi 1` 1 . We can assume here that
j¯1˚ “ j11. In this case, we have
t 1
ωj˚
, zj1u “ ˘i 1ω2
j˚
zj1 (4.113)
So the new term is of the good form with j2 “ j Y j1 and up to a combinatorial factor, linear
combinations and renumbering we can define the application pi2 in such a way that j2 “ pi2`2 .
The term in the denominator has one more factor repeating the index k`,n` . Hence we have
m`2 “ m` `m`1 , n`2 “ n` ` n`1 ` 1, p`2 “ p` ` p`1 ` 1, q`2 “ q` ` q`1 and r2 “ r ` r1 ´ 1. As
in the Type I case, we can fulfill the reality condition by considering the terms corresponding to
´` and ´`1 and imposing pi2`2 “ pi2´ `2 , and the conditions piq ´ pvq of the definition of the class
are hence satisfied. Moreover, we can verify that these terms fulfill the conditions associated
with the subclass Hr2,W . In the case when W “ ω, we have q`2 “ q` ` q`1 “ 0 and n`2 “
n` ` n`1 ` 1 ď 2pr ` 1q ´ 5 ` 2r1 ´ 5 “ 2pr ` r1q ´ 8 ď 2r2 ´ 6. Moreover, in the case W “ Ω,
we can set α2i “ αi ` α1i for i P t1, 3, 4u and α2i “ αi ` α1i ` 1 for i P t2, 5u and check that the
relations (4.67) and (4.68) are satisfied for Γ2.
In this case µ2pj2q is necessarily greater than µ2pjq and µ2pj1q, so that pviiq is easily proved.
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To prove pviq, we observe that the functions ι and ι1 distribute the indices k`,α and k1` 1,α to
some indices in j and j1 respectively that are always lower than the third ones. Hence we have
four free indices, and two new derivatives to distribute coming from the presence of the new
term ωj˚ . We can distinguish two cases :
‚ xj11y ď xµ2pj1qy. In this situation, we use pviq saying that xµminpj˚qy ď Cxµ2pjqy. Hence
as xµminpj˚qy ď xj1˚ y “ xj11y ď xµ2pj1qy, we can construct ι2 from ι and ι1 and by making
j˚ correspond to the third and fourth largest indices amongst µ1pjq, µ2pjq, µ1pj1q and
µ2pj1q.
‚ j11 “ µ1pj1q. We still have by pviq that xµminpj˚qy ď Cxµ2pjqy. Moreover by zero momen-
tum condition, we have xµminpj˚qy ď xj1˚ y “ xj11y “ xµ1pj1qy ď Cr1xµ2pj1qy and we are
back the the previous case.
Type III. Now we consider terms where one Ωk`,α appears in the Poisson bracket. They are of
the form
c`c`1p´iqp``q``p`1`q`1zpi`
nź`
α“1
ωk`,α
p`´1ź
α“n``1
Ωk`,α
qź`
α“1
Ωh`,α
n`1ź
α“1
ωk1
`1,α
p`1ź
α“n`1`1
Ωk1
`1,α
q`1ź
α“1
Ωh`1,α
t 1Ωk`,p`
, zpi1
`1
u
Let us set j˚ “ k`,p` “ pj1˚ , . . . , j7˚k`,p` q, j “ pi` and j
1 “ pi 1` 1 as before. To compute the
Poisson bracket there two case to examine.
‚ First, if j˚ X j1 “ H then
t 1Ωj˚ , zj
1u “ ˘iP pIq zj1Ω2
j˚
,
where, in view of the form Z6 (see (4.37)) , P is a polynomial of degree 1 with real
coefficients. Up to a combinatorial factor, linear combinations and renumbering we can
define the application pi2 satisfying the reality condition, and we can set m`2 “ m` `
m`1 ` 1, n`2 “ n` ` n`1 , p`2 “ p` ` p`1 and q`2 “ q` ` q`1 ` 1. The conditions piq ´ pvq
of the definition of the class are hence satisfied. Moreover, we can set α2i “ αi ` α1i
for i P t1, 2, 3u, α2i “ αi ` α1i ` 1 for i P t4, 5u and check that the relations (4.67)
and (4.68) are satisfied for Γ2. Moreover, pviiq is satisfied as xµ2pjqy ď xµ2pj2qy and
xµ2pj1qy ď xµ2pj2qy, and pviq is also satisfied as there is no new derivative to distribute.
‚ If one of the index of j˚ is conjugate of one of the index of j1, then we get
t 1Ωj˚ , zj
1u “ ˘i zj1Ω2
j˚
`˘iP pIq zj1Ω2
j˚
, (4.114)
where P is a polynomial of degree 1 with real coefficients. We thus treat the second term
as previously. To treat the first term, we use the same analysis than the one in type II
with n`1 “ n` ` n`1 , p`2 “ p` ` p`1 ` 1 q`2 “ q` ` q`1 . The only difference is that we set
α2i “ αi ` α1i for i P t1, 2, 4u and α2i “ αi ` α1i ` 1 for i P t3, 5u but the distribution of
derivatives is achieved in a similar way.
Type IV. Finally we consider terms where one Ωh`,α appears in the Poisson bracket. They are
of the form
c`c`1p´iqp``q``p`1`q`1zpi`
nź`
α“1
ωk`,α
pź`
α“n``1
Ωk`,α
q`´1ź
α“1
Ωh`,α
n`1ź
α“1
ωk1
`1,α
p`1ź
α“n`1`1
Ωk1
`1,α
q`1ź
α“1
Ωh`1,α
t 1Ωh`,q`
, zpi1
`1
u
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It is almost the same as type III except that to deal with the first term in the right-hand side
of (4.114) we count one Ωj˚ in the denominator as Ωh`2,q
`2
with q`2 “ q` ` q`1 ` 1 and the other
is counted as Ωk`2,p
`2
with p`2 “ p` ` p`1 . The analysis is then the same as in Type II for the
distribution of derivatives.
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CHAPITRE 5
LONG-TIME BEHAVIOR OF SECOND
ORDER LINEARIZED VLASOV-POISSON
EQUATIONS NEAR A HOMOGENEOUS
EQUILIBRIUM.
5.1 Introduction
We consider distribution functions f “ fpt, x, vq : R ˆ Td ˆ Rd Ñ R and potentials φ “
φpt, xq : Rˆ Td Ñ R satisfying the Vlasov-Poisson system$&%
Btf ` v ¨∇xf ´∇xφ ¨∇vf “ 0
∆xφ “ npfq ´
ş
Rd fdv
fpt “ 0q “ f0.
(VP)
Here periodic boundary conditions being used, Td is a d dimensional torus : there exist L1, . . . , Ld
ą 0 such that Td “ pR{L1Zq ˆ ¨ ¨ ¨ ˆ pR{LdZq. Furthermore, doing an assumption of neutrality,
we only consider solutions of (VP) such that
npfq “
ĳ
TdˆRd
fdxdv.
In this paper, we aim at exhibiting nonlinear and multidimensional phenomena of solutions
of (VP), pursuing a first preliminary work [20] on this subject. Beyond their physical interest,
these phenomena can be relevant to evaluate the performances and the qualitative properties
of numerical methods.
Since the very first developments of numerical methods for solving VP (we refer to [106],
for a review ; the litterature is particularly huge in 1D ˆ 1D and we can mention [103], as one
of the earliest works in 2D ˆ 2D), the numerical solutions are compared to the solutions of
the Vlasov-Poisson system linearized around a homogeneous equilibria feq ” feqpvq (it can be
noticed that every function depending only on v is an equilibrium of (VP)). It consists in looking
for solutions of (VP) of the type "
f “ feq ` εg
φ “ 0 ` εψ.
This chapter is a joint work with Michel Mehrenberger realized in [28].
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Neglecting second order terms, g is formally a solution of$’’&’’%
Btg ` v ¨∇xg ´∇xψ ¨∇vfeq “ 0,
∆xψ `
ż
Rd
g dv “ 0,
gpt “ 0q “ g0.
(VPL)
This equation being linear and homogeneous, it is natural to try to solve it realizing a Fourier
transform we respect to the variable x. Thus, we get$’’&’’%
Btpg ` ipv ¨ kqpg ´ i pψpk ¨∇vqfeq “ 0,
´|k|2 pψ ` ż
Rd
pg dv “ 0,pgpt “ 0q “ pg0,
(VPLF)
where k P pTd “ p2pi{L1qZˆ ¨ ¨ ¨ ˆ p2pi{LdqZ and the Fourier transform with respect to the space
variable is defined for u P L1pTdq and k P pTd by
pupkq “ ˜ dź
j“1
Lj
¸´1 ż
Td
upxqe´ik¨xdx.
It is relevant to notice on (VPLF) that there is no energy exchange between space modes at the
linear level. In other words, if g is a solution of (VPL) such that g0 ” pg0pvqeik¨x then it is of the
form gpt, x, vq “ pgpt, vqeik¨x. As a consequence, the linear analysis is not well suited to describe
multidimensional phenomena that could be confronted with numerical simulations.
Since (VPLF) is linear and autonomous, it is natural to solve it with the Laplace transform.
This transform is defined for functions u : R˚` Ñ C such that there exists λ P R satisfying
ue´λt P L8pR˚` q and z P C such that =z ą λ by
Lruspzq “
ż 8
0
uptqeiztdt.
Thus, it can be proven that solutions of (VPLF) are given by
gpt, x, vq “
ÿ
kPxTd
eik¨px´vtq pg0pk, vq ` i ż t
0
eik¨px´vpt´sqq pψps, kqk ¨∇vfeqpvqds, (5.1)
and for =z large enough
L
” pψpt, kqı pzq “ Nkpzq
Dkpzq “: Mkpzq. (5.2)
where Nk and Dk are holomorphic functions defined when =z is large enough by
Nkpzq “ ´ i|k|2
ż
Rd
pg0pk, vq
v ¨ k ´ zdv and Dkpzq “ 1´
1
|k|2
ż
k ¨∇vfeqpvq
v ¨ k ´ z dv. (5.3)
Thus to get a solution g of (VPL) by (5.1) we just have to solve the equation (5.2) (called
dispersion relation) determining an inverse Laplace transform.
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Up to some strong assumptions on feq and pg0pkq (precised later), it can be proven that Nk
and Dk are entire functions and that, for all λ P R, the number of zeros of Dk with an imaginary
part larger than λ is finite (see Remark 5.1.3). Thus, using the formula
Lrtme´iωtspzq “ i
m`1m!
pz ´ ωqm`1 , ω P C, m P N, (5.4)
and realizing precise estimates of remainder terms, we can prove that (5.2) has an analytic
solution pψ whose analytic expansion is given, for all λ P R, by
pψpt, kq “ ÿ
Dkpωq“0
=ωěλ
Pω,kptqe´iωt `Opeλtq, (5.5)
where Pω,k is the polynomial such that Mkpzq “
zÑωLrPω,kptqe
´iωtspzq `Op1q is the expansion of
Mkpzq in ω.
Such an analysis was first realized by Landau [90], in 1946. It has been done rigorously and
generalized in 1986 by Degond [59]. It gave a partial explanation to the phenomenon of Landau
damping. This latter corresponds to the dynamic of (VP) when for all k P xTd, Dkpzq does not
vanish if =z ě 0. In this case, the electric potential goes exponentially fast to zero as t goes
to `8. In 2011, Mouhot and Villani proved the existence of this phenomenon for the nonlinear
Vlasov-Poisson equation (VP) in [93] and continued in the work of Bedrossian, Masmoudi and
Mouhot in [22].
As we have just seen, due to the absence of energy exchange between the spaces modes
at the linear level, the linearization is not relevant to explain really multidimensional phenomena.
Furthermore, of course, it can not explain nonlinear phenomena. This motivates thus the study
of the dynamic of the second order term in the expansion of f as powers of ε. More precisely,
we look for a solution of (VP) under the form"
f “ feq ` εg ` ε2h ` opε2q,
φ “ 0 ` εψ ` ε2µ ` opε2q,
where hpt “ 0q ” 0. Neglecting the third order terms, it can be proven formally that ph, vq is a
solution of $’’&’’%
Bth` v ¨∇xh´∇xµ ¨∇vfeq “ ∇xψ ¨∇vg,
∆xµ`
ż
Rd
h dv “ 0,
hpt “ 0q “ 0.
(VPL2)
We recognize the linearized Vlasov-Poisson equations, with an initial condition equal to zero
but with a source term. In that case, we refer to Denavit [60], for one of the first works on the
subject, in 1965. Different second order oscillations appear and have been studied by physicists
(see for example [101] and references therein ; there are many references especially from the
1960s and 1970s). Our aim is to make here a rigorous mathematical study of the asymptotical
behavior of the solutions of these equations, which has, to the best of our knowledge, not
already been performed.
Here, as for the linear case, we solve (VPL2) using a Laplace transform for the time variable
and a Fourier transform for the space variable. More precisely, some calculations prove that
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(VPL2) is equivalent to
hpt, x, vq “
ÿ
kPxTd
i
ż t
0
eik¨px´vpt´sqqpµps, kqk ¨∇vfeqpvqds` ż t
0
{∇xψ ¨∇vgps, k, vqeik¨px´vpt´sqqds,
(5.6)
and when =z is large enough
L rpµpt, kqs pzq “ Nkpzq
Dkpzq “: Mkpzq, (5.7)
where Dk is given by (5.3) and Nk is a meromorphic function on C explicitly known.
As previously, there is just to invert a Laplace transform to solve (VPL2). As for the linear
case, a precise study of Mk and its poles gives a solution µ of (5.7) and an asymptotic expan-
sion of the form
@λ P R, pµpt, kq “ ÿ
Mkpωq“8
=ωěλ
Qω,kptqe´iωt `Opeλtq. (5.8)
where Qω,k is the polynomial such that Mkpzq “
zÑωLrQω,kptqe
´iωtspzq `Op1q.
The poles of Mk are of two kinds : they can be zeros of Dk (generating the same frequen-
cies as at the first order) or poles of Nk. The study of the poles is technical because Nk is
defined from the solution of (VPL). However, the asymptotic expansion of ψ (see (5.5)) enables
a decomposition of Nk in more elementary terms whose poles can be determined.
In order to give an intuition of these poles, we consider a term that is very representative 1
of this decomposition :
N prepqk pzq “ L
”
F
prepq
k ptq
ı
pzq
where
F
prepq
k ptq “ e´ipω1t`ω2tq
ĳ
0ďτďsďt
eipω1τ`ω2sqF rfeqspτk1 ` sk2q ds dτ (5.9)
with k1, k2 P xTdz0 satisfy k1 ` k2 “ k, ω1, ω2 P C are such that Dk1pω1q “ Dk2pω2q “ 0 and
F rfeqs is the Fourier transform of feq. The later being defined for u P L1pRdq and ξ P Rd by
F ruspξq “
ż
Rd
upvqe´iv¨ξdv.
Since N prepqk is the Laplace transform of F prepqk ptq, it can be proven that its poles are given by
the asymptotic expansion of F prepqk ptq with the formula (5.4). As it is suggested by the formula
(5.9), the behavior of this later is quite different if the set of the points pτ, sq such that τk1`sk2 “
0 is a line segment (resonant case) or a point (non-resonant case).
In the non-resonant case, there exists a constant c ą 0 such that
0 ď τ ď s ď t, |τk1 ` sk2| ě cs.
So, assuming that feq is regular enough so that F rfeqspξq decreases faster than any exponen-
tial as |ξ| goes to `8 (for example like a Gaussian), we can prove that the integral in (5.9)
1. but slightly simplified.
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converges faster than any exponential as t goes to `8. As a consequence, we get a constant
a P C such that
@λ P R, F prepqk ptq “ ae´ipω1t`ω2tq `Opeλtq.
In the resonant case, there exists γ P p0, 1q such that
k2 “ ´γk1.
Realizing a natural change of coordinates in (5.9), we get
F
prepq
k ptq “
ż t
0
ż p1´γqs
´γs
e´ipω1pt´τ´γsq`ω2pt´sqqF rfeqspτk1q dτ ds.
Thus, assuming that feq is regular enough so that F rfeqspξq decrease faster than any expo-
nential as |ξ| goes to `8, we have
F
prepq
k ptq “
ˆż t
0
e´ipω1pt´γsq`ω2pt´sqqds
˙ˆż
R
eiω1τF rfeqspτk1qdτ
˙
´ e´itpω1`ω2q
ż 8
0
ż
τěp1´γqs
or τă´γs
eipω1pτ`γsq`ω2sqF rfeqspτk1q dτ ds
` e´itpω1`ω2q
ż 8
t
ż
τěp1´γqs
or τă´γs
eipω1pτ`γsq`ω2sqF rfeqspτk1q dτ ds,
and we can prove that the third term decreases faster than any exponential. Thus, this decom-
position provides the following asymptotic expansion
@λ P R, F prepqk ptq “ ae´itpω1`ω2q ` be´itωb `Opeλtq,
where a, b P C and ωb “ p1´ γqω1 “ p|k|{|k1|qω1 is the Best frequency (according to [101]).
As suggested by this sketch of proof, we can prove that Mk have three kinds of poles. More
precisely, if ω is a pole of Mk it satisfies one of the following conditions
(I) ω is a zero of Dk,
(II) ω “ ω1 ` ω2 where Dk1pω1q “ Dk2pω2q “ 0 and k1 ` k2 “ k,
(III) ω “ p|k|{|k1|qω1 where Dk1pω1q “ 0 and there exists γ P p0, 1q such that k “ γk1.
We recall that these poles drive the asymptotic behavior of pµpkq through formula (5.8). The
frequencies (I) and (II) have already been identified in our preliminary work on this subject [20],
but not the frequency (III). We emphasize that all the three type of frequencies are listed in
[101], which makes our analysis coherent with the physics litterature.
To conclude this presentation, we are going to state a precise theorem giving the asymptotic
behavior of the solutions of (VPL2). To this end, we need to introduce some notations.
Definition 5.1.1. Let E pRdq be the subspace of the Schwartz space S pRdq, of functions f ,
whose Fourier transform, F f , extends to an entire function on Cd and such that
Dα P p0, pi2 q,@β P p0, αq,@λ P R, supxPRd supθPp´β,βq e
λ|x||F fpeiθxq| ă 8, (5.10)
where | ¨ | denotes the canonical Hermitian norm of Cd.
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Remark 5.1.2. Most of our results require that feq P E pRdq and v ÞÑ pg0pk, vq P E pRdq. This
assumption is probably not optimal but the space E pRdq contains most of the usual functions
used in Vlasov-Poisson simulations. For example Maxwellian functions belong to this space.
Appendix 5.6.1 provides many examples and details about this space.
Remark 5.1.3. Assuming that feq P E pRdq and v ÞÑ pg0pk, vq P E pRdq, Dk and Nk are entire
functions and for all λ P R, the number of zeros of Dk with an imaginary part larger than λ is
finite (proof will be given in Corollary 5.3.3 and Proposition 5.3.3). Appendix 5.6.3 provides an
algorithm to computate the zeros of Dk.
Definition 5.1.4. If k P xTd, nk,ω denotes the multiplicity of ω as zero of Dk, i.e.
nk,ω “ maxtm P N | @` ă m, Dp`qk pωq “ 0u.
Most of the result of this paper will require that g0 is supported on a finite number of spatial
modes whose set is denoted K Ă xTdzt0u. More precisely, they require the following assumtion
Assumption 1. There exists K, a finite part of xTdzt0u such that
@x P Td, g0px, vq “
ÿ
kPK
eik¨x pg0pk, vq, with v ÞÑ pg0pk, vq P E pRdq.
This assumption seems clearly not optimal but it is general enough to exhibit the relevant
phenomena and it corresponds to the usual initial data used for numerical simulations. Further-
more, it simplifies most of the proof avoiding several problems of convergences.
We can now state the main result of this paper : the following theorem proves the existence
of smooth solutions of (VPL) and (VPL2) and describes their asymptotic behavior.
Theorem 5.1.5. Let feq P E pRdq and g0 be a function satisfying Assumption 1. Then there exist
two C8 functions ψ, µ : R˚` ˆ Td Ñ R and two continuous functions g, h : R` ˆ Td ˆ Rd Ñ R,
C8 on R˚` ˆ Td ˆ Rd, such that pg, ψ, h, µq is solution of (VPL) and (VPL2).
Furthermore, if λ P R, ψ is a linear combination of functions of the two types
Jpt, xq “ tmeipk¨x´ωtq and Rpt, xq “ rptqeipk¨x´iλtq
where k P K, Dkpωq “ 0, =ω ě λ and 0 ď m ă nk,ω and r is a bounded analytic function on
R˚` .
Similarly, µ is a linear combination of functions of the four types
Jpt, xq “ tmeipk¨x´ωtq Ipt, xq “ t`eipk¨x´pω1`ω2qtq
Bpt, xq “ tpeipk¨x´ |k||k1|ω1tqdk2k1 Rpt, xq “ rptqeipk¨x´iλtq
where k “ k1 ` k2, r is a bounded analytic function on R˚` and k1, k2 P K satisfy$’’’’&’’’’%
Dkpωq “ Dk1pω1q “ Dk2pω2q “ 0
k ¨ k1 ‰ 0 and
´
dk2k1 ‰ 0 ðñ Dγ P p0, 1q, k “ γk1
¯
=ω ě λ and
´
=ω1 ` =ω2 ě λ or |k||k1|=ω1 ě λ
¯
m ă nk,ω, ` ă nk1,ω1 ` nk2,ω2 ´ 1` σk1,k2ω1,ω2 , p ă nk1,ω1 ` 1` νk1,k2ω1,ω2 ,
with σk1,k2ω1,ω2 , ν
k1,k2
ω1,ω2 some non negative integers equal to zero in the non degenerate cases (see
Remark 5.1.8 for details).
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Remark 5.1.6. We have e´iωt “ e=pωqt´i<pωqt, so that all the terms of the sum except maybe
the remainder R are of the form eik¨xP ptqeλ˜t`iβt, with P ptq P Crts. If one of this term satisfies
λ˜ ă λ, it can be put in the remainder term R.
Remark 5.1.7. Taking λ decreasing to ´8 makes the sum larger, but it always remain finite,
for a fixed λ, since K,K ` K are finite together with the zeros (see Remark 5.1.3). We warn
the reader that, a priori, the expansion does not converge as λ goes to to ´8.
Remark 5.1.8. It may exist some degenerate cases for which the four types of functions intro-
duced in the second part of Theorem 5.1.5 are non distinct. In such a case, the numbers σk1,k2ω1,ω2
and νk1,k2ω1,ω2 do not vanish and we have
σk1,k2ω1,ω2 “ pnk,ω1`ω2 ´ 1q1Dkpω1`ω2q“0 ` 2 ¨ 1dk2
k1
‰0 and ω1`ω2“ |k||k1|ω1
and
νk1,k2ω1,ω2 “ pnk, |k||k1|ω1 ´ 1q1Dkp |k||k1|ω1q“0
where 1P denotes the characteristic function of the property P .
Remark 5.1.9. In the case where dk2k1 ‰ 0, which we will call resonant case, where the Best
frequency, that is the term B appears, p can a priori be ě 1. For the J and I terms, the
multiplicity can be equal to one, corresponding to m “ ` “ 0.
The fifth section of this paper is devoted to some numerical experiments. They principally
aim at highlighting the Best’s waves because most of the other phenomena associated with se-
cond order terms have been studied numerically in the proceedings [20]. Unlike the linear case,
it seems that there is no elementary way to determine a priori the coefficients associated with
the asymptotic expansion of µ. Indeed, they depend non trivially on the solution of (VPL) (and
not only on its asymptotic expansion). Consequently, we use here least squares procedures,
which permit to have a simple and quick way to find these coefficients.
There are some difficulty arising of these computations because, as we compare the so-
lution of the second order expansion to the solution of (VP), this gives a constraint on ε and
the final time that should be small enough. As we have seen, the final time should also not be
too small in order to be in the asymptotic regime, and this is also true for ε (which is here put
to the square, as we consider second order expansion) due to the limits imposed by machine
precision.
We admit that for the numerical checking of codes, second order terms have not gained
much popularity, maybe as the linear terms generally already give the main phenomena. We
emphasize that we are here able to identify the contributions of the different frequencies, and
thus do an effective comparison with, as already told, multidimensional and nonlinear features.
Some remarks about the notations In order to keep proofs as readable as possible, we do
some classical abuses of notation for integral transforms. For example, the Fourier transform on
Rd is always associated with the variable v, it means that if u P L1pRdq then F rus and F rupvqs
denotes the same functions. Similarly, if u is a function of t, x, v then F ruspt, x, ξq denotes
F rv ÞÑ upt, x, vqspt, x, ξq. Similarly, t is associated with L, z with L´1, ξ with F´1, x with u ÞÑ pu
and k with pu ÞÑ puq´1.
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Outline of the work In Section 5.2, we derive some integral equations (called dispersion
relations) satisfied by solutions ψ, µ of (VPL) and (VPL2). Then we prove that it is enough to
solve these dispersion relations to get solutions for (VPL) and (VPL2). The next two sections
are devoted to the resolution of these dispersion relations and to the asymptotic expansions of
their solutions : Section 5.3 is for the first order expansion and Section 5.4 is for the second
order expansion. Finally in Section 5.5, we give some numerical results.
5.2 Derivation of the dispersion relations
5.2.1 Dispersion relations for first and second order
In the following propositions, we give the dispersion relations, that are obtained through
Fourier and Laplace transforms. Note that we have an expression for both the electric poten-
tials ψ resp. µ and the distribution function g resp. h of the first resp. second order dispersion
relations.
Proposition 5.2.1. Assume feq P E pRdq and g0 satisfies Assumption 1. Assume there exists a
C8 function on R˚` ˆ Td, denoted ψ, and there exists λ0 ą 0 such that e´λ0tψpt, xq is bounded
on R˚` ˆ Td. Furthermore, assume that, for all k P xTdzt0u, L ” pψpt, kqı pzq is a solution of
L
” pψpt, kqı pzqDkpzq “ ´ i|k|2
ż
Rd
pg0pk, vq
v ¨ k ´ zdv. (5.11)
for =z ą λ0.
If we define g by
gpt, x, vq “
ÿ
kPK
eik¨px´vtq pg0pk, vq ` i ż t
0
eik¨px´vpt´sqq pψps, kqk ¨∇vfeqpvqds, (5.12)
then g is a C8 function on R˚` ˆ Td ˆ Rd, continuous on R` ˆ Td ˆ Rd and pg, ψq is a solution of
(VPL).
Proposition 5.2.2. Assume feq P E pRdq and g0 satisfies Assumption 1. Assume there exists
a solution of (VPL) as in Proposition (5.2.1). Assume there exists a C8 function on R˚` ˆ Td,
denoted µ, and there exists λ1 ą 2λ0 such that e´λ1tψptq is bounded on R˚` ˆ Td. Furthermore,
assume that, for all k P xTdzt0u, L rpµpt, kqs pzq is a solution of
L rpµpt, kqs pzqDkpzq “ ´ i|k|2
ż
Rd
L
” {∇xψ ¨∇vgpt, k, vqı pzq
v ¨ k ´ z dv. (5.13)
for =z ą λ1.
If we define h by
hpt, x, vq “
ÿ
kPK`K
i
ż t
0
eik¨px´vpt´sqqpµps, kqk ¨∇vfeqpvqds` ż t
0
{∇xψ ¨∇vgps, k, vqeik¨px´vpt´sqqds,
(5.14)
then h is a C8 function on R˚` ˆ Td ˆ Rd, continuous on R` ˆ Td ˆ Rd and ph, µq is a solution of
(VPL2).
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5.2.2 A general linearized Vlasov-Poisson equation
In order to prove Propositions 5.2.1 and 5.2.2, as (VPL) and (VPL2) share the same struc-
ture, we focus on a general linearized Vlasov Poisson equation$&%
Btgpt, x, vq ` v ¨∇xgpt, x, vq ´∇xupt, xq ¨∇vfeqpvq “ Spt, x, vq,
∆xupt, xq `
ş
gpt, x, vqdv “ 0,
gp0, x, vq “ g0px, vq.
(VPLG)
In the following proposition, we derive a general dispersion relation satisfied by u. We first do
not consider the coupling with the Poisson equation.
Proposition 5.2.3. Assume g0 P C1pTd ˆ Rdq, feq P C2pRdq and Spt, x, vq P C1pR˚` ˆ Td ˆ Rdq
and there exist λ0 ą 0, d P C0pRdq X L1pRdq satisfying
@pt, k, vq P R˚` ˆxTd ˆ Rd, e´λ0t|pSpt, k, vq| ` | pg0pk, vq| ` |∇vfeqpvq| ď dpvq.
Assume there exists u P C1pR˚` ˆTdq such that e´λ0tuptq is bounded on R˚` ˆTd. Assume there
exists a continuous function g P C1pR˚` ˆ Td ˆ Rdq, continuous on R` ˆ Td ˆ Rd such that g is
solution of the Vlasov equation
@pt, x, vq P R˚` ˆ Td ˆ Rd,
" Btgpt, x, vq ` v ¨∇xgpt, x, vq ´∇xupt, xq ¨∇vfeqpvq “ Spt, x, vq,
gp0, x, vq “ g0px, vq.
(5.15)
If λ ą λ0 then for all k P xTd, there exists C ą 0,
@v P Rd, sup
tPR`
|e´λtpgpt, k, vq| ď Cdpvq. (5.16)
Furthermore, for all z P C with =pzq ą λ0 we have
L
„ż
Rd
pgpt, k, vqdv pzq “ ´i ż
Rd
pg0pk, vq
v ¨ k ´ zdv ` Lrpupt, kqspzq
ż
Rd
k ¨∇vfeqpvq
v ¨ k ´ z dv
´ i
ż
Rd
L
”pSpt, k, vqı pzq
v ¨ k ´ z dv. (5.17)
Proof. First, applying a space Fourier transform to (5.15), we get for all pt, k, vq P R˚` ˆxTdˆRd
Btpgpt, k, vq ` iv ¨ k pgpt, k, vq ´ ipupt, kqk ¨∇vfeqpvq “ pSpt, k, vq. (5.18)
Consequently, applying Duhamel formula, we get for all pt, k, vq P R` ˆxTd ˆ Rd
pgpt, k, vq “ e´ik¨vt pg0pk, vq ` i ż t
0
e´ik¨vpt´sqpups, kqk ¨∇feqpvqds
`
ż t
0
e´ik¨vpt´sq pSps, k, vqds. (5.19)
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So, we deduce, there exist M,C ą 0 such that, if λ ą λ0 then
|pgpt, k, vq| ď | pg0pk, vq| ` ż t
0
eλ0sM |k||∇vfeqpvq|ds`
ż t
0
eλ0se´λ0s|pSps, k, vq|ds,
ď dpvq ` teλ0tp1` |k|Mqdpvq,
ď Ceλtdpvq.
We deduce of this last estimation, that for any fixed v P Rd and for any λ ą λ0, e´λtpgpt, k, vq
is continuous and bounded on R`. Consequently, we can apply a Laplace transform on (5.18)
and get for all z P C such that =z ą λ0 and v P Rd,
´ iz Lrpgpt, k, vqspzq ´ pg0pk, vq ` iv ¨ kLrpgpt, k, vqspzq ´ iLrpupt, kqspzqk ¨∇vfeqpvq
“ L
”pSpt, k, vqı pzq.
Since =z ą 0, this relation can be divided by ipv ¨ k ´ zq to get for all v P Rd
Lrpgpt, k, vqspzq “ ´i pg0pk, vq
v ¨ k ´ z ` Lrpupt, kqspzqk ¨∇vfeqpvqv ¨ k ´ z ´ iL
”pSpt, k, vqı pzq
v ¨ k ´ z .
Finally we conclude this proof integrating with respect to v and applying Fubini Theorem (with
the control (5.16)) to get for all z P C with =z ą λ0
L
„ż
Rd
pgpt, k, vqdv pzq “ ż
Rd
L rpgpt, k, vqs pzqdv.
If we want to get a closed equation on u, we have to use Poisson equation
∆xupt, xq “ ´
ż
Rd
gpt, x, vqdv. (5.20)
Formally, applying a space Fourier transform and a Laplace transform we would get
|k|2 L rpupt, kqs “ L „ż
Rd
pgpt, k, vqdv .
Consequently, applying (5.17), we should get the following dispersion relation
L rpupt, kqs pzqDkpzq “ ´ i|k|2
ż
Rd
pg0pk, vq
v ¨ k ´ zdv ´
i
|k|2
ż
Rd
L
”pSpt, k, vqı pzq
v ¨ k ´ z dv, (5.21)
where Dk is defined by (5.3).
Proposition 5.2.4. Assume g0 P C1pTd ˆ Rdq, feq P C2pRdq and Spt, x, vq P C1pR˚` ˆ Td ˆ Rdq
and there exist λ0 ą 0, d P C0pRdq X L1pRdq satisfying
@pt, k, vq P R˚` ˆxTd ˆ Rd, e´λ0t|pSpt, k, vq| ` | pg0pk, vq| ` |∇vfeqpvq| ď dpvq.
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Assume there exists u P C1pR˚` ˆ Tdq such that e´λ0tuptq is bounded on R˚` ˆ Td. Furthermore,
assume that, for all k P xTdzt0u, L rpupt, kqs pzq is a solution of (5.21) for =z ą λ0. Assume there
exists a finite set K Ă xTd such that
@t P R,@v P Rd, k P xTdzK ñ pg0pk, vq “ pSpt, k, vq “ pupt, kq “ 0.
If we define g by
gpt, x, vq “
ÿ
kPK
eik¨px´vtq pg0pk, vq ` i ż t
0
eik¨px´vpt´sqqpups, kqk ¨∇feqpvqds
`
ż t
0
eik¨px´vpt´sqq pSps, k, vqds, (5.22)
then g P C1pR˚` ˆ Td ˆ Rdq is continuous on R` ˆ Td ˆ Rd and pg, uq is a solution of (VPLG).
Proof. By construction of g through Duhamel formula (5.22), g is obviously a continuous func-
tion on R` ˆ Td ˆ Rd and C1 on R˚` ˆ Td ˆ Rd. Furthermore, we may verify by a straightforward
calculation that g is solution of the Vlasov equation (5.15). Consequently, we just have to prove
that g, u is solution of Poisson equation (5.20).
However u and g satisfy assumptions of Proposition 5.2.3, so we can apply it. Consequently,
we know that if λ ą λ0 then e´λt
ş pgpt, k, vqdv is continuous and bounded and that its Laplace
transform satisfies (5.17). But since Lrpupt, kqs is a solution of the dispersion relation (5.11), we
deduce that for all z P C such that =z ą λ0 we have
|k|2 L rpupt, kqs pzq “ L „ż
Rd
pgpt, k, vqdv pzq.
But it is well known that Laplace transform is injective on continuous functions with an expo-
nential order (i.e. bounded by an exponential function), see Theorem 1.7.3 in [6]. Consequently,
we have for all t ą 0
|k|2pupt, kq “ ż
Rd
pgpt, k, vqdv.
Since space Fourier transform is also injective on regular functions, we have proven that u, g is
a solution of Poisson equation (5.20).
5.2.3 Proof of Propositions 5.2.1 and 5.2.2
We now apply Proposition 5.2.4 for the proof of Propositions 5.2.1 and 5.2.2.
Proof of Proposition 5.2.1. First, observe that if k P xTdz ptKu Y t0uq then for any t ą 0, we havepψpt, kq “ 0. Indeed, since L ” pψpt, kqı pzq is a solution of (5.11), we have
DkpzqL
” pψpt, kqı pzq “ 0.
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But, we have proven in Lemma 5.3.2 that Dkpzq ‰ 0 if =z is large enough. Consequently,
L
” pψpt, kqı pzq “ 0 if =z is large enough. So we deduce by a classical criterion about Laplace
transform (see Theorem 1.7.3 in [6]) that pψpt, kq “ 0.
We observe on (5.12) that g is clearly a C8 function on R˚` ˆ Td ˆ Rd. Finally, we just need
to apply Proposition 5.2.4 to prove that pg, ψq is a solution of (VPL).
Proof of Proposition 5.2.2. Let S be defined by
Spt, x, vq “ ∇xψpt, xq ¨∇vgpt, x, vq.
By construction, it is a C8 function on R˚` ˆ Td ˆ Rd. Since, space Fourier transform of ψ is
supported by K (see proof of Proposition 5.2.1), its space Fourier transform is supported by
K ` K. Furthermore, since λ1 ą 2λ0, we can construct, by a straightforward estimation, a
continuous function d P C0pRdq X L1pRdq such that
@v P Rd, e´λ1t|pSpt, k, vq| ď dpvq.
In particular, this estimation proves that the right member of (5.13) is well defined if =z ě λ1.
Now, as in Proposition 5.2.1, we can first prove that space Fourier transform of µ is suppor-
ted by pK`KqYt0u, then observe that h is a C8 function and conclude that ph, µq is a solution
of (VPL) by Proposition 5.2.4.
5.3 Resolution and expansion of the linearized equation
5.3.1 Introduction and statement of the result
In Proposition 5.2.1, we have proved that it is enough to solve dispersion relation (5.11) to
get a solution pg, ψq to linearized Vlasov-Poisson equation (VPL). So the aim of this section is to
solve this dispersion relation introducing most of the theoretical tools useful in the resolution of
the second order relation (5.13). In particular, many of them deal with analytic function defined
on open sectors, denoted Σα, with α P p0, piq, and defined by
Σα “ treiβ | ´ α ă β ă α and r ą 0u.
The result we are going to establish in this section is the following.
Proposition 5.3.1. Assume feq P E pRdq and g0 satisfies Assumption 1. For all λ P R, for
all k P K, for all zero point ω of Dk there exists a polynomial, denoted Pk,ω, whose degree is
strictly smaller than the multiplicity of ω, α P p0, pi2 q and there exists rk,λ an analytic and bounded
function on Σα such that the following expansion defines a solution of the dispersion relation
(5.11)
@t P R˚` ,@x P Td, ψpt, xq “
ÿ
kPK
ÿ
Dkpωq“0
=ωěλ
Pk,ωptqeipk¨x´ωtq ` eik¨xeλtrk,λptq.
This proposition will be proven at the end of this section. First, we introduce some notations
and many useful theoretical tools.
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5.3.2 Definition of Nk and theoretical tools
The right member of the dispersion relation (5.11) is very important in our study. We denote
it Nkpzq. More precisely, it is an analytic function defined, when =z ą 0 by
Nkpzq “ ´ i|k|2
ż pg0pk, vq
v ¨ k ´ zdv.
In the first part of this proof we study the regularity and the behavior of Dk and Nk. However,
we need to introduce some classical results on Laplace transform.
First, consider the following Theorem that is very useful to invert Laplace transforms and to
control it.
Theorem 5.3.1. (Analytic representation)
Let α P p0, pi2 q, λ0 P R and q : ipλ0,8q Ñ C. The following assertions are equivalent :
(i) There exists a holomorphic function f : Σα Ñ C such that
@0 ă β ă α, sup
zPΣβ
|e´λ0zfpzq| ă 8 and @λ ą λ0, qpiλq “ Lrf spiλq.
(ii) The function q has a holomorphic extension rq : iλ0 ` iΣα`pi2 Ñ C such that
@0 ă γ ă α, sup
zPiλ0`iΣγ`pi2
|pz ´ iλ0qrqpzq| ă 8.
Proof. See Theorem 2.6.1 in [6] page 87.
Remark 5.3.2. Note that if e´λ0tfptq is bounded on R˚` then for λ ą λ0, e´λtfptq P L1pR`q and
so Lrf s is well defined for =pzq ą λ0, which is the set iλ0 ` iΣpi2 .
There is a direct corollary of the proof of Theorem 5.3.1 that is useful in our study.
Corollary 5.3.1. Assume that conclusion of Theorem 5.3.1 holds. Then for all 0 ă γ ă β ă α,
we have
sup
zPiλ0`iΣγ`pi2
|pz ´ iλ0qrqpzq| ď 1sinpβ ´ γq supzPΣβ |e´λ0zfpzq|.
Then, we observe that Dk and Nk are defined through a integral operator whose kernel is
1
v¨k´z . The following lemma links this operator to more classical ones.
Lemma 5.3.3. Let f P L1pRdq and k P Rdzt0u then for all z P C with =z ą 0ż
Rd
fpvq
k ¨ v ´ zdv “ iL rF rf spktqs pzq.
Proof. First, remark that since f P L1pRdq, t Ñ F rf spktq “ şRd fpvqe´itv¨kdv is a continuous
and bounded function, so its Laplace transform is well defined if =z ą 0. Now, consider the
following function
F ptq “
ż
Rd
fpvq
k ¨ v ´ z e
´ipk¨v´zqtdv.
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Since f P L1pRdq, it is a regular function and we have
F 1ptq “ ´i
ż
Rd
fpvqe´ipk¨v´zqtdv “ ´iF rf spktqeizt.
But, since =z ą 0 we observe that F ptq goes to 0 when t goes to `8. Consequently, we get
F p0q “ ´
ż 8
0
F 1ptqdt “ i
ż 8
0
F rf spktqeiztdt “ iL rF rf spktqs pzq.
5.3.3 Estimations for Dk and Nk
With Lemma 5.3.3, we can write Dk and Nk as Laplace transforms. So, in the following
proposition, we can prove their analyticity using the analytic representation theorem (Theorem
5.3.1). In particular, we prove and extend Remark 5.1.3.
Proposition 5.3.2. If feq P E pRdq then
‚ for all k P Rdzt0u, Dk is an entire function,
‚ there exists α P p0, pi2 q such that for all 0 ă γ ă α and for all λ0 P R there exists C ą 0
satisfying
@k P Rdzt0u,@z P i|k|λ0 ` iΣγ`pi2 , |Dkpzq ´ 1| ď
C
|k||z ´ i|k|λ0| .
Proof. Since f P S pRdq, we have k ¨ ∇vfeq P L1pRdq. Consequently, Dk is well defined as an
analytic function on tz P C | =z ą 0u. Furthermore, we can apply Lemma 5.3.3 to get for =z ą 0
Dkpzq “ 1´ i|k|2 L rF rk ¨∇vf
eqs pktqs pzq.
Then we define ek “ k|k| and we get by the change of variable t1 “ |k|t
L rF rk ¨∇vfeqs pktqs pzq
“
ż 8
0
F r|k|ek ¨∇vfeqs p|k|ektqei
z
|k| |k|tdt
“
ż 8
0
F rek ¨∇vfeqs pekt1qei
z
|k| t
1
dt1,
so that
Dkpzq “ 1´ i|k|2 L rF rek ¨∇vf
eqs pektqs
ˆ
z
|k|
˙
. (5.23)
Now, using Theorem 5.3.1, we are going to prove this Laplace transform defines an entire
function and we are going to control it.
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Since feq P E pRdq, it extends to an analytic function and there exists α P p0, pi2 q such that for
all β P p0, αq and for all λ P R, there exist C ą 0 such that
@z P ΣβRd, |F rfeqspzq| ď C|e´λz|.
Consequently, we get
@z P Σβ, |F rek ¨∇vfeqs pekzq| “ |izF rfeqspzq| ď C|z|e´λ<z.
Finally, we have proven that for all λ0 P R, there exists a constant M ą 0 (independent of
ek) such that
@z P Σβ, |F rek ¨∇vfeqs pekzq| ďM |e´λ0z|.
Applying Theorem 5.3.1 and its corollary, we have proven that LrF rek ¨∇vfeqs pektqs is an
entire function and that for all γ P p0, αq and all λ0 P R, there exists M ą 0 (associated to
β “ α`γ2 ) such that
@z P iλ0 ` iΣγ`pi2 , |L rF rek ¨∇vfeqs pektqs pzq| ď
M
sinpα´γ2 q
1
|z ´ iλ0| .
Finally, we deduce directly the result from formula (5.23) :
|Dkpzq ´ 1| “
ˇˇˇˇ
i
|k|2 L rF rek ¨∇vf
eqs pektqs
ˆ
z
|k|
˙ˇˇˇˇ
ď M|k|2 sinpα´γ2 q
1
| z|k| ´ iλ0|
“ M|k| sinpα´γ2 q
1
|z ´ i|k|λ0| .
Corollary 5.3.2. If feq P E pRdq then there exists α P p0, pi2 q such that for all λ0 P R and γ P p0, αq,
there exists c ą 0 such that for all k P Rdzt0u we have
tz P C | Dkpzq “ 0u Ă i|k|λ0 ´
ˆ
Dp0, c|k| q Y iΣpi2´γ
˙
.
Proof. Indeed, we have either z P i|k|λ0` iΣγ`pi2 , so that 1 “ |Dkpzq´ 1| ď C|k||z´i|k|λ0| and thus
z P i|k|λ0 ´ Dp0, C|k|q. Otherwise, we have z P Cz
!
i|k|λ0 ` iΣγ`pi2
)
, that is z “ i|k|λ0 ` ireiδ,
δ P rpi2 ` γ, 2pi ´ pi2 ´ γs, and thus pi ´ δ P r´pi2 ` γ,´γ ` pi2 s, which leads to z “ i|k|λ0 ´ ire´iδ˜,
with δ˜ “ pi ´ δ P r´pi2 ` γ,´γ ` pi2 s.
Corollary 5.3.3. If feq P E pRdq then for all k P xTdzt0u, Dk is an entire function and for all λ P R,
tω P C | Dkpωq “ 0 and =ω ě λu is a finite set.
Proof. In Proposition 5.3.2, we have proved that Dk is an entire function and it can be directly
deduced from its Corollary 5.3.2 that tz P C | Dkpzq “ 0 and =ω ě λu is bounded. Conse-
quently, since zero points of Dk are isolated, it is a finite set.
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It is very natural to adapt this result to Nk. More precisely, we deduce the following proposi-
tion.
Proposition 5.3.3. For all k P xTdzt0u, Nk is an entire function and there exists α P p0, pi2 q such
that for all λ0 P R and for all β P p0, αq, we have
sup
zPiλ0`iΣβ`pi2
|Nkpzq||z ´ iλ0| ă 8.
5.3.4 A theoretical tool for the control of L´1rNk{Dks
Now, we introduce a general criterion to invert Laplace transform and get an asymptotic
expansion.
Lemma 5.3.4. Let R P HpCq be an entire function and N be a meromorphic function defined
on C. If there exists α P p0, pi2 q such that
DC ą 0, sup
zPiΣα`pi2
|zRpzq| ` |zNpzq| ă C,
then for any λ P R, there exist β P p0, αq and a function r P HpΣβq analytic and bounded on Σβ
such that if =z is large enough then
Npzq
1´Rpzq “ L
»—– ÿ
ωPZ=ωěλ
Pωptqe´iωt ` eλtrptq
fiffifl pzq,
where Z is the set of poles of Npzq1´Rpzq ,
Pω “
nω´1ÿ
k“0
ak`1,ωp´iqk`1
k! X
k
is the polynomial whose coefficients are defined by the expansion of N1´R in z “ ω
Npzq
1´Rpzq “zÑω
nωÿ
j“1
aj,ω
pz ´ ωqj `Op1q.
Remark 5.3.5. In the application, for the proof of Proposition 5.3.1, N will be entire (thus me-
romorphic), but for the second order case, in the next section, we will really need that N is
meromorphic.
Proof of Lemma 5.3.4. Many geometrical objects are going to be introduced in this proof. The
reader can refer to Figure 5.1 to an illustration of these constructions.
First observe that to prove the lemma, we can assume that λ is negative enough. In particular
we assume that λ ă ´2C.
By construction, if |z| ě 2C and z P iΣα`pi2 then |1 ´ Rpzq| ě 1 ´ |Rpzq| ą 1 ´ C|z| ě 12 .
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Consequently, all zero points of p1´Rq belong to Dp0, 2Cq Y´iΣpi
2´α (note that ´iΣpi2´αzt0u “´
iΣα`pi2
¯c
). Since the poles of N lie on ´iΣpi
2´α, the poles of
Npzq
1´Rpzq lie on Dp0, 2Cq Y ´iΣpi2´α.
In particular, the set of its poles with an imaginary part larger than or equal to λ is finite (see
Figure 5.1).
Now consider the following rational fraction
Qpzq “
ÿ
ωPZ=ωěλ
nωÿ
j“1
aj,ω
pz ´ ωqj .
We introduce r1 ą 0 such that we have
Dp0, 2Cq Y
´
tz P C | =z ě λu X ´iΣpi
2´α
¯
Ă Dpiλ, r1q.
Now, we observe that there exists β P p0, αq such that N1´R ´ Q is a continuous function on
iλ` iΣβ`pi2 . Indeed, it is a meromorphic function whose poles lie on tz P C | =z ă λuX´iΣpi2´α
and are isolated, and thus we can choose such β (small enough). Consequently, there exists
M ą 0 such that
@z P Dpiλ, r1q X
´
iλ` iΣβ`pi2
¯
,
ˇˇˇˇ
Npzq
1´Rpzq ´Qpzq
ˇˇˇˇ
ăM ď Mr1|z ´ iλ| .
Furthermore since zNpzq is bounded on iΣα`pi2 , there exists M1 ą 0 such that
@z P iλ` iΣβ`pi2 , |Npzq| ď
M1
|z ´ iλ| .
Indeed, we distinguish the case z P iΣα`pi2 X Dcp0, 2|λ|q, for which there exists C ą 0 such that
|Npzq| ď C|z| ď
C
|z ´ iλ|
|z ´ iλ|
|z| ď
C
|z ´ iλ|
3|λ|
2|λ| ď
M1
|z ´ iλ| ,
and the case z P
´
iλ` iΣβ`pi2
¯
X
´
piΣα`pi2 qc Y Dp0, 2|λ|q
¯
which is a bounded set ensuring
|z ´ iλ||Npzq| ďM1.
Consequently, by construction of r1, we get |1 ´ Rpzq| ě 12 , when |z| ě 2C and z P iΣα`pi2
[so, in particular when z P iΣα`pi2 X Dcpiλ, r1q X
´
iλ` iΣβ`pi2
¯
] and |1 ´ Rpzq| ě c, with c ą 0,
when z P
´
iΣα`pi2
¯c X ´iλ` iΣβ`pi2 ¯ (which is a bounded set) [so, in particular when z P´
iΣα`pi2
¯c X Dcpiλ, r1q X ´iλ` iΣβ`pi2 ¯] and thus
@z P
´
iλ` iΣβ`pi2
¯
X Dcpiλ, r1q,
ˇˇˇˇ
Npzq
1´Rpzq
ˇˇˇˇ
ď maxp2, 1{cqM1|z ´ iλ| .
Finally, since Q is a rational fraction whose poles lie on Dpiλ, r1q and vanishing as z goes to 8,
the function z Ñ pz ´ iλqQpzq is bounded on Dcpiλ, r1q and thus there exists M2 ą 0 such that
@z P
´
iλ` iΣβ`pi2
¯
X Dcpiλ, r1q, |Qpzq| ď M2|z ´ iλ| .
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Then we get a constant M3 ą 0 such that
@z P iλ` iΣβ`pi2 ,
ˇˇˇˇ
Npzq
1´Rpzq ´Qpzq
ˇˇˇˇ
ă M3|z ´ iλ| .
Applying Theorem 5.3.1 to N1´R´Q, we get an analytic and bounded function tÑ e´λteλtrptq “
rptq on Σγ (with γ “ β2 q, such that
L
”
eλtrptq
ı
pzq “ Npzq1´Rpzq ´Qpzq.
To conclude the proof of Lemma 5.3.4, we just need to determine the invert Laplace transform
of Q. But we get, by straightforward calculation,
Qpzq “ L
»—– ÿ
ωPZ=ωěλ
Pωptqe´iωt
fiffifl pzq.
5.3.5 Proof of Proposition 5.3.1
Finally we can prove the result stated at the beginning of this section.
Proof of Proposition 5.3.1. In Proposition 5.3.2 and 5.3.3 we have proven that we can apply
Lemma 5.3.4 with Dk “ 1 ´ R and N “ Nk, taking λ0 “ 0. But the result of this lemma is
exactly the expansion of Proposition 5.3.1.
Remark 5.3.6. As we use only λ0 “ 0 in Proposition 5.3.2 and 5.3.3 for the proof of Proposition
5.3.1, we may wonder of we could use a weaker assumption on feq for getting the estimate on
Dk for example. Indeed, that estimate derives from Theorem 5.3.1 for λ0 “ 0 and so the weaker
assumption could be the hypothesis of (i) in Theorem 5.3.1 for λ0 “ 0. However, we also need
to have that Dk is entire, and there we have used Theorem 5.3.1 for all λ0 P R.
5.4 Resolution and expansion of the second order equation
5.4.1 Introduction and statement of the result
In Proposition 5.2.2, we have proven that it is enough to solve dispersion relation (5.13) to
get a solution ph, µq to second order linearized Vlasov-Poisson equation (VPL2). So this section
is devoted to the resolution of this second order dispersion relation, following the strategy es-
tablished for the first order dispersion relation in the previous section, by proving the following
proposition, which permits to complete the proof of our main result, Theorem 5.1.5.
Proposition 5.4.1. Assume feq P E pRdq and g0 satisfies Assumption 1. Consider the solution
pg, ψq of (VPL) given by Proposition 5.3.1 and Proposition 5.2.1. Then there exists a solution µ
of the dispersion relation (5.13) whose expansion is detailed in Theorem 5.1.5.
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FIGURE 5.1 – An illustration of the geometrical constructions introduced in the proof of Lemma
5.3.4.
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5.4.2 Definition of N 1k and N 2k (the right hand side)
We will first look for the right hand side of the second order dispersion relation, that was Nk
in the first order case.
Let k P pK ` Kqzt0u. By looking at the second order dispersion relation (5.13), we can
assume, without loss of generality, that there exist k1, k2 P K such that k1 ` k2 “ k and
{∇xψ ¨∇vgpt, k, vq “ i pψpt, k1qk1 ¨∇vpgpt, k2, vq.
Consequently, we can determine more precisely the right member of (5.13). However, to be
rigorous we need to prove that our integrals are convergent. Indeed, as in Proposition 5.2.2,
there exists λ0 P R such that for any λ ą λ0, we can construct a continuous and integrable
function d P C0pRdq X L1pRdq such that
@pt, vq P R˚` ˆ Rd, | pψpt, k1q|e´λt ` e´λt|k1 ¨∇vpgpt, k2, vq| ď dpvq.
Consequently, if =z ą 2λ0, we can apply Lemma 5.3.3 to prove that
ż
Rd
L
”
i pψpt, k1qk1 ¨∇vpgpt, k2, vqı pzq
v ¨ k ´ z dv
“ iL
”
F
”
L
”
i pψpt, k1qk1 ¨∇vpgpt, k2, vqı pzqı pktqı pzq
“ i
ż 8
0
ż
Rd
ż 8
0
i pψpt, k1qk1 ¨∇vpgpt, k2, vqeiztdt e´ipkτq¨v dv eizτ dτ
“ ´ i
ż 8
0
ż 8
0
pψpt, k1qpk1 ¨ kqτ F pgpt, k2, kτq eizpτ`tqdt dτ
“ ´ ipk1 ¨ kq
ż 8
0
ż s
0
pψpt, k1qps´ tqF pgpt, k2, kps´ tqqdt eizsds
“ ´ ipk1 ¨ kqL
„ż t
0
pψpτ, k1qpt´ τqF pgpτ, k2, kpt´ τqqdτ pzq,
where we have used the change of variable τ ` tÐ s and the notation
F pgpt, k, ξq “ F rpgpt, k, vqspξq.
Furthermore, using definition of g (see (5.12)), we can precise F pgpτ, k2, kpt ´ τqq. Indeed, we
start from
gˆpt, k, vq “ e´ik¨vt pg0pk, vq ` i ż t
0
e´ik¨vpt´sq pψps, kqk ¨∇vfeqpvqds,
so that we have
F pgpt, k2, ξq “ F r pg0pk2, vqspξ ` k2tq ` i ż t
0
pψps, k2qF rk2.∇vfeqs pξ ` k2pt´ sqqds.
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Consequently, we get
F pgpτ, k2, kpt´ τqq “ F r pg0pk2, vqspkt` pk2 ´ kqτq
´ i
ż τ
0
pψps, k2qF rk2 ¨∇vfeqs pkpt´ τq ` k2pτ ´ sqqds.
So we have two numerators to study for this dispersion relation. On the one hand, we have
N 1k pzq :“ ´k1 ¨ k|k|2 L
“
F 1k ptq
‰ pzq, (5.24)
with
F 1k ptq :“
ż t
0
pψpτ, k1qpt´ τqF r pg0pk2, vqspkt` pk2 ´ kqτqdτ .
On the other hand, we have
N 2k pzq :“ ik1 ¨ k|k|2 L
“
F 2k ptq
‰ pzq, (5.25)
with
F 2k ptq “
ż t
0
pψpτ, k1qpt´ τq ż τ
0
pψps, k2qF rk2 ¨∇vfeqs pkpt´ τq ` k2pτ ´ sqqds dτ .
So with these notations,the dispersion relation (5.4.1) may be written as, for all z such that
=z ą 2λ0,
L rpµpt, kqs pzqDkpzq “ N 1k pzq `N 2k pzq. (5.26)
5.4.3 Estimates for N 1k and N 2k
We are going to apply the same strategy as for the resolution of the first order dispersion
relation. It will be solve using Lemma 5.3.4. The denominator has been studied in Proposition
5.3.2. The following lemma describes the regularity and the behavior of the numerators N 1k and
N 2k .
Lemma 5.4.1. The function N 1k , N 2k have a meromorphic continuation and there exist rλ P R
and β P p0, pi2 q such that
sup
zPirλ`iΣβ`pi2
|z ´ irλ| “|N 1k pzq| ` |N 2k pzq|‰ ă 8.
‚ If there exists γ P p0, 1q such k2 “ ´γk1 then the poles of N 1k are the points ω P C such that
ω “ ω1 |k||k1| where Dk1pω1q “ 0 and its multiplicity is smaller than or equal to nk1,ω1 ` 1. N 2k has
two kinds of poles. On the one hand, there are the points ω P C such that ω “ ω1 ` ω2 where
Dk1pω1q “ Dk2pω2q “ 0. On the other hand, there are the points ω P C such that ω “ ω1 |k||k1|
where Dk1pω1q “ 0. The multiplicity of a pole belonging to the two families is smaller than or
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equal to nk1,ω1`nk2,ω2`1. Else the multiplicity of a pole of the first kind is smaller than or equal
to nk1,ω1 ` nk2,ω2 ´ 1 and the multiplicity of a pole of the second kind is smaller than or equal to
nk1,ω1 ` 1.
‚ Else N 1k is an entire function and the poles of N 2k are the points ω P C such that ω “ ω1 ` ω2
where Dk1pω1q “ Dk2pω2q “ 0 and its multiplicity is smaller than or equal to nk1,ω1 ` nk2,ω2 ´ 1.
Now, we focus on proving Lemma 5.4.1. However, using analytic representation Theorem
5.3.1, it is directly deduced of the two following lemmas (Lemma 5.4.2 and Lemma 5.4.3) invol-
ving properties of F 1k and F
2
k .
Lemma 5.4.2. For all λ P R there exist β P p0, pi2 q and an analytic and bounded function on Σβ
denoted r such that
‚ if k2 “ ´γk1, γ P p0, 1q, then for all t ą 0
F 1k ptq “
ÿ
Dk1 pω1q“0=ω1ěλ
Rω1ptqe´iω1
|k|
|k1| t ` eλtrptq, (5.27)
with Rω1 a polynomial of degree smaller than or equal to nk1,ω1 ,
‚ else, for all t ą 0
F 1k ptq “ eλtrptq. (5.28)
Lemma 5.4.3. For all λ P R there exist β P p0, pi2 q and an analytic and bounded function on Σβ
denoted r such that
‚ if k2 “ ´γk1, γ P p0, 1q, then for all t ą 0
F 2k ptq “
ÿ
Dk1 pω1q“0=ω1ěλ
»——–Rω1k1,k2ptqe´iω1 |k||k1| t ` ÿ
Dk2 pω2q“0=ω2ěλ
Qk1,k2ω1,ω2ptqe´ipω1`ω2qt
fiffiffifl` eλtrptq, (5.29)
with Qk1,k2ω1,ω2 a polynomial of degree smaller than or equal to nk1,ω1 ` nk2,ω2 ´ 2 and Rω1k1,k2 a
polynomial of degree smaller than or equal to nk1,ω1 (if there exist ω1, ω2 such that ω1 ` ω2 “
ω1
|k|
|k1| the maximal possible degree of Q
k1,k2
ω1,ω2 and R
ω1
k1,k2
is nk1,ω1 ` nk2,ω2 )
‚ else, for all t ą 0
F 2k ptq “
ÿ
Dk1 pω1q“0=ω1ěλ
ÿ
Dk2 pω2q“0=ω2ěλ
Qk1,k2ω1,ω2ptqe´ipω1`ω2qt ` eλtrptq, (5.30)
with Qk1,k2ω1,ω2 a polynomial of degree smaller than or equal to nk1,ω1 ` nk2,ω2 ´ 2.
Remark 5.4.4. In Lemma 5.4.1, we need that the inequality is true for a given λ˜, in order to
apply Lemma 5.3.4. However, applying Theorem 5.3.1, we deduce from Lemmae 5.4.2 and
5.4.3 that the inequality is true for all λ˜ P R. On the other hand, we have needed that Lemma
5.4.2 and 5.4.3 are true for all λ P R, in order to prove that N 1k and N 2k are meromorphic.
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We are going to prove these lemmas distinguishing the non resonant case from the resonant
case (when there exists γ P p0, 1q such that k2 “ ´γk1). In order to get proofs as clear as
possible we do not prove that the remainder term can be extended on complex cones and we
only control them on R˚` . Indeed, there are no real issues to extend them and the arguments
to control them on Σα or R˚` are the same. Furthermore, the notations induced for the complex
extensions are quite heavy and so do not help to understand the ideas. However, in the first
proof, to give an example, we prove the analytic extension and we really estimate it.
5.4.4 Proof of Lemma 5.4.2 in the non-resonant case.
Since we are studying the non-resonant case, there exists δ ą 0 such that
@θ P p0, 1q, δ ď |p1´ θqk ` θk2|.
Indeed, in the resonant case there exists γ P p0, 1q such that k2 “ ´γk1 “ γpk2 ´ kq, so that
p1 ´ γqk2 ` γk “ 0. We have proven in Proposition 5.3.1 that there exists α P p0, pi2 q such thatpψpt, k1q extends to an analytic function on Σα and that there exists λ0 P R and M ą 0 such that
@z P Σα, | pψpz, k1q| ďMeλ0<z.
Furthermore, since v ÞÑ pg0pk2, vq P E pRdq, its Fourier transform extends to an entire function on
Cd and we can assume (choosing α small enough) that for all λ2 P R there exists Cλ2 ą 0 such
that
@z P ΣαRd, |F r pg0pk2, vqs pzq| ď Cλ2eλ2|<z|. (5.31)
Now observe that by a change of variable, F 1k ptq can be written as
F 1k ptq “ t2
ż 1
0
p1´ θq pψpθt, k1qF r pg0pk2, vqspt pp1´ θqk ` θk2qqdθ.
Consequently, F 1k ptq naturally extends to an analytic function on Σα. Now, we have to control
F 1k pzqe´λz on Σα for any λ P R. Indeed, we have, for z P Σα, as we can assume λ2 ď 0,
|F 1k pzqe´λz| ď |z|2e´λ<z
ż 1
0
| pψpθz, k1q|p1´ θq |F r pg0pk2, vqspz pp1´ θqk ` θk2qq|dθ
ď Cλ2M |z|2
ż 1
0
epλ0θ´λq<zp1´ θqeλ2<z|p1´θqk`θk2|dθ
ď Cλ2M |z|2ep|λ0|´λ`δλ2q<z
ď Cλ2M
ˆ <z
cosα
˙2
ep|λ0|´λ`δλ2q<z.
So this quantity is bounded uniformly with respect to z P Σα if λ2 ă λ´|λ0|δ .
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5.4.5 Proof of Lemma 5.4.2 in the resonant case
As explained before, from now, we do not pay attention to the analytic extension anymore.
First, we use the resonance to give a more adapted expression of F 1k
F 1k ptq “
ż t
0
pψpτ, k1qpt´ τqF r pg0pk2, vqspk1 pp1´ γqt´ τqqdτ
“
ż p1´γqt
´γt
pψpp1´ γqt´ s, k1qpγt` sqF pg0pk2, k1sqds,
making the change of variable s Ð p1 ´ γqt ´ τ . We want to expand ψ, so we introduce the
dependency of F 1k with respect to t ÞÑ pψpt, k1q by denoting F 1k r pψpt, k1qsptq. Consequently, using
the expansion of ψ of Proposition 5.3.1, for any λ1 P R, we get
F 1k r pψpt, k1qsptq “ ÿ
Dk1 pω1q“0=ω1ěλ1
F 1k rPk1,ω1ptqe´iω1tsptq ` F 1k reλ1trk1,λ1ptqsptq,
where rk1,λ1 is a bounded function on R
˚` .
First, we are going to control the remainder term F 1k reλ1trk1,λ1ptqsptq. Using the same control
of the Fourier transform as previously (see (5.31)), we have, as we can assume λ1, λ2 ď 0,
e´λt|F 1k reλ1trk1,λ1ptqsptq|
ď }rk1,λ1}L8e´λt
ż p1´γqt
´γt
eλ1rp1´γqt´sspγt` sq |F r pg0pk2, vqspk1sq| ds
ď }rk1,λ1}L8Cλ2e´λt
ż p1´γqt
´γt
eλ1rp1´γqt´sspγt` sqeλ2|k1||s|ds
ď }rk1,λ1}L8Cλ2erp1´γqλ1´λst
ż
R
pγt` sqepλ2|k1|´λ1q|s|ds.
So this quantity is bounded uniformly with respect to t P R˚` if p1´ γqλ1 ă λ and λ2|k1| ă λ1.
Now, we are going to study one leading term of the type F 1k rtne´iω1tsptq. So, we are doing a
new expansion.
F 1k rtne´iω1tsptq “ e´iω1p1´γqt
ż p1´γqt
´γt
pp1´ γqt´ sqneiω1spγt` sqF r pg0pk2, vqspk1sqds
“
n`1ÿ
j“0
bjt
je´iω1p1´γqt
ż p1´γqt
´γt
sn`1´jeiω1sF r pg0pk2, vqspk1sqds,
where b0, . . . , bn`1 are real numbers. Here we recognise the leading terms of (5.27) since, by
construction, 1´ γ “ |k||k1| .
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Then, observe that since the right integral is convergent (see (5.31)), there exists A P C
such that for any t P R˚` , we haveż p1´γqt
´γt
sn`1´jeiω1sF r pg0pk2, vqspk1sqds “A´ ż ´γt
´8
sn`1´jeiω1sF r pg0pk2, vqspk1sqds
´
ż `8
p1´γqt
sn`1´jeiω1sF r pg0pk2, vqspk1sqds.
The complex numberA is the leading term of this integral whereas the other ones are remainder
terms. So we just have to control them. Indeed, we haveˇˇˇˇ
e´λttje´iω1p1´γqt
ż ´γt
´8
sn`1´jeiω1sF r pg0pk2, vqspk1sqdsˇˇˇˇ
ď Cλ2e´λttje=ω1p1´γqt
ż 8
γt
sn`1´je=ω1seλ2|k1|sds
ď Cλ2
ż 8
0
e
´λ s
γ
ˆ
s
γ
˙j
e
=ω1p1´γq sγ sn`1´je=ω1seλ2|k1|sds,
as we can assume λ ď 0 and since t ď sγ . Consequently, it is bounded uniformly with respect to
t if |k1|γλ2 ă λ´ =ω1. The estimation of the third integral can be realized with the same ideas.
As we have a term in tn`1, we see that Rω1 is of degree ď nk1,ω1 , since Pk1,ω1 is of degree
ď nk1,ω1 ´ 1.
5.4.6 Proof of Lemma 5.4.3 in the non resonant case
First, operating the change of variable τ 1 “ t´ τ , s1 “ t´ s, we can write F 2k as
F 2k ptq “
ż
0ďτ 1ďs1ďt
pψpt´ τ 1, k1q pψpt´ s1, k2qτ 1F rk2 ¨∇vfeqs pkτ 1 ` k2ps1 ´ τ 1qqds1dτ 1,
since, if 0 ď s ď τ ď t we get 0 ď t ´ τ ď t ´ s and t ´ τ ď t ´ s ď t, that is 0 ď τ 1 ď s1 ď t.
In order to get notations general enough but compact, we denote u “ F rk2.∇vfeqs. Since
u P E pRdq, for all λ3 P R there exists a constant Cλ3 ą 0 such that
@ξ P Rd,@t ą 0, |uptξq| ď Cλ3eλ3t|ξ|. (5.32)
We define, for continuous functions φ1, φ2 with an exponential order, a bilinear operator q by
qrφ1, φ2sptq “ qrφ1ptq, φ2ptqsptq “
ż
0ďτďsďt
φ1pt´ τqφ2pt´ sqτupkτ ` k2ps´ τqqds dτ .
With these notations, we have
F 2k ptq “ qr pψpt, k1q, pψpt, k2qsptq.
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Consequently, using the expansions of pψpt, k1q and pψpt, k2q established in Proposition 5.3.1,
we get 2 for λ1, λ2 P R,
F 2k “
ÿ
Dk1 pω1q“0=ω1ěλ1
ÿ
Dk2 pω2q“0=ω2ěλ2
qrPk1,ω1e´iω1t, Pk2,ω2e´iω2ts ` qreλ1trk1,λ1 , pψpt, k2qs
` qr pψptk1q, eλ2trk2,λ2s ´ qreλ1trk1,λ1 , eλ2trk2,λ2s (5.33)
where rk1,λ1 and rk2,λ2 are respectively bounded by constants Cλ1 and Cλ2 .
Furthermore, we can also assume that there exists λ0 P R and M ą 0 such that
@t ą 0, | pψpt, k1q| ` | pψpt, k2q| ďMeλ0t.
Finally, since we are treating the non-resonant case, we may assume that there exists δ ą 0
such that
@0 ď τ ď s, δs ď |τk ` ps´ τqk2|. (5.34)
So first, we are going to control the remainder terms of (5.33). For example, we consider
qreλ1trk1,λ1 , pψpt, k2qs. So, if t ą 0, λ3 ă 0, λ1 ă 0, we have
e´λt|qreλ1trk1,λ1 , pψpt, k2qsptq|
ď Cλ1MCλ3epλ1`λ0´λqt
ż
0ďτďsďt
e´λ1τ´λ0sτeλ3|kτ`k2ps´τq|dsdτ
ď Cλ1MCλ3epλ1`λ0´λqt
ż
0ďτďsďt
e´λ1τ´λ0s`λ3δsτdsdτ
ď Cλ1MCλ3t2epλ1`λ0´λqt
ż
są0
e´λ1s´λ0s`λ3δsds.
So, this quantity is bounded uniformly with respect to t ą 0 if λ1 ă λ´ λ0 and λ3 ă λ1`λ0δ ă λδ .
Similarly, we could prove that if λ2 is chosen negative enough then we could control, uniformly
with respect to t, qr pψpt, k1q, eλ2trk2,λ2sptqe´λt, and also qreλ1trk1,λ1 , eλ2trk2,λ2s.
Now, we consider a generic leading terms of (5.33) of the type qrtn1e´iω1t, tn2e´iω2ts. So
first, we can expand it
qrtn1e´iω1t, tn2e´iω2tsptq
“
ż
0ďτďsďt
pt´ τqn1e´iω1pt´τqpt´ sqn2e´iω2pt´sqτupkτ ` k2ps´ τqqdsdτ
“
n1ÿ
j1“0
n2ÿ
j2“0
bj1,j2e
´ipω1`ω2qttn1´j1`n2´j2
ż
0ďτďsďt
τ j1`1sj2eiω1τ`iω2supkτ ` k2ps´ τqqdsdτ ,
2. Realizing a decomposition of the form
qra1 ` b1, a2 ` b2s “ qra1, a2s ` qrb1, a2 ` b2s ` qra1 ` b1, b2s ´ qrb1, b2s.
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where b P RJ0,n1KˆJ0,n2K are some real coefficients.
We observe that this last integral converge when t goes to `8. Indeed, we haveˇˇˇˇż s
0
τ j1`1sj2eiω1τ`iω2supkτ ` k2ps´ τqqdτ
ˇˇˇˇ
ď Cλ3sj1`j2`2ep|ω1|`|ω2|qseλ3δs
P L1pR`q, if δλ3 ă ´|ω1| ´ |ω2|.
Consequently, there exists a complex constant A P C such thatż
0ďτďsďt
τ j1`1sj2eiω1τ`iω2supkτ ` k2ps´ τqqdsdτ
“ A´
ż
0ďτďs
tďs
τ j1`1sj2eiω1τ`iω2supkτ ` k2ps´ τqqdsdτ .
This complex number A generates the term of frequency ω1 ` ω2 in (5.30). So we just need to
prove that the other term is a remainder term controlling it. Indeed, we have
e´λt
ˇˇˇˇ
ˇe´ipω1`ω2qttn1´j1`n2´j2
ż
0ďτďs
tďs
τ j1`1sj2eiω1τ`iω2supkτ ` k2ps´ τqqdsdτ
ˇˇˇˇ
ˇ
ďCλ3e´λte=pω1`ω2qttn1´j1`n2´j2
ż
0ďτďs
tďs
sj1`j2`1e´=ω1τ´=ω2seλ3δsdsdτ
ďCλ3e´λte=pω1`ω2qttn1´j1`n2´j2
ż
tďs
sj1`j2`2e|=ω1|s´=ω2seλ3δsds
ďCλ3
ż
są0
e|=pω1`ω2q|s´λssn1`2`n2e|=ω1|s´=ω2seλ3δsds,
as λ can be supposed ď 0, and this last quantity is finite if λ3 is negative enough (λ3 ă
λ´|=pω1`ω2q|´|=ω1|`=ω2
δ ).
Concerning the degree, we see that it is ď nk1,ω1 ´ 1` nk2,ω2 ´ 1, since n1 ď nk1,ω1 ´ 1 and
n2 ď nk2,ω2 ´ 1, which corresponds to what is expected.
5.4.7 Proof of Lemma 5.4.3 in the resonant case
We consider now the last case, which is the most complex. We keep the notations of the
previous subsection but we need a new expression of q adapted to the resonance :
qrφ1, φ2sptq “
ż
0ďτďsďt
φ1pt´ τqφ2pt´ sqτupk1 rp1´ γqτ ´ γps´ τqsqdsdτ ,
“
ż t
0
ż s
0
φ1pt´ τqφ2pt´ sqτupk1 rτ ´ γssqdτds,
“
ż t
0
ż p1´γqs
´γs
φ1pt´ τ ´ γsqφ2pt´ sqpτ ` γsqupk1τqdτds.
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The term τ ` γs is quite heavy for our estimations, so we introduce a last notation
qml rφ1, φ2sptq “
ż t
0
ż p1´γqs
´γs
φ1pt´ τ ´ γsqφ2pt´ sqτ lsmupk1τqdτds.
Consequently, we can expand qrφ1, φ2s as follow
qrφ1, φ2s “ q01rφ1, φ2s ` γq10rφ1, φ2s.
We also introduce 3 a new expansion of F 2k more adapted to the resonance
F 2k “
ÿ
Dk1 pω1q“0=ω1ěλ1
ÿ
Dk2 pω2q“0=ω2ěλ2
qrPk1,ω1e´iω1t, Pk2,ω2e´iω2ts
`
ÿ
Dk1 pω1q“0=ω1ěλ1
qrPk1,ω1e´iω1t, eλ2trk2,λ2s ` qreλ1trk1,λ1 , pψpt, k2qs.
Now, we are going to study each one of the terms of this expansion.
Last term
First, we control the last remainder term, qreλ1trk1,λ1 , pψpt, k2qs. Indeed, if t ą 0 we have
e´λt|qml reλ1trk1,λ1 , pψpt, k2qspzq|
ďCλ1MCλ3e´λttl`m
ż t
0
ż p1´γqs
´γs
eλ1rt´τ´γsseλ0pt´sqeλ3|k1||τ |dτds
ďCλ1MCλ3
ˆż
R
e´λ1τ`λ3|k1||τ |dτ
˙
tl`mep´λ`λ0`λ1qt
ˆż t
0
e´γsλ1´λ0sds
˙
ďCλ1MCλ3
ˆż
R
e´λ1τ`λ3|k1||τ |dτ
˙
tl`m`1ep´λ`λ0`λ1qte´γtλ1´λ0t
ďCλ1MCλ3
ˆż
R
ep´λ1`λ3|k1|q|τ |dτ
˙
tl`m`1ep´λ`λ1p1´γqqt
So this last quantity is bounded uniformly with respect to t if λ1 and λ3 are chosen negative
enough. More precisely, we need p1´ γqλ1 ă λ and λ3|k1| ă λ1.
Second term
Now, we study the behavior of the second kind of term in the expansion of F 2k .
Expanding Pk1,ω1pt´τ´γsq, we can write qrPk1,ω1e´iω1t, eλ2trk2,λ2sptq as a linear combination
of term of the type
tjqml`1re´iω1t, eλ2trk2,λ2sptq and tjqm`1l re´iω1t, eλ2trk2,λ2sptq,
with j ` l `m ď degPk1,ω1 .
3. Realizing a decomposition of the form : qra1 ` b1, a2 ` b2s “ qra1, a2s ` qra1, b2s ` qrb1, a2 ` b2s.
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Let t ą 0, then we have
qml re´iω1t, eλ2trk2,λ2sptq “ e´iω1t
ż t
0
ż p1´γqs
´γs
eiω1τeiω1γseλ2pt´sqrk2,λ2pt´ sqτ lsmupk1τqdτds.
So, using (5.32),we introduce
R´psq “
ż ´γs
´8
eiω1ττ lupk1τqdτ and R`psq “
ż 8
p1´γqs
eiω1ττ lupk1τqdτ
and
A “
ż
R
eiω1ττ lupk1τqdτ and Bλ2,p “
ż 8
0
e´iω1γsspeλ2srk2,λ2psqds, (5.35)
where Bλ2,p is well defined if λ2 is negative enough (i.e. λ2 ă ´γ|λ0|). Consequently, we get
(since 1´ γ “ |k||k1| )
qml re´iω1t, eλ2trk2,λ2sptq
“Ae´iω1t
ż t
0
eiω1γssmeλ2pt´sqrk2,λ2pt´ sqds
`
ż t
0
eiω1γseλ2pt´sqsmrk2,λ2pt´ sq pR´psq `R`psqq ds
“Ae´iω1 |k||k1| t
ż t
0
e´iω1γspt´ sqmeλ2srk2,λ2psqds
`
ż t
0
eiω1γseλ2pt´sqsmrk2,λ2pt´ sq pR´psq `R`psqq ds
“
mÿ
p“0
Cpmt
m´pABλ2,pe
´iω1 |k||k1| t
`
mÿ
p“0
Cpmt
m´pAe´iω1
|k|
|k1| t
ż 8
t
e´iω1γsspeλ2srk2,λ2psqds
`
ż t
0
eiω1γseλ2pt´sqsmrk2,λ2pt´ sq pR´psq `R`psqq ds,
where Cpm “
`
m
p
˘
is a binomial coefficient. Here there are three kinds of terms. The first one
is one of expected leading term. The two others are remainder terms. So we have to control
them.
First, we control the second kind of term. If t ą 0 thenˇˇˇˇ
e´λte´iω1
|k|
|k1| t
ż 8
t
e´iω1γsspeλ2srk2,λ2psqds
ˇˇˇˇ
ď Cλ2e´λte=ω1
|k|
|k1| t
ż 8
t
e=ω1γsspeλ2sds
ď Cλ2
ż
są0
sper|=ω1|`|λ|`λ2ssspeλ2sds.
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So this last quantity is finite if λ2 is negative enough.
Then we control the last kind of term. If t ą 0 thenˇˇˇˇ
e´λt
ż t
0
eiω1γseλ2pt´sqsmrk2,λ2pt´ sqR´psqds
ˇˇˇˇ
ď Cλ2Cλ3e´λt
ż t
0
e´=ω1γseλ2pt´sqsm
ż 8
γs
e´=ω1ττ leλ3|k1|τdτds
ď Cλ2Cλ3tmepλ2´λ`|=ω1|γqt
ż
τą0
τ le
´
λ3|k1|´=ω1` |λ2|γ
¯
τdτ .
So this last quantity is bounded uniformly with respect to t if λ2 ă λ ´ |=ω1|γ and λ3|k1| ă
=ω1q ´ |λ2|γ . Of course, we could control the other remainder term (with R`) in a similar way.
Concerning the degree, it is smaller or equal than the degree of Pk1,ω1 , that is ď nk1,ω1 ´ 1,
as j ` m ď degPk1,ω1 . This is for the moment one degree less than what is expected in the
Lemma 5.4.3.
Remark 5.4.5. Note the term Bλ2,p in (5.35) is not explicit, as it relies on a remainder term of
the first order dispersion relation. It is worth mentioning that this term contributes to the second
order expansion, and not as a remainder term.
First term
Finally we study the first kind of terms in the expansion of F 2k . These terms are of the type
qrPk1,ω1e´iω1t, Pk2,ω2e´iω2ts. By a straightforward calculation, as in the previous case, it can be
extended as a linear combination of terms of the type tjqml`1re´iω1t, tne´iω2ts and of the type
tjqm`1l re´iω1t, tne´iω2ts with j ` l `m “ degPk1,ω1 and n ď degPk2,ω2 .
In order to pursue the proof for this first kind of terms, in the following elementary lemma,
we introduce a useful algebraic decomposition. It is proven in Appendix 5.6.2.
Lemma 5.4.6. For all n,m P N, for all ω P C, there exists Qm,n,ω, Rm,n,ω P CrXs such that
@t ą 0,
ż t
0
eiωssmpt´ sqnds “ Qm,n,ωptqeiωt `Rm,n,ωptq.
If ω ‰ 0 then degQm,n,ω “ m and degRm,n,ω “ n. If ω “ 0 then Qm,n,ω “ 0 and degRm,n,ω “
m` n` 1.
Remark 5.4.7. The fact that the degree of Rm,n,ω can change contains the discussion on the
multiplicity. Indeed, it will be applied for ω “ γω1 ` ω2 which is equal to zero when ω1 ` ω2 “
|k|
|k1|ω1, since
|k|
|k1| “
|k1`k2|
|k1| “ p1´ γq.
Furthermore, using the previous constructions, we introduce
Bptq “
ż
są0
eiω1γseiω2spt´ sqnsm pR´psq `R`psqq ds P Cnrts.
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Now, if t ą 0, we have
qml re´iω1t, tne´iω2tsptq
“
ż t
0
ż p1´γqs
´γs
e´iω1pt´τ´γsqe´iω2pt´sqpt´ sqnτ lsmupk1τqdτds
“A
ż t
0
e´iω1pt´γsqe´iω2pt´sqpt´ sqnsmds
`
ż t
0
e´iω1pt´γsqe´iω2pt´sqpt´ sqnsm pR´psq `R`psqq ds
“Ae´ipω1`ω2qt
”
Qm,n,γω1`ω2ptqeipγω1`ω2qt `Rm,n,γω1`ω2ptq
ı
`Bptqe´ipω1`ω2qt ´
ż 8
t
e´iω1pt´γsqe´iω2pt´sqsm pR´psq `R`psqq ds
“pARm,n,γω1`ω2 `Bptqqe´ipω1`ω2qt `AQm,n,γω1`ω2ptqe´iω1
|k|
|k1| t
´
ż 8
t
e´iω1pt´γsqe´iω2pt´sqpt´ sqnsm pR´psq `R`psqq ds.
Finally we just have to prove that this last integral is a remainder term. Indeed, we haveˇˇˇˇ
e´λt
ż 8
t
e´iω1pt´γsqe´iω2pt´sqpt´ sqnsmR´psqds
ˇˇˇˇ
ďCλ3tnep´λ`=ω1`=ω2qt
ż 8
t
e´pγ=ω1`=ω2qssm
ż 8
γs
e=ω1ττ leλ3|k1|τdτds
ďCλ3
ż 8
t
e´γs
ż 8
γs
τn`l`m
γn`m e
p1`=ω1` |´λ`=ω1`=ω2|`|γ=ω1`=ω2|γ `λ3|k1|qτdτds
ďCλ3
ż
są0
e´γsds
ż
τą0
τn`l`m
γn`m e
p1`=ω1` |´λ`=ω1`=ω2|`|γ=ω1`=ω2|γ `λ3|k1|qτdτ .
So this last quantity is finite if λ3 is negative enough.
Concerning the degree, we consider first the case γω1 ` ω2 ­“ 0. As B is of degree ď n
and Rm,n,γω1`ω2 is of degree ď n. So we get, as j ď degPk1,ω1 and n ď degPk2,ω2 , that
Qk1,k2ω1,ω2 is of degree ď nk1,ω1 ´ 1 ` nk2,ω2 ´ 1, which is the expected value. Now, as we can
have a qm`1l term, leading to Qm`1,n,γω1`ω2 which is of degree ď m ` 1 and as m can be
chosen ď degPk1,ω1 , Rω1k1,k2 is of degree ď nk1,ω1 , which is now the expected value. We consider
finally the case γω1 ` ω2 “ 0, so that the terms e´ipω1`ω2qt and e´iω1
|k|
|k1| t are the same. The
terms of highest degree is then Rm`1,n,γω1`ω2 which is here of degree ď m ` n ` 2, that is
ď nk1,ω1 ´ 1` nk2,ω2 ´ 1` 2. All the values found are thus those that are expected.
5.4.8 Proof of Proposition 5.4.1
Proof of Proposition 5.4.1. In Proposition 5.3.2 and 5.4.1 we have proven that we can apply
Lemma 5.3.4 with 1´Rpzq “ Dkpz` irλq and Npzq “ N 1k pz` irλq`N 2k pz` irλq, taking λ0 “ rλ{|k|
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in Proposition 5.3.2 : we get from Proposition 5.3.2 and Lemma 5.4.1
@z P iΣγ`pi2 , |zRpzq| ď
C
|k| , supzPiΣβ`pi2
|zNpzq| ă 8.
But the result of this lemma is that for all λ P R, we have
Npzq
1´Rpzq “ L
„ ÿ
ω pole of N1´R
=ωěλ
Pωptqe´iωt ` eλtrptq

pzq,
with a function r P HpΣβ˜q analytic and bounded on Σβ˜, for =z large enough, with some β˜
satisfying 0 ă β˜ ă γ ă β and Pω is the polynomial such that
Npzq
1´Rpzq “zÑωLrPωptqe
´iωts `Op1q.
Thus, we have
N 1k pzq `N 2k pzq
Dkpzq “ L
„ ÿ
ω pole of N1´R
=ωěλ
Pωptqe´iωt ` eλtrptq

pz ´ irλq
“ L
„ ÿ
ω pole of N1´R
=ωěλ
Pωptqe´ipω`irλqt ` epλ`rλqtrptq

pzq
“ L
„ ÿ
ω pole of
N1
k
`N2
k
Dk
=pωqěλ`rλ
P
ω´irλptqe´iωt ` epλ`rλqtrptq

pzq
So, defining µ by
pµpt, kq “ ÿ
Dpωq“1
=pωqěλ`rλ
P
ω´irλptqe´iωt ` epλ`rλqtrptq,
we get (5.26), which is (5.13). We finally have the expansion of Theorem 5.1.5. Concerning
the multiplicity, if one pole is common to N 1k `N 2k and D´1k we have to sum up the multiplicity,
leading to add nk,ω1`ω2 ´ 1 to the range for ` and nk, |k||k1|ω1 ´ 1 to the range for p. The other
concerns about the multiplicity follow from Lemmae 5.4.2 and 5.4.3, and the condition k ¨k1 ­“ 0
directly follows from the factor k ¨ k1 in front of (5.24) and (5.25). Note also that R˚` Ă Σrβ, so
that r is bounded on R˚` as stated in Theorem 5.1.5.
5.5 Numerical results
Simulations have already been performed for multi-dimensional and multi-species simula-
tions in [20], highlighting the relevance of second order expansion. We focus here more spe-
cifically on exhibiting a case where the Best frequency, that corresponds to the terms B in
Theorem 5.1.5, appears.
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5.5.1 First example
We consider the one dimensional case (d “ 1 and L1 “ 2pi) and solve numerically (VP)
with a Semi-Lagrangian scheme and an adapted 6-th order splitting [44]. 1D periodic centered
Lagrange interpolation of degree 17 is used in both x and v directions and the periodic Poisson
solver is solved with fast Fourier transform.
Initial condition is f0px, vq “ feqpvq ` εg0px, vq, with
feqpvq “ e´v2{2, g0px, vq “ cosp2xqe´v2{p2σ22q ` cosp3xqe´v2{p2σ23q
and σ2 “ 21{4, σ3 “ ?pi{2 and ε “ 0.001.
We take v P r´vmax, vmaxs, with vmax “ 10. Numerical parameters are : the number of
uniform cells in x (resp. v) that are Nx (resp. Nv) and the time step ∆t P R˚` , leading to a grid
which will be referred as Nx ˆNv ˆ∆t grid.
The first Fourier mode pE1,numptq of the electric field E :“ ´∇Φ is computed from the simu-
lation at each time step t “ tn “ n∆t, using a discrete Fourier transform.
We first compute the zeros of Dk “ D´k (see Remark 5.6.3), for |k| “ 1, 2, 3 with greatest
imaginary part that are
ω1,˘ » ˘2.511728081´ 0.4796966410i,
ω2,˘ » ˘3.734976684´ 2.087460944i,
ω3,˘ » ˘4.866872949´ 4.113005968i.
The second frequency of the mode 1 is ωp2q1,˘ » ˘3.498058625 ´ 2.374303389i. Such zeros
can be computing with a symbolic calculus software. An example using Maple is provided in
the Appendix. Here the modes that are initialized are k1, k2 P t˘2,˘3u. The main term is for
k “ k1`k2 “ ˘1, with k1 “ ¯2 and k2 “ ˘3, as ω˘1 has the greatest imaginary part among the
ωk1`k2 , with k1, k2 P t˘2,˘3u. For having k2 “ ´γk1, with γ P p0, 1q, we have to take k2 “ ˘2
and k1 “ ¯3, so that the Best frequencies ωb,˘ of greatest imaginary part are defined by
ωb,˘ “ |k1 ` k2||k1| ω3,˘ “
ω3,˘
3 .
In order to see such term, we have to remove the main part coming from ω˘1. The procedure
is detailed as follows. From Theorem 5.1.5, we look here for
<p pE1,numqptq » < `ze´iω1t ` pz1 ` tz2qe´iωbt˘ ,with z, z1, z2 P C,
with ω1 “ ω1,` or ω1 “ ω1,´, as it leads to the same value, and similarly for ωb. We estimate z
by using a least square procedure : we first define
χ2pyq “
ÿ
tminďtjďtmax
´
< `ye´iω1tj˘´ <p pE1,numqptjq¯2
and then define z by minimizing this quantity, that is, χ2pzq “ minyPC χ2pyq, which is explicitely
given by as solution of
ATA
„ <pzq
=pzq

“ AT b, A “ r<pe´iω1tj qj ;´=pe´iω1tj qjs, b “ <p pE1,numqptjqj ,
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with A a matrix given by its 2 columns and b a vector, all the three vectors being indexed by j
that goes through all the values such that tmin ď tj ď tmax.
Once z is found, we estimate z1 and z2 using again a least square procedure on the remain-
der : defining this time
χ˜2py1, y2q “
ÿ
t˜minďtjďt˜max
´
< `py1 ` tjy2qe´iωbtj˘´ <´ pE1,numptjq ´ ze´iω1t¯¯2 ,
z1 and z2 are obtained by minimizing this quantity, that is,
χ˜2pz1, z2q “ min
y1,y2PC
χ˜2py1, y2q.
Again the solution is explicitely given, the matrix A being here
A “ r<pe´iωbtj qj ;´=pe´iωbtj qj ;<ptje´iωbtj qj ;´=ptje´iωbtj qjs.
On Figure 5.2, we represent the time evolution of the real part of the first Fourier mode
|<p pE1,numqptq| in absolute value, together with |<p pE1,numqptq ´ < `ze´iω1t˘ |, that is the quantity
where we have removed the main part (it is a term J in Theorem 5.1.5) ; the latter is compared
to |< `pz1 ` tjz2qe´iωbtj˘ | that corresponds to the Best term. The parameters tmin, tmax, t˜min
and t˜max are chosen properly so that, in the corresponding interval, the approximation is valid.
Note that a too low value is not good, as the expansion is only asymptotic and we consider
only one term which is the main term asymptotically. A too high value is also not good, as we
have to face with the round off or numerical error and the nonlinear behavior (note that we do
not solve here the second linearized equation but the full nonlinear equation). We observe a
well agreement, which is even better, by refining the grid, so that we can claim that we have
exhibited the Best frequency in the numerical results, which is fully coherent with the theoretical
results.
5.5.2 Another case where the Best frequency is almost dominant on a spatial
mode
Now we consider again d “ 1 (dimension 1), but we change the spatial length of the domain
L1 “ 20pi, and take
feqpvq “ e´v2{2, g0px, vq “ cospxqe´v2{p2σ22q ` cosp0.1xqe´v2{p2σ23q
and σ2 “ 21{4, σ3 “ ?pi{2 and ε “ 0.001. Now the modes that are initialized are k1, k2 P
t˘1,˘0.1u. We now need to know (we already have the value of ω1,˘ from the previous sub-
section)
ω0.1,˘ » ˘1.592755970` 3.218848582 ¨ 10´52i,
ω0.2,˘ » ˘1.621955006´ 2.569883158 ¨ 10´12i,
ω0.9,˘ » ˘2.382548194´ 0.3594880484i,
ω1.1,˘ » ˘2.639613224´ 0.6100786528i.
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FIGURE 5.2 – Time evolution of |<p pE1,numqptq| (mode 1), |<´ pE1,numptq ´ ze´iω1t¯ | (mode 1
- leading mode 1) and |< `pz1 ` tjz2qe´iωbtj˘ | (Best), for coarse 128 ˆ 256 ˆ 0.1 and refined
2048 ˆ 4096 ˆ 0.00625 grids, the latter being referred as (ref) in the legend. The parameters
rtmin, tmaxs “ r17.5, 35s and rt˜min, t˜maxs “ r1.75, 17.5s are used for the least square procedures.
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The second frequency of the mode 0.9 is ωp2q0.9,˘ » ˘3.181466437 ´ 2.102684847i. The possible
values of k “ k1 ` k2 are in the set t˘0.2,˘0.9,˘1.1,˘2u. The first order expansion already
gives a term that is not damped (the imaginary part is almost equal to zero). We also have
terms on the second order expansion that are not damped (for k “ ˘0.2). Nevertheless, if one
consider the mode k “ ˘0.9, one can look at |<p pE0.9,numqptq|. From Theorem 5.1.5, we look
thus here for an approximation of ε´2<p pE0.9,numqptq in the form
Ept, zq “ <
´
z1e
´iω0.9t ` pz2t` z3qe´i0.9ω1t ` z4e´ipω1`ω0.1,´qt ` z5e´ipω1`ω0.1,`qt
¯
,
with z “ pz1, z2, z3, z4, z5q P C5, using again ω` “ ω`,` or ω` “ ω`,´, for ` P R, as it leads to the
same result. In order to estimate z, we compute
min
yPC5
ÿ
tminďtjďtmax
´
eλtj<
´
Eptj , yq ´ ε´2 pE0.9,numptjq¯¯2 ,
that is attained for y “ z, by using the least square method as previously. Note that we
add here the weight eλt, with λ “ 0.48 and then we look for all the coefficients in one step.
The choice of the value of λ is coherent with the fact that from Theorem 5.1.5, the function
eλt
´
ε´2<p pE0.9,numqptq ´ Ept, zq¯ should be bounded. Numerical results are shown on Figure
5.3 and Figure 5.4. We use tmin “ 0 and tmax “ 30 for the coarse grid and have increased
tmax to 35 for the fine grid (for the fine grid, we could even increase this value, which was not
possible for the coarse grid : the results were worse, as the solution is not precise enough for
the coarse grid on late times, as shown on on Figure 5.3 and Figure 5.4). For the fine grid,
we could also not really increase further than around tmax “ 50, as we are limited, with non-
linear effects, convergence and/or machine precision ; we have also preferred not to go until
tmax “ 50, as it leads to a worser matching, since the least square procedure tends to match
for values around 50, where the matching is less good. We could also change the initial time,
but it has not so much impact, as it was the case for the previous subsection, since we have
added here a weight function in the least square procedure. We emphasize that we can again
exhibit the Best frequency and also the two other types of frequencies, which are all in the same
range, for this example. In order to get this results, we note that we had to adapt he strategy
concerning the least square method that was presented for the first example ; this is due to the
fact the several modes are in a similar range, and it was not easy to use the first procedure
(used for the first example) to catch the different frequencies.
The values of z are given here for coarse and fine mesh :
z1,coarse » 1.2463´ 11.578i, z1,fine » 1.2183´ 11.548i,
z2,coarse » 0.21502` 0.28932i, z2,fine » 0.23103` 0.31652i,
z3,coarse » ´4.2852` 9.2615i, z3,fine » ´4.5484` 8.9068i,
z4,coarse » 2.3853` 1.2186i, z4,fine » 2.7369` 1.1629i,
z5,coarse » 1.5556` 1.2385i, z5,fine » 1.5611` 1.1445i.
5.5.3 A 2D case
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FIGURE 5.3 – Time evolution of
‚ |<pε´2 pE1,numqptq| (simu) vs |z1e´iω0.9t| (approx1),
‚ |<
´
ε´2 pE1,numptq ´ z1e´iω0.9t¯ | (simu1)
vs |< `pz2t` z3qe´i0.9ω1t˘ | (approx2),
‚ |<
´
ε´2 pE1,numptq ´ z1e´iω0.9t ´ pz2t` z3qe´i0.9ω1t¯ |
(simu2) vs |< `z4e´ipω1`ω0.1,´qt ` z5e´ipω1`ω0.1,`qt˘ | (approx3),
for coarse 128ˆ 256ˆ 0.1 grid. The parameters for the least square procedure is rtmin, tmaxs “
r0, 30s.
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FIGURE 5.4 – Time evolution of
‚ |<pε´2 pE1,numqptq| (simu) vs |z1e´iω0.9t| (approx1),
‚ |<
´
ε´2 pE1,numptq ´ z1e´iω0.9t¯ | (simu1)
vs |< `pz2t` z3qe´i0.9ω1t˘ | (approx2),
‚ |<
´
ε´2 pE1,numptq ´ z1e´iω0.9t ´ pz2t` z3qe´i0.9ω1t¯ |
(simu2) vs |< `z4e´ipω1`ω0.1,´qt ` z5e´ipω1`ω0.1,`qt˘ | (approx3),
for refined 2048 ˆ 4096 ˆ 0.00625 grid. The parameters for the least square procedure is
rtmin, tmaxs “ r0, 35s.
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Looking for Best frequencies in 2D
Finally, we focus on a 2D case. Here we can write k “ k1 ` k2 with
kj “
ˆ
mj
2pi
L1
, nj
2pi
L2
˙
, j “ 1, 2, mj , nj P Z.
Now if k “ γk1, with γ P p0, 1q, we get :
m1 `m2 “ γm1, n1 ` n2 “ γn1,
which leads to
1´ γ “ ´m2
m1
“ ´n2
n1
,
if m1 ­“ 0 and n1 ­“ 0. If m1 or m2 “ 0, we get m1 “ m2 “ 0, and similarly for n1 and n2. In order
to have a "real" 2D case, we can suppose that m1 ­“ 0 and n1 ­“ 0. We have
´m2
m1
“ ´n2
n1
“ 1´ γ “ p
q
, p, q P N, p ă q, p^ q “ 1.
So we obtain ´m2q “ pm1, and thus m1 “ `q, ` P Z˚ and ´m2 “ `p together with n1 “ ˜`q,
˜`P Z˚ and ´n2 “ ˜`p. Note that we then have k ¨ k1 “ γ|k1|2 ­“ 0.
A 2D test case with Best frequency
We choose here L1 “ L2 “ L, m1 “ n1 “ 3, m2 “ n2 “ ´2, so that
k1 “ p3, 3q2pi
L
, k2 “ p´2,´2q2pi
L
, k1 ` k2 “ p1, 1q2pi
L
,
and
|k1| “ 3
?
22pi
L
, |k2| “ 2
?
22pi
L
, |k1 ` k2| “
?
22pi
L
.
We will write ω`, instead of ω`,` or ω`,´, when we can either use ω`,` or ω`,´. We will need
for this subsection and the next one, the following values (note that the values are here not the
same as in the one dimensional case, since the dispersion relation is not the same, as we have
considered here a normalized Maxwellian) :
ω?2{10,˘ » ˘1.030839024´ 6.410202539 ¨ 10´10i,
ω2
?
2{10,˘ » ˘1.140206800´ 0.007780445579i,
ω3
?
2{10,˘ » ˘1.316627173´ 0.08467369148i,
ω?5{10,˘ » ˘1.081943401´ 0.0004485284614i,
ω?13{10,˘ » ˘1.234323666´ 0.04025247555i.
Also, the second frequency of the mode
?
2{10 is ωp2q?2{10,˘ » ˘0.5196579915´0.2520173386i.
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The main frequencies that intervene on the spatial mode p1, 1q2piL are ω?2 2piL ,˘, and
ω3
?
2 2pi
L
,˘
3
(the last one is the Best frequency). In that case, we expect a similar behavior as the test case
of the first subsection.
We use here feqpvq “ 12pie´v
2
1{2´v22{2, with x “ px1, x2q, v “ pv1, v2q, together with
g0px, vq “ pcosp0.3x1 ` 0.3x2q ` cosp0.2x1 ` 0.2x2qq feqpvq,
taking L “ 20pi. We solve again numerically (VP) with a Semi-Lagrangian scheme and an
adapted 6-th order splitting [44] (here d “ 2). The parameter ε is always fixed to ε “ 10´3.
We take v1, v2 P r´6, 6s, 32 cells in x1 and x2 directions, 64 cells in v1 and v2 directions ; time
step is fixed to ∆t “ 0.1, leading to a 32 ˆ 32 ˆ 64 ˆ 64 ˆ 0.1 grid. The diagnostics are here
obtained form the charge density ρpt, x1, x2q “
ş
R2 fdv (computed from trapezoidal rule) : we
define pρ`1,`2,numptq the Discrete Fourier Transform of the charge density at time t “ tn “ n∆t.
Results are given on Figure 5.5. The least square procedure is here applied to minimize :
min
yPC3
ÿ
tminďtjďtmax
´
eλtj< `Eptj , yq ´ ε´2pρ1,1,numptjq˘¯2 ,
with
Ept, yq “ <
´
y1e
´iω?2{10t ` py2t` y3qe´i
1
3ω3
?
2{10t
¯
,
and is attained for yj “ zj , j “ 1, 2, 3, where the zj are given in Figure 5.5. We clearly see
on Figure 5.5, that the Best frequency
ω3
?
2 2pi
L
3 is needed : with the combination of the main
frequency ω?2 2pi
L
the simulated mode pρ1,1,num is accurately asymptotically described. In that
case, we see both frequencies are useful ; the main frequency is not enough as we can see it
on Figure 5.5. Indeed both modes (main and Best) are shown (they are shifted towards bottom
of the Figure in order to see them better), and we see that the combination of the modes is
needed to describe the simulated mode.
A 2D test case without Best frequency
Now, if we change and take n1 “ 2, n2 “ ´1, we have no more Best frequency, and the
main frequencies that intervene on the same spatial mode p1, 1q2piL are ω?2 2piL ,˘ and ω?13 2piL ,˘`
ω?5 2pi
L
,˘ (thesse frequencies were defined in the previous subsection), as we have this time
k1 “ p3, 2q2pi
L
, k2 “ p´2,´1q2pi
L
, k1 ` k2 “ p1, 1q2pi
L
,
and
|k1| “
?
132pi
L
, |k2| “
?
52pi
L
, |k1 ` k2| “
?
22pi
L
,
the initial data being changed to
g0px, vq “ pcosp0.3x1 ` 0.2x2q ` cosp0.2x1 ` 0.1x2qq feqpvq,
and we have still L “ 20pi. For the least square procedure, we consider the minimization pro-
blem
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min
yPC3
ÿ
tminďtjďtmax
´
eλtj< `Eptj , yq ´ ε´2pρ1,1,numptjq˘¯2 ,
with
Ept, yq “ <
´
y1e
´iω?2{10t ` y2e´ipω?5{10,``ω?13{10,´qt ` y3e´ipω?5{10,``ω?13{10,`qt
¯
,
attained for yj “ zj , j “ 1, 2, 3, where the zj are given in Figure 5.6. We remark here that
we have some unexpected frequency at the beggining which might be interpreted as a Best
frequency (the simu-first approx curve), but such one is damped and we get the right asymptotic
behavior, which shows that we cannot get a Best frequency in the asymptotic limit, which is fully
consistant with Theorem 5.1.5.
5.6 Appendix
5.6.1 Some remarks about the space E pRdq
The aim of this subsection is to present some tools to construct explicit examples of func-
tions of E pRdq (characterized by (5.10)).
The Gelfand-Shilov spaces SβαpRdq provide many useful examples of functions of E pRdq.
Their usual definition is the following α, β ą 0,
SβαpRdq :“ tf P S pRdq | Dε, C ą 0,@v, ξ P Rd, |fpvq| ď Ce´|v|
1
α and |F fpξq| ď Ce´|ξ|
1
β u.
Many details about these spaces can be found in [94], in particular these spaces are stable by
multiplication by a polynomial or a trigonometric polynomial, derivation and the natural action
of the affine group of Rd. Furthermore, we obviously have F SβαpRdq “ Sαβ pRdq.
Proposition 5.6.1. If ν P p0, 1q, then S1´νν pRdq Ă E pRdq.
Proof. It is a direct corollary of Proposition 6.1.8 of [94].
Example 5.6.1.
‚ |v|2 cospv1 ´ v2qe´v21´pv1`v2q2 P S
1
2
1
2
pR2q Ă E pR2q,
‚ If k P N˚ then e´v2k P S1´ 12k1
2k
pRq Ă E pRq (see [94]).
To get some other example, we remark that E pRdq is clearly stable by multiplication by a tri-
gonometric polynomial, derivation and the natural action of the affine group of Rd. Furthermore,
it enjoys the following tensor product property.
Proposition 5.6.2. If d1, d2 P N˚ then E pRd1q b E pRd2q Ă E pRd1`d2q.
Example 5.6.2. Bv1e´v41´pv1´3v2q2 P E pR2q.
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FIGURE 5.5 – A 2D-case with Best frequency : time evolution of
‚ |<pε´2pρ1,1,numqptq| (simu)
‚ |<
´
z1e
´iω?2{10t ` pz2t` z3qe´i
1
3ω3
?
2{10t
¯
| (approx)
‚ 10´3|<
´
z1e
´iω?2{10t
¯
| (main mode /1e3)
‚ 10´3|<
´
pz2t` z3qe´i
1
3ω3
?
2{10t
¯
| (Best mode /1e3)
The parameters λ “ 0.09 and rtmin, tmaxs “ r0, 60s are used for the least square procedure to fit
(simu) by (approx) and leads to z1 » 0.036159` 0.042602i, z2 » ´0.0031761´ 0.00089598i and
z3 » 0.010351´ 0.046355i.
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FIGURE 5.6 – A 2D-case without Best frequency : time evolution of
‚ |<pε´2pρ1,1,numqptq| (simu)
‚ |<
´
z1e
´iω?2{10t
¯
| (first approx)
‚ |<
´
ε´2pρ1,1,numptq ´ z1e´iω?2{10t¯ | (simu - first approx)
‚ |<
´
z2e
´ipω?5{10,``ω?13{10,´qt ` z3e´ipω?5{10,``ω?13{10,`qt
¯
| (approx2)
The parameters λ “ 0.05 and rtmin, tmaxs “ r0, 240s are used for the least square procedure
leads to z1 » 0.052836 ` 0.049810i, z2 » ´0.032921 ´ 0.0010657i and z3 » ´0.013703 ´
0.0050901i.
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5.6.2 An algebraic decomposition
The aim of this subsection is to prove Lemma 5.4.6.
Proof of Lemma 5.4.6. If ω “ 0, we get the result by expanding the polynomial pt ´ sqn. So
we suppose now that ω ­“ 0. Since we recognize a convolution product, we apply a Laplace
transform. So we get
L
„ż t
0
eiωssmpt´ sqnds

pzq “ L rtms pz ` ωqL rtns pzq “ n!m!p´iq
n`m`2
pz ` ωqm`1zn`1 .
We can apply a partial fraction decomposition to get some complex coefficients pajqj“0,...,n and
pbjqj“0,...,m such that
n!m!p´iqn`m`2
pz ` ωqm`1zn`1 “
nÿ
j“0
aj
zj`1 `
mÿ
j“0
bj
pz ` ωqj`1 .
Consequently, we have
L
„ż t
0
eiωssmpt´ sqnds

pzq “ L
«
nÿ
j“0
aji
j`1
j! t
j `
mÿ
j“0
bji
j`1
j! t
jeiωt
ff
pzq,
Since the Laplace transform characterizes the continuous functions with an exponential order
(see Theorem 1.7.3 in [6]), we have proved the lemma.
5.6.3 Computation of the zeros
We have used the following Maple code to compute the zeros of Dk. We recall from Lemma
5.3.3 that for =pzq ą 0
Dkpzq “ 1´ 1|k|2
ż
k ¨∇vfeqpvq
v ¨ k ´ z dv “ 1´
i
|k|2 L rF rk ¨∇vf
eqpvqspktqs pzq
“ 1´ i|k|2 L rik ¨ pktqF rf
eqpvqspktqs pzq “ 1` L rtF rfeqpvqspktqs pzq
“ 1`
ż 8
0
tF rfeqpvqspktqeiztdt “ 1`
ż 8
0
t
ż
Rd
feqpvqeitk¨vdveiztdt.
We can write v “ v‖ ` vK, with v‖ the component of v along k and vK perpendicular to k,(when
d ě 2), so that
Dkpzq “ 1`
ż 8
0
t
ż
pRdq‖
˜ż
pRdqK
feqpv‖ ` vKqdvK
¸
eitk¨v‖dv‖eiztdt.
Remark 5.6.3. Note that D´kpzq “ Dkpzq, if F rfeqpvqs is an even function.
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with(inttrans):
with(RootFinding):
Digits:=20:
feq:=exp(-((v)^2)/2);
#the space mode
k:=1.;
#Fourier transform of the equilibrium
Tfeq:=fourier(feq,v,t):
#the analytic function
Dk:=1+int(t*subs(t=k*t,Tfeq)*exp(I*om*t),t=0..infinity):
#the time modes
l:=sort([Analytic(Dk,om,re=-8..8,im=-8..8)],(a,b)->Im(a)>Im(b));
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CHAPITRE 6
SPLITTING METHODS FOR ROTATIONS :
APPLICATION TO VLASOV EQUATIONS
6.1 Introduction
The main goal of this work is to introduce a splitting strategy to deal with rotations motions
and to apply it to construct efficient high order time integrators for Vlasov type equations. The
splitting is based on the fact that a rotation of angle θ can be decomposed into a product of
three shear transformationsˆ
1 ´ tan θ{2
0 1
˙ˆ
1 0
sin θ 1
˙ˆ
1 ´ tan θ{2
0 1
˙
“
ˆ
cos θ ´ sin θ
sin θ cos θ
˙
“ eθJ , (6.1)
for θ ‰ kpi, k P Z‹ and where J is the 2x2 following matrix
J “
ˆ
0 ´1
1 0
˙
. (6.2)
Note that this decomposition into shear matrices can be derived using formal computations and
has been already introduced in the image processing community (see [97, 112, 5, 116, 47]),
in which several approaches have been developed to rotate an image on a computer screen.
Moreover, this approach has also been used to design numerical methods for Gross-Pitaevskii
equations (see [49] and [9], Lemma II.2) in which this underlying splitting is used to solve exactly
the harmonic oscillator.
To make the link between (6.1) and the underlying partial differential equation, we introduce
the following two-dimensional transport equation
Btu “ Jx ¨∇xu, x P R2, (6.3)
with the initial condition upt “ 0, xq “ uinpxq. The exact solution of (6.3) at time t writes upt, xq “
uinpetJxq which is nothing but the rotation of angle t of the initial condition uin. When the initial
condition is not known analytically or when equation (6.3) is a part of a more complicated model,
then one only has access to a discrete information of the initial condition and a numerical
method is required to approximate (6.3). Our goal in this work is to introduce a directional
splitting inspired by (6.1) which is exact with respect to the time variable.
Obviously, standard finite differences or finite volumes based methods can be used to ap-
proximate the spatial direction x and coupled to Runge-Kutta strategies in time. However, this
This chapter is a joint work with Nicolas Crouseilles and Fernando Casas realized in [25].
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leads to methods which usually suffer from strong CFL condition on the time step. Then, semi-
Lagrangian methods are preferred, since they are free from stability condition still keeping eu-
lerian accuracy (see [107, 65, 119, 57]). For (6.3), the feet of the characteristics can be com-
puted exactly and a two-dimensional interpolation has to be performed to update the numerical
unknown. However, high-dimensional interpolation is known to be non conservative and it is
obviously more demanding in term of complexity and time. Then, splitting methods are very
competitive since they reduce the problem into very simple one-dimensional linear transport
equations which can be solved with efficiently with semi-Lagrangian methods (using high-order
or even spectral interpolation). Moreover, in a splitting procedure, the variable that does not ap-
pear in the derivative is just a parameter so that a very simple parallelization can be performed
by distributing the computation on the processors according to the values of this parameter.
For rotation dynamics however, the standard splitting strategy (like Strang or Lie splitting
for example) can induce some error since it involves a wrong rotational velocity (see [32]).
Here, we propose a new splitting which enables to solve (6.3) exactly in time (like in [49, 9]).
Moreover, when this splitting is coupled with spectral methods (and under some assumptions
detailed in the sequel), the so-obtained method is able to capture to a very high accuracy the
exact solution (spectral accuracy in practice). A complete proof of convergence of the fully
discretized numerical method is performed. We will see that this strategy and some simple
extensions turn out to be very efficient compared to standard methods when applied to the
following problems. First, it enables us to design high order (in time) methods for the Vlasov-
Maxwell system. Second, when applied to close to equilibrium of the Vlasov-HMF model as in
[82], this splitting turns out to be more accurate than the Strang one, at the same cost.
Concerning the Vlasov-Maxwell solvers, our goal was to improve the method introduced
in [55] in which a splitting into three parts has been proposed. Among these three parts, two
were solved exactly in time whereas for the magnetic part, a standard directional splitting was
performed. Here, the new method enables us to also solve this part exactly in time. This is
then very helpful to design high order splitting methods for the full Vlasov-Maxwell system. The
resulting schemes are fourth order accurate in time and preserves the Gauss condition exactly.
We also use the new splitting to approximate the solution of the Vlasov-HMF system, for which
the close to equilibrium dynamic is driven by the linearized Hamiltonian part (see [82]). For such
Hamiltonian, the new splitting has a good behavior (see [21]) and we compare its efficiency to
standard Strang splitting by studying perturbation of a non homogeneous equilibrium state.
The rest of the paper is organized as follows. First, the method is presented in the context
of the numerical approximation of transport equation of the form (6.3) and a complete proof of
convergence is performed with some numerical illustrations. Then, the Vlasov-Maxwell system
is presented and we explain how the new method is used to design high-order Vlasov-Maxwell
solver. Finally, some numerical results are given to show the benefit of the new method in the
Vlasov context.
6.2 Presentation of the method and its numerical analysis
In this section, we focus on the following two-dimensional equation
Btu “ Jx ¨∇u, x “ px1, x2q P R2, (6.4)
supplemented with an initial condition upt “ 0, xq “ uinpxq.
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We intend to analyse the convergence of a splitting in time based numerical scheme cou-
pled with a spectral method in space (ie in the x-direction). More precisely, we want to solve
(6.4) on rtn, tn`1s ; then we want to compute un`1pxq an approximation of uptn`1, x1, x2q the
solution at time tn`1 “ tn ` δt (δt ą 0 being the time step and n P N) of (6.4) with the initial
condition uinpx1, x2q “ uptn, x1, x2q at time tn “ nδt, n P N. To do so, we propose a new splitting
in which each step is a shear transformation.
Let us introduce some notations. For a given 2x2 matrix A, we denote by exppδtAx ¨ ∇qun
the solution at time tn`1 of" Btupt, xq “ Ax ¨∇upt, xq, x P R2
uinpxq “ unpxq , (6.5)
Then, inspired by (6.1), we search for a, b P R so that the following relation holds true
e´
a
2x2Bx1ebx1Bx2e´
a
2x2Bx1un “ eδtJx¨∇un, (6.6)
which can be written equivalently by
eA1x¨∇eA2x¨∇eA1x¨∇un “ eδtJx¨∇un, (6.7)
with
A1 “
ˆ
0 ´a{2
0 0
˙
, A2 “
ˆ
0 0
b 0
˙
. (6.8)
Using the method of the characteristics, we have for (6.5)
eδtAx¨∇un “ un ˝ eδtA, δt ě 0,
so that (6.7) is nothing but
unpeA1eA2eA1xq “ unpeδtJxq.
Since the exponential of matrices can be computed easily,
eA1 “
ˆ
1 ´a{2
0 1
˙
, eA2 “
ˆ
1 0
b 1
˙
,
it comes from (6.1) that the choices a “ 2 tanpδt{2q, and b “ sinpδtq, leads to an exact
splitting in time so that the scheme then writes un`1pxq “ unpeA1eA2eA1xq with A1 and A2 given
by (6.8). Let us remark that the usual Strang splitting corresponds to a “ b “ δt.
Then, now we have to solve shear transformations which is nothing but one-dimensional
linear advections. We consider here to use a pseudo-spectral method. To do so, we discretize
a square, of size R, centered in 0, (i.e.
“´R2 , R2 ‰2) with a regular grid with N P N˚ points per
direction. Its stepsize is h “ R{N . We denote this grid G2 with
G “ h
s
´
Z
N ´ 1
2
^
,
Z
N
2
^{
. (6.9)
Then, we define the discrete partial Fourier transforms
F1 :
$&% C
G2 Ñ CpGˆG
u ÞÑ h
ÿ
g1PG
ug1,g2 e
´ig1ξ1 and F2 :
$&% C
G2 Ñ CGˆpG
u ÞÑ h
ÿ
g2PG
ug1,g2 e
´ig2ξ2 ,
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where pG “ η q´ XN´12 \ , XN2 \y stands for the set of discrete frequencies with η “ 2pi{R.
Now, we want to solve the continuous shear transformations (α P R) :
Btu “ αx2Bx1u,
Btu “ αx1Bx2u, (6.10)
which are the basic building blocks of the splitting presented above. These shear transforma-
tions are particularly simple to solve and we shall use pseudo-spectral method. Then, for any
parameter α P R, we introduce two pseudo-spectral shear transformations,
Sα1 :
"
CG
2 Ñ CG2
u ÞÑ F´11
“
eiαξ1g2F1 u
‰ (6.11)
and
Sα2 :
"
CG
2 Ñ CG2
u ÞÑ F´12
“
eiαξ2g1F2 u
‰ (6.12)
Remark 6.2.1. IfN is even, we have to pay attention to the mode N2 associated to the frequency
ηN
2 . Indeed, we can easily verify that Sαi RG
2 Ă RG2 (for i “ 1, 2) if and only if N is odd or α P Z.
Finally, the numerical solution punqnPN of the numerical schemes we consider are defined
by (for δt ‰ kpi, k P Z‹)
un “ pLδtqn uin|G2 :“ pSδt2 S´δt1 qn uin|G2 , (Lie)
un “ pTδtqn uin|G2 :“ pS´δt{21 Sδt2 S´δt{21 qn uin|G2 , (Strang)
un “ pMδtqn uin|G2 :“ pS´ tanpδt{2q1 Ssinpδtq2 S´ tanpδt{2q1 qn uin|G2 , (New)
(6.13)
where uin|G2 is the evaluation of the initial condition u
in on the grid G2.
The main goal of this section is now to perform a complete numerical analysis of these splittings
defined in (6.13).
6.2.1 Numerical analysis
We define some associated discrete Lebesgue norms. They are defined for u P CG2 by
}u }2L2pG2q “ h2
ÿ
gPG2
|ug |2 and }u }L8pG2q “ max
gPG2
|ug |.
We also introduce a scale of spaces, denoted pXsqsě0, defined by
Xs “
"
u P L2pR2q, }u}2Xs :“
ż
|x|2s|upxq|2dx`
ż
|ξ|2s|Fupξq|2dξ ă 8
*
where Fu denotes the Fourier transform of u.
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Consistency
First, we prove that the pseudo-spectral shear transformations (6.11) and (6.12) are consistent
with the continuous ones (6.10). Let us remark that in addition to the analysis of the spectral
consistency, we will also pay attention to the truncation R.
Proposition 6.2.1. For all s ą 1 and for all M ą 0, there exists c ą 0 such that for all u P S pR2q,
α P p´M,Mq, R ą 0 and N P N˚ we have
}Sα1 u´v }L2pG2q ď c |α|R
´s ` hs?
h
}u}Xs`6 .
where u “ u|G2 and v “ v|G2 with vpxq “ upx1 ` αx2, x2q.
Proof. Applying the discrete Fourier-Plancherel isometry, we get
h2
ÿ
gPG2
| pSα1 uqg ´ vg |2 “
hη
2pi
ÿ
pξ1,g2qPpGˆG
| pF1Sα1 uqξ1,g2 ´ pF1 vqξ1,g2 |2. (6.14)
Thus, we are going to expand F1 v and F1 u with respect to u. More precisely, we apply the
Poisson formula to get
F1 u “ h
ÿ
g1PhZ
upg1, g2qe´iξ1g1 ´ h
ÿ
g1PGc
upg1, g2qe´iξ1g1
“ F1upξ1, g2q `
ÿ
kPZ˚
F1upξ1 ` 2kpi
h
, g2q ´ h
ÿ
g1PGc
upg1, g2qe´iξ1g1 ,
where F1upξ1, x2q “
ż
upxqe´iξ1x1dx1 is the continuous Fourier transform of u along the first
direction and Gc “ hZzG. Consequently, since F1vpξ1, x2q “ eiαξ1x2F1u, we decompose the
consistency error into three terms
pF1Sα1 uqξ1,g2 ´ pF1 vqξ1,g2 “
ÿ
kPZ˚
´
1´ eiα 2kpih g2
¯
eiαξ1g2F1upξ1 ` 2kpi
h
, g2q pε1ξ1,g2q
` h
ÿ
g1PGc
´
1´ eiαξ1g2
¯
upg1, g2qe´iξ1g1 pε2ξ1,g2q
` h
ÿ
g1PGc
rupg1 ` αg2, g2q ´ upg1, g2qs e´iξ1g1 . pε3ξ1,g2q
Now we bound each one of these consistency errors.
Estimation of ε1 :
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First, we have
| ε1ξ1,g2 | ď
ÿ
kPZ˚
ˇˇˇˇ
α
2kpi
h
g2
ˇˇˇˇ ˇˇˇˇ
F1upξ1 ` 2kpi
h
, g2q
ˇˇˇˇ
“
ÿ
kPZ˚
ˇˇˇˇ
α
2kpi
h
g2
ˇˇˇˇ ˇˇˇˇ
ξ1 ` 2kpi
h
ˇˇˇˇ´s´1 ˇˇˇˇ
F1p|Bx1 |s`1uqpξ1 ` 2kpih , g2q
ˇˇˇˇ
ď
ÿ
kPZ˚
ˇˇˇˇ
α
2kpi
h
g2
ˇˇˇˇ ˆp2|k| ´ 1qpi
h
˙´s´1 ˇˇˇˇ
F1p|Bx1 |s`1uqpξ1 ` 2kpih , g2q
ˇˇˇˇ
ď 4|α|ζps` 1qa
1` g22
´pi
h
¯s
sup
x2PR
ż
R
p1` x22q|p|Bx1 |suqpx1, x2q|dx1,
where ζ denotes the Riemann function. This estimate involves a norm of u that is neither usual
nor isotropic. Furthermore, the estimates of ε2 and ε3 will lead to some other norms of this kind.
Consequently, in order to get an estimate as readable as possible, we control these norms by
the Xs`6 norm. Such a control can be realized with classical techniques of pseudo-differential
calculus. As these estimates are technical but not crucial here, we omit details (the interested
reader could refer for example to [94]).
Now, we observe that by monotonicity we have
h
ÿ
g2PGzt0u
1
1` g22
ď
ż
R
1
1` y2 dy ď pi. (6.15)
Thus, since ε1ξ1,0 “ 0, there exists constant c ą 0, depending only on s, such that
hη
2pi
ÿ
pξ1,g2qPpGˆG
| ε1ξ1,g2 |2 ď c|α|2R´1h2sp#pGq}u}Xs`6 ď c|α|2h2s´1}u}2Xs`6 .
Estimation of ε2 :
First, naturally, we control ε2 by
| ε2ξ1,g2 | ď α|ξ1||g2|
ˇˇˇˇ
ˇh ÿ
g1PGc
upg1, g2qe´iξ1g1
ˇˇˇˇ
ˇ . (6.16)
In order, to absorb the factor ξ1 on the left, we realize a discrete integration by part. So, we
assume that ξ1 ‰ 0, we denote ξ1 “ k1η and g1 “ g1 “ n1h, where k1 P
q´ XN´12 \ , XN2 \y and
n1 P Zz
q´ XN´12 \ , XN2 \y.
Then we introduce N` “ 1` tN{2u and N´ “ ´1´ tpN ´ 1q{2u. Consequently, we have
h
ÿ
g1PGc
upg1, g2qe´iξ1g1 “h
ÿ
n1ěN`
upg1, g2qe´
2ipin1k1
N ` h
ÿ
n1ďN´
upg1, g2qe´
2ipin1k1
N
“h
ÿ
n1ěN`
upg1, g2q ´ upg1 ` h, g2q
h
h
n1ÿ
n“N`
e´
2ipink1
N pE`q
` h
ÿ
n1ďN´
upg1, g2q ´ upg1 ´ h, g2q
h
h
Nÿ´
n“n1
e´
2ipink1
N . pE´q
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To control pE`q, first we observe that since 0 ď |k1| ď N{2, we haveˇˇˇˇ
ˇh n1ÿ
n“N`
e´
2ipink1
N
ˇˇˇˇ
ˇ ď 2h|1´ e´ 2ipik1N | ď c hN2pi|k1| “ c|ξ1| ,
where c is an universal constant.
Then, applying the mean value theorem, we get
|E`| ď c|ξ1|p1` g22q
ˆ
sup
xPR2
p1` x22q|x1|s`1|Bx1upxq|
˙
h
ÿ
n1ěN`
gs`11
ď cs|ξ1|p1` g22q
}u}Xs`6R´s 1N
ÿ
n1ě0
ˆ
N` ` n1
N
˙s`1
ď cs|ξ1|p1` g22q
}u}Xs`6R´s 1N
ÿ
n1ě0
ˆ
1
2 `
n1
N
˙s`1
(6.17)
where cs ą 0 is a constant depending only on s. We recognize a Riemann sum, so we have
1
N
ÿ
n1ě0
ˆ
1
2 `
n1
N
˙s`1
ÝÝÝÝÑ
NÑ8 2
´s´2
ż 8
1
y´s´1dy “ 2
´s´2
s
.
In particular, since this sequence converges, it is bounded by a constant depending only on s.
Thus, we obtain the following bound for |E`|
|E`| ď cs|ξ1|p1` g22q
}u}Xs`6R´s,
where cs is another constant depending only on s. Note that, by symmetry, the same control
holds for E´.
Finally, coming back to (6.16) and using (6.15), we have another constant, denoted cs,
depending only on s such that
hη
2pi
ÿ
pξ1,g2qPpGˆG
| ε2ξ1,g2 |2 ď cs|α|2R´1R´2sp#pGq}u}2Xs`6 ď cs|α|2h´1R´2s}u}2Xs`6 . (6.18)
Estimation of ε3 :
Let us introduce a small technical lemma whose proof is postponed to the Appendix.
Lemma 6.2.2. If y1, y2, y3, λ P R are such that y3 P ry1; y1 ` λy2s then we haveˇˇˇˇˆ
y3
y2
˙ˇˇˇˇ
ě |y1|?
1` λ2 .
Then applying the mean value theorem, for any g1, g2, α P R, there exists mg1,g2,α in rg1; g1`
αg2s such that
upg1 ` αg2, g2q ´ upg1, g2q “ αg2Bx1upmg1,g2,α, g2q.
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Since |α| ďM , applying Lemma 6.2.2, we get
| ε3ξ1,g2 | ď h
ÿ
g1PGc
|α||g2||Bx1upmg1,g2,α, g2q|
ď h
ÿ
g1PGc
|α|a
1` g22
ˇˇˇˇˆ
mg1,g2,α
g2
˙ˇˇˇˇ´s´1
sup
xPR2
p1` x22q|x|s`1|Bx1upxq|
ď cs |α|a1` g22
ˇˇˇˇ
R
2
?
1`M2
ˇˇˇˇ´s´1
}u}Xs`6
˜
h
ÿ
g1PGc
ˇˇˇˇ
2g1
R
ˇˇˇˇ´s´1¸
,
where cs is a constant depending only on s.
Then, realizing the same estimate as in (6.17), we get another constant cs depending only
on s such that ˜
h
ÿ
g1PGc
ˇˇˇˇ
2g1
R
ˇˇˇˇ´s´1¸
ď csR.
Thus we have the estimate
| ε3ξ1,g2 | ď cs,M
|α|a
1` g22
R´s}u}Xs`6
where cs,M is a constant depending only on s and M . Consequently, we can realize the same
estimate as (6.18) to get
hη
2pi
ÿ
pξ1,g2qPpGˆG
| ε3ξ1,g2 |2 ď cs,M |α|2h´1R´2s}u}2Xs`6 .
where cs,M is another constant depending only on s and M .
Backward error analysis
We aim at describing the long time behavior of the splitting methods. So, we perform a
general backward error analysis 1 for a large class of methods including Lie and Strang splittings
but also the new splitting. Note that since we deal with a linear problem the expansions are
convergent.
Proposition 6.2.2. If a, b P R satisfy ab ă 2 then
ebx1Bx2e´ax2Bx1 “ eJLa,bx¨∇, (6.19)
and
e´
a
2x2Bx1ebx1Bx2e´
a
2x2Bx1 “ eJSa,bx¨∇, (6.20)
where
La,b “ µa,b
ˆ
b ab2
ab
2 a
˙
and Sa,b “ µa,b
ˆ
b 0
0 ap1´ ab4 q
˙
(6.21)
1. The reader can refer to [78] for an overview on backward error analysis.
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with µa,b “ F pabp1´ ab{4qq, where F is the continuous function on p´8, 1s defined by
F pxq “
$’&’%
arcsinp?xq?
x
if 0 ă x ď 1
asinhp?´xq?´x if x ă 0
1 if x “ 0.
Proof. Considering the transport equation (6.5) which can be solved with the method of the
characteristics, we have
etAx¨∇u0 “ uin ˝ etA.
Thus (6.19) is equivalent to
exp
ˆ
0 ´a
0 0
˙
exp
ˆ
0 0
b 0
˙
“ eJLa,b ,
with J given by (6.2). These exponentials of matrices can be written as shear transforms. So
(6.19) is equivalent to
Pa,b :“
ˆ
1 ´a
0 1
˙ˆ
1 0
b 1
˙
“
ˆ
1´ ab ´a
b 1
˙
“ eJLa,b . (6.22)
Similarly, (6.20) is equivalent toˆ
1 ´a{2
0 1
˙ˆ
1 0
b 1
˙ˆ
1 ´a{2
0 1
˙
“ eJSa,b . (6.23)
First, we prove that if (6.22) holds with La,b given by (6.21) then (6.22) also holds with Sa,b
given by (6.21). Indeed, observing that a Lie splitting is always conjugated to a Strang splitting
we haveˆ
1 ´a{2
0 1
˙ˆ
1 0
b 1
˙ˆ
1 ´a{2
0 1
˙
“
ˆ
1 a{2
0 1
˙
Pa,b
ˆ
1 ´a{2
0 1
˙
“
ˆ
1 a{2
0 1
˙
eJLa,b
ˆ
1 ´a{2
0 1
˙
.
But
ˆ
1 ´a{2
0 1
˙
is symplectic, i.e.
tˆ1 ´a{2
0 1
˙
J
ˆ
1 ´a{2
0 1
˙
“ J.
Thus, we haveˆ
1 a{2
0 1
˙
eJLa,b
ˆ
1 ´a{2
0 1
˙
“ exp
ˆ
J
tˆ1 ´a{2
0 1
˙
La,b
ˆ
1 ´a{2
0 1
˙˙
“ eJSa,b ,
where Sa,b is given by (6.21).
So, now we aim at proving (6.22). The existence of such a La,b is ensured by the following
lemma (an elementary proof is given in Appendix).
Lemma 6.2.3. If a, b are small enough, there exists a symmetric matrix La,b such that La,b goes
to 0 as pa, bq goes to 0 and Pa,b “ exppJLa,bq.
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Then, we have to determine a formula for La,b. Since La,b is a symmetric matrix, eJLa,b is an
Hamiltonian flow at time 1. A fortiori, La,b is a constant of the motion. So we have
tpeJLa,bqLa,beJLa,b “ La,b.
But, by construction, we have eJLa,b “ Pa,b, so La,b is an eigenvector associated with the
eigenvalue 1 of the following linear application
Ra,b :
"
S2pRq Ñ S2pRq
Q ÞÑ tPa,bQPa,b.
By a straightforward calculation, we observe that
Qa,b “
ˆ
b ab2
ab
2 a
˙
satisfies Ra,bpQa,bq “ Qa,b. (6.24)
Then we deduce of the following lemma (proven in Appendix) that if 0 ă ab ă 4 then there
exists µa,b P R such that
La,b “ µa,bQa,b. (6.25)
Lemma 6.2.4. If 0 ă ab ă 4 the eigenspace of Ra,b associated with the eigenvalue 1 is of
dimension 1.
Now, we just have to determined µa,b. Since La,b is symmetric, it is diagonalizable in an
orthonormal basis, i.e.
Dλ P R2, DΩ P O2pRq, La,b “ Ω´1
ˆ
λ1
λ2
˙
Ω “ Ω´1DΩ.
So, since J and Ω commute, we have
Pa,b “ Ω´1eJDΩ.
Since we assume that 0 ă ab ă 4, we deduce from (6.25) that La,b is either positive or negative.
In particular we have λ1λ2 ą 0. Thus we can define the symplectic matrix
K “
ˆ
4
a
λ1{λ2
4
a
λ2{λ1
˙
.
This matrix satisfies
?
λ1λ2
tKK “ D and J tK “ K´1J . Thus, we have
Pa,b “ pKΩq´1e
?
λ1λ2JpKΩq “ pKΩq´1
ˆ
cosp?λ1λ2q ´ sinp?λ1λ2q
sinp?λ1λ2q cosp?λ1λ2q
˙
pKΩq. (6.26)
In particular, we have
TrPa,b “ 2 cosp
a
λ1λ2q “ 2 cosp
a
detLa,bq “ 2 cospµa,b
a
detQa,bq.
As a consequence, since
a
detLa,b goes to zero when pa, bq goes to 0, we deduce of a straight-
forward calculation that if ab is small enough then
µa,b “ ˘F pabp1´ ab{4qq.
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Finally, we have to determine the sign of µa,b. First, observe that by continuity, we have either
µa,b ą 0 for all a, b small enough satisfying ab ą 0 or µa,b ă 0 for all a, b small enough satisfying
ab ą 0. This second case is excluded because when a goes to zero we have
e´F pa2p1´a2{4qqJQa,a “ e´aJ`Opa2q “ P´a,´a `Opa2q ‰ Pa,a `Opa2q.
To conclude, we have proved that if ab ą 0 and pa, bq is small enough then
Pa,b “ eF pabp1´ab{4qqJQa,b .
Furthermore, this relation is analytic with respect to a and b, so it can be extended to all a, b P R
such that ab ă 2. Indeed, under this assumption we have abp1 ´ ab{4q P p´8, 1q which is the
domain of analyticity of F .
The classical splitting formulas of Lie and Strang correspond to the choice a “ b “ δt in
(6.19) and (6.20). However, these choices are not necessarily the best. For the Strang like
splittings, a straigthforward calculation proves that there exists an optimal choice for which
the splitting is exact. This choice can be obtained by direct formal calculations by assuming a
decomposition of the rotation matrix. Note that this splitting has been introduced in the imaging
community (see [97, 112, 5]) and also in the PDE context (see [49, 9]).
Lemma 6.2.5. If δt P p´pi, piq then we have
S2 tanpδt{2q,sinpδtq “ δt
ˆ
1 0
0 1
˙
.
Note that due to the non-diagonal terms of La,b, it is impossible to design an exact splitting
based on the Lie splitting.
Convergence
We now consider the convergence of the pseudo-spectral splittings (6.13) to approximate
our problem (6.3). Then, for a discrete initial condition u “ uin|G2 , the numerical solution at time
tn “ nδt pn P Nq is given by n compositions of the operators defined in (6.13). For instance
for the standard Strang splitting, the numerical solution at time tn is pTδtqn u. In the following
theorem, we give, up to a spectral spatial error, the dynamic generated by the Strang pseudo-
spectral method Tδt and by the Lie pseudo-spectral method Lδt over very long times.
Theorem 6.2.6. For all s ą 0 there exists c ą 0 such that for all N P N˚, all R ą 0, all u P S pR2q,
all n P N and all δt P r´1, 1s satisfying, denoting tn “ nδt, we have
}pLδtqn u´
´
e
tnJSLδtx¨∇u
¯
|G2
}L2pG2q ď c tnR
´s ` hs?
h
}u}Xs`6 ,
and
}pTδtqn u´
´
e
tnJSTδtx¨∇u
¯
|G2
}L2pG2q ď c tnR
´s ` hs?
h
}u}Xs`6 ,
where u “ u|G2 , SLδt :“ Lδt,δt{δt “ I2`Opδtq and STδt :“ Sδt,δt{δt “ I2`Opδ2t q. The definitions of
Sa,b and La,b are given by (6.21) in Proposition 6.2.2, whereas Lδt and Tδt are given by (6.13).
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Proof. We focus only on proving the convergence estimate for the Lie splitting. The same proof
could be applied to prove the estimate for the Strang splitting.
Let εn P L2pG2q be the consistency error at time tn. It is defined by
εn “ Lδt
´
e
tnJSLδtx¨∇u
¯
|G2
´
´
e
tn`1JSLδtx¨∇u
¯
|G2
.
As usual, for linear schemes, the convergence error is given by
pLδtqn u´
´
e
tnJSLδtx¨∇u
¯
|G2
“
n´1ÿ
k“0
Ln´1´kδt εk .
Here, Lδt is an isometry of L2pG2q, so we have
}pLδtqn u´
´
e
tnJSLδtx¨∇u
¯
|G2
}L2pG2q ď
n´1ÿ
k“0
} εk }L2pG2q ď n sup
kPN
} εk }L2pG2q.
Thus, we just have to bound εk. Using formulas of Proposition 6.2.2, we decompose εk into two
consistency errors for the pseudo-spectral shear transformations
εk “ Sδt2
´
e´δtx2Bx1etnJS
L
δt
x¨∇
u
¯
|G2
´
´
eδtx1Bx2e´δtx2Bx1etnJS
L
δt
x¨∇
u
¯
|G2
` Sδt2
„
S´δt1
´
e
tnJSLδtx¨∇u
¯
|G2
´
´
e´δtx2Bx1etnJS
L
δt
x¨∇
u
¯
|G2

.
Then applying Proposition 6.2.1, we get a constant c ą 0, depending only on s ą 0 such
that
} εk }L2pG2q ď c |δt|R
´s ` hs?
h
s
´
}etnJSLδtx.∇u}Xs`6 ` }e´δtx2Bx1etnJS
L
δt
x.∇
u}Xs`6
¯
.
Now, we introduce a lemma to control these norms, whose proof is available in Appendix.
Lemma 6.2.7. For all κ ą 0 and all s ą 0 there exists a constant c ą 0 such that if τ P GL2pRq
satisfies
@x P R2, κ´1|x| ď |τpxq| ď κ|x| (6.27)
then for all u P S pR2q we have
}u ˝ τ}Xs ď c }u}Xs .
We recall that if A P M2pRq then epAx¨∇qu “ uin ˝ eA. Thus we just have to get estimates of
the form (6.27) for τ “ expptJSLδtq and τ “
ˆ
1 ´δt
0 1
˙
, uniformly with respect to t P R and δt
satisfying |δt| ď 1.
Since
ˆ
1 ´δt
0 1
˙´1
“
ˆ
1 δt
0 1
˙
and δt P r´1, 1s which is compact, by continuity, we get κ ą 0
such that
@δt P r´1, 1s,@x P R2, κ´1|x| ď
ˇˇˇˇˆ
1 δt
0 1
˙
x
ˇˇˇˇ
ď κ|x|.
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For the other estimate, we observe that the quadratic form associated SLδt is a constant of the
motion of expptJSLδtq : for all t P R and all δt P r´1, 1s we have
@x P R2, t
´
e
tJSLδtx
¯
SLδte
tJSLδtx “ txSLδtx. (6.28)
Furthermore, for all δt P r´1, 1s, we have
detSLδt “ δ´2t arcsin2
ˆb
δ2t p1´ δ2t {4q
˙
ą 0.
So, SLδt is either a positive or negative. Thus, since pSLδtq1,1 ą 0, it is positive. Then, since
δt ÞÑ SLδt is a continuous map, SLδt and pSLδtq´1 are bounded uniformly with respect to δt P r´1, 1s.
Consequently, there exists κ ą 0 such that for all δt P r´1, 1s and all x P R2 we have
κ´1 txSLδtx ď κ´1|SLδt ||x|2 ď |x|2 ď κ|pSLδtq´1|´1|x|2 ď κ txSLδtx.
Thus we deduce of (6.28) that for all t P R, all δt P r´1, 1s and all x P R2 we have
|etJSLδtx|2 ď κ t
´
e
tJSLδtx
¯
SLδte
tJSLδtx “ κ txSLδtx ď κ2|x|2.
and
|etJSLδtx|2 ě κ´1 t
´
e
tJSLδtx
¯
SLδte
tJSLδtx “ κ´1 txSLδtx ě κ´2|x|2.
As a corollary, we deduce the convergence error of these methods.
Corollary 6.2.1. For all s ą 0 and all h0 ą 0, there exists c ą 0 such that for all N P N˚, all
R ą 0, all u P S pR2q, all n P N and all δt P r´1, 1s and h “ R{N ď h0, denoting tn “ nδt, we
have
}pLδtqn u´
`
etnJx¨∇u
˘
|G2 }L2pG2q ď c tn
R´s ` hs?
h
}u}Xs`6 ` c |etnJ ´ etnJS
L
δt |}u}X4 ,
and
}pTδtqn u´
`
etnJx¨∇u
˘
|G2 }L2pG2q ď c tn
R´s ` hs?
h
}u}Xs`6 ` c |etnJ ´ etnJS
T
δt |}u}X4 ,
where u “ u|G2 , Lδt and Tδt are given by (6.13)
Proof of Corollary 6.2.1. We only focus on proving the convergence estimate for the Lie slitting,
the case of the Strang splitting being similar. Applying Theroem 6.2.6 and the triangle inequality,
we have
}pLδtqn u´
`
etnJx¨∇u
˘
|G2 }L2pG2q ď c tn
R´s ` hs?
h
}u}Xs`6 ` Eu,δt,n,G,
with
Eu,δt,n,G “ }
´
e
tnJSLδtx¨∇u´ etnJx¨∇u
¯
|G2
}L2pG2q.
Consequently, to prove the corollary, we just have to bound Eu,δt,n,G by |etnJ´etnJS
L
δt |}u}X4 .
First, we introduce a technical lemma that will be proved in Appendix.
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Lemma 6.2.8. There exists an universal constant c ą 0 such that for all v P H2pR2q, all R ą 0
and all N P N˚ we have
}v|G2}L2pG2q ď }u}L2pR2q ` c h2}∆u}L2pR2q.
Since h ď h0, applying this lemma we get a constant c ą 0, depending only on h0 ą 0, such
that
Eu,δt,n,G ď c }p1´∆q
´
e
tnJSLδtx.∇u´ etnJx.∇u
¯
}L2pR2q.
Then applying the Fourier Plancherel isometry, we get
Eu,δt,n,G ď c2pi }p1` |ξ|
2q
´
Fu ˝ t
´
e
´tnJSLδt
¯
´Fu ˝ t`e´tnJ˘¯ }L2pR2q.
Then introducing a Taylor remainder under its integral form, it comes
Eu,δt,n,G ď }p1` |ξ|2q
ż 1
0
∇ξFupyα,ξ,n,δtq ¨
t´
e
´tnJSLδt ´ e´tnJ
¯
ξ dα}L2pR2q
ď |e´tnJSLδt ´ e´tnJ | max
αPp0,1q
}p1` |ξ|2q3{2∇ξFupyα,ξ,n,δtq}L2pR2q
(6.29)
where yα,ξ,n,δt “ tMα,n,δtξ and Mα,n,δt “ I2 ´ α
´
e
´tnJSLδt ´ e´tnJ
¯
.
Now, we distinguish two cases. If |e´tnJSLδt ´ e´tnJ | ď 1{2 then we deduce that we have
|Mα,n,δt ´ I2| ď 12 . Consequently, we have
|detMα,n,δt | ě κ and |M´1α,n,δt | ď 2,
where κ is an universal constant.
Thus, realizing a natural change of coordinates, we get
Eu,δt,n,G ď |e
´tnJSLδt ´ e´tnJ |
κ
}p1` | tMα,n,δt´1ξ|2q3{2∇ξFu}L2pR2q
ď 8 |e
´tnJSLδt ´ e´tnJ |
κ
}p1` |ξ|2q3{2∇ξFu}L2pR2q ď c|e´tnJS
L
δt ´ e´tnJ |}u}X4
where c ą 0 is an universal constant.
Finally, we have to consider the case where |e´tnJSLδt ´ e´tnJ | ě 1{2. Applying Lemma 6.2.8
and the Fourier-Plancherel isometry we get two constant c, κ ą 0 depending only on h0 such
that
Eu,δt,n,G ď }u }L2pG2q ` }
`
etnJx¨∇u
˘
|G2 }L2pG2q ď c}p1´∆qu}L2pRq
ď κ|e´tnJSLδt ´ e´tnJ |}u}X4 .
Finally, we focus on the new splitting Mδt . We give a theorem proving that its dynamic
corresponds, up to a spectral spatial error, to the rotation with the exact speed, for very long
times.
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Theorem 6.2.9. For all s, ν ą 0 there exists c ą 0 such that for all N P N˚, all R ą 0, all
u P S pR2q, all n P N and all δt P R satisfying |δt| ă pi ´ ν, denoting tn “ nδt, we have
}pMδtqn u´
`
etnJx¨∇u
˘
|G2 }L2pG2q ď c tn
R´s ` hs?
h
}u}Xs`6 , (6.30)
where u “ u|G2 , and Mδt is given by (6.13).
Proof. Realizing the same proof as in Theorem 6.2.6, we could easily prove that for all s, ν ą 0
there exists c ą 0 such that for all N P N˚, all R ą 0, all u P S pR2q, all n P N and all δt P R
satisfying |δt| ă pi ´ ν, denoting tn “ nδt, we have
}pMδtqn u´
´
e
tnJSMδt x¨∇u
¯
|G2
}L2pG2q ď c tnR
´s ` hs?
h
}u}Xs`6
where u “ u|G2 and SMδt :“ S2 tanpδt{2q,sinpδtq{δt where Sa,b is given by (6.21).
Thus, to conclude this proof, we just have to observe that by Lemma 6.2.5 we have S2 tanpδt{2q,sinpδtq “
δtI2.
Remark 6.2.10. For all u P L2pG2q we have }u }L8pG2q ď h´1}u }L2pG2q, thus (6.30) gives a
control of convergence error with the discrete L8 norm for very long times :
}pMδtqn u´
`
etnJx¨∇u
˘
|G2 }L8pG2q ď c tn
R´s ` hs
h3{2
}u}Xs`6 .
6.2.2 Numerical illustrations
In this subsection, we intend to illustrate the different results obtained previously, namely
the spatial accuracy of pseudo-spectral method and the time accuracy of the time splitting.
Spatial accuracy
First, we present some numerical results to illustrate the estimates obtained in Proposition
6.2.1. To do so, we consider the following function
upxq “ exp
ˆ
´|x|
2
2
˙
, x “ px1, x2q P R2,
which is shifted by α “ 0.01. We denote v|G2 where vpxq “ upx1 ` αx2, x2q the exact shifted
solution, and we compute the (discrete) L2 norm of the difference between Sα1 u|G2 and v|G2 .
The spatial grid G2 is defined by (6.9) where h “ R{N , R “ 15 and different values of N are
considered to check the spatial accuracy. The results are displayed in Figures 6.1 and 6.2. One
can observe that for large h (or small N ), the term R´s is negligible and the term hs gives
the exponential decreasing of the error which is the typical behavior of spectral methods. On
the contrary, for very small values of h (or large values of N ), the term R´s{h´1{2 becomes
prominent even if the error is quite small (around 10´11).
Time accuracy
In this part, we give some numerical illustrations of the efficiency of the new splitting. To do so,
we consider the following equation
Btu “ Jx ¨∇xu, x “ px1, x2q P R2, (6.31)
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FIGURE 6.1 – Spatial error (log´ log scale) as a function of the number of points N between
the exact shifted solution and the approximation computed using fast Fourier transform.
with the initial condition
uinpxq “ 12piβ
„
exp
ˆ
´px1 ´ 0.3q
2
β
˙
` exp
ˆ
´px1 ` 0.3q
2
β
˙
exp
ˆ
´x
2
2
β
˙
,
with β “ 0.01. The spatial truncated domain r´2, 2s2 is discretized with the grid G2 defined by
(6.9) with R “ 4 and a space step h “ R{N , N “ 243 “ 35. The time step is h « 0.139
and the final time is T “ 105 (the number of iterations is 71888). In the next figures, some
results are displayed where we compare the exact solution, the solution given by pTδtqn uin|G2
(Strang splitting and spectral interpolation), the solution given pLδtqn uin|G2 (Lie splitting and
spectral interpolation) and the solution given by the new method pMδtqn uin|G2 (see (6.13)). First,
in Figures 6.3, the three solution are plotted at the final time. We can observe that the exact
solution and the solution obtained by the new method are very close whereas the solution
obtained by the Strang splitting is not good due to the fact that the angular velocity of the
Strang method is not exact. To precise these observations, we plot on Figure 6.4 (Figure 6.5 is
a zoom) the relative L8 error of the new method, the Strang and the Lie methods. The error
produced by the new method is close to 10´13 which is the spectral error. On the contrary, the
Strang and Lie methods periodically produce an error of order one. This is due to its wrong
angular velocity : the solution move away from the exact solution producing large error and at
some times, the Strang method recover the exact solution so that the error becomes very small.
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FIGURE 6.2 – Zoom of Figure 6.1.
These times can be computed from the above analysis. Indeed, from the rotation speed of the
Strang splitting ωδt “ arcsinp
?
δ2t p1´δ2t {4qq
δt
, we deduce that the exact solution (which rotates with
a speed ωex “ 1) and the numerical solution obtained by the Strang method will coincide every
times T¯ such that tn ` ωexT¯ “ tn ` ωδt T¯ rpis (the factor pi (instead of a factor 2pi) is due to our
choice of a symmetric initial condition). Then, we have T¯ “ pi{pωδt ´ 1q which gives with our
choice of time step δt « 0.139, T¯ « 3888. We can observe a very good agreement on Figures
6.4 and 6.5 and also on Figure 6.6 for which δt “ pi{4 and then T¯ « 113.
Finally, we study the performance of the new method. Indeed, we compare the new split-
ting and a direct two-dimensional solving of (6.31). The direct resolution is done by a semi-
Lagrangian type strategy : at each time step, we first compute exactly the feet of the characte-
ristics equations and we then use a two-dimensional spectral interpolation by means of the non
uniform fast Fourier transform (the so-called nufft procedure introduced in [74]). We checked
that this approach also leads to spectral accuracy, and we want here to compare the two spec-
tral methods in terms of CPU time with respect to the total number of points N2 (N being the
number of points per direction). The results are displayed in Figure 6.7 : the time execution (for
10 iterations) for both methods (new splitting and nufft) as a function of N2 (for N “ 25, . . . , 211),
in log´ log scale. Even if the method have the same complexity OpN2 logpNqq, the new ap-
proach clearly has a smaller constant (around ten times smaller). Moreover, in such a splitting
procedure, a simple and efficient parallelization can be performed since the variable that does
not appear in the derivative is just a parameter.
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FIGURE 6.3 – Solution upT, xq of (6.31). Left : Exact solution upT, xq. Middle : Numerical solution
obtained by the new splitting. Right : Numerical solution obtained by the Strang splitting.
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FIGURE 6.4 – Time history of the relative errors between the exact solution of (6.31) and the
numerical solution obtained by the new splitting (’New’), the Lie splitting (’Lie’) and the Strang
splitting (’Strang’).
6.3 Application to the Vlasov-Maxwell equations
In this section, we intend to apply the above splitting to the context of the 1+1/2 Vlasov-
Maxwell system. Indeed, the time discretization of this system is based on a time splitting, and
one of this step (the so-called magnetic part) corresponds to a rotation in the velocity direction
due to the presence of the self-consistent electromagnetic field. Then, instead of using a Strang
splitting like in [55], we shall use the exact splitting presented in the previous section, so that
this magnetic part will be solved exactly in time and with a spectral accuracy in the velocity
directions. This is very helpful to design high order methods for the full Vlasov-Maxwell system.
After introducing the 1+1/2 Vlasov-Maxwell system we intend to solve, the splitting method
introduced in [55] is recalled and then high order methods dedicated to systems split into three
parts are introduced.
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FIGURE 6.5 – Time history of the relative errors (zoom of Figure 6.4 around T¯ « 3188 (left) and
T¯ « 2ˆ 3188 (right).
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FIGURE 6.6 – Time history of the relative errors between the exact solution of (6.31) and the
numerical solution obtained by the new splitting (’New’), the Lie splitting (’Lie’) and the Strang
splitting (’Strang’), with δt “ pi{4. The right figure is a zoom of the left one around kT¯ with
T¯ « 113, k “ 1, 2, 3, 4.
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FIGURE 6.7 – Time execution as a function of the total number of points (log´ log scale).
Blue : new method (new splitting and one-dimensional fast Fourier transform). Red : exact
computation of the feet of the characteristics and two-dimensional non uniform fast Fourier
transform.
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6.3.1 Reduced 1+1/2 Vlasov-Maxwell equations
We consider the phase space px1, v1, v2q P Lˆ R2, where L “ R{2piZ is a one-dimensional
torus, and the unknown functions fpt, x1, v1, v2q, Bpt, x1q and Ept, x1q “ pE1, E2qpt, x1q which
are determined by solving the following system of evolution equations
Btf ` v1Bx1f ` E ¨∇vf ´BJv ¨∇vf “ 0,
BtB “ ´Bx1E2,
BtE2 “ ´Bx1B ´
ż
R2
v2fpt, x1, vqdv ` J 2ptq,
BtE1 “ ´
ż
R2
v1fpt, x1, vqdv ` J 1ptq,
(6.32)
where v “ pv1, v2q, J iptq “ 1{|L|
ş
L
ş
R2 vifpt, x1, vqdx1dv, i “ 1, 2 (|L| denotes the measure of
L) and J denotes the symplectic matrix
J “
ˆ
0 ´1
1 0
˙
.
This reduced system, which has been considered in several former studies (see [42, 55, 48]),
has to be supplemented with the Gauss condition
Bx1E1pt, x1q “
ż
R2
fpt, x1, vqdv ´ 1,@t ě 0, (6.33)
and with initial conditions fpt “ 0, x1, vq “ f inpx1, vq, E2pt “ 0, x1q “ Ein2 px1q and Bpt “
0, x1q “ Binpx1q. Note that Ein1 px1q is implied by the Gauss condition (6.33) at the initial time.
6.3.2 Splitting method
Here we propose to use the splitting method introduced in [55]. By reformulating the Vlasov-
Maxwell system into
dF
dt
“ HEpF q `Hf pF q `HBpF q, F p0q “ F in,
where the fields HEpF q,Hf pF q and HBpF q will be written below. We denote by the solution of
the Vlasov-Maxwell system (6.32) by F pδtq “ pf,E1, E2, Bqpδtq. This solution can be formally
written as F pδtq “ ϕδtpF inq :“ expppHE ` Hf ` HBqδtqF in, where F in “ pf in, Ein1 , Ein2 , Binq
denotes the initial condition.
Now, we want to use a splitting method to approximate the system (6.32). To do so, we shall
use the splitting introduced in [55, 56] based on a decomposition into three parts corresponding
respectively to the fields HEpF q,Hf pF q and HBpF q. Then, a first order Lie method based on
this decomposition into three parts writes χδtpF inq “ ϕδtpF inq `Opδt2q with
χδt “ ϕrHEsδt ˝ ϕ
rHf s
δt
˝ ϕrHBsδt (6.34)
where ϕrHEsδt , ϕ
rHf s
δt
, ϕrHBsδt denotes the exact solutions corresponding to the fields HE , Hf andHB. Using these notations, the adjoint of the Lie method χ‹t writes
χ‹δt “ ϕrHBsδt ˝ ϕ
rHf s
δt
˝ ϕrHEsδt . (6.35)
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In the following we write down the equations associated to the fields HE ,Hf and HB
ϕ
rHEs
δt
: Btf ` E ¨∇vf “ 0, BtE “ 0, BtB “ ´Bx1E2,
ϕ
rHf s
δt
: Btf ` v1Bx1f “ 0, BtE “ ´
ż
R2
vfdv ` J , BtB “ 0,
ϕ
rHBs
δt
: Btf ´BJv ¨∇vf “ 0, BtE1 “ 0, BtE2 “ ´Bx1B, BtB “ 0.
Then, as mentioned in [55], ϕrHEsδt and ϕ
rHf s
δt
can be computed exactly in time and efficiently
in phase space using spectral methods. However, the computation of ϕrHBsδt was performed
using a Strang splitting. Instead, we shall use the new splitting Mδt introduced above to com-
pute exactly in time ϕrHBsδt and efficiently in phase space using spectral methods. Let us remark
that the application of the new splitting to the HB part requires a slight modification. Indeed, to
solve Btf ´BJv ¨∇vf “ 0 (with B constant in time during this part) on one time step δt from an
initial condition f in (defined on the velocity grid), we will use the new splitting with a modified
time step Bδt to capture the right rotation speed, i.e. pMBδtq with pMδtq defined by (6.13).
Based on the fact that each step can be computed exactly in time, we now look for efficient
integration methods for systems separable into three parts which enable us to design efficient
high order methods in time. A simple and efficient way to achieve this goal is to consider com-
positions of a first-order method with its adjoint computed at fractional step sizes. This is the
main subject of the next part.
6.3.3 Composition methods for systems separable into three parts
To simplify the presentation, we restrict ourselves to the ODE context. The so-obtained
composition methods will then be used within the Vlasov-Maxwell framework.
Let us consider the following ODE
9xptq ” dx
dt
ptq “ upxptqq, xp0q “ xin P RD, (6.36)
with D P N‹, whose exact solution at time t “ δt will be denoted by xpδtq “ ϕδtpxinq. We are
interested in problems where u in (6.36) can be split into three parts,
upxq “ uapxq ` ubpxq ` ucpxq
in such a way that the exact flows ϕrasδt , ϕ
rbs
δt
, ϕrcsδt , corresponding to ua, ub, uc, respectively, can
be computed exactly. One might consider then splitting methods of the form
ϕ
ras
asδt
˝ ϕrbsbsδt ˝ ϕrcscsδt ˝ ¨ ¨ ¨ϕrasa1δt ˝ ϕrbsb1δt ˝ ϕrcsc1δt (6.37)
and fix the coefficients ai, bi, ci, i “ 1, . . . , s so that it provides an approximation of order, say,
p. It turns out, however, that the number of order conditions to be satisfied by these parame-
ters grows very rapidly with the order. Thus, time-symmetric schemes of order p “ 4 (resp.
p “ 6) require solving 11 (resp. 56) conditions. A more convenient way consists in considering
compositions of χδt and its adjoint χ‹δt , with
χδt “ ϕrasδt ˝ ϕrbsδt ˝ ϕrcsδt and χ‹δt “ ϕrcsδt ˝ ϕrbsδt ˝ ϕrasδt . (6.38)
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More specifically, we construct integrators within the family
G1 ”
 
ψδt “ χα1δt ˝ χ‹α2δt ˝ ¨ ¨ ¨ ˝ χα2s´1δt ˝ χ‹α2sδt : s ě 1, pαjq1ďjď2s P R2s
(
, (6.39)
where χδt and χ‹δt are given by (6.38), so that
χδtpxinq “ ϕδtpxinq `Opδ2t q, (6.40)
and an analogous relation for χ‹δt . Composition integrators ψδt P G1 are time-symmetric whe-
never they have left-right palindromic sequences of coefficients αi, i.e. if α2s`1´i “ αi, i “
1, . . . , s.
Notice that one could achieve methods of order p within this family even if only first-order
approximations to the flows ϕrasδt , ϕ
rbs
δt
, and ϕrcsδt are available, as long as one is able to construct
the corresponding adjoint χ‹δt .
Remark 6.3.1. Another well-known class G2 of integrators is formed by compositions
G2 “ tψδt “ φα1δt ˝ ¨ ¨ ¨ ˝ φαsδt : s ě 1, pα1, . . . , αsq P Rsu , (6.41)
where φδt : RD ÝÑ RD is any second-order self-adjoint integrator. Notice that, if φδt is chosen
as φδt “ χδt{2˝χ‹δt{2, then G2 is contained in G1. These integrators also enjoy the time-symmetric
property if αs`1´i “ αi, i “ 1, . . . , s.
Analysis of the methods
For the analysis, it is convenient to introduce the graded Lie algebra associated with the
vector field defining the ODE (6.36) and its corresponding exact flow ϕδt . As is well known, for
each infinitely differentiable map g : RD ÝÑ R, gpϕδtpxqq admits an expansion of the form
gpϕδtpxqq “ eδtF rgspxq “ gpxq `
ÿ
kě1
δt
k
k! F
krgspxq, x P RD,
where F is the vector field associated with u,
F “
Dÿ
i“1
uipxq BBxi . (6.42)
Similarly, for the basic first-order method χδt defined by (6.40), one has gpχδtpxqq “ eYδt rgspxq
with Yδt “
ř
kě1 δt
kYk and for its adjoint χ‹δt also defined in (6.40), one has gpχ‹δtpxqq “
e´Y´δt rgspxq. Then, one can formally compute the operator series associated to any integra-
tor ψδt P G1 defined by (6.39)
Ψδt “ exppYδtα1q expp´Y´δtα2q ¨ ¨ ¨ exppYδtα2s´1q expp´Y´δtα2sq.
By repeated application of the Baker–Campbell–Hausdorff formula we can express formally Ψδt
as the exponential of an operator Fδt ,
Ψδt “ eFδt , with Fδt “
ÿ
kě1
δt
kFk,
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δt
kFk P Lk for each k ě 1 and L “Àkě1 Lk is the graded Lie algebra generated by the vector
fields tδtY1, δ2t Y2, δ3t Y3, . . .u where, by consistency, Y1 “ F .
Notice that
Yδtαi “ δtαiY1 ` pδtαiq2Y2 ` pδtαiq3Y3 ` ¨ ¨ ¨
´Y´δtαi “ δtαiY1 ´ pδtαiq2Y2 ` pδtαiq3Y3 ´ ¨ ¨ ¨
so that
Ψδt “ exp
`
δtw1Y1 ` δt2w2Y2 ` δt3pw3Y3 ` w12rY1, Y2sq
`δt4pw4Y4 ` w13rY1, Y3s ` w112rY1, rY1, Y2ssq `Opδt5q
˘
,
where w1, w2, . . . are polynomials in the coefficients αi. In particular,
w1 “
2sÿ
i“1
αi, w2 “
2sÿ
i“1
p´1qiα2i ,
w3 “
2sÿ
i“1
α3i , w4 “
2sÿ
i“1
p´1qiα4i ,
w12 “ 12
˜
2s´1ÿ
i“1
p´1qi`1α2i
2sÿ
j“i`1
αj `
2s´1ÿ
i“1
αi
2sÿ
j“i`1
p´1qjα2j
¸
Then, a time-symmetric 4th-order method has to satisfy only consistency (w1 “ 1) and the
order conditions at order three, that is w3 “ w12 “ 0. Let us remark that conditions at even
order (w2 “ w4 “ 0) are automatically verified by symmetry. Notice, then, that the minimum
number of maps to be considered in ψδt P G1 is s “ 3.
Methods of order 4
It turns out, however, that methods involving the minimum number of maps (or stages) do
not usually provide the best efficiency. In other words, considering additional stages (and thus
some free parameters) leads to more efficient schemes, even when the computational cost
per step is also higher. The difficulty then lies in the way the free parameters are fixed. In
this respect, several objective functions have been considered in the literature. In particular we
mention the following (let us recall that α “ pα1, . . . , α2sq P R2s)
E1pαq “
2sÿ
i“1
|αi| and E2pαq “ 2s
ˇˇˇˇ
ˇ 2sÿ
i“1
α5i
ˇˇˇˇ
ˇ
1{4
. (6.43)
The quantity E2 is usually the dominant error term for a number of problems. The criterion we
follow here will be to look for symmetric methods with small values of E1 which, in addition, have
also small values of E2. In the sequel, we consider composition methods in the class G1 with
s “ 3, 4, 5, 6 (see (6.39)) which have been designed by optimizing the both functions E1 and E2.
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Case s “ 3. The integrator reads
ψ
r3s
δt
“ χα1δt ˝ χ‹α2δt ˝ χα3δt ˝ χ‹α3δt ˝ χα2δt ˝ χ‹α1δt (6.44)
and the unique (real) solution to the order conditions w1 “ 1, w3 “ w12 “ 0 is given by
α1 “ α2 “ 12p2´ 21{3q , α3 “
1
2 ´ 2α1.
If χδt “ ϕrasδt ˝ ϕrbsδt ˝ ϕrcsδt , then it involves 13 maps (the minimum number). For future reference,
the values of the objective functions are
E1pαq “ 4.40483, E2pαq “ 4.55004.
Remark 6.3.2. Notice that this corresponds to the familiar scheme of Yoshida [117]
ψδt “ φγδt{2 ˝ φβδt ˝ φγδt{2
in G2 with γ “ 1{p2 ´ 21{3q. Moreover, this method is also recovered in [88] when considering
splitting methods of the form (6.37).
Case s “ 4. The composition is
ψ
r4s
δt
“ χα1δt ˝ χ‹α2δt ˝ χα3δt ˝ χ‹α4δt ˝ χα4δt ˝ χ‹α3δt ˝ χα2δt ˝ χ‹α1δt , (6.45)
involving 17 maps. Now we have a free parameter, which we take as α1. The minima of both E1
and E2 are achieved at approximately α1 “ 0.358, and so the coefficients are
α1 “ 0.358 α2 “ ´0.47710242361717810834
α3 “ 0.35230499471528197958 α4 “ 0.26679742890189612876
with
E1pαq “ 2.9084, E2pαq “ 3.1527.
Case s “ 5. Now the composition
ψ
r5s
δt
“ χα1δt ˝ χ‹α2δt ˝ χα3δt ˝ χ‹α4δt ˝ χα5δt ˝ χ‹α5δt ˝ χα4δt ˝ χ‹α3δt ˝ χα2δt ˝ χ‹α1δt (6.46)
involves 21 maps when applied to a system separable into three parts. By carrying out a similar
analysis we conclude that the best solution according with the criterion adopted is achieved
when
α1 “ α2 “ α3 “ α4 “ 12p4´ 41{3q , α5 “
1
2 ´ 4α1,
which give E1pαq “ 2.3159, E2pαq “ 2.6111.
Remark 6.3.3. This method also belongs to G2 since it can be written as
ψδt “ φγδt ˝ φγδt ˝ φβδt ˝ φγδt ˝ φγδt
belonging to G2 with coefficients
γ “ 2α1, β “ 2α5.
This method was proposed by Suzuki in [111].
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Case s “ 6. Analogously we have considered a composition involving 3 free parameters and
25 maps :
ψ
r6s
δt
“ χα1δt ˝χ‹α2δt ˝χα3δt ˝χ‹α4δt ˝χα5δt ˝χ‹α6δt ˝χα6δt ˝χ‹α5δt ˝χα4δt ˝χ‹α3δt ˝χα2δt ˝χ‹α1δt . (6.47)
A solution leading to small values of E1 and E2 is
α1 “ α2 “ 320 α3 “
17
100
α4 “ ´0.2628463256938681137 α5 “ 0.16217658484020533783
α6 “ 0.13066974085366277593
with
E1pαq “ 2.0513, E2pαq “ 2.4078.
Remark 6.3.4. Although the optimization criterion we have adopted here usually leads to good
methods, one can find schemes in the literature with larger values of E1 and E2 which are very
efficient in practice. Thus, in particular, we mention the fourth-order splitting method designed
in [33] which, once written as a method in G1, also involves s “ 6 stages.
Remark 6.3.5. When a method in G1 is applied to the problem (6.36) and the basic first-order
method is the composition χδt “ ϕrasδt ˝ ϕrbsδt ˝ ϕrcsδt , the corresponding algorithm can be imple-
mented as (here we take as example method (6.47) with s “ 6)
y “ xn
do j “ 1 : 6
y “ ϕrasα2j´1hy
y “ ϕrbsα2j´1hy
α¯ “ α2j´1 ` α2j
y “ ϕrcsα¯hy
y “ ϕrbsα2jhy
y “ ϕrasα2jhy
end
xn`1 “ y
where xn is the approximation of the solution at time tn “ nδt.
An ODE example.
Before we consider the application of the preceding methods in the context of the Vlasov–
Maxwell system, we end this section by presenting some numerical results illustrating their
relative efficiency on a simple ODE system, namely the so-called ABC-flow, with equations
9x “ B cos y ` C sin z, 9y “ C cos z `A sin x, 9z “ A cosx` B sin y, (6.48)
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which has been studied as a model volume-preserving three-dimensional flow satisfied by
xptq, yptq, zptq (see [78]). The vector field u is separable into three solvable parts, namely
u “ ua ` ub ` uc “ Ap0, sin x, cosxq ` Bpcos y, 0, sin yq ` Cpsin z, cos z, 0q.
For B “ C “ 1, A “ 0.3 we take as initial condition pxin, yin, zinq “ p3.14, 2.77, 0q, integrate until
t “ 30 and measure the error in phase space at the final time obtained with several values of δt.
The resulting efficiency diagram is shown in Figure 6.8. The error is measured as the number
of evaluations of the different maps.
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FIGURE 6.8 – ABC-flow. Efficiency diagrams obtained by different composition and splitting
methods
Lines are encoded as follows : the black solid line with squares corresponds to Yoshida’s
method (s “ 3) ; the black solid line with diamond is obtained with the splitting method AK 11-
4 presented in [8] for systems separated into three parts, involving 21 maps ; the blue dotted
line corresponds to Suzuki’s method (s “ 5) ; the blue dashed line with circles corresponds
to the Blanes & Moan S6 splitting method (Table 2 in [33], rewritten as a composition of the
form (6.39)), and the blue dotted line has been obtained with the new composition method with
s “ 6.
For other values of the constants A, B and C we get different results, but essentially the
same pattern holds : Suzuki’s method is always more efficient than Yoshida’s, and both the
new composition with s “ 6 and the splitting method of Blanes & Moan are always more
efficient. For all values of the parameters we have checked, the new composition works quite
272
6.4. Numerical results
well, sometimes better than the splitting method of Blanes & Moan, sometimes slightly less
efficient.
6.4 Numerical results
In this section, we show some numerical results to illustrate the efficiency and performance
of the methods derived below. We focus on Vlasov applications by considering the Vlasov-HMF
and the Vlasov-Maxwell system for which the different methods presented above are applied
(new splitting and composition methods).
6.4.1 Vlasov-Maxwell system.
The composition methods introduced in the previous sections can then be used to derive a
global 4th order method for the Vlasov-Maxwell equation. As an example, the Yoshida method
(s “ 3) in the Vlasov-Maxwell context writes
ψ
r3s
δt
“ χα1δt ˝ χ‹α2δt ˝ χα3δt ˝ χ‹α3δt ˝ χα2δt ˝ χ‹α1δt
with α1 “ α2 “ 12p2´21{3q , α3 “ 12 ´ 2α1, and where χδt and χ‹δt are given by (6.34) and (6.35).
Then, if we denote by Fn an approximation at time tn “ nδt, n P N of the Vlasov-Maxwell
solution F ptnq, we have
Fn “
´
ψ
r3s
δt
¯n pF inq,
and Fn is a 4th order approximation of F ptnq. The other 4th order methods ψrssδt , s “ 4, 5, 6 are
defined by (6.45), (6.46) and (6.47) in Subsection 6.3.3. We also define the standard Strang
splitting ψr2sδt which, with our notations writes
ψ
r2s
δt “ χδt{2 ˝ χ‹δt{2
“ ϕrHEsδt{2 ˝ ϕ
rHf s
δt{2 ˝ ϕ
rHBs
δt{2 ˝ ϕ
rHBs
δt{2 ˝ ϕ
rHf s
δt{2 ˝ ϕ
rHEs
δt{2
“ ϕrHEsδt{2 ˝ ϕ
rHf s
δt{2 ˝ ϕ
rHBs
δt
˝ ϕrHf sδt{2 ˝ ϕ
rHEs
δt{2 .
The Strang splitting for a decomposition into three parts involves 5 maps since, as usual, two
maps can be concatenated.
We present some numerical results to illustrate the efficiency of the different methods. First
of all, we used the methods ψrssδt , s “ 2, 3, 4, 5, 6. In this context, one goal is to compare the
new exact splitting for the rotation applied to the field HB to a standard Strang method. In the
methods ψrssδt , the flow ϕ
rHBs
δt
is then approximated by the Strang splitting T rHBsδt given by (6.13).
This means that in this method, χδt is now replaced by χ˜δt defined by
χ˜δt “ ϕrHEsδt ˝ ϕ
rHf s
δt
˝ T rHBsδt .
The global Strang splitting is then defined by ψ˜r2sδt
ψ˜
r2s
δt
“ χ˜δt{2 ˝ χ˜‹δt{2,
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and the definition of ψ˜rssδt for s “ 3, 4, 5, 6 follows directly. Let us remark that even if the magnetic
part HB is not solved exactly in time, the global method ψ˜rssδt still have the same order as ψrssδt
(i.e. of order 2 for s “ 2 or of order 4 for s “ 3, 4, 5, 6). We then want to investigate the impact of
this approximation on the global error of the so-obtained splitting.
To do so, we consider the following initial condition for (6.32)
f inpx1, v1, v2q “ 1
pivth2
?
Tr
e´pv21`v22{Trq{vthp1` α cospkx1qq,
and Binpx1q “ 10` 3 cospkx1q, Ein2 px1q “ 0. We consider α “ 10´4, k “ 0.4, vth “ 0.02, k “ 0.4
and Tr “ 12. The phase space domain is px1, v1, v2q P r0, 2pi{ks ˆ r´1, 1s2 and the number of
points is Nx “ 8 in space and Nv “ 513 per direction in velocity. The runs are performed up
to a final time T “ 2 and different values of the time step δt are considered between 10´3 to
0.4. The results are given in Figures 6.9 and 6.10 where we have plotted the L8 error on the
total energy with respect to δt{M where M is the number of maps. The total energy (which is
conserved with time at the continuous level) is defined by
Hptq “ 12
ż
L
|E|2dx` 12
ż
L
|B|2dx` 12
ż
LˆR2
|v|2fdvdx (6.49)
with L “ r0, 2pi{ks, and the error we consider is
err :“ max
tPr0,T s
ˇˇˇHptq ´Hp0q
Hp0q
ˇˇˇ
.
First, one can see that the order of convergence are well recovered for all the methods but
some fourth order methods present some better efficiency. For instance, the two methods cor-
responding to s “ 5 and s “ 6 are clearly the best, and are much more efficient that the triple
jump method (s “ 3) or the Strang one (s “ 2) even if they involve a larger number of maps (as
exemplified in the ODE context in Subsection 6.3.3). Second, we can observe than the error
produced by the methods ψrssδt (i.e. when the exact splitting is used for the part HB) is smaller
than the error performed by the methods ψ˜rssδt (i.e. when a Strang splitting is used for the part
HB). Note that on Figures 6.9 and 6.10, the lines indicating the order are kept fixed. Moreover,
on Figure 6.10, in addition to the error produced by the methods ψ˜rssδt , the error curves produced
by the methods ψr2sδt and ψ
r5s
δt (labelled by s “ 2 new (5) and s “ 5 new (21) in the legend) have
been displayed to ease the comparisons. Note that we have chosen to plot the ψr5sδt method but
very similar conclusions arise with the choice ψr6sδt since the two methods ψ
r5s
δt and ψ
r6s
δt have a
very close efficiency in our context. For the global Strang method the ratio between the error
produced by ψ˜r2sδt and ψ
r2s
δt is about 2.5 whereas the ratio between the error produced by ψ˜
r5s
δt
and ψr5sδt is about 6 (the same ratio is observed between ψ˜
r6s
δt and ψ
r6s
δt ). Let us remark that, for a
given method (i.e. a given s), the cost of a ψ˜rssδt method is the same as a the one ψ
rss
δt method.
We end this subsection by considering other splitting methods from the literature, namely
the splitting methods from [8] which assume that each subpart are solved exactly, which is
our case when the exact splitting is used for the magnetic part. The results are displayed in
Figure 6.11 where we have tested second order methods (AK 3-2 and AK 5-2 involve 9 maps),
a fourth order method (AK 11-4 involves 21 maps) and even a sixth order method (AY 15-6
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involves 29 maps). We refer to see [8] for more details on these methods. As previously we also
added ψr2sδt (second order) and ψ
r5s
δt (fourth order) for comparison, whereas the slope 2 and 4
are the same as in Figures 6.9 and 6.10. First, we observe that AK 3-2 is the best second order
method. The third order PP method is not very attractive in this context compared to second
order methods. Second, among the two fourth order methods (AK 11-4 and ψr5sδt ), the method
ψ
r5s
δt offers a better efficiency since the error is about 5 times smaller, as already noticed in the
ODE framework (see Subsection 6.3.3). Finally, the method AY 15-6 offers sixth order accuracy
and turns out to be the best method here when the time step is small enough.
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FIGURE 6.9 – Efficiency diagrams obtained by different composition methods ψrssδt , s “
2, 3, 4, 5, 6 for the Vlasov-Maxwell system. The number of maps for each method is indicated
into parenthesis.
6.4.2 Vlasov-HMF system.
Our goal is to solve numerically the Vlasov-HMF model satisfied by fpt, x, vq, px, vq P LˆR,
with L “ R{2piZ
Btf ` tf,Hrf su “ 0, (6.50)
where tf, gu “ BxfBvg ´ BvfBxg and Hrf s is given by
Hrf s “ v
2
2 ´ Φrf spxq.
Finally, the potential is defined by
Φrf spxq “ cosx
ż
LˆR
cospyqfpy, uqdydu` sin x
ż
LˆR
sinpyqfpy, uqdydu. (6.51)
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FIGURE 6.10 – Efficiency diagrams obtained by different composition methods ψ˜rssδt , s “
2, 3, 4, 5, 6 and ψr2sδt , ψ
r5s
δt
for the Vlasov-Maxwell system. The order lines ’slope 2’ and ’slope
4’ are the same as in Figure 6.9. The number of maps for each method is indicated into paren-
thesis.
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FIGURE 6.11 – Efficiency diagrams obtained by different methods from [8] and ψr2sδt , ψ
r5s
δt
for the
Vlasov-Maxwell system. The order lines ’slope 2’ and ’slope 4’ are the same as in Figure 6.9.
The number of maps for each method is indicated into parenthesis.
We consider the following stationary solution (see [82] for more details)
feqpx, vq “ γe´β
´
v2
2 ´M0 cosx
¯
with M0 “
ż
LˆR
cospyqfeqpy, uqdydu, (6.52)
where γ, β,M0 P R will be explicitly given below. Following [82], the long time behavior of
(6.50) is driven by the linearized Hamiltonian part, i.e. Btf ` tf,Hrfeqsu “ 0, with Hrfeqs “
v2
2 ´M0 cospxq. We recognize the pendulum Hamiltonian for which a slight modification of the
new splitting is able to capture the rotation phenomena with high accuracy compare to standard
Strang splitting (see [21]). In this HMF context, the material introduced before have to be slightly
modified.
First, let us introduce the discretization of the phase space Lˆr´vmax, vmaxs, with vmax ą 0 a
truncation of the velocity direction. We consider Gx :“ hx J0, Nx ´ 1K the space grid (with hx “
L{Nx the stepsize and Nx P N˚ the number of points) and Gv :“ hv J´tpNv ´ 1q{2u, tNv{2uK
the speed grid (with hv “ 2vmax{Nv the stepsize and Nv P N˚ the number of points). We
also introduce the set of discrete frequencies : pGx “ ηx J´tpNx ´ 1q{2u, tNx{2uK and pGv “
ηv J´tpNv ´ 1q{2u, tNv{2uK with ηx “ 2pi{L and ηv “ pi{vmax. Then, we define the discrete partial
Fourier transforms
F1 :
$&% C
GxˆGv Ñ CpGxˆGv
u ÞÑ hx
ÿ
g1PGx
ug1,g2 e
´ig1ξ1
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and
F2 :
$&% C
GxˆGv Ñ CGxˆpGv
u ÞÑ hv
ÿ
g2PGv
ug1,g2 e
´ig2ξ2 ,
whereas the shears are now defined by
Sα1 :
"
CGxˆGv Ñ CGxˆGv
u ÞÑ F´11
“
eiαξ1g2F1 u
‰
and rSα2 : " CGxˆGv Ñ CGxˆGvu ÞÑ F´12 “eiαξ2Erusg1F2u‰ ,
where Erusg1 is deduced from the relation Eruspxq “ ´BxΦruspxq and (6.51)
Erusg1 “ sinpg1hxqhxhv
ÿ
pg1,g2qPGxˆGv
cospg1hxqug1,g2
´ cospg1hxqhxhv
ÿ
pg1,g2qPGxˆGv
sinpg1hxqug1,g2 . (6.53)
Then, at time tn “ nδt, we denote by fn an approximation of the solution fptnq on the phase
space grid computed by the Strang splitting rTδt and the new splitting ĂMδt which are defined by
fn`1 “ rTδt fn :“ S´δt{21 rSδt2 S´δt{21 fn, (Strang)
fn`1 “ ĂMδt fn
:“ S´tc tanpδt{p2tcqq1 rStc sinpδt{tcq2 S´tc tanpδt{p2tcqq1 fn, (New) (6.54)
where f0 :“ f in, and tc “ 1?M0 is the characteristic time of the Vlasov-HMF model which has
been introduced to capture the correct angular velocity. Let us remark that the electric field Erf s
has to be solved using (6.53) before the shear rSα2 in the splittings (6.54).
To evaluate the performance of the new splitting compare to the Strang one, we consider
an initial condition f in as a perturbation of the equilibrium solution (6.52) (with β “ 10,M0 “
0.9455421864232981 and α “ 0.0001194365987897421)
f inpx, vq “ feqpx, vqp1` ε cospxqq, px, vq P r´pi, pis ˆ R,
with ε “ 10´3. We consider a truncated velocity domain of r´8, 8s, the number of points in the
spatial direction is Nx “ 128 whereas we considered Nv “ 256 points in the velocity direction,
and the final time is T “ 25. Note that the splitting can also be coupled to a semi-Lagrangian
method ; the shears S1 and rS2 have to be modified accordingly (see [30] for instance).
We look at the L8 error between a reference distribution function (obtained with the new
splitting with a small time step δt “ T {1000) and the one obtained by Strang or new splitting
given by (6.54) (with tc “ 1.0283940255) for different time steps δt P tT {50, T {100, T {150, T {200,
T {250u. The results are displayed in Figure 6.12 in log-log scale. First we observe that, as
expected, the two methods are second order accurate in time. But, one can remark that the
error produced by the new splitting is much more smaller that the error produced by the Strang
splitting, for a same cost (the number of maps is the same for the two methods).
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FIGURE 6.12 – Error as a function of the number of iterations for the HMF-Poisson system.
Comparison of the Strang splitting (’strang’) and the New splitting (’new’).
6.5 Conclusion
In this work, we study a directional splitting which preserves exactly the rotations and ap-
ply to the PDE context. A careful numerical analysis of this splitting coupled with spectral in-
terpolation techniques has been performed. These results are illustrated by some numerical
experiments.
Then, this step serves as a building block of a splitting for the Vlasov-Maxwell system. In-
deed, this system can be split into three parts which, thanks to this new splitting, can all be
solved exactly. New high order composition methods are then designed to accurately and effi-
ciently solve the full Vlasov-Maxwell system. Numerical results show the good behavior of these
methods. Finally, a direct application of the new splitting for close to equilibrium simulations of
the Vlasov-HMF model also shows very good results compared to the standard Strang splitting,
with no additional cost.
The extension to the relativistic Vlasov-Maxwell equations in two or three dimensions in the
velocity space are planned. The approach should be even more attractive in this context.
6.6 Appendix
In this Appendix, we gather the proofs of the different lemmas occuring in the proof of
convergence of the pseudo-spectral splitting methods.
6.6.1 Proof of Lemma 6.2.2
If 0 P ry1; y1 ` λy2s then we have |y1| ď λ|y2| and so we getˇˇˇˇˆ
y3
y2
˙ˇˇˇˇ
ě |y2| ě |y1||λ| ě
|y1|?
1` λ2 .
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Else we have |y3| “ |y1| or |y3| “ |y1 ` λy2|. If |y3| “ |y1| then we haveˇˇˇˇˆ
y3
y2
˙ˇˇˇˇ
ě |y3| “ |y1| ě |y1|?1` λ2 .
Else if |y3| “ |y1 ` λy2|, we have ˇˇˇˇˆ
y3
y2
˙ˇˇˇˇ2
“ y22 ` py1 ` λy2q2.
This last quantity is a second order polynomial with respect to y2. Thus its infimum can be
determined explicitly. More precisely, we have
y22 ` py1 ` λy2q2 ě |y1|
2
1` λ2 .
6.6.2 Proof of Lemma 6.2.3
However, if a and b are small enough, Pa,b is closed to the identity. Consequently, it admits
a logarithm Ma,b PM2pRq, defined by
Ma,b “
ÿ
nPN
p´1qn
n` 1 pPa,b ´ I2q
n,
and satisfying
eMa,b “ Pa,b.
A fortiori, we have exppTrMa,bq “ detPa,b “ 1. Hence we have TrMa,b “ 0. Furthermore,
the following application define an isomorphism of vector space (it is an injection between two
spaces of dimension 3) "
S2pRq Ñ sl2pRq
L ÞÑ JL .
where sl2pRq “ tM P M2pRq | TrM “ 0u. As a consequence, there exists a symmetric matrix
La,b P S2pRq such that
Ma,b “ JLa,b.
6.6.3 Proof of Lemma 6.2.4
Since 0 ă ab ă 4, Qa,b is either positive or negative, and, as a consequence, the following
Euclidian norm is well defined on S2pRq
@K P S2pRq, }K}2a,b :“
ż
R2
ptxKxq2e´| txQa,bx|dx.
Since detPa,b “ 1, computing }R´1a,bK}a,b, we deduce of a change of variables and of (6.24) that
@K P S2pRq, }Ra,bK}a,b “ }K}a,b.
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This relation means that Ra,b is an isometry for the Euclidian norm } ¨ }a,b. A fortiori, we have
detRa,b “ ˘1. But, since R0,0 “ I2 and pa, bq ÞÑ detRa,b is a continuous map, we deduce that
detRa,b “ 1. Consequently, Ra,b is a rotation in a space of dimension 3. So, there are only two
possibilities : either Ra,b is the identity or the eigenspace of Ra,b associated with the eigenvalue
1 is of dimension 1.
To conclude, we just have to verify that Pa,b is not the identity. First, we observe that Pa,b is
not a scalar matrix, so there exists x P R2 such that x is not an eigenvector of Pa,b. Then, we
consider a vector y P R2zt0u such that x and y are orthogonal. By construction, we have
tyPa,bx ‰ 0.
Consequently, if K “ y ty P S2pRq, we have
txRa,bpKqx “ ptyPa,bxq2 ‰ 0 “ ptyxq2 “ txKx.
Thus, we have Ra,bpKq ‰ K.
6.6.4 Proof of Lemma 6.2.7
We have to bound }|x|spu ˝ τq}L2pR2q and }|ξ|sF pu ˝ τq}L2pR2q. However, a straightforward
calculation shows that we have
F pu ˝ τq “ |det τ |´1 pFuq ˝t τ´1,
and equation (6.27) is clearly equivalent to
|τ | ď κ and |τ´1| ď κ.
Thus, since |τ | “ |tτ |, if we get a bound on }|x|spu˝ τq}L2pR2q, uniform with respect to τ , we also
a a bound on }|ξ|sF pu ˝ τq}L2pR2q uniform with respect to τ .
Finally, to bound }|x|spu ˝ τq}L2pR2q, we just have to apply a change of coordinates :
}|x|spu ˝ τq}L2pR2q “
a| det τ |´1}|τpxq|su}L2pR2q ďa| det τ´1||τ |s}u}Xs ď κs`1}u}Xs .
6.6.5 Proof of Lemma 6.2.8
First, we apply the Poisson formula and the discrete Fourier Plancherel isometry to get
}v|G2}L2pG2q ď }v|hZ2}L2phZ2q “ 12pi }
ÿ
kPZ2
Fvp¨ ` 2kpi
h
q}L2pp´pi
h
,pi
h
q2q.
Then we observe that if k P Z2zt0u and ξ P p´pih , pih q2 then we have
|ξ ` 2kpi
h
| ě pi
h
p2|k| ´ ?2q.
Thus, we control }v|G2}L2pG2q by
1
2pi }Fv}L2pp´pih ,pih q2q `
h2
2pi3
ÿ
kPZ2zt0u
1
p2|k| ´ ?2q2 }p|ξ|
2Fvqp¨ ` 2kpi
h
q}L2pp´pi
h
,pi
h
q2q.
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Finally, applying the Cauchy Schwarz inequality and the Chasles relation, we control the second
term by
h2
2pi3 }|ξ|
2Fv}L2pR2q
d ÿ
kPZ2zt0u
1
p2|k| ´ ?2q4 .
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Titre : Étude de quelques perturbations d’équations riches en symétries :
résonances et stabilités
Mot clés : équations de Schrödinger non linéaires, formes normales rationnelles, ondes pro-
gressives discrètes, fréquences de Best, schémas aux différences finies compacts
Résumé : Cette thèse est un recueil de
constructions et de résultats variés autour de
problèmes de résonances et de stabilités. Pre-
mièrement, on s’intéresse à la conception et
à l’analyse de méthodes numériques pour
des problèmes académiques tels que le pro-
blème de Dirichlet sur un segment ou l’équa-
tion de transport associée à une rotation du
plan. Ensuite, on étend l’analyse linéaire clas-
sique des équations de Vlasov-Poisson autour
d’états d’équilibre homogènes pour décrire
des phénomènes multidimensionnels et non li-
néaires. Enfin, une large partie est consacrée
à l’étude d’équations de Schrödinger non li-
néaires en dimension 1. D’une part, on étudie
l’impact d’une semi-discrétisation naturelle sur
les ondes solitaires progressives et la crois-
sance des normes de Sobolev. D’autre part,
on développe une nouvelle famille de formes
normales permettant de décrire la dynamique
des petites solutions régulières pendant des
temps très longs.
Title : Study of some pertubation of equations with many symetries : resonances
and stabilities
Keywords : nonlinear Schrödinger equations, rational normal forms, discrete traveling waves,
Best frequency, compact finite difference schemes
Abstract : This manuscript deals with many
problems about resonance and stability. First,
we design and analyse numerical methods
for academic problems like the Dirichlet pro-
blem on a segment line or the transport equa-
tion associated with a two dimensional rota-
tion. Then, we extend the classical linear ana-
lysis of Vlasov-Poisson equations near ho-
mogeneous equilibria to describe nonlinear
and multidimensional phenomena. Finally, a
large part of this thesis is devoted to nonli-
near Schrödinger equations in dimension 1.
On the one hand, we study the impact of a na-
tural semi-discretisation on the solitary trave-
ling waves and on the growth of the high order
Sobolev norms. On the other hand, we deve-
lop a new family of normal forms to describe
the dynamic of small and smooth solutions for
very long times.
