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Abstract
With coalgebras usually being deﬁned in terms of an endofunctor T on sets, this paper shows
that modal logics for T -coalgebras can be naturally described as functors L on boolean algebras.
Building on this idea, we study soundness, completeness and expressiveness of coalgebraic logics
from the perspective of duality theory. That is, given a logic L for coalgebras of an endofunctor
T , we construct an endofunctor L such that L-algebras provide a sound and complete (algebraic)
semantics of the logic. We show that if L is dual to T , then soundness and completeness of the
algebraic semantics immediately yield the corresponding property of the coalgebraic semantics. We
conclude by characterising duality between L and T in terms of the axioms of L. This provides a
criterion for proving concretely given logics to be sound, complete and expressive.
Keywords: coalgebra, Stone spaces, Vietoris topology, modal logic, descriptive general frames,
Kripke polynomial functors
1 Introduction
Coalgebras have been recognised as models for a large variety of state based
systems (see [18] for an overview). The coalgebraic approach to state based
systems calls for a general logical framework, where one can describe and
reason about properties of state based systems. This question has been ad-
dressed in [14,9,17,12,15]. These investigations are speciﬁc to coalgebras on
the category of sets and use techniques from modal logic to relate syntactic
derivability and semantic validity, notably (variations of) the canonical model
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construction. The observation that descriptive general frames are in 1-1 cor-
respondence to coalgebras for the Vietoris-functor on the category of Stone
spaces (see [11]) opens new (algebraic) ways for showing soundness and com-
pleteness for certain modal logics over coalgebras: we set up a duality between
coalgebras for an endofunctor on Stone spaces and algebras containing the
boolean signature. This is similar in spirit to the work of Goldblatt [6], where
the duality between descriptive general frames and boolean algebras with op-
erators is discussed; as it has been shown in [11] this can also be seen as a
duality of functors: Given an endofunctor T (on Stone spaces) and a logic for
T -coalgebras, we devise a functor L (on boolean algebras). Viewing formulas
of the logic as algebraic terms, the category of L-algebras provides a sound
and and complete semantics of the logic.
We give conditions which allow to transfer soundness and completeness of
the coalgebraic semantics from the corresponding property of the algebraic
semantics. If in particular L is dual to T , it follows that the coalgebraic
semantics is both sound and complete, and moreover the logic is strong enough
to distinguish non-bisimilar points.
In the second part of the paper, we analyse the duality between L and T
in logical terms. Our main result characterises this duality in terms of the
axioms and modal operators of the logic: We show that L is dual to T , if the
axioms are sound, complete and the modal operators are strong enough to
distinguish successor states.
2 Preliminaries and Notation
2.1 Algebras and Propositional Logic
For a signature Σ and a set E of equations, we write Alg(Σ, E) for the category
of Σ-algebras which satisfy all equations in E. We abbreviate Alg(Σ, ∅) by
Alg(Σ) and write BA = Alg(ΣBA, EBA) for the category of boolean algebras.
Boolean operators are denoted by ⊥,,¬,∧,→,↔ and U : BA → Set is the
forgetful functor, with left adjoint F .
Algebras can be represented by generators and relations, or formulas and
logical equivalence. For our work, the following notions are convenient.
Deﬁnition 2.1 (i) A pre-boolean algebra is a ΣBA-algebra.
(ii) A boolean preorder (A,) is a pre-boolean algebra A and a relation  on A
which is closed under the rules and axioms of propositional logic. A morphism
of boolean preorders is an order-preserving ΣBA- algebra morphism.
(iii) A boolean congruence (A,≡) is an algebra A for the signature ΣBA and a
congruence relation ≡ on A such that A/≡ is a boolean algebra. A morphism
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f : (A,≡A) → (B,≡B) of boolean congruences is a ΣBA-morphism f : A → B
such that f(a) ≡B f(a′) whenever a ≡A a′.
The induced categories of boolean congruences and boolean preorders are
denoted by CongBA and PreOrdBA.
Boolean preorders are essentially the same as boolean congruences. Indeed,
given (A,) deﬁne ≡ via a ∧ b ≡ a ⇔ a  b. Conversely, given a congruence
≡ on a pre-boolean algebra A, deﬁne a A b ⇔ a → b ≡ .
On morphisms, the correspondence between boolean preorders and boolean
congruences is described by the following lemma.
Lemma 2.2 The category of boolean preorders is isomorphic to the category of
boolean congruences. The isomorphism restricts to the subcategory of boolean
preorders and order reﬂecting morphisms and the subcategory of boolean con-
gruences and those morphisms f : (A,≡) → (A′,≡′) for which f¯ : A/≡ →
A′/≡′ is injective, where f¯([a]) = [f(a)].
Proof We use the notation of the discussion preceding the lemma and [·]
to denote equivalence classes. The ﬁrst claim is immediate. For the second,
suppose f is order preserving and reﬂecting and f¯([a]) = f¯([b]). Then f(a) ≡′
f(b). Since f is order preserving and reﬂecting it follows a ≡ b, ie, [a] = [b],
showing that f¯ is injective. Conversely, assume f(a) ′ f(b). Then f(a) ∧
f(b) ≡′ f(a), i.e. f¯([a] ∧ [b]) = f¯([a]). Since f¯ is injective, [a] ∧ [b] = [a] and
therefore a ∧ b ≡ a, i.e. a  b. 
We will need the following corollary in Section 6.
Corollary 2.3 Let (A,) be a boolean preorder, B a boolean algebra and d :
A→ B a pre-boolean algebra morphism and let d¯ be the relation given by
A
d
A/≡
d¯
B.
Then d¯ is a boolean algebra morphism iﬀ d is order preserving and d¯ is an
injective boolean algebra morphism iﬀ d is order preserving and reﬂecting.
If V is a set (of variables, or constants) and Σ is a signature, then TΣ(V )
denotes the set of terms with variables in V . We frequently consider extensions
of ΣBA by a set Λ of unary operation symbols; the extended signature is
denoted by ΣΛBA. By an equation, we mean a pair of terms and write s = t for
the equation (s, t); this allows us to consider a relation on a set of variables
as a set of equations.
Given a set Ax of equations for the signature ΣΛBA, and two terms s, t ∈
TΣ(V ), we write Ax VEL s = t if s = t can be equationally derived from Ax and
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the boolean equations EBA. Since we work with languages over diﬀerent sets
of equations in the sequel, we make this distinction explicit in the notation.
In case V = ∅, we write EL instead of ∅EL.
In the context of boolean congruences, A is typically a set of formulas and
≡ a relation of logical equivalence. We use boolean congruences to present
boolean algebras. A presentation q : (Φ, R) → A of a boolean algebra A con-
sists of a boolean congruence (Φ, R) and a surjective ΣBA-morphism q whose
kernel is R. Note that every boolean algebra has a presentation, namely the
counit εA : (UFUA,Diag(A)) → A of the adjunction F  U where Diag(A),
the diagram of A, is the kernel of εA.
2
We will need two facts about presentations. The ﬁrst states that we can
do derivations with representatives of equivalence classes.
Proposition 2.4 Consider a presentation q : (Φ, R) → A. Let ϕi, ψj ∈ Φ
and Ax, t = s equations for ΣΛBA. Then
Ax ∪ R ΦEL t(ϕi) = s(ψj) ⇔ Ax ∪Diag(A) UAEL t(q(ϕi)) = s(q(ψj)).
The second fact expresses that derivations in presentations are preserved
by morphisms and reﬂected by injective morphisms.
Proposition 2.5 Consider presentations q : (Φ, R) → A, q′ : (Φ′, R′) → A′
and a boolean algebra morphism f : A → A′. Let ai, bj ∈ A and Ax , t = s
equations for ΣΛBA. Then (eliding the maps q, q
′)
Ax ∪R UAEL t(ai) = s(bj) ⇔ Ax ∪ R′ UA
′
EL t(f(ai)) = s(f(bj)).
2.2 Coalgebras, Terminal Sequence, Behavioural Equivalence
In the whole paper, Set denotes the category of sets and functions, Stone is
the category of Stone spaces and continuous maps. Since the development
in this paper can be instantiated to both coalgebras over set and coalgebras
over Stone spaces, we develop the theory for both cases simultaneously. The
essential ingredient is a functor which assigns boolean algebras to objects of
the base category. In the case of sets, this is the contravariant power set
functor Pˇ; for stone spaces we use Clp : Stoneop → Set, which maps a stone
space to the boolean algebra of its clopen (closed and open) subsets. Our
assumptions can be summarised as follows:
Convention 1 X is a category equipped with a forgetful (i.e. faithful) functor
UX : X → Set and P : X op → BA such that PX ⊆ P(UXX) is a subalgebra of
2 UFUA is the set of all boolean terms that can be formed from elements in A; Diag(A)
records which of these expressions are equivalent. For example, if A = P({a, b, c}), then
({a} ∧ {b},⊥) is in Diag(A).
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the powerset of UXX. We assume that X has a ﬁnal object 1 which is mapped
by P : X op → BA to the initial boolean algebra . Finally, T : X → X denotes
an endofunctor such that T1 has a global element.
Note that the above assumptions are satisﬁes for both Set and Stone, the
two categories our approach is principally targeted at. For both Set and
Stone the existence of a global element of T1 means that T is non-trivial,
that is, there is an object which is not mapped to the empty set / the trivial
space. Assuming that X comes with a forgetful functor to the category of sets
essentially says that objects X ∈ X have elements. This is reﬂected in our
notation by writing x ∈ X for x ∈ UXX.
Deﬁnition 2.6 A T -coalgebra is a pair (X, ξ), where X ∈ X and ξ : X →
TX. Morphisms of coalgebras (X, ξ) to (Y, χ) are maps f : X → Y ∈ X for
which χ ◦ f = Tf ◦ ξ.
One of the main motivating example of this study is that Kripke models
and Kripke frames naturally arise as coalgebras, for a speciﬁc endofunctor.
We write P for the covariant powerset functor on the category of sets:
Example 2.7 (i) Kripke Frames are in 1-1 correspondence with P-coalgebras.
(ii) The analogue of the powerset functor for Stone spaces is the Vietoris
functor V : Stone → Stone mapping X to the set K(X) of closed subsets. The
V-coalgebras are known as descriptive general frames in modal logic, see [11].
(iii) Kripke models over a set A of propositions are coalgebras for TX =
P(X)×P(A).
Dually to the construction of initial and free algebras as colimits of the
initial sequence of the underlying endofunctor, the notion of terminal sequence
plays an important role in the coalgebraic framework. For our purposes, it
is suﬃcient to consider the ﬁnitary part, that is, the ﬁrst ω elements of the
terminal sequence. For the whole story, and a precise account of how the
terminal sequence can be used to construct cofree coalgebras, we refer to
Worrell [19]. The ﬁnitary part of the terminal sequence (we allow ourselves
to drop the words “ﬁnitary part of” from now on) consists of
(i) the sequence (Tn)n∈ω of objects, where T0 = 1 and Tn+1 = TTn, and
(ii) the sequence of morphisms (pnm)m≤n∈ω where p
n
m : Tn → Tm are such that
pnn = idTn and p
m
k ◦ pnm = pnk for all k ≤ m ≤ n ∈ ω.
In a logical context, the object Tn corresponds to the behaviour which can
be described with a formula of rank n, where the rank of a formula is the
maximal nesting depth of modal operators.
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The link between the terminal sequence and arbitrary coalgebras is the
observation, that every T -coalgebra (X, ξ) appears as a cone (X, (ξn)n∈ω) over
the terminal sequence associated with T as follows: take ξ0 : X → 1 to be the
morphism induced by ﬁnality of 1 and put ξn+1 = Tξn ◦ ξ for n ∈ ω.
Since we have assumed that X is a concrete category (i.e. comes equipped
with a forgetful functor to Set), we can speak about points x ∈ X realising
some behaviour (element of Tn).
Proposition 2.8 For all t in Tn there is a T -coalgebra (X, ξ) and x in X
such that ξn(x) = t.
Proof Pick a global element e : 1 → T1 and put en = T n(e). Then (Tn, en)
realises the behaviours in Tn. 
Furthermore, the presence of elements also allows us to speak about beha-
vioural equivalence in the same way as in the category of sets.
Deﬁnition 2.9 Suppose (X, ξ) and (Y, ) ∈ Coalg(T ) and (x, y) ∈ X ×Y .
(i) We say that x and y are behaviourally equivalent (denoted x  y) if there is
(Z, ζ) ∈ Coalg(T ) and two morphisms f : (X, ξ) → (Z, ζ) and (Y, ) → (Z, ζ)
such that UX (f)(x) = UX (f)(y).
(ii) We say that x and y are ω-step equivalent (denoted x ω y) if ξn(x) =
n(y) for all n ∈ ω.
That is to say that two points are behaviourally equivalent if they can be
identiﬁed by a coalgebra morphism, and ω-step equivalent if their behaviour
agrees for all transition sequences of ﬁnite length. It is easy to show that
ω-step equivalence is a consequence of behavioural equivalence. One aspect
of coalgebraic logics is their expressivity, that is, their ability to distinguish
non-bisimilar points.
Deﬁnition 2.10 Suppose L is a set (of formulas) and |=(C,γ)⊆ C × L is a
(satisfaction) relation for every (C, γ) ∈ Coalg(T ). Write Th(c) = {ϕ ∈ L |
c |=(C,γ) ϕ}.
(i) L is expressive, if x  y whenever Th(x) = Th(y), for all (X, ξ) and
(Y, ) ∈ Coalg(T ) and (x, y) ∈ X × Y .
(ii) L is ω-step expressive, if x ω y whenever Th(x) = Th(y), for all (X, ξ), (Y, ) ∈
Coalg(T ) and (x, y) ∈ X × Y .
In general, for formulas of ﬁnitary logics, ω-step expressiveness is the best
we can hope for (see [13]).
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3 Coalgebraic Modal Logic
The logics under consideration in this paper are parametric in a set of modal
operators, which are interpreted using predicate liftings. Intuitively, predicate
liftings map properties of states to properties of successor states, and hence
allow us to make assertions about state transitions. The formal deﬁnition is
as follows:
Deﬁnition 3.1 A predicate lifting for T is a natural transformation λ : UP →
UPT .
The functor U appears because we do not require predicate liftings to
preserve boolean structure (the  of modal logic, for example, preserves meets
but not joins).
Example 3.2 (i) Consider X = Set and TX = P(X). Then T -coalgebras
are Kripke frames. The predicate lifting for the -operator of modal logic is
given by the natural transformation (λ)X : PˇX → PˇTX, a ⊆ X → {b ⊆
X | b ⊆ a}.
(ii) Consider X = Stone and let X be a Stone space with topology O(X)
and the Vietoris functor V : Stone → Stone from Example 2.7. The predicate
lifting for the -operator is given by (λ)X : UClpX → UClpVX, a → {b ∈
K(X) | b ⊆ a}.
The language of the modal logics we work with is built by adding a unary
modal operator for each lifting. The restriction to unary modalities is mainly
for convenience; our results easily extend to the case of modalities of arbitrary
(ﬁnite) arities.
We now turn to the syntax and the semantics of the modal logics we are
going to work with.
Deﬁnition 3.3 (Syntax and semantics of L(Λ))Given a set Λ of predicate
liftings, the language L(Λ) is given by the grammar
L(Λ)  ϕ, ψ ::= ff | ϕ → ψ | [λ]ϕ
where λ ∈ Λ. For a structure (X, ξ) ∈ Coalg(T ), the semantics [[ϕ]] = [[ϕ]]ξ ∈
UPX of formulas ϕ ∈ L(Λ) is given by
[[ff]] =⊥ [[ϕ → ψ]] = [[ϕ]] → [[ψ]] [[[λ]ϕ]] = UP (ξ) ◦ λX([[ϕ]]).
We write (X, ξ) |= ϕ for [[ϕ]]ξ =  and Coalg(T ) |= ϕ for (X, ξ) |= ϕ for all
(X, ξ) ∈ Coalg(T ).
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Note that L(Λ) = TΣΛBA , that is, every modal formula ϕ ∈ L(Λ) is a term
without free variables over the signature ΣΛBA.
Example 3.4 If T is P or V and Λ = {λ} as in Example 3.2, then L(Λ)
gives basic modal logic if we identify [λ] with .
Many proofs in modal logic run by induction on the depth of formulas.
The semantics of a formula of depth n can be described by a predicate over
Tn, the n-th element of the terminal sequence.
Deﬁnition 3.5 (Lift, Formn, dn) For a given functor T and a set of predicate
liftings Λ, let Lift : Set → Set be the operation that maps a set Φ (of formulas)
to Lift(Φ) according to the grammar
Lift(Φ)  ϕ, ψ ::= ff | ϕ → ψ | [λ]
where λ ∈ Λ and  ∈ Φ. For maps d : Φ → UPX we put
Lift(d) : Lift(Φ) → UPTX, [λ] → λX ◦ d()
and extend to the whole of Lift(Φ) inductively.
We put Form0 = Lift(∅) and Formn+1 = Lift(Formn) and call the elements of
Formn the formulas of depth n of L(Λ). Their semantics
dn : Formn → UP Tn
is given by d0 : Form0 → UP1 (giving propositional formulae their usual
interpretation in the Boolean algebra UP1 = ) and dn+1 = Lift(dn). The set⋃
n<ω Formn is denoted by Formω.
Since we have assumed that all predicate liftings are unary (hence ﬁnitary)
from the outset, we know that L can be covered by the sets Formn, for n ∈ ω:
Lemma 3.6 L = ⋃n∈ω Formn.
Viewing coalgebras as cones over the terminal sequence associated with T ,
we can recover the semantics of formulas as follows:
Proposition 3.7 Let ϕ be a formula of depth n. Then [[ϕ]]ξ = P (ξn)(dn(ϕ)).
In order to capture the speciﬁc structure of a given functor T , we introduce
axiom schemas. Our axioms are pairs (ϕ, ψ), which we read as ϕ ↔ ψ in the
context of modal logic and as ϕ = ψ in an equational context. The notion of
axiom as a pair enables us to use them in both settings. The key property
of axioms is that they are of rank one, that is, they don’t contain nested
modalities. This feature enables us to lift the axioms along the terminal
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sequence. Recall that, given a set V (of variables), UFV is the closure of V
under boolean operations.
Deﬁnition 3.8 (Axioms) Given a set Λ of predicate liftings for T and a set
(of variables) V , an axiom is a pair (ϕ, ψ) with ϕ, ψ ∈ Lift(UFV ). In the
following we will write axioms (ϕ, ψ) as equations ϕ = ψ.
The basic calculus for modal logic can be seen as a special example:
Example 3.9 If T is P or V and Λ = {λ} as in previous examples, then
V = {p, q} and Ax = { = ,(p ∧ q) = p ∧ q} give the basic calculus
for modal logic which is sound and complete for P-coalgebras.
We only consider axioms of such restricted shape because they are enough
to describe the functor T (or its dual), or, in other words, the class of all T -
coalgebras. Speciﬁc subclasses of T -coalgebras can then be speciﬁed by adding
additional axioms of unrestricted shape (possibly involving ﬁxpoint operators
as in the µ-calculus).
Considering Λ as a set of (unary) operation symbols, we may identify
formulas of L(Λ) with terms for the signature ΣΛBA (see Section 2.1). A modal
formula ϕ can then be seen as the equation ϕ =  and every equation ϕ = ψ
can be seen as the formula ϕ ↔ ψ.
In order to relate algebraic and coalgebraic semantics for modal logics, we
begin by (deﬁning and) relating the corresponding proof calculi. Note that
axioms may contain variables. Since formulas of L(Λ) do not have free vari-
ables, we use ground substitutions, i.e. substitutions which assign a variable
free formula to every variable. If σ is a substitution, the result of substituting
every variable x by σ(x) in a term (or formula) ϕ is denoted by σ(ϕ).
Deﬁnition 3.10 (Entailment in Modal Logic) Suppose Ax is a set of
axioms. We say that ϕ is modally derivable from Ax (Ax ML ϕ), if ϕ is
contained in the least set Φ of formulas which
• contains σ(ϕ)↔ σ(ψ) whenever σ is a ground substitution and (ϕ, ψ) ∈ Ax
• is closed under propositional entailment
• contains [λ]ϕ ↔ [λ]ψ whenever λ ∈ Λ and ϕ ↔ ψ ∈ Φ.
The following proposition is crucial since it allows us to simulate modal
entailment by equational entailment and vice versa. Recall that EL denotes
equational derivability of equations between ground terms.
Proposition 3.11 Suppose Ax is a set of axioms and ϕ, ψ ∈ L(Λ). Then
Ax ML ϕ ↔ ψ iﬀ Ax EL ϕ = ψ.
Proof By induction, using the respective deﬁnitions. Note that the rule
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ϕ ↔ ψ =⇒ [λ]ϕ ↔ [λ]ψ is precisely the congruence rule of equational
logic. 
The previous proposition takes care of the syntactical aspect of our goal to
explain modal soundness and completeness in terms of the equational counter-
parts. The semantical part is treated in the next section, where we translate
between algebras and coalgebras on the side of models.
The modal entailment relation can be restricted to formulas of ﬁnite depth
as follows:
Deﬁnition 3.12 (Lift(R), ≡n) Consider a set Λ of predicate liftings for T
and a set of axioms Ax . For a boolean congruence (Φ, R), put Lift(Φ, R) =
(Lift(Φ), Lift(R)) where
Lift(R) = {(t, s) ∈ Lift(Φ)× Lift(Φ) | Ax ∪ R EL t = s}.
We let ≡0 be propositional equivalence on Form0 and ≡n+1= Lift(≡n).
In the last deﬁnition, elements ϕ ∈ Φ are treated as atomic formulas. The
relationship to the semantics dn of formulas of ﬁnite depth is as expected:
Proposition 3.13 For a formula ϕ of depth n, Ax  ϕ ⇔ ϕ ≡n .
4 Algebraic Semantics
The goal of the present section is to deﬁne a functor L on the category of
boolean algebras such that L-algebras provide a sound and complete semantics
for L(Λ). In case that the functor L is dual to T (in a sense which we make
precise later), this immediately entails soundness and completeness of the
coalgebraic semantics.
Deﬁnition 4.1 Suppose E is a set of ΣΛBA-equations. Given A ∈ Alg(ΣΛBA, EBA∪
E) and two formulas (terms) s, t ∈ TΣΛBA(V ), possibly involving variables p ∈ V
from a set V , we write [[s]]vA for the interpretation of s in A wrt the valuation
v : V → A. Furthermore, A |= s = t if [[s]]vA = [[t]]vA for all valuations v : V → A
(we omit v if V = ∅), and Alg(ΣΛBA, EBA ∪ E) |= s = t iﬀ A |= s = t for all
A ∈ Alg(ΣΛBA, EBA ∪E).
We now come to the central deﬁnition of this paper, namely the functor L
on boolean algebras associated with a coalgebraic modal logic L(Λ,Ax). The
functor L : BA → BA maps a boolean algebra A to the one which is freely
generated by all [λ]a, a ∈ A, λ ∈ Λ, and quotiented by the axioms. Recall
that F : Set → BA denotes the construction of free algebras.
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Deﬁnition 4.2 (The functor L) Given a coalgebraic modal logic L(Λ,Ax)
for T -coalgebras (i.e. a set Λ of predicate liftings for T and a set Ax of axioms),
the corresponding functor L : BA→ BA is
A → F{[λ]a | a ∈ A, λ ∈ Λ}/R
where R is the smallest congruence containing the substitution instances of
axioms in Ax with variables replaced by elements of A.
This deﬁnition bears some similarities to Cirstea’s notion of language con-
structor [3]: a language constructor describes the linguistic features to specify
the behaviour of a system after one transition step. This corresponds to the
set F{[λ]a | a ∈ A, λ ∈ Λ} in the above deﬁnition. Our deﬁnition extends this
idea by additionally forming a quotient deﬁned by logical axioms and rules,
which results in a faithful logical description of the behaviour observable in
one transition step.
Recalling the operator Lift from Deﬁnition 3.12 and that A is presented by
(UFUA,Diag(A)) the object part of L can also be understood as follows.
Remark 4.3 Let A be a boolean algebra. Then LA is the boolean algebra
given by the carrier set Lift(UFUA)/Lift(Diag(A)).
Given a quotient A/≡, we use { · }A/≡ to denote equivalence classes.
Proposition 4.4 (i) L is a functor, that is, for a boolean algebra morphism
f : A → A′,
Lf : LA −→ LA′
{[λ]a}LA → {[λ]f(a)}LA′
deﬁnes a boolean algebra morphism.
(ii) L preserves injective morphisms and surjective morphisms.
Proof The ﬁrst claim follows from ‘ ⇒ ’ of Proposition 2.5 whereas ‘ ⇐ ’
yields that Lf is injective if f is. 
Example 4.5 If T is P or V and Λ = {λ} and Ax as in previous examples,
then L-algebras are precisely the modal algebras (also known as boolean al-
gebras with operators). This representation of modal algebras as algebras for
a functor was observed by Abramsky [1] and Ghilardi [4].
It is straightforward to interpret terms (formulas) ϕ ∈ L(Λ) in L-algebras.
This is the algebraic semantics of the logic L(Λ).
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Deﬁnition 4.6 Suppose (A, α) ∈ Alg(L). The algebraic semantics [[ϕ]] =
[[ϕ]]α of a formula ϕ ∈ L(Λ) is given inductively by
[[ff]] =⊥ [[ϕ → ψ]] = [[ϕ]] → [[ψ]]
[[[λ]ϕ]] = α({[λ][[ϕ]]}L(A,α)),
where { · } denotes taking equivalence classes. We write (A, α) |= ϕ = ψ if
[[ϕ]]α = [[ψ]]α and Alg(L) |= ϕ = ψ iﬀ (A, α) |= ϕ = ψ for all (A, α) ∈ Alg(L).
The reason to focus on L-algebras instead of the more familiar ΣΛBA-algebras
is that we want to relate, in the next section, algebraic and coalgebraic se-
mantics by relating the functors L and T . In particular, we will show that
the logic is sound, complete and expressive if L is dual to T . On the level of
structures, L-algebras and ΣΛBA-algebras satisfying the axioms are isomorphic.
Proposition 4.7 The category of algebras for the functor L, Alg(L), is iso-
morphic to the variety of those ΣΛBA-algebras satisfying Ax and EBA.
Proof Deﬁne S : Alg(L) → Alg(ΣΛBA, EBA ∪ Ax ) by mapping (A, α) to the
algebra with carrier set UA, which interprets the function symbol [λ] as a →
[[[λ]a]]α. Then S(A, α) satisﬁes Ax because the axioms only involve terms of
depth 1. Conversely, we map (A, λA) to the unique map α determined by
ULA
α
A
∑
Λ A
ηA
l
where
∑
Λ A is the disjoint union of Λ copies of A, ηA is the insertion of
generators, and l is the co-tupeling of the operations λA, λ ∈ Λ. 
As in the case of formulas of depth n, we can also view the algebraic
semantics as stratiﬁcation of the semantics of formulas of depth n, where
n ranges over ﬁnite ordinals. Formally, this is accomplished via the initial
algebra sequence.
Deﬁnition 4.8 (Ln, algebraic semantics of formulas of depth n) Let
L0 = and Ln+1 = L(Ln). The algebraic semantic of formulas in L(Λ) is
given by the map
qn : Formn −→ ULn
which is inductively deﬁned via qn+1([λ]ϕ) = {[λ]qn(ϕ)}Ln+1.
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To prove soundness and completeness w.r.t. to the algebraic semantics, we
still have to check that the qn above indeed identify precisely those formulas
that are logically equivalent according to the given set of axioms Ax . We need
that presentations of (A/≡) are lifted to presentations of L(A/≡):
Lemma 4.9 Let (A,≡) be a boolean congruence and q : A → A/≡ be the
corresponding quotient. Then
qˆ : Lift(A) −→ UL(A/≡)
[λ]a → {[λ]q(a)}L(A/≡)
is the quotient of Lift(A) w.r.t. Lift(≡).
Proof This follows from Proposition 2.4. 
Proposition 4.10 The kernel of qn : Formn → ULn (Deﬁnition 4.8) is ≡n
(Deﬁnition 3.12).
Proof Follows from Lemma 4.9. 
As mentioned at the beginning of the section, the appealing feature of the
algebraic semantics is that we get soundness and completeness for free:
Proposition 4.11 The algebraic semantics is sound and complete, that is
Alg(L) |= ϕ = ψ iﬀ Ax EL ϕ = ψ for all ϕ, ψ ∈ L(Λ).
Proof Using the construction of Proposition 4.7, we obtain (A, α) |= s = t iﬀ
S(A, α) |= s = t, hence it suﬃces to show that Alg(ΣΛBA, EBA ∪Ax ) |= s = t iﬀ
Ax EL s = t. The latter is standard, and can be shown using a Lindenbaum-
Tarski construction. 
5 Completeness and Expressiveness for the Coalgebraic
Semantics
Since soundness and completeness w.r.t to the algebraic semantics is straight
forward, it is attractive to study soundness and completeness for the coal-
gebraic semantics via the algebraic semantics. We show that the coalgebraic
semantics is sound, complete, and expressive if the functor L is dual to the
functor T (Theorem 5.8). This result requires that T is a functor on Stone
spaces. We isolate the part of the theorem that is responsible for soundness
and completeness (Proposition 5.6), which also works for functors T on sets.
The predicate liftings induce a relation between LP and PT :
Deﬁnition 5.1 Consider dX = Lift(id) : Lift(UPX) → UPTX. Let δX be
the relation given by (y, z) ∈ δX iﬀ dX(x) = z for some x ∈ τ−1({y}) as in the
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diagram below,
Lift(UPX) τX
dX
ULPX δX UPTX
where τX maps ϕ ∈ Lift(UPX) to its equivalence class {ϕ}LPX. We say that
L is dual to T if all δX are bijective functions.
For functors F,G : X → Set we call a family  of relations (X : FX →
GX), X ∈ X , a natural relation between F and G iﬀ Y ◦ Graph(Ff) =
Graph(Gf) ◦ X for all arrows f : X → Y where ◦ denotes here relational
composition. It follows from the naturality of the predicate liftings that δ is
a natural relation. We say that δ is functional if each δX is the graph of a
function. If δ is functional then the δX are BA-morphisms and δ : LP → PT
is a natural transformation.
These observations allow us, for functional δ, to relate the initial algebra
sequence and the ﬁnal coalgebra sequence via morphisms Ln → PTn.
Deﬁnition 5.2 Let δ be functional. Deﬁne δn : Ln → PTn via δ0 = idP1 and
δn+1 = δTn ◦ Lδn.
The following observation is immediate from Proposition 4.4.
Proposition 5.3 δn is injective or surjective if δ is injective or surjective,
respectively.
As expected, the coalgebraic semantics dn : Formn → UPTn (Deﬁni-
tion 3.5) and the algebraic semantics qn : Formn → ULn (Deﬁnition 4.8)
agree:
Lemma 5.4 If δ is functional then
Formn qn
dn
ULn Uδn UPTn
commutes.
Proof We calculate that
Uδn+1(qn+1([λ]ϕ)) = Uδn+1{[λ]qn(ϕ)}Ln+1 = UδTn ◦ ULδn{[λ]qn(ϕ)}Ln+1
= UδTn{[λ]δn(qn(ϕ))}LPTn = UδTn{[λ]dn(ϕ))}LPTn
= λTn(dn(ϕ)) = dn+1([λ]ϕ).

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We can now derive soundness, completeness, and expressiveness for the
coalgebraic semantics from the corresponding properties of the algebraic se-
mantics provided that the relationship δ : LP → PT between algebraic and
coalgebraic semantics satisﬁes certain properties.
Proposition 5.5 If δ is functional, then Ax is sound, i.e. Coalg(T ) |= ϕ if
Ax ML ϕ for all ϕ ∈ L(Λ).
Proof Suppose Ax  ϕ for a formula ϕ of depth n. Then, by the lemma,
ϕ =  in Ln. This is preserved by δn which is a morphism. It follows from
Proposition 3.7 that Coalg(T ) |= ϕ. 
Proposition 5.6 If δ is functional and injective, then Ax is sound and com-
plete, i.e. Coalg(T ) |= ϕ iﬀ Ax ML ϕ for all ϕ ∈ L(Λ).
Proof Suppose Ax ML ϕ for a formula ϕ of depth n. Then, by the lemma,
ϕ =  in Ln. This is preserved by δn which is an injective morphism. It
follows from Proposition 2.8 that there is x in Tn that refutes ϕ. 
Proposition 5.7 If δ is functional and surjective, then Ax is sound and ω-
step expressive (Deﬁnition 2.10).
Proof Given two coalgebras (X, ξ), (Y, ν), and two states x ω y, x in X,
and y in Y . Then there is n < ω such that ξn(x) = νn(y). Hence there are
predicates px, py ∈ UPTn separating x and y. By surjectivity of δn, there are
also formulas separating x and y. 
Theorem 5.8 Consider T : Stone → Stone, a set of predicate liftings Λ for
T and a set of axioms Ax. Let L : BA → BA be the functor given by Ax
(Deﬁnition 4.2). If L is dual to T (Deﬁnition 5.1), then Ax is sound, complete
and expressive.
Proof The claim on soundness and completeness is contained in Proposi-
tions 5.5 and 5.6 above. Since the language L(Λ) is built from predicate
liftings with ﬁnite (in the present paper even unary) arity, the initial algebra
sequence for L converges after ω steps. Since T is dual to L and because of
the duality between Stone and BA, the ﬁnal sequence of T also converges after
ω steps, hence ω-behavioural equivalence is behavioural equivalence. Now
expressiveness follows from Proposition 5.7. 
Remark 5.9 (Canonical Model) In modal logic, the canonical model (C, γ)
is a particular model whose states are the maximally consistent sets of formulas
and whose transition relation γ is chosen in a way such that the so-called truth
lemma
(C, γ),Φ |= ϕ ⇔ ϕ ∈ Φ
C. Kupke et al. / Electronic Notes in Theoretical Computer Science 106 (2004) 219–241 233
holds. Completeness is then immediate from the existence of a canonical
model. Indeed, suppose ϕ cannot be derived; then ¬ϕ is consistent, hence
there is Φ ∈ C with ¬ϕ ∈ Φ, hence (C, γ),Φ |= ¬ϕ, from which /|= ϕ follows.
Clearly, the truth lemma depends on the fact that the states of C are sets
of formulas, a property which is not invariant under isomorphism. From a
categorical point of view, the truth lemma is not a property of some coalgebra
but of the morphism δω : Lω → PTω where Lω is the colimit of the initial
algebra sequence (Ln)n<ω. We then have
(Tω, τ), x |= ϕ ⇔ x ∈ d¯ω([ϕ]).
6 A Characterisation of Duality
In the previous section we have seen that the logic given by a set of predicate
liftings Λ and a set Ax of axioms is sound, complete and expressive if the
induced functor L is dual to T . In this section, we investigate conditions
under which is the case. Our main result is Theorem 6.13, where we give a
characterisation of this duality in terms of Ax and Λ. More speciﬁcally, we
have that L is dual to T if the axioms induce order-reﬂecting and preserving
functions Lift(f) : Lift(A) → PTX, given an order-preserving and -reﬂecting
f : A → PX (where Lift(A) are formulas of depth 1 over atoms in A) and,
additionally, the predicate liftings Λ allow to distinguish all elements of TX.
We discuss both aspects, the condition on the axioms and the condition of the
predicate liftings, separately.
6.1 Functionality and Injectivity
We start by showing that the canonical natural relation δ is functional and in-
jective iﬀ the axioms induce order-preserving and -reﬂecting functions, giving
rise to a sound and complete logic. The third author gave suﬃcient conditions
for the coalgebraic modal logic of a functor T : Set → Set to be sound and
complete in [15]. We will recall these conditions and then show that they
are equivalent to the fact that the relation δ as deﬁned in Deﬁnition 5.1 is
functional and injective. In the following we ﬁx a set Λ of predicate liftings
for T . Recall the deﬁnition of Lift(h) : Form(A)→ UPTX (Deﬁnition 3.5).
Deﬁnition 6.1 (order-preservation and reﬂection) Suppose Ax is a set
of axioms.
(i) Ax is order-preserving iﬀ for all functions h : (A,) → UPX, (A,) ∈
PreOrdBA, we have that Lift(h) preserves order, if h does.
(ii) Ax is order-reﬂecting iﬀ for all functions h : (A,) → UPX, (A,) ∈
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PreOrdBA, we have that Lift(h) reﬂects order, if h does.
We brieﬂy comment on the relation between the present deﬁnition and
those given in [15].
Remark 6.2 The deﬁnition of a order-preserving and -reﬂecting set of axioms
given here is not exactly the same as the deﬁnition given in [15]: We restrict
our attention to maps which have boolean preorders as domain. The proofs
and arguments in [15] for proving soundness and completeness of the logic
would however also work with our weaker conditions.
Having the notion of order reﬂection and -preservation at hand, the main
result of this section can be formulated as follows:
Theorem 6.3 Given a set of axioms Ax for L(Λ), then Ax is order-preserving
and -reﬂecting iﬀ δ is functional and injective.
We need some preparations in order to be able to prove the theorem, which
we split into two parts. The ﬁrst (and easy) part is the following lemma:
Lemma 6.4 Given a set of axioms Ax for L(Λ), then
(i) If Ax order-preserving, then δ is functional.
(ii) If Ax order-preserving and reﬂecting, then δ is functional and injective.
Proof
(i) Recall that for X ∈ X the relation δX was deﬁned as the relation ⊆
ULPX × PTX through which the map dX : Form(PX) → PTX mapping
generators of the form [λ]a to λX(a) factors (cf. Deﬁnition 5.1). It is easy to see
that dX is nothing but Lift(idPX), i.e. the lifting of the identity function idPX :
PX → PX as deﬁned as in Deﬁnition 3.5. According to our assumption
Lift(id) is order-preserving as id is order-preserving. Corollary 2.3 tells us
then that Lift(id) factors through a BA-morphism Lift(id). It can be easily
seen that Lift(id) = δX , hence δX is functional and a BA-morphism.
(ii) Suppose now that Ax is order-preserving and -reﬂecting. Then as in the
ﬁrst case we can show that δX = Lift(id) is a BA-morphism. As Lift(id) is
now also order-reﬂecting we obtain, again by using Corollary 2.3, that δX is
injective.

To prove the second half of the theorem we take a closer look at the
deﬁnition of Lift.
Deﬁnition 6.5 (“syntactic lifting”) Given a function h : (A,) → PX
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where (A,) ∈ PreOrdBA, we deﬁne a function
〈h〉 : Lift(A) → Lift(PX)
that maps [λ]a to [λ]h(a) for λ ∈ Λ , a ∈ A.
Using 〈h〉, we can characterise the action of Lift on functions as follows:
Lemma 6.6 Let h : (A,) → PX be a function, (A,) ∈ PreOrdBA. Then
(i) Lift(h) = Lift(idPX) ◦ 〈h〉.
(ii) If δ is functional and h is order-preserving, then Lift(h) is order-preserving.
(iii) If δ is functional and injective and h is order-reﬂecting, then Lift(h) is
order-reﬂecting.
Proof Assume that δ is functional and h is order-preserving. h factors
through the quotient A¯ of A wrt to the congruence induced by , giving
rise to h¯ : A¯ → PX. Consider the diagram
A
h
q
Lift(A)
Lift(h)
qˆ
〈h〉
ULA¯
ULh¯
UPTX
A¯
h¯
PX Lift(UPX)
Lift(id)
τX
ULPX
δX
UPTX
id
with 〈h〉 as in Deﬁnition 6.5 and qˆ as in Lemma 4.9. The lower row is taken
from Deﬁnition 5.1. The left hand square commutes:
ULh¯(q([λ]a) = ULh¯({[λ]q(a)}LA¯) = {[λ](h¯(q(a)))}LPX
= {[λ]h(a)}LPX = τX([λ]h(a))) = τX(〈h〉([λ]a)).
This shows that Lift(h) factors through ULA¯ and is therefore order-preserving
(Corollary 2.3).
Assume now that δ is functional and injective and h is order-reﬂecting. Since
Lh¯ is injective (Proposition 4.4) Lift(h) factors through an injective LA¯ →
PTX and is therefore order-reﬂecting. 
The proof of the Theorem 6.3 is now complete: Lemma 6.4 proves one
direction and Lemma 6.6 the other direction.
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6.2 Surjectivity
We now consider a logic for an endofunctor T : Stone → Stone, i.e. X = Stone
and P = Clp. Here we will see that requiring that the set of predicate liftings
Λ for T is “separating” (a notion taken from [16]) is equivalent to the fact
that the canonical map δ is surjective.
Deﬁnition 6.7 (Separation) Let X ∈ Stone.
(i) A collection of clopens C ⊆ ClpX is called separating if the map
sX : X→P(ClpX)
x → {U ∈ X | x ∈ U}
is injective.
(ii) A set of predicate liftings Λ for T is called separating if for all X ∈ Stone
ImΛ(X) := {λX(U) | λ ∈ Λ, U ∈ Clp(X)}
is a separating set of clopens of TX.
Intuitively a separating set of predicate liftings makes it possible to char-
acterise points in TX(“successors”) by lifted predicates over X.
As it was shown in [16] a coalgebraic modal logic which has a separating
set of predicate liftings is expressive. We will now see that provided we have
a sound and complete logic for the functor T the fact that Λ is separating is
equivalent to saying that the functor L deﬁning the algebraic semantics of our
logic is the dual of T .
Our main theorem states that δ is surjective if and only if the set Λ of
predicate liftings is separating. Before we state (and prove) the theorem, we
collect some facts on separating sets, which are necessary for the proof of the
theorem.
Lemma 6.8 Let X ∈ Stone and let A ⊆ ClpX be a subalgebra of ClpX. Then
sA is injective iﬀ A = ClpX.
Proof The implication from right to left is immediate. To prove the other
direction suppose that sA is injective. Then one can easily see that
⋂
{U ∈ A | x ∈ U} = {x} (1)
for all x ∈ X. To prove A = ClpX it suﬃces to show that A is a basis for
the topology on X. Suppose that W ⊆ X is open and let x ∈ W . We have
to show that there is a clopen set U ∈ A such that x ∈ U ⊆ W . Because
of (1) we know that for all y ∈ −W there is some Uy ∈ A such that x ∈ Uy
and y ∈ Uy. Hence −W ⊆ ∪y∈−WUy. Because of compactness of the topology
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there are y1, . . . , yn ∈ −W such that −W ⊆ ∪ni=1Uyi . Deﬁne V := −(∪ni=1Uyi).
Then V ∈ A and x ∈ V ⊆ W . Therefore A is a basis of the topology of X. 
Lemma 6.9 Let X ∈ Stone and let C ⊆ ClpX be a clopen subbasis of the
topology of X. Then C is a separating set of clopens.
Proof Let x, y ∈ X and x = y. Then there is a U ∈ ClpX such that x ∈ U
and y ∈ −U . As C is a subbasis of the topology there are V1, . . . , Vn ∈ C such
that
x ∈
n⋂
i=1
Vi ⊆ U.
But this means that there is at least one Vj ∈ C such that x ∈ Vj and y ∈ Vj,
and therefore sC(x) = sC(y). 
Lemma 6.10 Let C ⊆ ClpX and deﬁne −C := {−U | U ∈ C}. Then
sC injective ⇔ sC∪−C injective
Proof The direction from left to right is obvious. For the other direction,
suppose sC∪−C is injective and let x, y ∈ X, x = y. Then according to our
assumption
sC∪−C(x) = sC∪−C(y).
Therefore we can assume that there is V ∈ C ∪ −C such that x ∈ V and
y ∈ −V . We distinguish the following cases:
Case V ∈ C. Then clearly sC(x) = sC(y).
Case V ∈ −C. Then −V ∈ C and hence −V ∈ sC(y) and −V ∈ sC(x).
Since V ∈ C ∪ −C, this ﬁnishes the proof. 
Now we are ready to prove the main result of this section:
Theorem 6.11 Let T : Stone → Stone be a functor, and suppose that L(Λ)
is a logic for T that has a order-preserving set of axioms Ax. Then Λ is a
separating set of predicate liftings iﬀ the canonical δ : L ◦ Clp → Clp ◦ T is
surjective.
Proof Given an order-preserving set of axioms we know that the map Lift(idClpX) :
Lift(ClpX)→ ClpTX factors through δX : LClpX → ClpTX ∈ BA. It is there-
fore obvious that we have the following equivalence:
∀X.δX surjective ⇔ ∀X.Lift(idClpX) surjective
We now show that the last property is equivalent to the fact that Λ is a
separating set of liftings.
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Suppose ﬁrst that for an arbitrary X ∈ Stone the map Lift(idClpX) is surjective.
As the domain of Lift(id) is closed under the boolean operations it can be easily
seen that the image of Lift(id) is equal to 〈ImΛ(X)〉ClpTX , the subalgebra of
ClpTX generated by ImΛ(X). Hence we get
ClpTX = Im(Lift(idClpX)) = 〈ImΛ(X)〉ClpTX .
This implies that ImΛ(X) ∪ −ImΛ(X) is a clopen subbasis of the topology of
TX, where again −ImΛ(X) := {−U | U ∈ ImΛ(X)}. Using Lemma 6.9 and
6.10 we obtain that the map sImΛ(X) is injective. As X was arbitrary we can
conclude that Λ is separating.
Now suppose that Λ is a separating set of liftings and let X ∈ Stone. Then
sImλ(X) is injective which also implies the injectivity of sLift(idClpX). As the
image of Lift(id) is a subalgebra of ClpTX it follows by Lemma 6.8 that
Im(Lift(idClpX)) = ClpTX. 
We note the following immediate consequence, which is the main result of
this section:
Corollary 6.12 Let T : Stone → Stone be a functor, and suppose that L(Λ)
is a logic for T that has a order-preserving set of axioms Ax. Then L(Λ) is
expressive if Λ is separating.
Proof Follows directly from the theorem and Proposition 5.7 
Summing up, we can now characterise duality between T and L in logical
terms as follows:
Theorem 6.13 Let T : Stone → Stone and Ax is a set of axioms. The
following are equivalent:
(i) Ax is order-preserving and reﬂecting, and Λ is separating
(ii) L is dual to T .
Proof Follows directly from Theorem 6.3 and from Theorem 6.11. 
Combining the above result with Theorem 5.8, both of the two equivalent
conditions above provide us with a sound, complete and expressive logic for
T -coalgebras.
7 Conclusions, Related Work
Our results provide an axiomatic account of some aspects of the duality
between modal and equational logic. We have developed an algebraic se-
mantics for coalgebraic logic, which allows us to deduce soundness and com-
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pleteness wrt the coalgebraic semantics directly from the corresponding prop-
erty of the algebraic semantics. Moreover, we have given a characterisation of
the duality between the algebraic and the coalgebraic aspects in terms of the
extralogical axioms.
The theory of algebraic logics has a long tradition, see e.g. [2] for applica-
tions in a computer science context. Algebraic techniques in modal logic were
ﬁrst employed by Jo´nsson and Tarski [10]. Our work stands in the tradition
of Goldblatt [6,5], where the duality of descriptive general frames and boolean
algebras with operators was made explicit. Our results work towards gener-
alising this duality to coalgebras over stone spaces (generalising descriptive
general frames, see [11]) and algebras for extensions of the boolean signature.
In a coalgebraic context, Jacobs [8] has set up an adjunction between
the category of coalgebras for certain endofunctors and a related category of
boolean algebras with operators. The endofunctors treated in loc.cit. are
built syntactically, whereas our approach is axiomatic. The same applies to
the duality investigated by Goldblatt [7], where deﬁnability issues are studied.
In the future, we plan to extend the approach as to incorporate also dif-
ferent dualities (e.g. Heyting algebras and Priestly spaces). Furthermore, we
are trying to relax the condition of a duality between functors to a duality
between categories, that is, we hope to be able to give an algebraic semantics
for coalgebraic logics if we have a duality between coalgebras over Stone and
algebras over BA, which extends the basic Stone duality.
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