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ABSTRACT
ATTENTIONAL CUES DURING SPEECH PERCEPTION
SEPTEMBER 2011
LORI ASTHEIMER BEST, B.S., LAFAYETTE COLLEGE
M.S., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Lisa D. Sanders

ABSTRACT: Temporally selective attention allows for the preferential processing of
stimuli presented at particular times, and is reasoned to be important for processing
rapidly presented information such as speech. Recent event-related potential (ERP)
evidence demonstrates that listeners direct temporally selective attention to times that
contain word onsets in speech. This may be an effective listening strategy since these
moments provide critical information to the listener, but the mechanism that underlies
this process remains unexplored. In three experiments, putative attention cues including
word recognition and predictability were manipulated in both artificial and natural speech
and ERP responses at various times were compared to determine how listeners selectively
process word onsets in speech. The results demonstrate that listeners allocate attention to
word-initial segments because they are less predictable than other times in the speech
stream. Attending to unpredictable moments may improve spoken language
comprehension by allowing listeners to glean the most relevant information from an
otherwise overwhelming speech signal.
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CHAPTER 1.
INTRODUCTION

The complexity and rapidly changing nature of speech signals present significant
challenges to auditory sensory and neuroperceptual systems. Considering the amount of
redundant information and irrelevant variability in speech, one such challenge is
determining which of the overwhelming number of acoustic changes need to be
processed in detail. Selective attention, the preferential processing of information
selected on the basis of a simple feature, has proven to be extremely important in other
complex perceptual tasks. However, little is known about the potential role of selective
attention in speech perception.
1.1. Selective Attention
Selective attention allows the brain to preferentially process a subset of the
overload of information that continually confronts our sensory systems. The
preponderance of research on attention has focused on spatial selection, which is
particularly important when stimuli are presented simultaneously at different locations, as
in a complex visual scene or a crowded noisy room (Cherry, 1953). There is ample
evidence that both exogenous and endogenous cues can be used to direct selective
attention to specific regions in space and that doing so results in improved behavioral
responses to information presented at those locations (for reviews see: Cave & Bichot,
1999; Driver, 2001; Jonides & Irwin, 1981; Scharf, 1998).
The event-related potential (ERP) technique allows the stages of neural
processing that are affected by selective attention to be characterized with precise
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temporal resolution. The use of ERPs in cognitive research relies on the observation that
when large groups of cortical neurons are active together, their postsynaptic potentials
produce enough electrical activity to be recorded by electrodes on the scalp in the form of
electroencephalogram (EEG). Although raw EEG is too noisy to provide much useful
information about cognitive processing, when the EEG is time-locked to an event of
interest, and data from many trials are averaged together, the signal to noise ratio
increases so that an ERP emerges. The ERP waveform is a series of successive polarity
deflections, each of which is named by the order or time at which it occurs and the
direction of its polarity. The relative timing of these peaks is critical, as it indicates
whether a cognitive task involves early, more stimulus-driven brain responses, or later,
higher-level processing.
Spatially selective attention has been shown to affect early neuroperceptual
processing of both visual and auditory information. ERPs elicited by images and sounds
at attended compared to unattended locations have typically been shown to differ by
around 80 ms after onset (Hillyard & Anllo-Vento, 1998; Luck et al., 1994; Picton &
Hillyard, 1974; Woldorff, Hansen, & Hillyard, 1987). More specifically, sounds
presented at attended locations, including speech, elicit larger auditory evoked potentials
(AEPs) including the first negative (N1) and second positive (P2) peaks (Hansen,
Dickstein, Berka, & Hillyard, 1983; Hillyard, 1981; Hillyard, Hink, Schwent, & Picton,
1973; Hink & Hillyard, 1976; Schwent & Hillyard, 1975). Additional processing, distinct
from the typical auditory onset response, is also evident for sounds at attended locations
as indexed with a processing negativity (PN) or negative difference (Nd) that partially
overlaps with the N1 and P2 time windows (Alho et al., 1987; Näätänen, 1982; Schröger
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& Eimer, 1993). Despite subtle differences in AEP morphology across paradigms,
increased N1 amplitude appears to be the most consistent electrophysiological marker of
auditory selective attention. Recent evidence demonstrates that this N1 enhancement is
due to an increase in the temporal precision of the neuronal activity that underlies the
auditory N1 response across attended trials (Thornton, Harmer, & Lavoie, 2007).
1.2. Temporally Selective Attention
Evidence from both the visual and auditory modalities indicates that observers
can also allocate attention on the basis of simple features other than location (e.g., color,
orientation, pitch) (Cave, 1999; Chen, Zhang, & Zhou, 2007; Maunsell & Treue, 2006;
Mondor & Lacey, 2001; Serences et al., 2005). More recent studies have demonstrated
that people are able to direct attention to specific moments in time through the use of
temporally selective attention (Correa, Lupiáñez, Madrid, & Tudela, 2006; Nobre,
Correa, & Coull, 2007; Nobre & O’Reilly, 2004). Like spatially selective attention,
temporal attention improves behavioral responses to attended stimuli. Early studies of
temporal orienting employed a modified Posner cuing paradigm (Posner, 1980) in which
a cue predicts which of two possible times a visual target is most likely to occur. Valid
temporal cues result in faster detection of stimuli presented at the earlier time only, since
attention can easily shift to the later time if no stimulus occurs at the early time (Coull &
Nobre, 1998; Griffin, Miniussi, & Nobre, 2002; Miniussi, Wilding, Coull, & Nobre,
1999). When cuing paradigms include more than two possible target times (Griffin,
Miniussi, & Nobre, 2001) or catch trials on which no target occurs (Correa, Lupiáñez,
Milliken, & Tudela, 2004; Correa, Lupiáñez, & Tudela, 2006), temporal attention affects
processing of stimuli presented at the later times as well.
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Functional magnetic resonance imaging (fMRI) studies have begun to
characterize the neural basis of temporally selective attention, at least in the visual
domain (for review see: Coull, 2004). Many of these studies directly compared brain
activity during temporal versus spatial cuing tasks, and found considerable overlap in
frontoparietal networks, suggesting a common neural basis for attentional orienting
across dimension (Coull & Nobre, 1998; Coull, Walsh, Frith, & Nobre, 2003). However,
there are also hemispheric asymmetries in attentional networks across dimensions, as
temporal orienting uniquely activates the left superior parietal cortex, while spatial
orienting involves analogous regions in the right hemisphere (Coull & Nobre, 1998).
Several lines of ERP research have allowed for the characterization of the stages
at which temporally selective attention affects neuroperceptual processing. Initially,
cuing studies indicated that temporal orienting affects processing indexed by the P300
(Griffin et al., 2001, 2002; Miniussi et al., 1999), indicative of response selection rather
than early perception. However, during perceptually demanding cuing tasks, temporal
orienting has been shown to modulate visual evoked potentials as early as 120 ms after
stimulus onset (Correa, Lupiáñez, Madrid, et al., 2006; Griffin et al., 2002). Other
studies of temporal attention in the auditory modality have employed sustained attention
paradigms in which listeners attend to the same time interval after cue onset for an entire
block of trials (Lange & Röder, 2006; Lange, Rösler, & Röder, 2003; Sanders &
Astheimer, 2008). In these paradigms, like temporal cuing experiments, a slow
negativity called the contingent negative variation (CNV) develops prior to the attended
time, reflecting attentional preparation. Importantly, these studies also demonstrate
larger-amplitude auditory evoked potentials (N1) over frontal-medial electrodes in
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response to sounds presented at the attended time when intervals are separated by as little
as 500 ms. Taken together, ERP evidence suggests that temporal attention can affect
early perceptual processing indexed by the N1 component, especially during demanding
tasks and sustained attention paradigms.
1.3. Speech Perception
Until recently, it was unclear when people might use temporally selective
attention in naturalistic settings. Spatially selective attention has been shown to be most
critical when more information than can be processed in detail is presented
simultaneously at distinct locations, especially when distractors and targets share similar
features (Awh, Matsukura, & Serences, 2003; Duncan & Humphreys, 1989). If the same
were true of temporally selective attention, it would be most critical for perception when
more information than can be processed in detail is presented rapidly at a single location.
Natural speech is a highly relevant example of a perceptually challenging stimulus
containing rapidly changing information that may encourage listeners to use temporally
selective attention. Although the speech signal contains a wealth of information, some of
it is irrelevant or redundant and therefore need not be processed in detail. Other portions
of the signal are essential for comprehension and therefore would benefit from
preferential processing.
For example, several lines of evidence suggest that word onsets have a special
status in the lexicon. Based on transitional probabilities, word-initial syllables are
relatively less predictable and therefore more informative than word-medial syllables
(Aslin, Saffran, & Newport, 1999). Word onsets also tend to be highly salient due to the
fact that in English, over 90% of word-initial syllables are stressed (Cutler & Norris,
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1988). Further, behavioral evidence indicates that auditory word recognition relies more
heavily on word onsets than other segments within words (Connine, Blasko, & Titone,
1993; Marslen-Wilson & Zwitserlood, 1989; Salasoo & Pisoni, 1985). Given the
incremental nature of speech input, several theories of word recognition account for this
finding with the “sequential” hypothesis, which posits that lexical activation proceeds
sequentially through a word as it is presented (Grosjean, 1980; Marslen-Wilson &
Zwitserlood, 1989). According to these theories, word-initial features must be processed
first to enact a subsequent cascade of word recognition, making them essential for
comprehension. Based on these critical features of word onsets, listeners may benefit
from devoting their limited processing resources to these critical moments through the
use of selective attention.
Further, ERP studies have shown that word onsets elicit larger amplitude N1
peaks than acoustically similar word-medial syllable onsets when presented in continuous
speech (Sanders & Neville, 2003a). However, the effect is not specific to one type of
stimulus; it is evident when listeners process several types of continuous acoustic
information including (1) normal English, (2) Jabberwocky sentences in which all of the
open-class words have been replaced with nonwords in order to remove semantic
segmentation cues, and (3) English sentences that contain only acoustic information, with
no semantic or syntactic cues. Moreover, when participants learn to effectively recognize
“words” within streams of nonsense syllables they demonstrate a similar N1
enhancement to word-initial syllables after compared to before training (Sanders,
Newport, & Neville, 2002). Most recently, this effect has even been observed in
response to sequence-initial sounds in streams containing recognizable tone sequences
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(Abla, Katahira, & Okanoya, 2008) and abstract noise sequences (Sanders, Ameral, &
Sayles, 2009).
The persistence of this N1 enhancement in response to word- and sequence- initial
segments regardless of the segmentation cues available suggests that it would be better
explained by a general processing difference rather than the actual process of speech
segmentation. Temporal attention directed to times that contain word-initial segments
could account for the N1 enhancement observed in all cases. This hypothesis is
supported, in part, by similarities in the latency, amplitude, and distribution of the N1
response to word and sequence onsets and temporally selective attention ERP effects, but
until recently it had not been tested directly.
1.4. Temporally Selective Attention in Speech
If listeners selectively attend to the beginnings of words, the auditory potentials
evoked by acoustic onsets in this time range should be larger than those elicited by
identical sounds in the middle and towards the end of words. However, not all portions
of speech are likely to include abrupt acoustic onsets similar to the word-initial and wordmedial syllable onsets employed in ERP studies of speech segmentation (Sanders &
Neville, 2003a; Sanders et al., 2002). Therefore, Astheimer and Sanders (2009) employed
an attention probe paradigm adapted from studies of spatially selective attention (Coch,
Sanders, & Neville, 2005; Stevens, Sanders, & Neville, 2006; Teder-Sälejärvi &
Näätänen, 1994) to index selective attention at multiple times during speech perception.
In the spatially selective attention studies, attention probes presented from the same
location as an attended narrative elicited larger auditory onset components than identical
probes presented from the same location as an unattended narrative. To study
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temporally selective attention, onset components elicited by identical linguistic probes (a
50 ms excerpt of the syllable “ba”) played at different acoustically matched times within
a narrative were compared (Figure 1.1).

Fig. 1.1. Experimental paradigm. Linguistic and nonlinguistic probes (separate
experiments) were presented at six times relative to word onsets in a narrative:
concurrently with word onset, -100 ms, -50 ms, +50 ms, +100 ms, and at random control
times.
As seen in Figure 1.2, linguistic probes presented in conjunction with word onsets
elicited a larger N1 response than probes presented at a random control time. Although
only the N1 difference was statistically reliable, there appeared to be a sustained
negativity for probes at word onset superimposed on the P1, N1, and P2 peaks, that
resembles the negative difference (Nd) described in previous studies of spatially selective
auditory attention (Alho et al., 1987; Näätänen, 1982; Schröger & Eimer, 1993). This N1
enhancement was not only evident for
probes presented at word onsets, but rather for all probes presented within
the first 150 ms of a word onset (Figure 1.3). These results demonstrate that listeners
direct temporal attention to times within word-initial segments, which is a good listening
strategy since these times provide critical information for lexical access. While this study
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provides an important naturalistic use for temporal attention, it also raises several
questions about the nature of this cognitive mechanism.

Fig. 1.2. Auditory evoked potentials elicited by linguistic attention probes presented at
word onset and random control times. Data are shown from six anterior electrode sites
indicated on the electrode map. Probes played at word onset elicited a significantly
larger N1 peak at anterior-central and medial electrode sites compared to probes played at
control times.

Fig. 1.3. Mean amplitude of auditory evoked potentials elicited by linguistic probes from
90 to 140 ms across 60 anterior electrodes. N1 amplitude in response to linguistic probes
presented at and after word onset was larger than for probes presented 100 ms before
word onset or at control times. * = significantly different from Word Onset at p < .05; **
= p < .01.
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1.5. Attention Cues in Speech Perception
The recent observation that listeners direct attention to times that contain word
onsets during natural speech suggests that the N1 enhancement observed in response to
word-initial syllables is in fact a specialized case of temporally selective attention.
However, the cues that listeners employ to direct attention to word onsets remain largely
unexplored. Understanding how listeners use various features of speech to allocate
attention effectively over time will elucidate the underlying mechanism of this cognitive
process.
Although listeners may use a number of potential cues to direct attention to word
onsets in speech, this initial investigation into the mechanism of temporal attention
explores potential cues that meet two important requirements. First, attention cues should
be general enough to account for the N1 enhancement in response to word- and sequenceinitial sounds across a variety of paradigms and stimulus types. Natural speech provides
experienced listeners with a wealth of information that could potentially direct attention
to word onsets, including acoustic features like lexical stress (Cooper, Cutler, & Wales,
2002; Cutler & Norris, 1988) and prosodic contours (Dilley, Mattys, & Vinke, 2010).
However, listeners can also selectively attend to onsets after brief exposure to words in
artificial speech streams (Sanders et al., 2002) and sequences in nonlinguistic sound
streams (Abla et al., 2008; Sanders et al., 2009) that contain no acoustic segmentation
cues. Therefore, it would be beneficial to begin by exploring general attentional cues
rather than language-specific features.
Second, the nature of temporally selective attention suggests that information that
precedes a word onset influences the amount of attention allocated to that moment more
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than characteristics of the word onset itself. ERP studies of temporally selective attention
in a variety of paradigms consistently report a CNV that develops slowly prior to the
attended time, indicating that attentional preparation begins before the to-be-attended
stimulus is presented (Lange et al., 2003; Miniussi et al., 1999; Sanders & Astheimer,
2008). Additionally, N1 effects observed in response to word-initial segments appear as
early as 100 ms after word onset (Astheimer & Sanders, 2009; Sanders & Neville, 2003a;
Sanders et al., 2002), at which point only a small portion of the initial syllable has been
presented and the word may not even yet be recognizable. Therefore, the preferential
processing of word onsets is likely affected by information that precedes the word onset
rather than information contained within the word-initial segment alone. Based on these
criteria, two putative cues for attention during speech perception will be explored in the
proposed experiments.
One simple, but extremely reliable cue for an upcoming word onset is the
recognition of the word preceding it. In many cases, spoken word recognition occurs
very rapidly, as early as 100-200 ms after word onset (Pulvermuller, 2001). The duration
of even most monosyllabic words exceeds this time window, so it is possible that the
recognition of one word cues attentional allocation prior to the onset of the next word in
an utterance. In support of this hypothesis, previous studies of nonsense word learning
indicate that listeners only demonstrate an enhanced N1 response to onsets after extensive
training, when recognition accuracy of newly learned “words” is at ceiling levels
(Sanders et al., 2002). In addition, late learners of English as a second language fail to
demonstrate an N1 enhancement in response to word-initial segments (Sanders &
Neville, 2003b). Recent evidence suggests that segmentation and word recognition in
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continuous speech occur more slowly in non-native speakers (Snijders, Kooijman, Cutler,
& Hagoort, 2007), so perhaps this processing delay prevents attention from being
allocated to upcoming word onsets in a non-native language. In addition, infant studies
indicate that babies as young as 6 months old can segment and recognize a novel word in
continuous speech when it is preceded by a familiar word compared to an unfamiliar
word (Bortfeld, Morgan, Golinkoff, & Rathbun, 2005). This suggests that the
recognition of one word improves processing and recognition of the word that follows it,
which could be explained in part by the allocation of resources (attention) to the novel
word.
For adults listening to their native language, word recognition occurs rapidly and
automatically, and would therefore be difficult to manipulate in natural speech. Artificial
language paradigms like those described previously (Sanders et al., 2002) allow for the
comparison of ERP responses to physically identical syllables before and after listeners
are trained to recognize them as word onsets. As described in Chapter Two, Experiment
One tests the hypothesis that recognition of one word cues attention to a subsequent word
onset by manipulating word recognition in an artificial language.
Another possible cue for attention during speech that remains largely unexplored
is based on the unpredictable nature of word onsets. If listeners are using temporally
selective attention to cope with the rapid acoustic changes that constitute speech, it would
be beneficial to attend to the most informative moments within the speech stream. As is
true for almost any situation in which more information is presented than can be
processed in detail, the most important information in speech can be defined as that
which is novel or unpredictable. The acoustic information provided in an ongoing speech

12

stream can be more or less predictable on several different levels. An entire discourse,
local context, syntactic structure, transitional probabilities, and phonotactic rules can
constrain what a listener is likely to hear next (Aslin et al., 1999; Burke & Schiavetti,
1975; Leventhal, 1973; Vitevitch & Luce, 1999). Across these hierarchical levels of
constraint, word onsets are, in general, less predictable than the ends of words. This
raises the possibility that listeners attend to word onsets in speech because they are
unpredictable and therefore informative.
Although the relationship between predictability and attention has not been
explored in the context of speech perception, there is some evidence for such a
relationship outside of the language domain. Zacks and colleagues (2007) recently
outlined a theory of event perception whereby perceptual systems contain event models
that constantly make predictions about upcoming stimuli based on previous experience.
When transient prediction errors occur, event boundaries are perceived. This serves to
allocate cognitive resources over time, focusing them when prediction errors occur, since
these instances offer novel information. The differential allocation of cognitive resources
over time described by Zacks et al. is in fact the definition of temporally selective
attention, and so, on a finer timescale in which word onsets are treated as event
boundaries, this theory of event perception can be applied to speech recognition.
Although the Zacks model describes transient increases in attention in response to
prediction errors, attention could also be sensitive to an inability to predict upcoming
information in the speech signal. When listeners are able to predict an upcoming speech
sound (e.g., the end of a highly constrained word), they may allocate the minimal amount
of resources needed to confirm their predictions. In contrast, when they are unable to

13

make an accurate prediction (e.g. at the beginning of a new word) they may need to
heighten attention to process the novel acoustic information in more detail. In support of
this hypothesis, a recent ERP study indicated that the N1 attention response to the final
tone of a sequence with no temporal or pitch regularity to create an expectation was
larger compared to sequences that created a clear expectation for the final note, indicating
that attention was heightened prior to unpredictable sounds (Lange, 2009). A similar
mechanism may be at work in speech perception to heighten attention at unpredictable
word onsets, since these moments are particularly informative.
Experiments Two and Three test the hypothesis that listeners attend to word
onsets when they cannot be predicted based on preceding information. Experiment Two
manipulates predictability in an artificial language paradigm by arranging words within
the speech stream in pairs, so that the second word in each pair is completely predictable.
Experiment Three examines the role of predictability in natural speech using an attention
probe paradigm to index attention to word onsets in highly constraining and
unconstraining contexts. This combination of experiments provides both the optimal
control afforded by artificial language paradigms and the ecological validity of natural
speech paradigms.
The individual chapters describing each of these experiments have been written
such that they can stand alone as published papers in different journals. As such, each
includes separate introduction, methods, results, and discussion sections. Necessarily,
some of the material presented in the general introduction and discussion and these
sections within each chapter is repeated such that the chapters describing experiments
present a complete study even when read in isolation. As a cohesive project, these studies
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provide an initial understanding of the cues that listeners use to allocate temporal
attention during the demanding task of speech perception. Given that this area is largely
unexplored, the proposed experiments will provide the foundation for future research on
the underlying mechanism of temporally selective attention during natural speech
perception. Understanding how temporally selective attention works in naturalistic
circumstances may eventually inform methods to improve speech perception for
populations in which it is especially challenging, including second language learners,
normally developing and hearing and language impaired children, and older adults.
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CHAPTER 2.
EXPERIMENT ONE:
THE ROLE OF WORD RECOGNITION IN DIRECTING
ATTENTION TO WORD ONSETS

2.1. Introduction
Recent evidence demonstrates that listeners use temporally selective attention to
select for times that contain word-initial segments in natural speech (Astheimer &
Sanders, 2009). Temporal attention modulates early perceptual processing of word
onsets, as indexed by a larger N1 response to auditory attention probes presented within
the first 150 ms of a word. This indicates that the N1 enhancement reported previously in
response to word-initial syllables in both natural speech (Sanders & Neville, 2003a) and
artificial language streams (Sanders et al., 2002) reflect increased attention to these
moments. Attending to word onsets may be an efficient listening strategy since these
times provide critical information for lexical access to the listener. However, the cues that
listeners employ to direct attention to word onsets remain largely unexplored.
Although listeners may use a number of potential cues to direct attention to word
onsets, based on the available evidence, the most likely mechanisms would include two
key features. First, the persistence of the N1 enhancement in response to word- and
sequence- initial sounds regardless of stimulus type and available segmentation cues
(Abla et al., 2008; Sanders et al., 2009) suggests that it would be beneficial to explore
general attentional mechanisms rather than language-specific features. Second, the
nature of temporal orienting suggests that attention is likely affected by the context that
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precedes a word onset. ERP studies of temporal attention in a variety of paradigms
consistently report a CNV that develops slowly prior to the attended time, indicating that
attentional preparation begins before the to-be-attended stimulus is presented (Lange et
al., 2003; Miniussi et al., 1999; Sanders & Astheimer, 2008). Additionally, N1 effects
observed in response to word-initial segments appear as early as 100 ms after word onset
(Sanders & Neville, 2003a; Sanders, Newport et al., 2002), at which point only a small
portion of the initial syllable has been presented and the word may not even yet be
recognizable. Therefore, the preferential processing of word onsets is likely affected by
information that precedes the word onset rather than information contained within the
word-initial segment alone.
One simple, but extremely reliable cue for an upcoming word onset is the
recognition of the word preceding it. Spoken word recognition occurs very rapidly, as
early as 100-200 ms after word onset (Pulvermuller, 2001). The duration of even most
monosyllabic words exceeds this time window, so it is possible that the recognition of
one word cues attentional allocation prior to the onset of the next word in an utterance.
That is, as listeners recognize one word, their knowledge of the length of that item could
direct attention to the next moment at which a word onset is likely to occur.
In support of the hypothesis that word recognition influences attention to word
onsets, previous studies of nonsense word and sequence learning indicate that listeners
only show an enhanced N1 response to onsets after extensive recognition training
(Sanders et al., 2009, 2002). Sanders et al. (2002) also reported that the difference in N1
amplitude after versus before training is significantly correlated with recognition
performance on a final behavioral test. In addition, late English learners fail to
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demonstrate an N1 enhancement in response to word-initial segments (Sanders &
Neville, 2003b). Recent evidence suggests that segmentation and word recognition in
continuous speech occur more slowly in non-native speakers (Snijders et al., 2007) so
perhaps this processing delay prevents attention from being allocated to upcoming word
onsets in a non-native language. In addition, infants as young as 6 months old can
segment and recognize a novel word in continuous speech when it is preceded by a
familiar word compared to an unfamiliar word (Bortfeld et al., 2005). This suggests that
the recognition of one word improves processing and recognition of words that follow it,
which could be explained in part by the allocation of processing resources to novel
words.
Experiment One tests the hypothesis that recognition of one word cues attention
to a subsequent word onset by manipulating recognition in an artificial language. After
training participants to recognize only half the words in an artificial language, the syllable
stream contains half recognizable words interleaved randomly among unfamiliar words.
By comparing ERP responses elicited by word onsets preceded by recognized words to
those preceded by unrecognized words, I tested the hypothesis that the recognition of one
word cues attention to an upcoming word onset.
2.2. Method
2.2.1. Participants
18 adults (11 women) between the ages of 20 and 27 years (mean = 21 years 9
months) provided data included in the analysis. All participants were right-handed,
native English speakers who reported normal hearing and normal or corrected-to-normal
vision, and none reported neurological issues or psychoactive medication use. An
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additional 12 subjects completed the experiment but their data were excluded from the
final analyses. Five were excluded due to EEG artifacts, including high frequency noise
caused by muscle tension (n=2), excessive blinking (n=2) and electrical bridging (n=1).
In order to make valid before-and-after recognition training comparisons, it was
important that all subjects recognized the trained words at the end of the experiment and
did not recognize the untrained words. Accordingly, data from four participants were
excluded because these subjects failed to recognize the words from training on the final
behavioral test (d’ < 1.2). Data from three others were excluded because they showed
evidence of learning untrained words on the final behavioral test (d’ > 1.2). All
participants provided written informed consent prior to participation, and were
compensated for their time at a rate of $10/hr.
2.2.2. Stimuli
An artificial language was created as described previously (Saffran, Newport, &
Aslin, 1996; Sanders et al., 2002). Four stop consonants (b, d, p, t) were combined with
three vowels (a, i, u) using Acapela text-to-speech software to form 12 CV syllables with
durations ranging from 150-300 ms (mean = 242 ms). The syllables were arranged to
create an artificial language consisting of six trisyllabic nonsense words (babupu,
bupada, dutaba, pidabu, patubi, tutibu) with durations ranging from 650-800 ms (Table
2.1). Transitional probabilities between syllables within words ranged from 0.17 to 1.0,
while the transitional probabilities between syllables spanning word boundaries ranged
from 0.09 to 0.17. Continuous 8-minute syllable streams were created by arranging 100
repetitions of each word in pseudorandom order (with the exception that no word could
follow itself) with no acoustic boundaries between words in the stream. Three additional
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randomizations of the stream were created and stored as monaural WAV files with an
11.025 kHz sampling rate.
Six partwords were created by combining the last syllable of one word with the first
two syllables of another word. During behavioral tests, individual words and partwords
were presented aurally and participants indicated their response with a button box using a
4-point scale. Responses of one and two were considered to mean that subjects did not
recognize the word, while three and four indicated that they did recognize the word. As
such, hit rates were calculated as the number of three and four responses to words in the
artificial language divided by the number of words presented. False alarm rates were the
number of three and four responses to nonwords divided by the number of these items
that were presented. Hit and false alarm rates were used to calculate a measure of
perceptual sensitivity (d’) for each participant on each test.
Version A
TRAINED
UNTRAINED
babupu
patubi
pidabu
bupada
dutaba
tutibu

Version B
TRAINED
UNTRAINED
patubi
babupu
bupada
pidabu
tutibu
dutaba

Table 2.1. Words in the artificial language. Identity of trained and untrained items were
counterbalanced across participants to control for potential acoustic differences between
syllables.
2.2.3. Procedure
As outlined in Figure 2.1, participants began with a behavioral test on which they
indicated how much they liked each item to assess any potential bias for words or
partwords. Following the pretest, EEG was recorded while subjects listened passively to
two of the syllable streams (16 minutes total). After this exposure, participants were
given a second behavioral test to assess statistical learning. Next, they learned to
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explicitly recognize three of the six words from the language with a computerized
training procedure. In order to balance acoustics of trained and untrained words across
participants, nine participants were trained on one half of the words, and nine were
trained on the other half (Table 2.1). Participants used a mouse to click on a written
version of each word in order to hear the corresponding sound file. They were allowed to
train as long as necessary to accurately memorize the three words. Once they felt
confident, they completed another behavioral test that contained only the words from
training and their corresponding partwords to assess explicit recognition of each of the
words from training. This training/testing procedure was repeated until the participant
reached a criterion d’ score of 1.80. Next, EEG was recorded while participants listened
passively to the two remaining syllable streams, which contained the three trained words
randomly intermixed among untrained words. Two final recognition tests were then
administered; the first contained only words from training and corresponding partwords
in order to assess retention, and the second contained untrained words and partwords to
assess whether untrained words were learned through exposure.

Figure 2.1. Experimental paradigm. A single experimental session consisted of eight
phases, which alternated between behavioral testing or training and syllable stream
exposure while EEG was recorded.
EEG was recorded with a 250 Hz sampling rate from a 128-channel Geodesic Sensor
Net (Electrical Geodesics, Inc., Eugene, OR) at a bandwidth of .01-80 Hz. A potassium-
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chloride solution was applied to sponges in contact with electrodes and the scalp before
each speech stream exposure to maintain impedances below 50 kΩ throughout the
experiment. A 60 Hz notch filter was applied offline, and EEG was segmented into 600
ms epochs beginning 100 ms before each syllable onset. Trials were excluded if they
contained eye blinks and eye movements, as determined by individual maximum
amplitude criteria, or a voltage difference that exceeded 100 µV at any electrode. Only
data from participants with at least 100 artifact-free trials in each condition were included
in the final analysis. Averaged waveforms were re-referenced to the average mastoid and
baseline corrected using the 100 ms before syllable onset.
Peak latency and mean amplitude of ERPs elicited by each syllable in P1 (60-100
ms), N1 (115-200 ms), P2 (200-250), and N400 (250-500 ms) time windows was
measured at 60 electrodes distributed across the entire scalp and arranged in pairs in a 5
(left/right, or LR position) x 6 (anterior/posterior, or AP position) grid (Figure 2.2).
Mean amplitudes of each electrode pair were entered into a 3 (syllable: initial, medial,
final) x 2 (training phase: before, after) x 2 (previous word training status: trained,
untrained) x 2 (current word training status: trained, untrained) x 5 (LR position) x 6 (AP
position) repeated measures ANOVA (Greenhouse-Geisser adjusted). Post-hoc analyses
were conducted for all significant (p < .05) interactions.
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Figure 2.2. Approximate scalp location of 128 recording electrodes. Measurements were
taken from the 60 electrodes shown in black and averaged into 30 pairs arranged in a 5
(Left/Right position) x 6 (Anterior/Posterior position) grid.
2.3. Results
2.3.1. Behavior
Participants’ sensitivity to word status based on behavioral responses is shown in
Figure 2.3. Independent samples t-tests indicated that participants’ performance did not
differ from chance during the pretest or after the initial speech stream exposure (p’s > .3).
Recognition training took between two and 16 min (M = 7) and subjects took one or two
tests (M = 1.44) to reach criterion. For the test on which they reached the criterion score
of d’=1.80, performance was, of course, significantly above chance (M = 2.8,
t(17)=34.308, p<.001). After the second speech stream exposure, participants maintained
a high level of recognition performance for trained words on the final test (M=2.78;
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t(17)=20.086, p < .001), but their performance remained at chance for untrained words (p
> .6)

Figure 2.3 Sensitivity scores (d’) and standard errors on four behavioral tests: (1) before
speech stream exposure, (2) after 16 minutes of exposure, (3) after mastering the words
during training, and (4) after 16 additional minutes of exposure. Bar color indicates
training status of items at the time of test. Zero indicates chance performance, and the
dotted line indicates the training criterion (d’ = 1.8). Performance for trained words on
tests 3 and 4 was significantly above chance (* indicates p < .001), while performance for
untrained words remained at chance.
2.3.2. Event-Related Potentials
As seen in Figure 2.4, syllable onsets elicited a series of auditory evoked
potentials that were broadly distributed over central and anterior regions. Although the
continuous nature of the speech signal meant these responses were low in amplitude,
similar to typical auditory evoked potentials, the first positivity (P1) peaked around 75
ms, the first negativity (N1) peaked around 140 ms, and the second positivity (P2) peaked
around 220 ms.
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During the P1 time window (60-100 ms), mean amplitude was most positive over
right anterior electrodes (LR x AP: F(20,340) = 5.566, p < .001). Syllable position
modulated P1 amplitude (F(2,34) = 3.708, p < .05) such that word-medial syllables
elicited a larger P1 than initial syllables (F(1,17) = 8.868, p < .01). This effect had an
anterior distribution
(F(10,170)=8.233 p<.001) similar to the auditory evoked potential itself. Importantly, it
was not modulated by training phase or training status of the previous or current item (p’s
>.5).

Figure 2.4. Auditory evoked potentials elicited by word-initial syllables before and after
recognition training on half the words in an artificial language. Four combinations of
words within the syllable stream are represented, based on the training status the current
item (to which ERPs are time-locked) and previous item. Across these conditions, data
from six representative electrodes from anterior/central electrodes are shown, as indicated
on the electrode map.
The N1 peak (115-200 ms) was largest over left anterior electrodes
(F(20,340)=5.692, p < .001), and was also modulated by syllable position
(F(2,34)=30.253, p < .001). Initial and final syllables elicited a larger N1 than medial
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syllables over left anterior electrodes (F(40,680)=2.794, p < .01). Although this effect
interacted with training status of the previous and current item (Syllable x Previous Word
Training x Current Word Training: F(2,34) = 6.912, p < .01), importantly, this difference
was not modulated by training phase (p >.5).
In the 200-250 ms time window, P2 amplitude was most positive over right
anterior electrodes (F(20,340) = 5.405, p < .001). There was a main effect of syllable
position on P2 amplitude (F(2,34) = 17.095, p < .001) such that medial syllables elicited
a larger P2 than initial syllables (F(1,17) = 9.587, p < .01), which in turn elicited a larger
P2 than final syllables (F(1,17) = 9.284, p <.01). This effect was most apparent over the
right anterior electrodes where the P2 response itself was largest (Syllable x ML x AP:
F(40,680) = 2.189, p < .05). Like the N1, this effect interacted with training status of the
previous and current items (Syllable x Previous Word Training x Current Word Training:
F(2,34) = 5.525, p < .05) but this three way interaction was not modulated by training
phase (p > 0.6).
A late negativity (250-500 ms) was largest over left electrodes in far anterior (AP
level 1) and posterior (AP level 6) regions (RL x AP: F(20,340) = 4.623, p < .001).
Word-final syllables elicited the largest negativity in this time window (F(2,34) = 30.412,
p < .001), but this effect was not modulated by training phase or training status of the
previous or current item (p’s > .15).
2.4. Discussion
The current study manipulated word recognition in an artificial language to test
the hypothesis that upon recognizing one word, listeners direct attention to a subsequent
word onset. Behavioral results indicate that listeners successfully learned to recognize
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half of the words in the language, but only after explicit recognition training on those
three words (Figure 2.3). Performance on the final behavioral tests indicates that after the
second speech stream exposure, participants still remembered the words from training
with high accuracy, but they did not learn to explicitly recognize any of the untrained
words through exposure alone. Although the behavioral results indicate that our training
manipulation effectively taught participants to recognize half of the words in the
language when presented in isolation, recognition training did not affect any of the eventrelated potential measures of interest.
Syllable position modulated mean amplitude in all of the time windows that were
measured. Initial syllables elicited a more negative response than medial syllables that
began during the P1 interval, and both initial and final syllables elicited a more negative
N1 and P2 than medial syllables. During the N1 and P2 time windows, these syllable
effects did interact with training status of the current and previous item, but importantly,
these differences were evident even before recognition training, suggesting that they
likely reflect stimulus-driven acoustic differences between syllables in different positions.
These differences across syllable position reinforce the importance of controlling for
acoustic differences between stimuli, especially when examining early auditory onset
components that are modulated by attention.
In the current study, recognition training did not affect early ERP responses to
word onsets or any other syllable. Although we hypothesized that the N1 enhancement
observed in response to word-initial syllables in previous training studies (Abla et al.,
2008; Sanders et al., 2009, 2002) would be driven by recognition of the preceding word
in the stream, our data show no indication of an effect of previous word recognition, and
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therefore fail to support this hypothesis. Even when two trained words occurred
consecutively in the stream in which case listeners can potentially use both previous word
recognition and current word recognition to direct attention to the second word, no N1
differences were evident after training (Figure 2.4). This surprising result suggests that
listening to a syllable stream that contains half recognizable words mixed randomly with
unrecognizable words prevents the consistent allocation of attention to word onsets
within the stream.
Even in a simple artificial language, recognizing only half of the words within it
likely disrupts several aspects of speech processing. Because many artificial language
studies consist of only 3-syllable words, listeners benefit from the rhythmic regularity of
a new word onset presented on every third syllable. While that type of regularity was
still present in the current study, since some of the three-syllable sequences were
unrecognizable, it may have been more difficult for listeners to maintain this prosodic
grouping during strings of untrained words. Further, the presence of unrecognizable
syllable strings interleaved randomly among trained words may have discouraged
participants from attempting to recognize any syllable sequence in the stream after
training, despite the fact that participants were encouraged to listen for the words from
training during the second speech stream in order to help their performance on the final
behavioral test. It is possible that training participants on only three out of six words
made the behavioral task so easy that listening carefully to the syllable stream after
training to reinforce recognition learning was unnecessary. However, we also ran a
version of this study in which participants were trained to recognize six out of 12 words
in an artificial language, and also found no effects of training on our ERP measures of
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interest. This suggests that only recognizing half of the words in a language disrupts the
allocation of temporally selective attention during speech perception.
The lack of training effects on later ERP components lends further support to the
hypothesis that partial recognition of words in a speech stream has widespread effects on
language processing. Specifically, we did not observe an N400 response time-locked to
word-initial syllables before or after training, which has been reported previously in
artificial language studies even in the absence of N1 differences (Cunillera et al., 2009;
Cunillera, Toro, Sebastián-Gallés, & Rodríguez-Fornells, 2006; Sanders et al., 2002).
Still, participants showed no decline in performance from the criterion test to the final
retention test, as they maintained a high level of recognition after the second speech
stream exposure. This suggests that if participants were in fact listening for the words
from training during the second speech stream exposure, the timing of word recognition
was either extremely delayed or inconsistent across trials or individuals, disrupting the
typical N400 recognition response. Although several studies have reported N400 latency
and amplitude differences in proficient bilinguals processing L2 (Alvarez, Holcomb, &
Grainger, 2003; Weber-Fox & Neville, 2001), the complete absence of an N400 in the
current study speaks to the difficulty of recognizing newly learned words in a stream of
nonsense.
However difficult the speech stream exposure task in the current study may have
been, the lack of training effects is still surprising given previous evidence that listeners
use known words to facilitate novel word learning (Bortfeld et al., 2005; Cunillera,
Càmara, Laine, & Rodríguez-Fornells, 2010). Cunillera et al. (2010) found that teaching
participants only two of eight words in an artificial language improves statistical learning
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of all words in the language. Based on this finding, in an earlier version of this study
participants learned six of 12 words to prevent learning of untrained words. After finding
no ERP differences after training in that study, when we cut the artificial lexicon in half,
but participants still failed to show any evidence that they learned untrained words
through exposure alone (Figure 2.3). This difference may be attributed to several
differences between those studies and the current experiment. First, it has been suggested
that infants may be more attuned to statistical regularities, causing them to attend to novel
words that co-occur with known words. Second, in both of those previous studies, the
“anchors” were meaningful words; proper names in Bortfeld et al. (2005), and nonsense
words that were assigned arbitrary, but common meanings (water and apple) in Cunillera
et al. (2009). In the current study, participants could use any strategy to learn the words,
so they may have employed strategies that allowed them to recognize the words on the
behavioral test without internalizing them as meaningful words during the speech stream
exposure task. A future study could take a slightly different approach in order to
encourage participants to treat the syllable stream as a meaningful language rather than a
string of nonsense, which could result in very different behavioral and ERP effects.
Despite the lack of training effects on ERP responses, the current study adds to a
growing body of evidence that efficient word recognition plays an important role in the
preferential processing of word onsets in speech. In the original artificial language study
on which this experiment was based, the size of the N1 enhancement observed after
training was strongly correlated with performance on the final recognition test (Sanders et
al., 2002). The lack of N1 enhancement for any word-initial syllable after training in the
current study may suggest that listeners need to recognize all of the words in a spoken
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language in order to allocate attention effectively. In fact, native Japanese speakers who
learn English after the age of 12 do not show the same early ERP effects of preferentially
processing word onsets in English (Sanders & Neville, 2003b), despite high levels of
proficiency and an intact N400 response. It is possible that words must not only
recognized, but recognized rapidly to direct attention to subsequent word onsets in speech
in a manner that modulates early perceptual processing. Future studies could examine
second language learners for whom recognition does not always occur rapidly or
automatically in order to gain a better understanding of how linguistic experience and
word recognition shape the use of temporally selective attention in speech perception.
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CHAPTER 3.
EXPERIMENT TWO:
PREDICTABILITY AFFECTS EARLY PERCEPTUAL PROCESSING
OF WORD ONSETS IN AN ARTIFICIAL LANGUAGE

3.1. Introduction
Speech signals provide an abundance of information to the listener, not all of
which is essential for comprehension. Listeners must therefore determine which portions
of the speech signal should be processed in detail. For example, behavioral evidence
demonstrates that word-initial segments are important for auditory word recognition
(Connine, Blasko, & Titone, 1993; Marslen-Wilson & Zwitserlood, 1989; Salasoo &
Pisoni, 1985), and evidence from event-related potentials (ERPs) suggests that listeners
preferentially process word onsets at an early perceptual stage. In natural speech, wordinitial syllables elicit a larger first negative peak (N1) compared to acoustically matched
word-medial syllables (Sanders & Neville, 2003). This so-called “word-onset negativity”
is evident when listeners learn to recognize sequences in several types of continuous
acoustic streams, including nonsense speech (Sanders, Newport, & Neville, 2002),
musical tones (Abla et al., 2008) and abstract noises (Sanders, Ameral, & Sayles, 2009),
suggesting that it is not simply a reflection of speech segmentation.
The observation of an N1 enhancement in response to word- and sequence- initial
segments regardless of the segmentation cues available implicates a more general
processing difference such as attention directed to times that contain word-initial
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segments. In support of this, the latency, amplitude, and distribution of this N1 effect
closely resemble ERP responses to sounds presented at attended times in temporally
selective attention paradigms (Lange, Rösler, & Röder, 2003; Sanders & Astheimer,
2008). One study directly examined the use of temporally selective attention during
speech perception by varying the time of auditory probe presentation relative to word
onsets in a narrative. Speech-like probes presented within the first 100 ms of a word
onset elicited a larger-amplitude N1 compared to probes played before word onsets or at
random control times, demonstrating that listeners direct attention to moments that
contain word onsets during speech perception (Astheimer & Sanders, 2009).
To date, the reason listeners attend to word onsets in speech remains largely
unexplored. Potentially, all word onsets are attended because these segments are
important for auditory word recognition. Alternatively, to the extent that selective
attention is a tool for accommodating overwhelming amounts of information, listeners
may attend to the most informative segments in speech. Based on transitional
probabilities, word onsets are relatively unpredictable (Aslin, Saffran, & Newport, 1999)
and therefore highly informative, which raises the hypothesis that listeners direct
attention to moments in speech that cannot be predicted from the preceding context.
Several lines of evidence support a relationship between predictability and
attention. Models of event perception (Zacks et al., 2007), for example, propose that
perceptual systems constantly predict upcoming inputs based on prior experience. When
predictions are violated by incoming sensory information, attention is heightened
momentarily as an event boundary is perceived. At a finer temporal grain, this model
could apply to speech perception if words are treated analogously to events, such that the
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perception of word boundaries is accompanied by an increase in attention. Although
event perception models describe prediction errors, an inability to predict upcoming
information could cause the larger N1 reported in response to word onsets in both natural
and artificial speech (Sanders & Neville, 2003a; Sanders et al., 2002). Recent ERP
evidence from a temporal attention paradigm demonstrates that predictability modulates
attention on such a fine timescale. Participants showed an attenuated N1 response to
highly predictable sounds, suggesting that rapidly formulated predictions can affect early
perceptual processing (Lange, 2009).
Of course, the notion that predictability affects language processing has been
studied extensively in both visual and auditory domains. Eye tracking studies
demonstrate that predictable words are read more quickly and skipped more often than
unpredictable words (Ehrlich & Rayner, 1981; Frisson, Rayner, & Pickering, 2005). An
entire field of ERP research has grown from the observation that contextually coherent
but unpredictable words elicit a larger N400 compared to predictable words (Kutas &
Hillyard, 1984). Although the long latency of this effect suggests that it reflects postperceptual, semantic processing, evidence from visual world paradigm and ERP studies
suggests that listeners anticipate upcoming words even before they occur (Altmann &
Kamide, 1999; Van Berkum, Brown, Zwitserlood, Kooijman, & Hagoort, 2005), which
may allow them to direct attention to unpredictable moments in speech. While a growing
body of evidence supports a relationship between expectancy and attention outside the
domain of language (Lange, 2009; Zacks et al., 2007), to date, it is unclear whether
predictability affects early perceptual processing of word onsets in speech.
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The current study examines the relationship between predictability and attention
during speech segmentation using an artificial language training paradigm that allows for
comparison of ERP responses to physically identical syllables before and after they are
recognized as word onsets. Participants learned to recognize all words within the
language, so any recognition effect should be evident for every word after training. To
test the hypothesis that the N1 attention effect is modulated by predictability, words in
the language were arranged into pairs so that the second word onset in each pair was
completely predictable given the first. If attention is directed to unpredictable moments
in speech, then we would expect the first (unpredictable) word onset in each pair to elicit
a larger N1 after training, while the second (predictable) onset in each pair would not.
3.2. Method
3.2.1. Participants
Twenty right-handed adults (6 female) ages 18-31 years (M = 22) contributed data to
the analysis. All were Native English speakers and reported no neurological issues and
no use of psychoactive medications. An additional seven participants completed the
study but were excluded from the analysis due to EEG artifacts (N = 5) or poor
behavioral performance on the final recognition test (d’ < 1.8; N = 2). All participants
provided written informed consent and were compensated $10/hr for their time.
3.2.2. Stimuli
Eleven stop consonant-vowel (CV) syllables with durations ranging from 190-310 ms
(M = 242) were created using text-to-speech software. These syllables were combined
into six 3-syllable words (piputu, bubapu, bidupu, dipida, putabu, tapabi) with durations
ranging from 840 to 930 ms (M = 874). In order to mimic transitional probabilities in
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natural language, some syllables were repeated in multiple words, so transitional
probabilities ranged from 0.25 to 1.0 within words. The six words were arranged into
three pairs such that the transitional probability between words in the same pair was 1.0
and between words in different pairs was 0.33. 100 repetitions of the pairs were arranged
in a continuous 8 minute random stream (with the exception that no pair could follow
itself more than once consecutively) with no acoustic boundaries between words in the
stream. Three additional randomizations of the stream were created and stored as
monaural WAV files with an 11.025 kHz sampling rate. To control for acoustic
differences between words in different pair positions, word pair order was reversed in
another set of streams, and the two versions were balanced across subjects (Table 3.1).
Version A
WORD 1
WORD 2
piputu bubapu
bidupu dipida
tapabi putabu

Version B
WORD 1
WORD 2
bubapu tapabi
dipida piputu
putabu bidupu

Table 3.1. Words in Experiment Two Artificial Language. Order of words within pairs
was counterbalanced across participants to control for acoustic differences between
syllables.
For the behavioral tests, six partwords were created by combining the last syllable of
one word with the first two syllables of another word from a different pair. Individual
words and partwords were presented aurally and participants indicated their response to
each using a 4-point scale. Responses of one and two were considered “nonwords” and
three and four were considered “words,” and results were transformed into a perceptual
sensitivity (d’) measure for each test.
3.2.3. Procedure
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As shown in Figure 3.1, participants began by indicating how much they liked each
item to assess any potential biases for words or partwords. Following the pretest, EEG
was recorded while subjects listened passively to two of the syllable streams (16 min
total). After this exposure, participants were given a second behavioral test to assess
statistical learning. Next, they learned to recognize the six words from the stream with a
computerized training procedure. Participants used a mouse to click on a written version
of each word in order to hear the corresponding sound file, and they could train as long as
necessary to memorize the words. Once they felt confident, they completed another
behavioral test to assess explicit recognition of each of the words from training. This
training/testing procedure was repeated until the participant reached a criterion d’ score
of 1.80. Next, EEG was recorded while participants listened passively to the two
remaining syllable streams. A final recognition test was then administered to assess word
retention. Lastly, participants were given a predictability test that presented pairs from
the stream and nonpairs, which combined the first word of one pair and the second of
another. Participants indicated on a four-point scale how familiar each combination
sounded. Responses of one and two were considered “nonpairs” and three and four were
considered “pairs,” and a d‘ score was calculated to assess awareness of word order
within the stream.

Figure 3.1. Experimental paradigm. A single experimental session consisted of eight
phases, which alternated between behavioral testing or training and syllable stream
exposure while EEG was recorded.
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EEG was recorded with a 250 Hz sampling rate from a 128-channel Geodesic
Sensor Net (Electrical Geodesics, Inc., Eugene, OR) at a bandwidth of .01-80 Hz. A
potassium-chloride solution was applied before each speech stream exposure to maintain
impedances below 50 kΩ throughout the experiment.

A 60 Hz notch filter was applied

offline, and EEG was segmented into 600 ms epochs beginning 100 ms before each
syllable onset. Trials were excluded if they contained eye blinks and eye movements, as
determined by individual maximum amplitude criteria, or a voltage difference that
exceeded 100 µV at any electrode. Only data from participants with at least 100 artifactfree trials in each condition were included in the final analysis. Averaged waveforms
were re-referenced to the average mastoid and baseline corrected using the 100 ms before
syllable onset.

Figure 3.2. Approximate scalp location of 128 recording electrodes. Measurements were
taken from the 50 electrodes shown in black and averaged into 25 pairs arranged in a 5
(Left/Right position) x 5 (Anterior/Posterior position) grid.
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Mean amplitude of ERPs elicited by each syllable in N1 (115-200 ms) and N400
(200-500 ms) time windows was measured at 50 electrodes arranged in pairs in a 5 x 5
grid over the scalp (Figure 3.2).

Mean amplitudes of each electrode pair were entered

into a 3 (syllable: initial, medial, & final) x 2 (training phase: before or after) x 2 (word
position in pair: 1st or 2nd) x 5 (Left/Right position, or LR) x 5 (Anterior/Posterior
position, or AP) repeated measures ANOVA (Greenhouse-Geisser adjusted). Follow-up
analyses were conducted for all significant (p < .05) main effects and interactions.
3.3. Results
3.3.1. Behavior
Participants’ behavioral responses were transformed into d‘ scores for each test,
and are shown in Figure 3.3. One-sample t-tests revealed that recognition performance
did not differ significantly from chance during the pretest or after the initial speech
stream exposure (p’s >.25). Recognition training took between five and 18 min (M = 9)
and participants took between one and three tests (M = 1.7) to reach criterion. For the
test on which they reached the criterion score of d’ = 1.80, performance was, of course,
significantly better than chance (M = 2.53; t(19) = 20.623, p < .001). Despite a slight
decline in performance from the criterion test to the final test (M = 2.21; t(19) = 2.189, p
< .05), scores remained significantly above chance (t(19) = 11.499, p < .001) following
the final speech stream exposure.
Results of the predictability post-test indicated that participants were able to
discriminate between word pairs presented during the stream and nonpair foils (d’ M =
0.36, SD = 0.69). A single sample t-test indicated that performance was slightly but
significantly above chance (t(19) = 2.35, p < .05)).
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Figure 3.3. Accuracy scores (d’) and standard errors on four behavioral tests: (1) before
speech stream exposure, (2) after 16 minutes of exposure, (3) after mastering the words
during training, and (4) after 16 additional minutes of exposure. Zero indicates chance
performance, and the dotted line indicates the training criterion (d’ = 1.8). Performance
on tests 3 and 4 was significantly above chance (* indicates p < .001).
3.3.2. Event-Related Potentials
As shown in Figure 3.4, syllable onsets elicited a series of auditory evoked
potentials that were broadly distributed over medial central regions. Although using
continuous speech streams resulted in low amplitude ERPs, the first negative peak (N1)
had a latency of 120 ms and was largest over central/medial electrodes (LR x AP
F(16,304) = 3.087, p < .01), similar to what is observed in response to abrupt acoustic
onsets. Across all electrode sites, there was a main effect of syllable position on N1
amplitude (F(2,38) = 20.947, p < .001), with word-initial syllables eliciting a larger N1
than medial or final syllables. This main effect was qualified by a Syllable x Pair
Position x Training interaction (F(2,38) = 3.923, p < .04). Planned comparisons revealed
that, as shown in Figure 4, the initial syllable from the unpredictable word in each pair
elicited a larger N1 after training (F(1,19) = 5.185, p < .04). Although the response to the
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Figure 3.4. Event-related potentials elicited by initial, medial, and final syllable onsets in
unpredictable and predictable words before and after recognition training. Data are
shown from 9 central electrode sites, indicated on the electrode map. After training,
word-initial syllables in unpredictable words elicited a larger negativity between 115 and
200 ms.
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predictable word-initial syllable appeared to be smaller after training, this effect did not
approach significance (F(1,19) = 2.574, p = .125). In addition, the medial syllable of
predictable words elicited a larger N1 response after training (F(1,19) = 4.785, p < .05).
Later differences in the waveforms were also modulated by syllable position. A
broad negativity that began around 300 ms was time-locked to word onsets rather than
other syllables (F(2,38) = 9.043, p < .001). Although the negativity was evident across
all electrode sites, its distribution was slightly right lateralized over left/right electrode
levels 3-5 (Syllable x LR F(8,152) = 3.916, p < .01). This later difference was not
modulated by pair position (p > .15) or training (p > .8).
3.4. Discussion
The current study tested the hypothesis that attention is directed to times in speech
that provide unpredictable information by manipulating the predictability of word onsets
in an artificial language paradigm. As found previously (Sanders et al., 2002),
unpredictable word onsets elicited a larger N1 after recognition training. Importantly,
this enhancement was absent for the completely predictable second word onset in each
pair. These results indicate that listeners selectively attend to word onsets that cannot be
predicted from the context, enhancing early perceptual processing of information
presented at these times.
Attending to word onsets is an effective listening strategy insofar as word onsets
are relatively unpredictable and therefore highly informative. However, when a word
onset is highly predictable, it no longer offers novel information, and so the listener must
only attend enough to confirm that the incoming speech signal matches his or her
prediction. In the current study, participants showed no early attention effect in response
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to completely predictable word onsets. This observation clarifies the nature of the “word
onset negativity” reported in previous studies (Sanders & Neville, 2003; Sanders,
Newport, & Neville, 2002) by demonstrating that in some cases, speech segmentation
and auditory word recognition can proceed without an increase in attention. Therefore,
listeners may not be selectively attending to word onsets, but rather to unpredictable
moments in speech. Although completely predictable word onsets like those in the
current study may not exist in natural speech, there is ample evidence that listeners are
sensitive to even subtle differences in contextual (Van Berkum, et al., 2005) and syntactic
(Mattys, Melhorn, & White, 2007) constraint during speech perception, so the allocation
of attention may also be sensitive to these differences.
An obvious concern is the possibility that when presented with 3-syllable words
arranged in pairs, listeners segmented streams into 6-syllable words on the basis of
statistical cues alone. Participants’ performance was at chance on the recognition test
following the first speech stream exposure, suggesting that the statistical regularities in
this particular artificial language were not sufficient for listeners to learn the 3-syllable
words. Although this lack of statistical learning runs counter to previous artificial
language studies that report various degrees of statistical learning (Cunillera et al., 2009,
2006; Saffran, Newport, et al., 1996), the current study involved a relatively brief pretraining exposure during which subjects listened passively to streams containing no
prosodic cues and similar transitional probabilities within and across pair boundaries.
These features prevented robust statistical learning and thus encouraged participants to
rely on explicit recognition of 3-syllable words as a segmentation cue after training.
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Performance on the predictability test that assessed knowledge of word pair order
also indicates that listeners did not reliably group the stream into 6-syllable strings even
by the end of the experiment. It is possible that listeners used transitional probability to
segment the streams into 6-syllable groups before training, learned that all of the words
were actually 3 syllables in length during training, and forgot the 6-syllable sequences by
the final behavioral test. However, this pattern of learning would have resulted in a lack
of training effects on ERPs for the unpredictable words that were heard as onsets both
before and after training and differences in ERPs for the predictable words that were
heard as onsets only after training. The opposite pattern of ERP effects was observed.
The modulation of attention by differences in predictability is somewhat
surprising given subjects’ mediocre performance on the final predictability test.
Participants were not instructed to anticipate upcoming words in the stream, and their
behavioral performance indicates that they were only vaguely aware of word pair order,
and yet they allocated attention accordingly. This suggests that listeners make
predictions about upcoming words without conscious awareness. This type of
anticipation has been reported across the domains of language processing (Altmann &
Kamide, 1999; Van Berkum, et al., 2005) and visual perception (Bar, 2007; Zacks et al.,
2007). Bar (2007) observes that the brain areas involved in generating predictions share
a striking overlap with the “default network” observed in many neuroimaging studies,
suggesting that the brain automatically generates associative predictions.
Predictability is only one of many potential cues that listeners employ to allocate
attention to word onsets in speech. Studies of speech segmentation demonstrate that
listeners use knowledge of a language’s phonotactic, lexical, syntactic and prosodic
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structure to find word boundaries. The current study demonstrates the need to consider
the association between these cues and predictability rather than just word boundaries,
because they may serve as attention cues rather than segmentation cues, thus allowing
listeners to preferentially process the most informative portions of the speech signal.
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CHAPTER 4.
EXPERIMENT THREE:
LISTENERS ATTEND TO UNPREDICTABLE WORD ONSETS
IN NATURAL SPEECH

4.1. Introduction
At its most basic level, spoken language is a rapidly changing acoustic signal that
listeners must process very quickly for efficient comprehension. Although the speech
signal contains a wealth of information, some of it is irrelevant or redundant and
therefore need not be processed in detail. Other portions of the signal are essential for
comprehension and therefore would benefit from preferential processing.
Word onsets, for example, have a special status in speech processing. Behavioral
evidence demonstrates that auditory word recognition relies more heavily on word-initial
segments than other segments within words (Connine et al., 1993; Marslen-Wilson &
Zwitserlood, 1989; Salasoo & Pisoni, 1985). Event-related potential studies show that
word onsets are differentially processed at an early perceptual stage. In naturally spoken
English, word-initial syllables elicit a larger first negative peak (N1) than acoustically
matched word-medial syllables (Sanders & Neville, 2003a), an effect that was originally
termed the “word-onset negativity” and interpreted as an online marker of speech
segmentation. A similar N1 enhancement has since been observed in response to wordinitial syllables in artificial languages after compared to before explicit recognition
training (Sanders et al., 2002), and more recently in response to sequence-initial sounds
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in continuous streams of tones (Abla et al., 2008) and abstract noises (Sanders et al.,
2009).
The persistence of the enhanced N1 in response to word- and sequence-initial
sounds regardless of stimulus type and available segmentation cues indicates that it
reflects a more general processing difference such as attention. Recent evidence
demonstrates that listeners are able to direct attention to specific moments in time with
sub-second precision through the use of temporally selective attention (for reviews see:
Nobre et al., 2007; Nobre & O’Reilly, 2004). Doing so modulates early perceptual
processing, indexed most commonly in the auditory domain as a larger N1 response to
sounds presented at attended times (Lange et al., 2003; Sanders & Astheimer, 2008). In
addition, some studies of temporal attention report a slow negativity that develops prior
to the attended time and drops off quickly if no sound occurs (Sanders & Astheimer,
2008). This contingent negative variation (CNV) has a broad central scalp distribution,
while most N1 differences have an anterior and left/central distribution that closely
resembles the word-onset negativity. The similarity of these responses suggests that
listeners may actually be employing temporally selective attention during speech
perception to select for times that contain word onsets.
A recent study modified the classic Hillyard spatial attention paradigm (Hink &
Hillyard, 1976) to test this hypothesis by presenting attention probes at various
acoustically-matched times relative to word onsets in a narrative. Linguistic attention
probes presented within the first 150 ms of a word onset elicited a larger N1 than probes
presented before word onsets or at a random control time (Astheimer & Sanders, 2009).
This negative attention effect extended from the P1 through the P2, thus resembling the
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“negative difference” described in many auditory attention probe paradigm studies
(Näätänen & Michie, 1979; Woods & Alain, 1993). These results demonstrate that
listeners employ temporally selective attention during speech perception to preferentially
process times that contain word onsets.
One obvious question that the recently reported use of temporal attention during
speech perception raises is why listeners might selectively attend to word onsets in
speech. Evidence from outside the language domain demonstrates that attention allows
neuroperceptual systems to select for relevant stimuli when faced with overwhelming
amounts of competing information (Awh et al., 2003; Duncan & Humphreys, 1989).
While the rapid acoustic changes that constitute the speech signal certainly represent an
example of information overload, the “relevant stimuli” that should be selected for are
difficult to characterize. Perhaps, based on their important role in lexical access, it would
be beneficial for listeners to attend to all word onsets. In many languages including
English, word-initial syllables are usually stressed and therefore salient (Cutler & Norris,
1988), which may serve to capture attention at times that contain word onsets. Finally,
based on transitional probabilities, word-initial syllables are typically less predictable
than word-medial syllables (Aslin et al., 1999). To the extent that unpredictable moments
are informative, attending to unpredictable moments such as word onsets may allow
listeners to glean maximal information from the otherwise overwhelming speech stream.
Effects of predictability on online measures of language processing have been
observed for decades in both the auditory and visual domains. Most of these studies
operationalize the predictability of a word in a context as cloze probability, measured as
the number of participants who provide that word as a completion for the preceding
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context (Bloom & Fischler, 1980). Eye tracking data demonstrate that high cloze
probability words in sentences are read faster and skipped more often than low cloze
probability words (Ehrlich & Rayner, 1981; Frisson et al., 2005).
Perhaps the most widely studied language-related ERP component, the N400, is
elicited by low-cloze probability words in a variety of paradigms (Kutas & Federmeier,
2011). Although the N400 has been observed in both visual and auditory domains, the
visual N400 tends to have a more right-lateralized, parietal scalp distribution (Kutas &
Hillyard, 1980, 1983), while the auditory N400 often has a shorter latency and a less
lateralized, more anterior scalp distribution (Holcomb & Neville, 1991). In addition to
cloze probability, N400 amplitude is also modulated by word frequency and sentence
position (Van Petten & Kutas, 1990, 1991), such that low frequency words presented
early in a sentence elicit a larger N400; this effect diminishes across word position within
a sentence. Although many other factors influence the morphology of the N400, cloze
probability continues to serve as the strongest predictor of N400 amplitude.
The relatively long latency of the N400 response suggests that it reflects postperceptual processing, such as semantic integration of a word into a context (Kutas &
Federmeier, 2011) or lexical associations with prior words in the sentence (Lau, Almeida,
Hines, & Poeppel, 2009). However, a growing body of evidence demonstrates that
predictability can modulate word processing in much earlier time windows, especially in
the auditory modality. Due to the incremental nature of word recognition in natural
speech, the N400 response can begin as early as 50 ms after word onset (Holcomb &
Neville, 1991), and appears to be time-locked to the uniqueness point or isolation point of
a word (Van Petten, Coulson, Rubin, Plante, & Parks, 1999). A separate ERP response
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called the N200/N250 (Connolly, Phillips, Stewart, & Brake, 1992; Hagoort & Brown,
2000) or phonological mapping negativity (PMN) (Connolly & Phillips, 1994) with a
more anterior scalp distribution has also been observed in highly constraining sentences
when a word-initial phoneme does not match the listener’s contextual expectation. In
addition, evidence from the visual world paradigm (Altmann & Kamide, 1999) and an
ERP study of natural speech processing (Van Berkum, et al., 2005) demonstrates that in
certain highly constraining sentences, listeners anticipate specific words even before they
are encountered.
The observation of rapidly generated predictions during natural speech processing
raises the hypothesis that listeners attend to unpredictable moments such as word onsets
during speech perception in a manner that enhances early perceptual processing. In
support of this, recent evidence from a temporal attention paradigm demonstrates that
listeners show an attenuated N1 response to highly predictable sounds in tone sequences
(Lange, 2009). If predictability modulates the allocation of attention in speech,
differences in cloze probability should affect processing of word onsets in speech at early
perceptual stages. To date, there is no conclusive evidence that predictability affects ERP
responses to word onsets in the P1-N1 time window. At least two distinct possibilities
may prevent the observation of early attentional differences among word onsets in
speech. First, due to auditory refractory effects, it is difficult to observe clear AEPs in
response to word onsets in continuous speech. Second, because AEP amplitude is also
modulated by acoustic characteristics, it is imperative to compare physically identical
words in order to observe the effects of attention in these early time windows.
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The current study addresses these issues by comparing the ERP response to
auditory probes presented in conjunction with physically identical words (e.g. “oven”) in
either highly constraining (e.g. “The woman took the warm cake out of the oven so she
could frost it”) or unconstraining (e.g. “The man walked over to the oven to check on the
pie”) contexts. Auditory probes were included to drive early AEP responses, indexing
attention at times containing critical word onsets, as described previously (Astheimer &
Sanders, 2009). We predicted that listeners would attend more to word onsets in
unconstraining contexts, as indicated by a more negative response during the early AEP
time window. In addition, a word that was unexpected in the highly constraining context
(e.g. “pantry”) was inserted into each context in order to determine the processing stages
at which unexpected words capture attention during speech perception. Specifically,
because none of the unexpected words shared word-initial phonemes with their expected
counterparts, they may elicit an N200 or PMN response. Finally, we expected to observe
larger N400 responses for both unexpected words in constraining contexts and either type
of word in unconstraining contexts, since each of these combinations result in a low-cloze
probability critical word.
4.2. Method
4.2.1. Participants
Twenty-two native speakers of American English (8 female, mean age 22 years,
range 18-31) provided EEG data used in the final analyses. All subjects were righthanded and had normal or corrected-to-normal vision and normal hearing, and none
reported any known neurological issues or psychoactive medication use. Data from an
additional two subjects were not analyzed due to excessive blinking and muscle tension
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resulting in an insufficient number of artifact-free trials. All subjects provided written
informed consent prior to participation, and they were paid $10/hr for their time.
4.2.2. Stimuli
Experimental items consisted of 250 sentence frames read by a female native
speaker of American English. Half of the sentences were highly constraining prior to a
non-sentence-final critical word, and half were unconstraining. Two versions of each
constraining sentence were created: one with the expected critical word (with the highest
cloze probability for that sentence) and one with an unexpected but plausible critical
word (with a cloze probability near 0). These same critical words were also placed in
two versions of each unconstraining sentence, thus creating 500 items across four
experimental conditions: constraining, expected (e.g. The woman took the warm cake out
of the oven so she could frost it), constraining, unexpected (e.g. The woman took the
warm cake out of the pantry so she could frost it), unconstraining, expected (e.g. The
man walked over to the oven to check on the pie) and unconstraining, unexpected (e.g.
The man walked over to the pantry to check on the pie). Note that although critical
words in unconstraining sentences were also designated as “expected” and “unexpected,”
these labels refer only to their status in the constraining context. In an unconstraining
context, the two completions were equally unexpected, as evidenced by cloze probability
measurements (Table 4.1).
Condition
Constraining,
Expected
Constraining,
Unexpected
Unconstraining,
“Expected”
Unconstraining,
“Unexpected”

Critical
Word

Example Context
The woman took the warm cake out of the _______
so she could frost it.

The man walked over to the ________ to check on
the pie.
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oven
pantry
oven
pantry

Cloze
Probability
0.74
(0.22-1.0)
0.03
(0-0.5)
0.02
(0-0.36)
0.01
(0-0.29)

Table 4.1. Experiment Three conditions. Mean cloze probabilities (with ranges in
parentheses) were measured using a standard written cloze completion task, conducted
with 25 additional participants who did not participate in ERP task.
In order to observe early attentional differences in ERP responses across
constraint conditions, it is important to control for acoustic differences between stimuli,
both prior to and after word onset. Accordingly, sentences were constructed so that the
critical word and the word preceding it (often an article such as the) were the same across
constraining and unconstraining sentences. Sentence frames were recorded with the word
“target” replacing the critical word. Pre-critical and critical words were recorded
separately as a fluid utterance, and complete sentences were created by splicing these two
words into each sentence frame. This not only matches acoustics across the same word in
different contexts, but also preserves coarticulatory information prior to critical word
onset. Complete sentences were saved in the left channel of stereo WAVE files with a
44.1 Hz sampling rate.
Attention probes were created by extracting a 50 ms excerpt of the speaker
pronouncing the syllable “ba.” Attention probes were placed in the right channel of each
stereo sentence file at the onset of the critical word. Onsets were defined as the earliest
indication of a new phoneme based on visual inspection of the waveform and listening to
sentences with a gating procedure, as determined by three independent coders. In order
to keep the rate of probe presentation consistent, one to four additional dummy probes
were placed randomly throughout each sentence, with the constraint that they could not
be placed within 1000 ms of a critical probe. The total number of dummy probes
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preceding a critical probe was matched across constraining and unconstraining sentence
pairs.
Two counterbalanced sentence lists were created such that participants heard each
constraining sentence with one critical word, and the corresponding unconstraining
sentence with the other critical word in order to prevent repetition and balance factors
across subjects. Each subject therefore heard 62-63 experimental sentences in each
condition, presented in random order. Each experimental list was preceded by a practice
list of six sentences in order to familiarize participants with the procedure.
Sentences with attention probes were presented over two Bose speakers placed
directly in front of participants and connected to a Dell computer using E-Prime software.
Playback volume was adjusted such that the peak intensity of the narrative was 65 dB
SPL (A-weighted). In order to drive clear auditory onset components, probes were
presented with a slightly higher intensity (70 dB-A). All visual stimuli were presented in
white text on the center of a black background on a computer monitor placed 152 cm in
front of the participant.
4.2.3. Procedure
All procedures were approved by University and Department Review Boards at
the University of Massachusetts Amherst. After providing informed consent, participants
were fitted with a 128 channel Hydrocel Geodesic Sensor Net (Electrical Geodesics Inc,
Eugene, OR). Four sizes were available to achieve a close fit for every participant.
Before the experiment, scalp impedances were reduced to 50 kΩ at each electrode site,
and additional saline solution was used to maintain impedances below 100 kΩ throughout
the session. Continuous EEG was recorded at a bandwidth of .01- 80 Hz, referenced to
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the vertex, as participants completed the self-paced experiment. Prior to each sentence,
the word “Ready?” appeared on the screen and participants pressed any button on a
response box to hear the sentence as they looked at a small fixation cross in the middle of
the screen. They were instructed to listen carefully to each sentence and avoid blinking
and eye movements while the fixation cross was on the screen. After 20% of sentences,
a simple yes / no comprehension question was presented visuallyand subjects indicated
their response with the button box. All participants included in the analysis scored at
least 95% on these questions. The entire experiment lasted approximately one hour.
A 60 Hz notch filter was applied to continuous EEG which was then segmented
into epochs 200 ms before to 800 ms after critical probe onset, with the 200 ms
prestimulus interval serving as a baseline. Individual artifact rejection criteria were
established for each participant based on visual inspection of the waveforms to remove
trials containing blinks, eye movements, and head movements. Only participants with at
least 45 artifact-free trials in each condition were included in the analyses. Data from
artifact-free trials were averaged for each condition and electrode site for every individual
and re-referenced to the average mastoid measurements. Peak latency and mean
amplitude was measured in the following time windows after probe onset, based on
visual inspection of the waveforms: 20-50 ms, 50-90 ms (P1), 120-170 ms (N1), 170-210
ms (N2) and 250-550 ms (N400). Measurements were taken at 60 electrode sites across
the scalp and combined into 30 pairs of electrodes arranged in a 6 (anterior/ posterior or
AP) x 5 (medial/lateral or ML) grid (Figure 4.1). These averaged measurements were
entered into 2 (contextual constraint) x 2 (expectancy) x 6(AP) x 5 (ML) repeated
measured ANOVAs (Greenhouse-Geisser adjusted). For significant (p < .05) main

55

effects and interactions, planned follow-up comparisons were made. Importantly,
because acoustic differences between words influence early ERP components, the most
relevant comparisons were between physically identical critical words in constraining and
unconstraining contexts.

Figure 4.1. Approximate scalp location of 128 recording electrodes. Measurements were
taken from the 60 electrodes shown in black and averaged into 30 pairs arranged in a 5
(Left/Right position) x 6 (Anterior/Posterior position) grid.
4.3. Results
As seen in Figure 4.2, attention probes elicited a typical positive-negative-positive
series of peaks over central and anterior electrodes. The first positive deflection (P1)
peaked around 72 ms, the first negative deflection (N1) peaked around 145 ms, and a
second positivity (P2) peaked around 200 ms. Prior to the P1, an early negativity that
peaked around 40 ms was also evident. In addition, a broad, sustained negativity (N400)
peaking around 380 ms was largest over central and posterior electrodes.
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Figure 4.2. Auditory evoked potentials elicited by attention probes presented with critical
words across four experimental conditions. Data are shown from nine representative
electrodes indicated in black on the electrode map.
Mean amplitude during the early negativity that peaked around 40 ms after onset
was modulated by sentence type (Constraint x Expectancy F(1,19) = 9.867, p < .01)
across all electrode sites. As seen in Figure 4.3, among “expected” words the response to
critical probes presented in constraining contexts was more negative than the response to
probes presented in unconstraining contexts (F(1,19)=9.721, p<.01). However, there was
no difference between unexpected words across context types (p > .25).
P1 amplitude was modulated by sentence type, as indicated by a Constraint x
Expectancy interaction (F(1,19)= 7.051, p <.02) that was not modulated by electrode
position (p > .25). As seen in Figure 4.3, across all electrode sites, probes presented with
the expected word in a constraining context elicited a larger P1 than the same word in
unconstraining sentences (F(1,19) = 7.211, p < .02) but as seen in Figure 4.4, constraint
did not affect P1 amplitude for the unexpected words (p > .4).
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Figure 4.3. Auditory evoked potentials elicited by probes presented in conjunction with
expected words in constraining contexts, and the same words in unconstraining contexts.
Probes in unconstraining contexts elicit a more negative response in the P1 and N1 time
windows, as well as during the early negativity that precedes the P1. Topographic maps
show the distribution of mean amplitude differences between conditions (constraining
minus unconstraining contexts) in P1 and N1 time windows.
A similar Constraint x Expectancy interaction was observed in the N1 time
window (F(1,19) = 6.597, p < .02). Unlike the broadly distributed P1, N1 amplitude was
largest over left/medial (F(4,76)= 14.228, p < .001) and anterior/central (F(5,95)= 30.426
p < .001) electrodes. Post-hoc comparisons at these electrode sites revealed that, as
shown in Figure 4.3, probes presented with expected critical words in an unconstraining
context elicit a larger N1 than the same word when it is expected in a constraining
context (F(1,19) = 4.502 p < .05). However, as seen in Figure 4.4, there was no
difference in the response to unexpected words in constraining sentences compared to the
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same words in unconstraining sentences in the N1 time window (p > .15). There
appeared to be a larger N200 response for unexpected words in constraining contexts
(Figure 4.4), but this difference failed to approach significance even in the left anterior
electrodes where it was most pronounced (F(1,19) = 2.920, p = .10).

Figure 4.4. Auditory evoked potentials elicited by probes presented in conjunction with
unexpected words in constraining contexts, and the same words in unconstraining
contexts. Probes in unconstraining contexts elicit a more negative response in the P1 and
N1 time windows. Topographic maps show the distribution of mean amplitude
differences between conditions (constraining minus unconstraining contexts) in P1 and
N1 time windows.
Later effects of constraint and expectancy were observed in the N400 time
window (Figure 4.5). Across all electrode sites, contextual constraint modulated N400
amplitude, with a larger N400 for words in unconstraining contexts (F(1,19) = 10.216, p
<.01). N400 amplitude had a central/posterior and medial/right distribution, so follow-up
comparisons were made at these electrode sites. There, a constraint by expectancy
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interaction was observed that revealed an overall gradation of N400 across conditions
(F(1,19) = 6.010 p < .025). The smallest N400 was, as predicted, elicited by expected
words in constraining contexts. Unexpected words in constraining contexts elicited a
significantly larger N400 (F(1,19) =11.708, p < .005), but this response was smaller
(F(1,19) =6.290, p < .025) than the N400 elicited by either type of word in an
unconstraining context.

Figure 4.5. An N400 response was evident across all conditions over posterior scalp
positions; data are shown from six representative electrodes shown in black on the
electrode map.
4.4. Discussion
The present study examined whether listeners attend to unpredictable word onsets
in speech in a manner that modulates early perceptual processing. We compared ERPs
elicited by auditory attention probes presented in conjunction with critical words in
highly constraining or unconstraining contexts, and predicted that critical probes in
unconstraining contexts would elicit a more negative AEP response. We also reasoned
that unexpected word onsets in constraining contexts would capture attention later in
processing, which may result in differences during the N200 and N400 time ranges.
4.4.1. Auditory Evoked Potentials: “Expected” Words
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In order to isolate attention effects in early time windows, it is important to
compare ERP responses to probes presented in conjunction with physically identical
word onsets in constraining and unconstraining contexts. Probes presented in
conjunction with expected words in highly constraining contexts elicited a less negative
response than probes presented with the same words in unconstraining contexts. The
larger negativity for words in unconstraining contexts began even before the P1 time
window, and persisted through the N1 peak, thus resembling the negative difference
reported in previous attention probe studies (Astheimer & Sanders, 2009; Näätänen &
Michie, 1979; Woods & Alain, 1993). This finding supports our hypothesis that listeners
attend to word onsets when they cannot be predicted from the preceding context.
Based on previous studies (Astheimer & Sanders, 2009; Lange, 2009), we
hypothesized that attending to unpredictable word onsets would specifically result in a
larger N1 response. Instead, the negativity observed in response to probes at word onsets
in unconstraining contexts began even before the P1 time window, and was most
pronounced during the time window spanning 20-50 ms that encapsulated a small
negative peak preceding the P1. Such an early effect of predictability is quite surprising,
but may be explained by certain aspects of our design. During stimulus preparation, the
critical word and the word preceding it were recorded as a fluid utterance and spliced into
each sentence context in order to control for acoustic differences both at and before
critical probe onset. To achieve this, the pre-critical word was the same across contexts,
and was therefore usually a short determiner (e.g. “the”, “a”, or “of”). This pattern,
combined with the simple structure of the sentences, may have allowed participants to
anticipate that important information would be presented prior to the onset of the critical
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word. In the unconstraining contexts, participants did not know what this information
would be, and therefore they may have begun attending even prior to critical word onset,
resulting in extremely early attention effects. Conversely, in constraining contexts,
participants may have expected a particular critical word prior to encountering it, and
therefore only needed to attend to the incoming speech signal enough to confirm their
predictions, resulting in a less negative response in this very early time window.
In support of this interpretation, several studies of temporally selective attention
report a broad negativity (CNV) that develops prior to the attended time and drops off
quickly afterwards (Correa, Lupiáñez, Madrid, et al., 2006; Sanders & Astheimer, 2008).
Importantly, this negativity has a broad central/anterior scalp distribution that is
distinguishable from the left anterior distribution of the N1 response that is modulated by
temporal attention. In the current study, the earliest attention effects also have a broad
scalp distribution, while the N1 has a more left anterior distribution (Figure 4.3). Perhaps
these extremely early differences reflect attentional preparation prior to the presentation
of a critical word onset, while the more focal N1 effect reflects enhanced perceptual
processing of information at the time of critical word onset.
4.4.2. Auditory Evoked Potentials: “Unexpected” Words
The current study also compared the response to probes presented in conjunction
with words that were unexpected in constraining contexts and those same words in
unconstraining contexts. Both of these combinations result in low-cloze probability
critical words, but in the constraining context, this is due to a prediction error, while in
the unconstraining context, it is due to an inability to predict upcoming information. Due
to the early latency of previously reported ERP effects of temporal attention, the
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observation that attention develops prior to the attended time, we predicted that listeners
would attend more based on an inability to predict upcoming information; that is, we
expected probes presented with words in the unconstraining context to elicit a more
negative AEP response. Based on the relatively long latency of ERP effects elicited by
unexpected words in speech, we predicted that unexpected words in constraining contexts
would capture processing resources later, resulting in ERP differences in the N200 and
N400 time windows.
Contrary to our predictions, we found no early differences in the AEP response to
probes presented with unexpected words in constraining versus unconstraining context.
This suggests that in these early time windows, listeners are attending similarly to words
that that cannot be predicted from the preceding context and those that violate the
listener’s prediction. However, unexpected words in constraining contexts did appear to
elicit a larger negativity than the same words in unconstraining contexts around 200 ms
after word onset (Figure 4.4). Because unexpected and expected words did not share
initial phonemes, this later negativity could be interpreted as an N200 or PMN elicited by
the mismatch between the listeners expectation of an upcoming word in the constraining
context and the incoming phonemic information from the speech stream (Connolly &
Phillips, 1994; Connolly et al., 1992; Hagoort & Brown, 2000). In the unconstraining
context, listeners had no such expectations, thus preventing any N200 response.
The lack of early differences between unexpected words in constraining contexts
and those same words in unconstraining contexts is surprising given our prediction that
listeners should attend when they cannot predict upcoming information (i.e. to any word
in an unconstraining context). Although it is difficult to interpret this lack of difference,
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it is possible that unexpected words capture attention more quickly than previously
believed, especially given a few important details of our experimental design. Because
we spliced both the critical word and the word preceding it into each sentence frame,
coarticulatory information was preserved. Therefore, it is possible that in the
constraining context, listeners were able to detect a prediction error even before the
critical word onset occurred. Although we took great care in finding the exact onset of
each critical word, this is in many cases a somewhat subjective judgment, so in some
cases the critical probe may have occurred after participants had some idea of the identity
of the critical word. Given previous evidence that attention to word onsets differs across
times separated by as little as 50 ms (Astheimer & Sanders, 2009) it is possible that
subtle differences in pronunciation capture temporal attention so rapidly that we could
not detect differences between unexpected words in constraining versus unconstraining
contexts.
4.4.3. Later Effects of Constraint and Expectancy: N400
By manipulating contextual constraint and expectancy, the current study
necessarily manipulated cloze probability, which is known to be the primary factor that
affects N400 amplitude. Because N400 amplitude is not as susceptible to acoustic
characteristics of words, it is possible to compare across all four conditions in this later
time window. As we predicted, in highly constraining contexts, unexpected words
elicited a larger N400 than expected words; in fact, it appears that expected words show a
virtual absence of an N400. This result is consistent both with the difference between
cloze probability between these conditions, as well as with decades of N400 research.
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Interestingly, both types of words in unconstraining contexts elicited a larger
N400 than either type of word in a constraining context. It therefore appears that in the
current study, a lack of prediction makes semantic integration more difficult than an
incorrect prediction. This is likely due to the fact that unexpected words were still
plausible completions to constraining contexts. In some cases, unexpected words (e.g.
pantry) may even have been considered semantically related to their expected
counterparts (e.g. oven), which has been shown to attenuate N400 amplitude (Lau et al.,
2009). Although there was no difference in mean cloze probability between the
constraining-unexpected condition and the two unconstraining conditions, the greater
range of cloze probabilities for the constraining-expected condition (Table 1) could have
also diminished N400 amplitude on a few higher-cloze trials in a manner that affected the
averaged ERP response.
The pattern and scalp distribution of N400 results help to clarify the earlier AEP
differences that were the focus of the current study. Differences between the N400
amplitude across conditions confirm that our constraint and expectancy manipulations
effectively altered later stages of processing typically observed in studies of
predictability.
Importantly, these N400 differences had a more posterior and right-lateralized
distribution than the early AEP differences. Early N400 effects have been reported
previously in speech paradigms (Holcomb & Neville, 1991; Van Petten et al., 1999), but
the different pattern of results we observed in early versus late time windows suggests
that earlier effects of predictability reflect more than a latency shift of the N400. This
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observation adds to a growing body of evidence that predictability can affect language
processing at several dissociable stages.
4.4.4. General Discussion
The results of this study demonstrate that listeners do not attend equally to all
word onsets in natural speech, but rather to word onsets that were not predicted by the
preceding context. Although the lack of difference in attention to unexpected words in
constraining versus unconstraining contexts is difficult to interpret based on this set of
results, it suggests that unexpected words may capture attention rapidly, resulting in
similar attention effects based on an inability to predict upcoming information or a
prediction error. Because of the importance of controlling for acoustic differences in the
current study, it is difficult to directly compare physically different words (e.g. oven vs.
pantry) across all conditions. A future study could completely balance acoustics by
creating additional contexts in which “pantry” would be an expected word and “oven”
would be unexpected. This would allow for direct comparisons across all four
conditions, which may yield more conclusive results.
Attending to unpredictable word onsets appears affect the very earliest processing
stages that can be measured with the ERP technique, even before the P1 and N1 time
window where temporal attention effects have been observed previously. The
observation of such early effects of predictability and attention in speech could be
explained by several factors. First, temporal attention is known to affect earlier
processing stages during perceptually challenging tasks that include rapidly presented
distractors (Bush & Sanders, 2008; Correa, Lupiáñez, Madrid, et al., 2006). Second,
experience and training can improve participants’ ability to allocate attention over time,
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as well as their ability to make predictions about upcoming information. Speech
perception represents a perceptually challenging task, but one that comes easily to most
native speakers because they have a lifetime of experience from which to draw. This
may allow listeners to modulate attention over time with greater precision than had been
previously demonstrated. Even the study in which we introduced this attention probe
technique (Astheimer & Sanders, 2009) failed to find such early differences. Although
there does appear to be a hint of an early negative effect even before the P1, these effects
could have been distorted by subtle acoustic differences across conditions. The careful
acoustic matching combined with the use of attention probes in the current study may
have allowed earlier effects of attention in speech to be observed. Alternatively, the
extremely early negativity may index the actual process of anticipation, while the later
N1 attention effects are the result of this process.
The current study demonstrates that predictability affects attention during speech
perception, but this is just one of many potential attention cues that listeners can employ
to select for word onsets in speech. It is important to note that in natural speech,
extremely high-cloze probability sentences like those in the constraining-expected
condition may be somewhat rare.

Although listeners may rely on more subtle

differences in predictability to allocate attention, it could also be beneficial to attend
based on more salient, language-specific cues such as metrical stress or word recognition.
Perhaps these simpler features are the primary cues that direct attention to all word
onsets, and differences in predictability can tune attention further to allow listeners to
process the most informative word onsets in greater detail. Predictability is therefore not
the definitive answer to our question of how listeners attend to word onsets in speech, but
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rather a starting point for future explorations of how potential attention cues interact to
allow for efficient speech comprehension.
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CHAPTER 5.
GENERAL DISCUSSION

Three experiments were used to examine two putative cues that listeners may
employ to direct attention to word onsets during speech perception: word recognition
(Experiment One) and differences in predictability (Experiments Two and Three). The
results of Experiment One failed to support our hypothesis that the recognition of one
word directs attention to subsequent word onsets during speech perception. Experiments
Two and Three, however, provide strong evidence that listeners allocate more attention to
word onsets that cannot be predicted from preceding contextual information. Although
the results of Experiments Two and Three are more conclusive than those of Experiment
One, taken together, these projects provide considerable insight into the mechanism of
temporal attention in speech perception.
Although Experiment One failed to demonstrate that listeners allocate attention to
times that follow recognizable words, this still may be a viable attentional mechanism in
natural speech, which typically contains all recognizable words. Still, the lack of
attention effects in a language in which listeners only recognize half of the words adds to
a growing body of evidence that language expertise is essential for attention control
during speech perception (Sanders & Neville, 2003b; Sanders et al., 2002). Looking
back at the natural speech paradigm that originally observed the “word-onset negativity”
(Sanders & Neville, 2003a) that we now interpret as temporal attention, it is noteworthy
that Native Japanese speakers who learned English after the age of 12 do not attend to
word-initial syllables in normal English sentences (Sanders & Neville, 2003b), despite
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good comprehension and intact N400 responses. Conversely, recent evidence from our
lab demonstrates that 3- to 5- year old Native English speakers do attend to the initial
portions of word in natural speech (Astheimer & Sanders, 2011). This suggests that the
use of temporal attention during speech perception speakers develops at a young age, and
may only be observed for languages learned during this early sensitive period. Together
with previous reports of delayed segmentation of words in a nonnative language (Snijders
et al., 2007), the results of Experiment One suggest that the lack of temporal attention
effects in late English learners could be explained in part by delayed recognition of words
in a nonnative language.
Among native English speakers, word recognition occurs extremely rapidly,
which may allow listeners to estimate, based on the length of the current word, when an
upcoming word onset is likely to occur. Although such a mechanism seems
computationally costly, prosodic regularities in English (Cutler & Norris, 1988) may help
to reinforce these timing judgments and therefore entrain attention to word onsets in
speech. Native listeners are still able to selectively attend to word onsets in nonsense
speech that preserves the acoustic characteristics of English (Sanders & Neville, 2003a),
suggesting that when prosodic segmentation cues are strong enough, attention can be
allocated effectively even when word recognition does not occur. In artificial language
paradigms, word recognition is the primary cue available, and so participants may rely on
it more heavily. Interestingly, across several artificial language studies, many subjects
report perceiving strong rhythmically regularity in the speech stream only after
recognition training (on all words in the lexicon), even though there are no acoustic
markers between word boundaries. This suggests an interaction between word
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recognition and prosody that could have important implications for temporally selective
attention.
The results of Experiments Two and Three demonstrate that predictability also
modulates the allocation of attention to word onsets in speech. In both artificial and
natural speech, listeners direct more attention to word onsets when their identity cannot
be predicted from preceding information. We reasoned that this difference would be
driven by an inability to predict upcoming information, but the results of Experiment
Three suggest that violations of predictions may also capture attention extremely early in
processing. Based on the apparent interaction between contextual constraint and
expectancy on temporal attention in speech, it will be imperative to disentangle these
factors in future studies in order to gain a clearer understanding of the mechanistic role of
predictability in temporal attention during speech perception.
It is important to consider the predictability results in terms of relative levels of
attention at different times in the speech stream; that is, listeners likely devote some
attentional resources to all portions of the speech signal during comprehension. Although
the results of Experiments Two and Three demonstrate that predictability influences
temporal attention in speech, it is not yet clear whether more attention is directed to all
word onsets, with differences in predictability fine-tuning this process, or whether
attention is simply directed to unpredictable moments regardless of their position within a
word. Based on transitional probabilities, word-initial segments are typically less
predictable than word-medial segments (Aslin et al., 1999), so syllable position and
predictability are difficult to disentangle in natural speech. We are therefore beginning to
investigate this question further in an artificial language paradigm that manipulates the
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uniqueness point of words across three syllable positions. If listeners attend to
unpredictable syllables regardless of their position within words, we would expect to see
a similar attentional enhancement after training for all pre-isolation point syllables
regardless of their position in the word. Conversely, if predictability can only fine-tune
attention directed to a word onset, we would expect to observe increased attention to
word onsets only.
In natural speech, predictability likely interacts with word recognition as well as
several other language-specific attention cues like prosody to affect attention to word
onsets. The persistence of the N1 enhancement for word- and sequence- initial segments
in prior studies using natural and degraded speech (Sanders & Neville, 2003a), artificial
language streams (Sanders et al., 2002), and nonlinguistic sound streams (Abla et al.,
2008; Sanders et al., 2009) demonstrate that listeners allocate attention to onsets based on
a variety attention cues according to which of them are available in the input and most
accessible to listeners. This idea implies that linguistic experience plays a critical role in
the use of temporal attention in speech that needs to be explored further.
Recent ERP evidence from our lab demonstrates that preschool-aged children also
attend to word onsets in speech in a manner that affects early perceptual processing
(Astheimer & Sanders, 2011), which is somewhat surprising given their nascent language
and attention skills. However, infants as young as 18 months demonstrate incremental
word processing, launching saccades to target images after only hearing the initial portion
of a word (Fernald, Swingley, & Pinto, 2001). This raises the possibility that selectively
attending to word onsets is an inherent characteristic speech perception. In fact, based on
the idea that attention allows perceptual systems to deal with overwhelming amounts of
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information, the use of temporal attention may be even more important for infants and
children who are still learning to find meaning in an otherwise overwhelming speech
stream.
It is difficult to imagine that, like the adults in Experiments Three, infants and
children modulate attention based on subtle differences in contextual constraint, because
such distinctions rely on semantic relationships among words established through
extensive linguistic experience. However, infants are excellent statistical learners
(Saffran, Aslin, & Newport, 1996; Saffran, Johnson, Aslin, & Newport, 1999), and may
therefore be more attuned to transitional probabilities between syllables and words, which
represent another type of prediction making that could direct attention to word onsets. In
addition, infants and children may be able to rely on more salient cues such as stress
patterns to select for word onsets in speech. There is considerable evidence that infantdirected speech accentuates prosodic contours, which facilitates word learning and may
also guide attention to word onsets in speech (Kuhl, 2004; Song, Demuth, & Morgan,
2010). Future experiments could examine the use of various attention cues and the
relative weight that these cues are given by listeners of different ages to understand how
temporal attention supports speech perception across the lifespan.
Although these studies provide some initial insight into the use of temporal
attention during speech perception, more importantly, they represent a starting point to
several lines of future research. Exploring other putative attention cues and the
interaction among them in natural speech paradigms will further elucidate the mechanism
of temporal attention during speech perception. Moving forward, it will be of particular
importance to understand differences in the use of temporal attention across a variety of
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populations. To date, attention to word onsets has only been observed in Native English
speakers with no language or neurological disorders; in other words, people for whom
speech comprehension is relatively easy. If temporal attention allows listeners to select
for the more important moments in speech, it could be particularly important for
individuals who struggle with spoken language comprehension, including children and
adults with language disorders, second language learners, and older adults. However,
little is known about the use of temporal attention during speech perception in these
different populations. A fuller understanding of the cues that listeners employ to select
for word onsets could eventually inform interventions that highlight the most relevant and
accessible attention cues in speech, allowing listeners to effectively glean critical
information from spoken language.
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