Optimisation method for the evaluation of the load flow in heavy-loaded power systems. The new algorithm is demonstrated by its applications to find the maximum loading points of three IEEE test systems. The paper also reports the experimental determination of the best values of the parameters for use in the Particle Swarm Optimisation part of the hybrid algorithm.
elements into the power network and weakens the performance of conventional load flow approaches because of the more nonlinear load flow equations. In coping with the nonlinearity of the load models, a critical evaluation of step size optimisation based load flow methods is proposed in [14] for illconditioned, heavily loaded and overloaded systems. However, this method is highly sensitive to the initial settings of the variables.
Load flow methods based on evolutionary computation have also been proposed. Their solution process does not rely on the starting values of the variables. A Constrained Genetic Algorithm (CGA) load flow method was reported in [15] and its robustness and efficiency was enhanced using the concept of virtual population and solution acceleration techniques developed in [16] . The enhanced CGA is referred to as the Advanced Constrained Genetic Algorithm (ACGA) load flow algorithm. The solution acceleration techniques in ACGA consist of the nodal voltage differential technique and the gradient acceleration technique. The ACGA algorithm has been found to have the capability to determine both the normal and abnormal load flow solutions of a number of IEEE test systems. It has also been found that ACGA can determine the load flow solution at the maximum power loading point with only a few iterations. While the details of ACGA can be found in [16] , the framework of the ACGA is shown here in Fig. 1 . In this framework, a virtual population consists of the current population of candidate load flow solutions and two new populations, A and B, derived from the current population using the nodal voltage differential solution acceleration method. Population A is derived by accelerating candidate solutions in the current population towards the best candidate solution in the same population. On the other hand, population B is formed by accelerating candidate solutions away from the best candidate solution in the population. The current population, population A and population B are then combined to form population C. The resultant population is formed from population C with twenty-five percent of its candidate solutions accelerated by means of the gradient technique. The resultant population is then used as the current population in the evolutionary cycle.
It can be observed that the nodal voltage differential acceleration technique employed in ACGA is not general enough. This technique only upgrades the candidate solutions in two opposite directions.
But there is no guarantee that upgrading along these directions will help the evolutionary optimisation process. In the present work, it is proposed to employ the Particle Swarm Optimisation (PSO) technique [17] to replace the nodal voltage differential acceleration technique in ACGA as shown in Fig. 2 , because the PSO can upgrade the candidate solutions in many different directions and hence cover a bigger search space than the voltage differential acceleration method. The use of PSO here can also be viewed as a method of mutation in the genetic algorithm process. Hence, to prevent any good candidate solutions from being destroyed by the PSO technique, the technique is only applied subject to a 'mutation probability' setting as indicated by mp% in Fig. 2 . With this arrangement, the resultant algorithm can be viewed as a hybrid CGA/PSO algorithm for solving the load flow problem. Because of the more general nature of the hybrid algorithm, it should be more powerful than its predecessor ACGA and should be capable of obtaining better load flow solution values particularly when the power system is very heavily loaded. It is, however, emphasized here that the new algorithm is a powerful alternative when conventional methods fail to find the load flow solution. It is also noted here that although PSO has been used in solving power system optimisation problems [18] [19] [20] [21] , it has not been employed in the way described in this paper. This paper reports work on the development of a hybrid CGA/PSO algorithm for finding load flow solutions. The earlier work in [26] , developed a Two-phase PSO algorithm to solve the load flow problem. The Two-phase PSO algorithm is very much different from the proposed hybrid algorithm proposed in this paper. Furthermore, in the work in [26] , the PSO algorithm is run simultaneously in two sets, which has different parameter setting for each set. The work in [26] provides some preliminary insights in tuning the parameters with regards to solving load flow problem. Subsequent to [26] , the further work in [27] hybridizes PSO with GA, forming a hybrid Evolutionary Algorithm in the aim of locating Type-1 load flow solutions. The framework of the hybrid algorithm in [27] is in its infancy stage. This framework is then enhanced and refined in the present work with optimal order of manipulating operators, as depicted in Fig. 2 . In addition, in the present paper, all the PSO parameters are investigated empirically through parameter sensitivity analysis to determine the optimal set of parameter settings. Thus in the present paper, a comprehensive PSO parameter analysis is presented and results are analyzed in terms of accuracy, speed and stability. Another distinct aspect of the present paper is the application of the proposed hybrid algorithm to determine the maximum loading points of highly stressed power systems. The application studies show significant improvements by the proposed hybrid algorithm when compared to those obtained using ACCA in [16] .
In the PSO methods, there are several parameters to be set. In order to use the PSO efficiently, the value ranges of these parameters should be investigated for solving the load flow problem. The paper also describes the experimental approach and parametric sensitivity analyses in finding the appropriate value ranges of the PSO parameter settings. The power of the new hybrid algorithm is demonstrated by the application of the new algorithm to determine the maximum power loading points of three IEEE test systems.
Load Flow Problem Formulation
In an interconnected n node power system, there are N PQ load nodes, N PV voltage-controlled nodes and one slack bus. In rectangular coordinates, there are 2(n-1) unknowns to find. These unknowns are the voltages of the load nodes, the voltage angles and the reactive power at the generator nodes. The load flow problem in this paper can be formulated as nonlinear optimisation problem [15] that is the minimisation of the objective function resulting from the summation of squares of the power mismatches and voltage mismatches. At any node i the nodal active power, P i and reactive power, Q i are given as follows:
where G ij and B ij are the (i, j)th element of the admittance matrix. E i and F i are real and imaginary part of the voltage at node i. If node i is a PQ-node where the load demand is specified, then the mismatches in active and reactive powers, ∆P i and ∆Q i respectively, are given by:
in which sp i P and sp i Q are the specified active and reactive powers at node i. When node i is a PVnode, the magnitude of the voltage, sp i V and the active power generation at node i are specified. The mismatch in voltage magnitude at node i can be defined as:
In eqn. (5) , V i is the calculated nodal voltage at PV-node i and is given by:
Apart from solving the load flow problem by the conventional methods, the problem can be viewed as an optimisation problem, in which an objective function H is to be minimised:
where N pq and N pv are the total numbers of PQ-and PV-nodes respectively. When the load flow problem is solvable, the value of H is zero or in the vicinity of zero at the end of the optimisation process. If the problem is unsolvable, the value of H will be greater than zero.
In the minimisation process, the fitness or the degree of goodness of the particle as a candidate solution is measured by means of the following fitness function F [16]:
where H av is the average of mismatches representing the measure of the evenness of the spread of mismatch values throughout the nodes and is calculated from:
Particle Swarm Optimisation Method
As Genetic Algorithm is now well-known and the details of the Constrained Genetic Algorithm for load flow can be found in references [15] and [16] , only the Particle Swarm Optimisation (PSO) method [17] is described in this paper. The method has been found to be able to solve optimisation problems featuring non-differentiability, high dimension, multiple optima and non-linearity. The PSO algorithm mimics the movement of individuals such as fishes, birds, or insects within a group or swarm. Similar to GA, a PSO consists of a population refining its knowledge of the given search space. PSO is inspired by particles moving around in the search space. The individuals in a PSO thus have their own positions and velocities.
Instead of using evolutionary operators such as selection, mutation and crossover, each particle in the population moves in the search space with velocity which is dynamically adjusted. Each particle moves in the search space with velocity which is dynamically adjusted and balanced based on its own best movement (pbest) and the best movement of the group (gbest). In PSO, a population consists of N particles. Each particle has d variables (dimensions) and each variable has its own range of value, velocity and position. The velocities and positions are updated every iteration until maximum iteration is reached. The particle keeps track of its coordinates in the search space, which are associated with the best solution it has achieved so far. This value is known as pbest. Another best value that is tracked is the overall best value or the best solution, gbest, in the population.
As stated, the PSO technique consists of, at each time step, changing the velocity of each particle toward its pbest and gbest solutions. The movement is weighted by a random term, with separate random numbers being generated toward pbest and gbest values. For example the ith particle consisting d dimensions is represented as X i = (X i,1 , X i,2 , X i,3 , …, X i,d ). The same notation applied to the velocity,
The best previous position of the ith particle is recorded and represented as pbest i = (pbest i,1 , pbest i,2 , pbest i,3 ,… pbest i,d ). For minimisation, the value of pbest i with lowest fitness is taken to be gbest. The modification of velocity and position are calculated using the current velocity and the distance from pbest i,j to gbest j as in:
with N is the number of population size, d is the number of dimension and T is the number of maximum generation. The parameters ρ 1 and ρ 2 are set to constant values, which are normally given as 2.0 whereas r 1 and r 2 are two random values, uniformly distributed in [0, 1]. The constants ρ 1 and ρ 2 represent the weighting of the stochastic acceleration terms that pull each particle toward pbest and gbest positions.
The position X of each particle is updated for every dimension for all particles in each iteration. This is done by adding the velocity vector to the position vector, as described in eqn. (11) above. In eqn. (10), w is known as the inertia weight [22] . Suitable selection of w provides a balance between global and local explorations, thus requiring less iteration on average to find sufficiently optimal solution. Low values of w limits the contribution of the previous velocity to the new velocity, limiting step sizes and therefore, limiting exploration. On the other hand, high values result in abrupt movement toward target regions. When applying PSO to the load flow problem, each particle is a candidate solution whereby the elements are the unknown real and imaginary parts of the power network nodal voltages.
Proposed Hybrid Constrained GA/PSO Load Flow Algorithm
As described in the introduction section, the proposed hybrid CGA/PSO algorithm for load flow is to replace the nodal voltage differential technique in the ACGA algorithm by PSO, which is triggered on when the mutation probability value is higher than the preset mp% as shown in Fig. 2 . The procedure of the proposed hybrid algorithm is given in the following: 4. Perform the constraint satisfaction process on the candidate solutions in the new population for the generator nodes and load nodes as described in [15] . 5 . Accelerate 25% of the constrained candidate solutions using the gradient technique in [16] . 6 . Update the best solution.
7. Go to step 2 until the termination criterion is met.
In step 3 above, the PSO algorithm is applied as a mutation strategy. The optimal mutation probability is found through parameter sensitivity analysis in section 6.3. The algorithm will terminate when the power mismatches of the PQ nodes and the power and voltage mismatches of the PV nodes are within the preset power and voltage mismatch tolerances, otherwise it will terminate on reaching the maximum allowable number of evolutionary generations. This termination criterion is employed in step 7 of the above procedure.
Parameter Settings of PSO
PSO has several parameters, which are the number of particles in the swarm (N), inertia weight (w), maximum velocity (V max ), the parameter for attraction towards pbest and gbest (ρ 1 and ρ 2 ). In this work, the parameters ρ 1 and ρ 2 are set to constant values, which are commonly set as 2.0. The constants, ρ 1 and ρ 2 represent the weighting of the stochastic acceleration terms that pull each particle toward pbest and gbest positions, acting as the cognitive and social parameters respectively. The r 1 and r 2 are two random values, uniformly distributed in [0, 1]. To prevent any undesirable exploration of a particle along a given dimension, the velocity may be restricted by a constriction coefficient [23] but this yields negative effects [24] . Instead of using a constriction coefficient, the velocity in a dimension is restricted by the maximum velocity (V max ). This keeps the random search of potential solutions within control. The value of V max in this work is 10% of the search range, which is the best value from parameter sensitivity analysis. Other parameters such as inertia weight (w) and population size (N) are found from the parameter sensitivity analysis presented in the following section. The initial settings of the parameters are as shown in Tables 1 and 2.
Parameter Sensitivity Analysis in Hybrid CGA/PSO
In determining the inertia weight (w), population size (N) and the mutation probability, mp, by sensitivity analysis for the proposed hybrid algorithm, the IEEE 30-, 57-and 118-bus systems are used
[25] and the algorithm is run with different parameter settings. The settings given in Tables 1 and 2 are applied to all the experiments unless otherwise noted in the sub-section below. The algorithm is executed on a 3.0 GHz Pentium IV computer. The results of these experiments will be presented in tables with the column containing the attributes as follows:
Ave Time :
Average time taken to complete a trial. Only successful trials are considered.
Ave Iter :
The average iteration for a trial which is successful.
S.R. : Success rate. A trial is considered successful if all nodes value is within the tolerance before maximum generation, T is reached.
Std Dev : This is standard deviation. A small standard deviation denotes that the algorithm is stable.
Best :
The best results obtained within all successful trials.
Average : Average of all trials. Only successful trials are taken into account.
Worst :
The worst result among all successful trials
Effect of Inertia Weight (w) in PSO Equations
The value of inertia weight, w is in the range of 0 to 1. In determining the best value of w for the load flow problem w is varied from 0.1 until 0.9 with a step increment of 0.1 as shown in Fig. 3 . In this figure, the case of IEEE 118-bus system is illustrated. The numerical results are tabulated in Table  success rate. From this graph, the average time and average iteration increase with respect to higher value of w while at the same time, the success rate decreases. In other words, the success rate (S.R.)
deteriorates as the value of inertia weight increases. It seems that smaller value of w is more efficient as this guarantees better reliability and cheaper computational cost. Therefore, w=0.1 is adopted as the best setting for future analysis, highlighted in Table 3 below. The similar analysis has been carried out on IEEE 30-and 57-bus systems. The same value for w is concluded in both analyses, depicted in Table 4 .
Effect of Population size
The effect of the population size on hybrid CGA/PSO is investigated by varying the size from 4 to 40. The numerical results are recorded in Table 5 with the relevant graph plotted in Fig. 4 , showing the average iteration, average time and the success rate obtained. From this graph, a larger population size contributes to results with higher success rate. However, the drawback of higher population size is the increment of the computational cost, as can be observed from the graph.
From Fig. 4 the curve of success rate seems to reach a stable stage with a specific population size.
Hereby, we name this as "stable population size". For the IEEE 118-bus system in Fig. 4 , the adopted population size is 16, the point given by the crossover point of the iteration and time curves in the figure. The same analysis is performed for other test systems with the preferred population sizes summarized in Table 6 . It can be observed that for small systems, a small population size of 8 is enough. When the system size is higher than 30 buses, the population size increases and for a large system more then 118 buses, size 16 or more is needed.
Mutation Probability (mp)
This mutation rate denotes the degree of contribution from PSO algorithm for efficient search as this is implemented as mutation in the proposed hybrid CGA/PSO algorithm. The parameter sensitivity analysis for mp is carried out to find the best value for the best performance of the proposed hybrid method. The mutation probability, mp is set from 0.1 to 1.0 with step increment size of 0.1 in parameter sensitivity analysis. Results are shown in Table 7 with the relevant graphs in Fig. 5 for the case of the IEEE 118-bus test system. From the table, the best mp value is 1.0 when the mean iteration is 6.1 within 3.07s. The success rate recorded in this case is 94%, which is the highest among all the mp values, highlighted in Table 7 . The graph showing the relevant information versus the mutation probability mp is shown in Fig. 5 .
As different power systems may exhibit different behaviour, therefore, the similar parameter analysis as in Table 7 is carried out for other systems to obtain the appropriate value of mutation probability for each system in the aim of obtaining optimal performance. The best values obtained for other IEEE test systems are summarized in Table 8 below. It can be observed, a setting of 0.4 suffices for small systems and 1.0 for larger systems.
Application Studies
In validating the hybrid CGA/PSO algorithm for finding the load flow solution of power systems under the heavy load condition and to compare its performance with ACGA, the following test systems and load variations have been used:
1. IEEE 30-bus system with load increment from 52.86% to 53.09% of normal loading 2. IEEE 57-bus system with load increment from 40.78% to 40.86% of normal loading 3. IEEE 118-bus system with load increment from 61.37% to 61.40% of normal loading
The best parameter settings summarised in Tables 4, 6 and 8 have been applied to the proposed hybrid method. To investigate the effects of population size, for each system, two extra population sizes of 50 and 100 have also been employed. The algorithms have been run for 50 trials in each case.
The study results are summarized in Tables 9-11 . At 52.86%, 40.78% and 61.37% load increment points respectively for the 30-bus, 57-bus and 118-bus IEEE test systems, the success rate in obtaining the load flow solutions by the proposed hybrid CGA/PSO algorithm is 100% for all the population sizes considered.
For the IEEE 30-bus system, it is observed from Table 9 that the hybrid CGA/PSO has a much higher success rate for finding the load flow solution when compared to ACGA for all the load increment points from 52.86% to 53.09%. For instance, the success rate of the hybrid CGA/PSO for the 52.86%, 52.89 and 52.92% load increment points are very close to 100%. The respective success rates recorded by the ACGA method are not satisfactory. The higher success rate obtained by the hybrid CGA/PSO signifies that the new algorithm has a much better performance than ACGA. Further more, the ACGA can no longer find anymore solutions beyond 53.04% load increment. However, the hybrid CGA/PSO can still find solutions with success rates between 52% to 18%, even under a small population size of 8, just before the 53.09% load increment point, after which point there are no more feasible solutions. From the comparison of the execution times listed in Table 9 , it can be observed that the hybrid CGA/PSO is much faster than ACGA. The voltage profiles of IEEE 30-bus system for 52.86% and 53.09% load increments are shown in Table 12 . All the PV nodes, as highlighted in Table   12 are converted to PQ nodes when the reactive power limits are reached.
For the case of IEEE 57-bus system, from the results in Table 10 , similar conclusions as that for the case of the 30-bus system can be derived. For the case of IEEE 118-bus system; from Table 11 , it can be observed that at the loading point of 61.37% load increment, the proposed hybrid CGA/PSO algorithm obtained the solution with 100% success rate despite the small population size of 16. On the other hand, the ACGA algorithm found the solution for the same loading point with a much lower success rate of 56%. For further load increment up to 61.40%, ACGA failed to find the solution but the proposed hybrid algorithm can still find the solution although the success rate is low. This indicates the proposed algorithm is much more powerful than ACGA. There are no more solutions present beyond the loading point of 61.40% of load increment. The voltage profile of the 54 generator nodes of the 118-bus test system at 61.37% load increment are tabulated in Table 13 . The variation of voltage with active power from normal load to 61.37% load increment for node 118 is illustrated in Fig. 6 .
For all the test cases, from Table 9 to Table 11 , the effect of increasing the population sizes in the proposed hybrid CGA/PSO algorithm is that the computing time is also increased. However, the number of iterations taken by the algorithm does not necessarily increased when the population size becomes larger.
Taking the maximum loading points (MLP) of the test systems to be the highest loading points found by the ACGA, the proposed hybrid algorithm with 100% success rate and the Newton Raphson method, the MLPs of the test systems found are tabulated in Table 14 . The MLPs found by the hybrid CGA/PSO are higher than those by ACGA especially those for the 118-bus test system and are in close agreement with those found by the Newton-Raphson method. The improvement is due to the replacement of the nodal voltage differential acceleration technique in ACGA by PSO in forming the hybrid CGA/PSO algorithm.
It is worthwhile to recall that conventional methods based on Newton type of approach are greatly influenced by the initial setting of the nodal voltage values and they often encounter convergence problem at extremely heavy loading situations where the solution is at the vicinity of the MLP point.
As shown by the above results, both these disadvantages of the conventional methods do not present in the proposed algorithm. Furthermore, while the solution acceleration techniques in ACGA reported to the earlier work [16] has improved the CGA loadflow algorithm in [15] greatly, the use of PSO in place of the nodal voltage differential acceleration technique in ACGA provides an even more powerful algorithm. This is because the PSO can create a more diversified population of candidate solutions through the acceleration of the current candidate solution towards the gbest and pbest solutions in the population. Furthermore, unlike the conventional methods, PSO does not require any gradient information.
Conclusions
A hybrid CGA/PSO algorithm has been developed based on the earlier constrained genetic algorithm for solving the load flow problem. Through its applications to three IEEE test systems, the hybrid algorithm has been found to be much more powerful and efficient than the previous ACGA algorithm particularly when it is applied to evaluate the load flow solution of heavy-loaded power systems. The large capability of the proposed algorithm allows it to evaluate the maximum loading points with better accuracy for larger systems than ACGA. The paper also reported the experimental determination of the best values of the parameters for use in the PSO part of the hybrid algorithm. The developed algorithm provides a very useful starting point for further development of tools for solving the heavy-loaded power systems containing nonlinear devices such as FACTS.
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