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Abstrat
We introdue and analyze a minimal network model of semanti memory in the human brain.
The model is a global assoiative memory strutured as a olletion of N loal modules, eah
oding a feature, whih an take S possible values, with a global sparseness a (the average fration
of features desribing a onept). We show that, under optimal onditions, the number cM of
modules onneted on average to a module an range widely between very sparse onnetivity
(high dilution, cM/N → 0) and full onnetivity (cM → N), maintaining a global network storage
apaity (the maximum number pc of stored and retrievable onepts) that sales like pc ∼ cMS2/a,
with logarithmi orretions onsistent with the onstraint that eah synapse may store up to a
fration of a bit.
∗
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I. INTRODUCTION
Hebbian assoiative plastiity appears to be the major mehanism responsible for sulpt-
ing onnetions between pyramidal neurons in the ortex, for both short- and long-range
systems of synapses. This and other lines of evidene [1℄ suggest that autoassoiative mem-
ory retrieval is a general mehanism in the ortex, ourring not only at the level of loal
networks, but also in higher order proesses involving many ortial areas. These areas
are often regarded both from the anatomial and from the funtional point of view as dis-
tint but interating modules, indiating that in order to model higher order proesses we
must rst understand better how multimodular autoassoiative memories may operate. In a
lass of models oneived along these lines, neurons in loal modules, interonneted through
short-range synapses, are apable of retrieving loal ativity patterns, whih ombined aross
the ortex and interating through long-range synapses, ompose global states of ativity
[2℄. Sine long-range synapses are also modied by assoiative plastiity, these states an be
driven by attrator dynamis, and suh networks are apable of retrieving previously learned
global patterns.
This ould serve as a simple model of semanti memory retrieval. The semanti memory
system, as opposed to episodi memory, stores omposite onepts, e.g. objets, and their
relationships. Although information about distint features pertaining to a given objet
(e.g. its shape, smell, texture, funtion) may be proessed in dierent areas of the ortex,
a ue inluding only some of the features, e.g. the shape and olor, may sue to eliit
retrieval of the entire memory representation of the objet. Imaging studies show that,
though distributed aross the ortex, this ativity is sparse and seletive, and might involve
regions assoiated to the onept being retrieved, even if not diretly ativated by the ue [3℄.
This proess ould well t a desription in terms of autoassoiative multimodular memory
retrieval. In this perspetive, while a loal module odes for diverse values of a given feature,
a ombination of features gives rise to a onept, whih behaves as an attrator of the global
network and is thus suseptible of retrieval. The two-level desription that haraterizes this
view is the prinipal dierene with other attempts to desribe semanti memory in terms
of featural representations [4℄.
In order to redue the omplexity of a full multimodular model [5, 6℄ one an onsider
a minimal model of semanti memory, whih an be thought of as a global autoassoiative
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memory in whih the units, instead of representing, as usual, individual neurons, represent
loal ortial networks retrieving one of various (S) possible states of ativity. The ombined
ativity of these units generates a global state, whih follows a retrieval dynamis. The rst
question arising from this proposal is how the global storage apaity of suh a network is
related to the dierent loal and global parameters.
In the following setion of this paper we present the model in mathematial terms. In the
third setion we ompare, through a simple signal-to-noise analysis, dierent model variants
proposed in the literature and extrat the minimum requirements for a network of this kind
to perform eiently in terms of storage apaity. In the fourth setion we analyze with
more sophistiated tehniques the simplest model endowed with a large apaity (the sparse
Potts model) and, in partiular, interesting ases suh as the very sparse and the high-S
limits. Following this we study modiations to the model that make it more realisti in
terms of onnetivity. Finally, we relate the results from the previous setions to a simple
information apaity analysis.
II. S-STATE FULLY CONNECTED NETWORKS
Autoassoiative memories are networks of N units onneted to one another by weighted
synapses. These synapses are trained in suh a way that the network presents, in the ideal
ase, a number p of preassigned attrator states, also alled stored patterns, or memories,
represented by the vetors
~ξµ, with µ = 1...p. If the state of the network is fored into the
viinity of an attrator (e.g., by presenting a ue orrelated with one of the stored patterns)
the natural dynamis of the network onverges toward the attrator, in state spae, and the
memory item is said to be retrieved. A substantial amount of the literature on attrator
networks is devoted to study the relationship between the number and type of stored patterns
and the quality of retrieval.
The state of a network at a given moment is given by the state of eah of its units, σi
for i = 1...N . The rst quantitative analyses of autoassoiative memories were of binary
models [7℄, in whih units ould reah two possible states, +1 (ative unit) and −1 (inative
unit), resembling Ising
1
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spins. In our ase, in whih units do not represent single neurons
but rather loal networks, we want ative units to be able to reah one of S possible states,
while inative units remain in a 'zero' state. We thus hoose the notation σi = k for an
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ative unit in state k and σi = 0 for an inative unit. This partiular hoie has no eet
on the results, sine all quantities an be transformed to some other notation. On the other
hand, the stored patterns
~ξµ an be simply thought of as speial states of the network. For
this reason, it is natural to hoose the same kind of representation for the ativity of a unit
i in pattern µ, ξµi .
Although in the rst binary models of autoassoiative memories patterns where on-
struted with a distribution of equally probable ative and inative units, the searh of an
aurate desription of ativity in the brain made it neessary to introdue sparse represen-
tations. This property of autoassoiative memories is desribed by the sparseness a, dened
as the average ativity (the average fration of ative units) in the stored patterns. In our
ase, beause we are assuming all S dierent ativity states to be equally probable, we
onsider patterns dened by the following probability distribution
P (ξµi = 0) = 1− a
P (ξµi = k) = a˜ ≡
a
S
(1)
for any ative state k. In this way the probability to nd an ative unit in a pattern is the
sparseness a. For sparse odes, this quantity is loser to 0 than to 1.
Following the assumption of Hebbian learning and, as is usual for a simplied analysis,
symmetry in the weights (Jij = Jji), a general form for the weights is
Jklij =
1
E
p∑
µ=1
vξµi kvξ
µ
j l
(2)
where E is some normalization onstant and vmn is an operator omputing interations
between two states.
As one an notie, the long-range synapse weights in Eq. 2 have dierent values for
dierent pre- and post- synapti states k and l. In this way we do not intend to model the
atual distribution of synapses going from one ortial area to another (sine they onnet
neurons and not abstrat states), but rather the general mehanism of ommuniation be-
tween these areas. In a reent study [8℄, the authors have raised the issue of nding the
most suitable desription of global ortial networks in terms of single long-range synapses
onneting distant loal areas. Applying statistial tools (Dynami Causal Modeling), they
propose that MRI data an be desribed as produed by networks with ategory spei
forward onnetions, roughly the kind of onnetions modelled by Eq. 2.
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The state of generi unit i is determined by its loal elds hki , whih sum the inuenes
by other units in the network and are dened as
hki =
∑
j 6=i
∑
l
Jklij uσj l − U(1 − δk0) (3)
where we introdue the operators umn, analogous to vmn, and a seond (threshold) term,
whih has the funtion of regulating the ativity level aross the network [9, 10℄. The unit
i updates its state σi, with an asynhronous dynamis, in order to maximize the loal eld
hσii . In the general ase, the probability to hoose the state k is dened as
P (σi = k) =
exp(βhki )∑S
l=0 exp(βh
l
i)
where β is a parameter analogous to an inverse temperature.
Finally, we an inlude all of these elements, as is usual for the study of attrator networks,
into a Hamiltonian framework. The Hamiltonian representation of binary networks an be
extended to S-state models as
H = −1
2
N∑
i,j 6=i
S∑
k,l
Jklij uσikuσj l + U
N∑
i
S∑
k 6=0
uσik (4)
Note that for the ase S = 1, Eq. 4 generalizes the Hamiltonians used in binary networks,
given appropriate denitions of the weights Jklij and of the operators umn.
We now speify a form for the umn and vmn operators. In the simplest and most symmetri
ase these operators have two alternative values, depending on whether m and n are equal
or dierent states
umn = (κuδmn + λu)
vmn = (κvδmn + λv)(1− δn0) (5)
where we have introdued four parameters. Partiular hoies for these parameters dene
the dierent models in whih we are interested, inluding several proposed in the literature.
In the v operators, whih dene the value of the weights, we have inluded a fator whih
ensures Jklij = 0 if either k or l are the zero state, to implement the idea that Hebbian
learning ours only with ative states. As we will see below, this appears to be a ruial
element in the model.
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III. SIGNAL-TO-NOISE ANALYSES
We now show that, within the group of models dened in the previous setion, there is
a family (whih we all 'well behaved') that exploit multiple states and sparseness in an
optimal way in terms of storage apaity or, as usual, of α ≡ p/N . We begin by applying
an adjusted version of the arguments developed in [9℄.
A signal-to-noise analysis is a simplied way to estimate the stability of stored patterns
by studying what happens to a generi unit i during the perfet retrieval of a given pattern,
assessing whether the state of this unit is likely to be stable or not. We an hoose this
retrieved pattern to be
~ξ1 without loss of generality. Eq. 3 an then be rewritten as
hki =
1
E
vξ1i k
∑
j 6=i
∑
l
uσj lvξ1j l +
1
E
∑
µ>1
vξµi k
∑
j 6=i
∑
l
uσj lvξµj l − U(1 − δk0) (6)
where the terms in the RHS stand for signal (ς), noise (ρ) and threshold respetively. Gen-
erally speaking, if the eld had only the signal part then the state would be stable, but the
noise an destabilize it.
As usual in this kind of analysis, we onsider the ontribution of the noise term in Eq. 6
as if it were a normally distributed random variable, i.e. through its average and its standard
deviation. In general both quantities sale like p, but in some speial ases the average noise
is zero and the standard deviation sales only like
√
p, whih means that one an store more
patterns, as the noise level is redued. It is lear that the well behaved family of models
whih we are looking for must t into this favorable situation. As we said, a neessary but
not suient ondition is the average of the noise to be zero. There are two ways of imposing
this into the model. The rst way is to make λu = −a˜κu, but in this ase the standard
deviation still sales like p. The seond way is to use
λv = −a˜κv (7)
whih makes the standard deviation sale like
√
p. Inluding this ondition, the average
signal and the standard deviation of the noise are
ς =
Nκ2v
E
κua˜(1− a˜)S(δξ1i k − a˜)(1− δk0)
ρ =
Nκ2v
E
κua˜(1− a˜)
√√√√αa
{
1− a˜
[
1−
(
1− λu
a˜κu
)2][
1− a
1− a˜
]}
(1− δk0)
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where terms of order 1/N have been disarded.
The storage apaity αc an be estimated as the largest value of α for whih h
ξ1i
i is still
likely to be the largest among all S+1 loal elds. The situation is quite dierent depending
on whether ξ1i is in an ative state or not, so one needs to analyze both ases. Note rst
that h0i = 0, so if ξ
1
i = 0 the rest of the loal elds must be negative. For this to hold true
at least within one standard deviation of the noise distribution we require ς −U ± ρ < 0, or
in other words
a+
U E
Nκ2vκua˜(1− a˜)
>
√√√√αa
{
1− a˜
[
1−
(
1− λu
a˜κu
)2][
1− a
1− a˜
]}
where we have adopted a positive κu.
In the ase in whih ξ1i is not the zero state two onditions must be fullled, namely
h
ξ1i
i > h
0
i and h
ξ1i
i > h
k 6=ξ1i
i . These onditions an be ondensed into
S(1− a˜)− U E
Nκ2vκua˜(1− a˜)
>
√√√√αa
{
1− a˜
[
1−
(
1− λu
a˜κu
)2][
1− a
1− a˜
]}
The most stringent of these 2 onditions determines αc. By hoosing a suitable threshold
U = N
E
κ2vκua˜(1−a˜)
[
S
2
− a] both onditions are made equivalent, thus optimizing the storage
apaity. This hoie determines a storage apaity of
αc ≃ S
2
4a
{
1− a˜
[
1−
(
1− λu
a˜κu
)2] [
1− a
1− a˜
]}−1
(8)
Note that the expression between urly brakets is equal to or greater than 1 − a˜. As
a onsequene, the system remains optimal as long as this expression remains of order 1,
whih, onsidering always a to be loser to 0 than to 1, ours when the expression
(
1− λu
a˜κu
)2
remains of order 1. For this to be true we must impose
|λu| . a˜κu (9)
We thus dene the well behaved models as those whih full the onditions given by Eq.
7 and Eq. 9. This simple analysis indiates that the storage apaity of models in the well
behaved family sales like S2/a.
In the following subsetions we examine dierent models proposed in literature, both
within and outside the well behaved family.
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A. Symmetri Potts model
The symmetri Potts model was the rst S-state neural network to be proposed [11℄. Its
units an reah S equivalent states but no zero state. Though simple, a model onstruted
with these elements is enough to show the S2 behavior of the storage apaity, as we will
see. It is dened by setting
a = 1
U = 0
two onditions related to eah other (if there is no zero state, the seletivity mehanism pro-
vided by the threshold is not neessary). Moreover E = S2N , whih is just a normalization,
and
κu = κv = S
λu = λv = −1
The onditions given by Eq. 7 and Eq. 9 are fullled, and the storage apaity in Eq. 8 is
approximately
αc ≈ S
2
4
provided S is large enough. The symmetri Potts model is then a well behaved model of
sparseness a = 1.
This model is studied analytially with replia tools in [11℄, where the author nds an
S(S − 1) behavior of the storage apaity for low values of S. Unfortunately, the ited
work laks an analysis for high values of S, whih is the interesting limit for modeling
multi-modular networks. It is not too diult, however, to larify the behavior in this limit.
The replia storage apaity is dened as the highest value of α for whih there is a
solution to the equation
y =
−1 + S ∫ Dz[φ(z + y)]S−1√
α(S−1)
S
+
∫
zDz{[φ(z + y)]S−1 + (S − 1)φ(z − y)[φ(z)]S−2}
(10)
where
φ(z) ≡
1 + erf( z√
2
)
2
(11)
Throughout this paper we use the gaussian dierential Dz ≡ e−
z2
2√
2pi
dz, and the integration
limits, if not speied, are -∞ and ∞.
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We note that in Eq. 10 expressions of the form [φ(z)]S an be approximated by displaed
Heaviside funtions for high values of S. Using this we obtain an approximated analytial
expression for the storage apaity
αc =
[
φ(
√
pi
2
)√
pi
2
+
√
2erf−1(1− ln(2)
S
)
]2
S2 (12)
The fator between brakets in this equation behaves like ln(S)−
1
2
for high values of S,
whih means that the orretion for high S to Kanter's low S approximation is a fator of
order ln(S)−1.
We show in Fig. 1 the results of simulations of a symmetri Potts network (N = 100)
ontrasted with Kanter's low S approximation and our own high S approximation of Eq.
12. The analytial preditions t tightly the results of the simulations, both for low and
high S.
1 10 100 1000
10-2
10-1
100
101
102
103
104
105
S
to
ra
ge
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ap
ac
ity
 - 
c
Number of states in a unit - S
 Kanter's low S approximation
 High S approximation
 Numerical solutions
 Simulations (N = 100)
Figure 1: Storage apaity of a symmetri Potts network of N = 100 units for inreasing S. Both
axes are logarithmi. Blak dots show numerial solutions for Eq. 10, whih overlap almost perfetly
with the simulations (plus signs). For low values of S (S . 50) Kanter's low S approximation ts
well, while the high values of S are well tted by Eq. 12.
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B. Biased Potts model
This model is proposed and studied in [12℄. The authors extend the symmetri Potts
model to an S-state network with arbitrary probability distribution for the states of the
units in stored patterns. We adapt their formalism to the ase of S equivalent states, a zero
state and sparseness a. The parameters are then
U = 0
E = N
umn = ((S + 1)δmn − 1)
vmn = (δmn − Pn)
(13)
where Pk is the probability of a unit in the stored patterns to be in state k. This model does
not t exatly our desription beause the v operators generate weights Jklij that are not
neessarily zero when k or l are zero. The signal to noise analysis for this situation shows
a very poor storage apaity, saling like a2. If one adds a non-zero threshold (U ∼ a S
in the optimal ase) the storage apaity grows but remains of order 1. These two results
show that allowing for non-zero weights to onnet zero states is a drawbak for the system.
The poor performane an, however, be improved by multiplying the v operators by the
orresponding (1−δn0) fators, and by adding a threshold. In this way, instead of Eq. 13 we
introdue our denition, Eq. 5, for the v operators, with the values for κ's and λ's arising
naturally from the model as
κu = S + 1
λu = −1
κv = 1
λv = −a˜
U ∼ aS
As in the symmetri Potts model, the ondition given by Eq. 7 is fullled. However, the
seond ondition (Eq. 9) an be approximated for high S by
a & 1/(1 + 1/S) ∼ 1
whih does not stand true for sparse oding. If, instead, a ≪ 1, the ritial value of α in
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Eq. 8 an be approximated as
αc ≈ S
2
4a
{
1 +
1
a S
}−1
Hene the storage apaity of the biased Potts model an be preserved lose to optimal by
imposing an ad ho relation between two parameters that are a priori independent, to assure
1≪ a S. In this partiular situation the model is well behaved. In the opposite limit, when
a S ≪ 1, the storage apaity sales like S3, whih is inferior to the S2/a behavior of the
well behaved family.
C. Sparse Potts model.
The simplest version of a well behaved model is perhaps the one introdued as a model
for semanti memory [13℄, with the parameter values
E = Na(1− a˜)
κu = κv = 1
λu = 0
λv = −a˜
U ∼ 1/2
With these parameters, the sparse Potts model is learly well behaved, and the storage
apaity in Eq. 8 beomes
αc ≃ S
2
4a
IV. REPLICA ANALYSIS
Having introdued a simple model with optimal storage apaity, we an proeed to
analyze the orretions to the signal-to-noise estimation by treating the problem in a more
rened way with the lassial replia method. The Hamiltonian in Eq. 4 an be rewritten
for the sparse Potts model as
H = −1
2
N∑
i,j 6=i
S∑
k,l
Jklij δσikδσj l + U
N∑
i
(1− δσi0)
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with
Jklij =
1
Na(1 − a˜)
p∑
µ=1
(δξµi k − a˜)(δξµj l − a˜)(1− δk0)(1− δl0)
onstruted using
vmn = (δmn − a˜)(1− δn0)
We onsider the limit p → ∞ and N → ∞ with the ratio α ≡ p
N
xed. Patterns with
index ν (µ) are ondensed (not ondensed). Following the replia analysis [7℄ the free energy
an be alulated as
f = lim
n→0
a(1− a˜)
2n
n∑
ρ=1
∑
ν
(mνρ)
2+
+
α
2nβ
Tr (ln[a(1− a˜)(I− βa˜q)]) + αβa˜
2
2n
n∑
ρ,λ=1
qρλrρλ +
a˜
n
(
α
2
+ U S)
n∑
ρ=1
qρρ −
− 1
nβ
〈〈
lnTrσρ exp
{
β
n∑
ρ=1
∑
ν
mνρvξνσρ +
αβ2
2S(1− a˜)
n∑
ρ,λ=1
rρλ
∑
k
Pkvkσρvkσλ
}〉〉
where Pk is the probability of a neuron to be in state k in a stored pattern, as dened in
Eq. 1. The order parameters m stand for the overlaps of the states with dierent patterns,
and qρλ is analogous to the Edward-Anderson parameter [14℄, with the following denitions
mνρ =
1
N a(1− a˜)
〈〈
N∑
i=1
〈
vξνi σ
ρ
i
〉〉〉
qρλ =
1
N a˜ a(1− a˜)
N∑
i=1
〈〈∑
k
Pk
〈
vkσρi vkσλi
〉〉〉
rρλ =
S(1− a˜)
α
∑
µ
〈〈
mµρm
µ
λ
〉〉− (2S U
α
+ 1
)
δρλ
βa˜
in suh a way that they are all of order 1. Consider, for example, that if σρi = ξ
ν
i for all i then
mνρ = 1 on average, while m
ν
ρ = 0 on average if both quantities are independent variables.
We now make two assumptions. First, we onsider for simpliity that there is only one
ondensed pattern, making the index ν superous. Seond, we assume that there is replia
symmetry, and substitute
mνρ = m
12
qρλ =

 q if ρ 6= λq˜ if ρ = λ
rρλ =

 r if ρ 6= λr˜ if ρ = λ
Taking this into aount, we arrive to the nal expression for the free energy
f = a(1− a˜)m
2
2
+
α
2β
[
ln (a(1− a˜)) + ln(1− a˜C)− βqa˜
(1− a˜C)
]
+
+
βαa˜2
2
(q˜r˜ − qr) +
[α
2
+ S U
]
q˜a˜− 1
β
〈〈∫
Dz ln
(
1 +
∑
σ 6=0
exp(βHξσ)
)〉〉
where the nite-valued variable C has been introdued
C ≡ β(q˜ − q)
in suh a way that it is of order 1 and
Hξσ ≡ m vξσ −
αa
S2
β(r − r˜)
2
(1− δσ0) +
∑
k
√
αr Pk
S(1− a˜)zkvkσ (14)
Note that Hξ0 = 0.
We now derive the xed-point equation for m as an example of how the limit β →∞ is
taken. The equation for nite β is
m =
1
a(1 − a˜)
〈〈∫
Dz
∑
σ
vξσ

 1
1 +
∑
ρ6=σ exp
{
β(Hξρ −Hξσ)
}

〉〉
In the limit β →∞ the expression between brakets is 1 if Hξσ > Hξρ for every ρ 6= σ and
0 otherwise. It an be thus expressed as a produt of Heaviside funtions. The equation for
m at zero temperature is then
m =
1
a(1− a˜)
∑
σ 6=0
〈〈∫
Dz vξσ
∏
ρ6=σ
Θ
[Hξσ −Hξρ]
〉〉
13
In the same way we derive the rest of the xed point equations at zero temperature
q −→
β→∞
q˜ = 1
a
∑
σ 6=0
〈〈∫
Dz
∏
ρ6=σ Θ
[Hξσ −Hξρ]〉〉
C = 1
a˜2
√
αr
∑
σ 6=0
∑
k
〈〈∫
Dz
√
Pk
S(1−a˜)vkσzk
∏
ρ6=σ Θ
[Hξσ −Hξρ]〉〉
r˜ −→
β→∞
r = q
(1−a˜C)2
β(r − r˜) = 2U S2
aα
− C
1−a˜C
(15)
The dierenes between r and r˜, and between q and q˜, are of order 1
β
. From the last equation
it an be seen that the threshold U has the eet of hanging the sign of (r− r˜) and allowing
α to sale like S
2
a
, with the variables C, r and r˜, as we have said, of order 1 with respet to
a and S.
A. Redued saddle-point equations
It is possible to alulate the averages in Eqs. 15 by reduing the problem to the following
variables, whih represent respetively signal and noise ontributions
y ≡ m
√
S2
αa
(1− a˜)
r
≡ m
√
(1− a˜)
α˜r
x ≡ α˜β(r − r˜)
2
√
(1− a˜)
α˜r
where we have introdued the normalized (order 1) storage apaity α˜ ≡ αa/S2, whih
laries that both variables x and y are also of order 1.
At the saddle point, using equations 15, we obtain
y =
√
1−a˜
α˜
(
m√
q+C
√
r
)
x =
√
1−a˜
α˜
[
U − α˜C
√
r
q
] [
1√
q+a˜C
√
r
]
(16)
whih shows that the relevant quantities to desribe the system arem, q, and C
√
r. Following
this we ompute the averages and get from Eq. 15 the orresponding equations in terms of
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y and x
q =
(1− a)
a˜
∫
Dw
∫ ∞
ya˜+x−i
√
a˜w
Dzφ(z)S+
+
∫
Dw
∫ ∞
−y(1−a˜)+x−i
√
a˜w
Dzφ(z + y)S + (S − 1)
∫
Dw
∫ ∞
ya˜+x−i
√
a˜w
Dzφ(z − y)φ(z)S−1
m =
1
1− a˜
∫
Dw
∫ ∞
−y(1−a˜)+x−i
√
a˜w
Dzφ(z + y)S − q a˜
1− a˜
C
√
r =
1√
α˜(1− a˜)
{
(1− a)
a˜
∫
Dw
∫ ∞
ya˜+x−i
√
a˜w
Dz(z + i
√
a˜w)φ(z)S+
+
∫
Dw
∫ ∞
−y(1−a˜)+x−i
√
a˜w
Dz(z + i
√
a˜w)φ(z + y)S +
+ (S − 1)
∫
Dw
∫ ∞
ya˜+x−i
√
a˜w
Dz(z + i
√
a˜w)φ(z − y)φ(z)S−1
}
(17)
Putting together Eqs. 16 and Eqs. 17 one an onstrut the system of two equations
that determine the storage apaity. We show an example of their solution in Fig. 2 for
the parameters U = 0.5, S = 5 and varying sparseness, ontrasting it with simulations of a
network of N = 5000 units. This gure shows quite a good agreement between simulations
and numerial solutions for a region of the sparseness parameter a, whereas for a < 0.3 nite
size eets appear, resulting in a lower storage apaity than predited theoretially.
B. Limit ase
Given that the equations presented in the previous subsetion are quite omplex, we now
analyze the simpler and interesting limit ase a˜ ≪ 1. Though it is not evident from the
equations, the normalized storage apaity α˜c goes to zero in a logarithmi way as a˜ goes
to zero, whih means that the storage apaity is not as high as the simple signal to noise
analysis of setion 3 might suggest. Our analysis of the replia equations for the symmetri
Potts model (Eq. 12) showing logarithmi orretions is an example of this. We now analyze
as another example the sparse Potts model in the ase U = 0.5.
For the limit of a˜≪ 1 one an approximate Eqs. 17 by
m ≈ φ(y − x) (18a)
q ≈ (1− a)
a˜
φ(−x) + φ(y − x) (18b)
C
√
r ≈ 1√
2πα˜
{
(1− a)
a˜
exp
(
−x
2
2
)
+ exp
(
−(y − x)
2
2
)}
(18)
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Figure 2: Dependene of the storage apaity of a sparse Potts network of N = 5000 units on the
sparseness a. The blak dots show numerial solutions of Eqs. 16 and Eqs. 17, while the red line
shows the result of simulations. For very sparse simulations (low values of a) nite size eets are
observed, whih make the storage apaity lower than predited by the equations.
whih is still quite a omplex system. We an now make some self onsistent assumptions.
First we note that, onsidering x and y as variables that diverge logarithmially as a˜ goes
to zero, Eqs. 18b and 18 indiate that
√
q ≫ C√r. Seond, for U = 1/2 it is possible to
onsider x ≈ y, and thus, from Eq. 18a, y ≈ 1/√2α˜ and x ≈ ε/√2α˜, where ε is a orreting
fator for x whih is lose to 1. With this in mind, and taking into aount that α˜ goes to
zero with a˜, we an approximate Eq. 18b and Eq. 18 by keeping only the seond term in
the rst ase and only the rst term in the seond. The equations for y and x an be derived
from Eqs. 18b and Eqs. 16
y =
√
φ(y − x)
α˜
x =
[
2U − 1− a
a˜
√
α˜
π
exp(−x
2
2
)
]
1√
2α˜
(19)
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Replaing x by ε/
√
2α˜ (and ε by 1 where irrelevant)we an approximate α˜ as
α˜ =
1
4 ln
(
1
(2U−ε)a˜
)
(20)
Next, we posit that a˜−1 is the larger fator in the logarithm, while (2U − ε)−1 gives a
orretion. A rough approximation for αc is then
αc =
S2
4 a ln
(
1
a˜
)
(21)
whih, inserted in 19, gives
(2U − ε) = (1− a)
[
4π ln
(
1
a˜
)]− 1
2
This expression an be re-inserted into 20 in order to get a more rened approximation
α =
S2
4 a ln
(
2
a˜
√
ln
(
1
a˜
)) (22)
We show in Fig. 3 that the approximation given by Eq. 22 ts quite well the numerial
solution of the sparse Potts model's storage apaity, partiularly for very low values of a˜.
V. DILUTED NETWORKS
In this setion we present two modiations to our model whih make the network bio-
logially more plausible in terms of onnetivity.
First, after onsidering, to a zero
th
order approximation, the long range ortial network
as a fully onneted network, we now wish to desribe it, to a better approximation, as
a network in whih the probability that two units are onneted is cM/N . Traditionally,
analyti studies have foused on two soluble ases: the fully onneted, whih we have
studied in the previous setions (cM = N), and the highly diluted (cM . log(N)). A reent
work has shown, however, that the intermediate ase is also analytially treatable and that
the storage apaity of an intermediate random network, regardless the symmetry in the
weights, stands between the storage apaity of the limit ases [15℄. Supported by this
result, we will fous on the (easier) solution for the highly diluted ase, and onsider any
intermediate situation to be between the two limits.
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Figure 3: Corretions to the
S2
a
behavior of the storage apaity of a sparse Potts network for very
low values of a˜ in the U = 0.5 ase. The normalized storage apaity αca/S
2
is represented, with
blak dots from numerial solving Eqs. 16 and Eqs. 17 for two values of the sparseness: a = 0.3
and a = 0.0001; with olor lines from the orresponding approximation given by Eq. 19.
The seond modiation reets the notion that, although the funtion of long range
onnetions is to transmit information about the state of a loal network to another one, this
transmission might not be perfetly eient. We thus introdue an eay e, the probability
that, in the redued Potts model, a given state of the pre-synapti unit is onneted with a
given state of the post-synapti one.
Introduing these two modiations, the weights of the sparse Potts model beome
Jklij =
Cklij
cMea(1 − a˜)
∑
µ
vξµi kvξ
µ
j l
where Cklij is 1 with probability e cM/N and 0 otherwise.
The loal eld for the unit i and the state k an be analyzed into a signal, a noise and a
threshold part, just as in Eq. 3
hki =
∑
jl
Jklij δσj l − (1− δk0)U = (1− δk0)
{
(δξ1
i
k − a˜)mki +Nk − U
}
(23)
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where
mki ≡
1
cMea(1 − a˜)
∑
j
C
kσj
ij (δξ1jσj − a˜)(1− δσj0)
Generally, when studying highly diluted networks, the noise term Nk an be treated diretly
as a uniform distributed random variable, beause the states of dierent neurons are un-
orrelated. In this ase, Nk an not be onsidered as a random variable but rather as a
weighted sum of normally distributed random variables ηl,
Nk ≡
S∑
l=0
(δlk − a˜)
{∑
µ>1
δξµi l
cM e(1− a˜)a
∑
j
C
kσj
ij (δξµj σj − a˜)(1− δσj0)
}
≡
∑
l
(δlk − a˜)ηl
The mean of ηl is zero for all l and its standard deviation is
〈
η2l
〉
=
NαPlq
k
i
(1− a˜)cM e
with
qki ≡
1
cM e a
∑
j
C
kσj
ij (1− δσj0)
Note that mki and q
k
i are analogous to m
ν
ρ and qρλ used in Setion 4. If cM e is large enough
these quantities tend to be independent of i and k.
mki → m ≡
1
Na(1− a˜)
∑
j
(δξ1jσj − a˜)(1− δσj0)
qki → q ≡
1
N a
∑
j
(1− δσj0)
Following the analysis of highly diluted networks in [16℄, the retrievable stable states of
the network are given by the equations
m =
1
a(1− a˜)
〈〈∫
Dz
∑
σ
vξσ

 1
1 +
∑
ρ6=σ exp
{
β(hξρ − hξσ)
}

〉〉
q =
1
a
∑
σ 6=0
〈〈∫
Dz

 1
1 +
∑
ρ6=σ exp
{
β(hξρ − hξσ)
}


〉〉
where the loal eld, as in Eq. 23 is
hξρ = m vξρ − U(1− δρ0) +
∑
k
√
α N
cM e
q Pl
(1− a˜)zkvkρ
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These equations are equivalent to those obtained with the replia method (whih in the
zero temperature limit are Eqs. 15 and Eq. 14 respetively) if one onsiders C = 0 (and,
thus, r = q) and an eetive value of α given by αeff = p/(cM e).
Comparing this result with that for the fully onneted model one notes that, as a˜→ 0,
the inuene of C in the overall equations beomes negligible (this an be guessed already
in Eq.16 ). Therefore if the oding is very sparse, the fully onneted and the highly diluted
networks beome equivalent, and onsequently also the intermediate networks. We show
this in Fig. 4. As the parameter a˜ goes to zero, the storage apaity of the fully onneted
and the highly diluted limit models onverge.
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Figure 4: A omparison of the storage apaity of a fully onneted and of a highly diluted sparse
Potts networks. Numerial solutions to the orresponding equations with U = 0.5. Left, the
dependene of the storage apaity, in the two ases, on the sparseness a, with S = 5. Right, the
dependene on the number of states per unit S, with a = 0.1. In both ases we plot the normalized
storage apaity, to fous only on the orretions to the S2/a behavior. Note that as a˜ → 0 the
storage apaity of the two types of network onverges to the same result.
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VI. INFORMATION CAPACITY
We have shown that the storage apaity of well behaved models sales roughly like S2/a,
while in the two partiular examples that we analyzed in full with the replia method, Eqs.
12 and 21, there is a orretion that makes it
αc ∝ S
2
a ln( 1
a˜
)
(24)
for high values of S and low values of a. We now disuss why this is reasonable in the general
ase from the information storage point of view.
It is widely believed, though not proved, that autoassoiative memory networks an store
a maximum of information equivalent to a fration of a bit per synapse. In our model the
total number of synapti variables is given by the dierent ombinations of indexes of the
weights Jklij
number of synaptic variables = N cM S
2e
On the other hand, the information in a retrieved pattern is N times the ontribution of a
single unit, whih, using the distribution in Eq. 1, an be bounded by Shannon's entropy
H = −
∑
x∈distribution
P (x) ln (P (x)) = − [(1− a) ln(1− a) + a ln(a˜)]
The upper bound on the retrievable information over p patterns is then
information ≤ −p N [(1− a) ln(1− a) + a ln(a˜)]
The rst term between brakets is negligible with respet to the seond term provided a is
small enough and S is large enough. In this way we an approximate
information
number of synaptic variables
≤ −αa ln(a˜)
S2
≤ −αca ln(a˜)
S2
This result, ombined with Eq. 24, shows that the storage apaity of our model is
onsistent with the idea that the information per synapti variable is at most a fration of
a bit.
VII. DISCUSSION
The apaity to store information in any devie, and in partiular the apaity to store
onepts in the human brain, is limited. We have shown in a minimal model of semanti
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memory, and in progressive steps, how one an expet the storage apaity to behave de-
pending on the parameters of the system: a global parameter - the sparseness a - and a loal
parameter - the number of loal retrieval states S, or, in other words, the storage apaity
within a module. The S2/a behaviour, with its orresponding logarithmi orretions, an
be thought of as the ombination of two separate results: the a−1 behaviour due to sparse-
ness and the S2 behaviour of the Potts model, whih ombine in a simple way. We have
shown, however, that it is not trivial to dene a model that ombines these aspets orretly,
and that the key is how the state operators are dened. From this study we have dedued
the minimum requirements of any model of this kind in order to have a high apaity. Fur-
thermore, through the argument of information apaity we present the well behaved family
as representative of general Hebbian models with the same degree of omplexity.
The featural representation approah has been so far suessful in explaining several
phenomena assoiated to semanti memory, like similarity priming, feature veriation, at-
egorization and oneptual ombination [4, 17℄. The present work demonstrates that the
advantage of the use of features in allowing the representation of a large number of onepts
an be realized in a simple assoiative memory network. More quantitatively, our alulation
speies that in the Potts model the number of onepts that an be stored is neither linear
[2℄ nor an arbitrary power [18℄ of the number S of values a feature an take, but quadrati
in S.
In the ase of non-unitary sparseness, one an assoiate the neessity of introduing a
threshold (U) term, whatever its exat form in the loal eld or the Hamiltonian, with
a riterion of seletivity, whih is atually observed in the representation of onepts in
the brain, as pointed out in the introdution. The threshold behaviour, whih is a typial
harateristi of neurons, appears to be also neessary at the level of loal networks in order
to maintain ativity low in the less representative modules. The origin of suh a threshold has
not been disussed in this paper. However, a omment on this issue an be made regarding
the internal dynamis of loal networks. One an show that, as extensively desribed in the
literature [7℄, only when the state of a loal autoassoiative network is driven by external
elds suiently lose to an attrator (inside one of the S basins of attration) the loal
system may end up retrieving a pattern on its own, a proess that from the global network
point of view orresponds to the ativation of a unit. The loal basin boundary ats in the
full system as an eetive threshold, roughly equivalent to the simple U term we introdued
22
in the loal eld of our redued system. Whether this threshold mehanism is enough,
or some addition must be made, an be assessed by studying, in the future, the omplete
multimodular network without reduing it to Potts units.
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