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CHAPTER 1. INTRODUCTION 
1.1. Introduction to a Job Shop 
A job shop consists of several different types of machines with each type capable of 
performing a specific set of production operations. Usually, the layout of a job shop is such 
that all machines of the same type are located together. The job shop produces several 
different jobs with different routings. Jobs can be introduced to the shop at almost any 
machine, and the routing of a job may require it to return to a given machine several times. 
The job shop represents a natural form of evolution of manufacturing capability. It has 
long been used for organizing manufacture ever since some forms of division of labor and 
specialization of function developed. The advantages of the job shop (Buzacott and 
Shanthikumar (1993)) are: 
1) Ease of supervision. Because similar machines are grouped together, an operator can 
effectively maintain the performance as well as observe and fix problems. 
2) Machine utilization. With grouping, all available jobs will be waiting at the 
machines, so jobs can be assigned to machines as the machines become available. 
3) Flexibility. Job shops have a high degree of flexibility in that they can easily 
accommodate changes in product mix, changes in processing requirements, and 
changes in production volumes. 
2 
1.2. Introduction to CONWIP 
In this thesis, we consider CONWIP (CONstant Work In Process) as a production 
control policy for a job shop. CONWIP limits the total number of parts allowed in the 
system at the same time by allowing new parts to enter the system only as existing parts are 










:::; ::: ::-:-: .. 
•.•.• 
l!il~ l~til~ 
Kanban routing - - - + Parts routing ----IJII~ 
Figure 1. A single product, serial CONWIP system 
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The shaded area is the system we consider. A kanban is attached to the part only at 
the first station. If a kanban is available at the first station and the part arrives, the kanban 
will be attached to the part immediately and go to the buffer of the machine station to wait to 
be processed. The kanban remains affixed to the part until the part has finished processing at 
the final station. Then, the kanban will go back to the first station and wait to authorize the 
new part to enter the system. We can view the system as a closed queueing network model 
when the kanbans are the customers circulating infinitely in the closed area. 
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CONWIP shares many of the advantages of pull systems over push systems. The 
advantages (Hopp and Roof ( 1998)) are: 
1) Observability: WIP is directly observable, while capacity of the system is not. 
2) Efficiency: Pull systems can achieve the same throughput rate as a push system with a 
smaller average WIP level. 
3) Variability: Flow times are less variable in pull systems than in push systems because 
pull systems regulate the fluctuation of WIP levels, while push systems do not. 
4) Robustness: Pull systems are less sensitive to errors in WIP level than push systems 
are to errors in release rate. 
Unlike a pure kanban system, CONWIP does not restrict number of cards in each station. 
The kanban cards flow through the system in one loop from the first station to the last station 
instead of just flowing between each station as in the pure kanban system. The superiority of 
CONWIP system over pure kanban system is presented in many papers (Spearman (1990), 
( 1992) ). It also has been shown to perform well compared with other type of pull systems 
(Spearman and Zazanis (1992), Bonvik, et al. (1997)). 
Kanbans are part number specific whereas CONWIP can deal with a mix of work 
provided. Therefore in the multiple products environment CONWIP can be a better 
alternative to kanban. However, the applications of CONWIP for the multiple product job 
shop environment are still scant and need to be explored in detail. 
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1.3. Statement of Problem 
In the multiple product CONWIP system, at the beginning of the line, kanban can be 
either only dedicated to specific product types or shared among types of products. While the 
question of the superior performance of shared versus dedicated kanbans has not been fully 
resolved, this thesis considers the situation that a certain number of kanbans are dedicated to 
each of the specific product types. 
The job shop operating under CONWIP control that has multiple products with 
different routes has been previously considered by assuming backorders are allowed. In this 
thesis, we assumed there are no backorders i.e., a customer demand that arrives to fmd no 
completed product of the required type is lost. We address the problem of how to allocate 
kanbans to different product types in order to minimize lost sales across products. 
1.4. Research Objective and Benefit 
The objective of this thesis is to introduce a procedure to set the number ofkanbans for 
each product type that can provide the good performance in the multi product CONWIP job 
shop environment. The developed model assumes lost sales as the indicator of the 
performance of the system. In some situations, with the limited amount of WIP, differences 
in allocating the number ofkanbans can significantly affect the lost sales. 
A nonlinear program (NLP) was used to simultaneously estimate the performance and 
optimize the allocation ofkanbans to product types. We modeled the job shop as a closed 
queueing network and used a nonlinear programming model to fmd the optimum number of 
kanbans to minimize the maximum lost sales across product types. We also used the number 
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of kanbans as input parameters in order to see the effects of different allocations of WIP. 
The comparison between NLP results and simulation results were performed. 
By solving the NLP model with different parameters; we hope to provide a method and 
illustrate its practicality with examples that can be applied in the real environment. 
1.5. Summary of Subsequent Chapters 
The reminder of this thesis was organized as follows: Chapter 2 contains a literature 
review of CONWIP, multiple-product kanban/CONWIP systems, and closed queueing 
network models. Chapter 3 provides the mathematical model. Chapter 4 shows 3 numerical 
examples that illustrate the implementation of the model and its results. A summary and 
conclusions are presented in Chapter 5. 
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CHAPTER 2. LITERA TORE REVIEW 
The relevant literature can be divided into three categories. In this chapter, the first 
section provides the definition and related papers on CONWIP, which we used as a control 
policy in the system. Section 2 narrows down to the topic of multiple products in 
kanban/CONWIP systems. The final section reviews some works on evaluating performance 
of closed queueing networks. 
2.1. CONWIP 
Spearman, Woodruff, and Hopp (1990) described this successor of pure kanban. 
Originally developed for serial production lines, CONWIP, which stands for Constant Work 
In Process, is presented as one efficient alternative type of pull system. CONWIP is a 
generalized form ofkanban. In a CONWIP system, the cards traverse a circuit that includes 
the entire production line. A card is attached to a standard container of parts at the beginning 
of the line. When the container is processed at the end of the line, the card is removed and 
sent back to the beginning where it waits in a card queue to eventually be attached to another 
container of parts. 
Like other pull systems, the CONWIP system responds to actual demands that have 
occurred. The inventory in this system is the amount of work in process or the number of 
kanban cards. The less work in process, the smaller the inventory cost. Therefore it is 
interesting to study how we can maintain an expected throughput with as few kanban cards 
as possible. 
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Many of the benefits of CONWIP and other later modified pull system have been 
studied to provide the wide application in pull environment and manufacturing control 
(Bonvik, et al. (1997)). Also, Spearman (1990) stated that CONWIP does offer some distinct 
advantages over kanban. First, it can be used in some production environments where 
kanban is impractical because of too many part numbers or because of significant set-ups. 
Second, the buffer in a CONWIP system is assumed to be big enough to hold all kanbans so 
that by allowing WIP to be collected in front of the buffer of bottleneck, the utilization of 
bottleneck station will be maximized. Then, CONWIP can function with lower WIP than 
kanban. 
Spearman and Zazanis (1992) gave the comparisons between 3 systems, traditional pull, 
traditional push, and CONWIP system. The results can be summarized as: 
1) The average amount of work in process of the open (push) system is less than that of 
the closed (pull) system. 
2) Controlling WIP in the pull system is more robust than controlling throughput in the 
push system. 
3) The traditional pull (pure kanban) system is less efficient than maintaining a constant 
WIP level with respect to the throughput of the system. They pointed out that the 
throughput of the kanban system would not exceed that of an equivalent CONWIP 
system, almost surely. However, CONWIP doesn't outperform kanban in every case. 
An exception occurs when one is essentially willing to sacrifice throughput (revenue) 
for the sake of reducing inventory investment. In such cases, particularly when the 
bottleneck station is near the end of the line, a kanban system could provide higher 
profit levels than CONWIP. 
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Gstettner and Kuhn (1996) opposed the findings of Spearman and Zazanis (1992) by 
showing that the distribution of kanbans among the stations had significant effect on the 
performance of the system. When the distribution of the kanban is chosen correctly as a 
control parameter, kanban system will reach a given production rate with less WIP than in a 
CONWIP system. 
Spearman (1992) considered the issue of customer service in pull production systems. 
The service measure of interest was the expected time required to fill demand or the expected 
length of backorder. This performance measure is different from our thesis, when assumes 
no backorder and that a lost sale occurs instantly when no inventory exist to fulfill the 
demand. The stochastic comparison of various queuing systems was performed and 
summarized as: 
1) Customer service in both kanban and CONWIP production systems is improved by: 
a. faster machines; 
b. extra WIP; 
c. less variable processing times; 
2) CONWIP systems have better customer service than do pure kanban systems. 
The performance measure in this paper was different from this thesis. 
Bonvik, et al. ( 1997) studied the performance of the kanban, minimal blocking, 
basestock, CONWIP, and hybrid control policies in a four-machine tandem production line 
making parts for an automobile assembly line. Cases with both constant and changing 
demand rates were studied. The main performance measures were the service level and the 
amount of work-in-process. The hybrid control policy, in which information is propagated 
directly as in basestock control, but inventory is limited as in kanban control, demonstrated 
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superior perfonnance in achieving a high service level target with minimal inventories, 
closely followed by CONWIP and base stock. The CONWIP and hybrid policies also gave 
significantly better response to changes in the demand rate. 
2.2. Multiple-product Kanban/CONWIP System 
Hopp and Roof (1998) developed a simple adaptive production control method for 
setting WIP levels in an assembly system to meet production targets operating under the 
CONWIP protocol. They used the method termed Statistical Throughput Control (STC), 
which uses real-time data to automatically adjust WIP levels (via kanban cards) to achieve 
the target throughput in dynamic environment. They illustrated the performance of the STC 
method in multi-product systems by considering 2 sets of examples: a single line with 
multiple products and multiple lines with shared machines. 
The results in both examples are similar. The appropriate WIP level adjusted by STC 
achieved the target throughput. In some cases the optimal WIP level varied cyclically over 
time as one kanban was repeatedly added and taken away. 
Ryan, et al. (2000) developed a heuristic allocation procedure in a CONWIP 
controlled job shop in which multiple products with distinct routings compete for the same 
set of resources. The objective was to determine the total WIP and WIP mix to satisfy a 
uniform service level, as measured by the proportion of arriving orders that wait to be 
fulfilled across product types and also tried to minimize the inventory cost by reducing the 
amount of total WIP. They modeled the job shop as a closed queuing network and used an 
approximate performance evaluation procedure to determine a WIP total and mix that would 
achieve a high throughput consistent with the product mix. When tested with randomly 
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arriving demands following the product mix, the WIP did provide balanced customer service. 
Numerical examples showed that the most effective WIP mix was often quite different from 
the specified product mix. 
Ryan and Choobineh (2001) developed a nonlinear programming model to set the 
constant level of work in process (WIP) for each product type in a job shop operating under 
CONWIP control with a fixed number of kanbans dedicated to each product type. They 
identified the minimum total WIP that was guaranteed to yield throughput near the maximum 
possible for the specified product mix and set individual WIP levels by multiplying the 
optimal WIP mix proportions by the minimum total WIP. Numerical examples illustrated 
how these individual product WIP levels achieved the goal of high throughput consistent 
with the specified product mix. 
In this thesis, the multi-product CONWIP system also has been considered. We 
included finish goods stations in the system and observed lost sales that occurred in the 
stations instead of considering throughput as in the above papers. The kanbans are dedicated 
to specific product types. The approach is adapted from Ryan and Choobineh (2001). 
2.3. Closed Queuing Network Model 
Buzacott and Shanthikumar (1993) presented methods to fmd throughput and flow 
time for a given number of customers in the system in a multiple-class multiple-chain closed 
Jackson queuing network model, which has different types of product following different 
routes. These performance measures can be computed by solving an algorithm called 
Marginal Distribution Analysis (MDA). They also provided a simpler algorithm, Mean 
Value Analysis (MV A), for the case in which there is only a single server at each service 
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center. Theory and terms in MVA are presented in Schweitzer (1986), and Suri (1984). 
MV A estimates the performance of the system but cannot solve for the specific number of 
kanbans for product types. 
Kumar and Kumar (1994) proposed a technique for obtaining upper and lower bounds 
on performance of a closed queuing network with single exponential server stations. They 
obtained linear constraints by assuming stability, and bounded the performance of a variety 
of queuing systems by solving a linear program. Our performance evaluation method is an 
adaptation of this work combined with some nonlinear constraints obtained from Ryan and 
Choobineh (2001). 
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CHAPTER 3. THE MODEL 
We modeled the job shop as a closed queueing network and extended the 
mathematical model for performance evaluation developed by Ryan and Choobineh (2001). 
We proposed additional constraints to specify the fixed numbers of dedicated kanbans 
for each type of product. For the performance evaluation, instead of considering throughput 
as in Hopp and Roof (1998) and Ryan and Choobineh (2001), we considered lost sales as an 
alternative to measure the performance of the system. Lost sales are incurred at finished 
goods stations, which were added as extra stations in the system. The closed queueing 
network model of the job shop with lost sales is explained in Section 3.1. Section 3.2 shows 
the original NLP from Ryan and Choobineh (2001). Section 3.3 presents our NLP to allocate 
kanbans to minimize the maximum lost sales over the product types. 
3.1. Queueing Model of Job Shop with Lost Sales 
In the job shop system with CONWIP control, stations were assumed to have a single 
server with exponential processing time. Each individual product has its own finished goods 
station that were added as extra stations to the closed queueing network. Lost sales in the 
system are incurred at finished goods stations where completed products waited for demands 
that follow a Poisson process. Figure 2 simply shows the position of a fmished goods station 
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Kanban routing - - - + Part routing 
Figure 3. A serial system with finished goods stations. 
The supplied raw material is assumed to be unlimited. Therefore, whenever kanbans 
are available in the first station they will be attached to the part and enter the queue of the 
buffer at the first station of the line. 
A separate finished goods station is included for each product type. At a finished 
goods station, the finished goods server is always available. Therefore under a non-idling 
policy, whenever there is a product in the buffer, product will enter the finish goods station to 
be processed. This represents the situation that the machine is "busy" and the demand is 
"satisfied". On the other hand, when there is no available product in the buffer of finished 
goods station, by assuming that customer comes and cannot wait for products, a lost sale 
occurs. Therefore, when machine is "idle", the "lost sale" occurs. Figure 4 illustrates how 
the finished goods station represents these 2 situations. 
Kanban returns to 

















No available product 
Buffer 
Kanban returns to 






~~=·  nc,n.s 
Buffer Demand 
Figure 4. Satisfied demand vs. lost sales at finished goods station 
If there is a product available, the time it waits in buffer equals the time until next 
demand arrives. Therefore we can treat the demand rate as the service rate at the finished 
goods station where: 
Utilization ( p ) = Proportion of time the finished goods station is busy. 
l - p = Proportion of time the finished good station is idle and a lost sale occurs. 
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To minimize lost sales is to maximize the utilization of the finished goods station. 
When utilization of finished goods stations is close to one, the lost sales will be close to zero. 
3.2. Nonlinear Program to Bound Throughput 
The nonlinear programming model obtained from Ryan and Choobineh (2001) is 
shown. We later adapted this model to fit our objective function. 
Nomenclatures: 
The following describes notation used in the queuing network model of the job shop. 
R = The number of distinct product types to be manufactured. 
N = Total number of work in process (kanbans). 
KB(r) = The number ofkanbans for product typer. 
PR(r) = Proportion ofkanbans of product typer to all work in process. The equation to 
calculate it is given by: P R(r) = KB ( r) . 
N 
DR(r) = Proportion of demand of product typer to the total demand. The equation to 
calculate it is given by: DR(r) = ;, . 
L..)ij 
j 
S = The number of single server processing stations in the job shop, including the 
fmished goods station for each product (denoted as fr for type r product). 
R(s) = The set of customer types that visit stations. 
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qrsjv = The probability that a typer customer, having completed processing at stations, 
joins the queue at station v as a class j customer. Assume q rsrs = 0, if product r has a 
single process plan (route), then q rsrv = 1, where v is the next station after s in product r's 
routing. 
µrs = Mean processing rate for type r customers at station s. Processing times are 
exponentially distributed. 
X rs (t) = The number of typer customers at stations (in queue or in service). 
Wrs (t) = 1 if the stations server is busy with a type r customer and O otherwise. 
Prs = E[Wrs (t)], or the proportion of time stations is busy with type r customers. 
Zrsjv = E[Wrs (t)X jv (t)] for any t (in steady state). 
Pairs (r,s) and (j, v) are defined if product typer visits stations and product type j visits 
station v. 
L = The number of buffers ( (r,s) pairs) 
Figure 5 classifies the parameters as input, stochastic processes, decision variables 
and output values for the nonlinear program. 
Input 
parameters 








for main program 





Figure 5. The process to find output from nonlinear program 
We assumed a non-idling policy; that is, if any customers are present at stations, the 
stations server must not be idle. Mathematically, this assumption is expressed as X rs (t) > 0 
E[X rs (t)] = ~. R E[WJ:s (t)X rs (t)] = ~. R ) Z 1.srs . Also note that the total population of L..J1e (s) ~,e (s 
s 
typer jobs is given by L Lzisrs = KB(r). 
s=I jeR(s) 
The constraints defmed by Ryan and Choobineh (2001) include: 
1) The system population: 
- The constraint for the of total work in process 
S R 
LL Lzjsrs = N · 
s=l r=l jeR(s) 
- The constraint for the number of kanbans for each product type r 
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s 
L Lzisrs = KB(r), "if(r). 
s=l jeR(s) 
- The constraint for the population in each buffer (r,s) 
The constraint for population does not constrain the solution but rather interprets the 
values of the decision variables. 
2) Sampling equalities: 
Lzrsjv -Nprs = 0, \f(r,s). 
j,v 
3) Non-idling: 
L Zjvrs - Lzjsrs ~0,"if(r,s),v:;c:s. 
jeR(s) jeR(s) 
4) Stationary first moments of queue lengths: 
- µrsPrs + L qjvrsµjvp iv = 0, v'(r,s) . 
j,v 
5) Stationary second moments of queue lengths: 
"if(r,s), 'ef(j, v) ~ (r,s). 
§rsiv = 1 if (r,s) = (j, v), and O otherwise. 
6) Nonlinear constraints to tighten the bound: 
- The upper bound constraint 
Lzjsrs ~ Prs + µrsPrsL-1-Lzksjs' "if(r,s). 
j j µfa k 
- The lower bound constraint 
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1 
Lzjsrs ~ µrsPrs L-Lzksjs ''v'(r,s). 
j j µjs k 
7) Utilization constraint: 
L Prs s; 1, 'v'(s) · 
r 
8) Non-negativity constraint: 
All variables are non-negative. 
All constraints in the model, except (6), were adapted from Kumar and Kumar (1994) 
and Jin et al. (1997). Constraints (1) - (5) are linear in the decision variables, z and p. 
Nonlinear constraints (6) were developed by Ryan and Choobineh (2001) to balance the 
mean waiting time at each station under first come first served sequencing. Ryan and 
Choobineh bounded the throughput by maximizing and minimizing an appropriate objective 
function subject to these constraints. 
The nonlinear model is flexible. The objective function can be changed to find 
different optimum outputs. For numerical example 1, 2 and 3, the objective function is to 
minimize the maximum lost sales across the product types. In the first model of example 3, 
the objective function was set differently to find minimum amount of work in process to 
satisfy the throughput requirement. The next section shows more details. 
3.3. Nonlinear Program to Allocate Kanbans to Minimize the Maximum 
Lost Sales 
The formula to calculate the lost sales for type r products is 
Lost sales(r) = 2,. * (1- Pr!,) , 
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where 
r = the type of product 
Ar = the demand rate of product type r 
Pr1, = the utilization of the finished goods station fr for product type r 
To minimize the maximum lost sales over the product types, we minimized x, such 
9) Maximize the lost sale: 
Since the kanbans are type-specific, we proposed additional constraints for specific class 
of products: 
10) Class specific sampling equalities: 
L Zrsjv - KB(j)Prs = 0, "i/(r, s)"i/(j). 
V 
Note that these are nonlinear because KB(j) and Prs are both decision variables. 
The nonlinear model is flexible and can be adapted for different purposes. For 
examples 1 and 2 in chapter 4, the nonlinear pro gram is 
Minx 
Subject to 
(1) - (10) 
This nonlinear model consists of the linear objective, linear constraints (1)-(5), (7)-
(9), and nonlinear constraints (6), (10). There are a total of L2 + Ldecision variables and 
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~ 1~ . - +-+LS+ LR+ R + 1 constramts. KB(r) and PR(r) can also be treated as known 
2 2 
parameters to check the sensitivity of lost sales to the kanban allocations. 
For example 3, we presented 2 nonlinear models with different objectives. The 
objective of the first model is to minimize N subject to having throughput targets for product 
1 and product 2 to be achieved. The throughput of the machine is equal to service rate of that 
machine multiplied by the utilization of the machine, 
11) Throughput: 
TH (r) = /47 ~ µ,sPrs , 'v(r,s). T 
The nonlinear pro gram is 
MinN 
Subject to: 
(1) - (8) and (10) - (11) 
All variables are non-negative. 
In the second model, the objective is to minimize the maximum lost sales. The nonlinear 
model and method to obtain output are the same as in example 1 and 2. 
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CHAPTER 4. NUMERICAL EXAMPLES 
We applied the model to three different examples of multiproduct systems. The first 
example consists of 2 products and 1 station plus 2 finished goods stations. We designed this 
model to be simple in order to easily check the mathematical programs, and we examined the 
results of different parameters. The second example is more complicated. This example is 
more practical and closer to the real environment. It also has 2 products but 4 service 
stations and 2 fmished goods stations. This example is very similar to example 1 of Ryan 
and Choobineh (2001) except for the additional finished goods stations. We investigated the 
different outcomes of our model with and without the class specific sampling equalities. We 
compared the results with simulation. 
The third example, obtained from Hopp and Roof (1998), has multiple products with 
one shared machines. This example has 7 service stations, 2 fmished goods stations and 2 
products. Product types 1 and 2 are produced by different machines except for station 5, 
which is shared by both products. First, without fmished goods station, we compared the 
throughput from our model with the reference result. Then, we added fmished goods station 
and used our objective, namely minimax lost sales. 
Example 1. Two products are produced at station 3 and go separately to their 
finished goods stations, which are station 1 for product 1 and station 2 for product 2 as shown 
in Figure 1. 
23 
Station 
~ •=1 3 -~ + I ( Station J-
I 2 I 
L----------------· 
Product 1 route - -~ Product 2 route 
Figure 1. The system of example 1, in which 2 products produced from 
the same machine and go to their respective finished goods station 1 and 2. 
Processing rates at station 3 are assumed to be equal to 100 for both products. 
Different values of N and various demand rate have been studied in 9 cases as shown in 
Table 1. 
Table 1. The parameters, number of kanbans, and demand rate for example 1 
Case N Demand rate 
Productl Product2 
Case 1.1 5 50 50 
Case 1.2 5 70 30 
Case 1.3 5 90 10 
Case 1.4 10 50 50 
Case 1.5 10 70 30 
Case 1.6 10 90 10 
Case 1.7 20 50 50 
Case 1.8 20 70 30 
Case 1.9 20 90 10 
We studied this simple queueing system to verify the correctness of the result and to 
examine each constraint in detail. The full derivations of constraints are: 
Minimize x 
Subject to: 
Z1111 + Z1313 + Z2313 = KB(l) 
Z1323 + Z2222 + Z2323 = K.B(2) 
Z1111 -E(X11 ) =0 
Z1313 + Z2313 -E(X13) = 0 
Z 2222 -E(X22 )=0 
Z1323 +Z2323 -E(X23) = 0 
Z1m +Z1m +Z1322 +Z1323 -Np13 =0 
Z2211 + Z2213 + Z2222 + Z2223 - N P22 = 0 
Z2311 +Z2313 +Z2322 +Z2323 -Np23 =0 
Z2211 -z1111 ~0 
Z1311 +Z2311 -Z1111 ~ 0 
Z1122 - Z2222 ~ 0 
Z1322 +Z2322 -Z2222 ~0 




















AiP11 - µPi3 = 0 
Ai.P22 - µp23 = 0 
-~Z1111 +,UZ1311 +~Pu =0 
/4iZ1113 -/JZ,1313 + µ Pn = 0 
- ~Z2222 + ,l/Z2322 + ~P22 = 0 
Ai_Z2223 - ,l/Z2323 + µ p23 = 0 
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/4iZ1111 -AiZm3 - ,l/Z1311 + ,l/Z1313 - 2AiP11 = 0 
-AiZ1122 + ,l/Z1322 - ~Z2211 + ,l/Z2311 = Q 
-AiZ1123 + ,l/Z1323 + ~Z2211 - ,l/Z2311 = Q 
/4i Z1122 - ,l/Z1322 - Ai_Z2213 + ,l/Z2313 = 0 
/4i.Z1123 - ,l/Z1323 + ~Z2213 - ,l/Z2313 = 0 
Ai_Z2222 - /4iZ2223 - ,l/Z2322 + ,l/Z2323 - 2~p22 = Q 
z1111 -Pn -p11z1111 ~o 
Z2222 - P22 - P22Z2222 ~ 0 
Z1323 + Z2323 - p23 - p23Z1313 - p23Z1323 - p23Z2313 - p23Z2323 ~ Q 























P13 + P23 ~ 1 
All variables are non-negative. 
x ~ Ai X (1- p11 ) 
X ~ A2 X (1 - p 22 ) 
Zuu + Z1113 - P11KB(l) = 0 
Z1311 + Z1313 - p13K.B(l) = 0 
Z2211 + Z2213 - P22KB(l) = 0 
Z2311 + Z2313 - P23KB(l) = 0 
Z1122 + Z1123 - PnKB(2) = 0 
Z1322 + Z1323 - PJ3KB(2) = 0 
Z2222 + Z2223 - P22KB(2) = 0 

















The model is first solved to minimize the maximum lost sales without fixing the 
allocation of kanbans. The numbers of kanbans allocated to each product type are the 
decision variables. The output showed that the proportion of the number of kanbans for 
product type r is close but not exactly equal to the proportion of demand of that product to 
the total demand. 
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We were interested to see how sensitive the objective value was to the allocation. 
Therefore, we fixed the proportion of type 1 kanbans at values from 0.0 to 1.0 in order to see 
the effect of each allocation on our objective. The effect of the proportion of kanbans 
allocated to type 1 products on the objective value of the model, is shown in Figures 2, 3, and 
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Figure 2. Comparison of the objective value for N = 5, 10, and 20 of Example 1 
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Figure 3. Comparison of the objective value for N = 5, 10, and 20 of Example 1 
at demand rate for product 1 = 70 and product 2 = 30. 
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Figure 4. Comparison of the objective value for N = 5, 10, and 20 of Example 1 
at demand rate for product 1 = 90 and product 2 = 10. 
There is no integer restriction on KB(r), so that KB(r) can be any real number from 0 
to N. To apply the result in the real-world situation where kanban is an integer, the closest 
integer to the value of KB(r) would be chased as the allocation ofkanbans for product type 
r or the number of kanbans can be alternated between two integers over time. 
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For all ratios of demand, the models for N = 5 for PR(]) between 0.0 and 0.1 or 
between 0.9 and 1.0 are infeasible. In this range of ratios, either KB(]) or KB(2) is less than 
1 and this causes the infeasibility of the model. From constraints we derived, we proved that 
KB(r) have to be more than or equal to 1 or equal to 0. To see this, consider product type 2 (r 
= 2): 
Substitute z1323 ,z2222 ,z2323 from (10.6-10.8) in (1.3) to get 
PJ3KB(2) - z1322 + p22KB(2) - z2223 + p23KB(2)- z2322 = KB(2) 
Then 
P22KB(2) = Z1322 + Z2223 + Z2322 + e, 
where 
e = KB(2)- [KB(2)(p13 + P23 )] ~ 0. 
(A) 







/JZ.23?2 < 0 
Z1322 - Z23n -T + P22 - , 
then 
> /4i (Z1322 - P22) 
Z2322 - ~ • 
'"'2+µ 
Since z2m ~ 0 then Z13n ~ P22 • 
From (A) 
Z1m (KB(2)-1) ~ z2w + z23n + e ~ 0. 
From (10.6) to (10.8), if KB(2) = 0, we can see that z1322 , Zn23 , z2322 , and e are equal to 0. 
With the nonnegativity constraints, we can conclude that KB(2) ~ 1 or KB(2) = 0. 
We can prove that KB(l) ~ 1 or KB(l) = 0 by the same approach. 
Allocating the number of kanbans to product types correctly can improve the lost 
sales in the system. From the results, it can be noticed that the lost sales are minimized by 
allocating kanbans to·product types in a ratio similar to the demand ratio. However, the 
model is not very precise for this example, particularly for large N. In ranges around the 
optimal allocation, the lost sales are unchanged. The ranges are shown in figures 4, 5, and 6. 
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Figure 5. The range of ratios for kanban type 1 that result in the same 
minimax lost sales for example 1 with demand rate for product 1 = 50, product 2 = 50. 
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Figure 6. The range of ratios for kanban type 1 that result in the same 
minimax lost sales for example 1 with demand rate for product 1 = 70, product 2 = 30. 
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Figure 7. The range of ratio for kanban type 1 that result in the same 
minimax lost sales for example 1 with demand rate for product 1 = 90, product 2 = 10. 
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The larger the value of N, the wider the range of allocations that result in the same 
objective value. The range of minimum lost sales is limited by the utilization of station 3, 
which is the bottleneck station in this example. When the utilization of station 3 reaches 1.0, 
the utilizations of finished goods station 1 and 2 cannot be increased. This is the reason that 
lost sale will not be changed in some ratios of kanbans. For this example the maximum 
utilization of machine 3 equals N . 
(N +1) 
We derive the maximum utilization of the shared machine by considering constraints 
in this example. We combined (2.2) and (2.4) and multiplied them by µ 
By substituting the values of µz.1311 , µz.1322 , µz.2311 and µz.2322 from equation (5.1), (5.6), and 
(5.3). We get 
From (4.1), (4.2), (3.1) and (3.5) 
Let e = µ - (A, + 22 ) be the difference between service rate of bottleneck station and 
summation of demand rates for product 1 and product 2. 
Z1111 (µ- e) + JlZ.1313 + JlZ.1323 + Z2222 (µ- e) + JlZ.2313 + JlZ.2323 ~ (N + l)µ(p13 + P23) 
From (1.1) 
Z1111 + Z1313 + Z2313 + Z2222 + Z1323 + Z2323 = N 
(p + p ) ~ µN - e(z1111 + Z2222 ) :s; 1 
13 23 µ(N + l) 
Therefore, we can increase this utilization by increasing the demand or service rate of 
fmished goods stations or by increasing the value of N. 
In our example, e = 0 , 
therefore, 
< N 
P13 +p23 ---. N+l 
Example 2. The second example has two products but more machine stations. It 
includes 4 machine stations and 2 finished goods stations. Products 1 and 2 share machine 1 
and 4 with the same service time. The parameters and routing for this example are similar to 
example 1 as shown in Table 2 and Figure 8. We can see the effect of kanban allocation in 
the bigger system with more stations than the previous example. 
J Station 2 
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] Station ] Station 
.- ... ] 1 ~ ~] 4 ~ 
J Station 5 
I I I I 
: I 8-btion : I [ Sbtion } 
I '• J 3 .. •• ] 6 I 
I I 
I I ------------------------------------
_....,._,. Product 1 route - - + Product 2 route 
Figure 8. The system of example 2 
Processing rates at station 1, 2, 3 and 4 are assumed to be equal to 100. Different values of 
N, and demand rates have been studied in 9 cases as shown in Table 2. 
Table 2. The parameters, number of kanbans, and demand rate for example 2 
Case N Demand rate 
Productl Product2 
Case 2.1 5 50 50 
Case 2.2 5 70 30 
Case 2.3 5 90 IO 
Case 2.4 10 50 50 
Case 2.5 10 70 30 
Case 2.6 10 90 IO 
Case 2.7 20 50 50 
Case 2.8 20 70 30 
Case 2.9 20 90 IO 
The lost sale values obtained from this example have the similar trends to those 
obtained from example 1. The minimum possible lost sales can be obtained at a point close 
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to the ratio of kanbans that corresponds to the ratio of demand. The maximum utilization of 
station 1 or station 4 is also bounded by a function of amount of work in process in the 
system that is equal to N . One difference is that the bigger system has a narrower 
(N +1) 
range of allocation ratios that yield the minimum lost sales. The numbers in detail can be 
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Figure 9. Comparison of the objective value for N = 5, 10, and 20 of Example 2 











S 30.00 :s 
~ 20.00 
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
PR(t) 
Figure 10. Comparison of objective value for N = 5, 10, and 20 of Example 2 
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Figure 11. Comparison of the objective value for N = 5, 10, and 20 of Example 2 
at demand rate for product 1 = 90 and product 2 = 10. 
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The minimax lost sales of these 2 models were not obviously different. Hence, we 
increased the number of decimal places to 2 in order to see the tighter optimal lost sales in 
class specific model in which the kanban is dedicated to each product types. Figure 15 
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Figure 15. The different of lost sales between the model With and without class specific 
sampling equality constraints. 
The optimal objective function value with and without the class specific constraints 
differs when PR(]) is from 0.49 to 0.65, and 0.69 to 0.71. The non-class specific model 
reaches the minimum possible lost sales in the wider range of kanban allocations. The result 
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shows that the model including Class specific sampling equality constraints is more sensitive 
to the allocation of kanbans than the model without them. 
A simulation model was developed in order to compare its results with our NLP. The 
lost sales for each product type are presented. We chose input parameters from cases 2.4, 
2.5, and 2.6 with N = 10 and demand for Product !:Product 2 equal to 50:50, 70:30, and 
90:10 respectively. The simulations were conducted in the Arena program (Kelton, et al. 
(1998)). All service times followed the exponential distribution and demands were Poisson 
distributed. The simulation was done by 30 replications. Each replication is 1,000 minutes 
long and has 300 minutes warm up period. The lost sales in the simulation are observed at 
both finished goods stations. Figures 16, 17, and 18 show the comparison between lost sales 
from NLP model and simulation. More details including 95% confidence-interval half widths 
are shown in Table B 11, B22, and B 13 in Appendix B. 
The lost sales from simulation result are straightforward. A product has fewer lost 
sales when it is given more kanbans. In contrast, the NLP has the objective to minimize the 
maximum lost sales of both product types. Therefore, the minimum lost sales for each 
product type does not always occurr at the point that has the maximum number of kanbans 
dedicated to that product. 
To find the allocation point ofkanbans that minimize the maximum lost sales, the 
simulations specify the points while our NLP model in some cases gives the ranges that have 
the same value of lost sales. 
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Figure 16. Comparisons of lost sales from NLP model and simulation 
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Figure 18. Comparisons of lost sales from NLP model and simulation 
at demand rate for product 1 = 90 and demand rate for product 2 = 10. 
Example 3. The third example simulates the multiple product system from Hopp 
and Roof (1998). They used an adaptive production control method called Statistical 
Throughput Control (STC) to adjust WIP levels in order to satisfy a target throughput. The 
procedure of STC starts by establishing the target throughput rate for the line. Then it 
decreases or increases the initial WIP by one card at a time to control the throughput of the 
system to be within an upper and lower bound of the target throughput. 
The system in this example, as shown in figure 19, has 2 products, and 7 stations. 
Both products share only station 3. The parameters are the same as in Hopp and Roof (1998) 
except in our model, the processing time is assumed to be exponentially distributed instead of 
deterministic. The routing and processing rates are shown in Figure 19, and Tables 3 and 4. 
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----· Product 1 route __ • Product 2 route 
Figure 19. System for example 3 
I 
I 
Table 3. Routing and Processing rate for example 3 
Routing Processing rate 
Product Product Productl Product2 
1,3,5,6 2,4,5,6 1.0,1.0,1.o,1.o o.5,0.5,0.5,0.5,0.5 
Table 4. Target throughput, Initial and Ending card count from Hopp and Roof (1998) 
Case Target TH Initial card count Ending card count Optimal number of 
kanban 
Hopp and Roof (1998) This thesis 
Product 1 Product2 Product 1 Product2 Product 1 Product2 Product 1 Product2 
Case 1 0.400 0.250 4 4 2-3 2 1.87 2.00 
Case2 0.400 0.250 1 1 2-3 2 1.87 2.00 
Case3 0.400 0.250 4 1 2-3 2 1.87 2.00 
Case4 0.400 0.250 1 4 2-3 2 1.87 2.00 
Case5 0.250 0.250 5 4 1-2 2 1.08 2.00 
Case6 0.600 0.125 5 4 3 1-2 2.55 1.00 
Case? 0.200 0.375 5 4 1-2 3 1.00 3.00 
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As shown in Table 4, the STC method adjusted WIP levels at the beginning of 
simulation (Initial cards) to the optimal WIP level (Ending cards) that yields the target 
throughput. The ending card count, in some cases, can cycle between two numbers over the 
time. 
Firstly, we would like to compare the optimal number of kanban from our NLP model 
with the ending card count from Hopp and Roof's paper. We modeled the same system with 
the same parameters and added the target throughput constraints to the model. The NLP has 
the objective function to minimize N (the total number ofkanbans) subject to target 
throughput constraints, in addition to the other constraints as was shown in Chapter 3. The 
results are shown in Table 4. The optimal number of cards from the NLP is similar to the 
ending number of cards found by STC. The differences can possibly come from the 
distribution of service times that is assumed to be stochastic instead of deterministic as in 
Hopp and Roofs paper. 
Secondly, we added a finished goods station for product 1 after station 6 and a 
finished goods station for product 2 after station 7 in order to find the minimax lost sales. By 
assuming demands equal to target throughpust, we found the minimax lost sales by using all 
values of kanbans obtained from Table 4. The result is presented in Table 5. 
44 
Table 5. Minimax lost sales by using demand equal to target throughput and 
number of kanbans equal to ending card count from table 4. 
Demand Number of kanban Minimax Number of kanban Minimax Number of kanban Minimax 
Case 
A B Productl Product2 Lost Sales Productl Product2 Lost Sales Productl Product2 Lost Sales 
Case 3.1 0.400 0.250 2 2 0.09 3 2 0.08 1.87 2.00 0.11 
Case 3.2 0.400 0.250 2 2 0.09 3 2 0.08 1.87 2.00 0.11 
Case 3.3 0.400 0.250 2 2 0.09 3 2 0.08 1.87 2.00 0.11 
Case 3.4 0.400 0.250 2 2 0.09 3 2 0.08 1.87 2.00 0.11 
Case 3.5 0.250 0.250 1 2 0.13 2 2 0.08 1.08 2.00 0.12 
Case 3.6 0.600 0.125 3 1 0.09 3 2 0.09 2.55 1.00 0.15 
Case 3.7 0.200 0.375 1 3 0.09 2 3 0.09 1.00 3.00 0.09 
Although we used the same number of kanbans and throughput, the lost sales of both 
products occurred at a relatively high rate compared with the demand. The throughput, 
(demand), in the Hopp and Roof's paper is deterministic, whereas in our model, the demand 
at finished goods stations is Poisson distributed, and the system does not have backorder. 
With the limited number of kanbans, the system was unable to force the utilization of 
finished goods stations close to one. Since lost sale is depended on the utilization of the 
finished goods stations, the large numbers of lost sales occurred. 
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CHAPTER 5. CONCLUSION 
We extended the model obtained from Ryan and Choobineh (2001) by adding 
finished goods stations to model lost sales, and the class specific sampling equality 
constraints The additional constraints restrict the utilization of machines to be governed by a 
fixed number of type specific kanbans instead of the total amount of work in process. The 
lost sales in finished goods stations were used as the performance measure of the system. 
Kan bans were allocated to each product type in different ratios to find the point at which 
maximum lost sales for all products are minimized. This approach would be useful in a 
situation where each type of product needs specific type ofkanban. 
In example with equal processing rates for the different products, the results show 
reasonable improvements of objective function when allocating number ofkanbans 
corresponding to demand in the system. However, there is no requirement that the products 
have equal processing times, even at the same station. The additional constraints improve the 
sensitivity oflost sales when changing allocation ofkanbans. However, the model still 
shows differences when compared with simulation. 
We also provided mathematical proofs to answer a question regarding the 
infeasibility regions in some allocations of kanbans, and the question of the maximum 
possible utilization of the bottleneck station in the system. 
Investing in more work in process results in better utilization and flexibility in the 
system, however, it will take higher holding cost. The future research would incorporate 
costs such as holding cost, processing cost or cost of lost sales. Processing time at the station 
could be different for different types of product. The number of kanbans could be assumed 
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to be an integer. Moreover, in the flexible manufacturing system, product will have more 
complex route and can revisit some stations more than once. These modifications can be 
accounted for easily in our model. 
47 
APPENDIX A. EXAMPLE 1 DATA 
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Table Al. Objective, utilization and number of kanban for Case 1.1 
PR(l) Ob"ective 3 KB(l) KB(2) 
Not fixed 8.33 0.83 0.83 0.42 0.42 2.71 2.29 
0.0 50.00 0.00 0.91 0.00 0.45 0.00 5.00 
0.1 no feasible solution found 0.50 4.50 
0.2 16.67 0.83 0.67 0.42 0.33 1.00 4.00 
0.3 8.33 0.83 0.83 0.42 0.42 1.50 3.50 
0.4 8.33 0.83 0.83 0.42 0.42 2.00 3.00 
0.5 8.33 0.83 0.83 0.42 0.42 2.50 2.50 
0.6 8.33 0.83 0.83 0.42 0.42 3.00 2.00 
0.7 8.33 0.83 0.83 0.42 0.42 3.50 1.50 
0.8 16.67 0.67 0.83 0.33 0.42 4.00 1.00 
0.9 no feasible solution found 4.50 0.50 
1.0 50.00 0.91 0.00 0.45 0.00 5.00 0.00 
Table A2. Objective, utilization and number of kanban for Case 1.2 
PR(l) 3 KB(l) KB(2) 
Not fixed 8.33 0.88 0.72 0.62 0.22 3.70 1.30 
0.0 70.00 0.00 0.94 0.00 0.28 0.00 5.00 
0.1 no feasible solution found 0.50 4.50 
0.2 28.82 0.59 0.87 0.41 0.26 1.00 4.00 
0.3 18.78 0.73 0.84 0.51 0.25 1.50 3.50 
0.4 11.67 0.83 0.78 0.58 0.23 2.00 3.00 
0.5 8.33 0.88 0.72 0.62 0.22 2.50 2.50 
0.6 8.33 0.88 0.72 0.62 0.22 3.00 2.00 
0.7 8.33 0.88 0.72 0.62 0.22 3.50 1.50 
0.8 8.57 0.88 0.71 0.61 0.21 4.00 1.00 
0.9 no feasible solution found 4.50 0.50 
1.0 30.00 0.88 0.00 0.61 0.00 5.00 0.00 
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Table A3. Objective, utilization and number of kanban for Case 1.3 
PR(l) 3 KB(l) KB(2) 
Not fixed 13.65 0.85 0.70 0.76 0.07 3.97 1.03 
0.0 90.00 0.00 0.98 0.00 0.10 2.55 2.45 
0.1 no feasible solution found 0.50 4.50 
0.2 42.63 0.53 0.96 0.47 0.10 1.00 4.00 
0.3 32.55 0.64 0.94 0.57 0.09 1.50 3.50 
0.4 25.71 0.71 0.92 0.64 0.09 2.00 3.00 
0.5 20.77 0.77 0.89 0.69 0.09 2.50 2.50 
0.6 17.03 0.81 0.85 0.73 0.09 3.00 2.00 
0.7 14.57 0.84 0.79 0.75 0.08 3.50 1.50 
0.8 13.58 0.85 0.69 0.76 0.07 4.00 1.00 
0.9 no feasible solution found 4.50 0.50 
1.0 10.00 0.89 0.00 0.80 0.00 2.55 2.45 
Table A4. Objective, utilization and number of kanban for Case 1.4 
PR(l) 3 KB(l) KB(2) 
Not fixed 4.55 0.91 0.91 0.45 0.45 3.81 6.19 
0.0 50.00 0.00 0.95 0.00 0.48 0.00 10.00 
0.1 16.67 0.93 0.67 0.47 0.33 1.00 9.00 
0.2 4.55 0.91 0.91 0.45 0.45 2.00 8.00 
0.3 4.55 0.91 0.91 0.45 0.45 3.00 7.00 
0.4 4.55 0.91 0.91 0.45 0.45 4.00 6.00 
0.5 4.55 0.91 0.91 0.45 0.45 5.00 5.00 
0.6 4.55 0.91 0.91 0.45 0.45 6.00 4.00 
0.7 4.55 0.91 0.91 0.45 0.45 7.00 3.00 
0.8 4.55 0.91 0.91 0.45 0.45 8.00 2.00 
0.9 16.67 0.67 0.93 0.33 0.47 9.00 1.00 
1.0 50.00 1.00 0.00 0.50 0.00 10.00 0.00 
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Table AS. Objective, utilization and number of kanban for Case 1.5 
PR(l) 3 KB(l) KB(2) 
Not fixed 4.55 0.94 0.85 0.65 0.25 4.73 5.27 
0.0 70.00 0.00 1.00 0.00 0.30 0.00 10.00 
0.1 28.82 0.59 0.96 0.41 0.29 1.00 9.00 
0.2 11.67 0.83 0.97 0.58 0.29 2.00 8.00 
0.3 4.77 0.93 0.86 0.65 0.26 3.00 7.00 
0.4 4.55 0.94 0.85 0.65 0.25 4.00 6.00 
0.5 4.55 0.94 0.85 0.65 0.25 5.00 5.00 
0.6 4.55 0.94 0.85 0.65 0.25 6.00 4.00 
0.7 4.55 0.94 0.85 0.65 0.25 7.00 3.00 
0.8 4.55 0.94 0.85 0.65 0.25 8.00 2.00 
0.9 6.92 0.91 0.77 0.64 0.23 9.00 1.00 
1.0 30.00 0.93 0.00 0.65 0.00 10.00 0.00 
Table A6. Objective, utilization and number of kanban for Case 1.6 
PRl 
Not fixed 4.55 0.95 0.55 0.85 0.05 1.01 
0.0 90.00 0.00 1.00 0.00 0.10 0.00 10.00 
0.1 42.63 0.53 1.00 0.47 0.10 1.00 9.00 
0.2 25.71 0.71 1.00 0.64 0.10 2.00 8.00 
0.3 17.03 0.81 1.00 0.73 0.10 3.00 7.00 
0.4 11.74 0.87 1.00 0.78 0.10 4.00 6.00 
0.5 8.18 0.91 0.91 0.82 0.09 5.00 5.00 
0.6 7.66 0.91 0.86 0.82 0.09 6.00 4.00 
0.7 7.05 0.92 0.80 0.83 0.08 7.00 3.00 
0.8 6.07 0.93 0.70 0.84 0.07 8.00 2.00 
0.9 4.55 0.95 0.55 0.85 0.05 9.00 1.00 
1.0 10.00 0.96 0.00 0.86 0.00 10.00 0.00 
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Table A7. Objective, utilization and number of kanban for Case 1.7 
PR(l) ob·ective 3 KB(l) KB(2) 
Not fixed 2.38 0.95 0.95 0.48 0.48 11.46 8.54 
o.o 50.00 0.00 1.00 0.00 0.50 0.00 20.00 
0.1 2.38 0.95 0.95 0.48 0.48 2.00 18.00 
0.2 2.38 0.95 0.95 0.48 0.48 4.00 16.00 
0.3 2.38 0.95 0.95 0.48 0.48 6.00 14.00 
0.4 2.38 0.95 0.95 0.48 0.48 8.00 12.00 
0.5 2.38 0.95 0.95 0.48 0.48 10.00 10.00 
0.6 2.38 0.95 0.95 0.48 0.48 12.00 8.00 
0.7 2.38 0.95 0.95 0.48 0.48 14.00 6.00 
0.8 2.38 0.95 0.95 0.48 0.48 16.00 4.00 
0.9 2.38 0.95 0.95 0.48 0.48 18.00 2.00 
1.0 50.00 1.00 0.00 0.50 0.00 20.00 0.00 
Table AS. Objective, utilization and number of kanban for Case 1.8 
PRl KB 1 
Not fixed 2.38 0.97 0.92 0.68 0.28 13.83 
0.0 70.00 0.00 1.00 0.00 0.30 0.00 20.00 
0.1 11.67 0.83 0.99 0.58 0.30 2.00 18.00 
0.2 2.83 0.96 0.94 0.67 0.28 4.00 16.00 
0.3 2.38 0.97 0.92 0.68 0.28 6.00 14.00 
0.4 2.38 0.97 0.92 0.68 0.28 8.00 12.00 
0.5 2.38 0.97 0.92 0.68 0.28 10.00 10.00 
0.6 2.38 0.97 0.92 0.68 0.28 12.00 8.00 
0.7 2.38 0.97 0.92 0.68 0.28 14.00 6.00 
0.8 2.38 0.97 0.92 0.68 0.28 16.00 4.00 
0.9 2.38 0.97 0.92 0.68 0.28 18.00 2.00 
1.0 30.00 1.00 0.00 0.70 0.00 20.00 0.00 
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Table A9. Objective, utilization and number of kanban for Case 1.9 
PR(l) 3 KB(l) KB(2) 
Not fixed 2.38 0.97 0.76 0.88 0.08 18.16 1.84 
0.0 90.00 0.00 1.00 0.00 0.10 0.00 20.00 
0.1 25.71 0.71 1.00 0.64 0.10 2.00 18.00 
0.2 11.74 0.87 1.00 0.78 0.10 4.00 16.00 
0.3 5.62 0.94 1.00 0.84 0.10 6.00 14.00 
0.4 4.07 0.95 0.93 0.86 0.09 8.00 12.00 
0.5 3.77 0.96 0.90 0.86 0.09 10.00 10.00 
0.6 3.49 0.96 0.87 0.87 0.09 12.00 8.00 
0.7 3.02 0.97 0.83 0.87 0.08 14.00 6.00 
0.8 2.38 0.97 0.76 0.88 0.08 16.00 4.00 
0.9 2.38 0.97 0.76 0.88 0.08 18.00 2.00 
1.0 10.00 0.96 0.00 0.86 0.00 20.00 0.00 
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APPENDIX B. EXAMPLE 2 DATA 
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Table Bl. Objective, utilization and number of kanban for Case 2.1 
PR(l) Ob"ective 6 KB(l) KB(2) 
Not fixed 8.33 0.42 0.42 0.42 0.83 0.42 0.42 0.42 0.83 2.30 2.70 
0.0 50.00 0.00 0.00 0.00 0.00 0.38 0.38 0.38 0.77 0.00 5.00 
0.1 no feasible solution 0.50 4.50 
0.2 30.00 0.20 0.20 0.20 0.40 0.40 0.40 0.40 0.80 1.00 4.00 
0.3 20.00 0.30 0.30 0.30 0.60 0.39 0.39 0.39 0.79 1.50 3.50 
0.4 10.00 0.40 0.40 0.40 0.80 0.40 0.40 0.40 0.80 2.00 3.00 
0.5 8.33 0.42 0.42 0.42 0.83 0.42 0.42 0.42 0.83 2.50 2.50 
0.6 10.00 0.40 0.40 0.40 0.80 0.40 0.40 0.40 0.80 3.00 2.00 
0.7 20.00 0.40 0.40 0.40 0.80 0.30 0.30 0.30 0.60 3.50 1.50 
0.8 30.00 0.40 0.40 0.40 0.79 0.20 0.20 0.20 0.40 4.00 1.00 
0.9 no feasible solution 4.50 0.50 
1.0 50.00 0.39 0.39 0.39 0.79 0.00 0.00 0.00 0.00 5.00 0.00 
Table B2. Objective, utilization and number of kanban for Case 2.2 
KB(l) KB(2) 
Not fixed 0.62 0.62 0.62 0.88 0.22 0.22 0.22 0.72 3.28 1.72 
0.0 70.00 0.00 0.00 0.00 0.00 0.25 0.25 0.25 0.85 0.00 5.00 
0.1 no feasible solution 0.50 4.50 
0.2 47.42 0.23 0.23 0.23 0.32 0.27 0.27 0.27 0.89 1.00 4.00 
0.3 36.13 0.34 0.34 0.34 0.48 0.27 0.27 0.27 0.91 1.50 3.50 
0.4 24.84 0.45 0.45 0.45 0.65 0.25 0.25 0.25 0.82 2.00 3.00 
0.5 14.79 0.55 0.55 0.55 0.79 0.21 0.21 0.21 0.69 2.50 2.50 
0.6 10.34 0.60 0.60 0.60 0.85 0.21 0.21 0.21 0.70 3.00 2.00 
0.7 8.51 0.61 0.61 0.61 0.88 0.21 0.21 0.21 0.72 3.50 1.50 
0.8 14.21 0.56 0.56 0.56 0.80 0.16 0.16 0.16 0.53 4.00 1.00 
0.9 no feasible solution 4.50 0.50 
1.0 30.00 0.52 0.52 0.52 0.74 0.00 0.00 0.00 0.00 5.00 0.00 
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Table B3. Objective, utilization and number of kanban for Case 2.3 
PR(l) ob·ective 6 KB(l) KB(2) 
Not fixed 14.69 0.75 0.75 0.75 0.84 0.07 0.07 0.07 0.71 4.00 1.00 
0.0 90.00 0.00 0.00 0.00 0.00 0.09 0.09 0.09 0.94 0.00 5.00 
0.1 no feasible solution 0.50 4.50 
0.2 65.68 0.24 0.24 0.24 0.27 0.10 0.10 0.10 0.97 1.00 4.00 
0.3 53.51 0.36 0.36 0.36 0.41 0.09 0.09 0.09 0.91 1.50 3.50 
0.4 41.35 0.49 0.49 0.49 0.54 0.09 0.09 0.09 0.88 2.00 3.00 
o.s 29.19 0.61 0.61 0.61 0.68 0.09 0.09 0.09 0.86 2.50 2.50 
0.6 20.41 0.70 0.70 0.70 0.77 0.09 0.09 0.09 0.87 3.00 2.00 
0.7 17.25 0.73 0.73 0.73 0.81 0.08 0.08 0.08 0.80 3.50 1.50 
0.8 14.69 0.75 0.75 0.75 0.84 0.06 0.06 0.06 0.65 4.00 1.00 
0.9 no feasible solution 4.50 0.50 
1.0 10.77 0.79 0.79 0.79 0.88 0.00 0.00 0.00 0.00 5.00 0.00 
Table B4. Objective, utilization and number of kanban for Case 2.4 
6 KB(l) KB(2) 
Not fixed 0.45 0.45 0.45 0.91 0.45 0.45 0.45 0.91 3.10 6.90 
0.0 0.00 0.00 0.00 0.00 0.45 0.45 0.45 0.89 0.00 10.00 
0.1 0.20 0.20 0.20 0.40 0.44 0.44 0.44 0.87 1.00 9.00 
0.2 10.00 0.40 0.40 0.40 0.80 0.43 0.43 0.43 0.86 2.00 8.00 
0.3 4.55 0.45 0.45 0.45 0.91 0.45 0.45 0.45 0.91 3.00 7.00 
0.4 4.55 0.45 0.45 0.45 0.91 · 0.45 0.45 0.45 0.91 4.00 6.00 
o.s 4.55 0.45 0.45 0.45 0.91 0.45 0.45 0.45 0.91 5.00 5.00 
0.6 4.55 0.45 0.45 0.45 0.91 0.45 0.45 0.45 0.91 6.00 4.00 
0.7 4.55 0.45 0.45 0.45 0.91 0.45 0.45 0.45 0.91 7.00 3.00 
0.8 10.00 0.43 0.43 0.43 0.86 0.40 0.40 0.40 0.80 8.00 2.00 
0.9 30.00 0.44 0.44 0.44 0.87 0.20 0.20 0.20 0.40 9.00 1.00 
1.0 50.00 0.45 0.45 0.45 0.89 0.00 0.00 0.00 0.00 10.00 0.00 
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Table B5. Objective, utilization and number of kanban for Case 2.5 
KB(l) KB(2) 
Not fixed 0.65 0.65 0.65 0.94 0.25 0.25 0.25 0.85 5.80 4.20 
0.0 0.00 0.00 0.00 0.00 0.28 0.28 0.28 0.92 0.00 10.00 
0.1 47.42 0.23 0.23 0.23 0.32 0.27 0.27 0.27 0.91 1.00 9.00 
0.2 24.84 0.45 0.45 0.45 0.65 0.26 0.26 0.26 0.87 2.00 8.00 
0.3 10.34 0.60 0.60 0.60 0.85 0.26 0.26 0.26 0.85 3.00 7.00 
0.4 4.55 0.65 0.65 0.65 0.94 0.25 0.25 0.25 0.85 4.00 6.00 
0.5 4.55 0.65 0.65 0.65 0.94 0.25 0.25 0.25 0.85 5.00 5.00 
0.6 4.55 0.65 0.65 0.65 0.94 0.25 0.25 0.25 0.85 6.00 4.00 
0.7 4.55 0.65 0.65 0.65 0.94 0.25 0.25 0.25 0.85 7.00 3.00 
0.8 4.55 0.65 0.65 0.65 0.94 0.25 0.25 0.25 0.85 8.00 2.00 
0.9 14.21 0.62 0.62 0.62 0.88 0.16 0.16 0.16 0.53 9.00 1.00 
1.0 30.00 0.60 0.60 0.60 0.86 0.00 0.00 0.00 0.00 10.00 0.00 
Table B6. Objective, utilization and number of kanban for Case 2.6 
6 KB(l) KB(2) 
Not fixed 0.85 0.85 0.85 0.95 0.05 0.05 0.05 0.54 8.93 1.07 
0.0 0.00 0.00 0.00 0.00 0.10 0.10 0.10 0.97 0.00 10.00 
0.1 65.68 0.24 0.24 0.24 0.27 0.10 0.10 0.10 0.97 1.00 9.00 
0.2 41.35 0.49 0.49 0.49 0.54 0.10 0.10 0.10 0.97 2.00 8.00 
0.3 20.41 0.70 0.70 0.70 0.77 0.09 0.09 0.09 0.95 3.00 7.00 
0.4 14.69 0.75 0.75 0.75 0.84 0.10 0.10 0.10 0.95 4.00 6.00 
0.5 10.95 0.79 0.79 0.79 0.88 0.09 0.09 0.09 0.88 5.00 5.00 
0.6 8.52 0.81 0.81 0.81 0.91 0.08 0.08 0.08 0.84 6.00 4.00 
0.7 7.07 0.83 0.83 0.83 0.92 0.08 0.08 0.08 0.77 7.00 3.00 
0.8 5.98 0.84 0.84 0.84 0.93 0.07 0.07 0.07 0.67 8.00 2.00 
0.9 4.59 0.85 0.85 0.85 0.95 0.05 0.05 0.05 0.54 9.00 1.00 
1.0 10.00 0.80 0.80 0.80 0.89 0.00 0.00 0.00 0.00 10.00 0.00 
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Table B7. Objective, utilization and number of kanban for Case 2.7 
6 KB{l) KB(2) 
Not fixed 0.48 0.48 0.48 0.95 0.48 0.48 0.48 0.95 5.30 14.70 
0.0 50.00 0.00 0.00 0.00 0.00 0.47 0.47 0.47 0.95 0.00 20.00 
0.1 10.10 0.40 0.40 0.40 0.80 0.47 0.47 0.47 0.94 2.00 18.00 
0.2 2.38 0.48 0.48 0.48 0.95 0.48 0.48 0.48 0.95 4.00 16.00 
0.3 2.38 0.48 0.48 0.48 0.95 0.48 0.48 0.48 0.95 6.00 14.00 
0.4 2.38 0.48 0.48 0.48 0.95 0.48 0.48 0.48 0.95 8.00 12.00 
0.5 2.38 0.48 0.48 0.48 0.95 0.48 0.48 0.48 0.95 10.00 10.00 
0.6 2.38 0.48 0.48 0.48 0.95 0.48 0.48 0.48 0.95 12.00 8.00 
0.7 2.38 0.48 0.48 0.48 0.95 0.48 0.48 0.48 0.95 14.00 6.00 
0.8 2.38 0.48 0.48 0.48 0.95 0.48 0.48 0.48 0.95 16.00 4.00 
0.9 10.10 0.47 0.47 0.47 0.94 0.40 0.40 0.40 0.80 18.00 2.00 
1.0 50.00 0.47 0.47 0.47 0.95 0.00 0.00 0.00 0.00 20.00 0.00 
Table BS. Objective, utilization and number of kanban for Case 2.8 
PR(l) Ob'ective 6 KB(l) KB(2) 
Not fixed 2.38 0.68 0.68 0.68 0.97 0.28 0.28 0.28 0.92 8.59 11.41 
0.0 70.00 0.00 0.00 0.00 0.00 0.29 0.29 0.29 0.96 0.00 20.00 
0.1 24.84 0.45 0.45 0.45 0.65 0.28 0.28 0.28 0.94 2.00 18.00 
0.2 4.27 0.66 0.66 0.66 0.94 0.28 0.28 0.28 0.93 4.00 16.00 
0.3 2.38 0.68 0.68 0.68 0.97 0.28 0.28 0.28 0.92 6.00 14.00 
0.4 2.38 0.68 0.68 0.68 0.97 0.28 0.28 0.28 0.92 8.00 12.00 
0.5 2.38 0.68 0.68 0.68 0.97 0.28 0.28 0.28 0.92 10.00 10.00 
0.6 2.38 0.68 0.68 0.68 0.97 0.28 0.28 0.28 0.92 12.00 8.00 
0.7 2.38 0.68 0.68 0.68 0.97 0.28 0.28 0.28 0.92 14.00 6.00 
0.8 2.38 0.68 0.68 0.68 0.97 0.28 0.28 0.28 0.92 16.00 4.00 
0.9 2.47 0.68 0.68 0.68 0.96 0.28 0.28 0.28 0.92 18.00 2.00 
1.0 30.00 0.66 0.66 0.66 0.94 0.00 0.00 0.00 0.00 20.00 0.00 
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Table B9. Objective, utilization and number of kanban for Case 2.9 
KB(l) KB(2) 
Not fixed 0.88 0.88 0.88 0.97 0.08 0.08 0.08 0.76 16.76 3.24 
o.o 0.00 0.00 0.00 0.00 0.10 0.10 0.10 0.99 0.00 20.00 
0.1 41.35 0.49 0.49 0.49 0.54 0.10 0.10 0.10 0.98 2.00 18.00 
0.2 14.69 0.75 0.75 0.75 0.84 0.10 0.10 0.10 0.96 4.00 16.00 
0.3 8.77 0.81 0.81 0.81 0.90 0.09 0.09 0.09 0.95 6.00 14.00 
0.4 5.62 0.84 0.84 0.84 0.94 0.09 0.09 0.09 0.92 8.00 12.00 
0.5 3.95 0.86 0.86 0.86 0.96 0.09 0.09 0.09 0.90 10.00 10.00 
0.6 3.57 0.86 0.86 0.86 0.96 0.09 0.09 0.09 0.87 12.00 8.00 
0.7 3.01 0.87 0.87 0.87 0.97 0.08 0.08 0.08 0.82 14.00 6.00 
0.8 2.38 0.88 0.88 0.88 0.97 0.08 0.08 0.08 0.76 16.00 4.00 
0.9 2.38 0.88 0.88 0.88 0.97 0.08 0.08 0.08 0.76 18.00 2.00 
1.0 10.00 0.82 0.82 0.82 0.91 0.00 0.00 0.00 0.00 20.00 0.00 
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Table B10. Objective, utilization and number of kanban for Case 2.2 
(with class specific sampling equality constraint) 
PR(l) ob·ective 6 KB(l) KB(2) 
0.5 14.79 0.55 0.55 0.55 0.79 0.21 0.21 0.21 0.69 2.50 2.50 
0.51 14.31 0.56 0.56 0.56 0.80 0.22 0.22 0.22 0.75 2.55 2.45 
0.52 13.83 0.56 0.56 0.56 0.80 0.22 0.22 0.22 0.73 2.60 2.40 
0.53 13.36 0.57 0.57 0.57 0.81 0.22 0.22 0.22 0.73 2.65 2.35 
0.54 12.90 0.57 0.57 0.57 0.82 0.22 0.22 0.22 0.75 2.70 2.30 
0.55 12.45 0.58 0.58 0.58 0.82 0.21 0.21 0.21 0.71 2.75 2.25 
0.56 12.01 0.58 0.58 0.58 0.83 0.18 0.18 0.18 0.60 2.80 2.20 
0.57 11.58 0.58 0.58 0.58 0.83 0.19 0.19 0.19 0.64 2.85 2.15 
0.58 11.16 0.59 0.59 0.59 0.84 0.19 0.19 0.19 0.63 2.90 2.10 
0.59 10.75 0.59 0.59 0.59 0.85 0.20 0.20 0.20 0.68 2.95 2.05 
0.6 10.34 0.60 0.60 0.60 0.85 0.21 0.21 0.21 0.70 3.00 2.00 
0.61 9.94 0.60 0.60 0.60 0.86 0.22 0.22 0.22 0.74 3.05 1.95 
0.62 9.55 0.60 0.60 0.60 0.86 0.20 0.20 0.20 0.68 3.10 1.90 
0.63 9.17 0.61 0.61 0.61 0.87 0.21 0.21 0.21 0.69 3.15 1.85 
0.64 8.80 0.61 0.61 0.61 0.87 0.21 0.21 0.21 0.71 3.20 1.80 
0.65 8.43 0.62 0.62 0.62 0.88 0.22 0.22 0.22 0.72 3.25 1.75 
0.66 8.33 0.62 0.62 0.62 0.88 0.22 0.22 0.22 0.72 3.30 1.70 
0.67 8.33 0.62 0.62 0.62 0.88 0.22 0.22 0.22 0.72 3.35 1.65 
0.68 8.33 0.62 0.62 0.62 0.88 0.22 0.22 0.22 0.72 3.40 1.60 
0.69 8.42 0.62 0.62 0.62 0.88 0.22 0.22 0.22 0.72 3.45 1.55 
0.7 8.51 0.61 0.61 0.61 0.88 0.21 0.21 0.21 0.72 3.50 1.50 
0.71 8.60 0.61 0.61 0.61 0.88 0.21 0.21 0.21 0.71 3.55 1.45 
0.72 8.82 0.61 0.61 0.61 0.87 0.21 0.21 0.21 0.71 3.60 1.40 
0.73 9.25 0.61 0.61 0.61 0.87 0.21 0.21 0.21 0.69 3.65 1.35 
0.74 9.70 0.60 0.60 0.60 0.86 0.20 0.20 0.20 0.68 3.70 1.30 
0.75 10.26 0.60 0.60 0.60 0.85 0.20 0.20 0.20 0.66 3.75 1.25 
0.76 11.05 0.59 0.59 0.59 0.84 0.19 0.19 0.19 0.63 3.80 1.20 
0.77 11.84 0.58 0.58 0.58 0.83 0.18 0.18 0.18 0.61 3.85 1.15 
0.78 12.63 0.57 0.57 0.57 0.82 0.17 0.17 0.17 0.58 3.90 1.10 
0.79 13.42 0.57 0.57 0.57 0.81 0.17 0.17 0.17 0.55 3.95 1.05 
0.8 14.21 0.56 0.56 0.56 0.80 0.16 0.16 0.16 0.53 4.00 1.00 
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Table Bll. Objective, utilization and number ofKanban for Case 2.2 
(without class specific sampling equality constraints) 
6 KB(l) KB(2) 
0.56 0.56 0.56 0.81 0.19 0.19 0.19 0.63 2.50 2.50 
0.51 12.42 0.58 0.58 0.58 0.82 0.19 0.19 0.19 0.64 2.55 2.45 
0.52 11.29 0.59 0.59 0.59 0.84 0.21 0.21 0.21 0.69 2.60 2.40 
0.53 10.16 0.60 0.60 0.60 0.85 0.20 0.20 0.20 0.66 2.65 2.35 
0.54 9.79 0.60 0.60 0.60 0.86 0.20 0.20 0.20 0.67 2.70 2.30 
0.55 9.54 0.60 0.60 0.60 0.86 0.20 0.20 0.20 0.68 2.75 2.25 
0.56 9.28 0.61 0.61 0.61 0.87 0.21 0.21 0.21 0.69 2.80 2.20 
0.57 9.03 0.61 0.61 0.61 0.87 0.21 0.21 0.21 0.70 2.85 2.15 
0.58 8.77 0.61 0.61 0.61 0.87 0.21 0.21 0.21 0.71 2.90 2.10 
0.59 8.52 0.61 0.61 0.61 0.88 0.21 0.21 0.21 0.72 2.95 2.05 
0.6 8.33 0.62 0.62 0.62 0.88 0.22 0.22 0.22 0.72 3.00 2.00 
0.61 8.33 0.62 0.62 0.62 0.88 0.22 0.22 0.22 0.72 3.05 1.95 
0.62 8.33 0.62 0.62 0.62 0.88 0.22 0.22 0.22 0.72 3.10 1.90 
0.63 8.33 0.62 0.62 0.62 0.88 0.22 0.22 0.22 0.72 3.15 1.85 
0.64 8.33 0.62 0.62 0.62 0.88 0.22 0.22 0.22 0.72 3.20 1.80 
0.65 8.33 0.62 0.62 0.62 0.88 0.22 0.22 0.22 0.72 3.25 1.75 
0.66 8.33 0.62 0.62 0.62 0.88 0.22 0.22 0.22 0.72 3.30 1.70 
0.67 8.33 0.62 0.62 0.62 0.88 0.22 0.22 0.22 0.72 3.35 1.65 
0.68 8.33 0.62 0.62 0.62 0.88 0.22 0.22 0.22 0.72 3.40 1.60 
0.69 8.33 0.62 0.62 0.62 0.88 0.22 0.22 0.22 0.72 3.45 1.55 
0.7 8.33 0.62 0.62 0.62 0.88 0.22 0.22 0.22 0.72 3.50 1.50 
0.71 8.39 0.62 0.62 0.62 0.88 0.22 0.22 0.22 0.72 3.55 1.45 
0.72 8.82 0.61 0.61 0.61 0.87 0.21 0.21 0.21 0.71 3.60 1.40 
0.73 9.25 0.61 0.61 0.61 0.87 0.21 0.21 0.21 0.69 3.65 1.35 
0.74 9.70 0.60 0.60 0.60 0.86 0.20 0.20 0.20 0.68 3.70 1.30 
0.75 10.26 0.60 0.60 0.60 0.85 0.20 0.20 0.20 0.66 3.75 1.25 
0.76 11.05 0.59 0.59 0.59 0.84 0.19 0.19 0.19 0.63 3.80 1.20 
0.77 11.84 0.58 0.58 0.58 0.83 0.18 0.18 0.18 0.61 3.85 1.15 
0.78 12.63 0.57 0.57 0.57 0.82 0.17 0.17 0.17 0.58 3.90 1.10 
0.79 13.42 0.57 0.57 0.57 0.81 0.17 0.17 0.17 0.55 3.95 1.05 
0.8 14.21 0.56 0.56 0.56 0.80 0.16 0.16 0.16 0.53 4.00 1.00 
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Table B12. The comparisons of lost sales obtained from NLP and simulation 
for case 2.5 
PR(l) NLP Simulation KB(l) KB(2) 
Lost Sale 1 Lost Sale 2 Lost Sale 1 Lost Sale 2 
0.0 50.00 5.41 50.00±0.00 0.41±0.08 0.0 10.0 
0.1 30.00 6.35 35.49±0.28 1.08±0.13 1.0 9.0 
0.2 10.00 7.10 26.64±0.35 2.40±0.19 2.0 8.0 
0.3 4.55 4.55 20.38±0.39 4.51±0.25 3.0 7.0 
0.4 4.55 4.55 15.19±0.39 7.35±0.31 4.0 6.0 
0.5 4.55 4.55 10.97±0.22 11.00±0.22 5.0 5.0 
0.6 4.55 4.55 7.40±0.32 15.29±0.38 6.0 4.0 
0.7 4.55 4.55 4.46±0.27 20.30±0.41 7.0 3.0 
0.8 7.10 10.00 3.38±0.20 26.64±0.35 8.0 2.0 
0.9 6.35 30.00 1.09±0.13 35.48±0.27 9.0 1.0 
1.0 5.41 50.00 0.41±0.08 50.00±0.00 10.0 0.0 
Table B13. The comparisons of lost sales obtained from NLP and simulation 
for case 2.6 
PR(l) NLP Simulation KB(l) KB(2) 
Lost Sale 1 Lost Sale 2 Lost Sale 1 Lost Sa1e2 
0.0 70.00 2.48 70.00±0.00 0.00±0.00 0.0 10.0 
0.1 47.42 2.65 51.04±0.31 0.02±0.13 1.0 9.0 
0.2 24.84 3.93 39.82±0.39 0.10±0.03 2.0 8.0 
0.3 10.34 4.41 32.26±0.46 0.33±0.06 3.0 7.0 
0.4 4.55 4.55 26.85±0.47 0.96±0.10 4.0 6.0 
0.5 4.55 4.55 22.27±0.49 2.26±0.15 5.0 5.0 
0.6 4.55 4.55 18.20±0.50 4.49±0.19 6.0 4.0 
0.7 4.55 4.55 14.41±0.37 7.92±0.18 7.0 3.0 
0.8 4.55 4.55 10.67±0.35 12.71±0.19 8.0 2.0 
0.9 8.15 14.21 7.26±0.32 19.50±0.16 9.0 1.0 
1.0 9.52 30.00 4.42±0.26 30.00±0.00 10.0 0.0 
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Table B14. The comparisons of lost sales obtained from NLP and simulation 
for case 2.7 
PR(l) NLP Simulation KB(l) KB(2) 
Lost Sale 1 Lost Sale 2 Lost Sale 1 Lost Sale 2 
0.0 90.00 0.29 90.00±0.00 0.00±0.00 0.0 10.0 
0.1 65.68 0.28 66.91±0.27 0.00+0.00 1.0 9.0 
0.2 41.35 0.27 53.08±0.33 0.00+0.00 2.0 8.0 
0.3 20.41 0.53 43.87±0.40 0.00±0.00 3.0 7.0 
0.4 14.69 0.47 37.32±0.42 0.00±0.00 4.0 6.0 
0.5 10.95 1.20 32.47±0.44 0.01±0.00 5.0 5.0 
0.6 8.52 1.64 28.55±0.48 0.08±0.01 6.0 4.0 
0.7 7.07 2.28 25.31±0.48 0.39±0.03 7.0 3.0 
0.8 5.98 3.29 22.37±0.49 1.45±0.05 8.0 2.0 
0.9 4.59 4.59 19.11±0.48 4.18±0.07 9.0 1.0 
1.0 10.00 10.00 15.45±0.45 10.00±0.00 10.0 0.0 
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