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I. INTRODUCTION
T ODAY, video streaming has become a popular Internet application which aims at providing high quality video content to users of both live and on-demand services. It can be enabled through three basic strategies: client/server (C/S), IP multicast and peer-to-peer (P2P). The classic C/S model is a centralized approach in which streaming servers provide the video stream to clients through unicast links. Since all the broadcast load is centered on servers, an increase in the number of users requires an increase in the number of servers and their bandwidth capacities, making this approach unscalable. An improved form of C/S model is Content Delivery Networks (CDNs). In these networks the centralized load is distributed through multiple networks deployed at strategic geographic locations over the Internet. Users' requests are redirected towards the nearest servers, thus reducing delays. Nonetheless, these systems have a high deployment cost and they also face scalability issues with growing number of users. From a network perspective, IP multicast already attempted to solve the bandwidth issue by enabling network routers to replicate the same stream over multiple links. However, due to several issues [1] such as requirement of changes at infrastructure level and scalability problems, it could not be deployed at the Internet scale. Only telco-managed Internet Television (IPTV) systems, which operate in smaller domains, use this mechanism. By contrast, P2P video streaming systems organize the end-hosts, called peers, into a virtual network where they are not only consumers but also providers of content. Peers in these networks transmit the video stream to other peers after receiving it. The P2P paradigm reduces the load on the stream sources and also does not require any change in the current network infrastructure. Therefore, these systems are easy to deploy and inexpensive.
Since the emergence of video streaming services, a lot of intensive measurements campaigns over all kinds of architectures have been performed for understanding user activities within these systems. In particular, architectures for which these results are the most interesting are P2P-based. Indeed, P2P systems can be termed as networks of users because peers in these networks are directly controlled by users. Since peers depend upon each other to receive the video stream, understanding the user behavior is important for a proper design and implementation of these systems. Patterns of user behavior aspects such as connecting or disconnecting to the system, requesting a channel or video for watching, downloading or uploading the content have an impact on the performance. Towards this, user behavior measurement studies provide some insights but each study analyzes some metrics while ignoring others. Moreover, each study is intended to address some particular problem. Therefore, a review of measurements is necessary to get a generalized view of the user behavior in video streaming systems.
This paper presents a survey and synthesis of measurements carried out over live and VoD streaming systems. The collected measurements of user behavior in live streaming context consists of telco-managed IPTV, C/S and P2P systems, while for VoD streaming these measurements come from C/S and P2P systems. The main contribution of this paper is the extraction of commonly studied user behavior metrics and their relationships with the environment and network performance parameters. We represent all the elements involved in these relationships through causal graphs for both live and VoD streaming applications. These graphs present a global view of the user behavior by bringing together the observations provided by different measurements. Furthermore, we point out those aspects of user behavior that require further investigations.
The remainder of this paper is organized as follows. Section II summarizes some of the surveys over P2P streaming 1553-877X/11/$25.00 c 2011 IEEE protocols. In section III, we discuss video streaming architectures in general and P2P video streaming systems in particular. Section IV gives an overview of user behavior measurements in video streaming systems through their classification showing measured system, measurement methodology and studied metrics. In section V, we carry out a synthesis and an analysis of measurements over live video streaming systems. First we discuss the consensual and contradicting observations. Then, we extract user behavior metrics, their external impacting factors and their own impact on the network performance parameters. The impact of one element on another is depicted in the form of an abstract causal graph, giving a generic view of user behavior. Section VI repeats the same process over VoD systems. Finally, section VII draws conclusions and gives elements for future directions.
II. RELATED WORK
Several measurements have been carried out to understand the user behavior in video streaming systems. To the best of our knowledge, no survey exists that analyzes these measurements for getting a generalized view of user behavior. However, a number of surveys analyzes and compares P2P streaming protocols. Here, we mention them.
Birrer et al. [2] evaluate tree-based systems through simulations and experimentations. They compare and contrast the performance and cost of some representative protocols. Li et al. [3] perform a survey of the P2P research and development. They analyze the overlay structures, content delivery methods and scheduling strategies within P2P systems. Vénot et al. [4] survey the deployed P2P streaming systems. They analyze paper results of some chosen systems and evaluate their quality. [5] present a survey of existing P2P streaming approaches. They perform experiments on SopCast system and give guidelines for the large-scale deployment of P2P streaming systems.
Yang et al. [6] present a survey of media distribution systems. They classify them on the basis of overlay topology design and error control methods. They also illustrate some representative protocols. Liu et al. present a survey of both P2P live and on-demand streaming systems. They classify these systems according to their topology formation strategies for data delivery and illustrate main features of some representative protocols. A taxonomy of P2P broadcast is given in [7] . They also highlight the challenges and open problems towards the large-scale deployment of P2P video streaming systems. Sentinelli et al. Hosseini et al. [8] survey Application Layer Multicast (ALM) protocols and present their classification. They also discuss their limits and open issues.
Our work is different from all of the above-mentioned works since it is not focused on the system but rather on the user behavior, which impacts deeply the system itself.
III. VIDEO STREAMING ARCHITECTURES
Video streaming architectures range from classical client/server (C/S) to specialized telco-managed Internet Protocol Television (IPTV), Content Delivery Networks (CDN) and P2P networks. All of these architectures have been practically deployed and they have attracted a large number of users to date. Based on their required infrastructure for video content dissemination, Liu et al. [7] classify these architectures as shown in Figure 1 . We present a brief overview of them.
A. Streaming with router support
Video streaming is a group communication mechanism in which one stream is sent to several receivers. However, the initial unicast-based Internet design only permits to send a content from one sender to one receiver. Broadly, a group communication mechanism can be enabled on:
• The network layer through router support • The application layer with servers deployment and bandwidth provisioning. To choose between the two mechanisms, the end-to-end argument [9] , [1] can be used. It states that "a functionality should be 1) pushed to higher layers if possible; unless 2) implementing it at the lower layer can achieve large performance benefits that outweigh the cost of additional complexity at the lower layer". Deering in his seminal work [10] argued in favor of the second argument and proposed the implementation of multicast at the IP layer, which has led to the IP multicast model. IP multicast enables routers to make and forward copies of the multicast data only on those links which contain interested receivers. IP multicast is an open service model reflecting the basic design principles of the Internet. Any user or host can create multicast groups, send data to a group and receive data from a group [11] .
The deployment of IP multicast over Internet remains limited due to a number of reasons ranging from technical to political and economical [1] , [12] :
• IP is a stateless protocol, while IP multicast requires routers to maintain per group state, which produces high complexity and scaling constraints; • IP is a best effort service and has worked well with the traditional separation of routing and transport for unicast communication. However, the higher level features such as congestion control, flow control and security becomes difficult to be provided in IP multicast as compared to unicast; • IP multicast requires changes at the infrastructural level.
Therefore, Internet Service Providers (ISPs) are reluctant towards the deployment of IP multicast because of the lack of incentives for installing multicast-capable routers and carrying multicast traffic.
Besides the hurdles in the way of the deployment of IP multicast on the Internet scale, telecom operators have come up with specialized networks within limited domains. These networks use IP multicast technology for pushing the video streams towards users. This type of service is called telcomanaged Internet Protocol Television (IPTV). In a telcomanaged IPTV system, all the TV channels are streamed through IP multicast towards the DSLAMs 1 . Usually provided services are television, IP phone and Internet access. A DSLAM deals with user requests for different TV channels and delivers only the requested channels. The last mile capacity is shared by television, telephone and best effort Internet services, which are controlled by the ISP [13] . Limitations of telco-managed IPTV service are the cost of dedicated infrastructure and its restriction to certain domains.
B. Streaming without router support
Mechanisms of group communication without changing the network layer have further two types: without end-systems support and with end-systems support.
1) Without end-systems support:
Streaming mechanism without end-systems support focuses on the server side where the end-hosts function as clients, only receiving the content. This approach includes C/S and Content Delivery Networks (CDNs). C/S model is the classic centralized approach, where one or multiple servers serve clients requests directly. Due to the limited processing and upload capacities of a streaming server, it cannot scale to the growing number of users as it is normally the case over the Internet. In CDN models [14] , multiple servers are installed at strategic geographic locations, where the content is pushed from the source to these servers. Users' requests are redirected to nearest CDN servers through anycasting [15] or Domain Name System (DNS) 2 , from where they download the content. This approach reduces the load on the core network and users experience lower delays. Akamai 3 uses the CDN architecture for data delivery. Nevertheless, CDNs face the same problem as C/S model. Here again an increase in the number of users requires the deployment of more servers. Also, more bandwidth provisioning is required at all servers. Both of these constraints lead to high cost that make CDNs very expensive.
2) With end-systems support: Video streaming systems with end-systems support enable end-hosts to relay the content to each other. This approach is called P2P where end-hosts are termed as peers. P2P solution is considered as cost-effective, scalable and easily deployable because it does not require any major change in the current network infrastructure and the content distribution load is shared by end-hosts. It also provides an opportunity to end-users for broadcasting their own content.
Group management and stream distribution strategies are the two important features of P2P streaming systems. Thus, P2P streaming systems can be classified on the basis of these two criteria.
Based on their group management, there are two types of systems, namely isolated-channel and cross-channel systems.
• Isolated-channel systems: Isolated-channel systems build a separate overlay for each channel [16] , [17] , [18] , [19] , [20] . Within these systems, the switching of a user from one channel to another is realized as a departure because the switched peer does not continue forwarding content to its previous downstream peers. It makes the overlay highly dynamic, which impacts the streaming quality. Moreover, in less popular channels the performance degrades due to the small number of users.
• Cross-channel systems: Cross-channel systems [21] , [22] , [23] , [24] , [25] , [26] , also called View-Upload Decoupling (VuD) [27] , allow peers watching different channels to exist in the same overlay. Peers in crosschannel systems also forward the streams they do not actually watch. These systems reduce the impact of peers' dynamics and low population in less popular channels. However, management of such a system become more complex since the size of the overlay grows rapidly and more buffers are required for the channels a peer is forwarding. Currently, most of the deployed systems are isolated-channel.
On the basis of their content distribution strategies, P2P streaming systems can be further classified into push-based [1] , [28] , [29] , pull-based [16] , [17] , [18] and hybrid [19] , [20] , [30] approaches.
• Push-based approach: Push-based protocols organize nodes into tree structures, also referred as tree-based systems. Nodes have well-defined parent/child relationships with each other. Each node in a tree pushes a copy of the content it receives, to each of its child nodes. Pure pushbased systems are of two types: single tree and multi-tree. Single tree approach is the simplest form of push-based protocols since it builds a single tree for each group of users [1] , [31] , [32] , [33] . The root node first sends the stream to its children and the process continues up to the leaf nodes. Therefore content is always disseminated over the same structure. These systems do not require sophisticated video coding mechanisms, because the whole stream is received from one parent. Moreover, due to their push-based strategy, single tree systems are efficient in terms of the timely delivery of the video content. Nonetheless they face the following challenges: -Their structure must be optimized for performance because content is disseminated over the same structure. A low capacity peer, if placed higher in the tree, will impact the Quality-of-Experience (QoE) for the downstream users; -Loops must be avoided during the tree construction; -The independent arrival and departure of peers greatly impacts the performance of single tree systems: an abrupt departure or failure of a node disrupts the stream availability to all its offspring peers; -A large number of leaf nodes cannot share their upload bandwidth, because they have no child peers [34] .
In response to the above-mentioned limitations of single tree approaches, multi-tree approaches have been proposed [28] , [29] , [35] , [36] . These systems form several trees to disseminate a video stream. The source node splits the video stream into sub-streams and diffuses each of them onto a separate tree. A video coding mechanism such as Multiple Description Coding (MDC) [37] is required to encode the stream at the source node and decode it on the receiving one. MDC allows to encode a video stream into several sub-streams called descriptions. Each description is independently decodable, thus the receiver can reproduce the stream when any of the description is received. The stream quality is proportional to the number of descriptions received. For instance, CoopNet [29] uses this technique to encode the stream for sending over different trees and decode it on receiving. In multi-tree systems, one node can join all the trees to receive a full quality video or less number of trees according to its capacity. In this way, a leaf node in one tree becomes the forwarding node in another tree. As a result, problems of under-utilization of upload bandwidth and disruption of the whole stream to the offspring nodes of a peer are addressed: a node which is not a leaf node in at least one tree can share its upload bandwidth. Also, a low capacity node can contribute up to its potential. Similarly, the failure or abrupt departure of a node only disrupts the availability of the substream it was forwarding to its descendants. Although the impact of peers' dynamics is reduced in multi-tree systems as compared to single tree ones, the disruption of a substream still impacts the streaming quality. Moreover, both the building/maintaining multiple trees and the requirement of coding schemes incur an overhead [38] .
• Pull-based approach: Pull-based protocols [16] , [17] , [18] emerged to address the problem of peers' dynamics in push-based protocols. These protocols incorporate data-driven strategies which do not require an explicit structure for content distribution. Rather, it is the availability of content that decides its flow. Unlike pushbased protocols, pull-based systems allow a node to receive the content from multiple neighbors. Therefore, these systems are also called mesh-based systems. The task of spreading the data availability information among peers can be achieved through a gossip algorithm [39] . Typically a gossip algorithm enables to send a newly generated message to a set of randomly selected nodes. These nodes do the same and send the message to other nodes. This process is repeated until the message reaches all nodes. Using gossip algorithms directly for a video stream delivery will cause redundancy, which is not suitable to video streaming due to bandwidth constraints. Therefore, each node in a pull-based system maintains a set of partners. Each node periodically exchanges its data availability information with its partners. Based on the data availability information, each node decides to download the content from one or more partners through an explicit request. Consequently, pull-based approaches adopt a switching content delivery in which a node can download/upload from/to multiple other nodes on the same time. Like P2P file sharing systems, traditional pull-based systems divide the media stream into blocks or segments. Peers keep information of available segments in buffer maps and share this information with their neighbors. This allows peers to share segments according to their available upload bandwidth. A segment can only be downloaded from one peer. Scheduling segments for download is similar to the coupon collector problem [40] .
In this problem, all distinct coupons must be collected. This process is fast at start but slows down towards the end. In a streaming context, there is also a playback deadline before which a segment must arrive in the buffer. Therefore, missing segments can either increase delays in the form of pauses or can force skips. Network coding [41] , [42] can overcome this problem since it divides a segment into blocks and at the receiver peers, a segment is recovered from a subset of received blocks [43] . Moreover, better availability can be ensured since a peer can download blocks of the same segment from multiple peers [44] . Nevertheless, the computational complexity of network coding appears as a major drawback for its application in concrete operational systems [45] . Pull-based protocols provide more resilience against peers' dynamics because one peer receives the content from multiple other peers at the same time. Moreover, each peer gets more chance to utilize its upload bandwidth through forwarding the content to other peers. However, the advertisement of data availability information, explicit request from the receivers for data and packets delivery involves three rounds of communication for a group of packets to be delivered. It clearly incurs delays and increases the communication overhead. Moreover, before advertising the availability of packets, a peer waits until a number of packets are buffered, which causes further delays [30] .
• Hybrid approach: In response to the above-mentioned limits, hybrid push/pull [19] , [20] , [30] , [48] , [49] , [50] , [51] protocols attempt to combine the resilience of pullbased and efficiency of push-based protocols. In these systems, each peer operates in both pull and push mode. Typically, in push mode the receiver subscribes to a particular peer for receiving the stream. On the other hand, pull mode is used in the start after joining and for receiving the missed packets during push operation. The push mode in these systems attempts to ensure the timely delivery of the content while the pull mode provides resilience against peers' dynamics. The challenge here is the choice of the node from whom to receive the packets through push mode. A stable node contributing more upload bandwidth will be a good choice for an improved performance. To sum up the discussion on P2P streaming systems, we present an overview of some of the proposed systems in Table I . Here, one can notice that most of the systems are isolated-channel. A common issue in isolated-channel systems is the low number of users in less popular channels. Peers within these systems, face difficulty in finding partners for content delivery and therefore face longer delays. A number of industrial systems have also been deployed which are proprietary and hence their operational features are completely or partially unknown. Cross-channel approach is relatively new, and that is why we have a few representative systems in this category. All of these types have emerged because of the performance problems in P2P video streaming systems. Whatever the architecture of a P2P system is, its dependency on the end-hosts relates the performance with the user behavior. Therefore, user behavior in these systems requires a particular attention.
IV. USER BEHAVIOR AND ITS MEASUREMENT
In this section, we present an overview of the user behavior measurements in video streaming systems. From the user perspective, there are two types of video streaming, namely live streaming and Video-on-Demand (VoD). Challenges imposed by these services are different particularly in P2P architecture. The user behavior also varies accordingly. First, we highlight the differences between these two services in P2P approach and then we discuss the user behavior measurements.
P2P live video streaming is a source-driven service, where the source controls the content feeding rate. Hence, there is always a limit on a peer's downloading rate [52] . The playback is intended to be synchronized on different peers. On the other hand, P2P VoD is a receiver-driven service in which a user can view any video, at any time, in any interactive mode. Peers themselves control their rates and no synchronization from the source is required [53] , [54] , [34] . Secondly, peers use a very limited size memory for buffering in P2P live streaming while in P2P VoD systems a large memory cache as well as hard disk cache is used for storing the content [55] . Hence, a peer in a VoD system can share all of the stored content without any limitation [52] . Finally, in a live streaming system, user is interested in receiving the content in real time and does not require any VCR 10 operation such as forward, rewind and pause [56] . In this context, end-to-end delay is more important in live streaming than VoD because shorter the end-to-end delay is, the more lively the stream is perceived by the users. Similarly, when a user joins a live 10 Video Cassette Recorder event, he/she is more interested to continue from the current position, which is not the case in VoD streaming where the video must be delivered from the start [57] .
VoD service poses particular challenges due to its user driven nature. For instance due to time varying requests of users, the stream should be transmitted to each user separately, which requires a lot of upload bandwidth resources. Periodic broadcasting forces users to wait for some time period after their request and the video is broadcasted to all of them after a specified period of time [58] , [59] . This mechanism can reduce the load on servers but it makes the users wait before they are able to watch a video.
Digital Video Recorder (DVR) enables users to record specific programs and watch them during their preferred timings or to share them with other users [60] . DVR-like services can impact the behavior of live streaming users since they transform live service into a VoD like service. However, up to now, this kind of service is not provided through P2P streaming thus, we separate a user behavior in live streaming from VoD.
To understand the user behavior in video streaming systems, massive measurement campaigns spanning world wide systems and long time periods have been performed. These measurements include both live streaming and VoD systems. Moreover, systems with all kinds of architectures such as telco-managed IPTV, C/S, CDN-based and P2P have been studied. Common limitations of each study consist in their system specific features, choice of particular user behavior metrics and purpose of the study and measurement methodology. In this context one measurement study is not enough to understand the user behavior. Therefore, we collect all user behavior related measurements over all kinds of architectures for a cross-analysis. We separate measurements over live streaming systems from ones over VoD systems because of the different nature of the two services. We present an overview of measurements over live streaming systems in Table II and over  VoD systems in Table III . These tables show the measurement reference, the type of the studied system, the name of the system, the time period of a measurement, study methodology and studied metrics of the user behavior.
We can notice from these tables that most of measurements were performed over traces collected since 2005 onward. It was the time when P2P video streaming was launched on the Internet and hence the target of most of the studies is P2P architecture. Measurement methodologies are mostly logbased. Log-based studies can be performed only if an access is given to the logs collected by the service provider. Therefore, for studying proprietary P2P systems, indirect measurements, based on active crawlers and passive monitoring are used.
A crawler initially requests a peer membership management server for a list of online peers. Then iteratively sends a request to each peer present in the list for its partners. After receiving the partners of a peer, it adds those peers to the list that were not previously present. This process is periodically performed throughout the measurement process from which the presence of peers in the system is determined. In passive monitoring, P2P nodes are launched on some machines and traffic on those machines is monitored. From the traffic exchange with the partners, characteristics of the system and user behavior are analyzed. The commonly measured metrics of user behavior are channel/video popularity, session duration, online duration, user arrival/departure and downloaded/uploaded traffic. We define them one by one.
• Channel/video popularity: Popularity of a channel or video can be measured from the number of users' requests or from users' viewing durations of a particular channel/video during some time period. Measuring popularity with any of these two methods produces similar results [80] . Some studies also measure the popularity from the number of simultaneously online users [76] , [64] . The latter is called instantaneous popularity and in the following, we use this term to designate it.
• Session duration: In a live streaming system, session duration is defined as a user's sojourn time on a single channel which is the time between subscribing to a channel and quitting, stopping or switching to another one. In a VoD system, session duration is the time elapsed on watching a single video. • Online duration: Online duration in both live streaming and VoD systems is the time period from user's logging into the system and logging out or closing the application.
• User arrival/departure: If session and online durations are related to the static aspect of a system, user arrival and departure operations, also called churn, deal with the dynamic one. From the literature, we can distinguish two types of arrival/departure. The first type is system-related, considering arrival into the system and departure from it. The second type is channel-related, considering arrival into a channel and departure from that channel, which can also be a departure from the system or a switch to another channel. We refer the former as a system churn and the latter as a channel churn.
• Download/upload traffic: The ratio of download and upload traffic represents the contribution of a peer to the community. Under the fairness principle each peer should have an upload rate equal to its download rate. Anyhow, in a real environment some peers contribute more than what they receive while some others contribute less or do not contribute at all.
Remark: Session duration and online duration are equal in isolated-channel P2P systems. Similarly, channel churn and system churn are equal in these systems.
It is obvious from Table II that online duration is mostly ignored in current studies. The main reason behind this is the isolated-channel architecture of currently deployed P2P systems. Moreover, download/upload traffic is analyzed in most of the P2P systems but since in C/S and telco-managed IPTV systems clients do not share their upload bandwidth, its measurement does not make sense.
As shown in Table III most of the user behavior measurements in VoD systems are performed over C/S systems while, to our knowledge, a few user-oriented measurement studies over P2P systems are also performed. Similar to live streaming 
V. SYNTHESIS OF MEASUREMENTS OVER LIVE STREAMING SYSTEMS
To get a generalized view of the user behavior in live video streaming systems, we perform a synthesis of user behavior measurements shown in Table II . We extract from these studies the user behavior metrics, their relationships and impacting factors. We discuss the user behavior metrics analyzed in measurements and propose a generic causal graph representing the relationships among elements of user behavior, factors that impact them and their own impact on other network parameters.
A. Comparative analysis of metrics
Measurement studies analyze popularity, session duration, online duration, and arrival/departure patterns of users. We discuss them one by one.
1) Popularity:
Most of the popularity-related measurements analyze user requests frequencies and agree on a Zipflike distribution [65] , [78] , [80] , [81] , [13] . They observe more requests for popular channels and less for unpopular channels. A list of the observed distributions is shown in Table IV . Here, Qiu et al. [79] model the head with Zipf distribution and the tail with exponential distribution. The reason is that the head of the user requests frequencies distribution matches better with the Zipf model than the tail.
For a better comparison of the observed models, we plot observed distribution functions of user requests frequencies against popularity ranks of the channels in Figure 2 . Here, we can notice that all the three curves are similar. Since most of the requests come for the top ranked channels, that are modeled well by Zipf distribution, therefore Zipf is a consensual choice among the measurements.
To get a comparison of observed popularity dynamics in different measurements, we approximate the relative population at specific points during a week and a day period. depicts the relative online number of users during a week period while Figure 4 shows the same during a day period. We can notice that all studies agree on the diurnal patterns of instantaneous popularity. These patterns clearly indicate the working schedule of majority of users, who have free times during noon and early night.
2) Session duration: Sessions' lengths and their distributions are widely studied in almost all measurements. While some studies analyze sessions' length [65] , [73] , [75] , [76] , several other measurements [61] , [62] , [63] , [66] , [69] , [77] , [78] , [54] , [79] , [81] also model their distributions. One common observation that we find in these measurements is the existence of a large proportion of short sessions. Anyhow, their percentage varies among different studies. Modeled distributions of session durations also differ by type and/or parameters. We show these distributions in Table V . For a better comparison we visualize Cumulative Distribution Functions (CDF) of some completely specified distributions in Figure 5 . We show one example for a group of same distributions observed on one study. Here, we can notice that the results with similar measurement methodologies and system architecture produce similar results, such as the curves generated with parameters found by Tang et al. [77] and Veloso et al. [54] . Both of these studies perform log-based analysis. On the other hand, Vu et al. [62] use a crawler. The head of the curve from their model is similar to the logbased curves but the tail even does not converge. The major difference comes from the curve plotted with the parameters specified by Silverstone et al. [66] . The latter use passive monitoring for the analysis of sessions. As a conclusion, lognormal distribution can be used for modeling the session durations of users on a channel.
3) Online duration: Qiu et al. [80] analyze and model online durations of a telco-managed IPTV users. They observe a heavy-tailed distribution for online durations of users. Furthermore, they find mixture exponential model as a best fit for online durations. According to their analysis about 5% of online durations are more than a day. It means that there are some users who leave their Set-Top-Boxes (STBs) on even when they are not watching the TV. This behavior if present in P2P systems can be helpful for the formation of a stable topology and improving the service quality. Especially in cross-channel P2P systems such peers would be very useful for relaying content to other peers. Therefore, an analysis of online durations in P2P IPTV systems is important. A user's interest in a particular channel can be better studied if we know his total online duration and the time passed on watching a particular channel.
4) Arrival/departure: Arrivals of users to a channel or departures from a channel are mostly studied in the context of variations with respect to the content type and time [67] , [65] , [81] , [78] . Concerning the distributions of arrivals, Cha et al. [81] , observe that they are exponentially distributed over short timescales (less than 1 millisecond) while Veloso et al. [54] find a piece-wise-stationary Poisson process. Although the arrival process is not extensively studied, mostly Poisson distribution is used for its modeling.
B. Metrics relationships
User behavior metrics cannot be studied in isolation, since they have impacting relationships with the external environment and network performance parameters. Therefore, measurements also analyze these relationships. In this section, we present an analysis of these relationships and discuss them one by one. As a framework, we depict a causal graph of all Figure 6 . The variables shown in this graph can be classified into user behavior metrics, their environmental impacting factors and network performance parameters. Apart from user behavior metrics, which have been explained above, their environmental impacting factors are those variables which are not components of user behavior but come from the environment and have an impact on user behavior metrics. They include, day-of-week, time-of-day and channel/content type. Network performance parameters are part of the network and they have impacting relationships with user behavior metrics. These parameters determine the performance of the system and hence are useful for carrying out decisions. They include delay, partners discovery, streaming quality and failure rate. A directed edge in this graph shows the impact of an element on another. Each edge is also labeled with the literature source that initially established this relationship. We discuss the impacted metrics/peformance parameters one by one with their impacting elements.
1) Arrivals/departures:
Users arrivals/departures are impacted by the time-of-day and channel type.
The joining or leaving processes of users are time varying. Studies [67] , [65] , [81] , [78] agree on a higher arrival rate at the beginning of a program and higher departure rate at the end of the program. Users are more stable in the middle of a program but they switch channels during breaks (advertisements) that increases the channel churn. Arrival rates are smoother than departure rates because the number of users normally increases gradually at the start of a program, while the departures usually occur in batches towards the end of a program [81] . However, the phenomenon of batch departures is not only dependent on time but it is also impacted by the type of a channel. Hei et al. [65] observe batch departures in a movie channel but they do not find this behavior in another (unspecified) popular type of channel. Similarly, Agarwal et al. [74] find that the number of users in the system increases suddenly when a specific content becomes popular such as an interesting stage of a sports event. This phenomenon is called flash crowd.
2) Channel popularity:
Channel popularity is impacted by time-of-day and arrival/departure. Studies [81] , [80] , [79] , [76] , [62] observe diurnal patterns in instantaneous popularity that means the popularity is time-dependent and varies during a day. Similarly, it is obvious that higher arrival rate than the departure rate increases the instantaneous popularity and vice versa. In case of an equal arrival and departure rates, the popularity will remain the same. Guo et al. [99] use the same concept for a torrent popularity. They define the popularity of a torrent at a time in BitTorrent system as the peer arrival rate at that time.
3) Delay: Playback delay is impacted by instantaneous popularity and arrival/departure rates. It is increased with an increase in instantaneous popularity [67] . Similarly, high arrival and departure rates increase delay. In case of high departure rates, peers lose their upstream nodes more frequently that leads to playback delays. Moreover, during high arrival rates, a peer may join those upstream peers which recently joined the system and have not enough content in the buffer for relaying to the new comers.
4) Session duration: Session duration is impacted by the elapsed time in a session, streaming quality, popularity, type of channel, time-of-day, day-of-week and arrival rate. Studies [77] , [98] , [81] report a positive correlation between the elapsed time and remaining time of a session. Liu et al. [76] , [96] find a strong correlation between the initial streaming quality and session duration of a peer. It states that a user receiving a good buffer level at the beginning of watching a channel is willing to stay longer. Popularity of a channel also impacts the session duration. Users stay longer while watching popular programs as compared to unpopular ones [76] , [65] , [96] . Similarly, the time spent on each channel changes with the type of the content. Cha et al. [81] observe shorter session durations for news and music channels than documentaries and kids channels. Finally, Liu et al. [76] reveal that session duration has a strong correlation with time-of-day but no correlation with day-of-week. Nonetheless, Veloso et al. [54] present a contrasting finding that time-of-day does not impact the session duration, while day-of-week has an impact on it. This contradiction may appear due to the different nature of the two provided services. The former measurement analyzes a system that broadcasts regular TV channels while the latter was a special broadcast for a reality show. Moreover, the latter also included an audio broadcast. We include impacts of both time-of-day and day-of-week in our graph. Li et al. [70] observe a strong correlation between arrival rate and number of short sessions. It is obvious from this finding that the performance of P2P streaming systems degrade under flash crowd leading into an increase in early departures of users.
5) Other elements: Some other elements, related to user behavior, are less analyzed than the above-mentioned elements. Following is a brief description of them.
• Surfing probability: Cha et al. [81] observe that channel popularity and type of content impact surfing probability. It increases for less popular channels and specific genre like news and music. Studies [81] , [79] observe diurnal patterns in surfing mode that occur during breaks and end of specific TV programs. We can deduce this as an impact of time-of-day over surfing behavior.
• Failure rate: Users arrivals/departures impact failure rate.
Failure rate is the departure of a user before the player becomes ready [73] . It has been found to be strongly correlated with join rate and departure rate [71] , [72] .
• Streaming quality: Streaming quality is impacted by arrival/departure rates. Departures certainly impact the streaming flow to the dependent peers, but higher arrival rates also have the same impact because peers choose randomly their provider peers, which may have joined recently and have not received sufficient video chunks to provide to other nodes. This is also affirmed by [76] that reveals that streaming quality degrades under flash crowds in peak times.
• Bandwidth contribution ratio: Initial streaming quality and instantaneous popularity impacts a user's bandwidth contribution ratios. A user contributes to more upload bandwidth if he receives a good streaming quality initially. Liu et al. [76] measure the initial streaming quality of a peer in terms of its initial buffer level. Li et al. [72] observe a strong correlation between the average bandwidth contribution ratios and the instantaneous popularity. It is not surprising because peers in a larger community get more chance to contribute as compared to a smaller one.
• Partners discovery: An increase in popularity makes the partners finding job easier because of the availability of more peers in the system. Peers face difficulty in finding partner peers while watching less popular channels [69] , [62] .
C. Synthesis
The analysis of live streaming measurements let us conclude that user behavior in these systems is highly dynamic and each metric is impacted by other elements therefore, static models for individual metrics in isolation from other elements are not appropriate. Although, a number of measurements observe the same distribution for one metric, such as lognormal for session duration, but parameters of these distributions vary in each measurement. Moreover, different distributions have been observed for the same system such as session duration distributions in PPLive. The reason behind these observations is that each user has specific preferences under given circumstances. For instance, a user may stay longer while watching a sports content while another user may behave differently. Therefore, we conjecture that the relationships of user behavior metrics with each other and with other elements should be taken into account to model the behavior of each user.
Towards this end, we collected the more split information concerning these impacting relationships from measurement studies. In order to produce a generic view of these relationships and make them easily understandable, we have depicted them in the form of an abstract causal graph. Apart from most of these impact relations, we remark that the only contradiction appears between the impact of time-of-day and day-of-week on session durations. Thus, although these impacting relationship results are less consolidated through lots of independent measurements, they remain consistent.
VI. SYNTHESIS OF MEASUREMENTS OVER VOD SYSTEMS
User behavior measurements over VoD systems analyze popularity of videos, users viewing behavior and their arrival/request rates same as measurements over live streaming systems do. We discuss the observations related to these metrics found within different studies and present their synthesis in the following.
Likewise live streaming, we extract user behavior metrics and their relationships with environment and network performance parameters from measurements over VoD streaming systems. Fig. 7 . Videos popularity distributions (log-log scale): (1= [91] , 2= [84] A. Comparative analysis of metrics Like live streaming measurements, those carried over VoD systems too analyze popularity, session duration, online duration and arrival/departure patterns. We discuss them one by one.
1) Popularity: The study of user access patterns versus popularity of videos reveals that user requests are more biased towards popular videos. Most of the studies agree on a Zipflike distribution for user requests towards videos sorted from higher to lower rank of popularity. We show the observed distributions in Table VI . We also plot the distributions specified with their parameters in Figure 7 . These distributions observed by [91] and [84] are Zipf and Zipf-Mandelbrot respectively. Like patterns of live channels access frequencies, although patterns of videos access exhibit similar shapes, they also have a long tail that is not accurately modeled. On the other hand, one can notice that the distribution given by [86] is not consistent with the concept of popularity: using a normal law means that less popular videos get more requests, which is contradictory to the general principle that most popular videos get more requests. Anyhow, Zipf is considered the best fit to model the popularity.
2) Session duration: Like the observations given in live streaming measurements, studies over VoD systems agree that a large proportion of session durations are very short, suggesting a high probability of stopping or switching to another video in the initial moments of viewing [89] , [92] , [86] . Acharya et al. [92] find that about 55% of the total requested videos are played for their entire durations but García et al. [84] observe that 20% of the requests follow a session duration of more than 50% of the video's total length. The former provides lectures and movies while the later provides mixed videos. The kind of the provided content can be a reason for the difference among the watched durations in the two systems. The observed distribution of session durations within different studies are shown in Table VII and their probability density functions are depicted in Figure 8 . Yu et al. [89] do not specify any distribution. We retrieve the trace collected by them and find that the lognormal distribution fits the trace well. García et al. [84] and Vilas et al. [91] argue that session durations can be better modeled with the composition of two distributions. The former propose the composition of exponential and normal distribution for short videos and the composition of two exponential distributions for the long videos. Similarly, the latter find the composition of two exponential distributions as the best fit in their observations. The curves in Figure 8 show that the type of video has a role in the distribution of session durations. Jordanova et al. [87] find less short sessions than other studies because they measure sessions of movies videos where users stay longer. On the other hand, Brampton et al. [86] study sports videos, where the proportion of short sessions is high. Similarly, Yu et al. [89] study mix videos, and they find a proportion of short sessions between the two other studies. Therefore, during session modeling the content type should also be considered.
3) Online duration: VoD measurements mostly ignore the study of online duration, just like live streaming measurements do. To our knowledge, only two studies analyze the online durations in VoD systems. Firstly, Huang et al. [82] find that online durations of over 70% of peers is more than 15 minutes. It shows that a large number of users stay in the system for a reasonable time. Such peers can form a stable overlay in P2P environment. Secondly, Chang et al. [90] find exponential distribution as the best fit for online durations of users.
4) Arrivals/departures: Yu et al. [89] study the arrival process of users into system and observe that a modified form of Poisson distribution best fits the users arrival process. Chang et al. [90] report a similar phenomenon through observing an exponential distribution for the inter-arrival times of users. Regarding number of users arriving in certain time periods, each study reveals different statistics. It is understandable because the arrival rate also depends on the size of the system.
Because very few studies investigate arrivals/departures, there are not sufficient observations for a valuable comparison. Although the arrival/departure processes do not present a strong impact on a C/S-based infrastructure, their measurement is mostly ignored within these systems. However, they become a major issue in case of P2P systems. Hence, further measurements of arrival/departure processes in P2P VoD systems are required in order to evaluate the impact of higher arrival rates or batch departures on the performance of the system such as the streaming quality, delay and failure rate. 
B. Metrics relationships
We extract the information related to user behavior metrics, their impacting factors and relationships from the VoD measurements and depict them in the form of a causal graph in Figure 9 . In this graph, a directed edge shows the impact of a factor or metric on another metric. In the following, we discuss each impacted element and its relationships with other elements.
1) Video popularity:
Concerning the impacting factors of popularity, we get two types of observations. One type is related to the long term popularity and the other type concerns the instantaneous popularity. Long term popularity is highly bursty and changes rapidly along time [90] with respect to the types of videos. For example, it occurs slower for music videos than news videos [88] . We find two types of observations which are helpful for understanding the instantaneous popularity. The first one [55] reveals the patterns of simultaneously online users watching the same video while the second one [89] observes these patterns for all users in the system watching different videos. Interestingly, both of them show diurnal patterns during different times of a day and day of a week. Concerning the day-scale, analogous to the live streaming measurements, all VoD studies show similar patterns with two peaks, one at noon and another at the early night time [89] , [91] , [92] , [55] . It clearly shows an impact of time-of-day on instantaneous popularity. Regarding the weekscale, one study shows an increase in the number of users on Sundays [89] while another [92] shows a decrease on weekends and Christmas vacations. This impact of day-of-week on the instantaneous popularity is due to the fact that users prefer doing other activities during vacations than watching videos. Apart from time, the instantaneous popularity of a video is also impacted by arrival and departure rates. Obviously, with a high arrival and low departure rates the popularity increases while it decreases during high departure and low arrival rates. Another potentially impacting factor can be the length of videos. Normally, user-generated content consists of shorter videos as compared to the videos provided by a VoD service. Cha et al. [93] analyze the popularity of YouTube videos and find that requests are more skewed towards popular videos as compared to long videos. They refer this high skewness to the lack of better recommendation engines that lead users to watch the same videos watched by others. However, they observe a Zipf distribution for video popularity which is consistent with other studies.
2) Session duration: Concerning the impact on session duration, Yu et al. [89] find that users stay shorter while watching a popular video as compared to unpopular videos. The reason they give for this behavior is that there is more chance a user has already watched a popular video, and on viewing its initial part, he decides to stop watching. It shows a typical user behavior consisting in selecting a video to view, after having watched some parts of it. Moreover, from the large number of early departures, we can deduce that elapsed time in a session helps determining the overall session duration as established in live streaming systems.
3) User experience: Cheng et al. [83] analyze user experience through the measurement of startup latency, seek latency and jitter. They find that with an increase in the size of the neighborhood and population, the startup latency, seek latency and jitter reduce toward acceptable levels.
C. Synthesis
The similar points we found in studies over user behavior in live streaming and VoD are the Zipf distribution for popularity and lognormal and exponential distributions for session durations. Moreover, arrivals can be modeled with Poisson distribution. However, the parameters of these distributions vary over these studies. The analysis of these observations lead us to the same conclusion as for live streaming user behavior that static global models are not appropriate for user behavior metrics. Again, relationships of metrics with each other and other elements become important to get a generalized model of user behavior.
Nonetheless, concluding about the dependency relationships among different elements is not straight forward, because in VoD streaming systems, they are not as widely studied as in live streaming systems. For instance, we showed that elapsed time and popularity have an impact on the session duration. However, some other factors also exist that can potentially impact it such as time-of-day, day-of-week, streaming quality and type/length of video and that have not been established yet. Similarly, the impact of popularity on users' QoE has been studied by only one measurement [83] . The main reason DoW ET A/D ToD VP SD UE [89] , [92] [89], [92] , [86] [89] [89] , [91] , [92] , [55] [83] for the lack of such an in depth analysis is that most of the studies are carried out over C/S VoD systems. In such systems, user behavior does not impact the performance of the system in the same way as it does in P2P contexts, apart from the load it induces, considered in scalability issues. To fill this gap, further studies dedicated to P2P VoD systems, analyzing the impacting factors of a user behavior could provide a better understanding of such systems and eventually be applied to P2P ones. Likewise, session durations and online durations should be studied separately in order to highlight the relationship among consecutive appearances of a user in the system in terms of his/her online and session durations. As a conclusion, if current studies over C/S architectures provide a sufficient understanding of the user behavior, they should extended to provide insights that are relevant in a decentralized context.
VII. CONCLUSIONS AND FUTURE PERSPECTIVES
Over the past few years Internet video streaming has become popular due to the availability of large bandwidth and computing resources. Nonetheless, video streaming is a bandwidth consuming service and it still faces problems of scalability and users' quality of experience. On one hand, CDN-based solutions have been deployed but are expensive and do not scale under large population of users. On the other hand, P2P approaches provide potential scalability but they are highly dependent on user behavior.
To understand user behavior in video streaming systems, numerous studies have been carried out over all system architectures. Assuming an independence of the user behavior from the underlying system, these studies present insights into user behavior that cannot only be useful in P2P video streaming systems but also in other architectures. Therefore, we performed a survey of these measurements to present a global view of the user behavior. Our work has two main implications. Firstly, on the basis of available information, we give a generic view of user activities and their relationships with external environment and network performance parameters. Secondly, we highlight those aspects that require further investigations.
The information we get from these measurements consists of two parts. The first one is related to the measurement of individual elements while the second one analyzes the relationships among different elements. In the first part, we found measurements agree on common models of user requests frequencies for ranked content. Similarly, the instantaneous popularity presents diurnal patterns on day and week scale. Observations about session durations are consistent with respect to the ratio of short session durations to long ones. Concerning the proposed models for the session duration, they are several, dominated by lognormal and exponential distributions. Apart from the observed distributions, their synthesized parameters also vary over different studies. Other metrics are less studied and it is not possible to draw strong conclusions. This is typically the case of users' arrivals/departures patterns and online durations that have not been deeply measured in both live and VoD streaming systems. In the same way, due to technical and privacy issues, behavior patterns of individual users have not been studied in all these measurement campaigns while in P2P systems, understanding the behavior of individual users is an important element to provide a better performance.
In the second part of observations, where each measurement inspects relationships among certain elements, information is more split over different studies. Here, both the system architecture and the provided service can explain the difference of impacting relationships. Moreover, since the considered studies have been performed in different contexts and serve different aims, they do not focus on identical impact relationships making the gathering and analysis of their results more difficult. There are even a few contradictory results such as the impact of time-of-day and day-of-week on the session duration in live streaming systems. Nonetheless, in order to get a generalized view of these relationships, we collect and show them in the form of abstract causal graphs for both live and VoD streaming. These graphs open two directions. On one hand, they identify the elements of a user behavior and their relationships for its modeling which can be easily extended to user behavior models. On the other hand, they give directions for further investigations. For instance the graph for VoD systems clearly shows a need of further measurements to understand the relationships among elements of user behavior.
A model based on these graphs can have a number of applications. For example, from a user perspective, being able to design systems aware of presence of user dynamics could help to prevent service disruption, and hence, improve the quality of experience. From a service operator perspective, being able to estimate the population of users watching a particular program and binding this information to temporal aspects could help in decision making for the purpose of control and planning. Finally, for a network operator, the same considerations could help in shaping, controlling or filtering its traffic, enabling it to lower the cost related to such massive application traffic. Following these ideas, we have developed a Semi-Markovian model for individual users in P2P streaming networks [100] , which generates individual user behaviors that are compatible to the global ones observed in the measurement studies. Moreover, we have proposed a Bayesian network model that can provide a significant support in decision making towards optimization of P2P live streaming systems [101] . Currently, we are working on a decision making mechanism based on this Bayesian network, which could be be integrated into a P2P live streaming system for improving its performance. In the future, we will consider its further applications.
