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SUMMARIES 
We consider Cauchy's use of the infinitely 
small in his textbooks. He never examined fully 
his concept of variables with limit zero, and he 
sometimes argued as if he were using actual 
infinitesimals. Occasionally he adopted an epsilon- 
delta approach. The author argues that historical 
evaluations of mathematical analysis may and should 
be made in the light of both standard and non- 
standard analysis. From this point of view, Cauchy's 
move toward founding analysis entirely on the 
standard real number system does not seem to have 
been inevitable. Some historical observations by 
the founder of non-standard analysis, Abraham 
Robinson, are extended, and in one case contested. 
It is shown that some of Cauchy's alleged errors 
are explained if he is admitted to have been 
thinking of actual infinitesimals and infinitely 
large integers. Cauchy's definitions of differential 
in his textbooks are examined, and the author shows 
that the earlier of his two definitions of total 
differential works well, but the later does not. 
Nous consid&ons l'emploi que Cauchy fait des 
infiniment petits dans ses manuels. I1 n'a jamais 
examin. en d&ail le concept de variable ayant une 
limite nulle et il a raisonng quelques fois comme 
s'il utilisait des infinit&imaux actuels. A l'occa- 
sion, il adopte une approche en epsilon-delta. L'auteur 
soutient qu'une &valuation historique de l'analyse 
mathgmatique peut et devrait Ctre faite a la lumi&re 
B la fois de l'analyse standard et de l'analyse non- 
standard. Dans cette perspective, la d&narche de 
Cauchy l'ayant amen& h faire reposer l'analyse 
entiarement sur le syst&ne standard des nombres rdels 
ne semble pas avoir &6 inevitable. Nous btendons, 
et dans un certain cas contestons, certaines 
observations historiques faites par le fondateur 
de l'analyse non-standard, Abraham Robinson. On 
montre que certaines pr&endues erreurs de Cauchy 
trouvent une explication en admettant qu'il pensait 
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aux infinit&imaux actuels et aux entiers infiniment 
grands. On se penche sur les definitions de 
diff&entielle donnees par Cauchy dans ses manuels. 
L'auteur montre que la plus ancienne de ses deux 
definitions de diff&entielle totale se manipule 
bien alors qu'il n'en va pas de m2me pour l'autre. 
1. INTRODUCTION 
My purpose is to describe how, in his textbooks of 1821 
through 1826, the French mathematician Augustin-Louis Cauchy 
hovered between a use of actual infinitesimals and limits based 
only on real numbers. He based his analysis on what he called 
variables which decrease indefinitely, or variables with limit 
zero. These are not real functions with limit zero as we 
understand them; in fact, as we shall see, Cauchy sometimes 
argued as if he were using actual infinitesimals, or as if his 
variables could take on infinitesimal values. 
The status of infinitesimals in mathematics has been a 
recurrent source of controversy. In the past, many mathematicians 
have believed that there can be no entity x worthy of the name 
%umber" which satisfies the condition 0 < x < r for every real 
number r > 0. In many universities, genuine infinitesimals have 
been pedagogical nonentities, whatever may have been going on 
outside the classrooms or among physicists. At the same time, 
we know that certain distinguished mathematicians of the past 
have believed that actual infinitesimals exist, or at least 
have acted as if they did. 
The nature of this controversy has been transformed by the 
work of Abraham Robinson and his followers, beginning in 1960 
[Robinson 1966, vii]. Robinson and others have shown (at long 
last) that in the mathematical system known as non-standard 
analysis, infinitesimals and infinite numbers are logically 
respectable. (In non-standard analysis, the infinite numbers 
are the reciprocals of non-zero infinitesimals, not the transfinite 
numbers of Cantor.) There is thus a system of "hyperreal" 
numbers including actual infinitesimals which is as consistent 
as the system of real numbers (however consistent that may be). 
In his book, Non-Standard Analysis, Robinson observes that 
"infinitely small quantities are fundamental in Cauchy's 
approach to Analysis" although "these quantities are not numbers 
but variables, or rather, states of variables whose limits are 
zero." In any case, "whatever the precise picture of an 
infinitely small quantity may have been in Cauchy's mind, we may 
examine his subsequent definitions and see what they amount to 
if we interpret the infinitely small and infinitely large 
quantities mentioned in them in the sense of Non-Standard 
Analysis.... .Cauchy regarded his theory of infinitely small 
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quantities as a satisfactory foundation for the theory of limits 
and (d'Alembert's suggestion notwithstanding) he did not intro- 
duce the latter in order to replace the former. His proof 
procedures thus involved both infinitely small (and infinitely 
large) quantities and limits.. . ..Thus. Cauchy stands in the 
history of the Calculus not as a man who broke with tradition 
and swept away old and rotten foundations to make room for new 
and sound ones but rather as a link between the past and the 
future. The elements of his theory can be traced back to 
Newton and to Leibniz (and beyond) but he provided a synthesis 
of the doctrine of limits on one hand and of the doctrine of 
infinitely small and large quantities on the other by assigning 
a central role to the notion of a variable which tends to a 
limit, in particular to the limit zero" [Robinson 1966, 270, 
271, 2761. 
But as Robinson indicates in the same place [p. 2701 and as 
I will discuss below, Cauchy's definition of variable is not 
entirely clear. Moreover, we will see that he does not always 
use these variables in dealing with the infinitely small. 
Instead, he argues directly with infinitely small quantities 
treated as actual infinitesimals. 
It has often been noted that Cauchy made certain errors or 
was ambiguous in connection with continuity. For example, he 
is said to have confounded pointwise and uniform continuity in 
a number of places. Robinson, however, has observed that if 
Cauchy was in effect allowing infinitesimal values of his 
variables, then the ambiguity disappears and Cauchy did not make 
an error [Robinson 1966, 270-l]. On the other hand, Robinson 
argues that Cauchy's claim that the sum of a series of continu- 
ous functions is itself continuous cannot be defended in this 
way [Robinson 1966, 271-21. But I will argue in this paper 
that it can. (Just before typing the final version of this 
article, I became aware that an argument based on Imre Lakatos' 
work and having the same conclusion has been made by John 
P. Cleave [Cleave 1971, 27-37; see also Lakatos 1976, 128-1411. 
However, Cleave takes Cauchy's variables decreasing to zero to 
be real null sequences, which in my opinion is not historically 
justifiable. Furthermore, he argues for an assumption equivalent 
to uniform convergence, whereas we will show that an assumption 
equivalent to equicontinuity is compatible with the text.) 
The interpretations made here (and by Robinson) raise 
certain historiographical problems. How do we know whether or 
not a mathematician of the past used actual infinitesimals? 
If he makes an explicit, unambiguous commitment one way or the 
other at a certain time, then we know his practices at that 
time--or at least his intentions. However, Cauchy's commitment 
to infinitely small quantities as variables decreasing to zero 
was not entirely urnambiguous. Furthermore, having voiced certain 
commitments, a mathematician may not always adhere to them. 
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For example, while variables decreasing to zero played a central 
role in Cauchy's system, he sometimes worked with actual 
infinitesimals, and sometimes he even appears to have let his 
variables assume infinitesimal values. In such a situation, 
historical judgements may be difficult, but we can hope to draw 
inferences from concepts used in the course of Cauchy's work, 
in definitions and in the proofs of theorems. Naturally, one 
must try to make inferences which are not merely consistent, 
but highly probable, in light of the documents. 
I will compare Cauchy's use of infinitely small quantities 
in his textbooks [Cauchy 1821, 1823, 18291 with the use of 
infinitesimals by Robinson and his followers (notably Keisler) 
[Robinson 1966; Keisler 1976a, 1976b]. In my opinion, this 
procedure is not unhistorical. Historical evaluations are always 
made within some frame of reference. The canons of Weierstrass 
and Euclid are not the only ones available. 
2. CAUCHY'S INFINITELY SMALL QUANTITIES 
In what follows, an infinitesimal is taken to be an entity 
x which can be compared in size with real numbers (and other 
infinitesimals and their reciprocals), and for which -r < x < r 
for every positive real number r. Zero is the only infinitesimal 
among the (standard) real numbers, and the only one without a 
reciprocal. Here the question of whether or not a mathematician 
uses infinitesimals is a question of whether or not he uses non- 
zero entities of this kind. (Some mathematicians have meant 
by an "infinitesimal" a function f(x) such that lim f(x) = 0. This 
is not what is meant by an infinitesimal here.) x+0 
One of Cauchy's most distinctive contributions to mathematics 
was his definition and use of analytic continuity of functions 
(as contrasted with geometric continuity). In his introduction 
to the Cours d'analyse of 1821, he says: "In speaking about the 
continuity of functions, I have not been able to avoid presenting 
the principal properties of infinitely small quantities, 
properties which serve as a basis for the infinitesimal calculus" 
[Cauchy 1821, ii]. Let us see how Cauchy defines these "infin- 
itely small quantities", and compare them with infinitesimals 
as defined above. 
In the Prgliminaires to the Cours, Cauchy says: "When the 
successive numerical values of the same variable decrease 
indefinitely, in such a way as to fall below any given number, 
this variable becomes what one calls an infinitely small (un 
infiniment petit) or an infinitely small quantity. A variable 
of this kind has zero for limit" [Cauchy 1821, 41. The first 
sentence could mean that when the numerical (i.e., absolute) 
values of a variable decrease in such a way as to be less than 
any positive number, then the variable takes on infinitesimal 
values. 
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What did Cauchy mean in the second sentence of the defi- 
nition, where he says that a variable "of this kind" has zero 
for limit? About limits in general, Cauchy says: When the 
values successively assigned to a variable approach indefinitely 
a fixed value so as to end by differing from it as little as 
one might wish, this last is called the limit of all the others" 
[Cauchy 1821, 41. Thus a variable has zero for a limit if its 
values can be made to differ from zero by as little as one 
wants. Does this mean that the non-zero numerical values 1x1 
of the variable can be made to satisfy 0 < x < r for every real 
number r > O? If so, a variable becomes an infinitely small 
quantity when its values are infinitesimals. 
Cauchy gives a briefer definition of an infinitely small 
variable quantity in Chapter II of the Cours: "One says that a 
variable quantity becomes infinitely small, when its numerical 
value decreases indefinitely in such a way as to converge toward 
the limit zero" [Cauchy 1821, 261. There is no indication here 
or elsewhere that Cauchy meant by this that a variable x becomes 
infinitely small when lim x = 0; that is, when for every real 
x+0 
r > 0, there is real s > 0 such that if the value x of the 
variable satisfies 1x1 < s (or 0 < 1x1 < s), then it also 
satisfies Ix] < r. In fact, upon reflection, this would be a 
strange definition. It would say, in effect, that x becomes 
infinitely small when x approaches zero as x approaches zero. 
It is tempting to suggest that Cauchy was thinking of an 
infinitely small quantity as a function a = o(x) such that 
lim LX(X) = 0, in something like our usual sense of limit. 
X-to 
However, Cauchy says that c1 is to be a variable, not a function, 
which for Cauchy is a relation between variables. Of variables, 
Cauchy says: "A quantity is called variable which one thinks 
of as having to take on successively a number of different 
values" [Cauchy 1821, 41. Of functions, he says: 'When variable 
quantities are so related to each other that, if the value of one 
of them is given, one can conclude from it the values of all the 
others, one ordinarily conceives of these various quantities 
as expressed by means of one which then takes the name of 
independent variable; the other quantities expressed by means 
of the independent variable are what one calls functions of this 
variable" [Cauchy 1821, 191. It is a curious fact that Cauchy 
does not define limits of functions in the Cours, only limits 
of variables (in the way quoted above). Thus an infinitely 
small quantity was not meant to be the limit of a function. 
One might object that we cannot conveniently compare Cauchy's 
infinitely small quantities with our infinitesimals since they 
are "variables" rather than "numbers". This has been noted by 
Robinson [Robinson 1966, 2701. Robinson (apparently referring 
to the definition given in the last paragraph) suggests that in 
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contemporary terms what Cauchy meant by "variable" is "a 
function whose range is numerical while its domain may be any 
ordered set without last element" [Robinson 1966, 2701. However, 
as Robinson observes and as we saw in the last paragraph, Cauchy 
did not base the notion of variable on the notion of function, 
but rather defines function in terms of variables. On the other 
hand, Cauchy also treats functions f(a) such that lim f(a) = 0 
as infinitely small quantities (e.g. [Cauchy 1821, 621). This 
either implies (as Robinson suggests) that a function may also 
be regarded as a variable, or it signals a tacit extension of 
the meaning of infinitely small quantity. 
It appears that Cauchy's definitions here are not entirely 
clear. But whatever Cauchy may have meant by "variable", it is 
certain from his definition that a variable takes on "values". 
The question may therefore be asked: can Cauchy's infinitely 
small quantities, these variables with limit zero, take on 
infinitesimal values? 
We have already observed that Cauchy's definition of variable 
does not exclude infinitesimal values. What about his 
definition of quantity? He says: 'IWe will always take the 
name numbers in the sense in which one uses it in arithmetic, 
where one bases numbers on the absolute measure of magnitudes; 
and we will apply the name quantities only to real positive or 
negative quantities, that is, to numbers preceded by + or - 
signs" [Cauchy 1821, 21. Thus if a 'Variable quantity" can only 
have values which are quantities in Cauchy's sense, then its 
values are positive or negative "quantites r6elles"; that is, 
they are + or - some number which measures a magnitude. But 
it appears that "r6elle" is here taken in contrast to "imaginaire" 
What is to keep the measure of a magnitude from being an 
infinitesimal, Euclid notwithstanding? 
The case for Cauchy's use of infinitesimals is perhaps not 
yet highly probable, but so far it appears that Cauchy has not 
explicitly excluded them. 
3. CONTINUITY AND INFINITELY SMALL QUANTITIES 
Cauchy's definition of continuity in Chapter II of the Cours 
is as follows: "Let f(x) be a function of the variable x, and 
suppose that for each value of x between two given limits, this 
function always has a unique and finite value. If, starting 
with a value of x between these limits, one assigns to the 
variable x an infinitely small increase CL, the function itself 
will increase by the difference f(x + a) - f(x), which will 
depend at the same time on the new variable c( and on the value 
of x. This assumed, the function f(x) will be a continuous 
function of this variable between the two limits assigned to the 
variable x if, for each value of x between these limits, the 
numerical value of the difference f(x + a) - f(x) decreases 
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indefinitely with that of o. In other words, the function f(x) 
will remain continuous with respect to x between the given limits 
if between these limits an infinitely small increase of the 
variable always produces an infinitely small increase of the 
function itself" [Cauchy 1821, 34-51. The emphasis is Cauchy's. 
The next-to-last sentence in this definition might be taken 
as a limit definition of the type lim (f(x + CL) - f(x)) = 0, in 
which c1 is not permitted to take on non-zero infinitesimal 
values. But there is no necessity for making such a restriction, 
nor does Cauchy say that this would be desirable or even possible. 
The final sentence of the definition can be directly 
interpreted in terms of infinitesimals: A function f(x) will 
be continuous with respect to x between the given limits if, 
when x is between these limits and we take x + cx where c1 is an 
infinitesimal, then f(x + o) - f(x) is always an infinitesimal. 
There is an interesting ambiguity in this definition which 
was observed by Robinson [Robinson 1966, 270-l]. To explain it, 
let us use the language of non-standard analysis in which 
infinitesimals are adjoined to the real numbers. We call the 
real numbers, together with the infinitesimals and the reciprocals 
of the non-zero ones, the hyperreal numbers [Keisler 1976a, b]. 
A finite (real or infinitesimal) hyperreal number is of the 
form c + a for some real c and infinitesimal cr. If I is an 
interval of real numbers with endpoints a and b, we can extend 
I to produce I* consisting of all hyperreal numbers between the 
(standard) real numbers a and b. 
It can be shown (e.g., [Keisler 1976b, Chapter 51) that the 
following non-standard definition of continuity on an interval 
is equivalent to the usual epsilon-delta definition: f(x) is 
continuous on an interval I if and only if for any real x in I 
and any infinitesimal CL, f(x + CL) - f(x) is an infinitesimal 
(assuming f(x) is defined on I, and hence can be extended to I*). 
A non-standard definition of uniform continuity on an 
interval I equivalent to the usual epsilon-delta definition is: 
f(x) is uniformly continuous on I if and only if for any x in 
I* (real or not) and any infinitesimal ~1, f(x + o) - f(x) is an 
infinitesimal. (This is deducible from [Keisler 1976b, 771). 
Cauchy's definition of a function continuous on an interval 
can be interpreted, especially in the emphasized final state- 
ment (of the first paragraph of this section), to mean that 
f(x) is continuous on I if and only if for every infinitesimal 
o, the difference f(x + a) - f(x) is always infinitesimal. Then, 
as Robinson has observed, if by "always" Cauchy means "for every 
real xl', he has ordinary continuity on I; if he means "for 
every hyperreal xl', he has uniform continuity on I. It appears 
that Cauchy has blended together the notions of pointwise and 
uniform continuity. The apparent ambiguity hinges on whether 
or not one is allowed to use infinitesimals. 
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If Cauchy was thinking in terms of infinitesimals, then 
there was no ambiguity for him, and his definition is of 
uniform continuity on an interval, not of pointwise continuity. 
If this is so, then he did not make an error in his proof of 
the fundamental theorem of the calculus [Cauchy 1823, 81-31, as 
is often asserted (e.g., [Hawkins 1970, 91). If one believes 
it unlikely that Cauchy would have made such an error, one 
might prefer to believe it likely that he used infinitesimals 
in his thinking. 
4. CONTINUITY OF SUMS OF SERIES AND INFINITESIMALS 
A number of other ambiguities or alleged errors of Cauchy 
can be explained in terms of whether or not infinitesimals 
are allowed. 
For example, in Chapter VI of the pours, Cauchy purports to 
prove that the limit of continuous functions must be continuous. 
If one interprets this as pointwise limit, Cauchy is wrong. 
This is how Abel took it, and in 1826 he noted the counterexample 
sin x - (U2)si.n 2x + (1/3)sin 3x - . . . 
[Abel 1826, footnote to Lehrsatz V, 3161. It can be shown that 
for any integer n, this Fourier series converges to 1/2(x - 2nrr) 
on the interval 
(2n - 1)~ < x < (2n + l)a, 
and to zero at (2n + 1)~. The partial sums are continuous at 
any x; yet the sum is not continuous at any point (2n + ~)IT, nor 
can it be extended so as to become continuous there. (It 
converges to a/2 when x approaches (2n + 1)~ from the left and 
to -IT/~ when x approaches (2n + ~)IT from the right). 
But let us examine Cauchy's proof. "In order for the series 
uo, ul, u2, . . . . un, un+l, EC.... to be convergent", he says, 
"it is necessary and sufficient that increasing values of n make 
the sum sn = u. + u 1 + u2 + EC.... converge indefinitely to a 
fixed limit s; in other words, it is necessary and sufficient 
that for infinitely large values of the number n, the sums 
s s n' n+l' S n+2’ Frc... differ from the limit s, and consequently 
from each other, by infinitely small quantities" [Cauchy 1821, 
124-51. 
Since sn+l - sn = un, sn+2 - sn = un + un+l, Sn+3 - Sn = 
U +u n+l +u n n+2' Frc...., Cauchy continues, it follows that for 
convergence it is necessary that the general term un go to zero 
("decrease indefinitely") when n increases. But, he observes, 
this condition is not sufficient. One must also have that the 
sums u + u U n+l' n +u n+l +u n n+2, EC...., "that is, the sums of 
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the quantities un, un+l, u~+~, EC.... taken, starting from the 
first, in any number one wants" must "end by receiving constantly 
numerical values less than any assignable limit". Conversely, 
when this is satisfied, the series converges [Cauchy 1821, 125-61 
One generally indicates the sum of a convergent series, says 
Cauchy, by uO + ul + u2 + u3 + Frc.... If s is the sum, then 
s=u +u +u 0 12 +...+u n-l +u +u n n+l + EC.... 
=s +u +u + tic.... n n n+l 
so s - s n =u +u n n+l Gc. . . . 
"From this last equation," Cauchy continues, "it follows that 
the quantities un, un+l, u~+~, EC.... will form a new convergent 
series whose sum will be equivalent to s - s n' If one designates 
this sum by rn, one will have s = s + r n n' and rn will be what 
one calls the remainder of the series starting with the n th 
term" [Cauchy 1821, 130-l]. 
"When the terms of the series," Cauchy says, "contain the 
same variable x, this series is convergent, and its different 
terms are continuous functions of x in the neighborhood of a 
particular value assigned to this variable; sn, rn and s are 
again three functions of the variable x, of which the first 
is evidently continuous with respect to x in the neighborhood 
of the particular value in question. This assumed, let us 
consider the increases that these three functions receive when 
one increases x by an infinitely small quantity a. The increase 
of sn will be, for all possible values of n, an infinitely small 
quantity; and that of rn will become insensible at the same 
time as r n if one assigns to n a very considerable value. Hence, 
the increase of the function s can only be an infinitely small 
quantity. From this remark, one deduces immediately the 
following proposition." 
"THEOREM. When the different terms of a series are functions 
of the same variable x, continuous with respect to this 
variable in the neighborhood of a particular value for which 
the series is convergent, the sum s of the series is also, in 
the neighborhood of this particular value, a continuous function 
of x" [Cauchy 1821, 131-21. 
We may ask if this proof is valid when interpreted as 
admitting infinitesimals, or rather, in this case, infinite 
integers, which also appear in non-standard analysis. Robinson 
has argued that even then Cauchy's proof fails [Robinson 1966, 
271-21. However, Cauchy's proof is not invalid according to 
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Robinson's own analysis if we interpret one of Cauchy's 
assertions as resulting from an assumption equivalent to 
equicontinuity. In fact, if u,(x) + u,(x) + . . . = s(x) and x 1 
is a point of continuity, we are to show that s(x1 + o) - s(x1) 
is infinitesimal for all infinitesimal c1. We have 
s (Xl + a) - s(xl) = (sn(xl + a> - s,(x,)> + (rn(xl + a) - rn(xll) 
where s and r are as above. 
quoted ibove tz mean that sn(xl 
Robinson interprets the passage 
+ a) - s,(xl) is infinitesimal 
"for all n" (Robinson doesn't specify finite or infinite here, 
but see below), and that rn(xl + ~1) and rn(xl) are infinitesimal 
for all infinite n. But, says Robinson, although rn(xl) is 
indeed infinitesimal for all infinite n (since xl is a standard 
real number), rn(xl + (Y) need only be infinitesimal for 
sufficiently large infinite n. Furthermore, Robinson continues, 
sn (x 1 + a) - sn(xl) is infinitesimal for all finite n (so 
Robinson evidently meant finite above), and hence (one shows) 
for sufficiently small infinite n. 
Thus to show that s(x1 + o) - s(x1) is infinitesimal we must 
know there is an n (infinite) such that rn(xl + a) and 
sn (x 1 + a) - sn(xl) are infinitesimal simultaneously. Robinson 
suggests two natural alternatives. One might assume that 
r,(x 1 + a) is infinitesimal for all infinite n, which is 
equivalent to assuming uniform convergence. Or one might 
assume that sn(xl + a) - sn(xl) is infinitesimal for all 
infinite n, which one can show follows from assuming that the 
family {s,(x)) is equicontinuous at each x in the given interval. 
(That is, for any real E > 0, there is a real 6 > 0 such that if 
Ix - tl < 6 then If,(x) - fn(t) 1 < E for any hyperreal x and t, 
and any n, finite or infinite). 
Robinson believes Cauchy had neither of these alternatives 
in mind. But the fact is that Cauchy says sn(xl + o) - sn(xl) 
will be infinitely small "for all possible values of n". 
(Robinson has an error in his quotation of the passage in which 
this phrase occurs. He has "pour toutes les valeurs possible 
de rnt' [Robinson 1966, 2721, whereas Cauchy has "pour toutes 
les valeurs possible de n" [Cauchy 1821, 1311.) If Cauchy meant 
to include infinite values of n, then it can be said that he 
made an assumption implied by equicontinuity. If this is granted, 
HM 5 Cauchy and the infinitely small 323 
Cauchy's proof is not invalid. From our point of view it appears 
to have a gap; but from his point of view, if he admitted 
infinite integers in the difference s,(x 1 + a) - s,(xl), then 
his proof may be regarded as complete. 
We observed above that an assumption equivalent to uniform 
convergence in Cauchy's argument would amount to assuming 
rn(xl + ci) infinitesimal for all infinite n. But this implies 
a restriction on the generality of the theorem, even if the use 
of infinitesimals and infinite integers is permitted. This 
would have been a mistake by Cauchy. With the assumption implied 
by equicontinuity, there is no mistake. And Cauchy says in 
the passage quoted above that rn(xl + a) becomes infinitesimal 
("insensible") at the same time as r,(xl) "if one assigns to n 
a very considerable value"; this corresponds well with the fact 
that this will be so for sufficiently large infinite n. 
Finally, we observe that at times Cauchy does speak 
explicitly of infinite integers. See, for example, the 
quotation in the third paragraph of this section, where he 
refers to "infinitely large values of the number n". 
5. INFINITESIMALS AND THE BINOMIAL THEOREM 
I turn now to an example of a proof in the Cours in which 
Cauchy uses infinitely small quantities very much like 
infinitesimals--i.e., like numbers rather than variables with 
limit zero. I do not doubt that Cauchy's argument could be 
restated in terms of variables with limit zero, The point is 
that Cauchy himself does not state the argument in these terms. 
In the course of Cauchy's complicated extension of the 
binomial theorem to complex numbers of modulus less than one 
[Cauchy 1821, Chapter IX], a function t of real variables z and 
8 is defined for each integer k by 
t = arctan (z sin e/(1 + x cos 0)) + 2k. 
From this Cauchy eventually derives, using the binomial theorem 
for real numbers, that cos pt, sin pt "have to vary with z by 
insensible degrees " for fixed 1-1 and 8. "But this condition 
cannot be satisfied," Cauchy continues, "except in the case 
where t itself varies with z by insensible degrees. In fact, 
if an infinitely small increase in z produces a finite increase 
of t in such a way as to change t into t + a, a denoting a finite 
quantity, the cosine and sine of the two arcs nt, u(t + a) 
could not remain sensibly equal except when the numerical value 
of the product is very nearly a multiple of the circumference, 
which cannot be true except for particular values of the 
coefficient n, and not generally for any finite values of this 
coefficient" [Cauchy 1821, 2941. 
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When Cauchy here speaks of "a denoting a finite quantity", 
it cannot be taken to mean that he is referring to a variable. 
The natural contrast, however, is with "a denoting an infinitely 
small quantity". Even more, "an infinitely small increase in 
z" is quite some distance from the addition to z of a variable 
with limit zero. 
What Cauchy seems to be saying here is this: if 8 is fixed, 
then for every fixed real p, the function cos pt is a continuous 
function of the real variable z. This will be so if t is a 
continuous function of z for fixed 8. In fact, were it not such 
a function, then by his definition of continuity (given above), 
some infinitely small increase in z would produce a finite 
change in t, from t to t + a, where a is finite and non-zero. 
Then cos ut - cos p(t + a) would also be finite. This would 
imply that pa is "very nearly" a multiple of 2a; i.e., a is 
infinitely close to 2nn (in the language of non-standard analysis, 
pa - 2nn is an infinitesimal). 
Cauchy abruptly concludes his argument for the continuity 
of cos ut at the point quoted above. Perhaps he had something 
like the following in mind. If v # (2nr)/a, then he has shown 
that cos ut - cos p(t + a) cannot be finite. The only other 
possibility, presumably, is that it is infinitely small (it is 
surely not infinitely large), and the continuity follows. On 
the other hand, if I.I is infinitely close to (2na)/a, then 
cos u(t + a) is infinitely close to cos pt, so cos Vt - 
cos p(t + a) is infinitely small, and the continuity follows 
again. 
Cauchy continues his development by showing that the k in 
the definition of t is a constant function of z. In fact, he 
shows k = 0, using continuity in a way familiar to us today. 
6. INFINITESIMALS AND COMPLETENESS IN A PROOF BY CAUCHY 
In non-standard analysis, there is no general completeness 
axiom of the sort which holds for real numbers. For example, 
let E denote the set of positive infinitesimals. This is 
bounded above by any real positive number. Suppose, by way of 
contradiction, that there were a least upper bound e of E. In 
non-standard analysis, E is non-empty, so e > 0. If e is in E, 
then one knows that 2e is in E, and e < 2e, so e is not the 
least upper bound. If e is not in E, then e > r > 0 for some 
real number r. But r is an upper bound of E, so e is again not 
the least upper bound. Thus E is bounded above and non-empty, 
but has no least upper bound. 
In the tours, Cauchy uses his analytic concept of continuity 
to prove an intermediate value theorem [Cauchy 1821, Note III, 
460-21. The method, he says, "also has the advantage that it 
furnishes a numerical solution of the equation f(x) = b" 
[Cauchy 1821, 4601. The proof given below, lacks only an 
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explicit completeness postulate to be considered rigorous today. 
It is sufficient, he says, to consider an f(x) real and 
continuous between x 0 and X, x 0 < X, and to show that if f(xO) 
and f(X) have opposite signs, then one can find one or more 
values of x between x0 and X such that f(x) = 0. (We can get 
the more general theorem from this by taking f(x) - b for f(x), 
where b is any value between f(xo) and f(X).) 
Setting h = X - x0, Cauchy considers f(xo), f(xo + (h/m)), 
f(xo + 2(h/m)), . . . . f(X - (h/m)), f(X) for any integer m > 1. 
There will be two consecutive terms f(xl), f(Xl) with opposite 
signs (X1 - x1 = h/m = (l/m)(X - x0). Doing the same with x0 
and X' to get x2 and X" such that 
X” - x2 = (l/m)(X' - xl> = (Um2)(X - x0>, 
one continues in this way to produce an increasing sequence x 0' 
X1' X2’ a-- and a decreasing sequence X, X', X", . . . . The 
latter values, says Cauchy, will exceed the first by 
1=(X - x0), (l/m)(X - x0), (l/mL)(X - x0), etc., and "will 
finish by differing from the first values by as little as one 
wishes" [Cauchy 1821, 4621. 
"One must conclude from this," he says, "that the general 
terms of the sequences . . . will converge to a common limit." 
(Here Cauchy has failed to cite a completeness postulate.) Let 
a be this limit. Since f(x) is continuous between x0 and X, 
the sequences f(xo), f(xl), f(x2), . . . and f(X), f(X'), f(X"), . . . 
will converge to the common limit f(a). Since corresponding 
terms in the two sequences are always of opposite signs, "it is 
clear," says Cauchy, "that the quantity f(a), necessarily finite, 
cannot differ from zero" [Cauchy 1821, 4621. Thus f(a) = 0; 
i.e., a is a root of f(x) = 0. 
In this proof, Cauchy has used a sequential notion of 
continuity (if xn converges to a, then f(x,) converges to f(a)), 
although he never shows in the COWLS its relation to his 
definition of continuity. More to our point, he concludes that 
the bounded increasing sequence xn converges to a real number a 
without benefit of an explicit completeness postulate. 
Perhaps we should not make too much of Cauchy's failure to 
state an explicit completeness axiom, although in view of Euclid's 
Book V, it might seem to us a glaring omission. It should be 
observed, however, that Cauchy tried to provide certain 
foundations in supplements to the Cours, with Notes on basic 
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algebraic properties of numbers (i.e., "positive and negative 
quantities") and on inequalities [Cauchy 1821, Notes I, II, 403- 
4591. These Notes contain, in effect, axioms for an ordered 
field. It is striking that neither a completeness nor an 
archimedean axiom is included. Cauchy's failure to include such 
axioms was perhaps conditioned by his knowledge or feeling that 
they are not always valid when infinitesimals are admitted. 
7. TWO DEFINITIONS OF DIFFERENTIAL BY CAUCHY 
In the forwards to the R&sun& of 1823 and the Leyons of 
1829, Cauchy says, "My principal aim has been to reconcile the 
rigor, which I made my law in my Cours d'analyse, with the 
simplicity which results from the direct consideration of 
infinitely small quantities" [Cauchy 1823, v; 1829, first page 
in Oeuvres]. Cauchy does not say what he means by "direct 
consideration of infinitely small quantities". Perhaps he 
expected his readers to know what he meant. 
However, in both the Re’sumi: and i+ons, he gives precisely 
the same definition of infinitely small quantity that he gave 
in the Cours [Cauchy 1823, 4; 1829, 273 of Oeuvres], as 
variables with limit zero. In the pr&ixninaires of the Leyons 
[Cauchy 1829, 281-61, there is an exposition of infinitely 
small quantities of different orders, which he refers to as 
variables with limit zero. Earlier versions of this theory had 
appeared in the Cours, the RLsum.6, and the Leqons sur les 
applications du calcul infinitkimal 2 la g&om&trie of 1826 
[Cauchy 1821, 26-32; 1823, 167-172; 1826, 121-71. In the 
R&urn6 and Leyons he gives word-for-word the same definition of 
derivative, in which the terms of Ay/Ax are said to be "infinitely 
small quantities" and to "approach indefinitely and simultaneously 
the limit zero" [Cauchy 1823, 9; 1829, 288 of Oeuvres]. 
There are, however, different definitions of the differential 
in the R&sum6 and the Leyons. It is interesting that in the 
second definition, the dx in dy = f'(x)dx is allowed to be 
infinitely small in the manner of non-standard analysis [cf. 
Keisler 1976a, 821. 
In the R&L&, Cauchy writes: "Now let h and i be two 
distinct quantities, the first finite, the second infinitely 
small, and c1 = i/h the infinitely small ratio of these two 
quantities. If one gives to Ax the finite value h, the value of 
By, given by equation (5) [namely, Ay = f(x + Ax) - f(x)], will 
become what one calls the finite difference of the function f(x), 
and will ordinarily be a finite quantity. If, on the contrary, 
one attributes to Ax an infinitely small value, for example, if 
one makes Ax = i = ah, then the value of Ay, namely f(x + i) - 
f(x) or f(x + h) - f(x), will ordinarily be an infinitely 
small quantity" [Cauchy 1823, 71. (This much is repeated in the 
kzyons [Cauchy 1829, 278 of Oeuvres]). 
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The definition of differential in the R&sum3 is truly 
ingenious. Cauchy says: "Let y = f(x) always be a function of 
the independent variable x, i an infinitely small quantity, and 
h a finite quantity. If one puts i = crh, a will again be an 
infinitely small quantity, and one will have identically 
(f(x + i) - f(x))/i = (f(x + clh) - f(x))/ah, 
from which one concludes 
(1) (f(x + oh) - f(x)/a = ((f(x + i) - f(x))/i)*h. 
The limit toward which the first member of equation (1) 
converges when the variable CL approaches zero indefinitely, the 
quantity h remaining constant, is what one calls the differential 
of the function y = f(x). One indicates this differential by 
the symbol d, as follows: dy or df(x)." 
"It is easy to obtain its values," Cauchy continues, "when 
one knows that of the derived function y' or f'(x). In fact, 
by taking the limits of the two members of equation (l), one 
will generally find 
(21 df(x) = h f'(x). 
In the particular case where f(x) = x, equation (2) reduces to 
(3) dx = h. 
Thus the differential of the independent variable x is nothing 
but the finite constant h. Granted this, equation (2) will 
become 
(4) df(x) = f'(x)*dx 
or, what comes to the same thing, 
(5) dy = y' dx. 
It follows from (5) that the derivative y' = f'(x) of any 
function y = f(x) is precisely equal to dy/dx, that is, to the 
ratio between the differential of the function and that of the 
variable, or, if one likes, to the coefficient by which it is 
necessary to multiply the second differential in order to obtain 
the first. It is for this reason that one sometimes gives to 
the derived function the name of differential coefficient" 
[Cauchy 1823, 13-41. 
In the Leqons, Cauchy abandons the definition he gave in the 
R&m&. He says: 'I,.. the differentials dx, dy of the 
independent variable x and of the function y = f(x) will be 
quantities so chosen that their ratio dy/dx coincides with the 
last ratio of the infinitely small quantities Ay/Ax." (Of all 
his textbooks, 
the language 
it is only in the Leyons that Cauchy reintroduces 
of Newton in speaking of "last ratios". 
"These differentials," Cauchy continues, "will therefore be 
related by equation (2) dy/dx = y' or (3) dy = y' dx, which one 
328 Gordon M. Fisher HM5 
can also present under one of the forms (4) df (x)/dx = f’ (x), 
(5) df (x) = f’ (x)dx. By virtue of equation (2) or (3), the 
differential dy is completely determined when one has fixed the 
form of the function y ’ = f’ (x) and the value of the quantity 
dx. As for this last quantity, which represents the differential 
of the independent variable, it remains entirely arbitrary, 
and one can suppose it equal to a finite constant h, or even 
consider it an infinitely small quantity” [Cauchy 1829, 288-9 
of Oeuvres]. 
Thus Cauchy does not require dx to be finite (i.e., real) 
as he did in the R6sum.6. “It results from the formulas (3) 
and (S),” Cauchy concludes, “that the derivative y’ = f’ (x) of 
an arbitrary function y = f(x) is precisely equal to dy/dx . ..I’ 
[Cauchy 1829, 289 of Oeuvres]. 
In Lecture 8 of the R&urn6 [Cauchy 1823, 29-301, Cauchy 
defines differentials of functions of any finite number of 
variables by generalizing his definition for functions of one 
variable. Let u = f(x, y, . ..). let i denote an infinitely 
small quantity, and let 4(x, y, . . .>, x(x, y, . . .) , etc., 
denote the limits of the ratios (f(x + i, y, . ..) - 
- f(x, Y, . ..))/i. (f(x, y + i, . ..) - f(x, y, . ..))/i. etc., 
as i goes to zero. That is, 0, x, . . . are the partial derivatives. 
Let Au = f(x + Ax, y + Ay, . ..) - f(x, y, . ..). If one 
gives Ax, Ay, . . . finite values h, k, . . . . then, says Cauchy, 
Au is called a finite difference. But, he continues, if a 
is infinitely small and one supposes that Ax = ah, Ay = ok, . . . . 
then Au = f(x + ah, y + ak, . ..) - f(x, y, . ..) will 
“ordinarily” be an infinitely small quantity. Dividing this by 
a and taking the limit as a goes to zero, the result will “in 
general ” be finite and different from zero. This, Cauchy says, 
is the total differential or simply the differential of y. 
One writes du or df(x, y, . ..). If one takes u = x, u = y, etc., 
Cauchy remarks, one finds dx = h, dy = k, etc. Thus “the 
differentials of the independent variables x, y, . . . are nothing 
but the finite constants h, k, . ..‘I [Cauchy 1823, 301. 
Cauchy’s later definition (in Lecture 16 of the Leyons) 
of the differential of a function of any finite number of variables 
is less successful [Cauchy 1829, SOS-512 of Oeuvres]. His 
discussion is hard to follow, but in non-standard terms, Cauchy 
seems to be saying something like this: consider u = f(x, y, . ..). 
We will want the differentials dx, dy, . . . to be infinitely 
close to the infinitesimal increases Ax, Ay, . . . . and also du 
to be infinitely close to Au = f(x + Ax, y + Ay, . ..) - 
f(x, Y, . ..I. Let us assume that Ax is infinitely close to 
adx, y is infinitely close to ady, etc., and that Au is infinitely 
close to adu where a # 0 is an infinitesimal. Then, for example, 
Au/a is infinitely close to du. In fact, du is the standard 
part of Au/a. (In non-standard analysis, y is a finite 
hyperreal number if and only if y = x + a where x is real and 
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a is infinitesimal. The "standard part" of y is x. Here and 
in what follows, Cauchy says "limit of" instead of "standard 
part of".) Actually this is so only when Au/a is finite. (In 
fact, as I will explain below, I think Cauchy made a mistake 
here.) Similarly, dx is the standard part of Ax/a, dy is the 
standard part of Ay/a, etc. Since du is the standard part of 
Au/a, du is the standard part of 
(f(x + Ax, y + by, . ..) - f(x, y, . ..)/a. 
To calculate this standard part, Cauchy uses the mean value 
theorem for functions of one variable. Proceeding as he did 
with his other differential in the R&urn6 [Cauchy 1823, 30-l], 
he concludes that 
du = 4(x, Y, . ..)dx + x(x, y, . ..)dy + . . . 
By virtue of this equation, says Cauchy, "the differential of 
the function u is completely determined when one fixes the 
values of the quantities dx, dy, dz, . . . But these last 
quantities, which represent independent variables, remain 
entirely arbitrary, and one can suppose them equal to any 
finite constants h, k, 1, . ..'I [Cauchy 1829, 5121. 
The difficulty with this treatment of the differential is 
that du is the standard part of Au/a only when Au/a is finite. 
But by Cauchy's procedure, we don't know whether or not Au/a 
is finite until we have shown that the standard part of Au/a 
is du. We are caught in a vicious circle. (The most obvious 
way to break the circle is to define du by 
du = 4(x, Y, . ..)dx + x(x, y, . ..)dy + . . . . 
and then to prove that Au is infinitely close to du. In fact, 
Au = du + elAx + e2Ay + . . . for infinitesimals el, e2, . . . 
depending on Ax, by, . . . [cf. Keisler 1976a, 6921.) 
8. AN EPSILON-DELTA TYPE PROOF BY CAUCHY 
Cauchy did not use an epsilon-delta type limit, nor (as we 
have seen) could his variables with limit zero fit into this 
framework. Still, he occasionally offered proofs in an 
epsilon-delta manner. Here, for example, is a theorem from 
Chapter II of the Cours: 
"If, for increasing values of x, the difference f(x + 1) - 
f(x) converges to a certain limit k, the fraction f(x)/x 
converges at the same time to the same limit" [Cauchy 1821, 48-521 
Cauchy's proof of this in the case of finite k is 
essentially as follows. Given any positive E (he actually uses 
the letter E), there is a positive h (he doesn't use 6, but later 
he specializes to an integer) such that if x > h, 
k - E 5 f(x + 1) - f(x) 5 k + E. 
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Hence if n is any natural number, the quantities 
f(h + 1) - f(h), f(h + 2) - f(h + l), . . . . f(h + n) - f(h + n - l), 
and also their arithmetic means (f(h + n) - f(h))/n will lie 
between k - E and k + E. Hence there is a such that -E 3 c1 I E 
and 
(f(h + n) - f(h))/n = k + ~1. 
Seth+n=x. Then 
(f(x) - f(h))/(x - h) = k + ~1, 
so 
f(x) = f(h) + (x - h)(k + CL) 
and 
f(x)/x = f(h)/x + (1 - (h/x))(k + a). 
To increase x, h may be taken as fixed while n increases. Then 
the right side of the last equation becomes k + c(, where 
-E _< ci _< E. Hence f(x)/x will have a limit between k - E and 
k + E for any E > 0, so that the limit of f(x)/x as x increases 
without bound is k. By assumption, f(x + 1) - f(x) also 
converges to k. 
Cauchy also considers the cases k = fog in a similar epsilon- 
delta manner. 
9. CONCLUSION 
In his textbooks, Cauchy sometimes argued as if he were 
dealing with actual infinitesimals. The variables with limit 
zero that he often used were not fully analyzed, but they had 
"values" which were sometimes treated as though they were 
actual infinitesimals. Cauchy exhibited a reluctance to use 
infinitesimals, and he hovered between acceptance and rejection 
of them. 
It would be a mistake, however, merely to think of Cauchy as 
someone who was in transition from an unrigorous use of 
infinitesimals to the correct methods based only on real 
numbers. We now know, thanks to Abraham Robinson, that the use 
of infinitesimals can be made rigorous. Thus it turns out that 
Cauchy was rejecting one approach that could have been made 
rigorous for another which he did not entirely succeed in 
making rigorous. Furthermore, he seems to have regarded the 
methods he was struggling to reject as simpler than the ones he 
was taking up. The move made by Cauchy toward the foundation 
of analysis on the standard real number system does not seem 
to have been inevitable. 
We have seen in passing that it is possible to interpret 
Cauchy's proof that the limit of a series of continuous functions 
is continuous as containing an assumption amounting to 
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equicontinuity. This is understandable if Cauchy is admitted 
to have been thinking partly in terms of infinitesimals and 
infinite integers. Cauchy's proof may be regarded as quite 
complete, since he based it on an assumption amounting to 
equicontinuity, and not on pointwise limits. 
We have conjectured that Cauchy's attachment to infinitesimals 
may have affected his attitude toward completeness, and have 
examined some definitions of differential by Cauchy, seeing 
that they can conveniently be analyzed in the context of actual 
infinitesimals. In doing this, we saw among other things that 
Cauchy's earlier definition of the total differential was the 
more successful. We cannot always expect to find linear 
progress even in the thought of one man. 
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