ABSTRACT User's behaviors and preferences alter with the temporal evolution dynamically, which leads to low performance, such as the Hit Rate and Normalized Discounted Cumulative Gain (NDCG). Understanding the dynamics of users' behaviors and preferences can improve the performance of recommendation system. In this paper, we propose a Top-N-targets-balanced recommendation based on attentional sequenceto-sequence (Seq2Seq) learning to capture the users' transient interests. The attentional Seq2Seq learning is introduced to largely exploit the coherence of users' sequential behaviors and preferences in the out module of our sequential recommendation. We use two methods to get the Top-N outputs as inputs of the attentional Seq2Seq learning. The direct selection method is choosing the k items with high probability. The simulated generation method is an improvement of the network by simulating the output. We balance the loss between Top-N outputs and the sequence targets to train the neural networks, which include Long Short-Term Memory and attentional Seq2Seq learning. Besides, we modify the recommendation list generation method to further improve the performance. Experimental results demonstrate that our methods outperform existing algorithms including state-of-the-art NCF, ItemPop, ItemKNN, BPR, eAls, and SVD++ on the performance of HR and NDCG. In the best case, the NDCG of our proposal is 14.72% higher than that of NCF.
I. INTRODUCTION
The recommendation system has become an indispensable tool in people's lives, which helps the public to get the desired results more quickly in the tremendous amount of information overload. The technology of traditional recommendation system mainly includes Collaborative Filtering Recommendation (CF) and Content-based Recommendation (CB). The main idea of content-based recommendation systems [1] is to share in standard a means for describing the items that may be recommended. It needs to create the user's profile that describes what items the user like, and then recommend the user by comparing items to the user profile. The main idea of CF is to find the users' preference by analyzing their behaviors. It recommends the items that users might like by their preference. There are mainly two kinds of CF: user-based recommendation and item-based recommendation. Researchers have done many works to improve the performance of The associate editor coordinating the review of this article and approving it for publication was Saeid Nahavandi.
CF [2] - [4] . The behavior of the users is uncertain. Their interests and personal needs will change with the time lapse. Also, the meaning of the same goods to the user at different times are entirely different. However, the traditional methods do not take timing issues into accounts. They are complicated to track the users' changing interests, so researchers have gradually recognized the importance of sequential information in recommender systems.
With the development of artificial intelligence, researchers have captured sequential information in sequential recommendation systems based on deep learning. Zhang et al. [5] discussed some the state-of-the-art deep learning based sequential recommendation systems. It includes CNN-based [6] , RNN-based [7] - [11] and attentionbased [12] - [14] sequential recommendation algorithms. The task of the sequential recommendation model is that generate a personalized item list of Top-N ranked items for the user. The order of the ranking list could be determined by probabilities that the user might like. Researchers need to use a complex function f for predicting the probabilities that the user might like item at next time. Researchers captured the user's transient interests by using different neural network models. In the prediction of the user's current behavior, the relationship of behaviors that are relevant to the current behavior may be lost because of bad models. At present, the sequential recommendation algorithms based on deep learning use the sequence output of neural networks as the recommended content by default. As the error accumulates, the accuracy of the recommendation system will decrease. In addition, there are noises driven from unrelated behaviors of users in the sequence, such as unintended clicks, which could cause bad effects of the recommendation system.
To summarize the issues above, we give priority to understand the dynamics of user behavior and preferences. In this paper, we propose a Top-N-targets-balanced recommendation based on attentional Seq2Seq learning. We need to consider the influence of the user's related behaviors on the user's selected item at the current moment. The sequential information relationship between adjacent items in a sequence was not visible. That means that the similarity degree of adjacent items is high. The interactions are time-independent in the short term. The attentional Seq2Seq learning was introduced to capture the user's transient interests in the output module of the sequential recommendation. Some related behaviors that have the most influence on the decision-making of current events can be treated seriously in our sequential recommendation. Compared with the previous methods, our model had improved the effectiveness of the sequential recommendation. The main contributions of our paper are summarized as follows:
1) We propose a Top-N-targets-balanced recommendation based on attentional Seq2Seq learning. The sequential recommendation can balance the loss between the TOP-N outputs and the sequence targets to capture the user's transient interests accurately. According to our sequential recommendation, we founded a new method to generate the recommendation list for better performance. The traditional RNN recommender system generates the recommendation list by the sequence output. It leads to the low performance of the sequential recommender system caused by the cumulative error. Therefore, we used this new method to reduce the error accumulation. The experiment results revealed that our sequential recommendation was useful in improving the Hit Rate (HR) and Normalized Discounted Cumulative Gain (NDCG). Compared with the NCF model, the HR of our proposal is improved 7.12%. The NDCG of our proposal outperforms NCF with 14.72% improvement. 2) We design two novel methods to get Top-N outputs as inputs of the attentional Seq2Seq learning. The direct selection (DS) method is choosing the k items with high probability. The simulated generation (SG) method is an improvement of the network by simulating the output. It can improve the performance of the networks.
3) Besides, we verify that our method performs well on the cold start problem. We note a useful phenomenon according to our experimental results. The NDCG and HR of the DS method are better than the SG method when the number of historical items is minor. Also, we provide an explanation based on the experimental results. The remainder of this paper is organized as follows. Section II presents related work. Section III describes the sequential recommendation in detail. Section IV introduces the experiment. Section V discusses the results. Section VI concludes the paper.
II. RELATED WORK
Some scholars began to study the session-based recommendation algorithm for long ago. Shani et al. [15] argued that considering generating recommendations as a sequential decision problem was more appropriate. They improved the session-based recommendation system by Markov Decision Processes model, which was the model for addressing sequential stochastic decision problems. The model's state space becomes unmanageable when it included all users' possible sequences, which was the main issue in their model. Rendle et al. [16] proposed a new approach that brings both advantages of the advantages of matrix factorization (MF) and Markov Chains (MC). The reason is that MF can be highly useful in modeling personal preferences. Moreover, Markov Chains methods are more popular for modeling sequential patterns. Following this thread, He and McAuley [17] fused similarity-based methods with Markov Chain methods to address sparse real-world datasets with sequential dynamics. They modeled user preferences to alleviate the sparsity issues by using a similarity-based method. Also, they modeled sequential smoothness across multiple time steps by taking Markov Chains with higher orders into account. Yu and Riedl [18] presented a novel sequential recommendation approach for interactive personalized story generation. They selected the most optimal sequence of plot points in a game for player modeling, where is called Prefix-Based Collaborative Filtering (PBCF). It was more capable of describing and capturing the user's preferences, which used machine learning to learn the most appropriate dimensions for the model from structured feedback.
With the development of artificial intelligence, some researchers have used Neural Networks in the recommendation system. As early as the 2006s, Vassiliou et al. [19] used a neural network to recognize implicit patterns between user profiles and items of interest. They proposed a hybrid recommendation system framework by combining neural networks and CF. In 2007, Salakhutdinov et al. [20] showed that a class of two-layer undirected graphical models could be used to model tabular or count data, such as users' ratings of movies. They modeled user-item interaction and recommended by using Restricted Boltzmann Machines. Authors in [21] used deep convolutional neural networks to extract the feature from music files. The music recommendation used a VOLUME 7, 2019 latent factor model to predict latent factors from the music audio datasets. The factors predicted could not be given from the datasets. Cui and Qin [22] used Deep Neural Networks to find the user profile and the neighborhood relationships in the video recommendation system. Then, they predicted the rating by using the user-based Collaborative Filtering, which was used to recommend movies. Covington et al. [23] described their deep neural network architecture for recommending YouTube videos. First, they detailed a deep candidate generation model. Then they described a separate deep ranking model. Cheng et al. [24] presented Wide & Deep learning framework to combine the strengths of wide linear models and deep neural network for recommender systems.
Currently, with the well-performed of the RNN in processing sequential data, such as neural language processing [25] , click prediction [26] and location prediction [27] , researchers have paid more attention to capture sequential information in recommender systems based on RNN. In 2016, Robin and Hugues [7] described collaborative filter as a sequence prediction problem and applied the Long Short-Term Memory to recommendations. In 2017, they [28] proposed a new approach to the recommendation system showed that the difference between short-term and long-term recommendation system. Their work also based on RNN. Donkers et al. [8] addressed the sequential recommendation problem by their novel RNN approach. First, they modeled the temporal dynamics of consumption sequences based on the benefits of gated RNNs. Second, they explicitly represent the individual user in the network by a new gated architecture with additional input layers. Sometimes we need to use session-based data to recommend users. Since 2015, Hidasi et al. [10] argued that more accurate sequential recommendations could be recommended by modeling the whole recommendation session. Therefore, they proposed a RNN-based approach for session-based recommendations. In 2018, Hidasi and Karatzoglou [9] introduced novel ranking loss functions used in RNN for the session-based recommendations. Tan et al. [11] also studied the RNNs model for session-based recommendations. They researched on the fusion of data augmentation and a method to account for shifts in the input data distribution to improve their model.
Researchers found that applying the attention mechanism in neural networks was very useful [29] . Attention-based methods are widely used to improve the performance in other fields like reading comprehension [30] , sentence embedding [31] and computer vision [32] . Of course, researchers also have applied the attention mechanism in recommendation. Authors in [33] proposed a novel model: Deep Interest Network (DIN) to capture users' diverse interests effectively from their behaviors. Zhou et al. [13] argued that it might lose the integrity of the specific highly correlated behavior of the user when the application needs to model users' features. They proposed an attention-based behavior modeling framework called ATRank for the recommendation system. Liu et al. [14] argued that a long-term memory model might be insufficient when the situation contained the user's information caused by unintended clicks. They proposed a short-term attention/memory priority model. The role of the sequence in the session recommendation system is not so visible when the situation includes erroneous clicks and other unrelated behaviors of the user. Three data sets results showed that the attention mechanism was validity and efficacy. Zhang et al. [12] used a self-attention mechanism to infer the relationship between item and item from the user's historical interaction. Also, they utilize self-attention mechanism to estimate the relative weights of each item in user interaction trajectories to learn better representations for users' transient interests.
In practical applications, some problems remain for the sequential recommendation algorithm. In recent years, RNN-based models are the most widely used in the sequential recommendation. The RNNs depend on the longer sequence, which is a limitation for the sequential recommendation system. The attention mechanism has well-performed in sequential recommendation system. And, it has gotten higher accuracy than traditional models that do not take the time information into consideration.
III. PROPOSED RECOMMENDER SYSTEM
An implementation scheme of our Top-N-targets-balanced recommendation is shown in Fig 1. We used the item table to decrease the scale of the network parameters. The embedding layer could solve the sparse and high-dimensional problem. We used the LSTM layers to model users' sequential information. We transformed the Top-N outputs as the input of Seq2Seq model and transformed the sequence targets as the output of Seq2Seq model. We used the attentional Seq2Seq learning to balance the loss between TOP-N outputs and the sequence outputs for training the entire neural networks, which include LSTM and attentional Seq2Seq learning. We summarize the stages of our sequential recommendation algorithm in Algorithm 1. We will discuss the design of our proposed sequential recommendation from scratch in this section.
A. THE INPUT LAYERS
We use the item table as the input, which used two shared embedding vectors to represent the item. As shown in Table 1 , we placed each item in the item table through a row index and a column index, which could be represented by two embedding vectors x r and x c separately. So the item table's item can be represented by x r i , x c j , when it is in the i-th row and the j-th column. We need to calculate the size of the item table, which is defined as follows.
Here, N is the size of data set, C s is the size of the column of the item table, R s is the size of the row of the item table, T s is the size of the item table. We need to pad some NULL items into the item set to fill the item table since the T s is larger than N for the most part. In addition, NULL is represented using '0'.
We used the item table to store items in the recommendation system. Each item can be represented by its shared row embedding vector and column embedding vector. The cost of storing embedded vectors can be greatly reduced. At the same time, the frequency of rare items in the training process can be increased, which could improve the prediction accuracy of the rare items. This work is inspired by Zhao's method [34] , which is based on LightRNN proposed by Li et al. [35] . However, Zhao's work involves the calculation of similarity. At the same time, it also had some optimization initialization work. We assumed that there existed an item allocation table. We used random initialization to simplify the steps. In the training process, we solved the problem about how to appropriately allocate the items into appropriate columns and rows. We used a bootstrap procedure to iteratively refine the order of the items.
B. THE LSTM LAYER
We used the LSTM layers to model users' sequential information. We used the identity of an item as the LSTM model input feature. The row index and the column index were used to represent the item identity by one-hot vectors. Then, we used embedding vectors to represent the indexes. The embedding layer can map the one-hot encoding of the row and column indexes into the embedding vectors. The input of the network is x c t−1 and x r t−1 . The embedding vector x c t−1 describes the column index of the item at time step t −1, and the embedding vector x r t−1 describes the row index of the item at time step t − 1. The hidden state vector is h t−1 . The output of the network is the predicted the row indexŷ r and the column indexŷ c . The computing process is as follows. Step 2:Create model 4: create the Top-N-targets-balanced recommendation; 5: Step 3:Train and validate model 6: while stopping criterion is not met do 7: train the model until convergence; 8: fix the trained embedding vectors that are rows and columns vectors in the item table; 9: refine the allocation of the item table to minimize the training loss over rows or columns based on the output loss; 10: end while 11: Step 4:Test model 12: test fine-tuned model using the test dataset; 13: return generate the recommendation list and compute the NDCG and HR.
Here, W , U , V , and b are parameters of affine transformations. f and g are nonlinear functions.
We determined the probability of p(w t ) of item w at position t by its row probability p r (w t ) and column probability p c (w t ). The computing process is as follows.
Here, S r is the set of row indexes, and S c is the set of column indexes.
C. ATTENTIONAL SEQ2SEQ LEARNING
In this section, we introduce attentional Seq2Seq learning in Top-N-targets-balanced recommendation for largely exploiting the coherence of users' sequential behaviors and preferences. We used attentional Seq2Seq learning to compute the loss between TOP-N outputs and the sequence targets for capturing local features better. It could capture the users' transient interests accurately. The original Seq2Seq model [36] has only one encoder and one decoder. The usual way is to encode an input sentence into a fixed state, which is used as the initial state of the decoder. The encoder maps the input sequence x = (x 1 , . . . , x T ) into the hidden state representation h. c i , a context vector, is generated from the sequence of the hidden states (h 1 , . . . , h T x ). The decoder generates an output sequence y = (y 1 , . . . , y K ) from the hidden state representation h and c i . However, the state is the same for the decoder at all the time. Authors in [37] have proved that Seq2Seq model could achieve state-of-the-art results on many natural language processing problems. The degree of importance for different parts is different in the attention-based model, where each moment of the state is different in the decoder. After adding the attention mechanism, the context vector c i is expressed as follows, when decoding the j-th word.
Here, the weight α ij of each annotation h j is computed as follows.
Here, e ij is an alignment model. It scores how well the inputs around position j and the output at position i match.
Here, s i−1 is the RNN hidden state for time i − 1. s i is the RNN hidden state for time i, computed by s i= f (
f is a nonlinear function.
The decoder defines a probability over the output sequence y = (y 1 , . . . , y T ) as follows.
D. THE TRAINING PROCESS
In the training process, we got some Top-N outputs, when the Top-N-targets-balanced recommendation got the input x t . Since the users' transient interests can be observed in the item sequence, we transformed the Top-N outputs as the input of Seq2Seq model and transformed the sequence targets as the output of Seq2Seq model. We believed that the Seq2Seq model could largely exploit the coherence of users' sequential behaviors and preferences. We balanced the loss between TOP-N outputs and the sequence outputs to train the entire neural networks, which includes LSTM and attentional Seq2Seq learning. In this paper, we used two methods to get the Top-N outputs. The first is that we directly select the Top-N outputs. We used the k items with high probability as the Top-N outputs. Fig 2 gives an example that directly gets Top-K items for the training process. We can get the sequential outputs y = (y t , . . . , y t+i ) when we feed the sequential input x t into the LSTM at the time step t. We chose the k items with high probability. This method was labeled as the DS method in this paper.
The second is the simulated generation. Fig 3 gives a simulated generation example for the training process. We can get the sequential output y t when we feed the sequential input x t into the LSTM at the time step t. Then, we can get the sequential output y t+1 when we feed the y t in to the LSTM. That is to say, we can get the sequential outputs {y t+2 , . . . , y t+i } when we iterate feeding the sequential output that is derived from the LSTM at the previous time step. i is the size of the output window. For input x t , we can get the sequential outputs y = (y t , . . . , y t+i ). This method was labeled as the SG method in this paper.
In the training process, we chose the input of the network randomly from the sequence input and the output of the last time step, which improved the performance of the sequential recommendation system in the test process. So the time step 3 is shown in two colors.
We define each conditional probability as follows in the decoder module.
Here, g is a nonlinear, potentially multi-layered, function that outputs the probability of y t .
The objective can be rewritten as follows, when we are given the original sequence of length T.
We used back-propagation and gradient descent to update the entire networks' parameters. In the previous subsection, we used the item table to store items in the recommendation system, which was based on the LightRNN model [35] . We assumed that there existed an item allocation table. It remained a problem that how to appropriately allocate the items into appropriate columns and rows. The authors in [35] proposed a bootstrap procedure to iteratively refine the word allocation. The reallocation problem is an optimization problem. The minimum cost maximum flow (MCMF) algorithm is one of the best algorithms for the problem. We used the MCMF algorithm to update the initial item table. Finally, we reallocated row and column vectors according to the loss function of networks until the effect of the model was stable and convergent.
E. GENERATE THE RECOMMENDER LIST
We proposed a method to generate the recommended list, which is shown in Fig 4. The RS in Fig 4 means the recommendation system. We placed the user's items into our model orderly for updating the state of the user until the latest time step. Then, we chose the corresponding output like R 1 , R 2 as the next time step model input. We need to iterate the process until the number of items reaches the recommendation list. We chose the final items whose number equals the number of the recommendation list since our model would generate more items than we need. So we need to sort the items by their probabilities. Finally, we chose the required size of the items.
IV. EVALUATION A. DATASETS AND DATA PREPROCESSING
In this part, we experimented our model by using MovieLens [39] and Byte-Recommend100M [40] . The MovieLens has been widely used to evaluate the performance of the recommendation. We used two versions of MovieLens datasets, which were MovieLens-1M and MovieLens-latest. They have at least 20 ratings for each user. Byte-Recommend 100M interactive dataset contains hundreds of millions of user-level interactive data. We selected 4 fields from the 12 fields in the dataset, where were ''uid,'' ''item_id,'' ''finish'' and ''time.'' The meaning of ''finish'' is whether the user has finished browsing the item. The meaning of ''time'' is the starting time for the user to watch item. We normalized the starting time because they are desensitized. We took out the interactive data that the user has finished browsing the item. Then, we selected the user whose 'finish' over 20. Finally, we selected 300000 interactive data from the dataset. The statistics of the datasets are summarized in Table 2 .
We used the data minimum information by transforming the records into implicit data. Then, we marked the implicit data as 0 or 1 to indicate whether the user has rated or finished the item or not. We ignored the other information about users and items. Next, we sorted the records of each user by timestamp. In data processing, we divided each users' records into two parts. The training set has 80% of users' data. The rest are the test set. Finally, we evaluated the performance of sequential recommendation method on the full item set. We predicted which item a user will rate or finish, which only used the item he rated or finished before.
B. METRICS
In this paper, we use two metrics to evaluate the performance of the sequential recommendation system: HR and NDCG. The HR is used to reflect whether at least one item is present in the Top-N recommendation list. The calculation formula for computing the HR can be expressed as follows. 
We calculate the number of HR by averaging for all users. The NDCG published position of the hit by assigning higher scores to hits at top ranks, which means that when the high correlation appears in a higher position, the higher the indicator. The formulations for measuring the Discounted Cumulative Gain (DCG) and NDCG are given as follows.
Here, n is the size of the recommended list, r(j) is the relevance rating of the item at position j. The NDCG is the normalization of DCG by dividing the maximum possible DCG through position, also called Ideal DCG (IDCG).
C. THE EXPERIMENTAL ENVIRONMENT
Our neural network was built with tensorflow [38] . It is a deep learning software framework, which runs on the Ubuntu 16.04 64 bit OS. The server is DELL R720 with 72 GB of memory. A Nvidia Tesla K40m GPU was used as the accelerator.
D. BASELINES
We compared the performance of our Top-N-targets-balanced recommendation with two models. The researchers [41] compared the performance of their model NCF with ItemPop, ItemKNN, BPR, and eALS. Moreover, they found that the NCF performed better than the others. It indicates that this new neural model is a highly competitive baseline for the recommendation system. It also used the datasets with timestamp, such as MovieLens. So we used the NCF model's best performance as a baseline. The researchers proposed SVD++ in 2008 [42] . It is a traditional typical matrix factorization method.
E. EXPERIMENT
This Section shows the best experimental results of the Top-N-targets-balanced recommendation and makes a comparison with the above models. We tuned the effects of the models to their best performance. The length of the input for our Seq2Seq model needs to be tuned according to the datasets. We got a better result on the datasets when the length was 3. A possible explanation is that the similarity degree of the adjacent items is high. The sequential information of them in a sequence was not visible. The results are shown in Fig 5, Fig 6 and Fig 7. They show the performance of HR and NDCG on the three datasets with different methods. We can see that the performance of our two methods is better than NCF and SVD++ with the different size of the recommendation list. Compared with the NCF model, the HR of SG method at Top-10 is improved 7.12% on MovieLens 1M version. The NDCG of SG method at Top-10 outperforms NCF with 14.72% improvement. Compared with the NCF model, the HR of SG method at Top-10 is improved 6.67% on MovieLens-latest version. The NDCG of SG method at Top-10 outperforms NCF with 11.29% improvement. Also, the HR and NDCG of our methods can outperform other models on the selected Byte-Recommend100M. We can see that our DS method can outperform the NCF model and SVD++. The results can show that the Top-N-Targets-Balanced recommendation has good performance on different datasets.
In order to test the cold start problem better, we used the other method to process data. We viewed the records of each user as an integer. We divided the dataset into a training set and test set by users' index. The training set has 80% of users' records. The rest is used as the test set. Table 3 shows the experiment results. Combining with Fig 5, Fig 6  and Fig 7, we can see that the NDCG and HR of the DS method are better than the SG method when the number of historical items is minor. With the increase of the number of historical items, the NDCG and HR of SG method are better than that of DS method. A possible explanation is that we need to iterate feeding the sequential output that is derived from the LSTM at the previous time step in SG method training process. With the increase of the number of items predicted, the performance becomes better. Also, it might be the reason that SG method could capture the users' transient interests more accurately. The results show that our methods also perform well on the cold start problem.
V. DISCUSSION
In this paper, our studies show progress made in the sequential recommendation, but some challenges remain. We used the VOLUME 7, 2019 implicit data to indicate the users' intention. An advanced and particular explicit user representation should be designed to improve the performance.
Most sequential recommendation systems used an embedding method from Natural Langue Processing. We need a good design of embedding methods to improve the performance of the sequential recommendation.
It is worth noting that this paper focuses on exploiting the coherence of users' sequential behaviors and preferences. Every user's preference might transfer. The sequential recommendation model is expected to timely justify the recommendation strategies. Reinforcement learning should be considered to further improve the performance of the sequential recommendation system.
In addition, better combing with the traditional sequential recommendation systems, data argumentation methods and different loss functions for training should be taken into account.
VI. CONCLUSION AND FUTURE WORK
In order to largely exploit the coherence of users' sequential behaviors and preferences, we have proposed a Top-N-targets-balanced recommendation based on attentional Seq2Seq learning. The attentional Seq2Seq learning was introduced in the output module of our sequential recommendation. We design two novel methods to get Top-N outputs as inputs of the attentional Seq2Seq learning. We balanced the loss between Top-N outputs and the sequence targets to train the neural networks. According to the Top-N-targets-balanced recommendation, we have found an innovative method to generate the recommendation list, which reduced the cumulative error. In addition, we verified that our method performed well on the cold start problem.
Our preliminary experimental results showed that our Top-N-targets-balanced recommendation performed superior to the highly competitive baseline recommendation system NCF in terms of the HR and NDCG. Our immediate future work will focus on an effective way to initialize the item 
