The literature on cost-estimation is full of examples that methodologically explain the construction of models. In this paper, we showed how such methods when correctly implemented represent a source of structured information for in-depth design decisions. We investigated the impact of variety proliferation overall lifecycle costs, assessing differences in product architectures using a cluster analysis. The evidence collected serves as validation of a cost model approach and provides a decision-making support for choosing between platform solutions against a knowledge of costs consequences.
Introduction
Nowadays, the industrial digital transformation imposes new challenges and opportunities to all manufacturing contexts (Holzhauser and Schalla, 2017) . The consistent collection of an enormous amount of data coming from the increasing intelligence of manufacturing plants is, in fact, enabling different decision-making paths within the entire process of developing, producing and maintaining products and services (Rimmy and Sharma, 2016) . As the entire manufacturing environment is changing, methods and approaches thought for supporting companies during product development processes are changing too. In this context, also the activity of cost analysis has been affected by this big-data revolution. In fact, although product cost estimation (PCE) has been widely discussed in the literature for more than twenty years, new advanced data-driven methodologies, coming from other fields as data mining and software engineering, have been lately implemented for cost analysis (Altavilla et al., 2018) . This mainly because, the vast amount of real-time data opens to new typologies of possible applicable techniques and methodologies, as well as they multifold foster the number of potential applications, allowing more in-depth cost considerations (Choudhary et al., 2009 ). Traditionally, a cost analysis has been employed to evaluate concept feasibility and to constrain design decisions, so to derive the best solution at minimum costs. In particular, during the early design phases when the product concept is not defined yet, and the possibility of influencing costs is higher than in other phases (Dowlatshahi, 1992) . This is mainly due to the way designers usually approach product development, which is technology oriented, while economic or operational issues are typically overshadowed (Cavalieri et al., 2004) . Cost considerations can be differently implemented during the development process as a driver for exploring product architectures, evaluating several design alternatives and for enhancing platform decisions (Asiedu et al., 1998; Park and Simpson, 2008) . Even more when the input information for the cost analysis regards not only the usual production phase (e.g. number of assembling stages), but also data from development (e.g. number of product variants, product tree, development effort), operations (maintenance programs, logistic flows, etc.) and end-of-life phases (disassembling stages, recycling policy, energy consumption etc.). For instance, driving the concept design by a cost analysis can avoid designers to take saving choices at the early development phase (on a component, part or material), which can have expensive consequences later at the end of a product lifecycle. It can allow decisions on the degree of a platform standardisation, on the breadth and depth of product lines to be developed, as well as on the degree of variety to be offered. For example, in designing product families, estimating cost savings becomes an emerging challenge for developing cost-effective products. At this time, customers' needs in various market segments are translated into the individual products in the family, and standard components or subsystems of the products are combined as a product platform that supports the products (Simpson, 2004) . Increasing than the degree of standardisation in the product family decreases costs related to the product design and development, as well as all the indirect cost, addressed to inventory, setup, inspection, maintenance, material handling and storage. Instead, the spreading of product variants, as well as the uncontrolled planning of differentiated products on the market, can reduce the overall benefit of platform strategies. Considering these aspects might represent a strategic way of conducting a cost analysis, which beyond the estimated economic return, enables better evaluation of the impact of product configuration and platform decisions on the entire lifecycle. Nevertheless, despite the recognised importance of product cost analysis, and the new opportunities provided by a more reliable and in-depth cost estimation, the adoption of such methods appears limited in the industry yet (Layer et al., 2002; Newnes et al., 2008) . This perhaps because the need for a systematic and comprehensive data collection in organisations (Ma et al., 2014) , and the way the generated knowledge is integrated and re-used in development processes (Hicks et al., 2002) remain always discussed, but unsolved matters. There is still a considerable confusion on the kind of technique directly applicable for the specific problem to solve or about how efficiently exploit the benefit of a cost analysis (Altavilla et al., 2018) . Therefore, this paper addresses all these challenges, and starting from the implementation of a lifecycle cost methodology, describes the possible strategic analysis that can be derived. Indeed, the focus is usually on how to collect data and build a cost estimation model. In this study, we reverse the perspective by showing how such methods, if correctly implemented, can represent a source of structured information valuable for strategic decisions. To this purpose, this paper starts from the output of a cost estimation methodology, previously presented in (Altavilla and Montagna, 2015) . On this data, here, a cluster analysis on different platform alternatives is built. By examining the possible mix of component standardisations, the object of this paper is to evaluate the optimal number of product variants and the performances of platform structures to provide more conscious planning of the product portfolio. The paper is structured in four sections. Section 2 reviews the lifecycle cost methodologies and focuses on the economic evaluation of platform strategies. Section 3, methodologically starts from the data structure derived from the cost estimation methodology presented in (Altavilla and Montagna, 2015) and sets the framework for the following analysis. The approach is then applied and validated to an industrial case in Section 4.
Review of the lifecycle cost methods
A conventional representation of PCE states the approaches hierarchically divided between Qualitative and Quantitative (Niazi et al., 2006) . The former category of models derives the cost estimation from a comparison of the new concept with previous similar cases (Seo and Ahn, 2006; Duran et al., 2009) . The latter provides a more in-depth decomposition of new product at the component/process level so to build-up the cost approximation (Cavalieri et al., 2004; Cheung et al., 2015) . Obviously, choosing one method instead of another is deeply influenced by the stage of the development process (Rush and Roy, 2000) , as well as by the type and amount of data available (Niazi et al., 2006; Altavilla et al., 2018) . In general, Qualitative Approaches are more appropriate at the conceptual design stage (Layer et al., 2002; Niazi et al., 2006) , using historical data (Seo, 2006) or structure/unstructured experts knowledge (H'mida et al., 2006; Zhao et al., 2015) . Quantitative methods instead employ more accurate product and process information, generally available at the detail design stage (Kaufmann et al., 2008; Johnson and Kirchain, 2009; Haroun, 2015) . Indeed, a general trend in combining different techniques results in the literature (Altavilla et al., 2018) , since integrated models try to overcome the drawbacks within each single cost estimation technique, consequently enabling anticipated cost assessments (Lin et al., 2011) . The most recent interests in developing digital and dynamic cost modelling also represent another trend. The attention of the estimators, in fact, is focusing not only on the quality and accuracy of the cost analysis but also on the ways available data can be filtered and used as input for more dynamic cost estimation methods (Deng and Yeh, 2011; Sajadfar and Ma, 2015) . Methods and techniques for product cost estimations have been developed traditionally for specific and very detailed applications (Asiedu, 1998; Layer et al., 2002; Altavilla et al., 2018) . Usually, the aim has been to generate design alternatives (Brunoe and Nielsen, 2012; Fazlollahtabar and Mahdavi-Amiri, 2013; Waghmodel, 2014) , or to evaluate and select different design options, by narrowing down the selection to some possible choices Helbig et al., 2014; Loyer and Henriques, 2014) . When the decision between design solutions is performed at the early design phases, mainly the cost evaluation is made on functional requirements (Brunoe and Nielsen, 2012) , product performances (Saravi et al., 2008; Fazlollahtabar and Mahdavi-Amiri, 2013) or physical characteristics (Kaufmann et al., 2008) . Still, the implications derived from the cost analysis were limited to the most regular evaluation of different cost profiles. In very few cases, the alternatives were compared to the entire product lifecycle (Liu et al., 2008; Hongzhuan et al., 2013) . Once the estimation was obtained, cost monitoring and control activities were also usually performed (Lindholm and Suomala, 2007) . In fact, the approximation can be mainly substituted with the actual cost values, obtaining then a more reliable evaluation. However, at the end of cost analysis, the data collected and analysed and the knowledge gained can enable further relevant operative and strategic consequences (Altavilla et al., 2018) . Even more when the estimation is implemented at the beginning of the product development phase. In fact, at this stage, having already a detailed breakdown of costs, besides in-depth knowledge of a product lifecycle processes, can be helpful for designers for better understanding the impact of their decisions on the overall performance of a product. In particular, whether investigations on the relevance of product standardisation and the role of different product variants (as consequences of the broadness of product line) are taken into account.
Can PCE support the study of platform advantages?
Coping with the effect of product variety and the quest for approaches to managing the economic impact of platform strategies have been the focus of a wide stream of literature, for years. Different models have been created to determine the optimal width of product families, considering the incurred production costs in handling a broader product line, as well as the trade-offs deriving from different resource-sharing choices (Krishnan et al., 1999) . Numerous studies looked more in general at the advantages and disadvantages of a platform design approach, as well as on the profitability of a more extensive product line (Meyer and Utterback, 1993) . Moreover, the impact of product variety on manufacturing operations has been the object of several empirical evaluations. For instance, Kekre and Srinivasan (1990) focused on the direct and indirect effects of product line breadth, by measuring the influence of the variety proliferation on marketing performance and manufacturing costs. By looking more specifically at cost implications, it has been proven that a broader product line leads to higher direct labour and material costs. More in general, it results in a sharp rise of manufacturing overhead expenses, mainly due to low volumes, higher product complexity higher material handling and inventories expanses, higher quality and level of defect supervision (Foster and Gupta, 1990) . However, the majority of studies focuses on the effect of platform strategies and variety proliferation against the production and manufacturing phase, few cases apart (Lin et al., 2007) . Even the models that adopt a lifecycle perspective are then implemented later in the product development process, or even when the product is already in the production and phase since they require data not available during design. Hence, very few examples are available on the effects of lifecycle methodologies in an organisation. In particular, on how to exploit the cost analysis, which if applied to the whole lifecycle, provides a tide of information in support of platform strategy. In filling this gap in the literature, this paper starts from the data structured by an implemented cost methodology at the conceptual design phase and develops specific empirical evaluation on the impact of product variety and platform decision making in the entire product lifecycle.
Implications derived from a lifecycle methodology: From cost estimation to platform decisions
This paper develops on the output of the methodology introduced in Altavilla and Montagna (2015) . The lifecycle cost methodology, integrates qualitative and quantitative techniques, such as Case-BaseReasoning (CBR), Activity-Based Costing (ABC) and Parametrical Cost Estimation Relationship (CER). The integration of these techniques, from a methodological point of view, requires moving between different data granularity levels. This is because typically these approaches have been employed at different moments of the product development process, when also the designers move from a general concept (product level), then goes down deep to the details (component level), to finally derive the entire design (product level again). Hence, the proposed methodology changes the reference system following dynamically the same flow of information and activities of a product development process.
In particular, usually, the CBR technique is used to recover from a database, past product designs that have the highest similarities with the new concept. The case-based memory is organised in a hierarchical structure, following the same structure of a Bill-of-material (BOM). Different product levels are hierarchically represented, and each successive step corresponds to a different level of product design, up to the single component. The integration with a quantitative technique (ABC) occurs when also information on the lifecycle is included. Moreover, when an entirely new product is designed, and there are no previous cases available in the database for it, the ABC can still be an adequate bottom-up approach, although onerous, for cost estimation, which can be immediately implemented at the early design phases. The parametrical analysis, instead, is used to identify, at each level, the cost drivers. The proposed approach is consequently organised in three steps, as depicted in Figure 1 . In Step 1, the information obtained relates to the product level, and costs have been calculated both on the product and the process. In
Step 2 the methodology goes down to a single component, and here again, process and product costs are derived. All the data collected are then implemented as cost drivers to be used in the parametrical equation. Finally, in
Step 3, the approach aggregates information back to the product level, through a parametric evaluation, to calculate the overall lifecycle cost of the product. At the end of the three steps, the output obtained is first an early evaluation of costs, which can be immediately implemented at the conceptual design phase. However, what is more important and also represents the novelty of the approach, is the structure that results from the data collected and analysed. In fact, structuring the information at the different levels of the product tree provides a symmetrical framework to the lifecycle knowledge, which can be successively implemented in more in-depth operative and strategic analysis. Figure 2 lists some instances of knowledge elements that are derived.
At the component level, data concern the shape, geometry, tolerances together with the volume and weight of each part. Moreover, economic data on material costs, resources consumption, but also strategic make or buy decisions are provided for each single lifecycle activity. At the assembly aggregation level, the process aspect is also fundamental, since that at this time, the highest consumption of resources regarding product manufacturing happens. At this point, a better view of the possible operative costs is available. Finally, at the product level, the information extracted and made available is usually related to the type of product, the product segment, and its performance and production volume. The abstraction at this point is such that a general view of the platform strategy is available, including the possible product versions in a single family, and the degree of the offered variety.
Figure 2. The data framework related to the different aggregation level of the product tree
Therefore, once the data are presented at these varying degrees of granularity respect to the product tree, various are the advantages for further investigations. For instance, if the object is on the choice between different production processes of a single component, maybe the bottom level of the data framework can be investigated. On the contrary, if the concern is on the degree of differentiation of a product line on the market, data coming from the product and assembly aggregation level are better suited. In this paper, starting from the obtained data framework, we propose an investigation on the impact of product standardisation, as well as the proliferation of products variants on the whole lifecycle costs. Accordingly, the purpose of this study is to examine variations in the architecture of a family of products, by starting form differences in product lifecycle costs. Do past design decisions explain these differences in any way at a platform level? Is it possible to provide designers with a better predictive tool for measuring the impact of variety proliferation? Answers can be obtained, by querying the data framework at a specific product aggregation level, clustering concepts in term of variations. However, historical data are employed (coming from the use of the CBR), at the beginning. Once the development of the new product is advanced, those data can be replaced with the actual information and integrated with the one provided by the quantitative techniques. This allows measuring valuable differences in lifecycle costs between and within the groups and deriving managerial implications since the beginning of product design. Hence, analyses that usually have been performed later in the product development process (or even during production) can be moved up at the early design phases, thanks to different techniques integration.
The application case
The presented methodology was implemented and validated at an automotive company that designs, produces, and commercialises measurement devices for engine development. Among the company's units, the segment of combustion measurement systems was chosen for empirical investigations. The portfolio contains different product families, ranging from data acquisition devices, amplifiers and angle calculators, to sensors and cables. However, the company was planning an upgrade of the data acquisition devices (DAD) family, on which the methodology was tested. Three line of devices are for data analysis, as shown in Figure 3 , and the differences among them are mainly due to the set of different product specifications and to the type of applications. Moreover, they are thought for different market segments. For instance, the low-end product line, the xxx322, was developed for non-complex and first-time-user applications. The medium and high-end lines are instead suitable for light/heavy-duty, racing, and large engines development and calibration. Consequently, the differences among the derived six product versions are due to the number of input-analogue channels (ranging from a minimum of 4 up to 64 channels), the speed of the analysis, and the compliance with a more complex version of the post-processing software.
Figure 3. Product family of data acquisition devices
On the main business processes, an analysis to identify the main lifecycle phases and the source of data from which gather the necessary information was performed. Accordingly, data were collected from each department involved in the lifecycle process, going from Research and Development to the Operation and Support Phase. Data were therefore cleaned, integrated and organised by product and lifecycle phases on a central dataset.
The lifecycle cost approach application
According to the integrated cost methodology, the existent DAD family was first queried from the casebased memory, in Step1. In
Step 2, the structure of each product version was divided up to the single component level (around 80 components for a single product version). The ABC was performed at the component level to identify the main activities for each lifecycle phase. These data for all the components were used for deriving the total cost of ownership for the new product to develop. At the end of these first two preliminary steps, information on the product, divided by aggregation level was derived. In fact, geometrical and structural information for each part was obtained at the component level. On the product level, already data on the BOM structure, together with the possible sales volume were identified. Finally, from the entire product family, information on the likely number of versions, options, and degree of standardisation was derived. All this data represented possible cost drivers to be used in the construction of the parametrical CER. A one-to-one regression analysis was performed to identify the likely set of variables, reaching a total number of 19 possible candidates. In
Step 3, a stepwise regression procedure was then applied, and the unnecessary parameters, which did not fit into the model, were dropped based on their p-value and collinearity with each other. All the regression analysis were performed by using the IBM SPSS statistical software, version 18.0. The best set of activity drivers was eventually recognised for each lifecycle phase, as described in Table  1 . In Table 2 the resulting parametric models with the derived regression coefficients are reported, divided by different lifecycle phase. To validate these two models, previously separated data were used, resulting in an average absolute error of around 5.34%. Once the actual data are available on the new product, the predicted value can be consequently replaced. Considering that each data acquisition device is designed for a maximum of 10 years' life, the total cost of ownership of the new product, reduced to its present equivalent value, can be derived. This pattern is shown in Figure 4 and can be used eventually either to evaluate the impact of different design alternatives (but still using past data as input) or to assess how the various functional choices create different trends in the overall costs, especially in consideration of the extra maintenance activities sustained by the customer. Nevertheless, the object of our investigation goes beyond the usual cost analysis. In fact, each product can be manufactured as standardise equipment, or several hardware and software options can be added to the basic product configuration, reflecting than on a different customisation level.
In the specific case of the DAD family, the platform evaluated was characterised by 150 possible product variants. In particular, referring to Figure 2 , for each product line, 50 possible mixes of options were available to customers. Figure 5 , as an example, plots the predicted cost values of each personalised architecture, for the lowend product xxx322. A mix of hardware (H) and software (S) options characterises each variant. A minimum can be reached when the product is assembled mainly with software options. Hence, the increase in costs among the values is primarily due to the rise in the number of out of platform hardware options that have been added to the standard product configuration, as well as an increase in their level of customisation. Figure 6 compares the graph for each product line in the DAD family. It results evident that not only the level of customisation (high/low) and the kind of option (hardware/software) impact on the total production costs but also the product segment (low/medium and high-end) plays a role in costs differences.
In particular, for medium and high-end products, the range of variants decreases, and respectively around 30 and 20 personalisations have been realised (on the 50 available). This can be justified by the set of functions provided by these products: as standardised instruments, they are already enough equipped and do not need any further customisation. Moreover, the production costs reached a minimum value when the product is standardised. This reflects a typical problem of the adverse effect of platform design in cases of multiproduct families (Krishnan and Gupta, 2001 ), i.e. companies usually tend to exploit excessively the benefit of a platform, by increasing variety in a product family, without paying attention to the costs. Indeed, when a high complexity characterises the product, the distinction between market segments does not justify this excessive proliferation of variants. The evidence of these results represents the validation of the lifecycle cost model. The model, in fact, behaves according to the expected results discussed in the managerial literature. Hence, its validity it is confirmed, and it can be consequently employed as a supporting tool for decision-making at the conceptual design phase. Therefore, designers can choose between different solutions against a precise knowledge of costs consequences. To further investigate this effect, the K-means cluster analysis can be applied to all the product configurations. In this case, we looked at the composition of a customer orders over a five-year period (from to 2010 to 2015). In particular, for the xxx322 product line, the dataset contained 284 records, together with all the options available for the customisation. The data were analysed using Ward's method with the squared Euclidean distance measure in SPSS 18.0. A first hierarchical clustering model was used to generate a dendrogram, which graphically illustrated how the architecture quickly grouped into four main clusters. Then, three iterations of the K-means cluster analysis were then performed, with a number of clusters set at three, four, and five, to check the stability of membership in the four groups. Anova was then used to prove differences among the four clusters. The F-statistic indicate strong evidence that the cluster means differed from another for all the defining variable at the 0,05 level of significance or less.
The four clusters resulted in four different type of customised architecture showed in Figure 7 . The first group joins all the standard product variants. It represents the most significant group with 88% of the cases in four clusters. The second group is similar to the first regarding the degree of standardisation but is characterised by a higher quantity required for a single customer order. The third cluster regards customised architectures, in particular with software options. Similarly, the fourth one is highly personalised, but in this case, hardware options are added to the basic architecture. Moreover, as for the second group, also, in this case, the quantity order is higher.
Figure 7. The four customised architectures
These observations were then validated statistically using a one-way Anova, using the four clusters as classes for the analysis. In Figure 8 , the differences in the mean of the four groups are depicted, divided for each variable. It is immediately visible how the customisation, in general, affects the production costs negatively. In particular, this is visible in the differences between the clusters one and three. Hence, it is confirmed that a platform based product benefit from lower costs, although higher margins. However, group two and four reacted differently. In this case, the high quantity of products required for a single order reflected in lower costs of production (due to the economy of scale), as well as in lower margins (due to discount applied to customers in selling the product). However, the analysis has statistically confirmed the difference in the four clusters for the assembling, testing and overhead costs, with a p-value less than 0.05. This may be due to the weight of the first clusters in relation to the others. By this analysis implemented in the company, decisions in reducing the variety have been taken. In particular, ten different hardware options, designed mainly for a specific customer requirement, have been stopped.
Conclusions
Although the multitude of applications and methods for product cost estimation in the literature, their limited adoption in the industry has been observed. From a methodological perspective, the reasons are related to confusion on the approaches available, and ambiguity in their applications. From an implementation perspective, the main challenges are for companies in the process of data gathering, analysis and efficient utilisation. In fact, how to enable designers and managers to efficiently understand the strategic, operational consequences of a cost analysis implementation remains a problem, although advanced methodologies for more in-depth and timely analyses are available. Hence, the paper addresses all these aspects, providing an approach for assessing a rigorous implementation of cost estimation methodologies, discussing the evidence derived from its operational and strategic impacts. In particular, a lifecycle cost methodology, previously introduced in Altavilla and Montagna (2015) , has been employed. The novelty of this method is in the way the information has been employed, moving the investigation based on data aggregation level and the product structure. In this way, different cost estimation techniques have been used, namely the Case-Based Reasoning, the Activity Based Costing and the Parametric method. The information framework derived at the end of the cost estimation process was then employed to assess the impact of a platform design strategy and variety proliferations on the total lifecycle costs. Empirically, a cluster analysis was used to identify similar product architecture based on their level of customisation. Successively, we assess the differences in lifecycle costs between the different groups of product configuration. The approach was tested and validated in an industrial case. We evaluated the possible mix of options on a data acquisition device family, characterised by three product lines (for low, medium and high-end market segments) and a platform of 150 possible product variants. Hence, we provided empirical evidence on the optimal degree of variety for the product family, confirming the model validity. In fact, the model performs in line with the expected results discussed in the managerial literature.
In the end, we provided designers with a decision/making support that can help in making decisions for the planning activities of a new product family. In fact, designers through the steps proposed in the lifecycle methodology, are guided in the process of cost analysis. Moreover, the empirical evidence obtained in this paper, constitute a validation of the methodology that can easily adaptable at different cases of products and industry. Once the data framework is obtained, different other strategic analysis can be hence performed.
In the specific occasion of the selected industrial case, we employed a detailed operational analysis (as the cost estimation) to inform and drive the strategic planning of product portfolio planning.
