Tool wear monitoring is the most difficult task in the area of tool condition monitoring for metal-cutting manufacturing processes. The main objective is to improve the process reliability, but the production costs need to be reduced as well. This article summarises a new approach for online and indirect tool wear estimation or classification in turning using neural networks. This technique uses a physical process model describing the influence of cutting conditions (such as the feed rate) on measured process parameters (here: cutting force signals) in order to separate signal changes caused by variable cutting conditions from signal changes caused by tool wear. Features extracted from the normalised process parameters are taken as inputs of a dynamic, but nonrecurrent neural network that estimates the current state of the tool. It is shown that the estimation error can be reduced significantly with this combination of a hard computing and a soft computing technique. The article represents an extended summary of the author's investigations and publications in the area of online and indirect tool wear monitoring in turning by means of artificial neural networks.
Introduction
The reliability of metal-cutting manufacturing processes such as milling, drilling, or turning can be improved noticeably by means of flexible tool condition monitoring systems. The most important tasks in this context areIO: o the fast detection of collisions, i.e.
any unintended contacts between the tool or the toolholder and the workpiece or components of the machine tool, o the identification of tool fracture (i.e. breakage), and othe continuous estimation or the classification of tool wear that is caused by abrasion, erosion,or different other influences.
While collision and tool fracture are sudden and generally unexpected events which require reactions in real-time, the development oftool wear is more or less slowly proceeding. This article focuses on the determination oftool wear, the most difficult of the three tasks. The importance of tool wear monitoring is implied by its economic advantages. By exchanging worn tools in good time, it is possible to avoid the production of waste. Furthennore, tool costs can be reduced significantly with a precise exploitation of a tool's lifetime. With a precise estimation of tool wear it might even be possible to adjust the tool position in order to meet geometric specifications and to control the tool wear rate in order to guarantee a certain surface quality ofthe workpiece (i.e. roughness).
Today's scientific approaches in the area of tool wear monitoring usually measure several process parameters which are indirectly correlated with tool wear (such as force, acoustic emission, or vibration signals). These signals are measured online, i.e. during a cutting process. The process itself is influenced by many cutting conditions such as tool geometry or work material. A detailed description of metal-cutting manufacturing processes can be found in 'Fundamentals of Machining and Machine Tools '4, and 'Metal Cutting Principles '22 , for instance. Very often, soft computing techniques such as neural networks or fuzzy systems are used to model the nonlinear dependencies between features extracted from the measured signals and cutting conditions on the one hand and tool wear or tool fracture on the other hand. A lot of promising research has been carried out within recent years. However, particularly due to insufficient generalisation capabilities (e.g. the use of a technique is restricted to a specific machine tool, only a small range of cutting conditions is allowed, or time-consuming' 'teachin" cycles are needed) or a lack of precision even promising methods are not marketable up to now.
Why is tool wear monitoring such a difficult task? R.G. Silva et aF9 gives an answer: "Firstly, many machining processes are non-linear time-variant systems, which makes them difficult to model, and secondly, the signals obtained from sensors are dependent on anumber of other factors, such as machining conditions ." Apart from the complexity of the process and the large number of machining conditions (i.e. cutting conditions) there are also many disturbing influences/ 5 : "Signals from sensors in machine tools are disturbed for many reasons: outbreaks at cutting edges, chatter (i.e. self-excited vibrations), variances of the tool geometry or of the properties of the work material, sensor nonlinearity, noise of digitisers, crosstalk effects between sensor channels, etc." B. Sick et a13 0 comes to the following conclusion: "Therefore only a sensor fusion approach provides sufficient infonnation. "i.e. several process parameters have to be measured and evaluated. In the opinion of many researchers, the use of neural networks for tool wear monitoring is suggesting.
This article represents an extended summary of the author's investigations and publications in the area of online and indirect tool wear monitoring in turning by means of neural networks. Detailed descriptions of the techniques, an investigation of the "state of the art", and significantly more results of simulation experiments can be found in (refs.) 
Problem description and solution model
In this section, the turning process is described in some more detail. A description of metal-cutting manufacturing processes can be found in (ref.)4, 16,22, for instance. Moreover, a generic architecture of a tool wear monitoring system is introduced. A turning process is influenced by many cutting conditions such as feed rate, depth of cut, workpiece material, or tool geometry. Table 1 summarises the most important of these conditions together with the corresponding variables and their values in the cutting experiments which have been available for the investigations described here.
The most important outcome of a turning process is, of course, the machined workpiece with its geometry, Tool wear monitoring -Sick _ general, a sensor fusion system consists of several steps or levels.
The author of this article recently proposed a generic sensor fusion architecture 21 ,28 which can be used to categorise tool wear monitoring systems (see Figure  1) . Sensor fusion techniques 2 may be applied at any level of this architecture. Additional infonnation provided by a database system or user inputs may also be considered. Disturbing influences have already been mentioned in the introduction to this paper. The different levels can be described as follows: D Analog pre-processing deals with the preparation of raw data before digitisation. Signals of one sensor can be used to align the signals of another sensor in order to eliminate undesired temperature influences, for instance. D At the digital pre-processing level the infonnation contents of the digitised data is increased using, for example, digital filters or secondary infonnation about the behaviour of analog or digital hardware or about influences of cutting conditions on the sensor signals. Examples are the linearisation of a characteristic curve of a sensor or the alignment of a sensor signal by means of a process model which describes the influence of cutting conditions. The required information may be provided by additional sensors or by the numerical control of the machine tool. D The feature extraction condenses the remaining infonnation in a few wearsensitive values which can be used as inputs of wear models at the following level. Sensor fusion at this level deals, for example, with specific features like the principal components extracted from a set of signals or the ratio of different force components. D A wear model at the following level establishes a relationship between wearsensitive features and a decision about the tool state. Many approaches use neural networks for this task, e.g. timedelay neural networks which consider the position of a single pattern in a pattern sequence. If features from different sensors are used as inputs of'a wear model, a sensor fusion takes place. D Based on an output of the wear model, the monitoring system takes appropriate measures at the decision level. For example, methods like neural network ensembles are used to combine the results of several models. These approaches take the output of the model level as a preliminary result and combine several of these preliminary results to come to a final conclusion. If the wear models use features from different sensors, a sensor fusion takes place at the decision level.
The proposed generic sensor fusion architecture may be specialised to describe a specific tool wear monitoring system. However, it can be recognised assess the tool state. The most important process parameters are cutting forces in three orthogonal directions (main cutting force, feed force, and thrust force), acoustic emission, and vibrations. These parameters are indirectly correlated with tool wear. Usually, several process parameters are measured. The infonnation from different sensors and additional infonnation provided by the user of the machine tool or by database systems, for example, have to be combined (i.e. "fused") in order to get an accurate decision about the tool state. The general advantages of sensor fusion can be summarised as follows 24 : "The main advantages are an increased confidence (due to statistical advantages), reduced ambiguity and, therefore, a robust operational perfonnance and an improved precision. In some applications an extended temporal and spatial coverage and an increased dimensionality (e.g. measuring different spectral bands) are also important." In 
information about measurement hardware A: algorithms S: sensors surface roughness, etc. Another process result, however, is tool wear. Tool wear is caused by abrasion, erosion, diffusion, or some other influence. Wear parameters are used to describe the wear on the major flank, the minor flank, or the rake face of a tool. The most important wear parameters (at least from the viewpoint ofmonitoring) are the width of flankwear land at the major flank (VB) and the crater depth at the rake face (KT 
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New solution
In this section, a new approach will be explained that aims to overcome the problems of existing approaches mentioned in the previous section. The solution combines a hard computing technique at the digital pre-processing level with a soft computing technique at the wear model level. Additional information can be found in (ref.)15,23,25,27, for instance. that many approaches don't apply methods at every level. For example, methods at the digital pre-processing level or at the decision level are mentioned in a few publications only.
It should also be mentioned that in practice multisensor fusion with neural networks (as well as with other techniques) may produce worse results than a single sensor approach 24 . One possible reason may be that the network adapts learning patterns very well ("overfitting") and loses its generalisation capability.
The "State of the art"
In this section, the disadvantages of existing techniques which are based on neural networks will be pointed out. The author of this article recently realised a comprehensive review of 132 publications dealing with online and indirect tool wear monitoring in turning by means of artificial neural networks 28 . Table 2 shows the network paradigms which are used in these publications and the numbers of publications using supervised or unsupervised paradigms for a continuous tool wear (or lifetime) estimation and a tool wear (or fracture) classification, respectively. Multiple citations are possible. It is remarkable that unsupervised network paradigms are not used for a continuous estimation. Some examples for publications describing the use of neural networks are (ref.)I, 5, 6, 7, 8 9,12,13,14,17,20,29.
As a conclusion of the investigations described in (ref.)28, it can be stated that the experience with neural wear models is very poor. In particular, process-specific information and temporal information are not used in an appropriate way. Processspecific information includes any information about cutting conditions, that is information about their current values and their influence on the measured process parameters. Temporal information includes any kind of information related to a time series (e.g. the consecutive values of a signal, its trend in a certain time window, etc.).
It's a matter of common knowledge that process parameters are influenced by cutting conditions. However, process-specific information is not used in about 40% of the publications. 45% of the publications use cutting conditions as additional input features, i.e. as inputs of a neural network at the wear model level. If networks with or without cutting conditions as inputs are compared, very often only minor improvements or even deteriorations of the results can be noticed. Obviously, the networks are not able to model the dependencies between cutting conditions and process parameters in an appropriate way. Additional problems are possible overfitting effects. With cutting conditions used as additional inputs, the Abbrev.
Network increases significantly. The number of In order to overcome the two main available training patterns, on the other drawbacks of existing approaches, the hand, is usually very restricted. dependencies between cutting condiThe temporal development of signals is tions and process parameters on the one usually not considered in an appropriate hand and between process parameters way, too, and very often even neglected. and toolwear on the other hand are Many of the publications that use tempo-described by two separate models. ral information recognize problems, for Figure 2 outlines this approach: example with recurrent networks (e.g. 0 At the digital pre-processing level, stability problems) or with the current three physical process models are used lifetime used as an input feature (e.g. to compute so-called correction factors. overfitting effects). Only a few publica-These factors describe the influence of tions investigate possible reasons for variable cutting conditions on force sigthese problems. However, it should be nals (main cutting force Fe> feed force mentioned that the use of temporal infor-Ff. and thrust force Ft with respect to mation only makes sense if the cutting fUndamental (fixed) values of the cutconditions remain constant (which is, of ting conditions. The correction factors course, not close to reality) or ifthe influ-are used to normalise the measured ence of variable cutting conditions can be force signals, i.e. to eliminate the influeliminated in order to separate signal ence of variable cutting conditions as changes caused by cutting conditions far as possible. from signal changes caused by wear 0 Techniques which can be applied at the feature extraction level will not be investigated here. In order to demonstrate the advantages of the proposed methods, only the average values of the normalised force signals in a short time window are used. o At the wear model level, a dynamic, but non-recurrent neural model continuously estimates the current value of the wear parameter "width of flank wear land", VB. For this task, the network uses the three features mentioned above.
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Tool wear monitoring· Sick _ where R is the set of repetitions in one experiment (i.e.IRI =25), P is the set oftest patte~s, t p is the 'target' output value for a specIfic pattern pEP (i.e. the measured w~),Yp.r.i~the output of the network for p III repetitIon rE R (i.e. the estimated wear)~and IJr is the average error in r.
AdditIOnally, the standard deviation ofthe average errors divided by the mean average error o0/fL0 has been determined.
In the following experiments, the numbers of learning and test patterns have been about 770 and 220 respectively. It must be noticed that the test patterns b~long to. thr~e chipping experiments WIth combmatIOns of cutting conditions To as.sess the generalisation capability of a tramed network, results for learning (training) patterns are compared to results for unknown test patterns (extrapolation). In order to demonstrate the ability to reproduce the result of a training starting WIth randomly initialised weights (50,000 ep~chs with Temporal RPROP), ach expenment has been repeated 25 tunes. The most important assessment c;iterion is the mean average error fL0 ( mean' refers to the 25 repetitions and 'average' to the set of test patterns in one experiment) given by 1) . The mputs ofa neuron consist of the outputs (activations) of the neurons in the prec~dent layer not only during the c:ment .tlme step t, but during some pre-VIOUS time steps as well.The value Ix represents the number of weights in a tapped delay line between layer x-I and layer x (number of delay elements plus I). Therefore, the output (activation) of a neuron k is defined by:
q-J(f(t)) = !(t-Results
>yhere Yit) is the output of neuron k at time. t, wa,k,b, is the weight of a connectIon between neuron a in layer x and neuro~k in lay~r x+1 with time delay b (see F~gure 3, nght hand side), and A is a nonlmear sigmoid activation function. 
Physical force model at the digital pre-processing level
The correction factors are derived from phf'sical models of machining processes usmg tools with defined cutting edges 4 ,J6,22. These models also consider so~e cutting conditions (y, ' A., k, and a, for mstance) which are not varied in the cutting experiments that have been available for the investigations in this article (see Table 1 ). Therefore the correction factors are resticted to the par~meters varied here, but they could eaSIly be extended in order to consider additional cutting conditions. e fac.tors C Fe , C Fp and C FI for the mam cuttmg force, the feed force, and the thrust force, respectively, are defined as follows:
A de~iled discussion of the meaning of the dIfferent factors can be found in (reference)27. The normalization procedure (see Figure 2 ) is simply defined
The normalised process parameters can now be transferred to the feature extraction level. lying in an area of the parameter space covered quite well with chipping experiments. For the available data, this measure turned out to be necessary as a result of the uneven and sparse distribution of condition combinations in the condition space. Therefore, results for test patterns are better than results for training patterns. However, the relative improvements in different experiments are obvious and the conclusions are valid in any case. In order to demonstrate the advantages of the two techniques introduced in the section entitled 'New Solution', the results of two experiments will be presented here (see Table 3 o Experiment 2 combines the two techniques by considering the temporal development of normalised force signals with a TDNN.
Comparing the results of experiments 1 and 2, it can be noticed that (.to is improved significantly for learning and for test patterns, whereas a0/(.t0 is slightly reduced. The latter indicates that the results of the simulations are repeatable and, therefore, reliable. The normalisation of force signals by means of a physical process model together with the use of temporal information by means of a dynamic, but non-recurrent network yields results which are significantly better than results for a static network which doesn't make use of information about the current values of cutting conditions.
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