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Abstract
We analyze the gauge symmetry of a topological mass generating action in
four dimensions which contains both a vector and a second rank antisymmetric
tensor fields. In the Abelian case, this system induces an effective mass for
the vector gauge field via a topological coupling B ∧ F in the presence of a
kinetic term for the antisymmetric tensor field B, while maintaining a gauge
symmetry. On the other hand, for the non-Abelian case the B field does
not have a gauge symmetry unless an auxiliary vector field is introduced
to the system. We analyze this change of symmetry in the Faddeev-Jackiw
formalism, and show how the auxiliary vector field enhances the symmetry.
At the same time this enhanced gauge symmetry becomes reducible. We also
show this phenomenon in this analysis.
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I. INTRODUCTION
In 1991, there appeared a proposal that a vector field with Abelian gauge symmetry
in four dimensions can develop an effective mass via a topological coupling with an anti-
symmetric tensor field, while maintaining the symmetry [1]. For the non-Abelian case, it
was then shown that an auxiliary vector field should be introduced to the system in order
to have the same symmetry property as in the Abelian case, that is both the vector and
antisymmetric tensor fields behave as gauge fields [2,3]. Straightforward extension of the
Abelian case to the non-Abelian one does not work; no gauge symmetry for the antisym-
metric tensor field. In Ref. [2], this was shown in the geometric BRST formalism. There a
clue for the understanding of this property came from the analysis of the constraints among
the equations of motion in both cases.
However, from the symmetry viewpoint this understanding is not quite enough.
In this paper, we analyze the symmetry property of this topological mass generating ac-
tion in the Faddeev-Jackiw formalism. Faddeev-Jackiw formalism [4,5] is good for analyzing
the symmetry structure of a constrained system in the Hamiltonian formalism when the
Lagrangian is first order in time-derivatives.
To understand the Faddeev-Jackiw method, we now consider a system of N bosonic
degrees of freedom, described by the Lagrangian
L = ak(q)q˙k − V (q), k = 1, . . . , N. (1)
Then, the equations of motion are given by
fij q˙j −
∂V
∂qi
= 0 (2)
where the components of the symplectic two form f(q) = da(q) are given by
fij =
∂aj
∂qi
−
∂ai
∂qj
. (3)
Here, a = aidqi is a canonical one form whose components are given by the coefficients of q˙k
in the Lagrangian (1). If the symplectic matrix given by fij is non-singular, then its inverse
2
matrix provides the values for the Dirac brackets of the theory [6]. However, if the matrix fij
is singular, then there will be constraints from the self consistency condition of the equations
of motion [7], which one can obtain by multiplying the zero modes of the singular matrix to
the equations of motion Eq.(2):
ΩJ ≡ (vJi )
T ∂V (q)
∂qi
= 0, (4)
where the zero modes satisfy
(vJi )
Tfij = 0, J = 1, . . . ,M, (5)
and M is the number of independent zero modes of fij . There are two cases for consistency
equations, Eq.(4) [8–10]. The first case is when all the equations vanish identically. This
case corresponds to a theory with gauge symmetry. In this case one can simply choose a
gauge and resolve the singularity. The second case is when all or some of the equations give
relations between q’s. These relations among q’s are constraints, and one needs to change
the Lagrangian into the following form to incorporate these constraints.
L = ak(q)q˙k − ηJΩ
J − V (q), k = 1, . . . , N, J = 1, . . .m, 0 < m ≤ N. (6)
Here ηJ are Lagrange multipliers. The constraints should hold under time evolution and
this can be incorporated by putting the following constraints [7,9]
Ω˙J = 0, J = 1, . . .m, 0 < m ≤ N,
which we implement by writing the Lagragian as
L = ak(q)q˙k + Ω
J λ˙J − V (q), k = 1, . . . , N, J = 1, . . .m, 0 < m ≤ N. (7)
Here we have changed the Lagrange multiplier field from ηJ to λJ . Now, we have to check
whether new constraints arise or not from this new Lagrangian by repeating the above
procedure, regarding qk, λJ as fields this time. If the new symplectic matrix is singular we
repeat the whole procedure once again: If all the consistency conditions for the equations of
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motion identically vanish, thus having only the gauge symmetry, then what we only have to
do is a gauge fixing. The gauge fixing now makes the symplectic matrix be nonsingular. On
the other hand, if new constraints for the fields qk, λJ arise, then we have to repeat the whole
procedure once again. We have to repeat this process until the symplectic matrix becomes
nonsingular. The first case happens when the theory has only first class constraints in the
Dirac formalism, and the second case happens when the theory possesses both first class
(gauge symmetry) and second class constraints in the Dirac formalism. In this paper, we
apply this method to analyze the symmetry of the topological mass generating action which
contains both a vector and an antisymmetric tensor fields.
So far, the antisymmetric tensor gauge theory was analyzed by many in the Abelian case
[11–13]. In the non-Abelian case, however, the analysis of the symmetry structure has not
been done in the Hamiltonian formalism, probably due to its complicated constraint struc-
ture. The non-Abelian case was studied only in the geometric BRST formalism [14–16,2],
and we would like to analyze the symmetry structure of the invariant action used in these
works.
In Section II, we analyze the symmetry of the action with no auxiliary vector field, and
show that only the vector gauge field has non-Abelian symmetry. In Section III, we analyze
the symmetry after incorporating a vector auxiliary field into the action, and show that both
the vector and antisymmetric tensor fields have non-Abelian gauge symmetry. And in this
case, the symmetry becomes reducible. In Section IV, we conclude with discussions.
II. FADDEEV-JACKIW ANALYSIS OF THE ACTION WITHOUT A VECTOR
AUXILIARY FIELD
We first start with the action extended from the abelian case straightforwardly.
∫
d4xL =
∫
d4xTr{−
1
12
HµνρH
µνρ −
1
4
FµνF
µν} (8)
where
4
Hµνρ = D[µBνρ] = DµBνρ +DνBρµ +DρBµν (9)
and DµBνρ = ∂µBνρ + [Aµ, Bνρ]. Here, we dropped the B ∧ F term from the action, since it
does not affect the result of the analysis. The addition of B ∧F term only adds a few terms
to the constraints, but does not change the relations among constraints. So, we drop it for
convenience and briefness. For the metric, we use gµν = (−,+,+,+) throughout the paper.
Introducing the conjugate momenta
Πij = B˙ij +DiBj0 −DjBi0 + [A0, Bij],
Πi = 2(A˙i −DiA0), (10)
we can write the above Lagrangian in terms of conjugate momenta
L =
1
4
ΠaijB˙
a
ij +
1
4
Πai A˙
a
i − V(0) (11)
where
V(0) =
1
2
ΠaijDjB
a
i0 −
1
4
Πaij[A0, Bij]
a +
1
8
Π2ij
+
1
4
ΠaiDiA
a
0 +
1
16
Π2i +
1
8
F 2ij +
1
24
H2ijk. (12)
From this Lagrangian we first get the components of the canonical one form, then we cal-
culate a symplectic matrix with symplectic variables Ba0i, B
a
ij,Π
a
ij, A
a
0, A
a
i and Π
a
i (in order
of appearance in the matrix). With this symplectic matrix, we write a matrix equation for
zero modes:


0 0 0 0 0 0
0 0 P 0 0 0
0 P ′ 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 T
0 0 0 0 T ′ 0




α
g
l
β
g
lm
γ
g
lm
ρ
g
0
σ
g
l
κ
g
l


= 0 (13)
where
5
P ≡ f
(0)BΠ
ija lmg = −
1
4
δagδlmij δ(x− y)
P ′ ≡ f
(0)ΠB
ija lmg =
1
4
δagδlmij δ(x− y)
T ≡ f
(0)AΠ
ia lg = −
1
4
δilδ
agδ(x− y)
T ′ ≡ f
(0)ΠA
ia lg =
1
4
δilδ
agδ(x− y).
Throughout the paper it will be understood that all quantities are taken at equal time. The
above symplectic matrix is singular because there exist nontrivial eigenvectors with zero
eigenvalue. Now we can write new constraints from the zero modes as
Ω(0) =
∫
d3x{ αgl (x)
δ
δB
g
0l(x)
+ ρg0(x)
δ
δA
g
0(x)
}
∫
d3yV(0). (14)
Since αgl (x) and ρ
g
0(x) are arbitrary parameters, we write the constraints and their Lagrange
multipliers as follows.
Ω
(0)
1 = DjΠ
a
ji , η
a
i
Ω
(0)
2 = DiΠ
a
i + [Bij ,Πij]
a , ωa. (15)
Incorporating these new constraints, Lagrangian now becomes
L =
1
4
ΠaijB˙
a
ij +
1
4
Πai A˙
a
i + (DjΠji)
aη˙ai (16)
+ (DiΠi + [Bij ,Πij])
aω˙a − V(1)
where
V(1) =
1
8
Π2ij +
1
16
Π2i +
1
8
F 2ij +
1
24
H2ijk. (17)
Repeating the same procedure, we obtain a new symplectic matrix, and write a matrix
equation for zero modes as follows.
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

0 P 0 0 0 R
P ′ 0 0 0 S U
0 0 0 T V W
0 0 T ′ 0 0 X
0 S ′ V ′ 0 0 0
R′ U ′ W ′ X ′ 0 0




α
g
lm
β
g
lm
γ
g
l
ρ
g
l
σ
g
l
νg


= 0 (18)
where
R′ ≡ f gacΠcijδ(x− y) , R
′ ≡ − fagcΠclmδ(x− y)
S ≡ Dymδ
agδmlij δ(x− y) , S
′ ≡ −Dxj δ
agδlmji δ(x− y)
U ≡ f gbaBbijδ(x− y) , U
′ ≡ − fabgBblmδ(x− y)
V ≡ f gacΠcilδ(x− y) , V
′ ≡ − fagcΠcliδ(x− y)
W ≡ f gacΠciδ(x− y) , W
′ ≡ − fagcΠcl δ(x− y)
X ≡ −Diδ
agδ(x− y) , X ′ ≡ −Dlδ
agδ(x− y)
Here, symplectic variables are Baij,Π
a
ij , A
a
i ,Π
a
i , η
a
i and ω
a in order of appearance in the sym-
plectic matrix. From the matrix equation above, we find two zero modes with independent
parameters σl and ν:
(αlm = 4[Blm, ν], βlm = 4[Πlm, ν], γl = 4Diν, ρl = 4[Πi, ν], σl, ν). (19)
Among these two zero modes, only the zero mode with σl provides a new constraint
Ω
(1)
1 = [Fjk, Hijk]− [Πj ,Πji]. (20)
The consistency condition from the zero mode related to ν vanishes identically. Thus new
Lagrangian is given by
L =
1
4
ΠaijB˙
a
ij +
1
4
Πai A˙
a
i + (DjΠji)
aη˙ai + (DiΠi + [Bij ,Πij])
aω˙a
+ ([Fjk, Hijk]− [Πj ,Πji])
aξ˙ai − V(2) (21)
where
7
V(2) =
1
8
Π2ij +
1
16
Π2i +
1
8
F 2ij +
1
24
H2ijk |Ω(1)1
. (22)
Here the symplectic variable ξai is added. Then, the symplectic matrix and its zero mode
equation is


0 P 0 0 0 R Ψ
P ′ 0 0 0 S U Σ
0 0 0 T V W φ
0 0 T ′ 0 0 X χ
0 S ′ V ′ 0 0 0 0
R′ U ′ W ′ X ′ 0 0 0
Ψ′ Σ′ φ′ χ′ 0 0 0




α
g
lm
β
g
lm
γ
g
l
ρ
g
l
σ
g
l
νg
µ
g
l


= 0 (23)
where
Ψ = f gbcF bmn{(∂
y
l δ
ca + f cdaAdl )δ
mn
ij
+ (∂ymδ
ca + f cdaAdm)δ
nl
ij + (∂
y
nδ
ca + f cdaAdn)δ
lm
ij }δ(x− y),
Ψ′ = − fabcF bjk{(∂
x
i δ
cg + f cdgAdi )δ
jk
lm
+ (∂xj δ
cg + f cdgAdj )δ
ki
lm + (∂
x
k δ
cg + f cdgAdk)δ
ij
lm}δ(x− y),
φ = f gbc{(2∂yj δ
baδik + f
baeδijA
e
k + f
bdaδkiA
d
j )δ(x− y)}H
c
ljk
+ f gbcf caeF bjk(δliB
e
jk + δjiB
e
kl + δkiB
e
lj)δ(x− y),
φ′ = − fabc{(2∂xj δ
bgδkl + f
bgeδjlA
e
k + f
bdgδklA
d
j )δ(x− y)}H
c
ijk
− fabcf cgeF bjk(δliB
e
jk + δjlB
e
ki + δklB
e
ij)δ(x− y),
Σ = − f gbaΠbmδ
ml
ij δ(x− y),
Σ′ = fabgΠbjδ
lm
ji δ(x− y),
χ = − f gacΠcilδ(xi− y),
χ′ = fagcΠcliδ(x− y),
and P, P ′, R, etc. are the same as before. Again this symplectic matrix is singular, and after
solving the zero mode equation we find a zero mode:
8
( αij = 4[Bij, ν], βij = 4[Πij, ν], γi = 4Diν, ρi = 4[Πi, ν], σi = 0, ν, µi = 0). (24)
With this zero mode, we see that the constraint equation vanishes identically:
Ω(2) =
∫
d3x{4[Blm, ν]
g δ
δB
g
lm
+ 4[Πlm, ν]
g δ
δΠglm
+ 4[Πl, ν]
g δ
δΠgl
+ 4Dlν
g δ
δA
g
l
}
∫
V(1)d
3y
≡ 0.
This shows that the theory we are considering has gauge symmetry and the gauge transfor-
mation is given by the above zero mode. Namely, the gauge transformations of the fields are
given by δBij = αij = 4[Bij , ν], δAi = γi = 4Diν. This clearly shows that only the vector
field has non-Abelian gauge symmetry, unlike the Abelian case [1] where both the vector
and antisymmetric tensor fields behave as gauge fields.
Finally, to remove the singularity due to the above gauge symmetry, we choose a gauge
as
∂iAi = 0. (25)
Then the Lagrangian becomes
L =
1
4
ΠaijB˙
a
ij +
1
4
Πai A˙
a
i + (DjΠji)
aη˙ai + (DiΠi + [Bij ,Πij])
aω˙a
+ ([Fjk, Hijk]− [Πj ,Πji])
aξ˙ai + (∂iA
a
i )λ˙
a − V(3) (26)
where
V(3) = V(2) |∂iAi=0 .
Now, the symplectic matrix with an added symplectic variable λa is given by
9


0 P 0 0 0 R Ψ 0
P ′ 0 0 0 S U Σ 0
0 0 0 T V W φ Y
0 0 T ′ 0 0 X χ 0
0 S ′ V ′ 0 0 0 0 0
R′ U ′ W ′ X ′ 0 0 0 0
Ψ′ Σ′ φ′ χ′ 0 0 0 0
0 0 Y ′ 0 0 0 0 0


(27)
where
Y = −∂iδ(x− y)δ
ag, Y ′ = −∂lδ(x− y)δ
ag,
and P, P ′, R, etc. are the same as before. One can check that this symplectic matrix is
nonsingular, as it should be.
III. FADDEEV-JACKIW ANALYSIS OF THE ACTION WITH A VECTOR
AUXILIARY FIELD
In the previous section, we have seen that the straightforward extension of the Abelian
action to the non-Abelian one does not work. Thus, following Refs. [14,15,2], we introduce
an auxiliary vector field to the theory by replacing Bµν −→ Bµν −D[µKν], where Kν is an
auxiliary vector field. This replacement also changes the field strength of the antisymmetric
tensor field into
Hµνρ = D[µBνρ] −→ H
′
µνρ = D[µBνρ] − [F[µν , Kρ]]. (28)
Now we write the Lagrangian with this new field strength H ′
L = Tr{−
1
12
H ′µνρH
′µνρ −
1
4
FµνF
µν}. (29)
Introducing the canonical momenta
10
Πij =
1
2
(B˙ij +DiBj0 −DjBi0 + [A0, Bij ]− [A˙i, Kj]
+ [A˙j , Ki] + [DiA0, Kj]− [DjA0, Ki]− [Fij , K0]), (30)
Πi = A˙i −DiA0,
we rewrite the Lagrangian in its first order form
L =
1
2
ΠaijB˙
a
ij +
1
2
([Ai, Kj]− [Aj , Ki])
aΠ˙aij
+ [Aj ,Πij]
aK˙ai +
1
2
Πai A˙
a
i − V(0) (31)
where
V(0) = Π
a
ijDjB
a
i0 −
1
2
Πaij [A0, Bij ]
a +Πaij [DjA0, Ki]
+
1
2
Πaij [Fij , K0]
a +
1
2
Π2ij +
1
2
ΠaiDiA
a
0
+
1
4
Π2i +
1
8
F 2ij +
1
24
H2ijk.
Repeat the procedure in the previous section, we first obtain a zero mode equation for the
symplectic matrix


0 0 0 0 0 0 0 0
0 0 P 0 0 0 0 0
0 P ′ 0 0 Q 0 0 0
0 0 0 0 0 0 0 0
0 0 Q′ 0 0 S 0 T
0 0 0 0 S ′ 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 T ′ 0 0 0




α
g
l
β
g
lm
γ
g
lm
ρ
g
0
σ
g
l
φ
g
l
µ
g
0
ν
g
l


= 0 (32)
where
P = −
1
2
δagδlmij δ(x− y)
P ′ =
1
2
δagδ
ij
lmδ(x− y)
11
Q = −
1
2
fabcδbg(δilK
c
j − δjlK
c
i )δ(x− y)
Q′ =
1
2
f gbcδba(δilK
c
m − δmiK
c
l )δ(x− y)
S = −
1
2
δilδ
agδ(x− y)
S ′ =
1
2
δilδ
agδ(x− y)
T = f gbcδbaΠcliδ(x− y)
T ′ = − fabcδbgΠcilδ(x− y).
Here the symplectic variables are Ba0i, B
a
ij ,Π
a
ij, A
a
0, A
a
i ,Π
a
i , K
a
0 and K
a
i in order of appearance
in the symplectic matrix. The matrix equation has four zero modes with four independent
variables αl, ρ0, µ0, νl:
( αl, 0, 0, ρ0, 0, 2[Πml, νm], µ0, νl), (33)
These zero modes yield four constraints, and we write them with their respective Lagrange
multiplier below.
Ω
(0)
1 = DjΠ
a
ji; η
a
i
Ω
(0)
2 = DiΠ
a
i + [Bij,Πij ]
a − 2[Πij , DjKi]
a; ωa
Ω
(0)
3 = [Fij,Πij ]
a; θa (34)
Ω
(0)
4 = [Πji,Πj ]
a −
1
4
[Hijk, Fjk]
a; χai .
However, these four constraints are not all independent. The first and third constraints are
related by the following equation.
DiΩ
(0)
1 +
1
2
Ω
(0)
3 = 0. (35)
In order to incorporate this dependence between the two constraints, we further introduce
a new constraint and its Lagrange multiplier
Ω
(0)
5 = Diη
a
i +
1
2
θa; λa, (36)
and write the Lagrangian as
12
L =
1
2
ΠaijB˙
a
ij +
1
2
([Ai, Kj]− [Aj , Ki])
aΠ˙aij
+ [Aj ,Πij]
aK˙ai +
1
2
Πai A˙
a
i + (DjΠji)
aη˙ai
+ (DiΠi + [Bij ,Πij]− 2[Πij , DjKi])
aω˙a (37)
+ [Fij ,Πij]
aθ˙a + ([Πji,Πj ]−
1
4
[Hijk, Fjk])
aχ˙ai
+ (Diη
a
i +
1
2
θa)λ˙a − V(1)
where
V(1) =
1
2
Π2ij +
1
4
Π2i +
1
8
F 2ij +
1
8
HaijkDiB
a
jk
+
1
2
Kai [Πij ,Πj]
a. (38)
With the symplectic variables Baij ,Π
a
ij, A
a
i ,Π
a
i , K
a
i , η
a
i , ω
a, θa, χai and λ
a (in order of appear-
ance in the symplectic matrix), we obtain the following zero mode equation for the symplectic
matrix.


0 P 0 0 0 0 C 0 D 0
P ′ 0 Q 0 0 E F G H 0
0 Q′ 0 S T I J K L M
0 0 S ′ 0 0 0 N 0 A 0
0 0 T ′ 0 0 0 B 0 U 0
0 E ′ I ′ 0 0 0 0 0 0 V
C ′ F ′ J ′ N ′ B′ 0 0 0 0 0
0 G′ K ′ 0 0 0 0 0 0 W
D′ H ′ L′ A′ U ′ 0 0 0 0 0
0 0 M ′ 0 0 V ′ 0 W ′ 0 0




α
g
lm
β
g
lm
γ
g
l
ρ
g
l
σ
g
l
µ
g
l
νg
ξg
ψ
g
l
φg


= 0 (39)
where
C = f gacΠcijδ(x− y)
C ′ = − fagcΠclmδ(x− y)
D =
1
8
f gbcF bmn{(∂
y
l δ
ca + f cdeAdl δ
ea)δmnij + (∂
y
mδ
ca + f cdeAdmδ
ea)δnlij
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+ (∂ynδ
ca + f cdeAdnδ
ea)δlmij }δ(x− y)
D′ = −
1
8
fabcF bjk{(∂
x
i δ
cg + f cdeAdi δ
eg)δlmjk + (∂
x
j δ
cg + f cdeAdjδ
eg)δlmki
+ (∂xk δ
cg + f cdeAdkδ
eg)δlmij }δ(x− y)
E =
1
2
(∂ymδ
ag + f gbcAbmδ
ca)δmlij δ(x− y)
E ′ = −
1
2
(∂xj δ
ag + fabcAbjδ
cg)δmlij δ(x− y)
F = (f gbaBbij + 2f
gac(DiK
c
j −DjK
c
i ))δ(x− y)
F ′ = − (fabgBblm + 2f
agc(DlK
c
m −DmK
c
l ))δ(x− y)
G = f gbaF bijδ(x− y)
G′ = − fabgF blmδ(x− y)
H =
1
2
f gacΠcmδ
ml
ij δ(x− y)
H ′ = −
1
2
fagcΠcjδ
lm
ji δ(x− y)
I = f gacΠcilδ(x− y)
I ′ = − fagcΠcliδ(x− y)
J = f gacΠci − 2f
gbcf caeΠbliK
e
l δ(x− y)
J ′ = −fagcΠcl + 2f
abcf cgeΠilK
e
i δ(x− y)
K = 2f gbc{(∂yl δ
ba + f bdaAdl )δ(x− y)}Π
c
li
K ′ = − 2fabc{(∂xi δ
bg + f bdgAdi )δ(x− y)}Π
c
il
L =
1
2
f gbc{(∂yj δ
ba + f bdaAdj )δ(x− y)}H
c
lji
+
1
4
f gbcF bjk{f
cae(δilB
e
jk + δjiB
e
kl + δkiB
e
lj)δ(x− y)
− f cde((∂yl δjiδ
da − ∂yj δliδ
da + f dahδliA
h
j + f
dfaδjiA
f
l )δ(x− y))K
e
k
− f cde((∂yj δkiδ
da − ∂ykδjiδ
da + f dahδjiA
h
k + f
dfaδkiA
f
j )δ(x− y))K
e
l
− f cde((∂ykδliδ
da − ∂yl δkiδ
da + f dahδkiA
h
l + f
dfaδliA
f
k)δ(x− y))K
e
j }
L′ = −
1
2
fabc{(∂xj δ
bg + f bdgAdj )δ(x− y)}H
c
ijl
−
1
4
fabcF bjk{f
cge(δilB
e
jk + δjlB
e
ki + δklB
e
ij)δ(x− y)
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− f cde((∂xi δjlδ
dg − ∂xj δilδ
dg + f dghδilA
h
j + f
dfgδjlA
f
i )δ(x− y))K
e
k
− f cde((∂xj δklδ
dg − ∂xkδjlδ
dg + f dghδjlA
h
k + f
dfgδklA
f
j )δ(x− y))K
e
i
− f cde((∂xk δilδ
dg − ∂xi δklδ
dg + f dghδklA
h
i + f
dfgδilA
f
k)δ(x− y))K
e
j}
M = f gacηci δ(x− y)
M ′ = − fagcηcl δ(x− y)
N = −Diδ
agδ(x− y)
N ′ = −Dlδ
agδ(x− y)
A = f gbaΠbilδ(x− y)
A′ = − fabgΠbliδ(x− y)
B = 2f gbcΠbli(∂
y
l δ
ca + f cdeAdl δ
ea)δ(x− y)
B′ = − 2fabcΠbil(∂
x
i δ
cg + f cdeAdi δ
eg)δ(x− y)
U =
1
4
f gbcF bmnf
cae(F elmδni + F
e
mnδli + F
e
nlδmi)δ(x− y)
U ′ = −
1
4
fabcF bjkf
cge(F eijδkl + F
e
jkδil + F
e
kiδjl)δ(x− y)
V = (∂yl δilδ
ag + f gbaAbi)δ(x− y)
V ′ = − (∂xi δilδ
ag − fabgAbl )δ(x− y)
W =
1
2
δagδ(x− y)
W ′ = −
1
2
δagδ(x− y).
After some calculation, we find the following zero mode solution for Eq. (39).
αij = (Diµj −Djµi) + 2[Bij , ν] + 2[Fij , ξ] + 2(Di[ν,Kj ]−Dj [ν,Ki])
βij = 2[Πij, ν]
γi = 2Diν (40)
ρi = 2[Πi, ν]
σi = µi + 2Diξ
ψi = 0
φ = 0
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The self consistency conditions for equations of motion, Eq. (4),
ΩJ ≡ (vJi )
T ∂V (q)
∂qi
= 0
now vanish identically after replacing the above obtained zero modes:
Ω(1) =
∫
d3x{ αglm(x)
δ
δB
g
lm(x)
+ βglm(x)
δ
δΠglm(x)
+ γgl (x)
δ
δA
g
l (x)
+ ρgl (x)
δ
δΠgl (x)
+ σgl (x)
δ
δK
g
l (x)
}
∫
d3yV(1)
≡ 0.
Thus there are no further constraints, and the theory has gauge symmetry whose symmetry
transformations are given by the above zero modes. Since γi and αij in Eq. (40) represent
the variations of Ai and Bij under the gauge transformation, respectively, we now see that
both the vector and antisymmetric tensor fields have non-Abelian gauge symmetry with
their respective gauge parameters ν and µi.
Now, the gauge fixing will remove the singularity completely, and we choose the following
gauge.
∂iAi = 0, DiBij = 0, (41)
then the Lagrangian becomes
L =
1
2
ΠaijB˙
a
ij +
1
2
([Ai, Kj]− [Aj , Ki])
aΠ˙aij
+ [Aj ,Πij]
aK˙ai +
1
2
Πai A˙
a
i + (DjΠji)
aη˙ai
+ (DiΠi + [Bij ,Πij]− 2[Πij , DjKi])
aω˙a (42)
+ [Fij ,Πij]
aθ˙a + ([Πij,Πj ]−
1
4
[Hijk, Fjk])
aχ˙ai
+ (Diη
a
i +
1
2
θa)λ˙a + (∂iA
a
i )ζ˙
a + (DjB
a
ij)τ˙
a
i
− V(2)
where
V(2) = V(1) |{∂iAi=0 , DiBij=0} .
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Notice that here we did not fix the gauge for the auxiliary vector field K, although it behaves
like a gauge field with the parameter ξ. This is because the zero mode equation (39) shows
that the parameters ξ and µi are the variations of θ and ηi, respectively, and θ and ηi
are constrained by the reducibility condition (36). Thus the gauge fixing of Bij does the
necessary job related to the parameter ξ. And one can check that the symplectic matrix
obtained from the above Lagrangian is no longer singular.
IV. DISCUSSION AND CONCLUSION
In this paper, we analyze the symmetry of the topological mass generating action in the
non-Abelian case with and without a vector auxiliary field. In the Abelian case, the action
which does not include a vector auxiliary field develops an effective mass for the vector gauge
field when the topological coupling B ∧ F term is present [1]. However, in the non-Abelian
case, a straightforwardly extended action of the Abelian type does not provide a gauge
symmetry for the antisymmetric tensor field unless one introduces a vector auxiliary field in
a specific form. And, if the antisymmetric tensor field does not possess a gauge symmetry,
then the physical degree of freedom of the antisymmetric tensor field can not transmute
into a component of the vector gauge field, thus no massive vector gauge field. Hence, it is
necessary that both the vector and antisymmetric tensor fields behave as gauge fields.
Recently, it was shown in Ref. [2,3] that if a vector auxiliary field is introduced to the
action in a specific combination, then both the vector and antisymmetric tensor fields behave
as gauge fields.
Although the action with full non-Abelian gauge symmetry was constructed and quan-
tized in the BRST formalism in these works [2,3], the symmetry structure related to the
constraints of the theory was not understood completely. In this paper, we just did this
remained work in the Faddeev-Jackiw formalism.
In Section II, we have shown that the vector field transforms as a gauge field, but the
antisymmetric tensor field does not, when there is no vector auxiliary field:
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δAi = 4Diν, δBij = 4[Bij , ν], etc.
When we add a vector auxiliary field in Section III, both the vector and antisymmetric
tensor fields behave as gauge fields, that is, both transformations contain a derivative term:
δBij = (Diµj −Djµi) + 2[Bij, ν] + 2[Fij, ξ] + 2(Di[ν,Kj ]−Dj[ν,Ki])
δAi = 2Diν
δKi = µi + 2Diξ
... .
In Ref. [2], the transformations of fields were given by
δBαβ = D[αµβ] + [Bαβ , ν] + [Fαβ , ξ]
δAα = Dαν
δKα = µα +Dαξ + [ν,Kα] (43)
...
where α, β = 0, 1, 2, 3. The two transformation laws look apparently different for the an-
tisymmetric tensor and vector auxiliary fields. However, in the action that we adopted in
Section III, Eq.(29), the B-field always appears in the combination of Bαβ − D[αKβ], and
the transformation of this combined field is the same under both transformation rules:
δ(Bαβ −D[αKβ]) = [Bαβ −D[αKβ], ν].
Therefore, the action has the same invariance property under both transformation rules.
Notice that should the combined field behave as a covariant scalar, then the auxiliary field
K must behave like a gauge field. This symmetry property was the origin of an extra scalar
ghost κ in Ref. [2]. In general, the antisymmetric tensor of rank two or higher must be
augmented in such a way that the augmented ones behave like the ordinary two form field
strength under gauge transformation, if antisymmetric tensors are to behave as higher form
gauge fields [15]. And the above combination of the tensor field and the auxiliary vector
field just does that work.
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Finally, we turn to the issue of the reducible constraints that appeared in Section III
when the vector auxiliary field is introduced: Two primary constraints are related to each
other by Eq. (35). In order to treat these dependent constraints as independent ones,
we introduced another constraint expressing this fact. Namely, we added this condition as
an additional constraint, Eq.(36). However, we did not use the relationship between the
primary constraints Eq. (35) as a new constraint. Instead, we used a relationship in which
the original primary constraints were replaced by their Lagrange multiplier fields. This is
due to the fact that we here impose the time derivative of a given constraint as a consistency
condition instead of the constraint itself. Thus, to impose the relationship among constraints
we have to impose the constraint among their multiplier fields. That is what we used in
Eq.(36). This additional condition resolves the reducibility in our case, and we obtained the
nonsingular symplectic matrix even with a usual gauge choice in Eq.(41): The reducibility
condition also accounts for apparent lack of gauge fixing for the K field, since this condition
also expresses that the gauge parameter ξ is related to the gauge parameter µi of the field
Bij as we explained in the previous section.
In conclusion, introducing a vector auxiliary field enhanced the symmetry of the action
and made both the vector and antisymmetric tensor fields behave as gauge fields. The
reducibility of the gauge symmetry of the theory was resolved by introducing a new constraint
which properly expresses the relationship among dependent constraints in terms of their
Lagrange multiplier fields.
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