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PERIODS AND (χ, b)-FACTORS OF CUSPIDAL
AUTOMORPHIC FORMS OF METAPLECTIC GROUPS
CHENYAN WU
Abstract. We give constraints on existence of (χ, b)-factors in the global
A-parameter of a genuine cuspidal automorphic representation σ of the
metaplectic group in terms of the invariant, lowest occurrence index, of
theta lifts to odd orthogonal groups. We also give a refined result that
relates the invariant, first occurrence index, to non-vanishing of period in-
tegral of residue of Eisenstein series associated to the cuspidal datum χ⊗σ.
This complements our previous results for symplectic groups.
Introduction
Let G be a classical group over a number field F . Let A be the ring of adeles
of F . Let σ be an automorphic representation of G(A) in the discrete spec-
trum, though later we consider only cuspidal automorphic representations. By
the theory of endoscopic classification developed by [Art13] and extended by
[Mok15, KMSW], one attaches a global A-parameter to σ. These works depend
on the stabilisation of the twisted trace formula which has been established by
a series of works by Mœglin and Waldspurger. We refer the readers to their
books [MW16a, MW16b]. Via the Shimura-Waldspurger correspondence of
the metaplectic group Mp2n(A), which is the non-trivial double cover of the
symplectic group Sp2n(A), and odd orthogonal groups, Gan and Ichino[GI18]
also attached global A-parameters to genuine automorphic representations of
Mp2n(A) in the discrete spectrum. This depends on the choice of an additive
character ψ that is used in the Shimura-Waldspurger correspondence. In this
introduction, we also let G denote Mp2n by abuse of notation and we suppress
the dependence on ψ. The A-parameter φ(σ) of σ is a formal sum
φ(σ) = ⊞i(τi, bi)
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where τi is an irreducible conjugate self-dual cuspidal automorphic represen-
tation of some GLni(AE), bi is a positive integer which represents the unique
bi-dimensional irreducible representation of Arthur’s SL2(C), together with
some conditions on (τi, bi) so that the type is compatible with the type of the
dual group of G. (Here E is a quadratic extension of F when G is a unitary
group and E = F otherwise.) The exact conditions for Mp2n are spelled out
in Sec. 2. Here we have adopted the notation of [Jia14] where the theory of
(τ, b) was introduced.
One principle of the (τ, b)-theory is that if φ(σ) has (τ, b) as a simple factor,
then there should exist a kernel function constructed out of (τ, b) that transfers
σ to a certain automorphic representation D(σ) in the A-packet attached to
‘φ(σ) ⊟ (τ, b)’, i.e., φ(σ) with the factor (τ, b) removed. From the work of
Rallis[Ral82] and Kudla-Rallis[KR94], it is clear when τ is a character χ, the
kernel function is the theta kernel possibly twisted by χ. (See also Sec. 7 of
[Jia14].)
Now we focus on the case of metaplectic group. We will put ψ back into
notation to emphasise, for example, that the L-functions etc depend on it. Let
X be a 2n-dimensional symplectic space. We will now write G˜(X) for Mp2n
to match the notation in the body of the article.
As the poles of the tensor product L-function Lψ(s, σ × τ) detect the ex-
istence of a (τ, b)-factor in the A-parameter φψ(σ), it is natural to consider
invariants of theta correspondence when τ is a quadratic automorphic char-
acter χ of GL1(A). This is because by the regularised Rallis inner product
formula[KR94] which was proved using the regularised Siegel-Weil formula
also proved there, the partial L-function LSψ(s, σ × χ) detects whether theta
lifts to the odd orthogonal groups in certain Witt towers vanish or not. The
complete theory that interprets the existence of poles or non-vanishing of the
complete L-function as obstruction to the local-global principle of the theta
correspondence was done in [Yam14] and then extended to the ‘second term’
range by [GQT14].
Let LOψ,χ(σ) denote the lowest occurrence index of σ in the theta corre-
spondence to all Witt towers associated to the quadratic character χ. (See
Sec. 4 for the precise definition.) Let Acusp(G˜(X)) denote the set of all irre-
ducible genuine cuspidal automorphic representations of G˜(X)(A). We note
that there is no algebraic group G˜(X) and that the notation is used purely for
aesthetic reason. Then we get the following constraint on (χ, b)-factors of σ in
terms of the invariant LOψ,χ(σ).
Theorem 0.1 (Thm. 4.4). Let σ ∈ Acusp(G˜(X)) and χ be a quadratic auto-
morphic character. Let φ(σ) denote the A-parameter of σ with respect to ψ.
Then
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(1) If φ(σ) has a (χ, b)-factor, then LOχ,ψ(σ) ≤ dimX − b+ 1.
(2) If LOχ,ψ(σ) = 2j+1 < dimX+2, then φ(σ) cannot have a (χ, b)-factor
with b > dimX − 2j.
(3) If LOχ,ψ(σ) = 2j + 1 > dimX + 2, then then φ(σ) cannot have a
(χ, b)-factor for any b.
Remark 0.2. Coupled with results of [JW18], we see that in both Sp and Mp
cases, if φ(σ) has a (χ, b)-factor, then LOχ,ψ(σ) ≤ dimX − b+ 1.
Following an idea of Mœglin[Mœg97] who considered the even orthogonal
and the symplectic case, we consider, instead of the partial L-function LS(s, σ×
χ), the Eisenstein series attached to the cuspidal datum χ ⊗ σ (c.f. Sec. 3).
We get much more precise relation between poles of the Eisenstein series and
LOψ,χ(σ). This line of investigation has been taken up by [GJS09] in the odd
orthogonal group case and by [JW16] in the unitary group case. We treat the
metaplectic group case in this paper. Let P1(χ, σ) denote the set of all positive
poles of the Eisenstein series we consider.
Theorem 0.3 (Thm. 6.4). Let σ ∈ Acusp(G˜(X)) and let s0 be the maximal
element in P1(χ, σ). Write s0 =
1
2
(dimX + 1)− j. Then
(1) j is an integer such that 1
4
(dimX − 2) ≤ j < 1
2
(dimX + 1).
(2) LOψ,χ(σ) = 2j + 1.
Remark 0.4. Coupled with results of [JW18], we see that s0 is a half integer
in (0, 1
4
dimX + 1] in the Mp case and an integer in the same range in the Sp
case; and LOψ,χ(σ) = dimX + 2− 2s0 in both cases.
It is known by Langlands’ theory[Lan71] that the pole in the theorem is
simple. (See also [MW95].) We note that the equality in the theorem is
actually informed by considering periods of residue of the Eisenstein series. We
get only the upper bound 2j+1 by considering only poles of Eisenstein series.
The odd orthogonal case was considered in [GJS09] and the symplectic case in
[JW18]. The unitary case is work in progress[JW14] where some technicality of
the period integrals is still to be worked out. In this paper, we extend all results
in the symplectic case to the metaplectic case to complete the other half of the
picture. As pointed out in [Gan12], unlike the orthogonal or symplectic case,
the local factors change in the metaplectic case when taking contragredient.
Thus it is important, in the present case, to employ complex conjugation in
the definition of the global theta lift.
Let FOYψ (σ) denote the first occurrence index of σ in the Witt tower of Y
where Y is a quadratic space (c.f. Sec. 4). We get a result on FOYψ (σ) and
non-vanishing of periods of residue of the Eisenstein series (or distinction by
subgroups of G(X)). Note that FOYψ (σ) is a finer invariant than LOψ,χ(σ)
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and that non-vanishing of periods of residues is finer information that that of
having simple poles. The following theorem is part of Cor. 6.3. Let Es0(g, fs)
denote the residue of the Eisenstein series at s = s0 and let θψ,X1,Y (g, 1,Φ) be
the theta function attached to the Schwartz function Φ. The space X1 is the
symplectic space formed from adjoining a hyperbolic plane to X and Z1 ⊂ X1
is formed similarly. The group J(Z1, L) is the subgroup of G(Z1) that fixes a
totally isotropic subspace L of Z element-wise.
Theorem 0.5. Let σ ∈ Acusp(G˜(X)) and let Y be an anisotropic quadratic
space of odd dimension. Assume that FOYψ (σ) = dimY + 2r. Let s0 =
1
2
(dimX−(dim Y+2r)+2). Assume that s0 > 0. Then Es0(g, fs)θψ,X1,Y (g, 1,Φ)
is J(Z1, L)-distinguished for some choice of data where Z is some sub-symplectic
space of X and L is some isotropic subspace of Z such that dimX − dimZ +
dimL = r and dimL ≡ r (mod 2).
We hope our period integrals can inform problems in Arithmetic Geometry.
For example, similar work in[GJS09] has been used in [BMM16]. (See also
[BMM17] and [HH12]). It should be pointed out that unlike the orthogonal
or the unitary case, our period integrals may involve a Jacobi group J(Z1, L)
when L is non-trivial (which occurs half of the time). This is to account for
the lack of ‘odd symplectic group’.
The structure of the paper is as follows. In Sec. 1, we set up some common
notation and in Sec. 2, we describe the global A-parameters of genuine auto-
morphic representations of the metaplectic group following [GI18]. In Sec. 3,
we introduce the Eisenstein series attached to the cuspidal datum χ⊗ σ and
deduce results on its maximal pole. In Sec. 4, we define the two invariants,
the first occurrence and the lowest occurrence of theta lifts, and we are able to
show that the lowest occurrence index poses constraints on existence of (χ, b)-
factors in the A-parameter of σ. Then in Sec. 5, we turn to study Fourier
coefficients of theta lifts and we get results on vanishing and non-vanishing of
certain periods on σ. Inspired by these period integrals, in Sec. 6, we study
the augmented integrals which are periods of residues of Eisenstein series. We
make use of Arthur truncation to regularise the integrals. We derive results on
first occurrence index and vanishing and non-vanishing of periods of residues
of Eisenstein series. Due to the use of Arthur truncation, we need to compute
many integrals in order to evaluate periods in Sec. 6. We devote Sec. 7 to the
computation.
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1. Notation and Preliminaries
Since this article aims at generalising results in [JW18] to the case of meta-
plectic groups, we will adopt similar notation to what was used there.
Let F be a number field and A = AF be its ring of adeles. Let (X, 〈 , 〉X) be
a non-degenerate symplectic space over F . For a non-negative integer a, letHa
be the direct sum of a copies of the hyperbolic plane. We form the augmented
symplectic spaceXa by adjoiningHa toX . Let e
+
1 , . . . , e
+
a , e
−
1 , . . . , e
−
a be a basis
of Ha such that 〈e
+
i , e
−
j 〉 = δij and 〈e
+
i , e
+
j 〉 = 〈e
−
i , e
−
j 〉 = 0, for i, j = 1, . . . , a,
where δij is the Kronecker delta. Let ℓ
+
a (resp. ℓ
−
a ) be the span of e
+
i ’s (resp.
e−i ’s). Then Ha = ℓ
+
a ⊕ ℓ
−
a is a polarisation of Ha. Let G(Xa) be the isometry
group of Xa with action on the right.
Let L be an isotropic subspace of X . Let Q(X,L) denote the parabolic sub-
group of G(X) that stabilises L and let N(X,L) denote its unipotent radical.
We write Qa (resp. Na) for Q(Xa, ℓ
−
a ) (resp. N(Xa, ℓ
−
a )) as shorthand. We
also write Ma for the Levi subgroup of Qa such that with respect to the ‘basis’
ℓ+a , X, ℓ
−
a , Ma consists of elements of the form
m(x, h) =

x h
x∗

 ∈ G(Xa)
for x ∈ GLa and h ∈ G(X) where x
∗ is the adjoint of x. Fix a maximal
compact subgroup KG(X),v of G(X)(Fv) for each place v of F and set KG(X) =∏
vKG(X),v. We require that KG(X) is good in the sense that the Iwasawa
decomposition holds and that it is compatible with Levi decomposition (c.f.
[MW95, I.1.4]). Most often we abbreviate KG(Xa) as Ka.
Next we describe the metaplectic groups. Let v be a place of F . Let
G˜(Xa)(Fv) denote the metaplectic double cover of G(Xa)(Fv). It sits in the
unique non-trivial central extension
1→ µ2 → G˜(Xa)(Fv)→ G(Xa)(Fv)→ 1.
unless Fv = C, in which case, the double cover splits. Let G˜(Xa)(A) be the
double cover of G(Xa)(A) defined as the restricted product of G˜(Xa)(Fv) over
all places v modulo the group
{(ζv) ∈ ⊕vµ2|
∏
v
ζv = 1}.
We note that there is a canonical lift of G(X)(F ) to G˜(X)(A) and that
G˜(X)(Fv) splits uniquely over any unipotent subgroup of G(X)(Fv).
Fix a non-trivial additive character ψ : F \A → C1. It will be used in the
construction of Weil representation that underlies the theta correspondence
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and the definition of Arthur parameter for cuspidal automorphic represen-
tations of the metaplectic group. For any subgroup H of G˜(Xa)(A) (resp.
G˜(Xa)(Fv)) we write H˜ for its preimage in G˜(Xa)(A) (resp. G˜(Xa)(Fv)). We
note that GLa(Fv) occurs as a direct factor of Ma(Fv) and on G˜La(Fv) multi-
plication is given by
(g1, ζ1)(g2, ζ2) = (g1g2, ζ1ζ2(det(g1), det(g2))v)
which has a Hilbert symbol twist when multiplying the µ2-part. Analogous to
the notation m(x, h) above, we write
m˜(x, h, ζ) = (

x h
x∗

 , ζ) ∈ G˜(Xa)(A)
for x ∈ GLa(A), h ∈ G(X)(A) and ζ ∈ µ2. There is also a local version.
As we integrate over automorphic quotients often, we write [G] forG(F ) \G(A)
if G is an algebraic group and [G˜] for G(F ) \ G˜(A) if G˜(A) covers a subgroup
G(A) of a metaplectic group.
Let Acusp(G˜(X)) denote the set of all irreducible genuine cuspidal automor-
phic representations of G˜(X)(A). We note that there is no algebraic group
G˜(X) and that it is used purely for aesthetic reason.
2. Arthur Parameters
We recall the description of A-parameters attached to genuine irreducible
cuspidal automorphic representations of metaplectic groups from [GI18]. The
A-parameters are defined via those attached to irreducible automorphic rep-
resents of odd special orthogonal groups via theta correspondence. In this
section, we write Mp2n rather than G˜(X).
The global elliptic A-parameters φ for Mp2n are of the form:
φ = ⊞i(τi, bi)
where
• τi is an irreducible self-dual cuspidal automorphic representation of
GLni(A);
• bi is a positive integer which represents the unique bi-dimensional irre-
ducible representation of SL2(C);
such that
•
∑
i nibi = 2n;
• if bi is odd, then τi is symplectic, that is, L(s, τi,∧
2) has a pole at s = 1;
• if bi is even, then τi is orthogonal, that is, L(s, τi, Sym
2) has a pole at
s = 1;
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• the factors (τi, bi) are pairwise distinct.
Given a global elliptic A-parameters φ for Mp2n, for each place v of F , we
can attach a local A-parameter
φv = ⊞i(φi,v, bi)
where φi,v is the L-parameter of τi,v given by the local Langlands correspondence[Lan89,
HT01, Hen00, Sch13] for GLni. We can write the local A-parameter φv as a
homomorphism
φv : LFv × SL2(C)→ Sp2n(C)
where LFv is the local Langlands group, which is the Weil-Deligne group of
Fv for v non-archimedean and is the Weil group of Fv for v archimedean. We
associate to it the L-parameter
ϕφv : LFv → Sp2n(C)
w 7→ φv(w,
(
|w|
1
2
|w|−
1
2
)
).
Let L2(Mp2n) denote the subspace of L
2(Sp2n(F ) \Mp2n(A)) on which µ2
acts as the non-trivial character. Let L2disc(Mp2n) denote the subspace of
L2(Mp2n) that is the direct sum of all irreducible sub-representations of L
2(Mp2n)
under the action of Mp2n(A). Let L
2
φ,ψ(Mp2n) denote subspace of L
2
disc(Mp2n)
generated by the full near equivalence class of π ⊂ L2disc(Mp2n) such that the
L-parameter of πv with respect to ψ is ϕφv for almost all v. We note here
that for a genuine irreducible automorphic representation of the metaplectic
group, its L-parameter depends on the choice of an additive character ψ. If
one changes ψ to ψa := ψ(a·), the L-parameter changes in the way prescribed
in [GI18, Remark 1.3]. See also [GS]. Then we have the decomposition:
Theorem 2.1 ([GI18, Theorem 1.1]).
L2disc(Mp2n) = ⊕φL
2
φ,ψ(Mp2n).
where φ runs over global elliptic A-parameters for Mp2n.
Thus we see that the A-parameter of σ ∈ Acusp(Mp2n) has a factor of the
form (χ, b) where χ is a quadratic automorphic character of GL1(A) and b
maximal among all factors of the form (χ, ·) if and only if the partial L-
function LSψ(s, σ × χ) has its rightmost pole at s = (b + 1)/2. The additive
character ψ used in the definition of the L-function is required to agree with
the one used in defining the A-parameter of σ.
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3. Eisenstein series
For σ ∈ Acusp(Mp2n) and a quadratic automorphic character χ of A
×, the
L-function Lψ(s, σ × χ) appears in the constant term of Eisenstein series on
G˜(Xa)(A) attached to the maximal parabolic subgroup Qa. We study the
poles of these Eisenstein series in this section.
Let a∗Ma = Rat(Ma)⊗ZR and a
∗
Ma,C
= Rat(Ma)⊗ZC where Rat(Ma) denotes
the group of rational characters of Ma. Let aMa = HomZ(Rat(Ma),R). As Qa
is a maximal parabolic subgroup, a∗Ma
∼= R and we identify a∗Ma,C with C
via s 7→ s(dimX+a+1
2
)−1ρQa , following [Sha10], where ρQa is the half sum of the
positive roots in Na. Thus we may regard ρQa as the number (dimX+a+1)/2.
In fact, it is clear that ρQa(m(x, h)) = | det x|
(dimX+a+1)/2
A
form(x, h) ∈Ma(A).
Let Ha be the homomorphism Ma(A) → aMa such that for m ∈ Ma(A)
and ξ ∈ a∗Ma we have exp(〈Ha(m), ξ〉) =
∏
v |ξ(mv)|v. We may think of
Ha(m(x, h)) ∈ aMa
∼= R as log(| det x|A). We extend Ha to G(Xa)(A) via
the Iwasawa decomposition and then to G˜(Xa)(A) via projection.
Let χψ be the genuine character of G˜L1(Fv) defined by
χψ((g, ζ)) = ζγ(g, ψ1/2)
−1
where γ(·, ψ1/2), valued in the 4-th roots of unity, is defined via the Weil index.
We note that the notation here agrees with that in [GI14, page 521]. Then via
the determinant map, we get a genuine character of G˜La(Fv) which we also
denote by χψ.
Let σ be a genuine cuspidal automorphic representation of G˜(X)(A). Let
χ be a quadratic automorphic character of GLa(A). Then χχψ : (g, ζ) 7→
χ(g)χψ((g, ζ)) gives a genuine automorphic character of G˜La(A). LetAa,ψ(s, χ, σ)
denote the space of C-valued smooth functions f on Na(A)Ma(F ) \ G˜(Xa)(A)
that satisfy the following properties:
(1) f is right K˜a-finite;
(2) for any (x, ζ) ∈ G˜La(A) and g ∈ G˜(Xa)(A) we have
f(m˜(x, IX , ζ)g) = χχψ((x, ζ))| det(x)|
s+ρQa
A
f(g);
(3) for any fixed k ∈ K˜a, the function h 7→ f(m˜(Ia, h, ζ)k) on G˜(X)(A) is
a smooth right K˜G(X)-finite vector in the space of σ.
Let f ∈ Aa,ψ(0, χ, σ) and s ∈ C. Since the metaplectic group splits over
G(Xa)(F ), we can form the Eisenstein series on the metaplectic group as in
the case of non-cover group case:
E(g, s, f) = E(g, fs) =
∑
γ∈Qa(F ) \G(Xa)(F )
fs(γg)
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where fs(g) = exp(〈Ha(g), s〉)f(g) ∈ Aa,ψ(s, χ, σ). By the general theory of
Eisenstein series, it is absolute convergent for Re s > ρQa and has meromorphic
continuation to the whole s-plane with finitely many poles in the half plane
Re s > 0, which are all real in this case.
Let Pa,ψ(χ, σ) denote the set of positive poles of E(g, s, f) for f running
over Aa,ψ(0, χ, σ).
Proposition 3.1. Assume that P1,ψ(χ, σ) is non-empty and let s0 be its max-
imal member. Then for all integers a ≥ 1, s = s0 +
1
2
(a− 1) lies in Pa,ψ(χ, σ)
and is its maximal member.
Proof. We remark how to carry over the proofs in [Mœg97] which treated
orthogonal/symplectic case and [JW16] which treated the unitary case. The
proofs relied on considering constant terms of the Eisenstein series, which
are just integrals over unipotent groups. Since the metaplectic group splits
over the unipotent groups, the proofs carry over. We just need to replace
occurrences of χ in [JW16, Prop. 2.1] with the genuine character χχψ. 
Proposition 3.2. Let S be the set of places of F that contains the archimedean
places and outside of which ψ, χ and σ are unramified. Assume one of the
followings.
• The partial L-function LSψ(s, σ × χ) has a pole at s = s0 >
1
2
and that
it is holomorphic for Re s > s0.
• The partial L-function LSψ(s, σ×χ) is non-vanishing at s = s0 =
1
2
and
is holomorphic for Re s > 1
2
.
Then for all integers a ≥ 1, s = s0 +
1
2
(a− 1) ∈ Pa,ψ(σ, χ).
Proof. By Langlands’ theory of Eisenstein series, the poles are determined
by those of its constant terms. In our case, this amounts to studying the
poles of the intertwining operator M(w, s) attached to the longest Weyl el-
ement w in the Bruhat decomposition of Qa(F ) \G(Xa)(F )/Qa(F ). Those
attached to shorter Weyl elements will not be able to cancel out the pole at
s = s0 +
1
2
(a − 1). For v 6∈ S, the local intertwining operator Mv(w, s) sends
the normalised spherical vector of to a multiple of the normalised spherical
vector in another induced representation. The Gindikin-Karpelevich formula
extended to Brylinski-Deligne extensions by [Gao18] shows that the ratio is
∏
1≤j≤a
LSψ(s−
1
2
(a− 1) + j − 1, σ × χ)
LSψ(s−
1
2
(a− 1) + j, σ × χ)
·
∏
1≤i≤j≤a
ζS(2s− (a− 1) + i+ j − 2)
ζS(2s− (a− 1) + i+ j − 1)
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where ζS is the partial Dedekind zeta function. A little simplification shows
that it is equal to I1 · I2 with
I1 =
LSψ(s−
1
2
(a− 1), σ × χ)
LSψ(s+
1
2
(a+ 1), σ × χ)
, I2 =
∏
1≤j≤a
ζS(2s− (a− 1) + j − 1)
ζS(2s− (a− 1) + 2j − 1)
.
If we assume the first condition, then the numerator of I1 has a pole at s =
s0 +
1
2
(a − 1) which cannot be cancelled out by other terms. If we assume
the second condition, then ζS(2s − (a − 1)) has a pole s = s0 +
1
2
(a − 1)
which cannot be cancelled out by other terms. Also note at ramified places
the local intertwining operators are non-zero. Thus we have shown that s =
s0 +
1
2
(a− 1) ∈ Pa,ψ(σ, χ). 
Next we related the Eisenstein series E(s, g, f) = E(g, fs) to Siegel Eisen-
stein series on the ‘doubled group’ to glean more information on the location
of poles.
Let X ′ be the symplectic space with the same underlying vector space as X
but with the negative symplectic form 〈 , 〉X′ = −〈 , 〉X . LetW = X⊕X
′ and
formWa = ℓ
+
a ⊕W⊕ℓ
−
a . Let X
∆ = {(x, x) ∈ W |x ∈ X} and X∇ = {(x,−x) ∈
W |x ∈ X}. Then Wa has the polarisation (X
∆ ⊕ ℓ+a ) ⊕ (X
∇ ⊕ ℓ−a ). Let Pa
be the Siegel parabolic subgroup of G(Wa) that stabilises X
∇ ⊕ ℓ−a . For a
f˜KG(Wa)-finite section Fs in Ind
G˜(Wa)(A)
P˜a(A)
χχψ| |
s
A
, we form the Siegel Eisenstein
series EPa(·,Fs).
Since G(Xa) acts on ℓ
+
a ⊕X⊕ ℓ
−
a and G(X) acts on X
′, we have the obvious
embedding ι : G(Xa)(A)×G(X)(A)→ G(Wa)(A) which induces a homomor-
phism ι˜ : G˜(Xa)(A) ×µ2 G˜(X)(A) → G˜(Wa)(A). The cocycles for the cover
groups are compatible by [RR93, Theorem 4.1].
The following is the metaplectic version of the [JW18, Proposition 2.3] whose
proof generalises immediately. We note that the integrand is non-genuine, and
thus descends to a function on G(X)(A).
Proposition 3.3. Let Fs be a K˜G(Wa)-finite section of Ind
G˜(Wa)(A)
P˜a(A)
χχψ| |
s
A
and
φ ∈ σ. Define a function Fφ,s on G˜(Xa)(A) by
(3.1) Fφ,s(ga) =
∫
G(X)(A)
Fs(ι˜(ga, g))φ(g)dg.
Then
(1) It is absolutely convergent for Re s > (dimX + a+1)/2 and has mero-
morphic continuation to the whole s-plane;
(2) It is a section in Aa,ψ(s, χ, σ);
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(3) The following identity holds∫
[G(X)]
EPa(ι˜(ga, g),Fs)φ(g)dg = E(ga, Fφ,s).
Now we list the location of possible poles of the Siegel Eisenstein series
obtained in [Ike92, Ike96].
Proposition 3.4. The poles with Re s > 0 of EPa(g,Fs) are at most simple
and are contained in the set
Ξm+a,ψ(χ) = {
1
2
(dimX + a)− j|j ∈ Z, 0 ≤ j <
1
2
(dimX + a)}.
Combining the above propositions, we get:
Proposition 3.5. The maximal member s0 of P1,ψ(χ, σ) is of the form s0 =
1
2
(dimX + 1)− j for j ∈ Z such that 0 ≤ j < 1
2
(dimX + 1).
Proof. By Prop. 3.1, s0 +
1
2
(a − 1) is the maximal member of Pa,ψ(χ, σ). To
ensure that (3.1) provides enough sections for poles of the Siegel Eisenstein
series to manifest, we need to take a large enough. See [JW18, Lemma 2.6]
for details. Then by Prop. 3.3, it is a pole of the Siegel Eisenstein series
whose possible poles are determined in Prop. 3.4. Thus s0 must be of the form
s0 =
1
2
(dimX + 1)− j for j ∈ Z such that 0 ≤ j < 1
2
(dimX + 1). 
4. First Occurrence and Lowest Occurrence of Theta
Correspondence
The locations of poles of the Eisenstein series defined in Sec. 3 are intimately
related to the invariants, called the lowest occurrences of theta lifts, attached
to σ ∈ Acusp(G˜(X)). The lowest occurrences are defined via the more familiar
notion of first occurrences. In Sec. 6, we will derive a relation between periods
of residue of Eisenstein series and first occurrences.
First we review briefly the definition of theta lift. For each automorphic
additive character ψ of A, there is a Weil representation ωψ of the metaplectic
group Mp2n(A) unique up to isomorphism. In our case, X/F is a symplectic
space and Y/F is a quadratic space. From them, we get the symplectic space
Y ⊗X . We consider the Weil representation of G˜(Y ⊗X)(A) realised on the
Schwartz space S((Y ⊗X)+(A)) where (Y ⊗X)+ denotes any maximal isotropic
subspace of Y ⊗ X . Different choices of isotropic subspaces give different
Schwartz spaces which are intertwined by Fourier transforms. Thus the choice
is not essential and sometimes we simply write SX,Y (A) for S((Y ⊗X)
+(A)).
Let G(Y ) denote the isometric group of the quadratic space Y . We have the
obvious homomorphism G(X)(A)×G(Y )(A)→ Sp(Y ⊗X)(A). By [Kud94],
there is a homomorphism G˜(X)(A)× G(Y )(A) → Mp(Y ⊗X)(A) that cover
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it. Thus we arrive at the representation ωψ,X,Y of G˜(X)(A) × G(Y )(A) on
SX,Y (A), which is also called the Weil representation. The explicit formulae
can be found in [Ike96], for example.
For Φ ∈ SX,Y (A), g ∈ G˜(X)(A) and h ∈ G(Y )(A), we form the theta series
θψ,X,Y (g, h,Φ) =
∑
w∈(Y⊗X)+(F )
ωψ,X,Y (g, h)Φ(w).
It is absolutely convergent and is automorphic in both G˜(X)(A) and G(Y )(A).
In general, it is of moderate growth.
With this we define the global theta lift. Let σ ∈ Acusp(G˜(X)). For φ ∈ σ
and Φ ∈ SX,Y (A), define
θYψ,X(h, φ,Φ) =
∫
[G(X)]
θψ,X,Y (g, h,Φ)φ(g)dg.
The integrand is the product of two genuine functions on G˜(X)(A) and hence
can be regarded as a function on G(X)(A). We define the global theta lift
θYψ,X(σ) of σ to be the space generated by the above integrals.
Definition 4.1. (1) The first occurrence index FOYψ (σ) of σ in the Witt
tower of Y is defined to be
min
Y ′
{dimY ′|θY
′
ψ,X(σ) 6= 0},
where Y ′ runs through all the quadratic spaces in the same Witt tower
as Y .
(2) For a quadratic automorphic character χ of A×, define the lowest oc-
currence index LOψ,χ(σ) with respect to χ, to be
min
Y
{FOYψ (σ)}
where Y runs over all quadratic spaces with χY = χ and dimY is odd.
Theorem 4.2. Let σ ∈ Acusp(G˜(X)) and s0 be the maximal member of P1,ψ(χ, σ).
Then
(1) s0 =
1
2
(dimX +1)− j for some j ∈ Z such that 0 ≤ j < 1
2
(dimX +1);
(2) LOψ,χ(σ) ≤ 2j + 1;
(3) 2j + 1 ≥ rX where rX = dimX/2 is the Witt index of X.
Proof. The third part is stated in terms of Witt index of X so that the analogy
with [JW16, Thm. 3.1] is more obvious.
The first part is Prop. 3.5 which we reproduce here.
For the second part we make use of the regularised Siegel-Weil formula
that links residue of Siegel Eisenstein series to theta integral. Assume that
s0 =
1
2
(m + 1) − j is the maximal element in P1,ψ(χ, σ). By Prop. 3.1, s0 +
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1
2
(a − 1) = 1
2
(dimX + a) − j is the maximal element in Pa,ψ(χ, σ). In other
words, EQa(g, fs) has a pole at s =
1
2
(dimX + a) − j for some f . (We put
in a superscript to be clear that we are talking about the Eisenstein series
associated to the parabolic subgroup Qa.) Furthermore if a is large enough
this fs can be taken to be of the form Fφ,s (see Prop. 3.3). Enlarge a if
necessary to ensure that 2j < dimX + a. Then the regularised Siegel-Weil
formula shows that
Ress= 1
2
(dimX+a)−j E
Pa(ι˜(ga, g),Fs) =
∑
Y
∫
[G(Y )]
θψ,Wa,Y (ι˜(ga, g), h,ΦY )dh
where the sum runs over quadratic spaces Y of dimension 2j + 1 with χY =
χ and ΦY ∈ SWa,Y (A) are appropriate K˜G(Wa)-finite Schwartz functions so
that the theta integrals are absolutely convergent. We remark that for any
Schwartz functions there is a natural way to ‘truncate’ them for regularising
the theta integrals. See [KR94] and [Ich01] for details. Now we integrate both
sides against φ(g) over [G(X)]. Then the left hand side becomes a residue of
EQa(ga, s, Fs,φ), which is non-vanishing for some choice of φ ∈ σ. Thus at least
one term on the right hand side must be non-zero. In other words, there exists
a quadratic space Y of dimension 2j + 1 and of character χ such that∫
[G(X)]
∫
[G(Y )]
θψ,Wa,Y (ι˜(ga, g), h,ΦY )φ(g)dhdg 6= 0.
We may replace ΦY by Φ
(1)
Y ⊗ Φ
(2)
Y with Φ
(1)
Y ∈ SXa,Y (A) and Φ
(2)
Y ∈ SX,Y (A)
such that the inequality still holds. Then after separating the variables we get∫
[G(Y )]
θψ,Xa,Y (ga, h,Φ
(1)
Y )
∫
[G(X)]
θψ,X,Y (g, h,Φ
(2)
Y )φ(g)dgdh 6= 0.
The complex conjugate appears because we have switched from X ′ to X . In
particular, the inner integral is non-vanishing, but it is exactly the complex
conjugate of the theta lift of φ to G(Y ). Thus the lowest occurrence LOψ,χ(σ)
must be lower or equal to 2j + 1.
For the third part, assume that the lowest occurrence is realised by Y . Thus
dimY = 2j′+1 with j′ ≤ j. Let π = θYψ,X(σ). It is non-zero and it is cuspidal
because it is the first occurrence representation in the Witt tower of Y . It is
also irreducible by [JS07, Theorem 1.3]. By stability, FOXψ,Y (π) ≤ 2(2j
′ + 1).
Then use the involutive property in [JS07, Theorem 1.3]:
θXψ,Y (π) = θ
X
ψ,Y (θ
Y
ψ,X(σ)) = σ.
Note in [JS07], the theta lift was defined without complex conjugation on the
theta series, which resulted in the use of ψ−1 in the inner theta lift. Hence
dimX ≤ 2(2j′ + 1) ≤ 2(2j + 1) and we get 2j + 1 ≥ rX . 
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Thus we glean some information on poles of Lψ(s, σ × χ) (or equivalently
factors of the form (χ, b) in the Arthur parameter of σ) and lowest occurrence
of theta lift.
Theorem 4.3. Let σ ∈ Acusp(G˜(X)) and χ be a quadratic automorphic char-
acter. Then
(1) If the partial L-function LSψ(s, σ×χ) has a pole at s =
1
2
(dimX +1)−
j > 0, then LOψ,χ(σ) ≤ 2j + 1.
(2) If LOψ,χ(σ) = 2j + 1 < dimX + 2, then L
S
ψ(s, σ × χ) is holomorphic
for Re s > 1
2
(dimX + 1)− j.
(3) If LOψ,χ(σ) = 2j + 1 > dimX + 2, then L
S
ψ(s, σ × χ) is holomorphic
for Re s > 1
2
.
Proof. The poles s of LSψ(s, σ × χ) with Re s ≥
1
2
are contained in the set
{3
2
, 5
2
, . . . , dimX+1
2
} by [Wu17, Prop. 6.2] where the extraneous +1
2
should be
removed from L(s+ 1
2
, π×χ, ψ) in the statement there. Assume that LSψ(s, σ×
χ) has a pole at s = 1
2
(dimX + 1)− j > 0. Let s = 1
2
(dimX + 1)− j′ be its
maximal pole. Then by Prop. 3.2, s = 1
2
(dimX + 1)− j′ is in P1,ψ(χ, σ). Let
s = 1
2
(dimX + 1) − j′′ be the maximal member in P1,ψ(χ, σ). By Thm. 4.2,
LOψ,χ(σ) ≤ 2j
′′ + 1 ≤ 2j′ + 1 ≤ 2j + 1.
Assume that LOψ,χ(σ) = 2j + 1 < dimX + 2 and L
S
ψ(s, σ × χ) has a pole
in Re s > 1
2
(dimX + 1)− j, say at s = 1
2
(dimX + 1)− j0 for j0 < j. Then by
part (1), LOψ,χ(σ) ≤ 2j0 + 1 < 2j + 1. We arrive at a contradiction.
Assume that LOψ,χ(σ) = 2j+1 > dimX +2 and L
S
ψ(s, σ×χ) has a pole in
Re s > 1
2
, say at s = 1
2
(dimX + 1)− j0 for j0 <
1
2
(dimX + 1). Then by part
(1), LOψ,χ(σ) ≤ 2j0 + 1 < m+ 2. We arrive at a contradiction. 
In terms of A-parameter, the theorem above says:
Theorem 4.4. Let σ ∈ Acusp(G˜(X)) and χ be a quadratic automorphic char-
acter. Let φ(σ) denote the A-parameter of σ with respect to ψ. Then
(1) If φ(σ) has a (χ, b)-factor, then LOψ,χ(σ) ≤ dimX − b+ 1.
(2) If LOψ,χ(σ) = 2j+1 < dimX+2, then φ(σ) cannot have a (χ, b)-factor
with b > dimX − 2j.
(3) If LOψ,χ(σ) = 2j + 1 > dimX + 2, then then φ(σ) cannot have a
(χ, b)-factor for any b.
5. Fourier coefficients of theta lift and periods
In this section we compute certain Fourier coefficients of theta lifts from
the metaplectic group G˜(X) to odd orthogonal groups and we derive some
vanishing and non-vanishing result of period integrals over Jacobi subgroups
of G(X).
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We define these subgroups first. Let Z be a non-degenerate symplectic
subspace of X and let L be a totally isotropic subspace of Z. Then G(Z)
is a sub-symplectic group of G(X). Let Q(Z, L) be the parabolic subgroup
of G(Z) that stabilisers L and J(Z, L) be the Jacobi subgroup that fixes L
element-wise. When L = 0, then J(Z, L) is just G(Z). We point out that the
need for Jacobi groups is special to the symplectic/metaplectic case due to the
lack of ‘odd symplectic group’. Compare with the unitary case[JW16, Sec. 5]
and the orthogonal case[GJS09]. In this section, Z (resp. Z ′, Z ′′) will always
be a non-degenerate symplectic subspace of X and L (resp. L′, L′′) will always
be an isotropic subspace of Z (resp. Z ′, Z ′′). Then we define distinction.
Definition 5.1. Let G be a reductive group and J be a subgroup of G. Let
σ be an automorphic representation of G. For f ∈ σ, if the period integral
(5.1)
∫
[J ]
f(g)dg.
is absolutely convergent and non-vanishing, we say that f is J-distinguished.
Assume that for all f ∈ σ, the period integral is absolutely convergent. If there
exists f ∈ σ such that f is J-distinguished, then we say σ is J-distinguished.
Let Y be an anisotropic quadratic space, so that it sits at the bottom of its
Witt tower. We can form the augmented quadratic spaces Yr analogously by
adjoining r-copies of split quadratic planes to Y . Let Θψ,X,Yr denote the space
of theta functions θψ,X,Yr(·, 1,Φ) for Φ running over SX,Yr(A). Then we have
the following that is derived from computation of Fourier coefficients of theta
lift of σ to various G(Yr).
Proposition 5.2. Let σ ∈ Acusp(G˜(X)) and let Y be an odd dimensional
anisotropic quadratic space. Assume that FOYψ (σ) = dimY + 2r0. Let Z be a
non-degenerate symplectic subspace of X and L a totally isotropic subspace of
Z. Let r be a non-negative integer. Then the following hold.
(1) If dimX − dimZ + dimL + r < r0, then σ ⊗ Θψ,X,Yr is not J(Z, L)-
distinguished.
(2) If dimX − dimZ + dimL = r0 and dimL = 0, 1, then σ ⊗ Θψ,X,Y is
J(Z, L)-distinguished for some choice of (Z, L).
Proof. This is the metaplectic analogue of [JW18, Proposition 3.2]. The period
integrals involved are the complex conjugates of
(5.2)
∫
[J(Z,L)]
φ(g)θψ,X,Yr(g, 1,Φ)dg
where φ ∈ σ and Φ ∈ SX,Yr(A). As both factors of the integrand are genuine
in G˜(X)(A), the product is a well-defined function of G(X)(A), which we can
16 CHENYAN WU
restrict to J(Z, L)(A). We note that the proof of [JW18, Proposition 3.2] in-
volves taking Fourier coefficients of automorphic forms (on orthogonal groups)
in the spaces of θYtψ,X(σ) for varying t and these Fourier coefficients can be writ-
ten as sums of integrals which have (5.2) as inner integrals. The proof there
also works for odd orthogonal groups.

We have a converse in the following form.
Proposition 5.3. Let σ ∈ Acusp(G˜(X)) and let Y be an odd dimensional
anisotropic quadratic space. Assume that σ ⊗ Θψ,X,Y is J(Z, L)-distinguished
for some choice of (Z, L) with dimL = 0, 1, but that it is not J(Z ′, L′)-
distinguished for all (Z ′, L′) with dimL′ = 0, 1 and dimZ ′−dimL′ > dimZ −
dimL. Then if we set r = dimX−dimZ+dimL, then FOYψ (σ) = dimY +2r.
We also have the implication.
Proposition 5.4. Let σ ∈ Acusp(G˜(X)) and let Y be an odd dimensional
anisotropic quadratic space. Assume that for some t > 0, σ ⊗ Θψ,X,Y is not
J(Z ′, L′)-distinguished for all (Z ′, L′) with dimL′ = 0, 1 and dimZ ′−dimL′ >
t. Then σ⊗Θψ,X,Y is not J(Z
′′, L′′)-distinguished for all (Z ′′, L′′) with dimZ ′′−
dimL′′ > t.
Both these Propositions can be proved in the same way as in [JW18].
6. Periods of Eisenstein series
In this section, to avoid clutter we write G for the F -rational points G(F )
of G etc. We also suppress the additive character ψ from notation. In this
section, again Z (resp. Z ′, Z ′′) will always be a non-degenerate symplectic
subspace of X and L (resp. L′, L′′) will always be an isotropic subspace of
Z (resp. Z ′, Z ′′).The periods considered in this section involve an Eisenstein
series and a theta function. They are supposed to run parallel to those in
Sec. 5 which involve a cuspidal automorphic form and a theta function.
Assume that Y is an anisotropic quadratic space of odd dimension. Let
Z be a non-degenerate sub-symplectic space of X . Let V be its orthogonal
complement in X so that X = V ⊥ Z. Form similarly the augmented space
Z1 = ℓ
+
1 ⊕ Z ⊕ ℓ
−
1 ⊂ X1. Then X1 = V ⊥ Z1. Let L be a totally isotropic
subspace of Z of dimension 0 or 1. Then the subgroup J(Z1, L) of G(Z1) is
defined to be the fixator of L element-wise. Via the natural embedding of
G(Z1) into G(X1), we regard J(Z1, L) as a subgroup of G(X1).
Then the period integrals we consider are of the form∫
[J(Z1,L)]
E(g, s, f)θψ,X1,Y (g, 1,Φ)dg
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for fs ∈ A1(s, χ, σ) and Φ ∈ SX1,Y (A). In fact, the integrals diverge in general,
but they can be regularised by using Arthur truncation[Art80, Art78] (See
also [MW95, I.2.13] which includes the metaplectic case). We write down
how Arthur truncation works in the present case. We follow closely Arthur’s
notation.
We continue to use our notation from Sec. 3. Note the Eisenstein series
is attached to a maximal parabolic subgroup Q1 of G(X1). In this case, aM1
is 1-dimensional and we identify it with R. For c ∈ R>0, set τˆ
c to be the
characteristic function of R>log c and set τˆc = 1R − τˆ
c. Then the truncated
Eisenstein series is
(6.1) ΛcE(g, s, f) = E(g, s, f)−
∑
γ∈Q1 \G(X1)
EQ1(γg, s, f)τˆ
c(H(γg))
where EQ1(·, s, f) is the constant term of E(·, s, f) along Q1. The summation
has only finitely many non-vanishing terms for each fixed g. The truncated
Eisenstein series is rapidly decreasing while the theta series is of moderate
growth. Thus if we replace the Eisenstein series with the truncated Eisenstein
series, we get a period integral that is absolutely convergent:
(6.2)
∫
[J(Z1,L)]
ΛcE(g, s, f)θψ,X1,Y (g, 1,Φ)dg.
We state our main theorems.
Theorem 6.1. Let σ ∈ Acusp(G˜) and let Y be an anisotropic quadratic space
of odd dimension. Assume that σ ⊗ Θψ,X,Y is J(Z, L)-distinguished for some
(Z, L) with dimL = 0 or 1, but it is not J(Z ′, L′)-distinguished for all (Z ′, L′)
such that dimL′ = 0, . . . , dimL+1 and dimZ ′−dimL′ > dimZ −dimL. Set
r = dimX − dimZ + dimL and s0 =
1
2
(dimX − (dimY + 2r) + 2). Then
E(g, s, f) has a pole at s = s0 for some choice of fs ∈ A1,ψ(s, χY , σ).
For a complex number s1, let Es1(g, fs) denote the residue of E(g, fs) at
s = s1. When s1 > 0, we consider the period integral
(6.3)
∫
[J(Z1,L)]
Es1(g, fs)θψ,X1,Y (g, 1,Φ)dg.
We have the following result.
Theorem 6.2. Adopt the same setup as Thm. 6.1. Assume further that s0 >
0. Then the following holds.
(1) s0 lies in P1,ψ(σ, χ) and it corresponds to a simple pole.
(2) Es0(g, fs)θψ,X1,Y (g, 1,Φ) is J(Z1, L)-distinguished for some choice of
fs ∈ Aψ,1(s, χY , σ) and Φ ∈ SX1,Y (A).
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(3) If 0 < s1 6= s0, then Es1(g, fs)θψ,X1,Y (g, 1,Φ) is not J(Z1, L)-distinguished
for any fs ∈ Aψ,1(s, χY , σ) and Φ ∈ SX1,Y (A).
(4) For (Z ′′, L′′) with dimL′′ = 0 or 1 such that dimZ ′′−dimL′′ > dimZ−
dimL, then for any s1 > 0, Es1(g, fs)θψ,X1,Y (g, 1,Φ) is not J(Z
′′
1 , L
′′)-
distinguished for any fs ∈ Aψ,1(s, χY , σ) and Φ ∈ SX1,Y (A).
Now we bring in the first occurrence index for σ. By Prop. 5.2, if FOYψ (σ) =
dimY +2r, then σ⊗Θψ,X,Y is J(Z, L) distinguished for some (Z, L) such that
dimX − dimZ + dimL = r and dimL ≡ r (mod 2) and it is not J(Z ′, L′)-
distinguished for any (Z ′, L′) such that dimX − dimZ ′+dimL′ < r or equiv-
alently dimZ ′ − dimL′ > dimZ − dimL. In other words the condition of
Thm. 6.1 is satisfied. We get:
Corollary 6.3. Let σ ∈ Acusp(G˜) and let Y be an anisotropic quadratic space
of odd dimension. Assume that FOYψ (σ) = dimY + 2r. Let s0 =
1
2
(dimX −
(dimY + 2r) + 2). Then E(g, s, f) has a pole at s = s0 for some choice of
fs ∈ A1,ψ(s, χY , σ). Assume further that s0 > 0. Then the following holds.
(1) s0 lies in P1,ψ(σ, χ) and it corresponds to a simple pole.
(2) Es0(g, fs)θψ,X1,Y (g, 1,Φ) is J(Z1, L)-distinguished for some choice of
fs ∈ Aψ,1(s, χY , σ) and Φ ∈ SX1,Y (A) where Z is some sub-symplectic
space of X and L is some isotropic subspace of Z such that dimX −
dimZ + dimL = r and dimL ≡ r (mod 2).
(3) If 0 < s1 6= s0, then Es1(g, fs)θψ,X1,Y (g, 1,Φ) is not J(Z1, L)-distinguished
for any fs ∈ Aψ,1(s, χY , σ) and Φ ∈ SX1,Y (A).
(4) For (Z ′′, L′′) with dimL′′ = 0 or 1 such that dimZ ′′−dimL′′ > dimZ−
dimL, then for any s1 > 0, Es1(g, fs)θψ,X1,Y (g, 1,Φ) is not J(Z
′′
1 , L
′′)-
distinguished for any fs ∈ Aψ,1(s, χY , σ) and Φ ∈ SX1,Y (A).
With these results on period integrals involving residue of Eisenstein series,
we can strengthen Thm. 4.2.
Theorem 6.4. Let σ ∈ Acusp(G˜(X)) and let s0 be the maximal element in
P1(χ, σ). Write s0 =
1
2
(dimX + 1)− j. Then
(1) j is an integer such that 1
4
(dimX − 2) ≤ j < 1
2
(dimX + 1).
(2) LOψ,χ(σ) = 2j + 1.
Proof. Part (1) is a restatement of Thm. 4.2 and we have also shown that
LOψ,χ(σ) ≤ 2j + 1 there. We just need to show the other inequality. Assume
that the lowest occurrence of σ is achieved in the Witt tower of Y . Thus
LOψ,χ(σ) = FO
Y
ψ (σ). We assume FO
Y
ψ (σ) = 2j
′ + 1. Then by Cor. 6.3,
1
2
(dimX− (2j′+1)+2) is a member of P1,ψ(σ, χ). Since s0 =
1
2
(dimX+1)−j
is the maximal member, we get 1
2
(dimX + 1)− j ≥ 1
2
(dimX − (2j′ + 1) + 2)
or j′ ≥ j. We have shown that LOψ,χ(σ) ≥ 2j + 1. 
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Now we proceed to prove the main theorems. We cut the period integral
(6.2) into several parts and evaluate each part. We proceed formally and
justify that each part is absolutely convergent for Re s and c large and that it
has meromorphic continuation to all s ∈ C at the end.
We have EQ1(γg, s, f) = fs(g) + M(w, s)fs(g) as continued meromorphic
functions in s where M(w, s) is the intertwining operator associated to the
longest Weyl element w in Q1(F ) \G(X1)(F )/Q1(F ). When Re(s) > ρQ1, we
get
ΛcE(g, s, f) =
∑
γ∈Q1 \G(X1)
fs(γg)τˆc(H(γg))−
∑
γ∈Q1 \G(X1)
M(w, s)fs(γg)τˆ
c(H(γg)).
The first summation is absolutely convergent for Re(s) > ρQ1 while the sec-
ond summation has only finitely non-vanishing terms for each fixed g. Both
summations have meromorphic continuation to the whole complex plane. Set
ξc,s(g) = fs(g)θX1,Y (g, 1,Φ)τˆc(H(g));
ξcs(g) = M(w, s)fs(g)θX1,Y (g, 1,Φ)τˆ
c(H(g))
and set
I(ξ) =
∫
[J(Z1,L)]
∑
γ∈Q1 \G(X1)
ξ(γg)dg
for ξ = ξc,s or ξ
c
s. Then the period integral we are concerned with is equal to∫
[J(Z1,L)]
ΛcE(g, s, f)θX1,Y (g, 1,Φ)dg = I(ξc,s)− I(ξ
c
s)
as long as the integrals defining the two terms on right hand side are absolutely
convergent.
Now we cut I(ξ) into several parts, we show the absolute convergence of
each term and compute their values.
The set Q1 \G(X1) corresponds to isotropic lines in X1:
Q1 \G(X1)↔ {Isotropic lines in X1}
γ ↔ ℓ−1 γ.
For an isotropic line ℓ ∈ X1, we write γℓ for an element in G(X1) such that
ℓ−1 γℓ = ℓ. We will exercise our freedom to choose γℓ as simple as possible.
First we consider the G(Z1)-orbits of Q1 \G(X1). If L is non-trivial, then
we will further consider the J(Z1, L)-orbits. Given an isotropic line in X1, we
pick a non-zero vector x on the line and write x = v + z according to the
decomposition X1 = V ⊥ Z1. There are three cases, so we define:
(1) Ω0,1 to be the set of (isotropic) lines in X1 whose projection to V is 0;
(2) Ω1,0 to be the set of (isotropic) lines in X1 whose projection to Z1 is 0;
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(3) Ω1,1 to be the set of (isotropic) lines in X1 whose projections to both
V and Z1 are non-zero.
Each set is stable under the action of G(Z1). The set Ω0,1 forms one G(Z1)-
orbit. We may take Fe−1 = ℓ
−
1 as the orbit representative. Its stabiliser in
G(Z1) is the parabolic subgroup Q(Z1, F e
−
1 ) that stabilises Fe
−
1 . The set Ω1,0
is acted on by G(Z1) trivially. A set of orbit representatives is (V − {0})/F
×
and for each representative the stabiliser is G(Z1). Finally consider the set
Ω1,1. A line F (v + z) in Ω1,1 is in the same G(Z1)-orbit as F (v + e
−
1 ). For
v1, v2 ∈ V −{0}, F (v1+e
−
1 ) and F (v2+e
−
1 ) are in the same orbit, if and only if
there exists γ ∈ G(Z1) and c ∈ F
× such that v1+e
−
1 γ = c(v2+e
−
1 ). Thus a set
of orbit representatives is F (v+ e−1 ) for v running over a set of representatives
of (V − {0})/F×. For each orbit representative, the stabiliser is J(Z1, F e
−
1 ).
Thus we cut the summation over Q1 \G(X1) in to three parts:
I(ξ) = IΩ0,1(ξ) + IΩ1,0(ξ) + IΩ1,1(ξ)
with
IΩ0,1(ξ) =
∫
[J(Z1,L)]
∑
δ∈Q(Z1,F e
−
1 ) \G(Z1)
ξ(δg)dg(6.4)
IΩ1,0(ξ) =
∫
[J(Z1,L)]
∑
v∈(V −{0})/F×
ξ(γFvg)dg
IΩ1,1(ξ) =
∫
[J(Z1,L)]
∑
δ∈J(Z1,F e
−
1 ) \G(Z1)
∑
v∈(V −{0})/F×
ξ(γF (v+e−1 )δg)dg.
Proposition 6.5. For ξ = ξc,s or ξ
c
s, the integrals IΩ0,1(ξ), IΩ1,0(ξ) and IΩ1,1(ξ)
are absolutely convergent for Re s and c large enough and that each has mero-
morphic continuation to the whole complex plane.
Proof. The whole Sec. 5 of [JW18] deals with bounds and convergence issues
for the symplectic group case. It carries over to the metaplectic case. Mero-
morphic continuation follows from computation in Sec. 7. 
Thus we are free to change order of summation and integral in evaluating
the integrals. After cutting up the period integral into 6 terms, we can prove
Thm. 6.1.
Proof of Thm. 6.1. First assume that dimL = 0. Then the non-distinction
conditions for groups ‘larger than’ G(Z) in the assumption of the theorem
mean that the conditions of Propositions 7.2 and 7.3 are satisfied. Thus the
propositions show that IΩ1,0(ξ) and IΩ1,1(ξ) vanish.
Assume thatM(w, s) does not have a pole at s = s0, then by (7.1), IΩ0,1(ξ
c
s)
does not have a pole at s = s0. By part (3) of Prop. 7.1, the assumption of
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distinction by G(Z) shows that IΩ0,1(ξc,s) has a pole at s = s0. This means
that ΛcE(g, s, f) and as a result E(g, s, f) has a pole at s = s0. We get a
contradiction. Thus M(w, s) must have a pole at s = s0, which implies that
E(g, s, f) has a pole at s = s0.
Next assume that dimL = 1. We note that in Sec. 7.2, IΩ0,1(ξ) is further cut
into 3 parts: JΩ0,1,1(ξ), JΩ0,1,2(ξ) and JΩ0,1,3(ξ) and that IΩ1,1(ξ) is further cut
into 3 parts: JΩ1,1,1(ξ), JΩ1,1,2(ξ) and JΩ1,1,3(ξ). The non-distinction conditions
for groups ‘larger than’ J(Z, L) in the assumption of the theorem mean that
the conditions of Propositions 7.4, 7.6, 7.7, 7.8, 7.9, 7.10 are satisfied. Thus
JΩ0,1,1(ξ), JΩ0,1,3(ξ), IΩ1,0(ξ), JΩ1,1,1(ξ), JΩ1,1,2(ξ) and JΩ1,1,3(ξ) all vanish. It
remains to consider JΩ0,1,2(ξ).
Assume thatM(w, s) does not have a pole at s = s0, then by (7.7), JΩ0,1,2(ξ
c
s)
does not have a pole at s = s0. By part (3) of Prop. 7.5, the assumption of
distinction by J(Z, L) shows that JΩ0,1,2(ξc,s) has a pole at s = s0. This means
that ΛcE(g, s, f) and as a result E(g, s, f) has a pole at s = s0. We get a
contradiction. Thus M(w, s) must have a pole at s = s0, which implies that
E(g, s, f) has a pole at s = s0. 
Proof of Thm. 6.2. Let s1 > 0. We show that the integral (6.3) is absolute
convergent and we then check if it is vanishing or not.
We take residue of the second term in (6.1) and set
θc(g) =
∑
Q1 \G(X1)
Es1,Q1(γg, fs)τˆ
c(H(γg))
=
∑
Q1 \G(X1)
ress=s1(M(w, s)fs(γg))τˆ
c(H(γg)).
Note that this is a finite sum for fixed g. Then the truncated residue is
ΛcEs1(g, fs) = Es1(g, fs)− θ
c(g).
The integral ∫
[J(Z1,L)]
θc(g)θX1,Y (g, 1,Φ)dg
is absolutely convergent when Re(s1) and c are large and has meromorphic
continuation to all s1 ∈ C by Prop. 6.5. It is equal to ress=s1 I(ξ
c
s). Thus∫
[J(Z1,L)]
Es1(g, fs)θX1,Y (g, 1,Φ)dg
=
∫
[J(Z1,L)]
(ΛcEs1(g, fs) + θ
c(g))θX1,Y (g, 1,Φ)dg
= ress=s1(I(ξc,s)− I(ξ
c
s)) + ress=s1 I(ξ
c
s)
= ress=s1 I(ξc,s)
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In addition, the first equality shows that (6.3) is absolutely convergent.
Now if s1 = s0, then by Prop. 7.1 for dimL = 0 and Prop. 7.5 for dimL = 1,
(6.3) is non-vanishing for some choice of data. If s1 6= s0 or if we integrate over
[J(Z ′′1 , L
′′)] with (Z ′′, L′′) ‘larger than’ (Z, L), again by Prop. 7.1 for dimL = 0
and Prop. 7.5 for dimL = 1, (6.3) always vanishes. 
7. Computation of integrals
Set r = dimX − dimZ + dimL and s0 = (dimX − (dimY + 2r) + 2)/2.
The goal of this section is to compute IΩ0,1(ξ), IΩ1,0(ξ) and IΩ1,1(ξ) defined in
(6.4).
7.1. Case dimL = 0. We note that since dimL = 0, J(Z1, L) is simply the
symplectic group G(Z1).
7.1.1. IΩ0,1(ξ). We collapse the integral and sum. We get
IΩ0,1(ξ) =
∫
Q(Z1,F e
−
1 )(F ) \G(Z1)(A)
ξ(g)dg
=
∫
KG(Z1)
∫
[Q(Z1,F e
−
1 )]
ξ(qk)dqdk
=
∫
KG(Z1)
∫
[G(Z1)]
∫
[GL1]
∫
[N(Z1,F e
−
1 )]
ξ(nm1(t)hk)|t|
−2ρ
Q(X1,Fe
−
1
)
A
dndtdhdk.
We note that ξ is the product of two genuine factors, so it is not genuine itself.
Let ξ = ξc,s. Then
ξ(nm1(t)hk) = fs(nm1(t)hk)θX1,Y (nm1(t)hk, 1,Φ)τˆc(H(nm1(t)hk))
= χY χψ(t)|t|
s+ρQ1
A
fs(hk)θX1,Y (nm1(t)hk, 1,Φ)τˆc(H(m1(t))).
We integrate over n ∈ [N(Z1, F e
−
1 )] first. The only term involving n is θX1,Y .
If we realise the Weil representation on the mixed model S((Y ⊗ ℓ+1 ⊕ (Y ⊗
X)+)(A)), then using explicit formula for Weil representation and noting that
Y is anisotropic we get∫
[N(Z1,F e
−
1 )]
θX1,Y (nm1(t)hk, 1,Φ)dn
=
∫
[Hom(ℓ+1 ,Z)]
∑
w∈(Y⊗X)+(F )
ωX1,Y (n(µ, 0)m1(t)hk, 1)Φ(0, w)dµ
=
∑
w∈(Y⊗X)+(F )
ωX1,Y (m1(t)hk, 1)Φ(0, w)
= χY χψ(t)|t|
dimY/2
A
θX,Y (h, 1,Φk).
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Here Φk(·)f = ωX1,Y (k, 1)Φ(0, ·) and for µ ∈ Hom(ℓ
+
1 , Z), n(µ, 0) denote the
unipotent element in N(Z1, F e
−
1 ) that is characterised by the condition that
the X-component of the image of e+1 under n(µ, 0) is µ(e
+
1 ). Next we integrate
over t ∈ [GL1]. More precisely, in the following expression, t should be viewed
as any element in the pre-image of t in G˜L1(A), but the choice does not matter.
Excluding terms not involving t, we get∫
[GL1]
χY χψ(t)|t|
s+ρQ1
A
χY χψ(t)|t|
dimY/2
A
τˆc(H(m1(t)))|t|
−2ρ
Q(X1,Fe
−
1
)
A
dt
= vol(F× \A1)
∫ c
0
ts−s0d×t.
For Re s > s0, we get
IΩ0,1(ξc,s) = vol(F
× \A1)
cs−s0
s− s0
∫
KG(Z1)
∫
[G(Z)]
fs(hk)θX,Y (h, 1,Φk)dhdk.
This expression provides a meromorphic continuation of IΩ0,1(ξ) as a function
in s.
Next let ξ = ξcs. The computation is analogous and we get for Re s > −s0,
(7.1)
IΩ0,1(ξ
c
s) = vol(F
× \A1)
c−s−s0
s+ s0
∫
KG(Z1)
∫
[G(Z)]
M(w, s)fs(hk)θX,Y (h, 1,Φk)dhdk.
With this computation, we get immediately the first two statements of the
next proposition:
Proposition 7.1. (1) If σ ⊗ ΘX,Y is not G(Z)-distinguished, then both
IΩ0,1(ξc,s) and IΩ0,1(ξ
c
s) vanish identically.
(2) IΩ0,1(ξc,s) does not have a pole at s 6= s0.
(3) If σ ⊗ΘX,Y is G(Z)-distinguished, then the residue
(7.2) vol(F× \A1)
∫
KG(Z1)
∫
[G(Z)]
fs(hk)θX,Y (h, 1,Φk)dhdk
of IΩ0,1(ξc,s) at s = s0 does not vanish for some choice of data.
Proof. The proof of (3) is similar to that in [JW18, Prop. 4.1]. We start with
some choice data such that∫
[G(Z)]
φ(h)θX,Y (h, 1,Ψ)dh 6= 0.
Then we can construct a section fs ∈ A1(s, χ, σ) that ‘extends’ φ and a
Schwartz function Φ ∈ S((Y ⊗ Fe+1 ⊕ (Y ⊗ X)
+)(A)) that ‘extends’ Ψ such
that (7.2) is non-vanishing. 
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7.1.2. IΩ1,0(ξ). For each v ∈ V − {0}, we look at the v-summand of IΩ1,0(ξ):
(7.3)
∫
[G(Z1)]
ξ(γFvg)dg.
Take v+ in V such that 〈v+, v〉V = 1. We take γFv to be the element
in G(X1)(F ) that is determined by e
+
1 ↔ v
+ and e−1 ↔ v on the span
of e+1 , e
−
1 , v
+, v and identity action on the orthogonal complement. Then
γFvG(Z1)γ
−1
Fv = G(Fv
+ ⊕ Z ⊕ Fv). Thus (7.3) is equal to∫
[G(Fv+⊕Z⊕Fv)]
ξ(gγFv)dg.
This is a period integral on σ ⊗ΘX,Y over the subgroup G(Fv
+⊕ Z ⊕ Fv) of
G(X).
Thus we get
Proposition 7.2. If σ ⊗ΘX,Y is not G(Z
′)-distinguished for all Z ′ ⊃ Z with
dimZ ′ = dimZ + 2, then IΩ1,0(ξ) vanishes for ξ = ξc,s and ξ
c
s.
7.1.3. IΩ1,1(ξ). We collapse the sum over δ and the integral to get∫
J(Z1,F e
−
1 )(F ) \G(Z1(A))
∑
v∈(V −{0})/F×
ξ(γF (v+e−1 )g)dg.
Using the Iwasawa decomposition we get that each v-term is equal to∫
KG(Z1)
∫
GL1(A)
∫
[J(Z1,F e
−
1 )]
ξ(γF (v+e−1 )gm1(t)k)|t|
−2ρ
Q(Z1,Fe
−
1
)
A
dgdtdk.
We take γF (v+e−1 ) to be the element that is given by e
+
1 7→ v
+, v+ 7→ e+1 − v
+,
v 7→ e−1 and e
−
1 7→ v + e
+
1 on the span of e
+
1 , e
−
1 , v
+, v and identity on the
orthogonal complement. Since γF (v+e−1 )J(Z1, F e
−
1 )γ
−1
F (v+e−1 )
= J(Fv+ ⊕ Z ⊕
Fv, Fv), we get the inner integral∫
[J(Fv+⊕Z⊕Fv,Fv)]
ξ(gm1(t)k)dg
which is a period integral on σ⊗ΘX,Y over the subgroup J(Fv
+⊕Z⊕Fv, Fv)
of G(X). Thus we get
Proposition 7.3. If σ ⊗ ΘX,Y is not J(Z
′, L′)-distinguished for all Z ′ ⊃ Z
with dimZ ′ = dimZ + 2 and L′ an isotropic line of Z ′ in the orthogonal
complement of Z, then IΩ1,1(ξ) vanishes for ξ = ξc,s and ξ
c
s.
7.2. Case dimL = 1.
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7.2.1. IΩ0,1(ξ). We consider the J(Z1, L)-orbits inQ(Z1, F e
−
1 ) \G(Z1) or equiv-
alently the set of isotropic lines in Z1. For an isotropic line ℓ in Z1, let δℓ denote
any element in G(Z1) such that Fe
−
1 δℓ = ℓ. There are three J(Z1, L)-orbits.
Let f−1 be any non-zero element in L and f
+
1 be an element in Z such that
〈f+1 , f
−
1 〉Z = 1. Write Z = Ff
+
1 ⊕W ⊕ Ff
−
1 and form the augmented space
W1. We note Z1 = Ff
+
1 ⊕W1 ⊕ Ff
−
1 . An isotropic line F (af
+
1 + w + bf
−
1 ) in
Z1 for a, b ∈ F and w ∈ W1 is in the same J(Z1, L)-orbit as
Ff+1 , if a 6= 0;
Fe−1 , if a = 0 and w 6= 0;
Ff−1 , if a = 0 and w = 0.
The stabiliser of Ff+1 in J(Z1, L) isG(W1) and we have StabJ(Z1,L) Ff
+
1 \ J(Z1, L)
∼=
N(Z1, L). To describe the stabiliser of Fe
−
1 , let NJ1 be the subgroup of
J(Z1, L) consisting of elements of the form

1 ∗ 0 0 0
1 0 0 0
I 0 0
1 ∗
1


with respect to the ‘basis’ f+1 , e
+
1 ,W, e
−
1 , f
−
1 and NJ2 to be the subgroup of
J(Z1, L) consisting of elements of the form

1 0 ∗ ∗ ∗
1 0 0 ∗
I 0 ∗
1 0
1

 .
Then the stabiliser of Fe−1 in J(Z1, L) is NJ2 ⋊ Q(W1, F e
−
1 ). For Ff
−
1 the
stabiliser is the full J(Z1, L). Thus IΩ0,1(ξ) is further split into three parts:
JΩ0,1,1(ξ) =
∫
[J(Z1,L)]
∑
η∈N(Z1,L)
ξ(δFf+1 ηg)dg;(7.4)
JΩ0,1,2(ξ) =
∫
[J(Z1,L)]
∑
η∈NJ2⋊Q(W1,F e
−
1 ) \ J(Z1,L)
ξ(ηg)dg;(7.5)
JΩ0,1,3(ξ) =
∫
[J(Z1,L)]
ξ(δFf−1 g)dg.(7.6)
Now we evaluate them one by one.
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We collapse the sum and integral and find that (7.4) is equal to∫
N(Z1,L)(A)
∫
[G(W1)]
ξ(δFf+1 gn)dgdn.
Consider the inner integral. We may pick δFf+1 to be the element that is
given by e+1 ↔ −f
−
1 and e
−
1 ↔ f
+
1 on the span of e
±
1 , f
±
1 and identity on the
orthogonal complement. Since δFf+1 G(W1)δ
−1
Ff+1
= G(Ff+1 ⊕W⊕Ff
−
1 ) = G(Z),
this inner integral is a period integral on σ⊗ΘX,Y over the subgroup G(Z) of
G(X). Thus we get
Proposition 7.4. If σ ⊗ΘX,Y is not G(Z)-distinguished, then JΩ0,1,1(ξ) van-
ishes for ξ = ξc,s and ξ
c
s.
We collapse the sum and integral and find that (7.5) is equal to∫
NJ1(A)
∫
[NJ2]
∫
Q(W1,F e
−
1 )(F ) \G(W1)(A)
ξ(n2n1g)dgdn2dn1.
Then using Iwasawa decomposition of G(W1)(A) we get∫
KG(W1)
∫
NJ1(A)
∫
[NJ2]
∫
[N(W1,F e
−
1 )]
∫
[G(W )]
∫
[GL1]
ξ(n2n1nm1(t)gk)
|t|
−2ρ
Q((W1,Fe
−
1
))
A
dtdgdndn2dn1dk
=
∫
KG(W1)
∫
NJ1(A)
∫
[NJ2]
∫
[N(W1,F e
−
1 )]
∫
[G(W )]
∫
[GL1]
ξ(nn2m1(t)gn1k)
|t|
−2ρ
Q((W1,Fe
−
1 ))
−1
A
dtdgdndn2dn1dk.
Now we collapse part of NJ2 and G(W ) to get J(Z, Ff
−
1 ). We get∫
KG(W1)
∫
NJ1(A)
∫
[N ′]
∫
[J(Z,f−1 )]
∫
[GL1]
ξ(n′m1(t)gn1k)|t|
−2ρ
Q((W1,Fe
−
1 ))
−1
A
dtdgdn′dk.
Note N ′ = N(Z1, F e
−
1 )∩N(Z1, F e
−
1 ⊕Ff
−
1 ) is formed out of the leftover part
of NJ2 and N(W1, F e
−
1 ).
Suppose that ξ = ξc,s. Then
ξ(n′m1(t)gn1k)
= fs(n
′m1(t)gn1k)θX1,Y (n
′m1(t)gn1k, 1,Φ)τˆc(H(n
′m1(t)gn1k))
= χY χψ(m1(t))|t|
s+ρQ1
A
fs(gn1k)θX1,Y (n
′m1(t)gn1k, 1,Φ)τˆc(H(m1(t)n1))
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The only term that involves n′ is θX1,Y (n
′m1(t)gn1k, 1,Φ). By explicit formula
of Weil representation, we get∫
[N ′]
θX1,Y (n
′m1(t)gn1k, 1,Φ)dn
′ = χY χψ(t)|t|
dimY/2
A
θX,Y (g, 1,Φn1k),
where Φn1k(·) = ωX1,Y (n1k, 1)Φ(0, ·). In total, the exponent of |t|A is
s+ ρQ1 + dimY/2− 2ρQ((W1,F e−1 )) − 1 = s− s0.
Thus JΩ0,1,1(ξc,s) is equal to∫
KG(W1)
∫
NJ1(A)
∫
[J(Z,L)]
fs(gnk)θX,Y (g, 1,Φnk)
∫
[GL1]
τˆc(H(m1(t)n1))|t|
s−s0
A
dtdgdndk
= vol(F× \A×)
∫
KG(W1)
∫
NJ1(A)
∫
[J(Z,L)]
fs(gnk)θX,Y (g, 1,Φnk)
(c/c(n))s−s0
s− s0
dgdndk,
where c(n) = exp(H(n)) where we note that H(n) ∈ aM1
∼= R.
Thus it can possibly have a pole only at s = s0 with residue
vol(F× \A×)
∫
KG(W1)
∫
NJ1(A)
∫
[J(Z,L)]
fs0(gnk)θX,Y (g, 1,Φnk)dgdndk.
Note that the innermost integral is a period integral on σ ⊗ ΘX,Y over the
subgroup J(Z, L) of G(X). Similarly we evaluate JΩ0,1,1(ξ
c
s) to get
vol(F× \A×)
∫
KG(W1)
∫
NJ1(A)
∫
[J(Z,L)]
M(w, s)fs(gnk)θX,Y (g, 1,Φnk)(7.7)
(c/c(n))−s−s0
s+ s0
dgdndk.
Thus we get parts (1) and (2) of the following
Proposition 7.5. (1) If σ⊗ΘX,Y is not J(Z, L)-distinguished, then JΩ0,1,2(ξ)
vanishes identically for ξ = ξc,s and ξ
c
s;
(2) JΩ0,1,2(ξ) does not have a pole at s 6= s0;
(3) If σ ⊗ΘX,Y is J(Z, L)-distinguished, then the residue
(7.8) vol(F× \A×)
∫
KG(W1)
∫
NJ1(A)
∫
[J(Z,L)]
fs0(gnk)θX,Y (g, 1,Φnk)dgdndk
of JΩ0,1,2(ξ) does not vanish for some choice of data.
Proof. For the proof of (3), it can be checked that we can extend the proof in
[JW18, Prop. 4.5] for the symplectic case to the metaplectic case. The proof
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there is quite technical due to the presence of integration over [NJ1] which is
a unipotent subgroup. We start with some choice data such that∫
[J(Z,L)]
φ(h)θX,Y (h, 1,Ψ)dh 6= 0.
Then we can construct a section fs ∈ A1(s, χ, σ) that ‘extends’ φ and a
Schwartz function Φ ∈ S(Y ⊗Fe+1 (A))⊗ˆSX,Y that ‘extends’ Ψ such that (7.8)
is non-vanishing. 
Finally we evaluate (7.6). We take δFf−1 to be the element that is given by
e+1 ↔ f
+
1 and e
−
1 ↔ f
−
1 on the span of e
±
1 , f
±
1 and identity on the orthogonal
complement. Then δFf−1 J(Z1, L)δ
−1
Ff−1
= J(Z1, F e
−
1 ). Thus (7.6) is equal to∫
[J(Z1,F e
−
1 )]
ξ(gδFf−1 ) =
∫
[N(Z1,F e
−
1 )]
∫
[G(Z)]
ξ(gnδFf−1 )
whose inner integral is a period integral on σ ⊗ ΘX,Y over [G(Z)]. Thus we
get:
Proposition 7.6. If σ ⊗ΘX,Y is not G(Z)-distinguished, then JΩ0,1,3(ξ) van-
ishes for ξc,s and ξ
c
s.
7.2.2. IΩ1,0(ξ). For each v ∈ V − {0}, fix v
+ ∈ V that is dual to v, i.e.,
〈v+, v〉 = 1. Then we take γFv that is determined by v
+ ↔ e+1 and v ↔ e
−
1
on the span of e+1 , e
−
1 , v
+, v and identity on the orthogonal complement. Since
γFvJ(Z1, L)γ
−1
Fv
∼= J(Fv+ ⊕ Z ⊕ Fv, L), IΩ1,0(ξ) is equal to∑
v∈(V −{0}/F×)
∫
[J(Fv+⊕Z⊕Fv,L)]
ξ(gγFv)dg
which is a sum of period integrals on σ ⊗ ΘX,Y over [J(Fv
+ ⊕ Z ⊕ Fv, L)].
Thus we get
Proposition 7.7. If σ ⊗ ΘX,Y is not J(Z
′, L)-distinguished for all Z ′ ⊃ Z
such that dimZ ′ = dimZ + 2, then IΩ1,0(ξ) vanishes for ξ = ξc,s and ξ
c
s.
7.2.3. IΩ1,1(ξ). We fix v ∈ V − {0} and consider each v-term∫
[J(Z1,L)]
∑
δ∈J(Z1,F e
−
1 ) \G(Z1)
ξ(γF (v+e−1 )δg)dg.
We note that J(Z1, F e
−
1 ) \G(Z1) parametrises the set of non-zero isotropic
vectors in Z1. We consider the J(Z1, L)-orbit on this set. The analysis is
similar to that in Sec. 7.2.1 where we considered isotropic lines in Z1. Again
we have L = Ff−1 and an element f
+
1 in Z such that 〈f
+
1 , f
−
1 〉Z = 1. We
write Z = Ff+1 ⊕ W ⊕ Ff
−
1 and form the augmented space W1. We note
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Z1 = Ff
+
1 ⊕W1 ⊕ Ff
−
1 . A non-zero isotropic vector af
+
1 + w + bf
−
1 in Z1 for
a, b ∈ F and w ∈ W1 is in the same J(Z1, L)-orbit as
af+1 , if a 6= 0;
e−1 , if a = 0 and w 6= 0;
bf−1 , if a = 0 and w = 0.
For a ∈ F×, the stabiliser of af+1 in J(Z1, L) is G(W1) and we have
StabJ(Z1,L) af
+
1 \ J(Z1, L)
∼= N(Z1, L).
Then the stabiliser of e−1 in J(Z1, L) is NJ2 ⋊ J(W1, F e
−
1 ), where we adopt
the same notation NJ1 and NJ2 as in Sec. 7.2.1. For b ∈ F
×, the stabiliser of
bf−1 in J(Z1, L) is J(Z1, L). Thus IΩ1,1(ξ) is further split into three parts:
JΩ1,1,1(ξ) =
∫
[J(Z1,L)]
∑
a∈F×
∑
η∈N(Z1,L)
ξ(γF (v+e−1 )δaf
+
1
ηg)dg;(7.9)
JΩ1,1,2(ξ) =
∫
[J(Z1,L)]
∑
η∈NJ2⋊J(W1,F e
−
1 ) \ J(Z1,L)
ξ(γF (v+e−1 )ηg)dg;(7.10)
JΩ1,1,3(ξ) =
∫
[J(Z1,L)]
∑
b∈F×
ξ(γF (v+e−1 )δbf
−
1
g)dg.(7.11)
We take the same γF (v+e−1 ) as in Sec. 7.1.3. We proceed to evaluate each
part.
For each a-term in JΩ1,1,1(ξ), we get∫
N(Z1,L)(A)
∫
[G(W1)]
ξ(γF (v+e−1 )δaf
+
1
gn)dgdn.
Since δaf+1 G(W1)δ
−1
af+1
= G(Z) and γF (v+e−1 ) commutes with G(Z), the inner
integral becomes ∫
[G(Z)]
ξ(gγF (v+e−1 )δaf
+
1
n)dg
which is a period integral on σ ⊗ΘX,Y over the subgroup G(Z) of G(X). We
get
Proposition 7.8. If σ ⊗ΘX,Y is not G(Z)-distinguished, then JΩ1,1,1(ξ) van-
ishes for ξ = ξc,s and ξ
c
s.
For JΩ1,1,2(ξ) we collapse the integral and the sum∫
NJ1(A)
∫
[NJ2]
∫
J(W1,F e
−
1 )(F ) \G(W1)(A)
ξ(γF (v+e−1 )n1n2g)dgdn2dn1
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Then using Iwasawa decomposition of G(W1)(A) we get∫
KG(W1)
∫
NJ1(A)
∫
[NJ2]
∫
[J(W1,F e
−
1 )]
∫
GL1(A)
ξ(γF (v+e−1 )n1n2gm1(t)k)dtdgdn2dn1dk
=
∫
KG(W1)
∫
NJ1(A)
∫
GL1(A)
∫
[J(Z1,F e
−
1 ⊕Ff
−
1 )]
ξ(γF (v+e−1 )n1gm1(t)k)dgdtdn1dk
=
∫
KG(W1)
∫
NJ1(A)
∫
GL1(A)
∫
[J(Z1,F e
−
1 ⊕Ff
−
1 )]
ξ(γF (v+e−1 )gn1m1(t)k)dgdtdn1dk.
Since γF (v+e−1 )J(Z1, F e
−
1 ⊕ Ff
−
1 )γ
−1
F (v+e−1 )
= J(Fv+ ⊕ Z ⊕ Fv, Ff−1 ⊕ Fv), the
innermost integral is equal to∫
[J(Fv+⊕Z⊕Fv,Ff−1 ⊕Fv)]
ξ(gγF (v+e−1 )n1m1(t)k)dg
which is a period integral on σ⊗ΘX,Y over J(Fv
+⊕Z⊕Fv, Ff−1 ⊕Fv). Thus
we get
Proposition 7.9. If σ⊗ΘX,Y is not J(Z
′, L′⊕L)-distinguished for any Z ′ ⊃ Z
such that dimZ ′ = dimZ+2 and L′ is an isotropic line of Z ′ in the orthogonal
complement of Z, then JΩ1,1,2(ξ) vanishes for ξ = ξc,s and ξ
c
s.
For each b-term in JΩ1,1,3(ξ), we take δbf−1 to be the element that is given
by e+1 ↔ f
+
1 and e
−
1 ↔ f
−
1 and identity on the orthogonal complement. We
evaluate ∫
[J(Z1,L)]
ξ(γF (v+e−1 )δbf
−
1
g)dg.
We have δbf−1 J(Z1, L)δ
−1
bf−1
= J(Z1, F e
−
1 ) and γF (v+e−1 )J(Z1, F e
−
1 )γ
−1
F (v+e−1 )
=
J(Fv+ ⊕ Z ⊕ Fv, Fv). Thus we get∫
[J(Fv+⊕Z⊕Fv,Fv)]
ξ(gγF (v+e−1 )δbf
−
1
)dg
which is a period integral on σ ⊗ΘX,Y over J(Fv
+ ⊕ Z ⊕ Fv, Fv). We get
Proposition 7.10. If σ ⊗ΘX,Y is not J(Z
′, L′)-distinguished for any Z ′ ⊃ Z
such that dimZ ′ = dimZ+2 and L′ is an isotropic line of Z ′ in the orthogonal
complement of Z, then JΩ1,1,3(ξ) vanishes for ξ = ξc,s and ξ
c
s.
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