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ALEXANDER INVARIANTS FOR VIRTUAL KNOTS
HANS U. BODEN, EMILY DIES, ANNE ISABEL GAUDREAU, ADAM GERLINGS, ERIC HARPER,
AND ANDREW J. NICAS
Abstract. Given a virtual knot K, we introduce a new group-valued invariant VGK
called the virtual knot group, and we use the elementary ideals of VGK to define invariants
of K called the virtual Alexander invariants. For instance, associated to the 0-th ideal is a
polynomial HK(s, t, q) in three variables which we call the virtual Alexander polynomial,
and we show that it is closely related to the generalized Alexander polynomial GK(s, t)
introduced in [40, 24, 42]. We define a natural normalization of the virtual Alexander
polynomial and show it satisfies a skein formula. We also introduce the twisted virtual
Alexander polynomial associated to a virtual knot K and a representation % : VGK →
GLn(R), and we define a normalization of the twisted virtual Alexander polynomial. As
applications we derive bounds on the virtual crossing numbers of virtual knots from the
virtual Alexander polynomial and twisted virtual Alexander polynomial.
Introduction
Given a virtual knot K, we define a finitely presented group, denoted VGK , which we call
the virtual knot group of K. Although the presentation of VGK depends on the diagram
of the virtual knot, we show that the group depends only on the virtual knot K. Thus
VGK is an invariant of the virtual knot K. The abelianization of VGK is Z3, the free
abelian group on three generators, and we study the Alexander invariant associated to the
surjection VGK → Z3. As an invariant of virtual knots, the Alexander invariant is quite
useful in that it gives an obstruction to K being classical. For instance, we define the virtual
Alexander polynomial HK(s, t, q) = ∆
0
K(s, t, q), and if K is a classical knot, then it follows
that HK(s, t, q) must vanish.
We establish a skein formula for the virtual Alexander polynomial and relate it to the
generalized Alexander polynomial GK(s, t), which was defined by Sawollek [40], Kauffman
and Radford [24], and Silver and Williams [42]. Proposition 3.8 and Corollary 4.8 show that
(i) GK(s, t) = HK(s, t, 1) up to units in Z[s±1, t±1], and (ii) HK(s, t, q) = GK(sq−1, tq) up
to units in Z[s±1, t±1, q±1], and it follows that the virtual Alexander polynomial HK(s, t, q)
determines the generalized Alexander polynomial GK(s, t) and vice versa.
The virtual polynomial HK(s, t, q) encodes information about the virtual crossing number
v(K), in particular the q-width ofHK(s, t, q) gives a lower bound on v(K). We give examples
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to show that the bound on v(K) obtained from HK(s, t, q) is sometimes stronger than the
bound obtained from the arrow polynomial of Dye and Kauffman [8, 4]. For a virtual knot
K expressed as the closure of a virtual braid β, the virtual Alexander invariant can be
computed in terms of the virtual Burau representation Ψ(β), and using this approach we
show how to define the normalized virtual Alexander polynomial ĤK(s, t, q). In Theorem
5.6, we show that the normalized invariant ĤK(s, t, q) gives even stronger bounds on the
virtual crossing number v(K), and we present several examples where one obtains sharp
results by applying this theorem.
Our approach to the virtual Alexander invariants is to define and compute them in terms
of the virtual knot group VGK , which is a new virtual knot invariant. Given any diagram
of a virtual knot K, one can write down a presentation for VGK in much the same way as
is done for the classical knot group GK . The generators of VGK are given by all the short
arcs of the diagram along with two auxiliary generators s and q. The generator s is used to
relate adjacent arcs across over-crossings and the generator q is used to relate adjacent arcs
across virtual crossings. In order to obtain invariance under the generalized Reidemeister
moves, it is necessary that the variables s and q commute.
Although one can use biquandles (or virtual quandles) to define Alexander invariants of
virtual knots (cf. [24] and [9]), there are several advantages to our approach. One is that
the virtual Alexander invariants can be computed using any presentation of the virtual knot
group VGK . Another is that it provides a common framework for Alexander invariants of
virtual knots and links, and one could use the same ideas to develop Alexander invariants
for many of the other group-valued invariants of virtual and welded knots (cf. [2]). Finally,
our approach can be also used to define twisted virtual Alexander invariants associated to
representations % : VGK → GLr(R) just as in the classical case.
Recall that twisted Alexander polynomials for knots in S3 were first introduced by Lin
[32] using free Seifert surfaces, and Wada then extended the definition to finitely presented
groups using the Fox differential calculus in [47]. The resulting construction produces
invariants of knots, links, and 3-manifolds that are remarkably strong and yet also highly
computable. For instance, the twisted Alexander polynomials have been shown to detect
the unknot and the unlink in [45, 12], and to detect fibered 3-manifolds in [1, 11]. The
twisted Alexander polynomials have been applied to study slice knots [26, 15], periodic
knots [16], and an interesting partial ordering on knots [30, 29, 17].
In Section 7, we extend the notion of twisted Alexander polynomials to virtual knots and
links, addressing a question posed in [6], and we show that the resulting invariants often
give stronger bounds on the virtual crossing number v(K), see Theorem 7.8. In Section
8, we show how to compute the twisted invariants in terms of braids by using the twisted
virtual Burau representation. In Section 9, we examine how the invariants change under the
virtual Markov moves and define a preferred normalization of the twisted virtual Alexander
polynomial that has less indeterminacy and gives an improved bound on the virtual crossing
number, see Theorem 9.5.
Jeremy Green has classified virtual knots up to four crossings, and in this paper we will
use his notation to refer to specific virtual knots in the table at [14].
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1. A brief introduction to virtual knots
In this section we give a quick introduction to the theory of virtual knots.
Virtual knot theory was first introduced by Kauffman in [23]. There are several equivalent
approaches, and we define an oriented virtual link to be an equivalence class of oriented
virtual link diagrams. A virtual link diagram is an immersion of one or several circles in
the plane with only double points, such that each double point is either classical (indicated
by over- and under-crossings) or virtual (indicated by a circle). An oriented virtual link
diagram is a virtual link diagram endowed with an orientation for each component, and two
virtual link diagrams are said to be equivalent if they can be related by planar isotopies and
a series of generalized Reidemeister moves (r1)–(r3) and (v1)–(v4) depicted in Figure 1. It
was proved in [13] that if two classical knot diagrams are equivalent under the generalized
Reidemeister moves, then they are equivalent under the classical Reidemeister moves, and
consequently this shows that the theory of classical knots embeds into the theory of virtual
knots.
r1 r2 r3
v1 v2 v3
v4
Figure 1. The generalized Reidemeister moves (r1)–(r3) and (v1)–(v4).
Virtual knots can also be described quite naturally as equivalence classes of Gauss dia-
grams. Given a knot K, its Gauss diagram consists of a circle, which represents points on
K, along with directed chords from each over-crossing of K to the corresponding under-
crossing. The chords are given a sign (±) according to whether the crossing is positive or
negative. The Reidemeister moves can be translated into moves between Gauss diagrams,
and in this way one can regard a classical knot as an equivalence class of Gauss diagrams.
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Every classical knot corresponds to some Gauss diagram, but not all Gauss diagrams are
associated with a classical knot. This deficiency disappears by passing to the larger cate-
gory of virtual knots, which admit the alternative definition as equivalence classes of Gauss
diagrams.
It is interesting that the Gauss diagram of a virtual knot does not explicitly indicate
where to draw the virtual crossings; they are just a by-product of attempting to draw the
virtual knot from its Gauss diagram. For this reason, it is often useful to ignore the virtual
crossings for the purpose of defining invariants and indeed many invariants of classical knots
can be extended to the virtual setting by means of this simple strategy. Notable examples
include the Jones polynomial and the knot group GK .
Virtual knots can be described geometrically as knots in thickened surfaces. Let Σg be
an oriented surface of genus g and set I = [0, 1], and consider a link L ⊂ Σg× I. A diagram
of L is obtained by projection onto a plane, keeping track of over- and under-crossings. In
the case g = 0, there is essentially no loss of information in projecting, and this corresponds
to the case of a classical link. However, if g ≥ 1, then projecting L from the thickened
surface to the plane may introduce additional self-intersections. These crossings correspond
to virtual crossings, and in this way one obtains a virtual knot diagram from the projection
of L to the plane.
In [5], the authors established a one-to-one correspondence between virtual links and
stable equivalence classes of projections of links onto compact, oriented surfaces. (We refer
the reader to [5] for the definition of stable equivalence.) Thus, the following result, which
is due to Kuperberg [31], provides a geometric interpretation of virtual knots and links in
terms of knots in thickened surfaces.
Theorem 1.1. Every stable equivalence class of links in thickened surfaces has a unique
irreducible representative.
Using Kuperberg’s theorem, we can define the genus g(K) for any virtual knot K to be
the genus of the surface of its unique irreducible representative. Obviously g(K) = 0 if
and only if K is classical. Another closely related invariant of virtual knots is its virtual
crossing number, which is defined as follows. Given a virtual knot or link diagram D,
let v(D) denote the number of virtual crossings of D. For a virtual knot or link K, the
virtual crossing number v(K) is defined to be the minimum of v(D) over all diagrams D
representing K. Clearly K is classical if and only if v(K) = 0. In general, we have the
inequality g(K) ≤ v(K).
f1 f2
Figure 2. The two forbidden moves (f1) and (f2).
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Two virtual knots or links are said to be welded equivalent if one can be obtained from
the other by generalized Reidemeister moves plus the first forbidden move (f1) depicted
in Figure 2. It was proved independently by Kanenobu and Nelson that by allowing both
forbidden moves (f1) and (f2), every virtual knot diagram can be shown to be equivalent to
the unknot [21, 35]. Allowing only the first forbidden move (f1), also called the forbidden
overpass, leads to a nontrivial theory. A welded knot is an equivalence class of virtual knot
diagrams under the moves (r1)–(r3), (v1)–(v4), and (f1). Given two virtual knots K1 and
K2, we write K1 ∼w K2 if K1 is welded equivalent to K2. In terms of Gauss diagrams, the
first forbidden move corresponds to exchanging two adjacent arrow feet without changing
their signs or arrowheads [34]. Therefore, a welded knot can also be viewed as an equivalence
class of Gauss diagrams. In [38], it is proved that two classical knots are welded equivalent if
and only if they are equivalent as classical knots, and this shows that the theory of classical
knots embeds into the theory of welded knots.
Many invariants in knot theory extend in a natural way to virtual knots, including the
Jones polynomial and the knot group GK . Since it is central to many of our later con-
structions, we review the definition of GK . Recall that for a classical knot K ⊂ R3, the
knot group GK = pi1(R3 rK,x0) is the fundamental group of the complement of the knot,
relative to some basepoint x0 ∈ R3. The Wirtinger presentation for GK , which depends on
a diagram of K, has one generator for each arc and one relation for each crossing, depending
on the sign of the crossing as indicated Figure 3.
x y
xyx−1
y x
x−1yx
Figure 3. Relations in the knot group GK at a classical crossing.
Even though virtual knots are not embeddings in R3, one can apply the same procedure
and associate to each virtual knot K an abstract group GK . The group GK has one
generator for each long arc, which is an arc that starts and ends at under-crossings, and one
relation for each classical crossing, just as in Figure 3. In this construction, one ignores the
virtual crossings of K. The resulting group, denoted GK , was first introduced by Kauffman
in [23], and it is given by the (upper) Wirtinger presentation. If one regards K as a knot
in the thickened surface Σg × I, then GK is the fundamental group of the complement of
K in Σg × I/ ∼, where x ∼ y for all x, y ∈ Σg × {0}; for a proof of this fact see [20,
Proposition 5.1] by N. Kamada and S. Kamada. Using an analogous construction, one can
define the lower Wirtinger presentation, and geometrically it is the fundamental group of
the complement of K in Σg × I/ ∼, where x ∼ y for all x, y ∈ Σg × {1}. It turns out that
the lower group is the knot group of the knot obtained from K by changing all the classical
crossings. For classical knots, the upper and lower presentations give the same group, but
for virtual knots this is no longer true. The first example of this was provided in [13].
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Example 1.2. If K is the knot depicted in Figure 4, then it has knot group GK ∼= Z.
This follows easily from the relation b = bab−1 at the first crossing. Since K is a nontrivial
virtual knot, this example shows that the knot group GK does not detect the unknot among
virtual knots. In the next section, we introduce the virtual knot group VGK and show it is
nontrivial for this knot.
a b
Figure 4. A virtual knot with trivial knot group.
The knot group does not change under applying the forbidden move (f1), and thus GK
is an invariant of the welded equivalence class of K. That the knot in Example 1.2 is
welded trivial can be seen quite easily by considering its Gauss diagram. This can also be
established by applying moves (r1)–(r3), (v1)–(v4) and (f1) to the virtual knot diagram in
Figure 4, see [39, Example 2.1].
2. The virtual knot group
In this section we define the virtual knot group VGK and show it is invariant under the
generalized Reidemeister moves. We note that several authors have studied other group-
valued invariants of virtual knots, and at the end of this section we present a commutative
diamond relating VGK to the extended group EGK of Silver and Williams [44] and the
quandle knot group QGK of Manturov [33] and Bardakov and Bellingeri [2]. Note that all
the groups surject to GK , and note further that although some authors refer to GK as the
“virtual knot group”, we shall reserve that terminology exclusively for VGK (cf. [41]).
Let K be a virtual knot or link represented by a virtual knot diagram. A short arc is
an arc that begins from one virtual or classical crossing and terminates at the next one. In
contrast to the classical knot group, short arcs terminate at under-crossings, over-crossings,
and virtual crossings. The virtual knot group VGK has one generator for each short arc,
along with two additional generators s and q, and it has two relations for each crossing,
depending on the sign of the crossing as indicated in Figure 5, along with the commutation
relation [s, q] = 1.
We will see that VGK is independent under the generalized Reidemeister moves, but
before doing that, we present a simple example illustrating how to compute VGK from a
diagram for K.
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x y
z w
z = xysx−1s−1
w = sxs−1
y x
w z
z = s−1x−1syx
w = s−1xs
x y
z w
z = q−1yq
w = qxq−1
Figure 5
Example 2.1. We compute the virtual knot group for the knot depicted in Figure 6. Labeling
the short arcs a, b, c, d, e, f as in Figure 6, we obtain the following presentation.
VGK = 〈a, b, c, d, e, f, s, q | [s, q] = 1, b = e−1ad, c = s−1bs, d = qcq−1,
e = s−1ds, f = c−1eb, a = q−1fq〉
= 〈a, b, s, q | [s, q] = 1, a = q−1s−1b−1qs−1bs2q−1bq,
b = qs−2b−1s2q−1aqs−1bsq−1〉,
= 〈b, s, q | [s, q] = 1, b = qs−2b−1sq−2b−1qs−1bs2q−1bq2s−1bsq−1〉.
This group is nontrivial and can be used to show that K is nontrivial as a virtual knot, see
Example 3.3.
a
b
cd
e
f
Figure 6. The virtual trefoil with labellings of the short arcs.
To verify that VGK is an invariant of virtual knots, begin by considering the knot diagram
of a virtual knot in a small neighborhood where the Reidemeister move is taking place.
Label arcs according to the definition of VGK , see Figure 5, and check to see that the knot
diagram gives the same set of generators and relations before and after the move. As an
example, we verify in Figure 7 that the mixed Reidemeister move (v4) holds. The arcs are
assumed to be oriented upwards in the figure, and note that the condition that s and q
commute is necessary for invariance of (v4). However, it’s worth mentioning that the moves
(r1)–(r3) and (v1)–(v3) are in fact invariant without this condition.
The virtual knot group VGK has many interesting quotients. By setting s = 1 = q, we
recover the classical knot group GK as defined in the previous section. One can also show
that after setting s = q, the forbidden move (f1) holds. Thus the quotient of VGK by the
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x y z
x′y′z′
x′ = q2xq−2
y′ = q−1sys−1q
z′ = q−1yzsy−1s−1q
x y z
x′y′z′
x′ = q2xq−2
y′ = sq−1yqs−1
z′ = q−1yzqsq−1y−1qs−1
Figure 7. Invariance of VGK under (v4).
normal subgroup generated by qs−1 is invariant under welded equivalence, and the welded
knot group is the quotient
WGK = VGK /〈〈qs−1〉〉,
where 〈〈 · 〉〉 denotes the normal closure.
Example 2.2. The trivial knot © has virtual and welded knot groups given by
VG© = 〈a, s, q | [s, q] = 1〉 ∼= Z ∗ Z2,
WG© = 〈a, s〉 ∼= Z ∗ Z.
We say that K has trivial virtual knot group if VGK ∼= Z∗Z2, and that it has trivial welded
knot group if WGK ∼= Z ∗ Z. There exist nontrivial virtual knots with trivial virtual knot
group, for example the Kishino knot depicted in Figure 8. (In [27], Kishino and Satoh use
the 3-strand bracket polynomial to show this knot is nontrivial.) Therefore VGK does not
detect the trivial knot among virtual knots. It can be shown that WGK ∼= GK ∗ Z. Hence
WGK and GK carry the same information about K. It is an open problem whether GK
(equivalently, WGK) detects the trivial knot among welded knots.
Figure 8. The Kishino knot has trivial virtual knot group, trivial Jones
polynomial, and trivial generalized Alexander polynomial.
We now explain the relationships between the virtual knot group VGK and various other
groups that arise in virtual knot theory. For instance, under setting q = 1 in VGK , one
ALEXANDER INVARIANTS FOR VIRTUAL KNOTS 9
obtains the extended group EGK , which was introduced by Silver and Williams in [44],
where it is denoted piK . This group is related to the Alexander group, which Silver and
Williams used to give a group-theoretic approach to the generalized Alexander polynomial,
see [42] and [43].
By setting s = 1 in VGK , one obtains the quandle knot group QGK , which was introduced
by Manturov [33] and by Bardakov and Bellingeri [2]. Finally, as we have already mentioned,
if one sets q = s in VGK , one obtains the welded knot group WGK . Each of these groups
has the classical knot group GK as a natural quotient, and the various relationships are
summarized by the commutative diagram below.
Note that if K is a classical knot or link, then none of the relations in the Wirtinger
presentation for VGK involve q. Thus, no information is lost in setting q = 1, and this
shows that VGK is determined by the extended group EGK . As we shall see in the next
section, the same is true at the level of Alexander invariants, namely that for a classical
knot or link K, the virtual Alexander invariants are determined by the classical Alexander
invariants.
VGK
QGK WGK EGK
GK
s = 1
q = s
q = 1
q = 1
s = 1
s = 1
A commutative diamond representing the natural surjections between the virtual,
quandle, welded, extended, and classical knot groups.
3. The virtual Alexander invariant
In this section, we introduce the virtual Alexander invariants of a virtual knotK, and they
are the Alexander invariants associated with the virtual knot group VGK . Our approach
is motivated by the case of classical knots, where one obtains powerful invariants of a knot
K by studying the elementary ideal theory of the knot group GK .
Given a virtual knot K, its virtual knot group VGK has abelianization Z3, and we use
s, t, q to denote the three generators. Let VG ′K and VG
′′
K be first and second commuta-
tor subgroups of VGK , and note that VG
′
K is the kernel of VGK → Z3. The quotient
VG ′K /VG
′′
K can be regarded as a module over the group-ring of Z3, which is isomorphic to
the ring of Laurent polynomials Z[s±1, t±1, q±1]. We set L = Z[s±1, t±1, q±1] and we refer
to the module associated to the abelianization VGK → Z3 as the virtual Alexander module.
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One can extract a number of invariants of the virtual knot K from its virtual Alexander
module. For instance, if M is any m × n presentation matrix for the virtual Alexander
module, then the `-th elementary ideals E` are defined as follows (see p. 101 of [7]). If
0 < n− ` ≤ m, we define E` to be the ideal of L generated by all (n− `)× (n− `) minors
of M , otherwise we set E` = 0 if n− ` > m and E` = L if n− ` ≤ 0. The elementary ideals
are independent of the presentation matrix M , and they can be used to define invariants of
the virtual knot K. However, the elementary ideals E` are not generally principal, and so
we shall instead consider `-th principal elementary ideals I`, which are defined to be the
smallest principal ideals containing E`. ThusI` is generated by the gcd of the (n−`)×(n−`)
minors of M . This is the basis for our definition of the virtual Alexander polynomial.
Definition 3.1. Given a virtual knot or link K, let ∆`K be the Laurent polynomial given
by the gcd of the (n − `) × (n − `) minors of M . It is a generator of the `-th principal
elementary ideal I`, and it is well-defined up to units in L , namely up to multiplication by
±sitjqk for i, j, k ∈ Z. We call ∆`K the `-th virtual Alexander polynomial of K. The virtual
Alexander polynomial ∆0K will often be denoted HK(s, t, q).
We adopt notation to suppress the inherent indeterminacy of the virtual Alexander poly-
nomial, namely we write HK(s, t, q) = f whenever f ∈ L is a Laurent polynomial such
that HK(s, t, q) = ±sitjqk · f for some i, j, k ∈ Z.
Remark 3.2. In Section 5 we will show that there is a normalization of the virtual Alexander
polynomial to make it well-defined up to multiplication by (st)i.
Example 3.3. Using the presentation for VGK from Example 2.1, one can easily compute
that the virtual Alexander polynomial for the virtual trefoil knot K is given by
HK(s, t, q) = s
−1 + q2s−2t+ qt2 − q2s−1t2 − t− qs−2
= s+ q2t+ qs2t2 − q2st2 − s2t− q
= (s− q)(1− st)(1− qt).
It is a basic fact that the elementary ideals are independent of the presentation matrix.
Given any presentation
(1) VGK = 〈a1, . . . an, s, q | r1, . . . , rn, [s, q]〉,
one obtains a presentation matrix for the virtual Alexander module VG ′K /VG
′′
K by taking
Fox derivatives of the relations in (1) with respect to the generators and substituting ai = t
for i = 1, . . . , n. The resulting matrix is an (n+ 2)× (n+ 1) matrix of Laurent polynomials
L which we will denote by M . The 0-th elementary ideal E0 is the ideal generated by
all (n + 1) × (n + 1) minors of M , and it is not necessarily principal. However, one can
nevertheless compute the virtual Alexander polynomial entirely in terms of the virtual
Alexander matrix A, which is the n× n Jacobian matrix
A =
(
∂ri
∂aj
∣∣∣∣
a1,...,an=t
)
of Fox derivatives of the relations ri with respect to the generators aj . We take a moment
to explain this rather delicate point here.
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The virtual Alexander matrix A appears in the upper left hand corner of the presentation
matrix M . To be specific, let
(
∂r
∂s
)
and
(
∂r
∂q
)
denote the column vectors of Fox derivates of
the relations r1, . . . , rn with respect to s and q, so
(
∂r
∂s
)
has i-th entry equal to ∂ri∂s
∣∣∣
a1,...,an=t
and
(
∂r
∂q
)
has i-th entry equal to ∂ri∂s
∣∣∣
a1,...,an=t
. Then
M =
[
A
(
∂r
∂s
) (
∂r
∂q
)
0 1− q s− 1
]
,
where the last row is obtained by Fox differentiation of the commutator [s, q].
Computing the (n+ 1)× (n+ 1) minors of M involves choosing one column to eliminate
and taking the determinant. If either of the last two columns is chosen, one obtains minors
equal to (s − 1) detA and (1 − q) detA, respectively. If any one of the other columns is
chosen, we claim that the resulting minor equals ±(t− 1) detA.
The fundamental identities [10, (2.3)] for the Fox derivatives of the relators ri are equa-
tions in the integral group-ring of the free group Fn+2 = 〈a1, . . . , an, s, q〉, namely
(2)
n∑
j=1
∂ri
∂aj
(aj − 1) + ∂ri
∂s
(s− 1) + ∂ri
∂q
(q − 1) = ri − 1, i = 1, . . . , n.
Let Aj denote the j-th column of A. The map ai 7→ t, s 7→ s and q 7→ q extends to a
ring homomorphism ZFn+2 → L . Applying this homomorphism to (2) yields the following
linear relation among the columns of M .
(3)
n∑
j=1
Aj(t− 1) +
(
∂r
∂s
)
(s− 1) +
(
∂r
∂q
)
(q − 1) = 0.
Let M̂k denote the result of removing the k-th column of M and let Âk denote the result
of removing the k-th column of A. Then
M̂k =
[
Âk
(
∂r
∂s
) (
∂r
∂q
)
0 1− q s− 1
]
.
We calculate the determinant of M̂k by expansion along its last row.
det M̂k = −(1− q) det
[
Âk
(
∂r
∂q
)]
+ (s− 1) det
[
Âk
(
∂r
∂s
)]
= det
[
Âk (s− 1)
(
∂r
∂s
)
+ (q − 1)
(
∂r
∂q
)]
= det
Âk n∑
j=1
(1− t)Aj
 by (3)
=
n∑
j=1
(1− t) det
[
Âk Aj
]
= (−1)n−k+1(t− 1) detA.
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This shows that E0 is generated by (s − 1) detA, (t − 1) detA, and (q − 1) detA. Since
the ring L = Z[s±1, t±1, q±1] of Laurent polynomials is a unique factorization domain,
it is also a gcd domain, and consequently the principal generator of I0 is the gcd of the
generators of E0, which in this case one can see directly equals detA. Thus it follows that
HK(s, t, q) = detA.
A similar argument shows that the higher Alexander invariants ∆`K are given by the gcd
of the (n− `)× (n− `) minors of A.
Since the virtual Alexander polynomial HK(s, t, q) is only well-defined up to multiplica-
tion by ±sitjqk, it is convenient to work with polynomials instead of Laurent polynomials,
so we will often write HK(s, t, q) without negative powers of s, t, q by multiplying through
by appropriate powers of s, t or q. We define the q-width of HK(s, t, q) to be the difference
between the maximal q-degree and the minimal q-degree.
The next result shows that the q-width of HK(s, t, q) gives a lower bound on the virtual
crossing number v(K) of K which is defined in the introduction.
Theorem 3.4. If K is a virtual knot or link and HK(s, t, q) is its virtual Alexander poly-
nomial, then
q-width HK(s, t, q) ≤ 2v(K).
Proof. Suppose D is a virtual knot diagram of K with v(D) = m. Then the virtual Alexan-
der matrix has 2m rows with a q or q−1 entry. It follows that detA has q-width at most
2m. 
We give some examples to illustrate the utility of the bound on v(K) coming from the
virtual Alexander polynomial. In section 7, we will show how to improve these bounds
using the twisted Alexander polynomial.
Example 3.5. Let K be the virtual knot depicted in Figure 9. An easy computation shows
that
HK(s, t, q) = (q
2 − s2)(t2q2 − 1)(st− 1).
Since HK(s, t, q) has q-width = 4, it follows that v(K) ≥ 2. Comparing to Figure 9, we
conclude that K has virtual crossing number 2.
Figure 9. The virtual knot 3.7 has v(K) = 2.
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Example 3.6. Let K be the virtual knot depicted in Figure 10. A straightforward compu-
tation shows that
HK(s, t, q) = −(q3t+ q2st+ q2 + 3qs+ s2)(tq − 1)(st− 1)(q − s).
Since HK(s, t, q) has q-width = 5, it follows that v(K) ≥ 3. Comparing to Figure 10, we
conclude that K has virtual crossing number 3.
Figure 10. The virtual knot 4.62 has v(K) = 3.
The arrow polynomial of Dye and Kauffman [8] also gives an effective lower bound on the
virtual crossing number v(K), see for instance [4]. The following examples shows that the
lower bound on v(K) from HK(s, t, q) sometimes gives an improvement over that obtained
from the arrow polynomial.
Example 3.7. According to [4], there are four virtual knots with 4 crossings having trivial
arrow polynomial. They are the knots 4.46, 4.72, 4.98, and 4.107. Both 4.72 and 4.98 have
HK(s, t, q) = 0, but for the other two virtual knots, we use the virtual Alexander polynomial
to get a lower bound on v(K).
For K = 4.46, one computes that
HK(s, t, q) = (q − s)(tq − 1)(st− 1)2
and has q-width = 2. It follows that v(K) ≥ 1. Thus v(K) = 1 or 2.
For K = 4.107, one computes that
HK(s, t, q) = (q
2 − s2)(t2q2 − 1)(st− 1)2
and has q-width = 4. It follows that v(K) ≥ 2. Thus v(K) = 2 or 3.
Next, we relate the virtual Alexander polynomial to the generalized Alexander polynomial
defined by Sawollek [40], Kauffman–Radford [24], and Silver–Williams [42, 43]. Consider
the presentation of VGK obtained from the virtual knot diagram of K. This presentation
has one meridional generator for each short arc and two relations for each crossing. The
Alexander matrix one obtains from this presentation coincides, after setting q = 1, with
the presentation matrix one gets from the Alexander biquandle. To see this, take the
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Figure 11. The virtual knots 4.46 (left) and 4.107 (right).
Fox derivatives of the relations coming from the right-handed crossing in Figure 5. Let
z = xysx−1s−1 and w = sxs−1, then
dw =
(
∂w
∂x
∣∣∣∣
x,y=t
)
x+
(
∂w
∂y
∣∣∣∣
x,y=t
)
y = sx
and
dz =
(
∂z
∂x
∣∣∣∣
x,y=t
)
x+
(
∂z
∂y
∣∣∣∣
x,y=t
)
y = (1− st)x+ ty.
Similar formulas hold for left-handed crossings, and the resulting equations are identical to
the ones coming from the Alexander biquandle, see [6, Definition 2.4].
The generalized Alexander polynomial GK(s, t) of a virtual knot or link is defined as the
determinant of the presentation matrix of the Alexander biquandle, and together with the
above observations, this immediately implies the following result.
Proposition 3.8. For any virtual knot or link K, the generalized Alexander polynomial is
determined by the virtual Alexander polynomial via the formula
GK(s, t) = HK(s, t, 1).
If K is a classical knot or link, then it follows that the virtual Alexander polynomial
vanishes. To see this, suppose K is a virtual knot with nonzero virtual Alexander polyno-
mial. Then Proposition 4.10 implies that HK(s, t, q) has nonzero q-width, and Theorem 3.4
applies to show that v(K) ≥ 1. Thus K is not classical.
For virtual knots or links K with trivial virtual Alexander polynomial, one can often use
the virtual Alexander invariant to conclude that K is not classical (cf. [44, Corollary 4.8]).
The idea is based on the observation that the virtual Alexander invariant of a classical knot
is determined from the classical Alexander invariant under replacing t by st. Thus, if K
is classical, then its k = 1 elementary ideal E1 must be principal with a generator that is
symmetric under s↔ s−1 and t↔ t−1.
The next example illustrates this point for the virtual knots 4.99 and 4.105 depicted in
Figure 12.
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Example 3.9. Using the short arcs labelled a and b in Figure 12, we determine labels for all
the other short arcs, and consequently we see can deduce presentations for the virtual knot
groups VGK with generators a, b, s, q.
For K1 = 4.99, we find that
VGK1 = 〈a, b, s, q | [s, q], absa−1s−1bsa−1s−2b−1s〉.
Notice that the variable q does not appear in the last two relations. Taking the Fox deriva-
tives, one can show that this knot has trivial virtual Alexander polynomial and that its
k = 1 elementary ideal is given by E1 = (1 − 2st). Although E1 is principal, the generator
is not symmetric, and it follows that 4.99 is not classical.
We claim that the virtual knot group splits as a free product, VGK1
∼= GK1 ∗ Z2. To see
this, cyclically permute the relations and make the substitutions x = sa, y = bs. The new
presentation of VGK1 is given by
VGK1 = 〈x, y, s, q | [s, q], xyx−1yx−1y−1〉
∼= 〈x, y | xyx−1yx−1y−1〉 ∗ 〈s, q | [s, q]〉.
It is a simple exercise to check the first presentation yields the knot group GK1 .
For K2 = 4.105, we find that
VGK2 = 〈a, b, s, q | [s, q], a−1s−2b−1a−1s−1bs2absa−1s−2b−1sabs,
s−1b−1a−1s−1bsa−1s−2b−1sabs2as−1b−1sa〉.
Notice that again the variable q does not appear in the last two relations. Taking the Fox
derivatives, one can show that this knot has trivial virtual Alexander polynomial and that
its k = 1 elementary ideal is given by E1 = (2 − 2st + s2t2). Although E1 is principal, the
generator is not symmetric, and it follows that 4.105 is not classical.
We claim that the virtual knot group splits as a free product, VGK2
∼= GK2 ∗ Z2. To see
this, substitute x = sa, y = bs. The new presentation of VGK2 is given by
VGK2 = 〈x, y, s, q | [s, q], x−1y−1x−1yxyx−1y−1xy, y−1x−1yx−1y−1xyxy−1x〉
∼= 〈x, y | x−1y−1x−1yxyx−1y−1xy, y−1x−1yx−1y−1xyxy−1x〉 ∗ 〈s, q | [s, q]〉.
We leave it as an exercise to check that the first presentation yields the knot group GK2 .
a b a b
Figure 12. The virtual knots 4.99 (left) and 4.105 (right).
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Remark 3.10. Both virtual knots in the previous example are almost classical. This means
that they possess diagrams that admit Alexander numberings (see [44, Definition 4.3]).
Alexander proved that every classical knot admits an Alexander numbering, thus every
classical knot is almost classical. Furthermore, since a classical knot can be realized by a
knot diagram without virtual crossings, it is evident that one can eliminate the variable q
from the Wirtinger relations of VGK . If the virtual knot K is almost classical, then by an
Alexander numbering argument, it can be shown that VGK ∼= GK ∗ Z2.
4. The virtual braid group and the virtual Burau representation
In this section, we introduce the virtual braid group and its Burau representation and
show that they are closely related to the Alexander polynomial of a virtual knot or link
obtained as a braid closure.
The virtual braid group on k strands, denoted VBk, is the group is generated by symbols
σ1, . . . , σk−1, τ1, . . . , τk−1 subject to the relations given below in (4), (5), (6). Here, σi
represents a classical crossing and τi represents a virtual crossing involving the i-th and
(i + 1)-th strands as in Figure 13. Virtual braids are drawn from top to bottom, and
the group operation is given by stacking the diagrams, and the closure of a virtual braid
represents a virtual link.
· · · · · ·
i+ 1i
σi
· · · · · ·
i+ 1i
σ−1i
· · · · · ·
i+ 1i
τi
Figure 13. Generators of VBk.
The relations in VBk are given by three families of relations, the first involve only classical
crossings σi and are the same as in classical braid group Bk, the second involve only virtual
crossings τi and are the same as in the permutation group Sk, and the third are the mixed
relations and involve both classical and virtual crossings:
(4)
σiσj = σjσi if |i− j| > 1,
σiσi+1σi = σi+1σiσi+1,
(5)
τiτj = τjτi if |i− j| > 1,
τiτi+1τi = τi+1τiτi+1,
τ2i = 1,
(6)
σiτj = τjσi if |i− j| > 1,
τiσi+1τi = τi+1σiτi+1.
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In Section 5, we will use Kamada’s generalization of the Markov theorem to give a natural
normalization for the virtual Alexander polynomial HK(s, t, q). This will be achieved by
interpreting the virtual Alexander invariant in terms of the virtual Burau representation,
introduced below in terms of a more general construction of the Magnus nonabelian 1-
cocycle.
The fundamental representation of VBk. Let Fk+2 = 〈x1, . . . , xk, s, q〉 and let
Aut(Fk+2 rel {s, q}) be the subgroup of Aut(Fk+2) consisting of those automorphisms of
Fk+2 that fix s and q. We view θ ∈ Aut(Fk+2) as acting on the right on Fk+2 so for θ1, θ2 ∈
Aut(Fk+2) the product θ1θ2 is left to right composition, that is, (w)(θ1θ2) = ((w)θ1) θ2.
For i = 1, . . . , k − 1, define automorphisms Φ(σi),Φ(σ−1i ) and Φ(τi) of Fk+2 fixing s and
q as follows. For j = 1, . . . , k,
(xj)Φ(σi) =

sxi+1s
−1 if j = i,
xi+1xi(sx
−1
i+1s
−1) if j = i+ 1,
xj otherwise,
(xj)Φ(σ
−1
i ) =

(s−1x−1i s)xi+1xi if j = i,
s−1xis if j = i+ 1,
xj otherwise,
(xj)Φ(τi) =

qxi+1q
−1 if j = i,
q−1xiq if j = i+ 1,
xj otherwise.
(7)
It is straightforward to show that this assignment of generators of VBk to automorphisms of
Fk+2 respects the relations (4), (5), and (6). Hence Φ extends to a representation Φ: VBk →
Aut(Fk+2 rel {s, q}) that we call the fundamental representation of the virtual braid group.
We will often suppress Φ and simply write xβi instead of (xi)Φ(β).
Notice that under the fundamental representation, a virtual braid β ∈ VBk acts on
x1, . . . , xk as depicted in Figure 14
· · ·
xβ1 x
β
k
β
· · ·
x1 xk
Figure 14. The braid automorphism β.
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Notice further that if K = β̂ is the closure of β ∈ VBk, then the virtual knot group VGK
admits the presentation
(8) 〈x1, . . . , xk, s, q | x1 = xβ1 , . . . , xk = xβk , [s, q] = 1〉.
For two virtual braids α, β ∈ VBk, the product αβ acts on x1, . . . , xk as depicted in
Figure 15.
· · ·
xαβ1 x
αβ
k
α
· · ·xβ1 xβk
β
· · ·
x1 xk
Figure 15. The composition αβ of two braid automorphisms.
The Magnus non-abelian 1-cocycle. Given a matrix A over ZFk+2 and θ ∈ Aut(Fk+2),
let Aθ be the matrix obtained by applying θ to each entry of A (note that an automorphism
of Fk+2 extends to an automorphism of ZFk+2 denoted by the same symbol).
For θ1, θ2 ∈ Aut(Fk+2 rel {s, q}), the Chain Rule for Fox derivatives [10, (2.6)] yields
(9)
∂
∂xj
(xθ1i )
θ2 =
k∑
`=1
(
∂(xθ1i )
∂x`
)θ2
∂(xθ2` )
∂xj
(note that ∂(s
θ2 )
∂xj
= ∂s∂xj = 0 and
∂(qθ2 )
∂xj
= ∂q∂xj = 0).
For θ ∈ Aut(Fk+2 rel {s, q}) define the Fox Jacobian of θ with respect to the variables
x1, . . . , xk to be the k × k matrix over ZFk+2 given by
D(θ) =
(
∂(xθi )
∂xj
)
.
It follows from (9) that
(10) D(θ1θ2) = D(θ1)
θ2 D(θ2).
(Recall that θ1θ2 denotes left to right composition.) Applying (10) in the case
θ1 = θ
−1
2 shows that D(θ) is invertible for any θ ∈ Aut(Fk+2 rel {s, q}). Hence the map
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D : Aut(Fk+2 rel {s, q}) → GLk(ZFk+2) is a (right) non-abelian 1-cocycle that we call the
Magnus non-abelian 1-cocycle.
The following properties of the Magnus non-abelian 1-cocycle are straightforward conse-
quences of (10).
Proposition 4.1. (i) D(β−1)β = D(β)−1 for any β ∈ Aut(Fk+2 rel {s, q}).
(ii) D(γβγ−1)γ = D(γ)β D(β)D(γ)−1 for all β, γ ∈ Aut(Fk+2 rel {s, q}).
The virtual Burau representation. Let L = Z[s±1, t±1, q±1] and let α : ZFk+2 → L
be the ring homomorphism determined by α(xi) = t, α(s) = s and α(q) = q. Let
α∗ : GLk(ZFk+2) → GLk(L ) be the change of rings homomorphism, that is, α∗ ((aij)) =
(α(aij)) for (aij) ∈ GLk(ZFk+2).
Definition 4.2. The virtual Burau representation is the map Ψ: VBk → GLk(L ) given
by Ψ(β) = α∗(D(Φ(β))) for β ∈ VBk.
The map Ψ: VBk → GLk(L ) is a homomorphism: For β, γ ∈ VBk,
Ψ(βγ) = α∗(D(Φ(βγ))) = α∗ (D(Φ(β)Φ(γ)))
= α∗
(
D(Φ(β))Φ(γ)D(Φ(γ))
)
by (10)
= α∗
(
D(Φ(β))Φ(γ)
)
α∗ (D(Φ(γ)))
For any w ∈ Fk+2, α(wγ) = α(w) and thus α∗
(
D(Φ(β))Φ(γ))
)
= α∗ (D(Φ(β))). It follows
that Ψ(βγ) = Ψ(β) Ψ(γ).
By direct calculation, the images of the generators σi, σ
−1
i , and τi under the virtual Burau
representation Ψ are given by the matrices
Ψ(σi) =

Ii−1 · · · 0
0 s
...
... t 1− st
0 · · · Ik−i−1
 ,
Ψ(σ−1i ) =

Ii−1 · · · 0
1− s−1t−1 t−1 ...
... s−1 0
0 · · · Ik−i−1
 ,
Ψ(τi) =

Ii−1 · · · 0
0 q
...
... q−1 0
0 · · · Ik−i−1

(11)
where Im is the m×m identity matrix.
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The twisted virtual Burau representation. Let R be a commutative ring and let
LR = R[s
±1, t±1, q±1] be the ring of Laurent polynomials over R. Let α : ZFk+2 → LR
be the ring homomorphism determined by α(xi) = t, α(s) = s and α(q) = q. Given any
representation % : Fk+2 → GLn(R), let %˜ = %⊗α : ZFk+2 → GLn(LR). For any k×k matrix
A = (aij) over ZFk+2, let %˜∗(A) be the block matrix obtained by replacing aij by %˜(aij).
We view %˜∗(A) as a nk × nk matrix over LR. This construction yields a homomorphism
%˜∗ : GLk(ZFk+2)→ GLnk(LR).
Definition 4.3. The %-twisted virtual Burau representation is the map
Ψ% : VBk −→ GLnk(LR)
given by Ψ%(β) = %˜∗ (D(Φ(β))) for β ∈ VBk.
In general, Ψ% is not a homomorphism of groups but rather has property (12) below.
In the special case % is the trivial representation, we recover the (untwisted) virtual Burau
representation Ψ.
If θ is an automorphism of Fk+2 then the composite Fk+2
θ→ Fk+2 %→ GLn(R) is also
a representation that we denote by θ∗%. In the case of an automorphism of the form
Φ(β), where β ∈ VBk, we abbreviate Φ(β)∗% by β∗%. Note that β˜∗% = β∗%˜. Since we
view automorphisms of Fk+2 as acting on the right, for β, γ ∈ VBk our convention gives
(βγ)∗% = β∗(γ∗%).
It follows from (10) that the map Ψ% has the property
(12) Ψ%(βγ) = Ψγ∗%(β) Ψ%(γ).
Iterating (12) yields
(13) Ψ% (a1a2 · · · am) = Ψ(a2···am)∗% (a1) Ψ(a3···am)∗% (a2) · · ·Ψ% (am) .
As a consequence of Proposition 4.1(ii), for β, γ ∈ VBk we have
(14) Ψγ∗%(γβγ
−1) = Ψβ∗%(γ) Ψ%(β) Ψ%(γ)
−1.
The virtual Alexander invariants via braids. We now explain the relationship between
the virtual Burau representation of β ∈ VBk and the Alexander polynomial HK(s, t, q) of
the closure K = β̂. We will use this relationship to derive some interesting properties of
HK(s, t, q).
Theorem 4.4. Suppose β ∈ VBk is a virtual braid and K = β̂ is the virtual knot or link
obtained from its closure. Then the `-th virtual Alexander polynomial ∆`K is given by the
gcd of the (k−`)×(k−`) minors of the matrix Ψ(β)−Ik. In particular, the virtual Alexander
polynomial is determined by the virtual Burau representation via the formula
HK(s, t, q) = det (Ψ(β)− Ik) .
Proof. Label the braid strands x1 . . . , xk and observe that labelling of braid strands accord-
ing to the automorphisms given by σi, σ
−1
i , and τi is consistent with labelling according to
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the relations of VGK . As we use right automorphisms, the braid β1β2 corresponds to the
left-to-right composition of automorphisms. The result is obtained by taking Fox derivatives
of the relations in the presentation for VGK in (8). 
The next result, first proved by Bartholomew and Fenn [3, Theorem 7.1] (the case of
the “Alexander switch”), will be used to show that the generalized Alexander polynomial
determines the virtual Alexander polynomial.
Theorem 4.5. If K is a virtual knot or link, then the virtual Alexander polynomial satisfies
HK(s, t, q) = HK(sq
−1, tq, 1).
Remark 4.6. Using the above identity and writing HK(s, t, q) =
∑
ijk aijks
itjqk, it follows
that aijk = 0 unless i+ k = j. Thus, it follows that the virtual Alexander polynomial also
satisfies
HK(s, t, q) = HK(1, st, qs
−1) = HK(st, 1, qt).
Proof. Let β ∈ VBk be a virtual braid such that K = β̂. Write β as a product of generators
β = θ1 · · · θm, where θj ∈ {σ±1i , τi | 1 ≤ i ≤ k − 1}. By Theorem 4.4, HK(s, t, q) =
det (Ψ(β)− Ik) = det (Ψ(θ1) · · ·Ψ(θm)− Ik). Let C∗ denote the multiplicative group of
non-zero complex numbers. A k × k matrix A over Z[s±1, t±1, q±1] can be regarded as
function from (C∗)3 to k×k matrices over C via evaluation at the variables s, t, q and, when
viewed as such, we write A(s, t, q). Consider the diagonal k × k matrix
Λ =

1 0
q
. . .
0 qk−1
 .
A straightforward calculation yields:(
ΛΨ(σ±1i )Λ
−1) (s, t, q) = Ψ(σ±1i )(sq−1, tq, 1) and(
ΛΨ(τi)Λ
−1) (s, t, q) = Ψ(τi)(1, 1, 1) = Ψ(τi)(sq−1, tq, 1).
For the last equality, note that Ψ(τi)(s, t, q) is independent of s and t. Hence
HK(s, t, q) = det (Ψ(θ1) · · ·Ψ(θm)− In) = det
(
Λ (Ψ(θ1) · · ·Ψ(θm)− Ik) Λ−1
)
= det
(
ΛΨ(θ1)Λ
−1 · · ·ΛΨ(θm)Λ−1 − Ik
)
= HK(sq
−1, tq, 1).

Theorem 4.7. If K is a virtual knot or link, then the higher virtual Alexander invariants
satisfy ∆`K(s, t, q) = ∆
`
K(sq
−1, tq, 1) for all 0 ≤ ` < k.
By the same reasoning as in Remark 4.6, it follows that the higher virtual Alexander
invariants also satisfy ∆`K(s, t, q) = ∆
`
K(1, ts, qs
−1) = ∆`K(st, 1, qt) for all 0 ≤ ` < k.
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Proof. We make use of the proof of Theorem 4.5 and the notation used there. Let A =
Ψ(β) − Ik. Recall that
(
ΛAΛ−1
)
(s, t, q) = A(sq−1, tq, 1). For an k × k matrix B and an
integer 0 ≤ ` < k, let E`(B) denote the ideal generated by the (k − `) × (k − `) minors of
B, and let I`(B) denote the smallest principal ideal containing E`(B).
By [36, Theorem 2, §1.4 ], E`(A) = E`
(
ΛAΛ−1
)
and hence E` (A) = E`
(
A(sq−1, tq, 1)
)
(the right side of the last equality having the obvious meaning). It follows that we can
choose generators f1, . . . , fm of E`(A) satisfying fi(s, t, q) = fi(sq
−1, tq, 1) for 1 ≤ i ≤ m.
The higher Alexander invariant ∆`K is given as the greatest common divisor of the set
of generators of E`, and it is well-defined up to units in the ring of Laurent polynomials.
Thus, we have ∆`K = gcd(f1, . . . , fm).
Since any irreducible factor in Z[s±1, t±1, q±1] of a polynomial of the form f(sq−1, tq) also
has this form, it follows that ∆`K satisfies the condition ∆
`
K(s, t, q) = ∆
`
K(sq
−1, tq, 1). 
The following corollary is a direct consequence of Proposition 3.8 and Theorem 4.5.
Corollary 4.8. For any virtual knot or link K, the virtual Alexander polynomial is deter-
mined by the generalized Alexander polynomial via the formula
HK(s, t, q) = GK(sq
−1, tq).
Lemma 4.9. Let K be a virtual knot or link. Then HK(s, t, 1) is divisible by 1− s.
Proof. Let A be an Alexander matrix for K and let A1, . . . , An be the columns of A. Let B
be the matrix obtained by replacing the first column of A with the left side of the relation
(3). Then det(B) = 0 and the linearity of the determinant as a function of the first column
yields the identity
det(A)(t− 1) + det(A′)(s− 1) + det(A′′)(q − 1) = 0,
where A′ is obtained from A by replacing its first column with
(
∂r
∂s
)
and A′′ is obtained
from A by replacing its first column with
(
∂r
∂q
)
. Evaluating at q = 1 gives
HK(s, t, 1)(t− 1) = det(A′)
∣∣
q=1
(1− s),
and so HK(s, t, 1) is divisible by 1− s. 
The next proposition shows that HK(s, t, q) is always divisible by (q − s)(1− qt)(1− st)
if K is a virtual knot.
Proposition 4.10. (i) If K is a virtual knot or link then HK(s, t, q) is divisible by
q − s.
(ii) If K is a virtual knot or link then HK(s, t, q) is divisible by 1− tq.
(iii) If K is a virtual knot then HK(s, t, q) is divisible by 1− st.
Proof. Firstly, (i) is an immediate consequence of combining Theorem 4.5 and Lemma 4.9.
ALEXANDER INVARIANTS FOR VIRTUAL KNOTS 23
Secondly, by direct calculation, we see that for 1 ≤ i ≤ k − 1,
[tk−1, · · · , t, 1] Ψ(σi)(s, t, t−1) = [tk−1, · · · , t, 1] and
[tk−1, · · · , t, 1] Ψ(τi)(s, t, t−1) = [tk−1, · · · , t, 1].
Writing a given virtual braid β ∈ VBk as a word in the generators σi, τi, it follows that
[tk−1, · · · , t, 1] is always a left eigenvector of Ψ(β)(s, t, t−1) with eigenvalue λ = 1.
If K is a virtual knot or link, and β ∈ VBk is a braid with closure β̂ = K, then
HK(s, t, t
−1) = det
(
Ψ(β)(s, t, t−1)− Ik
)
= 0 by Theorem 4.4. Thus 1 − qt is a factor of
HK(s, t, q), and this shows (ii).
a b
q−1s−1 · b qs−1 · a
c s2 · c
a b
q−1s1 · b qs−1 · a
c s2 · c
a b
q−1s−1 · b qs−1 · a
c s2 · c
a b
q−1s−1 · b qs−1 · a
c s2 · c
Figure 16. Invariance of HK(s, s
−1, q) under (f1) and (f2).
Thirdly, notice that HK(s, t, q) is invariant under (f1) and (f2), the first and second
forbidden moves, upon setting t = s−1. This can be seen using the diagrammatic argument
depicted in Figure 16. From this it follows that HK(s, s
−1, q) = 0 for any virtual knot K,
because virtual knots can unknotted using (f1) and (f2) (see [21, 35]). Thus if K is a
virtual knot, then 1 − st is a factor of HK(s, t, q), and this gives (iii). Note that the same
argument does not hold for virtual links, as it is not generally true that virtual links can be
trivialized using (f1) and (f2). (In [37], Okabayashi gives a classification of virtual links
up to forbidden moves.) 
5. A normalization for the virtual Alexander polynomial
In this section, we give a natural normalization for the virtual Alexander polynomial
HK(s, t, q) that is well defined up to multiplication by (st)
i. This is achieved by interpreting
the virtual Alexander polynomial in terms of the virtual Burau representation (see Theorem
4.4). Key ingredients of the proof are the results of Kamada in [19, 22] giving virtual
analogues of the Alexander and Markov theorems. The virtual Alexander theorem states
that every virtual link is obtained as the closure of a virtual braid. The virtual Markov
theorem, recalled below, gives necessary and sufficient conditions for two virtual braids
β ∈ VBk and β′ ∈ VBk′ to represent the same virtual link.
Theorem 5.1 (Kamada [19]). Two virtual braids have equivalent closures as virtual links
if and only if they are related to each other by a sequence of the following VM1, VM2 and
VM3 moves:
VM1: a conjugation in the virtual braid group,
VM2: a positive, negative, or virtual right stabilization, and their inverse operations,
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· · ·
1 k
β
· · ·
· · ·
1 k k + 1
β
· · ·
· · ·
1 k k + 1
β
· · ·
· · ·
1 k k + 1
β
· · ·
Figure 17. The right stabilization moves: positive, negative, virtual types.
· · ·
α
· · ·
β
· · ·
· · ·
α
· · ·
β
· · ·
· · ·
α
· · ·
β
· · ·
· · ·
α
· · ·
β
· · ·
Figure 18. The right and left virtual exchange moves.
VM3: a right or left virtual exchange move.
Kamada showed that, unlike in the classical case, a virtual exchange move is not a
consequence of the other moves, see [18].
Let L = Z[s±1, t±1, q±1]. We use the virtual Burau representation Ψ: VBk → GLk(L )
(Definition 4.2) to define an invariant Hβ(s, t, q) of a virtual braid β ∈ VBk via the formula
Hβ(s, t, q) = det (Ψ(β) − Ik) .
Note that Theorem 4.4 implies that if K = β̂ is the closure of β then HK(s, t, q) = Hβ(s, t, q)
up to units in L .
The normalized virtual Alexander polynomial is obtained by studying the effect of the
virtual Markov moves on Hβ(s, t, q).
We show that Hβ is invariant under a VM1 move. For γ ∈ VBk,
Hγβγ−1(s, t, q) = det
(
Ψ(γβγ−1) − Ik
)
= det
(
Ψ(γ)Ψ(β)Ψ(γ)−1 − Ik
)
= det (Ψ(β) − Ik) = Hβ(s, t, q).
Next, we examine how Hβ changes under a VM2 move.
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There is a natural injective stabilization homomorphism µk : VBk ↪→ VBk+1 given by
taking the generators σi, τi, 1 ≤ i ≤ k−1, of VBk to the generators designated by the same
symbols in VBk+1. We write β for µk(β) when the meaning is clear from the context.
Proposition 5.2. Let β ∈ VBk. If β′ is obtained from β by a right stabilization move of
virtual type or of positive type then Hβ′(s, t, q) = −Hβ(s, t, q). If β′ is obtained from β by a
right stabilization move of negative type then Hβ′(s, t, q) = −(st)Hβ(s, t, q).
Proof. Let Ψ: VBk → GLk(L ) and Ψ′ : VBk+1 → GLk+1(L ) be the virtual Burau repre-
sentations, and set A = Ψ(β) and A′ = Ψ′(β′). We consider separately the case of a virtual,
positive, and negative stabilization.
Virtual stabilization. We have β′ = βτk. Thus, the matrices A and A′ are related by:
A′ = Ψ′(βτk) = Ψ′(β)Ψ′(τk) =
[
A 0
0 1
]Ik−1 · · · 0... 0 q
0 q−1 0
 .
Let Ak denote the k-th column of A and let E be the elementary matrix
E =
Ik−1 · · · 0... 1 0
0 q−1 1
 .
Observe that (
A′ − Ik+1
)
E =
[
A− Ik Akq
0 −1
]
.
Since det(E) = 1, It follows that
Hβ′(s, t, q) = det
(
A′ − Ik+1
)
= det
((
A′ − Ik+1
)
E
)
= det
([
A− Ik Akq
0 −1
])
= −det (A− Ik) = −Hβ(s, t, q).
Positive stabilization. We have β′ = βσ−1k . Thus the matrices A and A
′ are related by:
A′ = Ψ′(βσ−1k ) = Ψ
′(β)Ψ′(σ−1k ) =
[
A 0
0 1
]Ik−1 · · · 0... 1− s−1t−1 t−1
0 s−1 0
 .
Let Ak denote the k-th column of A and let E be the elementary matrix
E =
Ik−1 · · · 0... 1 0
0 s−1 1
 .
Observe that (
A′ − Ik+1
)
E =
[
A− Ik Akt−1
0 −1
]
.
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Since det(E) = 1, it follows that
Hβ′(s, t, q) = det
(
A′ − Ik+1
)
= det
((
A′ − Ik+1
)
E
)
= det
([
A− Ik Akt−1
0 −1
])
= −det (A− Ik) = −Hβ(s, t, q).
Negative stabilization. We have β′ = βσk. Thus, the matrices A and A′ are related by:
A′ = Ψ′(βσk) = Ψ′(β)Ψ′(σk) =
[
A 0
0 1
]Ik−1 · · · 0... 0 s
0 t 1− st
 .
Let Ak denote the k-th column of A and let E be the elementary matrix
E =
Ik−1 · · · 0... 1 0
0 s−1 1
 .
Observe that (
A′ − Ik+1
)
E =
[
A− Ik Aks
0 −st
]
.
Since det(E) = 1, it follows that
Hβ′(s, t, q) = det
(
A′ − Ik+1
)
= det
((
A′ − Ik+1
)
E
)
= det
([
A− Ik Aks
0 −st
])
= −(st) det (A− Ik) = −(st)Hβ(s, t, q).

Next, we show that Hβ is unchanged by a VM3 move.
Proposition 5.3. Let β1 ∈ VBk+1. If β2 is obtained from β1 by a right or a left exchange
move then Hβ1(s, t, q) = Hβ2(s, t, q).
Proof. For α and β as in Figure 18, let A = Ψ(α) and B = Ψ(β) (these are k× k matrices).
We consider separately the cases of right and left virtual exchange moves.
Right virtual exchange move. Let
A′ =
[
A 0
0 1
]
, B′ =
[
B 0
0 1
]
,
P =
Ik−1 · · · 0... 0 s
0 t 1− st
 , Q =
Ik−1 · · · 0... 0 q
0 q−1 0
 ,
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E =
Ik−1 · · · 0... 1 0
0 −t+ s−1 t
 , F1 = [Ik 0
0 t
]
, F2 =
[
Ik 0
0 q
]
.
Since β1 = ασkβσ
−1
k and β2 = ατkβτk, we have
Hβ1 = det
(
A′PB′P−1 − Ik+1
)
and Hβ2 = det
(
A′QB′Q− Ik+1
)
.
Consider the matrices
M1 = F
−1
1
(
A′PB′P−1 − Ik+1
)
E and M2 = F2
(
A′QB′Q− Ik+1
)
F−12 .
Since det(E) = t = det(F1), it follows that det(M1) = Hβ1 . Also, det(M2) = Hβ2 .
Claim: M1 = M2.
Let Ak and Bk denote the k-th column of A and B, respectively, and let Âk and B̂k be the
k × (k − 1) matrices obtained by removing the k-th column from A and B, respectively.
One easily finds that
(
F−11 A
′)P = [A 0
0 t−1
]Ik−1 · · · 0... 0 s
0 t 1− st
 = [Âk 0 Ak s
0 1 t−1 − s
]
and
B′
(
P−1E
)
=
[
B 0
0 1
]Ik−1 · · · 0... 0 1
0 s−1 0
 = [B̂k 0 Bk
0 s−1 0
]
.
It follows that
M1 = F
−1
1 A
′P ·B′P−1E − F−11 E
=
[
Âk 0 Ak s
0 1 t−1 − s
][
B̂k 0 Bk
0 s−1 0
]
−
Ik−1 · · · 0... 1 0
0 −1 + (st)−1 1
 .(15)
An easy computation shows that
B′
(
QF−12
)
=
[
B 0
0 1
]Ik−1 · · · 0... 0 1
0 q−1 0
 = [B̂k 0 Bk
0 q−1 0
]
and
(
F2A
′)Q = [A 0
0 q
]Ik−1 · · · 0... 0 q
0 q−1 0
 = [Âk 0 Ak q
0 1 0
]
.
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Hence
M2 =
[
Âk 0 Ak q
0 1 0
][
B̂k 0 Bk
0 q−1 0
]
− Ik+1.(16)
The claim now follows by direct comparison of Equations (15) and (16), and this shows
that Hβ1 = det(M1) = det(M2) = Hβ2 .
Left virtual exchange move. Let
A′ =
[
1 0
0 A
]
, B′ =
[
1 0
0 B
]
,
P =
0 s 0t 1− st ...
0 · · · Ik−1
 , Q =
 0 q 0q−1 0 ...
0 · · · Ik−1
 ,
E =
t
−1 s− t−1 0
0 1
...
0 · · · Ik−1
 , F1 = [t 0
0 Ik
]
, F2 =
[
q 0
0 Ik
]
.
Since β1 = ασ1βσ
−1
1 and β2 = ατ1βτ1, we have
Hβ1 = det
(
A′PB′P−1 − Ik+1
)
= det
(
B′P−1A′P − Ik+1
)
and
Hβ2 = det
(
A′QB′Q− Ik+1
)
= det
(
B′QA′Q− Ik+1
)
.
(Note that det(XY − Ik) = det(Y X − Ik) for any k× k matrices X, Y over a commutative
ring.)
Consider the matrices
M1 = F1
(
B′P−1A′P − Ik+1
)
E and M2 = F
−1
2
(
B′QA′Q− Ik+1
)
F2.
Since det(F1) = t and det(E) = t
−1, we have det(M1) = Hβ. Also, det(M2) = Hβ′ . As in
the case of the right exchange move, one can show that M1 = M2, and this implies that
Hβ1(s, t, q) = det(M1) = det(M2) = Hβ2(s, t, q). 
We apply these results to define a preferred normalization for the virtual Alexander
polynomial HK(s, t, q) as follows. Let K be a virtual knot or link represented as the closure
of a braid β ∈ VBn, and let wr(β) be the writhe and v(β) the virtual crossing number
of closure β̂. Note that v(β) depends on the braid word for β, whereas wr(β) is invariant
under the virtual braid relations (4), (5), and (6). In the definition below, we only need
to correct by (−1)wr(β)+v(β), which can be easily calculated from the braid word for β and
which depends only on β ∈ VBn and not on the braid word.
ALEXANDER INVARIANTS FOR VIRTUAL KNOTS 29
Definition 5.4. The normalized virtual Alexander polynomial is given by setting
ĤK(s, t, q) = (−1)wr(β)+v(β)Hβ(s, t, q).
It is an invariant of virtual knots and links that is well-defined up to a factor of (st)i.
Invariance follows from Theorem 5.1, Proposition 5.2 and Proposition 5.3, which show
that (−1)wr(β)+v(β)Hβ(s, t, q) is independent of braid representative, up to an overall factor
of (st)i.
Notice that (−1)wr(β)+v(β) = (−1)|β|, where |β| denotes the length of β as a word in
σi, σ
−1
i , τi. As with HK(s, t, q), we will suppress the inherent indeterminacy of ĤK(s, t, q),
namely we write ĤK(s, t, q) = f whenever f ∈ L is a Laurent polynomial such that
ĤK(s, t, q) = (st)
i · f for some i ∈ Z.
The next result is proved in essentially the same way as Theorem 4.5, and details are left
to the industrious reader.
Proposition 5.5. If K is a virtual knot or link, then ĤK(s, t, q) = ĤK(sq
−1, tq, 1).
Using the normalized virtual Alexander polynomial, we obtain the following improvement
of Theorem 3.4. We define degq and degq−1 for the Laurent polynomial ĤK(s, t, q) by
regarding it as a polynomial in q and q−1.
Theorem 5.6. Given a virtual knot or link K, then
degq−1 ĤK(s, t, q) ≤ v(K) and degq ĤK(s, t, q) ≤ v(K).
We present two examples where one obtains sharp bounds on the virtual crossing numbers
from the normalized Alexander polynomial. In both cases, these bounds are better than
those obtained by the arrow polynomial or the unnormalized Alexander polynomial.
Figure 19. The virtual knot 4.42 has v(K) = 3 and is the closure of the
virtual braid β = σ2τ2σ
−1
1 σ
−1
2 τ2σ2τ1τ2.
Example 5.7. Let K be the virtual knot 4.42 depicted in Figure 19. Using the arrow
polynomial, it has been shown that v(K) ≥ 2, see [4]. On the other hand, using the fact
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that K is the closure of the braid β = σ2τ2σ
−1
1 σ
−1
2 τ2σ2τ1τ2 ∈ VB3, one can compute the
normalized Alexander polynomial
ĤK(s, t, q) = 1− s−1t−1 + (s−2t−1 − s−1)q1 + (s−1t− t2)q2 + (s−1t2 − s−2t)q3.
Since degq ĤK(s, t, q) = 3, Theorem 5.6 implies that v(K) = 3.
Figure 20. The virtual knot 4.45 has v(K) = 3 and is the closure of the
virtual braid β = σ2σ3σ
−1
1 τ2τ1σ1τ1τ2τ3.
Example 5.8. Let K be the virtual knot 4.45 depicted in Figure 20. Using the arrow
polynomial, it has been shown that v(K) ≥ 1, see [4]. On the other hand, using the fact
that K is the closure of the braid β = σ2σ3σ
−1
1 τ2τ1σ1τ1τ2τ3 ∈ VB4, one can compute the
normalized Alexander polynomial
ĤK(s, t, q) = (s
2t−s3t2 + t−1−s)q−1 +s3t3−s2t2−s−1t−1 +1+(st2− t)q1 +(s−1t2− t3)q3.
Since degq ĤK(s, t, q) = 3, Theorem 5.6 implies that v(K) = 3.
6. A skein formula for the virtual Alexander polynomial
In [40] and [24], a skein formula for the generalized Alexander polynomial GK(s, t) is
established, and the goal of this section is to establish a skein formula for the virtual
Alexander polynomial HK(s, t, q). This result is similar to the one obtained by Sawollek
in [40], and we provide an independent and elementary proof. Throughout this section, to
avoid the indeterminacy inherent in HK and ĤK , we will work with virtual knot and link
diagrams.
To begin, we give a formula for expanding the determinant of an n× n matrix along the
first two rows, following the well-known principle of multi-row Laplace expansion.
Suppose A is an n× n matrix given by
A =
a1 a2 · · · anb1 b2 · · · bn
P
 ,
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where P = (pij) is an (n− 2)× n matrix.
By multi-row Laplace expansion along the first and second rows of A,
(17) detA =
n−1∑
i=1
n∑
j=i+1
(−1)i+j−1(aibj − ajbi) det(P̂ij).
In this formula, P̂ij denotes the square (n − 2) × (n − 2) matrix obtained by removing
the i-th and j-th columns from P.
Now suppose K+,K−, and K0 are three oriented virtual knot or link diagrams which are
identical everywhere except near one crossing, where L+ has a positive crossing, K− has a
negative crossing, and K0 has the crossing removed, see Figure 21.
a b
c d
K+
a b
c d
K−
a b
c d
K0
Figure 21. The skein triple K+,K− and K0.
Label the short arcs of K+ so that at the crossing in question, the arcs are as in Figure
21, namely a for the incoming over-crossing, b for the incoming under-crossing, c for the
outgoing under-crossing and d for the outgoing over-crossing and likewise for K− and K0.
Thus,
HK+(s, t, q) = det
1− st t −1 0 0 · · · 0s 0 0 −1 0 · · · 0
P
 ,
HK−(s, t, q) = det
 0 s
−1 −1 0 0 · · · 0
t−1 1− (st)−1 0 −1 0 · · · 0
P
 ,
HK0(s, t, q) = det
1 0 −1 0 0 · · · 00 1 0 −1 0 · · · 0
P
 .
Applying formula (17) to HK+(s, t, q) and HK−(s, t, q), we get that
HK+(s, t, q) = −stP̂12 − sP̂13 − (1− st)P̂14 + tP̂24 + P̂34
HK−(s, t, q) = −(st)−1P̂12 − t−1P̂13 + (1− (st)−1)P̂23 + s−1P̂24 + P̂34
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Thus,
HK+ − (st)HK− = (1− st) P̂12 + (st− 1) P̂14 + (1− st) P̂23 + (1− st) P̂34
= (1− st)
(
P̂12 − P̂14 + P̂23 + P̂34
)
.
On the other hand, expanding HK0(s, t, q) along the first two rows reveals that
HK0(s, t, q) = P̂12 − P̂14 + P̂23 + P̂34,
and it follows that
HK+ − (st) HK− = (1− st)HK0 .
Since the entire calculation can be performed on three braids β+, β−, β0 that are identical
everywhere outside of one crossing, this argument applies equally well to the normalized
invariant of Definition 5.4. One only needs to note that the virtual crossing number and
writhe satisfy v(β+) = v(β−) = v(β0) and wr(β+) = wr(β−)+2 = wr(β0)+1. This causes a
sign change in the coefficient of Ĥβ0 , and the following theorem summarizes our discussion.
Theorem 6.1. Let K+,K−, and K0 be three oriented virtual knot or link diagrams obtained
from the closures of braids β+, β−, and β0, respectively, which are identical everywhere except
near one crossing, where they are as pictured in Figure 21. Then the normalized virtual
Alexander polynomial satisfies the skein formula
ĤK+(s, t, q)− (st) ĤK−(s, t, q) = (st− 1) ĤK0(s, t, q).
Note that in the above formula, there is no indeterminacy in ĤK+ , ĤK+ , and ĤK0 since
they are all computed with respect to a given virtual knot or link diagram.
7. Twisted Alexander invariants for virtual knots
In this section, we introduce twisted versions of virtual Alexander invariants for virtual
knots and links. We begin by recalling the definition of the twisted Alexander polynomial
for finitely presented groups from [47].
Given a group Γ with presentation P = 〈 a1, . . . , ak | r1, . . . , r` 〉, a surjection α : Γ→ Zs,
and a representation % : Γ −→ GLn(R), where R is a unique factorization domain, we will
construct the twisted Alexander polynomial ∆%Γ,α(t1, . . . , ts). Let Fk denote the free group
of rank k. The presentation P determines a surjection ϕ : Fk −→ Γ, which induces a ring
homomorphism ϕ˜ : ZFk −→ ZΓ on the integral group-rings. Likewise, the surjection α : Γ→
Zs induces a ring homomorphism α˜ : ZΓ −→ Z[t±11 , . . . , t±1s ], the integral group-ring of Zs;
and the representation % : Γ −→ GLn(R) induces a ring homomorphism %˜ : ZΓ −→Mn(R),
the algebra of n× n matrices over R.
Let LR = R[t
±1
1 , . . . , t
±1
s ] be the ring of Laurent polynomials with coefficients in R. The
Jacobian of the presentation P is the `× k matrix J =
(
∂ri
∂aj
)
. Let
Ω = (%˜ ⊗ α˜) ◦ ϕ˜ : ZFk −→Mn (LR)
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be the composition of ϕ˜ : ZFk −→ ZΓ with the tensor product %˜ ⊗ α˜ : ZΓ −→ Mn (LR).
The twisted presentation matrix M = Ω
(
∂ri
∂aj
)
is an `× k matrix with entries in Mn(LR),
that is, a block matrix.
Remark 7.1. If
∑
miwi ∈ ZΓ, where mi ∈ Z and wi ∈ Γ, then
%˜ ⊗ α˜
(∑
miwi
)
=
∑
mi %(wi) · α(wi)
where α(wi) acts by scalar multiplication on %(wi).
Let M̂j denote the matrix obtained by removing the j-th column from M , and we can
regard M̂j as an n`× n(k − 1) matrix with entries in LR. If ` < k − 1, then M̂j has more
columns than rows, and its determinant is zero. If ` > k − 1, then M̂j has more rows than
columns, and then we consider multi-indices I of length |I| = n(k−1) and use M̂ Ij to denote
the square matrix consisting of the I rows from M̂j .
The following result is essential to the construction of the twisted Alexander polynomials,
and it is proved in [47, Lemmas 2 and 3].
Lemma 7.2. (i) For some aj, det(Ω(1− aj)) is nonzero.
(ii) If det(Ω(1 − aj)) and det(Ω(1 − ak)) are both nonzero, then for any multi-index I of
length |I| = n(k − 1),
det(M̂ Ij ) det(Ω(1− ak)) = ±det(M̂ Ik ) det(Ω(1− aj)).
The sign in the above formula is always positive if the representation % has even degree.
We consider the set of determinants {det(M̂ Ij ) | |I| = n(k − 1)} taken over all possible
indices I and denote their greatest common divisor by Qj(t1, . . . , ts). (Note that because
R is a unique factorization domain, LR is too, hence LR is a gcd domain.) Thus Qj is
well-defined up to a factor of εte11 · · · tess , where ε is a unit of R and e1, . . . , es ∈ Z. Lemma
7.2 implies that the quotient
(18) ∆%Γ,α(t1, . . . , ts) =
Qj(t1, . . . , ts)
det(Ω(1− aj)) ,
is independent, up to possibly a sign, of the column j chosen to remove from M , and Equa-
tion (18) defines the twisted Alexander polynomial associated to the group Γ, presentation
P , surjection α : Γ→ Zs and representation % : Γ −→ GLn(R).
Notice that ∆%Γ,α(t1, . . . , ts) is not generally a polynomial, but rather a quotient of two
Laurent polynomials. For virtual knots, we will show that the twisted Alexander polynomial
is a Laurent polynomial over R, see Theorem 7.5 below (see [47, Proposition 8] for a similar
but weaker result for classical knots, as well as [28, Theorem 3.1] by Kitano and Morifuji).
The definition (18) of the twisted Alexander polynomials requires a choice of presentation
P for the group Γ. The Tietze transformation theorem implies that any two presentations
P and P ′ of Γ are related by a sequence of Tietze moves and their inverses:
T1: Add a consequence r of the relators ri.
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T2: Add a new generator a and a new relator aw−1, where w is a word in the aj .
Wada studies the effect of the Tietze transformations on the twisted Alexander polynomi-
als, and in [47, Theorem 1] he proves that ∆%Γ,α(t1, . . . , ts) is independent of the choice of
presentation P for Γ, up to a factor of εte11 · · · tess .
Given a virtual knot or link K, we define the twisted virtual Alexander polynomial by
applying this construction to the virtual knot group VGK . We will show that the twisted
Alexander polynomials associated to representations of the virtual knot group VGK enjoy
some special properties by showing that the presentations of VGK one gets from diagrams
of K are strongly Tietze equivalent.
Recall that two presentations P and P ′ of a group are said to be strongly Tietze equivalent
if they are related by the following moves and their inverses:
S1: Replace one relator ri by its inverse (ri)
−1.
S2: Replace one relator ri by a conjugate wriw
−1.
S3: Replace one relator ri by the product rirj .
S4: Add a new generator a and the relator aw−1.
Note that S4 is the same as T2.
Given a virtual knot diagram D of K, one can construct a presentation PD of the virtual
knot group VGK as follows. It has one meridional generator for each short arc and two
relations for each classical and virtual crossing as in Figure 5. In addition, it has two
auxilliary generators s and q, along with the commutation relation [s, q] = 1. We call PD
theWirtinger-like presentation associated with the diagram D for K, and the next result
shows that any two such presentations are strongly Tietze equivalent. The argument is
similar to the proof of Lemma 6 in [47].
Lemma 7.3. If D and D′ are two diagrams for the virtual knot K, then the presentations
PD and PD′ of its virtual knot group VGK are strongly Tietze equivalent.
Proof. Let D and D′ be two diagrams of K that are identical outside of the small neighbor-
hood indicated in the left of Figure 22. Let P and P ′ be the corresponding presentations
P = 〈a1, . . . ak, x, s, q | r1, . . . , rk, xs−1a−1k s, [s, q]〉
and
P ′ = 〈a1, . . . ak, s, q | r′1, . . . , r′k, [s, q]〉.
The relator r′i is obtained from ri by replacing occurrences of x by s
−1aks.
We can transform ri to r
′
i using strong Tietze moves as follows. Suppose that ri contains
an occurrence of x. We invert ri so that it now contains an occurrence of x
−1. Let ri = ux−1v
where u and v are words in the generators of P . We make the following sequence of
transformations using moves S2 and S3
ri  vriv−1  vriv−1xs−1a−1k s v
−1vriv−1xs−1a−1k sv = us
−1a−1k sv.
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If D and D′ are as indicated in the right of Figure 22, then we need to replace occurrences
of x by q−1akq. This can be done using a sequence of moves similar to the above sequence.
This shows that the first two generalized Reidemeister moves (r1) and (v1) can be re-
alized by a sequence of strong Tietze moves. The other generalized Reidemeister moves
(r2), (v2), (r3), (v3), and (v4) of Figure 1 can be similarly realized by the strong Tietze
move S4, and this completes the argument. 
ak ak
D′D
xaksx
−1s−1 = x ak ak
D′D
q−1akq = x
r1 v1
Figure 22. The first Reidemeister move.
Associated to any Wirtinger-like presentation
P = 〈a1, . . . , ak, s, q | r1, . . . , rk, [s, q]〉
is a surjection α : VGK → Z3, where Z3 is generated by {s, t, q}. The homomorphism α
sends each meridional generator aj to t and the other generators s, q identically to them-
selves.
Definition 7.4. Let K be a virtual knot or link and % : VGK −→ GLn(R) a representation
of the virtual knot group. Then the twisted virtual Alexander polynomial is defined to be
H%K(s, t, q) = ∆
%
VGK ,α
(s, t, q).
Note that if K is classical, then H%K(s, t, q) = 0. Thus the twisted virtual Alexander
polynomial is an obstruction to K being classical.
Given a representation % : VGK −→ GLn(R), we define the twisted Alexander matrix
A = Ω
(
∂ri
∂aj
)
to be the k × k block of the twisted presentation matrix M associated to the
above presentation P .
Theorem 7.5. For a virtual knot or link K and representation % : VGK −→ GLn(R), the
twisted virtual Alexander polynomial satisfies H%K(s, t, q) = det(A). Thus H
%
K(s, t, q) is a
Laurent polynomial with coefficients in R.
Proof. Using the above presentation P of the virtual knot group VGK , we obtain the twisted
presentation matrix
M =
[
A Ω
(
∂r
∂s
)
Ω
(
∂r
∂q
)
0 Ω(1− q) Ω(s− 1)
]
.
Clearly det(Ω(1− q)) is non-zero, and since M̂n+2 is square, equation (18) implies that
(19) ∆%VGK ,α(s, t, q) =
det(M̂n+2)
det(Ω(1− q)) .
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Since M̂n+2 is block upper triangular, we have det(M̂n+2) = det(A) det(Ω(1 − q)). Now
equation (19) implies that ∆%VGK ,α(s, t, q) = det(A), and the statement of the theorem
follows. 
We say that two representations %1, %2 : VGK → GLn(R) are conjugate if there exists
P ∈ GLn(R) such that %1(g) = P%2(g)P−1 for all g ∈ VGK . It is straightforward to verify
the following elementary result.
Lemma 7.6. If %1 : VGK → GLn(R) and %2 : VGK → GLn(R) are conjugate representa-
tions, then H%1K (s, t, q) = H
%2
K (s, t, q).
In [47, Theorem 2], Wada shows that the twisted Alexander polynomials of classical knots
have less indeterminacy than the invariants for arbitrary groups. The next theorem proves
the same result for virtual knots, and we include a proof for the convenience of the reader.
Theorem 7.7. Let % : VGK −→ GLn(R) be a representation. As an invariant of the
oriented virtual link type of K, the twisted virtual Alexander polynomial H%K(s, t, q) is well-
defined up to a factor of ε(se1te2qe3)n, where ε is a unit of R and e1, e2, e3 ∈ Z.
If % : VGK −→ SLn(R) is unimodular, then the twisted virtual Alexander polynomial
H%K(s, t, q) is well-defined up to a factor of ±(se1te2qe3)n if n is odd and (se1te2qe3)n if n is
even.
Proof. The oriented virtual knot type of K consists of the set of oriented virtual knot
diagrams of K modulo the generalized Reidemesiter moves, see Figure 1. Each knot diagram
of K is related by a sequence of strong Tietze moves as was shown in Lemma 7.3.
Let K have the following Wirtinger-like presentation of its virtual knot group VGK =
〈a1, . . . ak, s, q | r1, . . . , rk, [s, q]〉 and let
M =
[
A Ω
(
∂r
∂s
)
Ω
(
∂r
∂q
)
0 Ω(1− q) Ω(s− 1)
]
be the associated twisted presentation matrix.
Under the strong Tietze move S1, we replace a relator ri by its inverse r
−1
i . The cor-
responding twisted presentation matrix M ′ is then obtained from M by replacing the
matrix row Ω
(
∂ri
∂aj
)
with Ω
(
− ∂ri∂aj
)
. If A′ is the twisted Alexander matrix of M ′, then
det(A′) = (±1)n det(A).
Under the move S2, we replace a relator ri by a conjugate wriw
−1. Since ∂w
−1
∂aj
=
−w−1 ∂w∂aj , we see that
∂(wriw
−1)
∂aj
=
∂w
∂aj
+ w
∂ri
∂aj
+ wri
∂w−1
∂aj
= (1− wriw−1) ∂w
∂aj
+ w
∂ri
∂aj
.
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Applying %˜⊗α˜ and using the fact that %(wriw−1) = In, it follows that the twisted Alexander
matrix M ′ is obtained from M by replacing the matrix row Ω
(
∂ri
∂aj
)
by Ω(w)Ω
(
∂ri
∂aj
)
. We
compute that
det(Ω(w)) = det(%(w)) det(α(w))n = ε(se1te2qe3)n.
If % is unimodular, then det(%(w)) = 1.
Under the move S3, we replace a relator ri by the product rirk. The twisted presentation
matrix M ′ is then obtained from M by replacing the matrix row Ω
(
∂ri
∂aj
)
by Ω
(
∂ri
∂aj
)
+
Ω(ri)Ω
(
∂rk
∂aj
)
. Since each row of A′ is a linear combination of the rows of A, we have that
det(A′) = det(A).
Notice that the last strong Tietze move S4 coincides with the Tietze move T2. In proof of
[47, Theorem 1], Wada shows that the twisted Alexander polynomial of a finitely presentable
group Γ is independent of second Tietze move T2. More precisely, if P ′ is obtained from P
by the move T2, and if M and M ′ are the respective twisted presentation matrices, then
Wada shows that det(M Ij ) = det(M
′J
j ). 
As in the untwisted case, we suppress the indeterminacy of the twisted virtual Alexander
polynomial and simply write H%K(s, t, q) = f for any f ∈ LR if they are equal up to the
indeterminacy indicated in Theorem 7.7.
The following result shows that twisted virtual Alexander polynomial also carries virtual
crossing number information, compare with Theorem 3.4.
Theorem 7.8. If K is a virtual knot or link, % : VGK −→ GLn(R) is a representation and
H%K(s, t, q) is its twisted virtual Alexander polynomial, then
q-width H%K(s, t, q) ≤ 2n v(K).
Proof. Suppose that K admits a diagram with m virtual crossings. Then the corresponding
twisted virtual Alexander matrix A has 2n ·m rows with a q or q−1. It follows that after a
suitable normalization, the q-width of det(A) is at most 2nm. 
In Section 3 we used the virtual Alexander polynomial to give lower bounds on the virtual
crossing number v(K) for several virtual knots. We will now show how to improve those
bounds using twisted Alexander polynomials associated with representations % : VGK −→
SL2(F2), where F2 denotes the field with two elements. The computations in the following
examples were performed using sage [46].
Example 7.9. Consider the virtual knot K = 3.4. A simple computation shows that
HK(s, t, q) = (s − q)(1 − st)(1 − qt). Since HK(s, t, q) has q-width equal to 2, Theorem
3.4 implies that v(K) ≥ 1. This bound is not sharp.
Using the twisted virtual Alexander polynomials, we can obtain a sharp bound for v(K).
From the diagram of K in Figure 23, we find the following presentation for VGK , which
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can be simplified to a presentation with only one meridional generator as follows:
VGK = 〈a, b, c, s, q | [s, q], a−1qs−2a−1s2q−2cq2s−1asq−1, b−1s−1a−1q2s−2as3q−2a,
c−1q2s−3a−1s3q−3bq3s−2as2q−2〉,
= 〈a, s, q | [s, q], a−1qs−2a−1s−1a−1s2q−3a−1q2s−2as3q−2aq3s−2asasq−1〉.
Setting r = a−1qs−2a−1s−1a−1s2q−3a−1q2s−2as3q−2aq3s−2asasq−1, we compute the Fox
derivative
∂r
∂a
= −a−1 − a−1qs−2a−1 − a−1qs−1(s−1a−1)2 − a−1qs−1(s−1a−1)2s2q−3a−1
+ a−1qs−1(s−1a−1)2s2q−3a−1q2s−2 + a−1qs−1(s−1a−1)2s2q−3a−1q2s−2as3q−2
+ a−1qs−1(s−1a−1)2s2q−3a−1q2s−2as3q−2aq3s−2
+ a−1qs−1(s−1a−1)2s2q−3a−1q2s−2as3q−2aq3s−2as.
Let % : VGK −→ SL2(F2) be the representation defined by setting
a =
[
0 1
1 0
]
, s =
[
0 1
1 1
]
, q =
[
0 1
1 1
]
,
we compute the determinant of Ω
(
∂r
∂a
)
and deduce that the twisted virtual Alexander
polynomial is given by
H%K(s, t, q) = (s− q)2(tq − 1)2(st− 1)2(stq − s− q)2.
Since H%K(s, t, q) has q-width = 6, it follows that v(K) ≥ 2. Comparing to Figure 23, we
see this bound is sharp.
a
b
c
Figure 23. The virtual knot 3.4 has v(K) = 2.
Example 7.10. Let K be the virtual knot 4.71. A straightforward computation shows that
HK(s, t, q) = 0. From the diagram of K in Figure 24, we derive the following presentation
for VGK :
VGK = 〈a, b, s, q | [s, q], a−1bs−1q2aq−2s2b−1as−2q2b−1q−2s,
ba−1q−2s2bs−1q2ab−1q−2sa−1s−2q2〉.
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Setting
r1 = a
−1bs−1q2aq−2s2b−1as−2q2b−1q−2s,
r2 = ba
−1q−2s2bs−1q2ab−1q−2sa−1s−2q2,
we compute the Fox derivatives
∂r1
∂a
= −a−1 + a−1bs−1q2 + a−1bs−1q2aq−2s2b−1,
∂r1
∂b
= a−1 − a−1bs−1q2aq−2s2b−1 − a−1bs−1q2aq−2s2b−1as−2q2b−1,
∂r2
∂a
= −ba−1 + ba−1q−2s2bs−1q2 − ba−1q−2s2bs−1q2ab−1q−2sa−1,
∂r2
∂b
= 1 + ba−1q−2s2 − ba−1q−2s2bs−1q2ab−1.
Let % : VGK −→ SL2(F2) be the representation defined by setting
a =
[
0 1
1 0
]
, b =
[
1 0
1 1
]
, s =
[
0 1
1 1
]
, q =
[
1 0
0 1
]
.
Applying Ω to the twisted Alexander matrix, we compute that the twisted virtual Alexander
polynomial is given by
H%K(s, t, q) = (1− st)2(s2 + sq + q2)2(tq2 − s)2.
Since H%K(s, t, q) has q-width = 8, it follows that v(K) ≥ 2. Since K has a diagram with
three virtual crossings, we conclude that v(K) = 2 or 3.
a b
Figure 24. The virtual knot 4.71.
Example 7.11. LetK be the virtual knot 4.98. An easy computation shows thatHK(s, t, q) =
0. From the diagram of K in Figure 25, we derive the following presentation for VGK :
VGK = 〈a, b, s, q | [s, q], q−2a−1sbaq4s−3as4q−4a−1b−1s−1aq2s−1b−1,
a−1sbaq2s−2a−1s3q−4a−1sbaq4s−3as2q−2a−1b−1s−2〉.
Setting
r1 = q
−2a−1sbaq4s−3as4q−4a−1b−1s−1aq2s−1b−1,
r2 = a
−1sbaq2s−2a−1s3q−4a−1sbaq4s−3as2q−2a−1b−1s−2,
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we compute the Fox derivatives
∂r1
∂a
= −q−2a−1 + q−2a−1sb+ q−2a−1sbaq4s−3 − q−2a−1sbaq4s−3as4q−4a−1
+q−2a−1sbaq4s−3as4q−4a−1b−1s−1,
∂r1
∂b
= q−2a−1s− q−2a−1sbaq4s−3as4q−4a−1b−1
−q−2a−1sbaq4s−3as4q−4a−1b−1s−1aq2s−1b−1,
∂r2
∂a
= −a−1 + a−1sb− a−1sbaq2s−2a−1 − a−1sbaq2s−2a−1s3q−4a−1
+a−1sbaq2s−2a−1s3q−4a−1sb+ a−1sbaq2s−2a−1s3q−4a−1sbaq4s−3
−a−1sbaq2s−2a−1s3q−4a−1sbaq4s−3as2q−2a−1,
∂r2
∂b
= a−1s+ a−1sbaq2s−2a−1s3q−4a−1s− a−1sbaq2s−2a−1s3q−4a−1sbaq4s−3as2q−2a−1b−1.
Let % : VGK −→ SL2(F2) be the representation defined by setting
a =
[
0 1
1 0
]
, b =
[
1 0
1 1
]
, s =
[
1 0
0 1
]
, q =
[
1 0
0 1
]
.
a
b
Figure 25. The virtual knot 4.98.
Applying Ω to the twisted Alexander matrix, we compute that the twisted virtual Alexan-
der polynomial is given by
H%K(s, t, q) = (s− q)4(1− st)2(s− tq2)2.
Since H%K(s, t, q) has q-width = 8, it follows that v(K) ≥ 2. Since K has a diagram with
three virtual crossings, we conclude that v(K) = 2 or 3.
8. Twisted virtual Alexander polynomials via braids
In this section, we relate the twisted Alexander polynomial of a virtual knot or link to
the twisted virtual Burau representation, and we use this to establish twisted analogues of
the results from Section 4. Throughout this section, we assume R is a unique factorization
domain and LR = R[s
±1, t±1, q±1] will denote the ring of Laurent polynomials over R.
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Let K be a virtual knot or link obtained as the closure of a virtual braid β ∈ VBk. Recall
that the virtual knot group of K has a presentation
VGβ = 〈x1, . . . , xk, s, q | x1 = xβ1 , . . . , xk = xβk , [s, q] = 1〉,
see (8). Here, the notation VGβ indicates that the virtual knot group VGK is equipped with
the above presentation. A representation % : VGβ → GLn(R) extends to a representation
% : Fk+2 = 〈x1, . . . , xk, s, q〉 → GLn(R), where we reuse the symbol % to avoid an excess
of notation, given by composition with the homomorphism piβ : Fk+2 → VGβ that takes a
generator to a generator of the same name.
The first result is the twisted analogue of Theorem 4.4, interpreting the twisted virtual
Alexander polynomial in terms of the twisted Burau representation.
Theorem 8.1. Let β ∈ VBk be a virtual braid and let K be the virtual knot or link obtained
from the closure of β. Let % : VGβ −→ GLn(R) be a representation. Then the virtual twisted
Alexander polynomial of K as in Definition 7.4 is given by
H%K(s, t, q) = det (Ψ%(β)− Ink)
where Ψ% is the %-twisted Burau representation as in Definition 4.3.
Proof. It is not difficult to verify that the given presentation of VGβ is strongly Tietze
equivalent to the Wirtinger-like presentation obtained from the diagram of K = β̂ as the
braid closure. In fact, this can be achieved using exclusively S4 moves. The conclusion
then follows from Theorem 7.5. 
Define the polynomial invariant H%β(s, t, q) ∈ LR of a virtual braid β ∈ VBk and an
arbitrary representation % : Fk+2 → GLn(R) by
(20) H%β(s, t, q) = det (Ψ%(β)− Ink) .
We will use this approach to extend certain results to the twisted setting. The follow-
ing observation, which can be verified by direct calculation, shows that the images of the
generators σi, σ
−1
i , τi ∈ VBk under Ψ% are given by the following nk × nk matrices:
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Ψ%(σi) =

In(i−1) · · · 0
0 %(s)s
...
... %(xi+1)t In − %(xi+1xisx−1i+1)st
0 · · · In(k−i−1)
 ,
Ψ%(σ
−1
i ) =

In(i−1) · · · 0
%(s−1x−1i sxi+1)− %(s−1x−1i )s−1t−1 %(s−1x−1i s)t−1
...
... %(s−1)s−1 0
0 · · · In(k−i−1)
 ,
Ψ%(τi) =

In(i−1) · · · 0
0 %(q)q
...
... %(q−1)q−1 0
0 · · · In(k−i−1)
 .
(21)
Recall from Section 4 that for % : Fk+2 → GLn(R) and β ∈ VBk, we write β∗% for Φ(β)∗%,
where Φ: Fk+2 → Aut(Fk+2 rel {s, q}) is the fundamental representation. We will see how
to determine Ψβ∗%(gi) for a generator gi of VBk.
Remark 8.2. Suppose gi ∈ {σi, σ−1i , τi} is a generator of VBk. By equation (12), it follows
that Ψ%(giβ) = Ψβ∗%(gi)Ψ%(β). Then Ψβ∗%(gi)is obtained by making a small modification
to the matrices in (21).
For instance, if gi = σi, then since β∗%(xi) = %(x
β
i ), (21) implies that
Ψβ∗%(σi) =

In(i−1) · · · 0
0 %(s)s
...
... %(xβi+1)t In − %(xβi+1xβi s(xβi+1)−1)st
0 · · · In(k−i−1)
 .
A similar argument leads to corresponding formulas for Ψβ∗%(σ
−1
i ) and Ψβ∗%(τi), though
in the latter case, note that since β∗(q) = q, we have Ψβ∗%(τi) = Ψ%(τi). When applied
inductively, these formulas determine Ψ%(β) for any braid β once it is written as a word in
the generators.
Next, we prove a twisted analogue of Theorem 4.5.
Theorem 8.3. Let K be a virtual knot or link and % : VGK −→ GLn(R) a representation.
Then the twisted virtual Alexander polynomial satisfies H%K(s, t, q) = H
%
K(sq
−1, tq, 1).
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Proof. Let β ∈ VBk be a virtual braid with K = β̂, and let % : Fk+2 → GLn(R) a repre-
sentation satisfying β∗% = %. If β = θ1 · · · θ`, where θj ∈ {σ±1i , τi | 1 ≤ i ≤ k − 1}, then
we set |β| = `, which is the length of β as a word in the standard generators. Consider the
diagonal kn× kn block matrix
Λ =

In · · · 0
qIn
...
...
. . .
0 · · · qk−1In
 .
We will argue by induction on |β| that
(22) ΛΨ%(β)Λ
−1(s, t, q) = Ψ%(β)(sq−1, tq, 1).
If |β| = 1, then β = θ1 where θ1 ∈ {σ±1i , τi | 1 ≤ i ≤ k − 1}. Using equation (21), it is easy
to check that
ΛΨ%(θ1)Λ
−1(s, t, q) = Ψ%(θ1)(sq−1, tq, 1).
This proves the base case of our induction. Using Remark 8.2, one can similarly check that
ΛΨβ∗%(θ1)Λ
−1(s, t, q) = Ψβ∗%(θ1)(sq
−1, tq, 1).
This observation will be used in the inductive step of the argument below.
Now suppose, by induction, that equation (22) holds for all braids β of length `. Given
a braid β′ of length `+ 1, then we can write it as β′ = θ1β, where |β| = `. By the inductive
hypothesis and the above observation, it follows that
ΛΨ%(β
′)Λ−1(s, t, q) = ΛΨβ∗%(θ1)Λ
−1(s, t, q) ΛΨ%(β)Λ−1(s, t, q)
= Ψβ∗%(θ1)(sq
−1, tq, 1) Ψ%(β)(sq−1, tq, 1)
= Ψ%(β)(sq
−1, tq, 1).
This completes the proof of (22), and this shows that
H%β(s, t, q) = det (Ψ%(β)− Ikn)
= det
(
ΛΨ%(β)Λ
−1 − Ikn
)
= H%β(sq
−1, tq, 1).
It follows that H%K(s, t, q) = H
%
K(sq
−1, tq, 1). 
Just as in Remark 4.6, one can easily see thatH%K(s, t, q) = H
%
K(1, ts, qs
−1) = H%K(st, 1, qt).
We now prove a twisted analogue of Lemma 4.9. The proof requires us to assume that
%(s) = %(q) = I, but our computations suggest this result holds under the weaker assump-
tion that %(s) = %(q).
Lemma 8.4. Let K be a virtual knot or link and % : VGK −→ GLn(R) a representation of
the virtual knot group such that %(s) = %(q) = In. Then H
%
K(s, t, 1) is divisible by (s− 1)n.
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Proof. Using a virtual knot diagram, we obtain a Wirtinger-like presentation of the virtual
knot group VGK = 〈a1, . . . , ak, s, q | r1, . . . , rk, [s, q]〉. Let
M =
[
A Ω
(
∂r
∂s
)
Ω
(
∂r
∂q
)
0 Ω(1− q) Ω(s− 1)
]
be the associated twisted presentation matrix and let A1, . . . , Ak be the block columns of
twisted Alexander matrix A. Applying Ω to the fundamental identity (3), after replacing n
by k in (3), yields
(23)
k∑
j=1
AjΩ(aj − 1) + Ω
(
∂r
∂s
)
Ω(s− 1) + Ω
(
∂r
∂q
)
Ω(q − 1) = 0.
For 1 ≤ j ≤ k, let Bj = Ω (aj − 1) = %(aj) t− In. Also let
A′ = A

B1 0 · · · 0
B2 In
...
...
...
. . . 0
Bk 0 · · · In
 .
Observe that det(A′) = det(A) det(B1) = H
%
K(s, t, q) det (%(a1) t− In). We have,
Ω(s− 1) = %(s)s− In = (s− 1)In and Ω(q − 1) = %(q)q − In = (q − 1)In.
By (23) and the above expressions for Ω(s− 1) and Ω(q− 1), the first block column of A′ is
k∑
j=1
Aj Bj = −Ω
(
∂r
∂s
)
(s− 1) − Ω
(
∂r
∂q
)
(q − 1)
Evaluating at q = 1, we see that each of the first n columns of A′|q=1 is of the form (s− 1)
times a column vector. Hence det(A′)|q=1 = (s− 1)n p(s, t) for some polynomial p(s, t). It
follows that
H%K(s, t, 1) det (%(a1) t− In) = (s− 1)n p(s, t)
and so H%K(s, t, 1) is divisible by (s− 1)n. 
Combining Theorem 8.3 and Lemma 8.4 yields:
Corollary 8.5. If K is a virtual knot or link and % : VGK −→ GLn(R) is a representation
such that %(s) = %(q) = In, then H
%
K(s, t, q) is divisible by (s− q)n.
9. A normalization for the twisted virtual Alexander polynomial
In this section, we give a normalization for the twisted Alexander polynomial of a virtual
knot or link. Throughout this section, we assume R is a unique factorization domain and
LR = R[s
±1, t±1, q±1] will denote the ring of Laurent polynomials over R.
In order to define the normalization, we consider the effect of the virtual Markov moves
VM1, VM2, VM3 on H%β(s, t, q).
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Proposition 9.1. Let β, γ ∈ VBk. Assume β∗% = %. Then
Hγ∗%
γβγ−1(s, t, q) = H
%
β(s, t, q).
Proof. We have
Hγ∗%
γβγ−1(s, t, q) = det
(
Ψγ∗%(γβγ
−1) − Ink
)
= det
(
Ψβ∗%(γ)Ψ%(β)Ψ%(γ)
−1 − Ink
)
by (14)
= det
(
Ψ%(γ)Ψ%(β)Ψ%(γ)
−1 − Ink
)
since β∗% = %
= det (Ψ%(β) − Ink) = H%β(s, t, q).

Next, we examine how H%β(s, t, q) changes under a VM2 move. Recall from Section 5
that there is a natural inclusion VBk ↪→ VBk+1 that we use to identify β ∈ VBk with its
image under this map. Thus β′ = βτk for a stabilization of virtual type, β′ = βσ−1k for a
stabilization of positive type and β′ = βσk for a stabilization of negative type.
Proposition 9.2. Let β ∈ VBk and assume β′ ∈ VBk+1 is obtained from β by a right
stabilization. Let % : Fk+2 → GLn(R) be a representation satisfying β∗% = %, and define
%′ : Fk+3 → GLn(R) by setting %′(s) = %(s), %′(q) = %(q), %′(xi) = %(xi) for 1 ≤ i ≤ k and
%′(xk+1) =
{
%(q−1xkq) if β′ = βτk,
%(s−1xks) if β′ = βσ±1k .
Then %′ satisfies β′∗%′ = %′. Furthermore, if β′ is obtained from β by a stabilization of virtual
or of positive type then
H%
′
β′(s, t, q) = (−1)nH%β(s, t, q).
If β′ is obtained from β by a stabilization of negative type then
H%
′
β′(s, t, q) = (−st)n det %(xks)H%β(s, t, q).
Proof. Let Ψ% : VBk → GLnk (LR) and Ψ′%′ : VBk+1 → GLn(k+1) (LR) be the twisted
Burau representations, and set A = Ψ%(β) and A
′ = Ψ′%′(β
′). We consider separately the
case of a virtual, positive, and negative stabilization.
Virtual stabilization. Applying the fundamental representation (7) to β′ = βτk, we have
xβ
′
i =

xβi if 1 ≤ i ≤ k − 1,
qxβk+1q
−1 if i = k,
q−1xβkq if i = k + 1.
Assume β∗% = %. That %′
(
xβ
′
i
)
= %′(xi) for 1 ≤ i ≤ k − 1 follows by definition, so we only
need to check i = k and i = k + 1.
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For i = k, we have
%′
(
xβ
′
k
)
= %′
(
qxk+1q
−1) = %(xk) = %′(xk).
For i = k + 1, we have
%′
(
xβ
′
k+1
)
= %′
(
q−1xβkq
)
= %
(
q−1xβkq
)
= %
(
q−1xkq
)
= %′(xk+1).
Hence β′∗%′ = %′. Also, by direct calculation, (τk)∗%′ = %′.
Writing A and A′ as block matrices with entries in Mn (LR) , we see that they are related
by:
A′ = Ψ′%′(βτk) = Ψ
′
(τk)∗%′(β) Ψ
′
%′(τk) = Ψ
′
%′(β) Ψ
′
%′(τk)
=
[
A 0
0 In
]In(k−1) · · · 0... 0 %(q)q
0 %(q−1)q−1 0
 .
Let Ak denote the k-th block column of A (so Ak has size kn×n when viewed as matrix
over LR), and let E be the elementary block matrix
E =
In(k−1) · · · 0... In 0
0 %(q−1)q−1 In
 .
Observe that (
A′ − In(k+1)
)
E =
[
A− Ink Ak%(q)q
0 −In
]
.
Viewing the above block matrix as a matrix in Mn(k+1) (LR) and using the fact that
det(E) = 1, we find that
H%
′
β′(s, t, q) = det
(
A′ − In(k+1)
)
= det
((
A′ − In(k+1)
)
E
)
= det
([
A− Ink Ak%(q)q
0 −In
])
= (−1)n det (A− Ink)
= (−1)nH%β(s, t, q).
Positive stabilization. Applying the fundamental representation (7) to β′ = βσ−1k , we have
xβ
′
i =

xβi if 1 ≤ i ≤ k − 1,
s−1
(
xβk
)−1
sxk+1x
β
k if i = k,
s−1xβks if i = k + 1.
Assume β∗% = %. That %′
(
xβ
′
i
)
= %′(xi) for 1 ≤ i ≤ k − 1 follows by definition, so we only
need to check i = k and i = k + 1.
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For i = k, we have
%′
(
xβ
′
k
)
= %′
(
s−1
(
xβk
)−1
sxk+1x
β
k
)
= %
(
s−1
(
xβk
)−1
s
)
%′ (xk+1) %
(
xβk
)
= %
(
s−1x−1k s
)
%
(
s−1xks
)
% (xk) = %(xk) = %
′(xk).
For i = k + 1, we have
%′
(
xβ
′
k+1
)
= %′
(
s−1xβks
)
= %
(
s−1xβks
)
= %′
(
s−1xks
)
= %′ (xk+1) .
Thus it follows that β′∗%′ = %′. Also, by direct calculation, (σ
−1
k )∗%
′ = %′.
Writing A and A′ as block matrices with entries in Mn (LR) , using equation (21), the
fact that %′(xk+1) = %(s−1xks) and the assumption that %
(
xβk
)
= %(xk), we see that
A′ = Ψ′%′(βσ
−1
k ) = Ψ
′
(σ−1k )∗%′
(β) Ψ′%′(σ
−1
k ) = Ψ
′
%′(β) Ψ
′
%′(σ
−1
k )
=
[
A 0
0 In
]In(k−1) · · · 0... In − %(s−1x−1k )(st)−1 %(s−1x−1k s)t−1
0 %(s−1)s−1 0
 .
Let Ak denote the k-th block column of A and let E be the elementary block matrix
E =
In(k−1) · · · 0... In 0
0 %(s−1)s−1 In
 .
Observe that (
A′ − In(k+1)
)
E =
[
A− Ink Ak%(s−1x−1k s)t−1
0 −In
]
.
Viewing these (k + 1) × (k + 1) block matrices with entries in Mn (LR) as matrices in
Mn(k+1) (LR), and using the fact that det(E) = 1, it follows that
H%
′
β′(s, t, q) = det
(
A′ − In(k+1)
)
= det
((
A′ − In(k+1)
)
E
)
= det
([
A− Ink Ak%(x−1k )t−1
0 −In
])
= (−1)n det (A− Ink)
= (−1)nH%β(s, t, q).
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Negative stabilization. Applying the fundamental representation (7) to β′ = βσk, we have
xβ
′
i =

xβi if 1 ≤ i ≤ k − 1,
sxk+1s
−1 if i = k,
xk+1x
β
ksx
−1
k+1s
−1 if i = k + 1.
Assume β∗% = %. That %′
(
xβ
′
i
)
= %′(xi) for 1 ≤ i ≤ k − 1 follows by definition, so we only
need to check i = k and i = k + 1.
For i = k, we have
%′
(
xβ
′
k
)
= %′
(
sxk+1s
−1) = %(xk) = %′(xk).
For i = k + 1, we have
%′
(
xβ
′
k+1
)
= %′
(
xk+1x
β
ksx
−1
k+1s
−1
)
= %′ (xk+1) %
(
xβk
)
%′
(
sx−1k+1s
−1) = %′ (xk+1) % (xk) % (x−1k ) = %′ (xk+1) .
Thus it follows that β′∗%′ = %′. Also, by direct calculation, (σk)∗%′ = %′.
Writing A and A′ as block matrices with entries in Mn (LR) , using equation (21) and
the fact that %′(sx−1k+1) = %(x
−1
k s), we see that
A′ = Ψ′%′(βσk) = Ψ
′
(σk)∗%′(β) Ψ
′
%′(σk) = Ψ
′
%′(β) Ψ
′
%′(σk)
=
[
A 0
0 In
]In(k−1) · · · 0... 0 %(s)s
0 %′(xk+1)t In − %′(xk+1s)st
 .
Let Ak denote the k-th block column of A and let E be the elementary block matrix
E =
In(k−1) · · · 0... In 0
0 %(s−1)s−1 In
 .
Observe that
(
A′ − In(k+1)
)
E =
[
A− Ink Ak%(s)s
0 −%′(xk+1s)st
]
.
ALEXANDER INVARIANTS FOR VIRTUAL KNOTS 49
Viewing the above block matrix as a matrix in Mn(k+1) (LR) and using the fact that
det(E) = 1 and det %′(xk+1s) = det %(s−1xks2) = det %(xks), it follows that
H%
′
β′(s, t, q) = det
(
A′ − In(k+1)
)
= det
((
A′ − In(k+1)
)
E
)
= det
([
A− In(k+1) An%(s)
0 −%′(xk+1s)st
])
= (−st)n det (%′(xk+1s)) det (A− Ink)
= −(st)n det %(xks)H%β(s, t, q).

Next, we show that H%β(s, t, q) is invariant under VM3 moves.
Proposition 9.3. Suppose β1 ∈ VBk+1, and %1 : Fk+3 → GLn(R) is a representation such
that (β1)∗%1 = %1.
(i) If β2 ∈ VBk+1 is related to β1 by a right virtual exchange move, then we define
%2 : Fk+3 → GLn(R) by setting %2(s) = %1(s), %2(q) = %1(q), %2(xi) = %1(xi) for all
1 ≤ i ≤ k and %2(qxk+1q−1) = %1(s−1x−1k sxk+1xk).
(ii) If β2 ∈ VBk+1 is related to β1 by a left virtual exchange move, then we define
%2 : Fk+3 → GLn(R) by setting %2(s) = %1(s), %2(q) = %1(q), %2(xi) = %1(xi) for all
2 ≤ i ≤ k + 1 and %2(q−1x1q) = %1(s−1x1s).
In either case, we have (β2)∗%2 = %2 and H
%1
β1
(s, t, q) = H%2β2 (s, t, q).
Proof. Let α and β be as in Figure 18. We consider separately the cases of right and left
virtual exchange moves.
Right virtual exchange move.
We have β1 = ασk β σ
−1
k and β2 = α τk β τk.
Let θ be the automorphism of Fk+3 given by s
θ = s, qθ = q, xθi = xi for 1 ≤ i ≤ k, and
xθk+1 = q
−1s−1x−1k sxk+1xkq. Note that θ∗%1 = %2. The assumption that (β1)∗%1 = %1 is
equivalent to %1 factoring through piβ1 : Fk+3 → VGβ1 (see the introduction to Section 8 for
this notation). The automorphism θ induces an isomorphism θ¯ : VGβ2 → VGβ1 such that
Fk+3 Fk+3
VGβ2 VGβ1 ,
θ
piβ2 piβ1
θ¯
see Figure 26 for a geometric proof of this fact. The diagram in Figure 26 is obtained as a
partial closure of either of the two braids involved in the right exchange move (see Figure
18) after applying (r2) or (v2) of Figure 1, namely the real or virtual Reidemeister two
move. It follows that %2 factors through piβ2 and so (β2)∗%2 = %2.
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· · ·
α
· · ·
β
· · ·
Figure 26. The diagram obtained by closing up the two strands on the
right in either braid appearing in the right virtual exchange move.
An application of (13) yields
Ψ%1(β1) = Ψ(σkβσ−1k )∗%1
(α) Ψ(βσ−1k )∗%1
(σk) Ψ(σ−1k )∗%1
(β) Ψ%1
(
σ−1k
)
,
Ψ%2(β2) = Ψ(τkβτk)∗%2 (α) Ψ(βτk)∗%2 (τk) Ψ(τk)∗%2 (β) Ψ%2 (τk) .
(24)
Since σkβσ
−1
k = α
−1β1 and (β1)∗%1 = %1, we have (σkβσ−1k )∗%1 = (α
−1β1)∗%1 =
(α−1)∗%1. Similarly, (β2)∗%2 = %2 implies (τkβτk)∗%2 = (α−1)∗%2. Hence Ψ(σkβσ−1k )∗%1 (α) =
Ψ(α−1)∗%1 (α) and Ψ(τkβτk)∗%2 (α) = Ψ(α−1)∗%2 (α).
Consider the injective “right stabilization” homomorphism µ : Fk+2 = 〈x1, . . . , xk, s, q〉 ↪→
Fk+3 that takes a generator to a generator of the same name. Since %1 and %2 agree on the
generators xj for 1 ≤ j ≤ k we have µ∗%1 = µ∗%2 (where µ∗%j denotes the composite of %j
and µ). Let % = µ∗%1. Note that µ∗(α−1)∗%j = (α−1)∗% for j = 1, 2. Let A = Ψ(α−1)∗% (α).
Then
Ψ(σkβσ−1k )∗%1
(α) =
[
A 0
0 In
]
= Ψ(τkβτk)∗%2 (α) .
Call the above matrix A′.
The condition defining %2 asserts that
(
σ−1k
)
∗ %1(xj) = (τk)∗%2(xj) for 1 ≤ j ≤ k and so
µ∗
(
σ−1k
)
∗ %1 = µ∗ (τk)∗ %2. Let %̂ = µ∗
(
σ−1k
)
∗ %1 and let B = Ψ%̂(β). We conclude that
Ψ(σ−1k )∗%1
(β) =
[
B 0
0 In
]
= Ψ(τk)∗%2 (β) .
Call the above matrix B′.
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Let P ′ = Ψ%1
(
σ−1k
)
and P = Ψ(βσ−1k )∗%1
(σk). We have x
βσ−1k
k = s
−1x−1k sxk+1xk and
x
βσ−1k
k+1 = s
−1xks, and applying Remark 8.2 shows that P ′ and P are given by
P ′ =
In(k−1) · · · 0... %1(s−1x−1k sxk+1)− %1(s−1x−1k )s−1t−1 %1(s−1x−1k s)t−1
0 %1(s
−1)s−1 0
 ,
and
P =
In(k−1) · · · 0... 0 %1(s)s
0 %1(s
−1xks)t In − %1(xk+1s)st
 .
Let Q = Ψ%2 (τk). By Remark 8.2, we have Q = Ψ(βτk)∗%2 (τk) and so
Q =
In(k−1) · · · 0... 0 %2(q)q
0 %2(q
−1)q−1 0
 .
With the names given to the various matrices displayed above, we have by (24) that
Ψ%1(β1) = A
′PB′P ′ and Ψ%2(β2) = A′QB′Q. Thus H
%1
β1
= det
(
A′PB′P ′ − In(k+1)
)
and
H%2β2 = det
(
A′QB′Q− In(k+1)
)
.
Let
E =
In(k−1) · · · 0... In 0
0 −%1(xk+1)t+ %1(s−1)s−1 %1(s−1xks)t
 ,
F1 =
[
Ink 0
0 %1(s
−1xks)t
]
, and F2 =
[
Ink 0
0 %2(q)q
]
.
Consider the matrices
M1 = F
−1
1
(
A′PB′P ′ − In(k+1)
)
E and M2 = F2
(
A′QB′Q− In(k+1)
)
F−12 .
Since det(E) = tn det %1(xk) = det(F1), we have det(M1) = H
%1
β1
. Also, det(M2) = H
%2
β2
.
Claim: M1 = M2.
Let Ak and Bk denote the k-th block columns of A and B, respectively, and let Âk and B̂k
be the nk×n(k− 1) matrices obtained by removing the k-th block columns from A and B,
respectively.
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One then finds that
(
F−11 A
′)P = [A 0
0 %1(s
−1x−1k s)t
−1
]In−1 · · · 0... 0 %1(s)s
0 %1(s
−1xks)t In − %1(xk+1s)st

=
[
Âk 0 Ak%1(s)s
0 In %1(s
−1x−1k s)t
−1 − %1(s−1x−1k sxk+1s)s
]
and
B′
(
P ′E
)
=
[
B 0
0 In
]In(k−1) · · · 0... 0 In
0 %1(s
−1)s−1 0
 = [B̂k 0 Bk
0 %1(s
−1)s−1 0
]
.
Furthermore, we have
F−11 E =
[
Ink 0
0 %1(s
−1x−1k s)t
−1
]In(k−1) · · · 0... In 0
0 −%1(xk+1)t+ %1(s−1)s−1 %1(s−1xks)t

=
In(k−1) · · · 0... In 0
0 %1(s
−1x−1k )s
−1t−1 − %1(s−1x−1k sxk+1) In
 .
It follows that
M1 =
(
F−11 A
′P
) (
B′P ′E
) − F−11 E
=
[
Âk 0 Ak%1(s)s
0 In %1(s
−1x−1k s)t
−1 − %1(s−1x−1k sxk+1s)s
][
B̂k 0 Bk
0 %1(s
−1)s−1 0
]
−
In(k−1) · · · 0... In 0
0 %1(s
−1x−1k )s
−1t−1 − %1(s−1x−1k sxk+1) In
 .
(25)
An easy computation shows that
(
F2A
′)Q = [A 0
0 %2(q)q
]In(k−1) · · · 0... 0 %2(q)q
0 %2(q
−1)q−1 0
 = [Âk 0 Ak%2(q)q
0 In 0
]
and
B′
(
QF−12
)
=
[
B 0
0 In
]In(k−1) · · · 0... 0 In
0 %2(q
−1)q−1 0
 = [B̂k 0 Bk
0 %2(q
−1)q−1 0
]
.
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Thus, we find that
M2 =
(
F2A
′Q
) (
B′QF−12
) − In(k+1)
=
[
Âk 0 Ak%2(q)q
0 In 0
][
B̂k 0 Bk
0 %2(q
−1)q−1 0
]
− In(k+1).
(26)
The claim now follows by direct comparison of Equations (25) and (26), showing that
H%1β1 = det(M1) = det(M2) = H
%2
β2
.
Left virtual exchange move.
We have β1 = ασ1 β σ
−1
1 and β2 = α τ1 β τ1. As in the case of the right virtual exchange
move, (β2)∗%2 = %2.
Applying (13), it follows that
Ψ%1(β1) =Ψ(σ1βσ−11 )∗%1
(α) Ψ(βσ−11 )∗%1
(σ1) Ψ(σ−11 )∗%1
(β) Ψ%1
(
σ−11
)
,
Ψ%2(β2) =Ψ(τ1βτ1)∗%2 (α) Ψ(βτ1)∗%2 (τ1) Ψ(τ1)∗%2 (β) Ψ%2 (τ1) .
(27)
Since σ1βσ
−1
1 = α
−1β1 and (β1)∗%1 = %1, we have (σ1βσ−11 )∗%1 = (α
−1β1)∗%1 = (α−1)∗%1.
Similarly, (β2)∗%2 = %2 implies (τ1βτ1)∗%2 = (α−1)∗%2. Hence Ψ(σ1βσ−11 )∗%1 (α) = Ψ(α−1)∗%1 (α)
and Ψ(τ1βτ1)∗%2 (α) = Ψ(α−1)∗%2 (α).
Consider the injective “left stabilization” homomorphism µ : F ′k+2 = 〈x2, . . . , xk+1, s, q〉 ↪→
Fk+3 that takes a generator to a generator of the same name. Since %1 and %2 agree on the
generators xj for 2 ≤ j ≤ k+1 we have µ∗%1 = µ∗%2 (where µ∗%j denotes the composite of %j
and µ). Let % = µ∗%1. Note that µ∗(α−1)∗%j = (α−1)∗% for j = 1, 2. Let A = Ψ(α−1)∗% (α).
Then
Ψ(σ1βσ−11 )∗%1
(α) =
[
In 0
0 A
]
= Ψ(τ1βτ1)∗%2 (α) .
Call the above matrix A′.
The condition defining %2 asserts that
(
σ1
−1)
∗ %1(xj) = (τ1)∗%2(xj) for 2 ≤ j ≤ k+ 1 and
so µ∗
(
σ1
−1)
∗ %1 = µ∗ (τ1)∗ %2. Let %̂ = µ∗
(
σ1
−1)
∗ %1 and let B = Ψ%̂(β). We conclude that
Ψ(σ−11 )∗%1
(β) =
[
In 0
0 B
]
= Ψ(τ1)∗%2 (β) .
Call the above matrix B′.
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Let P ′ = Ψ%1
(
σ−11
)
and P = Ψ(βσ−11 )∗%1
(σ1). We have x
βσ−11
1 = s
−1x−11 sx2x1 and
x
βσ−11
2 = s
−1x1s, and applying Remark 8.2 shows that P ′ and P are given by
P ′ =
%1(s
−1x−11 sx2)− %1(s−1x−11 )s−1t−1 %1(s−1x−11 s)t−1 0
%1(s
−1)s−1 0
...
0 · · · In(k−1)
 ,
and
P =
 0 %1(s)s 0%1(s−1x1s)t In − %1(x2s)st ...
0 · · · In(k−1)
 .
Let Q = Ψ%2 (τ1). By Remark 8.2, we have Q = Ψ(βτ1)∗%2 (τ1) and so
Q =
 0 %2(q)q 0%2(q−1)q−1 0 ...
0 · · · In(k−1)
 .
With the names given to the various matrices displayed above, we have by (27) that
Ψ%1(β1) = A
′PB′P ′ and Ψ%2(β2) = A′QB′Q.
Let
E =
%1(s
−1x−11 s)t
−1 %1(s−1x−11 sx2s)s− %(s−1x−11 s)t−1 0
0 In
...
0 · · · In(k−1)
 ,
F1 =
[
%1(s
−1x1s)t 0
0 Ink
]
, and F2 =
[
%2(q)q 0
0 Ink
]
.
Since β1 = ασ1βσ
−1
1 and β2 = ατ1βτ1, we have
H%1β1 = det
(
A′PB′P ′ − In(k+1)
)
= det
(
B′P ′A′P − In(k+1)
)
and
H%2β2 = det
(
A′QB′Q− In(k+1)
)
= det
(
B′QA′Q− In(k+1)
)
.
Consider the matrices
M1 = F1
(
B′P ′A′P − In(k+1)
)
E and M2 = F
−1
2
(
B′QA′Q− In(k+1)
)
F2.
Since det(E) = t−n det %1(x2)−1 and det(F1) = tn det %(x2), we have det(M1) = H
%1
β . Also,
det(M2) = H
%2
β′ .
Claim: M1 = M2.
Let A1 and B1 denote the first block columns of A and B, respectively, and let Â1 and B̂1
be the nk×n(k− 1) matrices obtained by removing the first block columns from A and B,
respectively.
ALEXANDER INVARIANTS FOR VIRTUAL KNOTS 55
One then finds that
(
F1B
′)P ′ = [%1(s−1x1s)t 0
0 B
]%1(s
−1x−11 sx2)− %1(s−1x−11 )s−1t−1 %1(s−1x−11 s)t−1 0
%1(s
−1)s−1 0
...
0 · · · In(k−1)

=
[
%1(x2)t− %1(s−1)s−1 In 0
B1%1(s
−1)s−1 0 B̂1
]
and
A′ (PE) =
[
In 0
0 A
] 0 %1(s)s 0In 0 ...
0 · · · In(k−1)
 = [ 0 %1(s)s 0
A1 0 Â1
]
.
Furthermore, we have
F1E =
[
%1(s
−1x1s)t 0
0 Ink
]%1(s
−1x−11 s)t
−1 %1(s−1x−11 sx2s)s− %(s−1x−11 s)t−1 0
0 In
...
0 · · · In(k−1)

=
In %1(x2s)st− In 00 In ...
0 · · · In(k−1)
 .
It follows that
M1 =
(
F1B
′P ′
) (
A′PE
) − F1E
=
[
%1(x2)t− %1(s−1)s−1 In 0
B1%1(s
−1)s−1 0 B̂1
][
0 %1(s)s 0
A1 0 Â1
]
−
In %1(x2s)st− In 00 In ...
0 · · · In(k−1)
 .
(28)
An easy computation shows that
(
F−12 B
′)Q = [%2(q−1)q−1 0
0 B
] 0 %2(q)q 0%2(q−1)q−1 0 ...
0 · · · In(k−1)
 = [ 0 In 0
B1%2(q
−1)q−1 0 B̂1
]
and
A′ (QF2) =
[
In 0
0 A
] 0 %2(q)q 0In 0 ...
0 · · · In(k−1)
 = [ 0 %2(q)q 0
A1 0 Â1
]
.
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Thus, we find that
M2 =
(
F−12 B
′Q
) (
A′QF2
) − In(k+1)
=
[
0 In 0
B1%2(q
−1)q−1 0 B̂1
][
0 %2(q)q 0
A1 0 Â1
]
− In(k+1).
(29)
The claim now follows by direct comparison of Equations (28) and (29), showing that
H%1β1 = det(M1) = det(M2) = H
%2
β2
.

We apply these results to define a preferred normalization for the twisted virtual Alexan-
der polynomial H%K(s, t, q) as follows. Let K be a virtual knot or link represented as the
closure of a braid β ∈ VBk, and suppose % : Fk+2 → GLn(R) is a representation such that
β∗% = %.
Definition 9.4. The normalized twisted virtual Alexander polynomial is given by setting
Ĥ%K(s, t, q) = (−1)n(wr(β)+v(β))H%β(s, t, q),
where wr(β) is the writhe and v(β) is the virtual crossing number of β̂. Then Ĥ%K(s, t, q) is
an invariant of virtual knots and links that is well-defined up to a factor of ε(st)jn, where ε is
a unit in R and j ∈ Z. In fact, one can further assume ε lies in the image of det %(Fk+2) ⊂ R,
so if % : Fk+2 → SLn(R) is unimodular, then Ĥ%K(s, t, q) is well-defined up to (st)jn.
Invariance follows from Theorem 5.1, Proposition 9.2 and Proposition 9.3, which show
that (−1)n(wr(β)+v(β))H%β(s, t, q) is independent of the braid representative, up to an overall
factor of ε(st)jn. We will write Ĥ%K(s, t, q) = f whenever f ∈ L is a Laurent polynomial
such that ĤK(s, t, q) = ε(st)
jn · f for ε a unit in R and j ∈ Z.
Using the normalized twisted virtual Alexander polynomial, we obtain the following
improvement of Theorem 7.8. Recall that degq−1 and degq are defined for the Laurent
polynomial Ĥ%K(s, t, q) by regarding it as a polynomial in q and q
−1.
Theorem 9.5. Given a virtual knot or link K, then
degq−1 Ĥ
%
K(s, t, q) ≤ n v(K) and degq Ĥ%K(s, t, q) ≤ n v(K).
Concluding Remarks. In the classical case, twisted Alexander invariants have been used
to characterize fibered knots [11], to study sliceness [26, 15] and periodicity [16], and to
understand a partial ordering on knots defined in terms of surjections between the associated
knot groups [30, 29, 17]. It would be interesting to develop similar results for virtual knots,
though it is not at all obvious how to define fibered and slice knots in the virtual category.
On the other hand, there is a well-developed notion of periodicity for virtual knots, and it is
expected that the Alexander invariants and twisted Alexander invariants will take a special
form for periodic virtual knots. Further, just as in the classical case, one can construct
a partial ordering on virtual knots in terms of surjections of the virtual knot groups, and
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the twisted Alexander invariants can be applied to those questions by the general results of
Kitano, Suzuki, and Wada in [30].
For classical knots, the knot groupGK has a topological interpretation as the fundamental
group of the complement of the knot, and a natural question to ask is whether the virtual
knot group VGK is the fundamental group of some topological space naturally associated to
K. A related problem is to characterize which groups occur as virtual knot groups VGK for
a virtual knot K, and we note that the corresponding problem for the knot group GK was
solved by Kim in [25]. It would be interesting to develop the theory of virtual knot groups
and Alexander invariants for virtual tangles and for long virtual knots. It would also be
interesting to construct a categorification of the virtual Alexander polynomial HK(s, t, q).
Finally, while the focus of this paper has been on the case of virtual knots, one can establish
similar results for virtual links using multi-variable Alexander polynomials. We hope to
explore some of these questions in future work.
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