ABSTRACT. For a simple connected planar graph G with a contractible circuit J and a partition φ of the vertex set of J we denote by P (G,φ) (t) the number of ways of colouring the vertices of G with at most t colours so that vertices in the same block of φ have the same colour. Tutte showed that this polynomial may be expressed uniquely as a linear combination of P (G,π) (t) over all planar partitions π, with scalars ϑ φ,π (t) that are independent of G. We show that the (chromatic) invariants ϑ φ,π have a natural algebraic setting in terms of the orthogonal projection from the Partition Algebra Pr(t) to the Temperley-Lieb Subalgebra TLr(t, 1).
The result of Tutte we shall discuss contains objects that we have termed Tutte's (chromatic) invariants. These invariants, which are defined in Section 2, encode relations between (free) chromatic polynomials. Our aim is to provide a richer context within which to study these Tutte invariants. We do this in Section 3 by realizing them as coefficients of the orthogonal projection from the partition algebra P r to the TemperleyLieb algebra TL r ⊂ P r . This, in Section 4, suggests a higher genus generalization of Tutte invariants. This in turn leads us to the Ribbon Algebra RA r which we describe in Section 5. In Section 6 we summarize the relationship between the invariants and the Four Colour Theorem. We hope to convince the reader that the invariants themselves lead to a rich mathematical setting, regardless of their application to the Four Colour Theorem.
TUTTE'S INVARIANTS
2.1. Planar and non-planar partitions of J. Let J be a circuit of length r of a graph G. We shall refer to J as an r-ring. A partition φ of J is a partition of the vertex set of J into subsets called blocks Let ℓ(π) denote the number of blocks of π. Denote by Φ(J) the set of all partitions of the vertex set of J. A partition π of J is said to be planar if lines in the interior of J can be drawn between each pair of vertices which are part of the same block of π such that they do not meet. We represent each block by a region in the interior of J as illustrated in Figure 1 . We denote the set of planar partitions of J by Π (J) . It is well known that the number of planar partitions of J is the Catalan number C r = 1 r+1 2r r . For example, the number of partitions of J 4 is 15 but |Π (J 4 )| = C 4 = 14, so there is a unique non-planar partition in Φ (J 4 [2, 4] . Notice that even though φ and φ ′ are planar partitions their join φ ∨ φ ′ is not, so the sublattice of planar partitions is not closed under join. This restricts the effectiveness of lattice theoretic approaches to understanding the lattice of planar partitions.
Free chromials.
We consider throughout only undirected graphs G. A planar graph is a graph which admits a topological embedding into the plane with no crossing edges. A circuit J of length r in the planar graph G is contractible if G can be embedded into the plane so that its interior contains no vertices. We will consider pairs (G, φ) where φ ∈ Φ(J) is a partition of the vertex set of the circuit J.
A (vertex) colouring of a graph G with t colors is a colouring of vertices of G with colors {1, . . . , t} such that no edge joins vertices of the same colour. We denote by P G (t) the number of such colourings. It is called the chromial of G. The free chromial P (G,φ) (t) of (G, φ) is the number of ways of colouring (G, φ) with at most t colours such that the vertices of G in the same block of φ receive the same colour. Clearly, the free chromial P (G,φ) (t) specialises to the chromial P G (t) when φ = ε, the partition of V (J) into singleton blocks.
2.3. Tutte's invariants. The starting point is the following theorem due to Tutte. It provides relations between free chromials. Remarkably, these relations are independent of the graph G. Hence the coefficients ϑ φ,π in the relations are fundamental invariants which we call Tutte's Chromatic Invariants. It is our contention that these invariants are interesting objects to study in themselves.
Theorem 2.1 (Tutte's Invariants [T1] ). Let G be a planar graph and J a contractible circuit of G of length r < ∞.
Suppose the interior of J is empty and let φ ∈ Φ(J) (any partition of the vertices in J)
. Then there exist invariants ϑ φ,π (t) ∈ Q((t)) independent of G, where (φ, π) ∈ Φ(J) × Π (J) , such that P (G,φ) (t) = π∈Π (J) ϑ φ,π (t)P (G,π) (t).
(1)
Moreover, ϑ φ,π (t) can be determined from the equation Proof. We use induction on the number of edges of G. Suppose e is an edge of G without both ends on the ring J. By deletion and contraction, P (G,φ) (t) = P (G−e,φ) (t)− P (G/e,φ) (t). By the induction hypothesis, Tutte's relation holds for both G − e and G/e while ϑ φ,π is independent of G − e and G/e so P (G,φ) (t) = P (G−e,φ) (t) − P (G/e,φ) (t) = π∈Π (J) ϑ φ,π (t) P (G−e,π) (t) − P (G/e,π) (t) = π∈Π (J) ϑ φ,π (t)P (G,π) (t).
Tutte's relation also stays true if we remove isolated vertices introduced by the delete and contract procedure since an isolated vertex contribues a factor of t to both sides of (1). Thus we are reduced to proving the theorem for the case where G contains vertices only on J (this is the base case of the induction). In this base case the graph G is planar and the edges join vertices on J.
Consider an arbitrary way T of deleting and contracting all the remaining edges of G. This identifies vertices on J into blocks which form the blocks of a partition σ T of the vertices of J. This partition is planar since delete and contract operations preserve planarity. Now P (G,φ) can be expressed as a sum over all such T . The contribution of one such T to P (G,φ) is (−1) c(T ) t ℓ(φ∨σT ) where c(T ) is the number of edges contracted
Hence it suffices to show that there exist ϑ φ,π such that for any (φ, π) ∈ (Φ(J), Π(J)) we have
. Then the relation above can be rewritten as B r = A r M r . Hence such ϑ φ,π exist if and only if M r is invertible.
We now prove the invertibility of M r . Denote the planar partitions by π 1 , . . . , π m (where m = C r ). A general term in the expansion of det M r is ±t ℓ(π1∨πi 1 ) · · · t ℓ(πm∨πi m ) . Note that ℓ(π 1 ∨ π i1 ) ≤ ℓ(π 1 ∨ π 1 ) with equality if and only if π i1 π 1 . Consequently
with equality if and only if π i1 π 1 , . . . , π im π m . By Lemma 2.2, which follows below, this means that equality holds if and only if i 1 = 1, . . . , i m = m. Thus there is a unique term of highest degree in the expansion of det M r (namely the product of the diagonal elements of M r ). This element occurs with non-zero coefficient, whence M r is invertible. 
Proof. Without loss of generality assume p 1 is a minimal element. Then p i1 p 1 implies that i 1 = 1. Now delete p 1 from the poset and repeat the argument. This process terminates since (P, ) is finite.
Since ϑ φ,π (t) is independent of G we shall call it Tutte's chromatic invariant. If φ happens to be planar then ϑ φ,π = δ φ,π and Tutte's relation gives no information. The matrix M r = t ℓ(π∨σ) Cr×Cr is usually called the matrix of chromatic joins. Remark 2.3. Similarly, it can be shown that for any planar graph G with circuit J and arbitrary exterior as well as interior we have
for some ϑ ′ ρ,φ where the sum is over all partitions ρ that can be expressed as ρ = σ 1 ∨ σ 2 for some planar partitions σ 1 and σ 2 . This follows because the base case in the proof of this involves a circuit J with ext J G and int J G encoded by planar partitions σ 1 and σ 2 . Thus P (G,φ) = t ℓ(σ1∨σ2∨φ) and the σ in the proof of Theorem 2.1, which was planar, is now replaced by σ 1 ∨ σ 2 . The matrix which is analogous to M r is t ℓ(ρ1∨ρ2) where both ρ 1 and ρ 2 can be expressed as the join of two planar partitions. All that remains to prove such a result is to show that the determinant of this matrix is not identically zero. This can be proven using the same ideas we used above to show that M r is invertible.
2.4.
Completeness of Tutte's Relations. Next we show that Tutte's relations (1) account for all the linear relations between free chromials. By such a linear relation we mean an equation of the form
where the f φ (t) are independent of G.
Theorem 2.4. Tutte's relations (1) form a basis over R(t) for the set of all linear relations between free chromials.
Proof. Suppose we have such a linear relation φ∈Φ (J) f φ (t)P (G,φ) (t) = 0. Using equation (1) we can replace each occurrence of P (G,φ) (t) where φ is non-planar by a linear combination involving terms P (G,π) (t) where the π are all planar. Whence we get a relation π∈Π (J) f π (t)P (G,π) (t) = 0 where the sum is over planar partitions. It is enough to show that in such a relation we have f π (t) = 0 for all π ∈ Π(J).
Take G to have no vertices outside of J so that it is given by some planar partition σ ∈ Π(J). Then P (G,π) (t) = t ℓ(π∨σ) and the relation reads π∈Π(J) f π (t)t ℓ(π∨σ) = 0. Since this holds for any planar partition σ and the chromatic join matrix t ℓ(π∨σ) is invertible it follows that f π (t) = 0 for all planar partitions π.
THE RELATION BETWEEN TUTTE'S INVARIANTS, THE TEMPERLEY-LIEB ALGEBRA AND THE PARTITION ALGEBRA
The bivariate Temperley-Lieb algebra TL r (x, y) will enable us to gain further insight into Tutte's invariants. We introduce this algebra and then use it to determine the determinant of the matrix M r of chromatic joins. Part of the motivation for doing this is to find further properties of M r . The Temperley-Lieb algebra is used to obtain a natural decomposition of M −1 r into the product of an upper triangular matrix P r and its transpose. Further details regarding the structure of TL r (x, y) and its relationship to M r are given in [CJ] .
3.1. The Temperley-Lieb Algebra.
3.1.1. Planar partitions and strand diagrams. There is an elementary bijection between the set Π r of all planar partitions of J r and the set S r of rooted, 2-coloured, planar strand diagrams. The elementwise action of this bijection is best described by an example that generalises in the obvious way. Figure 2 shows how the planar diagram for π 0 is transformed via vertex splitting into a strand diagram representing an element in the Temperley-Lieb algebra. This construction is clearly reversible and extends naturally to all r.
Strand diagrams and the bivariate Temperley-Lieb Algebra.
The bivariate Temperley-Lieb Algebra TL r (x, y) is the free additive algebra over R(x, y) with multiplicative generators 1, e 1 , . . . , e r−1 subject to the relations S1 e 2 i = x i e i for i = 1, . . . , r − 1, where x i = x if i odd, and x i = y if i even, S2 e i e j = e j e i if |i − j| > 1, S3 e i e i±1 e i = e i for i = 1, . . . , r − 1, where x and y commute with all elements, and 1 is the multiplicative identity. Thus TL r (x, y) = R(x, y) 1, e 1 , . . . , e r−1 /(S1, S2, S3).
The set B 1 of all distinct monomials in the generators modulo the relations S1, S2 and S3 affords a linear basis of TL r (x, y) over R(x, y). For example, B 1 = (1, e 1 , e 2 , e 1 e 2 , e 2 e 1 ) is a linear basis for TL 3 (x, y) where the ordering of the basis elements is, for the moment, arbitrary. The connexion of TL r (x, y) to planar strand diagrams is through the combinatorial presentation of the generators 1, e 1 , . . . , e n−1 as properly 2-coloured planar strand diagrams which are shown in Figure 3 .
The product in TL r (x, y) corresponds to the concatenation of strand diagrams with the convention that each black loop so formed is marked by x and deleted, and each white loop is marked by a y and deleted. Note that concatenation of strand diagrams preserves their planarity and respects colouring. It is a good exercise to check the three relations (S1, S2, S3) diagrammatically. It is also not hard to see that every planar strand diagram can be obtained by concatenating together strand diagrams corresponding to the generators e 1 , . . . , e r−1 . Hence there is a bijection between monomials in TL r (x, y) and planar strand diagrams.
We summarize the correspondences as follows. To every planar partition π ∈ Π r there corresponds a planar 2-coloured strand diagram henceforth denoted by p π . Moreover, each such strand diagram corresponds to a monomial p π ∈ TL r (x, y). With a minor abuse of notation, we denote a monomial p π ∈ TL r (x, y) and the corresponding strand diagram by the same symbol.
3.1.3. A bilinear form on TL r (x, y). For π ∈ Π r the closureπ of π is obtained by joining the ends of the strands of π by arcs. Figure 4 illustrates the closure of p π0 .
If π ∈ Π r , let sh(π) and ush(π) be, respectively, the number of (finite) shaded and unshaded regions in the closureπ of π. Let tr :
extended linearly to TL r (x, y). For example, tr(π 0 ) = x 2 y 2 . Notice that tr(ab) = tr(ba) for all a, b ∈ TL r (x, y), so tr is a trace function in TL r (x, y). It is worthwhile noting that the obvious generalization of this trace is no longer well-defined if the bivariate Temperley-Lieb algebra is replaced by the obvious multivariate generalization (where e 2 i = x i e i for some indeterminates x i ). The transpose π t of a strand diagram for π is obtained by flipping the diagram about a vertical axis. If a = p π ∈ TL r (x, y) is a monomial corresponding to some partition π ∈ Π r then we define the transpose of a by a t = p π t , extending linearly to all elements of TL r (x, y). Hence we have:
• e t i = e i for i = 1, . . . , r − 1,
t for all a, b ∈ TL r (x, y) and all c 1 , c 2 ∈ R(x, y).
We now define a symmetric bilinear form on TL r (x, y) as follows: The Gram matrix of ·, · is denoted by M r (x, y). In other words, the rows and columns of M r (x, y) are indexed by planar partitions with the entry in position (π 1 , π 2 ) being p π1 , p π2 . The key point is that that M r (t, 1) is precisely the matrix of chromatic joins. This is because if we set x = t and y = 1 then
Thus we have transported the problem of computing the determinant of the chromatic join matrix to one of computing the determinant of the Gram matrix of TL r (x, y). This is a more attainable goal once we know more about the structure of TL r (x, y). We include the following result about TL r (x, y) taken from [CJ] (Thm 3.7 and Cor 4.4).
Theorem 3.1. 3.1.4. The ideal K 2r of TL 2r and the chromatic join matrix. In [CJ] we computed det M r (x, y) by working in TL r (x, y). That argument can be simplified by working in an ideal K 2r ⊂ TL 2r (x, y) rather than in TL r (x, y) itself. Let K 2r be the left ideal of TL 2r (x, y) generated by the monomials corresponding to the set Π r of partitions in Π r that are augmented by singletons; i.e. 
For example, the chromatic join of π 0 and γ 0 is π 0
On the other hand p c π0 , p c γ0 = x 2+r y where r = 6. So at x = t and y = 1 we have
3.2. Construction of an orthonormal basis for K 2r . We construct an orthonormal basis B 2 for K 2r by a process that can be viewed precisely as Gram-Schmidt Orthogonalisation in the ideal K 2r (x, y). To do this we make use of the Temperley-Lieb Algebra to determine the orthogonal projections. The change of basis matrix P r from the original standard basis to B 2 will be seen to be upper triangular where the entries on the diagonal are given explicitly. Since M r (x, y) −1 = P r P t r , this will allow us to determine det M r (x, y).
Strand diagrams and Dyck paths.
A path is a sequence of displacements, or steps, (1, ±1), starting from the origin of the non-negative integer sublattice Z 2 of R 2 . A Dyck path is a path terminating on the xaxis and having no points below the x-axis, and the set of all Dyck paths of length 2r is denoted by D r . The displacements (1, 1) and (1, −1) are represented by ր and ց, respectively. There is an elementary bijection between planar strand diagrams with r strands and Dyck paths in D r . Consequently there is also a bijection between planar strand diagrams corresponding to partitions in Π r and elements of D r where D r = D r · (րց) r , with "·" denoting concatenation. For example, the Dyck Path corresponding to Figure 7 .
Let [a] denote the Dyck path corresponding to a monomial a ∈ TL r (x, y). For example, given the trivial partition ε r = {[1], . . . , [r]} we have p b εr = e 1 e 3 · · · e 2r−1 ∈ K 2r and its corresponding Dyck path is
It is clear that any path p ∈ D r can be constructed iteratively from ε r by inserting unit boxes ♦ snugly into minima ցր (such that at each stage the inserted box has its two lower sides in contact with the two sides of the minimum). Consequently we shall call [p b εr ] the base path for K 2r . Let p ⊞ ♦ i be the Dyck path obtained from p by inserting a box into a minimum at position i (that is, the x-coordinate of the bottom of the minimum is i). Let h i (p), the height of p at position i, be the y-coordinate of the point at position i of p.
The fundamental observation that connects the algebra to the diagramatics is that
where (p) 1 ∈ K 2r denotes the monomial corresponding to the Dyck path p ∈ D r .
3.2.2.
The basis B 2 of K 2r . To construct the basis B 2 of the ideal K 2r with respect to which the Gram matrix of ·, · is diagonal, we shall need µ i = V i−1 /V i ∈ Q(x, y), for i ≥ 1, where V i are the bivariate Chebyshev polynomials. These are defined using the the linear recurrence
with initial conditions V 0 (x, y) = 1, V 1 (x, y) = x and where x k is x if k is odd and y if k is even. Thus V k (t, t) is a normalised Chebyshev polynomial of the second kind. Let (·) 2 : D r → K 2r be the mapping defined recursively by
where j = h i (p) + 1 is the height of the centre of ♦ i . The initial condition is (րց) 2r → e 1 e 3 . . .
For example, the basis B 2 for K 4 is given by
and
Notice that µ 1 = 1 x so that e 3 e 1 (e 2 − µ 1 ) e 1 e 3 = e 3 e 1 e 2 e 1 e 3 − 1 x e 3 e 1 e 1 e 3 = e 3 e 1 e 3 − e 3 e 1 e 3 = 0.
µ1 (e 2 − µ 1 )e 1 e 3 = 0 so that p 1 , p 2 = tr(p t 1 · p 2 ) = 0 as expected. Note that this construction can be extended to give an orthonormal basis for TL r (x, y). This was done in [CJ] but requires the construction of Jones-Wenzl projectors. Alternatively, one could also use the construction above together with a bijective map K 2r → TL r to avoid having to build Jones-Wenzl projectors (in fact, this gives an alternate way to understand the Jones-Wenzl projectors). We choose to work in K 2r (x, y) in order to avoid this extra complication.
3.2.3. Properties of B 2 . The next result shows that B 2 is an orthogonal basis for K 2r (x, y).
Proof. This is a special case of corollary Cor 4.4 in [CJ] .
Finally, we relate all this to M r (x, y).
Lemma 3.3. Let P r be the matrix that expresses the elements of B 2 in terms of the elements of
Proof. The Gram matrix of ·, · with respect to the orthogonal basis B 2 of K 2r is x 2r I r . It follows that P t r M r (x, y)P r = x 2r I r so M r is invertible and M −1 r (x, y) = x −2r P r P t r , completing the proof.
Lemma 3.4 (See Cor 4.6 [CJ] 
where a r,i = b r,i − b r,i−1 ≥ 0 and b r,i = 2r
Proof. The terms on the diagonal of P r may be read directly and grouped to obtain expressions of the powers of V i , which are then readily simplified. The details are given in the proof of Theorem 5.6 [CJ] .
We note that b r,i = 2r r−i − 2r r−i−1 is the number of Dyck paths of length 2r with the modified condition that they end at a point with height 2i ≥ 0.
The following is now immediate.
Corollary 3.6. M r (t, 1) is invertible.
One of the reasons for this exercise was to convince the reader that the Temperley-Lieb algebra is indeed a natural setting for studying planar partitions. The bivariable Chebyshev polynomials seen above are inately related to the structure of the Temperley-Lieb algebra. This relationship explains how det M r (t, 1) factors into a product of these Chebyshev polynomials (evaluated at x = t and y = 1). Without this connexion the reason for the factorization of det M r (t, 1) is quite mysterious.
3.3. The Partition Algebra. In this section we show that Tutte's chromatic invariant ϑ φ,π (t) can be understood in terms of the orthogonal projection from the Partition Algebra P r to the Temperley-Lieb Algebra TL r ֒→ P r . An account of this algebra is given in [R] We have seen that TL r (x, y) is an algebra whose standard basis is in bijection with the set Π r of planar partitions of {1, . . . , r}. This idea can be extended naturally to include all partitions of {1, . . . , r} and gives us the Partition Algebra P r (t). The standard basis of P r (t) is in bijection with all partitions of {1, . . . , r}. As before, we draw partitions as 2-coloured strand diagrams except that now the strands can cross (see, for example, Figure 8 ). Multiplication corresponds to concatenation of strand diagrams. The variable t is used to mark shaded components. Unfortunately it is not possible to have a bivariate version of P r (t) so we shall have only an inclusion TL r (t, 1) ֒→ P r (t). Given a partition φ ∈ Φ r of {1, . . . , r}, we shall denote by p φ the corresponding monomial in P r (t). The trace tr and the bilinear form ·, · can be extended from TL r (t, 1) to P r (t) by extending our old definitions. That is to say, the trace is obtained by closing up a diagram and counting the number of shaded regions which are marked by t. The inner product is a, b = tr(ab t ) = tr(b t a) where b t denotes the transpose of b (the diagram obtained from b by flipping).
An orthogonal projection.
Lemma 3.7. The restriction of the inner product ·, · from P r (t) to TL r (t, 1) is non-degenerate.
Proof. The inner product ·, · is non-degenerate if the determinant of its Gram matrix is non-zero. But the Gram matrix for TL r (t, 1) is M r (t, 1) whose determinant is calculated in (4) to be non-zero.
Lemma 3.7 justifies the following definition. Definition 3.8. proj ⊥ : P r (t) → TL r (t, 1) is the orthogonal projection with respect to ·, · .
The following theorem recovers the chromatic invariant ϑ φ,π from proj ⊥ .
Theorem 3.9. Let φ ∈ Φ r . Then proj
Proof. From Theorem 2.1, P (ext J G,φ) (t) = π∈Πr ϑ φ,π (t)P (ext J G,π) (t), where ϑ φ,π (t) is independent of G. Select ext J G to be a planar graph with no vertices in the exterior of J. This graph induces a planar partition π
for any planar partition π ′ and any partition φ. Now proj
Note that if φ = π ′ is planar, then from Theorem 3.9, ϑ π,π ′ (t) = δ π,π ′ as expected.
HIGHER GENUS TUTTE INVARIANTS
4.1. The genus of a partition. Let φ ∈ Φ r be an arbitrary partition and p φ its corresponding diagram in the Partition Algebra P r (t). From p φ one can contract the boundary to a point to obtain a rooted hypermonopole (i.e. a monopole whose faces are two coloured) which we denote by h φ . For instance, Figure 9 shows how to obtain a rooted hypermonopole from the non-planar partition φ = { The genus g(φ) of a partition φ is defined to be the genus of h φ . For example, g(φ) = 0 if and only if φ is planar. We denote by Φ g r and Φ ≤g r the partitions of {1, . . . , r} of genus g and genus less than or equal to g, respectively. For example, for g ≫ 0 we have Φ g r = Φ ≤g r = Φ r . Even though we can associate to a rooted hypermonopole to a partition as done above, it is not true that partitions are in bijection with them. In fact, it is permutations which are in bijection with rooted hypermonopoles, a point that is discussed further in Section 5 4.2. Generalisation of the chromatic invariant. A graph G has genus g if it can be embedded without crossing edges on a surface of genus g while it cannot be embedded on a surface of genus less than g. For example, planar graphs have genus 0. The following theorem shows that there exist Tutte invariants for higher genus graphs.
Theorem 4.1. Let G be a graph of genus g and let J be a contractible circuit of G of degree r < ∞. Suppose the interior of J is empty. Then for every partition φ ∈ Φ r there exist invariants ϑ g φ,π (t) ∈ Q((t)) where π ∈ Φ ≤g which are independent of G and satisfy
Moreover, ϑ 
Proof.
The proof is the same as that of Theorem 2.1 except for the base case of the induction in which the circuit J is now on a surface of genus g. The same argument as before goes through except that now we can express free chromials P (G,φ) (t) as a sum over partitions of genus less than or equal to g instead of a sum over partitions of genus 0.
Let TL g r (t) be the span of p φ for all φ ∈ Φ ≤g . Note that TL g r (t) ⊂ P r (t) is not a subalgebra (unless g = 0 or g ≫ 0). Nevertheless, they do form a graded filtration TL Proof. Analogous to the proof of Theorem 3.9.
The higher genus chromatic join matrix. The higher genus chromatic join matrix
,π2 is t to the power which is the number of parts in the join of partitions π 1 and π 2 . Note that M 0 r (t) = M r (t, 1). Using the structure of the Temperley-Lieb algebra we were able to calculate the determinant of M 0 r (t), which factored as products of bivariate Chebyshev polynomials (evaluated at y = 1). These polynomials reflected the structure of TL r (t). In the case of higher genus join matrices we do not have a similar algebra within which to work since (as noted before) TL g r (t) for g > 0 are only subspaces of P r (t) and are not closed under multiplication. However, it is still interesting to compute det M g r (t) for general g. If det M g r (t) were to factor well then this may shed light, for instance, on the existence of yet another algebra which serves as a natural setting for partitions of genus ≤ g. Unfortunately, we were unable to compute explicitly det M g r (t) for general g except in the cases g = 0 (Corollary 3.5) and g ≫ 0 which is done below. The case g ≫ 0 is where we consider all partitions. The method used below is unlikely to generalize but we consider it is worthwhile mentioning nevertheless. 4.3.1. The case g ≫ 0. The key to computing det M ∞ r (t) is Lindström's theorem. We can apply it since the lattice of all partitions is closed under join. This is no longer true if we look at the sublattice of partitions of genus greater or equal to g. For example, the join of planar partitions [1, 3] [L] ). Let L be a finite lattice (or ∨-semilattice) and let F : L → A where A is a ring. Let 
THE RIBBON ALGEBRA RA r (t)
In this section we introduce the Ribbon Algebra which is a lifting of the Partition Algebra. This is an algebra that we believe is worthy of further study.
A natural bijection between rooted hypermonopoles and permutations.
In Section 4 we saw that we can represent a partition as a hypermonopole on a surface of genus g. However, not all hypermonopoles correspond to a partition. Consider the two hypermonopoles in Figure 10 . The one on the left has genus 0 and corresponds to the partition [1, 2, 3] . The one on the right has genus 1 and does not correspond to any partition. In fact, hypermonopoles are in bijection with permutations. For example, the hypermonopole on the left encodes the permutation (123) and the one on the right encodes permutation (132). Proof. The idea is to generalize the picture in Figure 10 which encodes the permutations (123) and (132). Each cycle of a permutation corresponds to a shaded face.
With the partition algebra serving as a model, one can define a multiplication operator (•) on the set of all hypermonopoles. This leads to the Ribbon Algebra which we now describe. The easiest way to define the multiplication is to view the hypermonopoles as ribbon graphs (whence the name Ribbon Algebra), which carry the embedding. The basis elements of the Ribbon Algebra RA r (t) are rooted ribbon hypermonopoles, and typical basis elements are displayed as the left hand diagrams of Figures Such elements correspond bijectively to hypermonopoles since the ribbon structure gives a unique embedding of the monopole into a surface. This correspondence is depicted in Figures 11 and 12 . The genus of this 2-cell embedding is the genus of the ribbon hypermonopole.
Using the rooting we can concatenate two ribbon hypermonopoles so that the root edges coincide. This way we obtain a new rooted ribbon hypermonopole, thereby providing RA r (t) with a multiplication operator. Figure 13 illustrates an example of concatenation. Each additional component which arises from concatenation (as in Figure 13 ) is marked by a factor of t. Multiplication in the Ribbon Algebra mimics
. The product of two ribbon hypermonopoles.
that of P r and TL r . It is associative for the same reasons that P r and TL r are associative. There is also a morphism of algebras ψ : RA r (t) → P r (t). This map is the analogue of the usual forgetful map from permutations to partitions which forgets the structure within each cycle of a permutation (for instance, both permutations (123) and (132) are mapped to the partition {1, 2, 3}).
The Ribbon Algebra comes with a graded filtration. If RA g r (t) denotes the subspace spanned by the ribbon hypermonopoles of genus less than or equal to g then RA
The morphism ψ is compatible with the filtration in the sense that ψ : RA g r → P g r . Moreover, just as with P r (t), we have RA 0 r (t) ∼ = TL r (t, 1). Although, using P r (t) again as a model, there is an obvious candidate for a trace on RA r (t), this trace is degenerate since tr(a) = tr(ψ(a)). This is a reason that P r (t) rather than RA r (t) is the correct algebra for working with higher genus Tutte Invariants. However, there is also a trace obtained by counting strands in the closure of the ribbon rather than the number of shaded regions. We believe it would be fruitful to understand in greater detail the structure of RA r (t) and consequently suggest the following questions: 5.2. Counting Hypermonopoles According to Genus. In this section we determine the generating series for permutations (or, equivalently, hypermonopoles) according to genus. Notice that permutations of genus 0 (i.e. hypermonopoles of genus 0) are in bijection with partitions of genus 0 and are hence counted by Catalan numbers. This is not true in higher genera. For instance, Figure 10 showed a genus 1 hypermonopole, namely (132), which in fact seems to encode a partition of genus 0.
It is convenient briefly to use the usual terminology of hypermaps. The hyperedges of a hypermap H are the faces of one colour, which is to be specified, and the faces of H are the faces of the other colour. The hyperedge partition is defined in the usual. However, the degree of a vertex of H is the number of hyperedges incident with it. The edges of H are the edges of the underlying graph. H is rooted by selecting a mutually incident vertex, edge and face.
A hypermonopole is a hypermap with a single vertex. The degree of this vertex in H is therefore precisely half the degree of the vertex in the underlying graph. Let x s , y s , z s be indeterminates marking hyperfaces (shaded faces) , faces (unshaded faces) and vertices, respectively, of degree s. Let x = (x 1 , . . .), y = (y 1 , . . .) and z = (z 1 , . . .). The vertex partition ν of H is (ν 1 , ν 2 , . . .) = (1 k1 , 2 k2 , . . .) where k s is the number of vertices in H of degree s. Let φ, η be the hyperedge (shaded face) and face (unshaded face) partitions, respectively. The rooted hypermap generating series for orientable surfaces is
where h(φ, η, ν) is the number of rooted hypermaps with vertex partition ν, hyperedge partition φ and face partition η.
Let p ν (x), s ν (x) denote, respectively, the power sum symmetric function and the Schur function in x with index ν and let H θ be the product of the hook lengths of cells in the Ferrers diagram of θ. (1) [GJ2] ).
Theorem 5.2 (see equation
The following result gives the generating series for rooted hypermonopoles. The results concerning Schur functions and characters of irreducible representations of the symmetric group that are used here may be found in [Mac] .
Corollary 5.3. Let a r (p, q) be the number of rooted hypermonopoles with p hyperedges, q faces and a vertex of degree r (degree 2r in the underlying graph). Then
Proof. Let A r (x, y) be the generating series for rooted hypermonopoles with respect to hyperedge partition and face partition, and with vertex degree r (degree 2r as a graph). Then
. .), and χ θ α is the character of the ordinary irreducible representation of S r indexed by θ and evaluated on the conjugacy class indexed by α ⊢ r.
from some k such that 0 ≤ k < r, and is 0 otherwise. Thus
where not all of the a i s are zero. Then
We introduce the homomorphism
Let ψ x be the linear operator defined by
In particular, if a is independent of x, then ψ x (1 + a)
It follows that
Let f θ be the degree of the irreducible representation indexed by θ. Then H θ = r!/f θ , so
and the result follows.
The series A r (x, y) appears to be of total degree 2r. It is, however, of total degree r + 1, and the following result gives a degree-respecting form for the series. We are indebted to George Andrews for the following proof.
Corollary 5.4.
Proof. We note first that, from Corollary 5.3, A r (x, y) can be expressed hypergeometrically as
But, from [Ba] (equ. (1), Sect. 4.5), we have
which expresses a nearly poised 4 F 3 in terms of a Saalschützian 5 F 4 . Letting w → a, we have
Now set w → a, b → x + 1, c → y + 1, m → r − 1, and a → x + y − r + 1 so,
The terms of top degree r + 1 in A r (x, y) are given by by
which is equal to An indeterminate z can be introduced to mark genus, by the Euler-Poincaré formula. This series is z (r+1)/2 A r (xz −1/2 , yz −1/2 ) which, with a minor abuse of notation, we shall denote by A r (x, y, z). Clearly, A r is symmetric in x and y. Table 1 gives A 1 , . . . , A 6 compactly in terms of the monomial symmetric functions m α in x and y.
6 (m (6,1) + 15m (5,2) + 50m (4,3) ) + (35m (4,1) + 175m (3 2 ) )z + 84m (2,1) z 2 For example, from Table 1 , there are 10 rooted hypermonopoles with 4 faces of one colour and 2 faces of the other colour, and having 5 edges (and therefore genus 0). Let G r (z) = A r (1, 1, z) . The coefficients of this polynomial are given in Table 2 . We note that, as expected, The coefficients of A r (x, y) are found by observing that
n /n! where n ≥ 0, and s
is a Stirling number of the first kind defined by
THE CONNEXION BETWEEN THE TUTTE INVARIANTS, THE BIRKHOFF-LEWIS EQUATIONS AND THE FOUR-COLOUR THEOREM
The familiar approach to proving the Four-Colour Theorem involves first using a discharging algorithm to find a complete set of unavoidable graphs, that is, a set such that any minimal counterexample to the theorem would have to contain one of these graphs. Kempe chains are then used to obtain relations between (constrained) chromatic chromials of these graphs. If the graphs are large enough then these relations can be used to obtain a contradiction (i.e. thus concluding the graphs cannot in fact occur as a subgraph of a minimal counterexample to the Four-Colour Theorem). However, as the graphs grow so does their number (this forces the use of a computer). Recent approaches such as those of Appel and Haken ([AH1] , [AHK] ) or Robertson et al. [RSST] involve reducing the size of the set of unavoidable graphs. The relations obtained from Kempe chains may only comprise a fraction of all the existing relations. Consequently, one characteristic of their approach is that many graphs are required but only some of the relations are used.
In contrast one can try to generate more relations in the hope of being able to use a smaller set of graphs. The Tutte invariants provide a way to obtain all linear relations (see theorem (2.4)) in a systematic manner rather than by using Kempe chains. The tradeoff is having to generate more equations instead of having to check many graphs, so we are somewhat pessimistic that this approach will lead to an algebraic proof of the Four-Colour Theorem which is less dependent on computer assistance than the current one.
We now describe the rôle played by the Tutte invariants in the construction of the Birkhoff-Lewis Equations [BL] and summarise how these relate to the Four Colour Theorem. Let int J G and ext J G be, respectively, the subgraphs of G in the interior and exterior of J that, by convention, include J.
6.1. Constrained chromials. Let G be a graph and let J be a circuit of G of length r with a non-trivial interior and exterior. The constrained chromialṖ (G,φ) (t) of (G, φ) is the number of ways of colouring G with t colours such that the vertices of G in the same block of φ receive the same colour and vertices in different blocks receive different colours. The chromial P G (t) may be expressed immediately in terms of constrained chromials of graphs with fewer vertices as follows. Let (t) k = t(t−1) · · · (t−k+1), where k is a non-negative integer.
Lemma 6.1. Let G be a graph with a circuit J. Then
Proof. Any colouring of G induces a colouring of J and thence a unique partition φ ∈ Φ(J) whose blocks comprise vertices of J with the same colour. The number of colourings of (int J G, φ) with at most t colours isṖ (int J G,φ) (t). Each such colouring induces a colouring of J with ℓ(φ) colours selected from {1, . . . , t}. But this colouring of J induces a unique colouring of (ext J G, φ), which is counted byṖ (ext J G,φ) (t)/(t) l(φ) . The result follows.
Lemma 6.2. Let G be a graph and let J be a circuit of G. Then, for φ ∈ Φ(J),
Proof. Trivial.
6.2. Examples. Substituting equation (6) [BL] gave such equations explicitly for r = 4, . . . , 7, and proposed a somewhat arbitrary method for constructing them in general. Although the function ϑ φ,π was implicit in their work, there was not an explicit algebraic characterisation of it until the appearance of Tutte's Theorem.
6.2.1. The 4-ring equation and an example. The following example illustrates the use of constrained chromials and Tutte's equations to show that the four-wheel W 4 cannot occur as a subgraph of a minimal counterexample to the Four Colour Theorem. The example serves as the model for the method of excluding a particular graph as a subgraph of a minimum counterexample (refer to the Introduction for the broad picture).Ṗ There are two sources of relations between these constrained chromials, namely Tutte's relations (Theorem 2.1) and Lemma 6.1, and we consider these in turn.
Theorem 2.1 gives one relation between the free chromials for each non-planar partition. Since the 4-ring has only one such partition, there is precisely one Tutte relation which, by direct calculation, is
From Lemma 6.2, which expresses the free chromials in terms of the constrained chromials, we obtain A =Ȧ,
so, substituting these into Tutte's relation gives
We now use Lemma 6.1 to obtain further relations. Suppose G is not 4-colourable. Then P G (4) = 0 so, from Lemma 6.1, [2, 4] } (since the vertices of W 4 on the 4-ring may be coloured 1212 in cyclic order) and henceȦ(4) = 0. Similarly,Ḃ 1 (4) = B 2 (4) = 0. This accounts for all of the relations that can be obtained in this way from Lemma 6.1. Combining these with (7) givesĊ(4) = 0. But, from Lemma 6.2, we see thatṖ (ext J G) (4) =Ȧ(4)+Ḃ 1 (4)+Ḃ 2 (4)+Ċ(4) = 0. Thus ext J G is a subgraph of G that is not 4-colourable, so G is not a minimum counterexample, forcing the contradiction.
6.2.2. The 5-ring equations and an example. As a further example, we use the Tutte relations (Theorem 2.1) to rederive the Birkhoff-Lewis Equations for the 5-ring.
We shall index the vertices of the 5-ring J by 1, . . . , 5 in cyclic order. In Table 4 , it is understood that thė elements in partitions are taken modulo 5, and that 0 is replaced by 5. Suppressing the (routine) details of the matrix computation, we have, from Theorem 2.1, that
These can be expressed wholly in terms of constrained chromials through the relations
obtained from Lemma 6.2. Substituting these into the above relation, we havė
Let R 1 , . . . , R 5 denote these five relations. These relations differ from the Birkhoff-Lewis Equations (equ. (8.4) [BL] ) which were derived by the method of Kempe chains. We can recover the Birkhoff-Lewis Equations from R 1 , . . . , R 5 by taking the linear combination R 1 + (t − 3)R 2 + (t 2 − 5t + 5)R 3 + (t − 3)R 4 + R 5 , giving the relation (t 2 − 3t + 1)(Ġ + (t − 3)(t − 4)Ḃ 2 ) = (t 2 − 3t + 1)(t − 4)(Ȧ 4 +Ȧ 5 ), whence, cancelling the factor t 2 − 3t + 1, which has no integer roots,Ġ + (t − 3)(t − 4)Ḃ 2 = (t − 4)(Ȧ 4 +Ȧ 5 ), again with the cyclic permutation of indices modulo 5. This is indeed equation (8.4) of [BL] . The fact that we needed to take linear combinations suggests that this approach may differ from the Kempe chain approach employed by Birkhoff and Lewis.
6.2.3. The 6-ring equations and an example. As a final example, we examine the case int J G = T, where T is given in Figure 14 (a). It is considered by Thomas [To] as a candidate for an unavoidable set of configurations, with the hope that this may lead to a set that is smaller than the set used in [RSST] . Its boundary is a circuit of degree 6, so the Birkhoff-Lewis Equations, which are known for the 6-ring, are required. We shall see that the Birkhoff-Lewis Equations for the 6-ring are not enough to prove that T cannot occur as a subgraph of a minimum counterexample (If they were, the present proof of the Four Colour Theorem could be substantially shortened.). The names of each of the constrained chromialsṖ (ext J G,φ) (t) are given in Table 5 for each partition φ of the vertices of J. The index i takes values in {1, . . . , 6}, and elements of blocks are to be evaluated modulo 6 (with 0 to be replaced with 6.) The unknown constrained chromials, are (8)Ḃ i ,Ḟ i ,Ġ i ,J i , i = 1, . . . , 6;Ċ i ,Ḣ i ,İ i ,K i , i = 1, . . . , 3;Ė i , i = 1, 2;Ȧ,Ḋ,L. TABLE 5 . Notation for the constrained polynomial for the 6-ring.
The following is the complete set of Birkhoff-Lewis Equations for the 6-ring, and is taken from [BL] , p. 442. (t − 4)(−Ḟ i +Ġ i+3 ) −J i+5 +K i = 0, (.6) (t − 3)(t − 4)(t − 5)Ċ i − (t − 4)(t − 5)Ḣ i − (t − 5)K i +L = 0, (.7) (9) for i = 1, . . . , 6, and for all t ≥ 1.
We now attempt to show that T cannot occur in a minimum counterexample. Suppose that G is a minimum counterexample with (int J G = T). It is readily found that the only partitions φ that allow a 4-colouring of (T, φ) are associated with the constrained chromialsḂ 1 ,Ḃ 3 ,Ḃ 5 ,Ė 1 ,Ė 2 ,Ḟ 2 ,Ḟ 4 ,Ḟ 6 ,Ġ 1 , . . . ,Ġ 6 . Thus (10)ḃ 1 =ḃ 3 =ḃ 5 =ė 1 =ė 2 =ḟ 2 =ḟ 4 =ḟ 6 =ġ 1 = · · · =ġ 6 = 0, where, for example,ḃ i denotesḂ i (4).
If ℓ(φ) > 4, thenṖ (ext J G,φ) (4) = 0, so we setṖ (ext J G,φ) (t) = (t − 4)P (ext J G,φ) (t) whereP (ext J G,φ) (t) is a polynomial in t. LetJ i ,K i ,L i be, respectively, the corresponding polynomials forJ i ,K i andL i where these are the constrained polynomials associated with partitions φ having ℓ(φ) > 4. Now, from (9.5), we have (t − 4)((t − 3)Ḃ i − (Ė i +Ḣ i ) +J i ) = 0, so (t − 3)Ḃ i − (Ė i +Ḣ i ) +J i = 0 for all t ≥ 1. Doing the same with (9.6) and (9.7), we get the equations    (t − 3)Ḃ i −Ė i −Ḣ i +J i = 0, (.5 ′ ) −Ḟ i +Ġ i+3 −J i+5 +K i = 0, (.6 ′ ) (t − 3)(t − 5)Ċ i − (t − 5)Ḣ i − (t − 5)K i +L = 0, (.7 ′ )
for all t, to replace equations (9.5), (9.6) and (9.7), respectively. Using ( 
for i = 1, . . . , 6.
From (12.1) with i = 2, and (10), we haveḃ 2 = 2ȧ −ḣ 2 . Again from (12.1), with i = 1, and (10), we have 2ȧ −ḃ 2 +ḃ 4 −ḃ 6 −ḣ 1 = 0 so elimination ofḃ 2 between these givesḣ 2 +ḣ 3 = 2ḣ 1 . Similarly,ḣ 1 +ḣ 2 = 2ḣ 1 so, on eliminatingḣ 2 between the latter,ḣ 1 =ḣ 3 , and similarly forḣ 2 . Thus (13)ḣ 1 =ḣ 2 =ḣ 3 .
Then, using the above expression forḃ 2 we haveḃ 2 =ḃ 4 =ḃ 6 and 2ȧ =ḣ 2 +ḃ 2 .
From (12.2), for i odd, we haveċ 1 =ḟ 1 ,ċ 2 =ḟ 3 ,ċ 3 =ḟ 5 and, again, for i even,ċ 1 =ḃ 4 ,ċ 2 =ḃ 2 ,ċ 3 =ḃ 6 so combining these with the above observations ofḃ i , we haveḃ 2 =ḃ 4 =ḃ 6 =ċ 1 =ċ 2 =ċ 3 =ḟ 1 =ḟ 3 =ḟ 5 . But, from (12.3),i 1 =i 2 =i 3 =ḟ 1 =ḟ 3 =ḟ 5 so from the previous equation we have (14)ḃ 2 =ḃ 4 =ḃ 6 =ċ 1 =ċ 2 =ċ 3 =ḟ 1 =ḟ 3 =ḟ 5 =i 1 =i 2 =i 3 .
From (12.4), (13) and (14),ḋ = −ḣ 2 + 2ḃ 2 . Also, from (12.5'), (13) and the relation among theḃ i we havë  1 = 3 = 5 =ḣ 1 =ḣ 2 =ḣ 3 and 2 = 4 = 6 =ḣ 2 −ḃ 2 . But, from (9.6'), 1 =k 2 , 3 =k 1 , 5 =k 2 so, combining these results, (15)ḣ 1 =ḣ 2 =ḣ 3 = 1 = 3 = 5 =k 1 =k 2 =k 3 , and 2 =ḣ 2 −ḃ 2 . The only new relation that (12.7') provides is −l = 2ḣ 2 −ḃ 2 .
We would have liked to have shown that enough of the constrained polynomials are zero at t = 4 to be able to obtain a contradiction, as was possible in the case of W 4 . Notice that we are in fact quite close in the sense that we have equations (10), (14) and (15), and we have expressed the remaining unknowns (ȧ,ḋ, 2 ,l) only in terms ofḃ 2 andḣ 2 . Nevertheless, the Birkhoff-Lewis Equations do not show that G does not contain T as a subgraph.
We remark in passing that Birkhoff and Lewis [BL] proved (using the Birkhoff-Lewis Equations) that the graph in Figure 14 (b) cannot occur as a subgraph of a minimum counterexample to the Four Colour Theorem. Interestingly, this is the first graph in the unavoidable set given by [RSST] .
