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a b s t r a c t
Ryjáček (1997) [6] defined a powerful closure operation cl(G) on claw-free graphs G.
Very recently, Ryjáček et al. (2010) [8] have developed the closure operation cl2f (G) on
claw-free graphs which preserves the (non)-existence of a 2-factor. In this paper, we
introduce a closure operation clse(G) on claw-free graphs that generalizes the above two
closure operations. The closure of a graph is unique determined and the closure turns a
claw-free graph into the line graph of a graph containing no cycle of length at most 5
and no cycles of length 6 satisfying a certain condition and no induced subgraph being
isomorphic to the unique tree with a degree sequence 111133.We show that these closure
operations on claw-free graphs all preserve the minimum number of components of an
even factor. In particular, we show that a claw-free graph G has an even factor with at most
k components if and only if clse(G) (cl(G), cl2f (G), respectively) has an even factor with at
most k components. However, the closure operation does not preserve the (non)-existence
of a 2-factor.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
1.1. Terminologies and notation
We use standard graph-theoretical notation and terminology and for concepts and notations not defined here, we refer
the reader to [2].
By a graphwe always mean a simple loopless finite undirected graph G = (V (G), E(G)). The degree of a vertex x ∈ V (G)
is denoted by dG(x), and δ(G) denotes theminimum degree of G.
The distance in G of two vertices x, y ∈ V (G) is denoted by dG(x, y), and for two subgraphs F1, F2 ⊂ G we denote
dG(F1, F2) = min{dG(x, y)|x ∈ V (F1), y ∈ V (F2)}. If F is a subgraph of G, we simply write G− F for G− V (F).
A clique is a (not necessarily maximal) complete subgraph of a graph G, and, for an edge e ∈ E(G), ωG(e) denotes the
largest order of a clique containing e. A cycle of length i is denoted by Ci, and for a cycle C with a given orientation and a
vertex x ∈ V (C), x− and x+ denote the predecessor and successor of x on C , respectively.
The girth of a graph G, denoted by g(G), is the length of a shortest cycle in G, and the circumference of G, denoted by c(G),
is the length of a longest cycle in G. A spanning cycle is called a Hamiltonian cycle, and a graph containing a Hamiltonian
cycle is said to be Hamiltonian. A 2-factor in a graph G is a spanning subgraph of G in which all vertices have degree 2. Thus,
a Hamiltonian cycle is a connected 2-factor.
We say that a graph is even if every vertex of it has positive even degree. A connected even graph is called a circuit, and
the complete bipartite graph K1,m is a star. Specifically, the four-vertex star K1,3 will be referred to as the claw. A spanning
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even subgraph of a graph is called an even factor. A graph with a spanning circuit is called supereulerian. A supereulerian
graph has an even factor with exactly one component.
If H is a graph, then the line graph of H , denoted by L(H), is the graph with E(H) as vertex set, in which two vertices are
adjacent if and only if the corresponding edges have a vertex in common. It is well known that if G is a line graph (of some
graph), then the graphH such that G = L(H) is uniquely determined (with one exception of the graphs C3 and K1,3, for which
both L(C3) and L(K1,3) are isomorphic to C3). The graph H for which L(H) = Gwill be called the preimage of G and is denoted
by H = L−1(G).
The neighborhood of a vertex x ∈ V (G) is the set NG(x) = {y ∈ V (G)|xy ∈ E(G)}, and for S ⊂ V (G) we denote NG(S) =
∪x∈S NG(x). For a vertex x ∈ V (G), the graph G∗x with V (G∗x ) = V (G) and E(G∗x ) = E(G)∪ {uv|u, v ∈ NG(x)} is called the local
completion of G at x.
For S ⊆ V (G), we denote by G[S], the subgraph of G induced by S. In this paper, we also consider the subgraph induced
by a set of edges. For F ⊆ E(G), the subgraph H defined by V (H) = V (F) and E(H) = F is said to be the subgraph induced
by F , and is denoted by G[F ]. When we simply refers to an ‘‘induced subgraph’’, it means the subgraph induced by a set of
vertices. A graph G is called claw-free if G has no induced subgraph that is isomorphic to a claw. If G is a claw-free graph and
x ∈ V (G), then G∗x is also claw-free (see [4]).
A path that starts from a vertex u and ends at a vertex v is called a uv-path. Let H be a subgraph of a graph G, and let C
be an even subgraph in G. Then we define H1C by H1C = V (H)∪ V (C), E(H)1E(C), where A1B denotes the symmetric
difference of the sets A and B. Note that if H and C are two even subgraphs, then H1C is also an even graph, but H1C may
have more components than H .
1.2. Motivation
Bondy and Chvátal [1] invented the closure operation cln(G) on a graph G by recursively joining two nonadjacent vertices
of degree sum at least the order n of G until no such pair remains. They showed that cln(G) is well defined, i.e. it is uniquely
determined byG, and thatG is Hamiltonian if and only if cln(G) is Hamiltonian. After the publication of this closure operation,
many authors developed other closure operations for a variety of graph properties, or used closure technologies as a tool for
obtaining deeper sufficiency results with respect to these properties. More details on this kind of operations can be found in
the survey paper [4]. Being differ from this above kind of closure operations and considering these dense graphs (i.e., graphs
with many edges), Ryjáček [6] invented a closure operation on claw-free graphs by joining the pair of nonadjacent vertices
such that they lie in the same connected neighbors of a vertex until no such pair remains. This closure operation is also
well defined and transfer a claw-free graph to a line graph of a triangle-free graph, persevering a number of cycle and path
properties. This fact makes the closure operation a powerful tool for improving some known results on claw-free graphs;
see [3,4]. In this paper, we will introduce a closure operation on claw-free graphs such that it is well defined and also turns
a claw-free graph to a line graph, preserving certain properties concerning even factors of the graph under consideration.
1.3. Known closure concepts on claw-free graphs
Let Ck be a cycle of even length k ≥ 4. Two edges e1, e2 ∈ E(G) are said to be antipodal in Ck, if they are at maximum
distance in Ck (i.e., dCk(e1, e2) = k/2 − 1). An even cycle Ck in a graph G is said to be edge-antipodal, abbreviated EA, if
min{ωG(e1), ωG(e2)} = 2 for any two antipodal edges e1, e2 ∈ E(C). Analogously, two vertices x1, x2 ∈ V (Ck) are antipodal
in Ck if they are at maximum distance in Ck (i.e. dCk(x1, x2) = k/2), and Ck is said to be vertex-antipodal, abbreviated VA, if
min{dG(x1), dG(x2)} = 2 for any two antipodal vertices x1, x2 ∈ V (Ck).
Let G be a claw-free graph. We say that x is locally connected if G[NG(x)] is a connected graph, x is simplicial if G[NG(x)] is
a clique, and x is eligible if x is locally connected and nonsimplicial. The set of eligible or simplicial vertices of a graph G is
denoted by EL(G) or SI(G), respectively. Let EL2f (G) denote the set of vertices such that
• x ∈ EL(G) or,
• x ∉ EL(G) and x is in an induced cycle of length 4 or 5 or in an induced EA-cycle of length 6.
The vertices of EL2f (G)will be called 2f -eligible.
We say that a graph cl(G) (cl2f (G), respectively) is a closure (2-factor-closure, respectively) of a claw-free graph G, if there
is a sequence of graphs G1, . . . ,Gk such that
• G1 = G,
• Gi+1 = (Gi)∗xi for some xi ∈ EL(Gi) (xi ∈ EL2f (G), respectively), i = 1, . . . , k− 1,
• Gk = cl(G) (cl2f (G), respectively) and EL(Gk) = ∅ (EL2f (Gk) = ∅, respectively).
The following result summarizes the basic properties of the closure cl(G).
Theorem 1 (Ryjáček [6]). For every claw-free graph G:
• cl(G) is uniquely determined,
• cl(G) is the line graph of a triangle-free graph,
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• c(cl(G)) = c(G),
• cl(G) is Hamiltonian if and only if G is Hamiltonian.
Theorem 2 (Xiong and Li [10]). For every claw-free graph G, cl(G) is supereulerian if and only if G is supereulerian.
Note that EL(G) ⊆ EL2f (G), the 2f -closure operation cl2f (G) strengthens comparatively the closure operation cl(G) but
the example in [8] shows the former does not preserve the (non)-hamiltonicity. However the following result shows that it
preserves the (non)-existence of a 2-factor of a claw-free graph. In this paper, we shall prove that both closure operations
preserve the minimum number of components of an even factor in a claw-free graph, which generalities Theorem 2.
Theorem 3 (Ryjáček et al. [8]). Let G be a claw-free graph. Then
(i) the closure cl2f (G) is uniquely determined,
(ii) there is a graph H such that
(α) L(H) = cl2f (G),
(β) g(H) ≥ 6,
(γ ) H does not contain any vertex-antipodal cycle of length 6,
(iii) G has a 2-factor if and only if cl2f (G) has a 2-factor.
1.4. The strengthening of closure operations cl(G) and cl2f (G)
In this paper, we shall strengthen the two closure operations cl(G) and cl2f (G), and show that these closure operations
all preserve the minimum number of components of an even factor of a claw-free graph.
Let G be a claw-free graph. A vertex x ∈ V (G) is said to be se-eligible, if x satisfies one of the following:
• x ∈ EL2f (G) or,
• x ∉ EL2f (G) and x is the center of an induced hourglass (i.e., the unique connected simple graph with a degree sequence
22224).
The set of all se-eligible vertices of Gwill be denoted by ELse(G).
We say that a graph clse(G) is a supereulerian-closure of a claw-free graph G (abbreviated se-closure), if there is a sequence
of graphs G1, . . . ,Gk such that
• G1 = G,• Gi+1 = (Gi)∗xi for some xi ∈ ELse(G), i = 1, . . . , k− 1,• Gk = clse(G) and ELse(Gk) = ∅.
The following theorem, which is the main result of this paper, summarizes the properties of clse(G).
Theorem 4. Let G be a claw-free graph. Then
(i) the closure clse(G) is uniquely determined,
(ii) there is a graph H such that
(a) L(H) = clse(G),
(b) g(H) ≥ 6,
(c) H does not contain any vertex-antipodal cycle of length 6,
(d) H does not contain an induced subgraph being isomorphic to the unique tree with a degree sequence 111133,
(iii) G has an even factor with at most k components if and only if clse(G) has an even factor with at most k components.
2. Ryjáček’s closure operation preserves the minimum number of components of an even factor
In this section, we show that Ryjáček’s closure operation preserves the minimum number of components of a claw-free
graph.
Theorem 5. Let G be a claw-free graph. Then cl(G) has an even factor with at most k components if and only if G has an even
factor with at most k components.
Note that if k ≥ 2, then we cannot replace ‘‘at most’’ by ‘‘exactly’’ in Theorem 5. Let G be a graph with k − 1
components H1,H2, . . . ,Hk−1, where H1 is the graph depicted in Fig. 1, and H2,H3, . . . ,Hk−1 are k − 2 cycles of arbitrary
lengths. Note that cl(H1) is a complete graph K6 which has an even factor with 2 components. Hence G is claw-free and
cl(G) = cl(H1) ∪ H2 ∪ · · · ∪ Hk−1 has an even factor with k components. However, G has no even factor with k components
since H1 has no even factor with 2 components.
The idea of the proof of Theorem 5 here comes from [9].
Proof of Theorem 5. It suffices to prove the following statement that for any vertex x ∈ EL(G),G∗x has an even factor with
at most k components if and only if G has an even factor with at most k components.
Suppose G
∗
x has an even factor F
′ with at most k components. We choose F ′ so that it contains a minimum number of
edges in E(G
∗
x ) \ E(G). If E(F ′) ⊆ E(G), then we are done. Therefore, we may assume E(F ′) \ E(G) ≠ ∅. Let uv ∈ E(F ′) \ E(G).
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Fig. 1. The graph H1 .
Let K = G[NG(x) ∪ {x}] and K0 = K − x. Since G is claw-free, α(K0) ≤ 2, and since x is a locally connected vertex, K0 is
connected. Then diam(K0) ≤ 3 by the fact that a connected graph with independence number at most two has diameter at
most three, and hence there exists a uv-path P of length two or three in K0.
We claim the following.
Claim 1. Let Q be a uv-path in K and let C ′ be the cycle in G∗x obtained from Q by adding the edge uv. Let F ′1 = F ′1C ′. Then not
all the vertices in Q belong to the same component of F ′1. In particular, E(F ′) ∩ E(Q ) ≠ ∅.
Proof. Assume that all the vertices in V (Q ) belong to the same component of F ′1. Then w(F
′
1) ≤ w(F ′) ≤ k. Since F ′ is an
even graph, F ′1 is also an even graph. Further, since V (F ′) ⊆ V (F ′1), F ′1 is an even factor of G∗x with at most k components.
However, since E(F ′1) ∩ E0 = E(F ′) ∩ E0 − {uv}, this contradicts the minimality of |E(F ′) ∩ E0|.
If E(F ′) ∩ E(Q ) = ∅, then F ′1 = (F ′ − uv)+ E(Q ). Then Q is a path in F ′1 and hence all the vertices in V (Q ) belong to the
same component, a contradiction. 
Applying Claim 1 to the path uxv, we have {ux, xv} ∩ E(F ′) ≠ ∅. By symmetry, we may assume ux ∈ E(F ′). Now we
consider two cases based on the length of P .
Case 1. The length of P is two.
Let P = uwv. Applying Claim 1 to the path P = uwv, we have {uw,wv} ∩ E(F ′) ≠ ∅. We distinguish the following two
subcases.
Subcase 1.1. uw ∈ E(F ′).
First, suppose wx ∈ E(F ′). If vx ∈ E(F ′), then {ux, wx, vx} ⊆ E(F ′1uwvu), and hence u, w and v belong to the same
component of F ′1uwvu. This contradicts Claim 1. Thus, we have vx ∉ E(F ′). But in this case, {uw,wx, xv} ⊆ E(F ′1uxvu)
and again u, x and v belong to the same component of F ′1uxvu, contradicting Claim 1. Therefore, we havewx ∉ E(F ′).
If xv ∉ (F ′), then {ux, wx, vx} ⊆ E(F ′1uwxvu), a contradiction. Thus, vx ∈ E(F ′). However, in this case, {uw,wx, xv} ⊆
E(F ′1uxwvu). This is again a contradiction, and the theorem follows in this subcase.
Subcase 1.2. uw ∉ E(F ′).
In this case, vw ∈ E(F ′). If wx ∉ E(F ′), then {ux, xw,wv} ⊆ E(F ′1uwxvu), and if vx ∉ E(F ′), then {ux, xv, vw} ⊆
E(F ′1uwxvu). Thus, we have a contradiction in either case, and hence we have {wx, vx} ⊆ E(F ′). However, in this case, we
have {ux, wx, vw} ⊆ E(F ′1uwvu), a contradiction. Therefore, the theorem follows.
Case 2. The length of P is three.
Let P = uw1w2v. We distinguish the following two subcases.
Subcase 2.1. vx ∈ E(F ′).
If |{uw1, w1w2, w2v} ∩ E(F ′)| ≤ 1, then |{uw1, w1w2, w2v} ∩ E(F ′1uw1w2vu)| ≥ 2. Then since {xu, xv} ⊆ E(F ′), u,w1,
w2 and v belong to the same component of F ′1uw1w2vu, a contradiction. Therefore, |{uw1, w1w2, w2v} ∩ E(F ′)| ≥ 2.
If w1w2 ∉ E(F ′), then {uw1, vw2} ⊂ E(F ′). If xw2 ∉ E(F ′), then the edge set {ux, w1w2, xw2, w2v} ⊆ E(F ′1uw1w2xvu).
If xw2 ∈ E(F ′), then {ux, xw2, xv,w1w2} ⊆ E(F ′1uw1w2vu). Hence we have a contradiction in either case. Therefore, we
havew1w2 ∈ E(F ′). By symmetry, we may assume uw1 ∈ E(F ′).
If xw1 ∉ E(F ′), then {ux, xw1, w1w2, xv} ⊆ E(F ′1uw1xw2vu), a contradiction. Thus, we have xw1 ∈ E(F ′). Now if
xw2 ∈ E(F ′), then {ux, w1x, w2x, vx} ⊆ E(F ′1uw1w2vu), and if xw2 ∉ E(F ′), then {ux, xw2, w2w1, xv} ⊆ E(F ′1uw1xw2vu).
Both contradict Claim 1, and the theorem follows in this subcase.
Subcase 2.2. vx ∉ E(F ′).
Supposew1w2 ∈ E(F ′). If xw1 ∉ E(F ′), then {ux, xw1, w1w2, xv} ⊆ E(F ′1uw1xvu), a contradiction. Hence xw1 ∈ E(F ′).
If xw2 ∉ E(F ′), then the edge set {xu, xw1, xw2, xv} ⊆ E(F ′1uw1w2xvu), a contradiction. Thus, we have xw2 ∈ E(F ′). But
now {ux, xw2, w2w1, xv} ⊆ E(F ′1uw1xvu). This is again a contradiction. Therefore, we havew1w2 ∉ E(F ′).
If xw2 ∉ E(F ′), then {xu, xw2, w2w1, xv} ⊆ E(F ′1uw1w2xvu), a contradiction. Hence xw2 ∈ E(F ′). If w2v ∉ E(F ′), then
{ux, xw2, w1w2, w2v} ⊆ E(F ′1uw1w2vu), a contradiction. Thus,w2v ∈ E(F ′). However, in this case {ux, w1w2, w2v, xv} ⊆
E(F ′1uw1w2xvu). This is a final contradiction, and the theorem follows. 
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3. Proof of Theorem 4
3.1. Preliminaries and auxiliary results
We recall some definitions and facts from [5] that will be helpful to prove the uniqueness of clse(G) as a special case of a
more general setting.
Let C be a class of graphs and let P be a function on C such that, for any G ∈ C,P (G) ⊂ 2V (G) (i.e., P (G) is a set of
subsets of V (G)). For any X ⊂ V (G) let G∗X denote the local completion of G at X , i.e. the graph with V (G∗X ) = V (G) and
E(G
∗
X ) = E(G)∪{uv|u, v ∈ X} (thus, the previous notationG∗x means that, for a vertex x ∈ V (G), we simplywriteG∗x forG∗NG(x)).
We say that a graph F is a P -extension of G, denoted G ≼ F , if there is a sequence of graphs G0 = G,G1, . . . ,Gk = F
such that Gi+1 = (Gi)∗Xi for some Xi ∈ P (Gi). Clearly, for any graph G exists a ≼-maximal P -extension H , and in this case
we say that H is aP -closure of G. If aP -closure is uniquely determined then it is denoted by clP (G). Finally, a functionP is
non-decreasing (on a class C), if, for any H,H ′ ∈ C,H ≼ H ′ implies that for any X ∈ P (H) there is an X ′ ∈ P (H ′) such that
X ⊂ X ′.
The following result was proved in [5] (see also [8]).
Theorem 6 ([5]). If P is a non-decreasing function on a class C, then, for any G ∈ C, a P -closure of G is uniquely determined.
We observe the following.
Lemma 7. For any claw-free graph G, the supereulerian-closure clse(G) of G is uniquely determined.
Proof of Lemma 7. Suppose that G′ is obtained from G by a sequence of local completions, and take a vertex x in ELse(G) ∪
SI(G). We have the following fact.
Claim 2. Let y ∈ V (G) \ {x}. If x is se-eligible, then x remains se-eligible in G∗y .
Proof of Claim 2. If NG(x) is connected, then NG∗y (x) remains connected and hence x ∈ EL(G
∗
y). If x lies in an induced cycle of
length 4, 5 or in an induced EA-cycle of length 6, then the length of the induced (EA-)cycle containing x remains, or becomes
smaller and hence either NG∗y (x) is connected or x lies in an induced cycle of length 4, 5 or in an induced EA-cycle of length
6; so x remains se-eligible in G
∗
y . If x is the center of an induced hourglass in G, then either x is also the center of the same
induced hourglass or NG∗y (x) is connected and hence x ∈ ELse(G
∗
y). This completes the proof of Claim 2. 
If x is simplicial in G, then x is also simplicial in G′ (the neighborhood can be larger, but will be again a clique). If x is
se-eligible in G, then x is se-eligible or simplicial in G′: if x was used for some completion, then x ∈ SI(G′); if only vertices
different from xwere used, then x remains se-eligible by Claim 2.
This shows thatP (G) = {NG(x)|x ∈ ELse(G)∪ SI(G)} is a non-decreasing function on the class C of claw-free graphs, and
clP (G) equals the supereulerian-closure of G. Now Lemma 7 follows from Theorem 6. 
Let H be a graph and e = xy ∈ E(H) an edge of H . Let H|e be the graph obtained from H by identifying x and y to a new
vertex ve and adding to ve a (new) pendant edge e′. Then we say that H|e is obtained from H by contraction of the edge e.
Note that |E(H)| = |E(H|e)|.
The following lemma, which is easy to observe (see also [7]), shows the relation between the operations of local
completion and of contraction of an edge.
Lemma 8. Let H be a graph, e ∈ E(H),G = L(H), and let x ∈ V (G) be the vertex corresponding to the edge e. Then G∗x = L(H|e).
Note that if e is in a triangle then H|e may contain a multiple edge. To avoid the necessity of working with multigraphs in
this paper, we will always arrange local completions in such a way that Lemma 8 is always applied to a triangle-free graph.
Lemma 9. Let G be a claw-free graph. Then there is a graph H such that
(a) L(H) = clse(G),
(b) g(H) ≥ 6,
(c) H does not contain any vertex-antipodal cycle of length 6,
(d) H does not contain an induced subgraph being isomorphic to the unique tree with a degree sequence 111133.
Proof of Lemma 9. By Lemma 7, the se-closure does not depend on the order of se-eligible vertices used during the
construction of clse(G). Thus, we can first apply local completion to 2f -eligible vertices, obtaining G = cl2f (G), and then
apply local completion to se-eligible vertices of G. Let G1, . . . ,Gk be a sequence of graphs that yields clse(G) from G, i.e.
G1 = G,Gk = clse(G) and Gi+1 = (Gi)∗xi for some xi ∈ ELse(Gi), i = 1, . . . , k − 1. In some steps, it is possible that
EL(Gi) ≠ ∅ and, if this occurs, choose xi such that xi ∈ EL(Gi). Then, by Lemma 8, Gi+1 = (Gi)∗xi = L(Hi|ei), where ei is the
edge of Hi corresponding to the vertex xi ∈ V (Gi), and the fact that Hi is triangle-free guarantees that Hi|ei is a graph (i.e. the
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contraction of ei does not create a multiple edge). By induction, each Gi is a line graph. Since L−1(Ci) = Ci, and the preimage
of an induced hourglass (an EA-C6, respectively) is a tree with a degree sequence 111133 (a VA-C6, respectively), the graph
H = L−1(clse(G)) has the required properties. ObviouslyH has the property (a). IfH contains an induced VA-cycle C of length
6, then L(C) is an induced EA-cycle of length 6, and hence ELse(clse(G)) ≠ ∅, which contradicts the definition of clse(G). This
proves that H has property (c) and similar proofs apply to the proofs of (b) and (d) as well. 
3.2. Proof of Theorem 4
The proof of Theorem 4 follows from Lemmas 7 and 9 and the following theorem.
Theorem 10. Let G be a simple connected graph and x ∈ ELse(G). Then G∗x has an even factor with at most k components if and
only if G has an even factor with at most k components.
Proof of Theorem 10. Suppose G∗x has an even factor with at most k components. We claim that G has also an even factor
with at most k components. If G[N(x)] is connected, then we are done by the proof of Theorem 5. It remains to consider the
case when G[N(x)] consists of two disjoint cliques G1,G2. We can choose an even factor T with the minimum number of
components that contains a minimum number of edges of E(G∗x ) \ E(G). We claim that T is an even factor of G. Assume, by
contradiction, that there is an edge uv ∈ E(T )∩ (E(G∗x ) \ E(G))with u ∈ V (G1) and v ∈ V (G2). We distinguish the following
cases.
Case 1. Both G1 and G2 are nontrivial, i.e., |V (Gi)| ≥ 2. In this case, x is the center of an induced hourglass.
Taking two vertices s ∈ V (G1) \ {u} and t ∈ V (G2) \ {v}, respectively, we obtain that {sx, tx, us, vt} ⊆ E(G). We may
choose a cycle C in such a way that
• uv ∈ E(C) ⊆ E(usxtvxu) ∪ {uv};
• if e ∈ {xu, xv} \ E(T ), then e ∈ E(C);
• subject to the above, C contains as many edges of E(usxtvxu) \ E(T ) as possible and C contains as less edges of E(T ) as
possible.
Then T ′ = T△C is an even factor such that all vertices of C belong to the same component of T ′. Hence T ′ has at most the
same components as T . However, T ′ contains a less number of edges of E(G∗x ) \ E(G) than T , contrary to the choice of T .
Case 2. Exactly one of G1,G2 is trivial, by symmetry, say |V (G1)| = 1 and |V (G2)| ≥ 2.
Hence x is not the center of an induced hourglass and so x is in an induced cycle of length 4 or 5 or an EA-cycle of length
6 of G.
Claim 3. ux ∈ E(T ).
Proof of Claim 3. Assume, by contradiction, that ux ∉ E(T ). Take a vertex z ∈ V (G2) \ {v}. Then
T ′ =

T△uvxu if either xv ∉ E(T ) or {xv, xz, zv} ⊆ E(T )
T△uxzvu if xv ∈ E(T ) and |{xz, zv} ∩ E(T )| ≤ 1
is an even factor such that u, v, x, z belong to the same component of T ′. Hence T ′ has at most the same number of
components as T . However T ′ contains a less number of edges of E(G∗x ) \ E(G) than T , a contradiction. This completes the
proof of Claim 3. 
Claim 4. dT [V (G1)∪V (G2)∪{x}](u) = 2.
Proof of Claim 4. Assume, by contradiction, that dT [V (G1)∪V (G2)∪{x}](u) ≥ 3. Hence by Claim 3 and by the assumption that
uv ∈ E(T ), there is a vertex z ∈ V (G2) \ {v} (say) such that uz ∈ E(T ). Then
T ′ =

T△uvxzu if {xv, xz} ∩ E(T ) = ∅
T△uvzu if either vz ∉ E(T ) and {xv, xz} ∩ E(T ) ≠ ∅, or {vz, xv, xz} ⊆ E(T )
T△uvzxu if {vz, xv} ∈ E(T ) and xz ∉ E(T )
T△uvxu if {vz, xz} ∈ E(T ) and xv ∉ E(T )
is an even factor such that u, v, x, z belong to the same component of T ′. Hence T ′ has at most the same number of
components as T . However T ′ contains a less number of edges of E(G∗x ) \ E(G) than T , a contradiction. This completes the
proof of Claim 4. 
Since x is in an induced cycle of length 4 or 5 or an EA-cycle of length 6 of G, we consider the following three cases.
Subcase 2.1. x is in an induced cycle C4 = xuyzx of length 4, in G.
By Claim 4 and by the fact that G is claw-free and |V (G1)| = 1, we obtain the following fact.
Claim 5. If uy ∈ E(T ), then uy lies in a triangle uyy1u (say) with uy1 ∈ E(T ).
If z ≠ v, i.e., v ∉ V (C4), then by Claims 3 and 5, we may choose a cycle C in such a way that
• {uv, yz} ⊆ E(C);
• if uy ∈ E(T ) and yy1 ∉ E(T ), then {uy1, y1y} ⊆ E(C), otherwise, uy ∈ E(C);• if zv ∉ E(T ), then let zv ∈ E(C) or {xz, xv} ⊆ E(C) according as {xz, xv} ∩ E(T ) ≠ ∅ or {xz, xv} ∩ E(T ) = ∅;
• in the case when zv ∈ E(T ), if |{xv, xz} ∩ E(T )| ≤ 1, then {xz, xv} ⊆ E(C), otherwise, zv ∈ E(C).
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Then T ′ = T△C is an even factor such that all vertices of C belong to the same component of T ′. Hence T ′ has at most the
same number of components as T . However, T ′ contains a less number of edges of E(G∗x ) \ E(G) than T , a contradiction.
In the case when z = v. Take a vertex v1 ∈ V (G2). Then by Claims 3 and 5, we may choose a circuit D in such a way that
• if {uy, yv} ∩ E(T ) = ∅, then D = uvyu;
• in the case when uy ∉ E(T ) and vy ∈ E(T ), if |E(xvv1x) ∩ E(T )| ≤ 1, then D = vuyvv1xv, otherwise, D = uyvu;
• in the case when uy ∈ E(T ) and vy ∉ E(T ), if yy1 ∉ E(T ), then D = uy1yvu, otherwise, D = uvyu;
• in the case when {uy, yv} ⊆ E(T ), if vx ∈ E(T ) and |{xv1, v1v} ∩ E(T )| ≤ 1, then D = uvv1xu, otherwise, D = uxvu.
Hence T ′ = T△D is an even factor such that all vertices of D belong to the same component. Hence T ′ has at most the same
number of components as T . However, T ′ contains a less number of edges of E(G∗x ) \ E(G) than T , a contradiction.
Subcase 2.2. x is in an induced cycle C5 = xuyszx of length 5, in G.
Note that Claim 5 also holds here. We distinguish the following two cases.
Subcase 2.2.1. |{ys, sz} ∩ E(T )| ≤ 1.
If z ≠ v, i.e., v ∉ V (C5), then by Claims 3 and 5, we may choose a cycle C in such a way that
• {uv, ys, sz} ⊆ E(C);
• if uy ∈ E(T ) and yy1 ∉ E(T ), then {uy1, y1y} ⊆ E(C), otherwise, uy ∈ E(C);
• if zv ∉ E(T ), then let zv ∈ E(C) or {xz, xv} ⊆ E(C) according as {xz, xv} ∩ E(T ) ≠ ∅ or {xz, xv} ∩ E(T ) = ∅;
• in the case when zv ∈ E(T ), if |{xv, xz} ∩ E(T )| ≤ 1, then {xz, xv} ⊆ E(C), otherwise, zv ∈ E(C).
Then T ′ = T△C is an even factor such that all vertices of C belong to the same component of T ′. Hence T ′ has at most the
same number of components as T . However, T ′ contains a less number of edges of E(G∗x ) \ E(G) than T , a contradiction.
In the case when z = v. Take a vertex v1 ∈ V (G2). Then by Claims 3 and 5, we may choose a circuit D in such a way that
• if {uy, ys, sv} ∩ E(T ) = ∅, then D = uvsyu;
• in the case when uy ∉ E(T ) and |{ys, sv} ∩ E(T )| = 1, if |E(xvv1x) ∩ E(T )| ≤ 1, then D = vuysvv1xv, otherwise,
D = uysvu;
• in the case where uy ∈ E(T ) and |E(xvv1x) ∩ E(T )| ≤ 1, let D = vuy1ysvv1xv or vuysvv1xv according as yy1 ∉ E(T ) or
yy1 ∈ E(T );
• in the case where uy ∈ E(T ) and |E(xvv1x)∩ E(T )| ≥ 2, let D = vuy1ysv or vuysv according as yy1 ∉ E(T ) or yy1 ∈ E(T ).
Hence T ′ = T△D is an even factor such that all vertices of D belong to the same component. Hence T ′ has at most the same
number of components as T . However, T ′ contains a less number of edges of E(G∗x ) \ E(G) than T , a contradiction.
Subcase 2.2.2. {ys, sz} ⊆ E(T ).
If dG(u) = 2, then uy ∉ E(T ). Hence uy ∉ E(T ). Hence by Claim 4 and by the fact that G is claw-free and |V (G1)| = 1, we
obtain the following fact.
Claim 6. ys lies in a triangle ys1sy (say) with ys1 ∈ E(T ).
If z ≠ v, i.e., v ∉ V (C5), then by Claims 3 and 6, we may choose a cycle C in such a way that
• {uv, uy, sz} ⊆ E(C);
• if ss1 ∉ E(T ), then {ss1, s1y} ⊆ E(C), otherwise, ys ∈ E(C);
• if zv ∉ E(T ), then let zv ∈ E(C) or {xz, xv} ⊆ E(C) according as {xz, xv} ∩ E(T ) ≠ ∅ or {xz, xv} ∩ E(T ) = ∅;
• in the case when zv ∈ E(T ), if |{xv, xz} ∩ E(T )| ≤ 1, then {xz, xv} ⊆ E(C), otherwise, zv ∈ E(C).
Then T ′ = T△C is an even factor such that all vertices of C belong to the same component of T ′. Hence T ′ has at most the
same number of components as T . However, T ′ contains a less number of edges of E(G∗x ) \ E(G) than T , a contradiction.
In the case when z = v. Take a vertex v1 ∈ V (G2) \ {v}. Then by Claims 3 and 5, we may choose a circuit D in such a way
that
• {uv, uy, sv} ⊆ E(D);
• if s1s ∈ E(D), then ys ∈ E(T ), otherwise {ys1, s1s} ⊆ E(D);
• if |E(xvv1x) ∩ E(T )| ≤ 1, then E(vv1xv) ⊆ E(D), otherwise, D is a cycle.
Hence T ′ = T△D is an even factor such that all vertices of D belong to the same component. Hence T ′ has at most the same
number of components as T . However, T ′ contains a less number of edges of E(G∗x ) \ E(G) than T , a contradiction.
Now suppose that dG(u) ≥ 3. Let y1 ∈ NG(u) \ {x, y}. Then yy1 ∈ E(G) since G is claw-free and G1 is trivial. Without loss
of generality, we can assume that there are at least two of {uy, yy1, y1u} that are in E(T ) since otherwise T△uyy1u is such
an even factor with at most the same number of components as T and with the same number of edges of E(G∗x ) \ E(G) as T .
Note that if z = v, i.e., v ∈ V (C5), then we can take a vertex z1 ∈ V (G2) \ {v} (say). Hence by Claims 3 and 5, we may
choose a cycle C in such a way that
• in the case when v ≠ z, if either xv ∉ E(T ) and {xz, vz} ∩ E(T ) ≠ ∅ or {xv, xz, vz} ⊆ E(T ), then C = uxvu, otherwise,
C = uxzvu;
• in the case when v = z, if either xv ∉ E(T ) or {xv, xz1, vz1} ⊆ E(T ), then C = uxvu, otherwise, C = uxz1vu.
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Hence T ′ = T△C is an even factor such that all vertices of C belong to the same component. Hence T ′ has at most the
same number of components as T . However, T ′ contains a less number of edges of E(G∗x ) \ E(G) than T , a contradiction.
Subcase 2.3. x is in an induced EA-cycle C = xuystzx (say) of length 6, in G.
Note that Claim 5 also holds here.
Claim 7. ωG(ys) = ωG(tz) = 2.
Proof of Claim 7. By the definition of an EA-cycle and ωG(xz) > 2, dC (xz, ys) = 2 implies that ωG(ys) = 2. Now the fact
that T is a factor of G∗x implies that dT (y) is a positive even integer. Hence if uy ∉ E(T ), then uy is in a triangle uyy1u (say) of G
by the fact that G is claw-free and the earlier assertion thatωG(ys) = 2; if uy ∈ E(T ), then uy is contained in the triangle of G
by Claim 5. Thus ωG(uy) > 2. So, by C is an induced EA-cycle of length 6 and by dC (uy, tz) = 2, ωG(tz) = 2. This completes
the proof of Claim 7. 
From the proof of Claim 7, we get the following.
Claim 8. If uy ∉ E(T ), then uy is in a triangle uyy1u of G such that yy1 ∈ E(T ).
Using the same idea as in the proof of Claim 5, we can obtain the following.
Claim 9. If |{ys, tz} ∩ E(T )| ≤ 1 and if st ∈ E(T ), then st is in a triangle sts1s of G (say) such that |{ss1, s1t} ∩ E(T )| ≥ 1.
Claim 10. If ys ∈ E(T ) and if there is no path of G[NG(s) ∪ {s, t}], between s and t, such that their edges are all in E(T ), then
there is a cycle C(s, t) = sts′s in G[NG(s) ∪ {s, t}] such that ts′ ∉ E(T ).
Proof of Claim 10. By Claim 7 and the fact that T is a factor of G∗x , there exists a vertex s′ such that ss′ ∈ E(T ) and hence
C(s, t) = sts′s is a desired cycle. This completes the proof of Claim 10. 
Now we start to prove this subcase. If |{ys, tz} ∩ E(T )| ≤ 1, then by Claims 5, 7 and 8, we may choose a circuit D in such
a way that
• {uv, ys, tz} ⊆ E(D);
• if st ∉ E(T ), then st ∈ E(D);
• in case when st ∈ E(T ), say, ss1 ∈ E(T ) (by Claim 9), if s1t ∉ E(T ), then {ss1, s1t} ⊆ E(D), otherwise st ∈ E(D);• if uy ∉ E(T ), then uy ∈ E(D);
• in the case when uy ∈ E(T ), if yy1 ∉ E(T ), then {uy1, y1y} ⊆ E(D), otherwise, uy ∈ E(D);• if v ≠ z, then D is a cycle;
• in the case when v ≠ z, if either vz ∉ E(T ) and {xz, xv} ∩ E(T ) ≠ ∅ or {xz, zv} ⊆ E(T ), then vz ∈ E(D), otherwise,
{xz, xv} ⊆ E(D);
• in the casewhen v = z, take a vertex z1 ∈ V (G2)\{z}; if either xz ∈ E(T ) or {xz1, z1z} ⊆ E(T ), thenD is a cycle, otherwise
{xz, xz1, z1z} ⊆ E(D).
Hence T ′ = T△D is an even factor such that all vertices of D belong to the same component of T ′. Hence T ′ has at most the
same number of components as T . However, T ′ contains a less number of edges of E(G∗x ) \ E(G) than T , a contradiction.
If {ys, tz} ⊆ E(T ), then by Claims 3, 5, 7, 8 and 10, we may choose a circuit D in such a way that
• {uv, ux} ⊆ E(D);
• if there is a path P between u and y in G[NG(y) ∪ {u, y}] such that E(P) ⊆ E(T ), then D is a cycle, otherwise we can take
a triangle uyy1u in G[NG(y) ∪ {u, y}] such that all edges belong to E(D)(i.e., E(uyy1u) ⊆ E(D));• in the case when v ≠ z, if either vx ∉ E(T ) and {zv, zx} ∩ E(T ) ≠ ∅ or {zv, zx} ⊆ E(T ), then xv ∈ E(D), otherwise,
{zx, zv} ⊆ E(D);
• in the case when v = z, take a vertex z1 ∈ V (G2)\ {z}; if either vx ∉ E(T ) and {z1v, z1x}∩E(T ) ≠ ∅ or {vz1, z1x} ⊆ E(T ),
then xv ∈ E(D), otherwise, {z1x, z1v} ⊆ E(D).
Then
T ′ =

T△D if there is a path between s and t in G[NG(s) ∪ {s, t}] ∩ T
T△(D ∪ C(s, t)) otherwise
is an even factor such that all vertices of D ∪ C(s, t) belong to the same component of T ′. Hence T ′ has at most the same
number of components as T . However, T ′ contains a less number of edges of E(G∗x ) \ E(G) than T , a contradiction.
Case 3. Both G1 and G2 are trivial, i.e., |V (Gi)| = 1.
Then dG(x) = 2, {xu, xv} ⊆ E(T ). Hence x is not the center of an induced hourglass and so x is in an induced cycle of
length 4 or 5 or an EA-cycle of length 6 of G.
Subcase 3.1. x is in an induced cycle xuyvx of length 4, in G.
Note that Claim 5 also holds here. By Claim 5, we may choose a cycle
C =

uyvu if either uy ∉ E(T ) or {uy, uy1, y1y} ⊆ E(T )
uy1yvu if uy ∈ E(T ) and |{uy1, y1y} ∩ E(T )| ≤ 1
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and T ′ = T△C is an even factor such that all vertices of C belong to the same component of T ′. Hence T ′ has at most the
same number of components as T . However, T ′ contains a less number of edges of E(G∗x ) \ E(G) than T , a contradiction.
Subcase 3.2. x is in an induced cycle xuyzvx of length 5, in G.
Then by the same way as the proof of Claim 5, we obtain the following fact.
Claim 11. If either of {uy, vz} is in E(T ), then either there exists y1 with uy1 ∈ E(T ) (if uy ∈ E(T )) or there exists y2 with
vy2 ∈ E(T ) (if vz ∈ E(T )).
Then by Claim 11, we may choose a cycle C in such a way that
• {yz, uv} ⊆ E(C);
• if uy ∈ E(T ) and yy1 ∉ E(T ), then {uy1, y1y} ⊆ E(C), otherwise uy ∈ E(C);• if vz ∈ E(T ) and zy2 ∉ E(T ), then {vy2, zy2} ⊆ E(C), otherwise vz ∈ E(C).
Then T ′ = T△C is an even factor such that all vertices of C belong to the same component of T ′. Hence T ′ has at most the
same number of components as T . However T ′ contains a less number of edges of E(G∗x ) \ E(G) than T , a contradiction.
Subcase 3.3. x is in an induced EA-cycle uyztvxu (say) of length 6, in G.
By the fact that dG(x) = 2 and by the definition of an EA-cycle of length 6, min{ωG(uy), ωG(vt)} = 2 and hence either u
or v has degree two in G. Without loss of generality, we assume that dG(u) = 2. Then by the facts that G is claw-free and T
is an even factor of G, we obtain the following fact.
Claim 12. Each of the following holds:
• if yz ∈ E(T ), then there is a triangle yzwy in G such that {yz, yw} ⊆ E(T );
• if vt ∈ E(T ), then vt is in a triangle vtt ′v (say) of G such that vt ′ ∈ E(T ).
Then by the fact that dG(u) = 2 and by Claim 12, we may choose a cycle C in such a way that
• {uv, uy, zt} ⊆ E(C);
• if yz ∉ E(T ), then yz ∈ E(C);
• in the case when yz ∈ E(T ), ifwz ∉ E(T ), then {yw,wz} ⊆ E(C), otherwise, yz ∈ E(C);
• in the case when vt ∈ E(T ), if tt ′ ∉ E(T ), then {tt ′, vt ′} ⊆ E(C), otherwise vt ∈ E(C).
Then T ′ = T△C is an even factor such that x, u, y, z, t, v belong to the same component of T ′. Hence T ′ has at most the
same number of components as T . However T ′ contains a less number of edges of E(G∗x ) \ E(G) than T , a contradiction. This
completes the proof of Theorem 10. 
4. Applications and concluding remarks
Corollary 11. Let G be a claw-free graph in which every locally disconnected vertex is in an induced cycle of length 4 or 5, or in
an induced EA− C6, or is the center of an induced hourglass. Then G is supereulerian.
Proof of Corollary 11. IfG satisfies the assumptions of the theorem, then every nonsimplicial vertex ofG is se-eligible, hence
clse(G) is complete and G is supereulerian by Theorem 10. 
From the proof of Theorem 10, we can obtain the following property of cl2f (G).
Theorem 12. For a claw-free graph G, cl2f (G) has an even factor with at most k components if and only if G has an even factor
with at most k components.
In [8], the authors also defined another closure operation as follows. For x ∈ V (G) and a positive integer k, let
NkG(x) = {y ∈ V (G)|1 ≤ distG(x, y) ≤ k}, and set ELk(G) = {x ∈ V (G)|G[NkG(x)] is connected noncomplete}. The vertices in
ELk(G)will be called k-distance-eligible (note that EL1(G) = EL(G)).
For a claw-free graph G, let cld(G) be the graph obtained from G by local completions at 2-distance-eligible vertices, as
long as such a vertex exists. From the proof of Theorem 10, we obtain the following.
Theorem 13. Let G be claw-free. Then cld(G) has an even factor with at most k components if and only if G has an even factor
with at most k components.
Note that the graph H0 obtained from K5 by deleting a cycle C4 (i.e., a hourglass) has a complete clse closure which has a
2-factor but H0 has no 2-factor. This shows that the supereulerian-closure clse(G) of a claw-free graph G does not preserve
(non)-existence of a 2-factor.
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