In the present work, the authors are focusing to study the best possible upper bound to the second Hankel determinants of the univalent error functions in the open disk using subordination.
Introduction
The error function is a special function which occurs in probability, statistics, materials science and partial differential equations. The error function was defined because of the normal curve, and shows up anywhere the normal curve appears. Error function present in diffusion which is a part of the transport phenomena, significance in many disciplines of physics, chemistry, biology, thermo mechanics and mass flow. It is also occurs in theoretical aspects of many parts of atmospheric science. In quantum mechanics, error function is important in estimate the probability of observing a particle in a specified region which is defined by [1, p. 297] 
Alzer [2] and Coman [4] studied the properties and inequalities of error function and Elbert et.al [6] studied the properties of complementary error function. Let A denote the class of functions of the form
which are analytic in the unit disk U := {z ∈ C : |z| < 1} and normalized by f (0) = 0, f (0) = 1. Also, let S be the subclass of A consisting of univalent functions in U.
A function f ∈ A is said to be in the class S * of starlike functions in U, if it satisfies the following inequality:
A function f ∈ A is said to be in the class C of convex functions in U, if it satisfies the following inequality:
To recall the principle of subordination between analytic functions, let f (z) and g(z) be analytic functions in U. We say that the function f (z) is subordinate to g(z), if there exists a Schwarz function w, such that f (z) = g(w(z)) (z ∈ U). We denote the subordination by f ≺ g (or f (z) ≺ g(z), z ∈ U). In particular, if the function g(z) is univalent in U, the subordination is equivalent to the conditions
For f (z) given by (2) and g with the Taylor series g(z) = z + b 2 z 2 + · · · their Hadamard product (or convolution), denoted by f * g, is defined as
Let E be the class of modified error function which was introduced and studied by Ramachandran et al., [14] as follows:
Where E r f be a normalized analytic function which is obtained from (1) , and given by
Now consider the conic region Ω k , k ≥ 0,
This region was introduced and studied by Kanas and Wisniowska [8] . The above domain represents the right half plane for k = 0, a hyperbola for 0 < k < 1, a parabola for k = 1 and an ellipse for k > 1 The functions which play the role of extremal functions for these conic regions are given as
where z ∈ U , A(k) = 2 π arccosk, K(w, t) is the Legendre elliptic integral of the first kind,
and t ∈ (0, 1) is chosen such that k = cosh πK (t) 2K(t) .
By virtue of,
and the properties of the domains, we have
The qth Hankel determinant is defined as,
which was studied by Noonan and Thomas [11] . This determinant is considered by many authors. For example, the rate of growth of H q (n) as n → ∞ for functions f(z) given by (6) with bounded boundary is determined by Noor [12] . Later, the Hankel determinant of exponential polynomials was studied by Ehrenborg [5] . Layman [9] discussed the Hankel transform of an integer sequence and some of its properties. One can easily observe that the well-known Fekete and Szegö functional is |H 2 (1)| = |a 3 − a 2 2 |. Fekete and Szegö then further generalised the estimate |a 3 − µa 2 2 | where µ is real. Using the concept of starlike, convex functions and conic regions we define the following:
Definition 2. Let f (z) be given by (2) . Then f ∈ EC if and only if
It follows that f ∈ EC if and only if zf ∈ ES * . In this paper, we obtain Hankel coefficient estimates for the functions in the above defined class.
Preliminaries
Let P be the family of all functions p analytic in U for which (p(z)) > 0 for z ∈ U and
where A = (2/π)arccosk while k and K(k) are defined as k = cosh(πK (k)/(4K(k))).
Here K(k) is Legendres complete elliptic integral of first kind and
Lemma 4.
[10] Let the function p ∈ P be given by the power series (9), then
for some x, |x| ≤ 1, and
for some z, |z| ≤ 1. Proof. Let f ∈ ES * ,then
where
Using the subordination relation (13), we see that the function p(z) given by
is analytic and has positive real part in the open unit disk U. We also have
By simple calculation, we get
Equating the like terms in (14), we get
where A(P ) = P 
Since |c| = |c 1 | ≤ 2 by using the Lemma 2, we may assume without restriction c ∈ [0, 2]. Then using the triangle inequality, with ρ = |x| we obtain Then,
It is clear that , ∂F ∂ρ > 0 which shows that F (c, ρ) is an increasing function on the closed interval [0, 1] . This implies that maximum occurs at ρ = 1. Therefore max F (c, ρ) = F (c, 1) = G(c). Now
where,
For optimum value of G(c), consider G (c) = 0. From (20), we get
Substituting the value of c 2 from (22) in (21), it can be shown that
Therefore, by the second derivative test G(c) has maximum value at c, where c 2 is given by (22). Substituting the obtained value of c 2 in the expression (19), which gives the maximum value of G(c) as Proof. From the definitions of the classes S * and C, it follows that the function f ∈ EC if and only if zf ∈ ES * . Thus replacing a n by na n in (15),(16) and (17), we obtain
where, A(P ) = P
From (23), (24) and (25) 
Since |c| = |c 1 | ≤ 2 by using the Lemma 2, we may assume without restriction c ∈ [0, 2]. Then using the triangle inequality, with ρ = |x| we obtain
where 
