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Chapter 1
Short Summary
We study the dynamics in low dimensional correlated quantum systems. Advances in this thesis are
three-fold.
First, as a methodical point we extend the real-time formulation of the functional renormalization
group approach introduced in [Ken11].
Method Development
Describing the transient time dependence of a given microscopic model prepared in an initial non-
equilibrium state poses a formidable challenge in the presence of interaction. We successfully extend
the functional renormalization group approach of [Ken11] to finite temperature as well as extended
interacting geometries. Furthermore, for both extensions we test the validity of the perturbatively
motivated treatment by explicitly benchmarking to complementary methods and find that for not
too large interactions the functional renormalization group proves to be quantitatively accurate.
Second, we examine the non-equilibrium dynamics of open as well as closed quantum systems in
the presence of correlations.
Dynamics in Open Systems
We study a prominent prototype model for coherence in small quantum systems coupled to dissipative
environments, namely the spin-boson model. We reveal that prevailing literature does not cover the
full complexity of the dynamics encountered. The relaxation dynamics formerly classified as coherent
and incoherent should be refined according to the results presented in this thesis: we propose a
subdivision of the coherent regime into partially and asymptotically coherent. For the former the
coherence signature of the dynamics is restricted only to intermediate times, while in the latter it
extends in the asymptotic regime. Interestingly, we explicitly show that elevating temperature might
be conducive to coherence, which is opposite to the expected behavior.
Dynamics in Closed Systems
For those closed quantum systems known to fall into the so called Luttinger Liquid universality class
in equilibrium, we provide evidence that the equilibrium concept of universality seemingly carries
over to the non-equilibrium steady-state. This is rather counter-intuitive, as universality is usually
attributed to the low energy degrees of freedom only.
Third, we study the thermoelectric transport properties of quantum dots.
Thermoelectric Transport
Quantum dots are promising candidates for highly efficient thermoelectric devices as they are not
bounded by the Wiedemann-Franz law which strongly limits the efficiency of ordinary bulk systems.
For this we study a charge fluctuating model and a model which additionally allows for spin fluctu-
ations and phononic degrees of freedom. We find that in certain regimes quantum dots show very
high efficiency when operated as power engines.
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Chapter 2
Introduction
We are interested in studying the dynamics in low dimensional correlated quantum systems in the
following. Correlations have proven to lead to fascinating physics. Even in equilibrium, despite
major advances in understanding the correlation physics, many aspect are still subject of current
research. Rather recently describing the interplay of correlations and non-equilibrium has emerged
as an intriguing novel challenge. We will motivate our study of non-equilibrium physics in correlated
systems by considering two subjects of current interest.
Quantum Computing
Quantum computing, i.e. the processing of information by using the fundamental concepts of quan-
tum mechanics, is a vivid field of theoretical as well as experimental research. Building on these
concepts quantum computers are envisioned to give rise to accelerated algorithms for certain promi-
nent tasks of conventional information processing, such as integer factorization (cryptography),
searching databases and evaluating NAND (negated AND) gate trees. Interestingly, they would
also allow to simulate/compute the physical properties of a quantum many-body Hamiltonian in
polynomial instead of exponential1 time. However, quantum computers are still in their infancy and
so far experiments have only been conducted with a small number of qubits2. Besides the technical
challenges, such as the controlled preparation, manipulation and read-out of qubits, decoherence is
still one of the major obstacles to overcome on the road to applied quantum computing. Therefore,
understanding the key physics of these devices is of utter relevance and motivates the study of so
called quantum dots. Those are prototype models of (in general more complicated) nano-devices
used for quantum information processing. Quantum dot models constitute quasi-zero dimensional
structures coupled to extended reservoirs and feature very intriguing physics in the presence of
strong correlations: e.g. the repulsive interaction between the electrons, manifesting in Coulomb
blockade or Kondo screening [GG98,vdW00]. This gives rise to unexpected (and maybe exploitable)
behavior, but also renders quantum dots difficult to treat theoretically. Quantum dots were there-
fore extensively studied within equilibrium, while their non-equilibrium behavior is a newly emerging
field of research. In particular, in contrast to examining solely the equilibrium or non-equilibrium
steady-state, understanding the dynamics encountered in these systems is of major importance to
take into account, e.g. the application of manipulation gates within a quantum computing process.
Ultra-Cold Atoms
Another field of intense study that recently became very popular is the physics of ultra-cold atoms.
Holding atoms in a magnetic or optical trap at low temperature was found to give rise to quantum
systems under unmatched experimental control [Blo08]. With this it became possible to realize
model Hamiltonians in real physical systems suffering from almost no external influences. Thus,
these highly coherent and isolated systems can be used to examine the intriguing physics encountered
at low dimensions, which in the presence of correlation, i.e. particle interaction, feature a wealth
1Although there is no proof that solving a general quantum many-body problem cannot be done in sub-exponential
time, this is at least plausible, due to the exponential Hilbert space as well as by considering nowadays available
methods.
2Qubits constitute the quantum processing counterparts to conventional bits.
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of peculiar and fascinating behavior. For one dimensional systems the origin of this behavior is
particularly easy to envision: particles cannot bypass each other without interacting, rendering
their excitations collective. Due to this collective behavior, the Fermi Liquid paradigm, describing
successfully bulk materials, breaks down and has to be replaced by the so called Luttinger Liquid
theory. Ultra-cold atoms allow to test this theory of low-dimensional systems in a very controlled
way and have reignited also the interest in non-equilibrium questions, i.e. regarding the dynamics
and equilibration. Non-equilibrium setups can be realized, for example, in release experiments,
where after preparation, a trap is suddenly switched off or changed and the subsequent dynamics
is studied. By repetitively preparing and releasing the cloud of ultra-cold atoms and measuring
certain observables after different times a real time signal showing the relaxation process of these
observables can be found.
The Stage: Dynamics in the Presence of Correlations
In both of the aforementioned systems (quantum dots and one-dimensional systems) correlations
play a significant role. A perturbation theory approach in the two-particle interaction is straight-
forward, but loses its reliability when correlations get too large or even worse often breaks down
altogether due to the appearance of logarithmic divergences in low-dimensional systems. This be-
havior motivated the renormalization group idea [Wil75], which can be used to resum divergences
by subsequently addressing all energy scales from high to low. We will focus here mainly on the
functional renormalization group as one implementation of the general renormalization group idea,
which was recently extended to address the non-equilibrium steady-state properties [Jak09] and af-
terwards also to describe the transient time regime [Ken11]. We will complement this method by the
time dependent density matrix renormalization group3 [Whi04], which in the last decade has evolved
to one of the most powerful tools to handle one-dimensional systems. Besides of those there exist a
few additional methods which can be used to tackle dynamics of correlated quantum systems, such
as the time dependent numerical renormalization group [And05,And06,Ngh14], non-interacting blib
approximation [Wei12], the real time renormalization group [Sch00, Sch09], Hamilton flow equa-
tions [Hac08] and field theoretical approaches [Les98] as well as bosonization [Sch05a]. Recently,
also continuous time quantum Monte Carlo methods were applied to extract the dynamics in low
dimensional quantum systems as well [Sch08a]. In the following we want to give a very rough
overview of the applicability of these methods.
Naturally, every of the above mentioned methods has its own advantages and short comes. A
functional renormalization group approach being essentially analytic is not as numerically demanding
as other quantum many-body approaches and thus can be used to easily investigate entire parameter
regimes. Furthermore, it can easily be applied to open as well as closed quantum systems. On the
downside such an approach is well controlled only up to a certain order in the interaction, because
truncations of the functional renormalization group equations are necessary in practice. The den-
sity matrix renormalization group, in contrast, is non-perturbative, but when aiming at dynamics is
severely restricted in the time scales which can be reached. Due to the spread of entanglement in
the system a time dependent formulation of this approach “runs into a wall”, after which, further
progressing in time space is numerically exponentially expensive. Additionally, the density matrix
renormalization group can only be applied to infinite systems in the translational invariant case
and thus treating impurity problems is impractical if huge reservoirs are needed to resolve the rel-
evant physics. The numerical renormalization group on the other hand is also non-perturbative,
but solves the full interacting system after logarithmically discretizing the conductance band. This
discretization leads to severe artefacts in the time evolution, which are very difficult to control. The
non-interacting blib approximation was used to tackle the time evolution of quantum systems as
well, but the approximations made are strictly controlled only at short times. In practice the real time
renormalization group can be applied to impurity problems only. It then works complementary to the
functional renormalization group approach. Whereas typically within the real time renormalization
3Although this method’s name suggests the implementation of Wilson’s renormalization group idea as well, this
is actually a historical artefact. Modern density matrix renormalization group approaches are not build on this
concept.
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tively this is opposite in the functional renormalization group. A remarkable advantage of the real
time renormalization group approach is that it is often possible to extract analytical expressions even
for the time-evolution. Field theoretical approaches excel in exact analytical predictions, but can
only be applied to a few specific models which sometimes turn out to be non-generic. In general,
they cannot incorporate correctly the high-energy physics, which determines the time evolution at
short times as well as the crossover from short to long times. Similarly, Bosonization can only be
applied for models meeting certain criteria. Continuous time quantum Monte Carlo suffers from
the so called sign problem, rendering this method difficult to apply for general problems. Finally,
Hamilton flow equations are a technique with a similar validity range than functional renormalization
group, but of course differs in its implementation.
In the following we want to concentrate mainly on the functional and density matrix renormaliza-
tion group, but in parts also compare to results from a real time renormalization group approach.
We deem this choice of methods useful as they supplement each other in range of validity and
applicability.
Scope of this Thesis
The goal of this thesis is three-fold. First, as a methodical point we aim at extending the real-time
formulation of the functional renormalization group approach introduced in [Ken11] to tackle quan-
tum dots at zero temperature by (a) deriving expressions for finite temperature and (b) applying
it also to the non-equilibrium dynamics in closed one-dimensional quantum systems. Second, we
want to examine the non-equilibrium dynamics of open quantum systems, in particular the inter-
acting resonant level model and the spin-boson model, as well as closed quantum systems, such as
spinless fermions with (next-)nearest neighbor interaction and the Hubbard model, in the presence
of correlations. Third, we study the thermoelectric transport properties of quantum dots focusing
on the interacting resonant level model and the single impurity Anderson-Holstein model.
The models named above will be introduced in more detail in the following chapter, where we
will also give a brief overview of the correlation physics encountered within them. This following
model chapter is similar in spirit to an introduction and thus should be understood to supplement
this chapter. Next, we will go into more detail of the declared sub-goals, separately.
Method Development: Real-Time Formulation of the Functional Renormalization Group
Describing the transient time evolution of a given microscopic model poses a formidable challenge in
the presence of interaction. In [Ken11] we outlined the general framework with which such a study
can be conducted within the functional renormalization group. In this framework explicit formulae
were restricted to the zero temperature case and quantum dots (open quantum systems) featuring
only a few correlated quantum degrees of freedom. In this thesis we broaden the application range
of the general procedure to finite temperature as well as extended interacting geometries (closed
quantum systems). Due to the perturbative motivation of the functional renormalizaiton group
it is a priori not clear how large the interaction parameter can be chosen before the approximate
treatment looses its significance, but throughout this thesis we are in the fortunate position that at
least some benchmark results are available.
For open quantum systems those will be constituted by the real time renormalization group, which
although motivated perturbatively as well, provides an independent check. For small times we can
also compare to perturbative non-interacting blib approximations. Finding reliable non-perturbative
results in this case is rather difficult as each method (see above) copes with its own difficulties.
For one dimensional closed quantum systems the density matrix renormalization group, can be
used to extract numerically exact benchmarking results. For this we coded our own implementation
of this method and compare the time evolution after so called quantum quenches in one dimension.
This provides us with a rather stringent test of the developed method in either case: for not too
large interactions it turns out that the functional renormalization group proves to be quantitatively
accurate.
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Key Interest: Dynamics in Open and Closed Systems
In a next step, we apply the developed functional renormalization group and the well established
density matrix renormalization group to open and closed quantum systems. For open systems we
will concentrate on the former method4, while closed systems are treated by both. In the later
chapters we take a close look at different aspects of the dynamics.
As a prototype model of an open quantum system we consider the so called spin-boson model.
For this prominent model of quantum coherence we reveal that prevailing literature [Wei12] does not
cover the full complexity of the dynamics encountered. The relaxation dynamics formerly classified
as coherent and incoherent should be refined according to the results of chapter 7. We also show that
the non-pertutbative results of conformal field theory [Les98] actually do not describe the leading,
but the sub-leading behavior of this model in certain parameter regimes. Furthermore, we find that
elevating temperature might be conducive to coherence, which is opposite to the expected behavior.
As a common model of a closed quantum system we consider spinless fermions on a lattice, which
feature a nearest neighbor hopping and interaction. For appropriately chosen parameters this model
is well known to fall into the so called Luttinger Liquid universality class in equilibrium. We show
that the equilibrium concept of universality seemingly carries over to the non-equilibrium steady-
state. This is highly non-trivial and even counter-intuitive, as universality is usually attributed to
the low energy degrees of freedom only.
A New Route to an Old Problem: Thermoelectric Transport through Quantum Dots
It is a distinct advantage of the functional renormalization group that parameter regimes can be
sampled rather quickly. This renders this method an ideal candidate to study thermoelectric prop-
erties, where usually multiple parameters need to be optimized iteratively. Quantum dots could
be promising structures for highly efficient thermoelectric devices as they are not bounded by the
Wiedemann-Franz law which strongly limits the efficiency of ordinary bulk systems. For this we study
(1) the charge fluctuating interacting resonant level model and (2) the single impurity Anderson-
Holstein model, which additionally allows for spin fluctuations and phononic degrees of freedom.
For the former the functional renormalization group was already successfully applied to tackle the
steady-state non-equilibrium regime [Kar10d, Kar10b] at zero temperature. The extension to finite
temperature is straightforward and the entire parameter regime can be sampled excluding large
interactions. For the single impurity Anderson-Holstein model this is less clear a priori and we will
first have to check the functional renormalization group approach’s range of validity.
We aim at presenting the following results accessible assuming only a basic expertise when dealing
with the concept of (equilibrium) Green’s functions as well as strongly correlated equilibrium physics.
Throughout the thesis we will have to introduce a multitude of special functions, which, if not stated
explicitly otherwise, are defined as in [Abr70].
Outline
The rest of this thesis is structured as follows. In the next chapter we will introduce the models
of relevance throughout the remainder of this work. We will give a brief overview of the literature,
discuss which physical degrees of freedom are modelled and sum up the known correlation physics.
This provides a prerequisite for the non-equilibrium physics studied in the following. This chapter
should be understood as part of the introduction.
Next, we concentrate on the methodical points of this thesis. First, the functional renormalization
group is introduced. We will give the explicit formulae needed to apply this general framework to
interacting quantum many-body problems. Afterwards, our second method of choice, the density
matrix renormalization group is outlined. The vantage point in this chapter is to concentrate on the
details of code implementation of a density matrix renormalization group approach, which is used
from thereon. In a short section we discuss some more fundamental relations of physical properties
to the success and failure of this method. To sum up this method oriented part, we also introduce
4Open systems can be treated within the density matrix renormalization group only if appropriate large reservoirs
can be treated (see e.g. [Ken14b]).
9some alternative methods, which were not in the center of attention for this work, but are used
throughout this thesis, for comparison or benchmarking reasons.
Finally, we turn to the results. In a first chapter we sum up our findings for the dynamics in
open quantum systems. We will study the finite temperature transport regime of the interacting
resonant level model, which also paves the way to the thermoelectric transport study presented
in the following chapter. Next, we study the dynamics of the spin-boson model with a distinct
focus on how interactions affect the dynamics at zero and finite temperature. Then we turn to the
aforementioned thermoelectric transport study, where we again begin with the interacting resonant
level model. Afterwards, we additionally study the more complicated single impurity Anderson-
Holstein model. In a last chapter we also consider closed quantum systems, where the interaction
acts on an extended spatial regime. We concentrate on systems, which classify as Luttinger Liquids
in equilibrium and study their out-of-equilibrium dynamics. An outlook-like overview of results of
our current research about thermalization concludes this result oriented part.
In the two final chapters, we briefly sum up our findings as well as give an overview of possible
future avenues of research.
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Introduction
In the course of this thesis we will consider different standard models of solid-state physics, which
we want to briefly introduce, motivate and set in the context of existing literature in this chapter.
We focus on one-dimensional lattice models or models of quantum dots. As we are mainly inter-
ested in (strong) correlations, we also give a short overview of what is known about the effects of
the correlations in each model separately. For this discussion we will mainly concentrate on the
more transparent case of equilibrium. This has to be contrasted with the general setting of this
thesis, which aims at describing the non-equilibrium dynamics of such systems. Understanding the
equilibrium physics, however, is a natural first step. To explain the connection of the models used
to the general problem faced in solid-state physics we start with the description of an...
3.1 Ab Initio Model of Solid-State Physics
Generally, a model of a solid must include different relevant degrees of freedom. In a first step
we can distinguish between electrons on the one, and cores on the other hand. The bonding type
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determines which fraction of the electrons is strongly bound to the cores forming so called ions1.
These ions are usually aligned in a periodic structure, while the remaining weakly bound electrons
are more or less delocalized. The corresponding Hamiltonian describing the total system
H = TC + Te + VCC + VCe + Vee (3.1.1)
decomposes into five parts. From left to right the contributions on the right hand side of Eq. (3.1.1)
read: kinetic energy of ions, kinetic energy of electrons, ion-ion interaction, ion-electron interaction
and electron-electron interaction. The Hilbert space of combined electrons and ions of Eq. (3.1.1)
is immense. Luckily, the masses of the ions are usually 104 − 105 times larger than the ones of the
electrons. This makes it feasible to employ a so called Born-Oppenheimer approximation [Czy08] to
separate the dynamics of ions and electrons. Concentrating solely on the quickly moving electrons
and keeping the ions’ positions constant on the underlying lattice, one can focus on the electrons
moving in some effective potential (generated by the stationary ions)2. To tackle this Hamiltonian
ab initio methods have been devised. One of the most prominent ones is the density functional
theory, in which a variational optimization of the (approximate) density functional is performed to
describe the ground state.
However, it is very difficult in general to include strong correlations in an ab initio treatment.
They are usually handled effectively only on the mean field level, neglecting quantum fluctuation,
which is only reasonable for higher dimension (d ≥ 3). Including correlations beyond this approach
is difficult and one needs to resort to simpler models. To do so one can (still under the assumption of
a Born-Oppenheimer approximation) motivate the description of solids via so called lattice models
3.2 One-Dimensional Lattice Models
So far we have considered the electrons as moving in continuous space. The periodic potential of the
ions defines a lattice creating a rather strong3 potential. It is well known that the periodic potential
gives rise to a certain class of wave functions as eigenfunctions of the underlying Hamiltonian,
namely the Bloch states. Bloch states are nice in the sense that only their phase changes when
their spacial argument is shifted exactly by one period of the lattice, but not very practical in the
sense that they are highly non-local in space. A better choice is to construct from the Bloch states,
a new orthonormal set of states, whose elements are localized around the lattice sites. Those new
states, called Wannier functions, can be used to derive the effective tight-binding Hamiltonian
HTBM =
∑
k,k′
tk,k′c
†
k ck′ + H.c. +
∑
k,k′
Uk,k′c
†
k′ck′c
†
k ck , (3.2.1)
which describes fermions created (annihilated) by c†k (ck ) hopping from one Wannier state labelled
k = (n, b,σ) to another labelled k ′ = (n′, b′,σ′) with amplitude tk,k′ and interacting with one
another with strength Uk,k′ . Here we restrict ourself to density-density type interactions and k and
k ′ are understood as multi-indices incorporating site n, band b and spin σ index4. The parameters
tk,k′ and Uk,k′ are determined (approximately) by the matrix elements of the kinetic energy and
interaction operators in the basis of the Wannier functions.
In this thesis we want to consider low-dimensional systems, where correlation effects are especially
prominent and therefore focus on one-dimensional lattice models in the following. Furthermore, we
concentrate on a single band and consequently drop the index b from now on. Due to the strong
localization (by construction of the Wannier functions), usually only a few elements of tk,k′ and
1These ions are the constituents of the crystal structure of the solid. They contain atoms including their strongly
bound inner electrons.
2One can improve on this approximation of keeping the ions’ positions perfectly constant by including so called
phonons. These new (in general highly delocalized) quasi-particles describe lattice distortions in form of vibrations
and ultimately their interactions with the electrons.
3How strong is strong enough to motivate the following discussion is non-trivial, but shall not be elaborated on in
much detail now.
4Depending on the problem additional indices can be included.
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Uk,k′ carry significant weight. Therefore, one often considers only a few (nearest neighbor) hopping
and interaction terms. Let us start with only tn,σ = t(n,σ),(n+1,σ) and Un = U(n,↑),(n,↓) being non-zero
in Eq. (3.2.1). This yields the so called Hubbard model
H =
N−1∑
n=1
 ∑
σ=↑,↓
tn,σc
†
n,σcn+1,σ + H.c.
+ N∑
n=1
Unc
†
n,↑cn,↑c
†
n,↓cn,↓ . (3.2.2)
The translation invariant case t = tn,σ and U = Un constitutes the prototype model to describe
strongly correlated systems. It is, e.g., studied in the context of the metal-(Mott)insulator transition
as well as itinerant magnetism. Furthermore, (depending on the parameter regime) it exhibits
interesting Luttinger Liquid physics (see below). We do not dwell further on the rich physics of this
model, as it plays a minor role for what follows. We will encounter it again only when discussing
thermalization (→ Section 9.5). In this context it is more interesting to us to scrutinize the model’s
integrability. Here integrability shall be understood as the property of a system of being Bethe
ansatz solvable. With this an exact solution of the model exists: calculating eigenenergies is then
usually rather easy, while calculating wavefunctions beyond the energetically lowest ones and from
them correlators, despite of having obtained a (formally) exact solution, is a close to impossible
task [Gia03]. The model defined via Eq. (3.2.2) is in this sense integrable and to contrast it with
a similar but non-integrable one we also consider (one variant) of the extended Hubbard model, by
including a finite nearest neighbor interaction Vn,σ = U(n,σ),(n+1,σ)
H =
N−1∑
n=1
 ∑
σ=↑,↓
tn,σc
†
n,σcn+1,σ + H.c. + Vn,σc
†
n,σcn,σc
†
n+1,σcn+1,σ
+ N∑
n=1
Unc
†
n,↑cn,↑c
†
n,↓cn,↓ .
(3.2.3)
Vn,σ can then be used to tune the integrability of the model away from its integrable point Vn,σ = 0.
An even simpler model is obtained if we disregard the spin-degree of freedom. The resulting
model of spinless fermions with nearest neighbor interaction still shows very interesting correlation
physics [Gia03]. We define the spinless Hamiltonian
H =
N−1∑
n=1
tnc
†
n cn+1 + H.c. +
N−1∑
n=1
Unc
†
n cnc
†
n+1cn+1 +
N∑
n=1
hnc
†
n cn , (3.2.4)
where we have additionally included an onsite energy hn and concentrate in the following on the
translational invariant case tn = t, hn = h and Un = U. For U = 0 the Hamiltonian describes a
Fermi Liquid (non-interacting theory), while for −2|t| < U < 2|t| ∧ U 6= 0 ∧ h = 0 (half-filling)
the system turns to a so called Luttinger Liquid. At |U| = 2|t| ∧ h = 0 a phase transition to a
charge-density wave or phase separation (depending on the relative sign of t and U) occurs. If
we consider a finite h one finds (by e.g. Bethe ansatz or density matrix renormalization group) the
phase diagram of Fig. 3.1 [DC66]. In the following the ungapped Luttinger Liquid phase is of special
interest to us. Here correlations lead to a particularly peculiar behavior as outlined next.
3.2.1 Equilibrium Correlation Physics: Luttinger Liquids
In one dimension the consequences arising from correlations in a fermionic system are especially
severe. In equilibrium, they lead to a break down of the Fermi Liquid paradigm, signalled by the
logarithmically divergent reduction of the quasi-particle weight at the Fermi surface within second
order perturbation theory. This breakdown of Fermi Liquid theory is not only a feature of the
model of Eq. (3.2.4), which is the one of major interest for the remainder of this thesis, but rather
encountered generically in interacting one-dimensional fermionic systems. It was found that a large
class of those models are described by the same universal physics at low energies, dubbed Luttinger
Liquid physics [Hal80]. Its most prominent hallmark is the emergence of generic critical power-law
decay of correlation functions. A renormalization group flow analysis revealed that in equilibrium
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Figure 3.1.: Phase diagram of spinless fermions with nearest neighbor interaction as given in the Hamiltonian
of Eq. (3.2.4). The names of the ferromagnetic and Ne´el (anti-ferromagnetic) phases become
evident only via considering spins instead of spinless fermions employing the transformation of
section 3.2.2.
the exactly solvable Tomonaga-Luttinger model [Gia03, Sch05b]
H =
∑
n>0
[
kn
(
vF +
g4(kn)
2pi
)(
b†nbn + b
†
−nb−n
)
+ kn
g2(kn)
2pi
(
b†−nb
†
n + b−nbn
)]
, (3.2.5)
with bosonic ladder operators b
(†)
n associated to the densities of left- and right-moving fermions, the
Fermi velocity vF, and kn = 2pin/L, n ∈ Z, is the infrared fixed point model of many interacting
one-dimensional models in their ungapped phase [So´l79]. In analogy to Fermi Liquid systems the
low-energy physics is completely characterized by only a few parameters. For spinless models [like
the one given in Eq. (3.2.4)] these parameters are (1) the velocity v of the elementary excitations
and (2) the Luttinger Liquid parameter K , which enters exponents of the algebraically decaying
correlation functions. For the Tomonaga-Luttinger model of Eq. (3.2.5) those parameters are given
by
K =
[
1 + g4(0)/(2pivF )− g2(0)/(2pivF )
1 + g4(0)/(2pivF ) + g2(0)/(2pivF )
]1/2
, (3.2.6)
v = vF
[(
1 +
g4(0)
2pivF
)2
−
(
g2(0)
2pivF
)2]1/2
. (3.2.7)
Due to the availability of a Bethe ansatz solution of the model defined in Eq. (3.2.4) the values
of K and v for this lattice model are also known analytically at half-filling
K =
pi
4η
, v = J
pi sin(2η)
pi − 2η , 2η = arccos
(
− U
2J
)
. (3.2.8)
The Luttinger Liquid regime found for the model of Eq. (3.2.4) (as well as other models out of the
Luttinger Liquid universality class) is then distinctively different from a Fermi Liquid system, as it
features (among others) a
1. continuous bulk momentum distribution function n(k) even at zero temperature [quasi-particle
weight Z = 0, instead of the finite quasi-particle weight Z of Fermi Liquids. Here Z is given
by the jump of n(k) at kF and T = 0].
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2. single-particle bulk density of states which vanishes as |ω|α(K) with α(K ) = (K −K−1−2)/2,
where ω is the energy measured relative to the Fermi energy F .
3. particular sensitivity to impurities. For repulsive interactions even a single weak impurity acts
as a strong perturbation. The homogeneous system (perfect chain) corresponds to an unstable
fixed point in the renormalization group sense [Kan92, And04, Ens05b]. The system always
flows towards an open chain, which constitutes the stable fixed point.
Points 1. and 2. signal that fermionic quasi-particles do not exist in one dimension due to correlations
[Gia03], which is in sharp contrast to Fermi Liquid theory. At this point this concludes our condensed
presentation of the fascinating correlation physics encountered in one dimension, further details are
postponed to chapter 9. Last but not least, we outline a particularly useful transformation for
one-dimensional lattice models.
3.2.2 Jordan-Wigner Transformations
For the one-dimensional tight-binding models discussed above there exists a simple transformation5,
namely a Jordan-Wigner transformation [Gia03], which maps the fermionic language (c
(†)
k ) used
above to a spin one (Sx/y/z ) or vice versa. For different methods the one or the other6 is preferred and
thus being able to map the two is highly beneficial7. We will explain the mapping by exemplification
for the simplest case of a spinless fermion tight-binding model with nearest neighbor interaction as
given in Eq. (3.2.4).
We want to write the Hamiltonian into a form including only spins Sx/y/z or equivalently S+/−/z .
Fermionic operators anticommute [c†n , cn]+ = 1 ∧ [c†n , cn′ ]+ = 0 (for n 6= n′). Spins on the other
hand fulfil the commutation relation [S+n , S
−
n ]+ = 1 ∧ [S+n , S−n′ ]− = 0 (for n 6= n′). Thus the
commutation relation are “almost” the same. One can fix the difference in commutation relations
by attaching a Jordan-Wigner string to the spins
cn = e
iφn S−n , c
†
n = e
−iφn S+n , with: φn = pi
∑
j<n
S+j S
−
j .
e±iφn =
∏
j<n
(−2Szj ) , S+n S−n+1 = c†n cn+1 , Szn = S+n S−n − 12 = c†n cn − 12 , (3.2.9)
which completes the mapping of fermions to spins and vice versa. A similar mapping as outlined
above can be found for the Hubbard model [Bar02].
3.3 Single Impurity Anderson Model
As a next step we further reduce the above mentioned one-dimensional models and confine the
interaction to a very small spatial region, which can be done to describe so called quantum dots.
Since their experimental realization became possible due to improved micro-fabrication technolo-
gies8, quantum dots have attracted a lot of research interest [GG98, Los98, Eng05].
3.3.1 One Word on Experiments
We want to recall briefly the peculiar behavior found in quantum dot transport experiments, assozi-
ated to strong correlations. By depositing metallic electrodes on top of semiconducting heterostruc-
tures and cleverly applying gate voltages it became possible to effectively fabricate a quantum dot
5In higher dimensions Jordan-Wigner transforms induce long-ranged operator strings, complicating calculations in
practice.
6as we will see later the functional renormalization group is formulated for fermions (→ Chapter 4), while the density
matrix renormalization group is most easily set up with spins (→ Chapter 5).
7Also an exact solution might be possible in the one formulation, while being far from obvious in the other, as for
example the XY Heisenberg chain, which maps to free fermions.
8If the physics is dominated by s-wave scattering, the dimensionality of the Fermi Liquid reservoirs is irrelevant.
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experimentally [GG98]. In those the quantum-mechanical level spacings ∆ are typically very large.
Additionally, one usually encounters a rather large charging energy U, attributed to the Coulomb
interaction, if an additional electron is harbored by the quantum dot. In the presence of some
(higher dimensional) source and drain, by applying an external gate voltage  on the dot one would
thus naively expect distinct resonance in the conductance, whenever one of the quantum dot levels,
spaced by ∆ + U, is tuned through the chemical potential of source and drain. Given that the
temperature T is not very small, this so called “Coulomb blockade” regime can actually be inves-
tigated in experiments [vdW00]. However, approaching very low T leads to a significant decrease
in conductance or the development of wide conductance plateaus for an even or odd number of
electrons residing on the droplet [GG98, vdW00], respectively. Strikingly, the spectral function of
the quantum dot (accessed by the differential conductance experimentally) is found to exhibit a very
narrow resonance, for a regime of odd dot occupation, of width given by a newly emergent energy
scale (called TK later on) rather than by the “bare” strength of the tunnel barriers. This intriguing
physics became known as the Kondo effect in quantum dots which has triggered a huge amount of
theoretical and further experimental works.
3.3.2 Hamiltonian
A minimal model of such an experimental realization of a quasi-zero dimensional structure including
spin and charge fluctuations is the single impurity Anderson model (SIAM)
The Hamiltonian of the SIAM reads
H =
∑
σ
(˜nσ + σBnσ) + Un↑n↓ +
∑
α=R,L
(Hαres + H
α
tun) , (3.3.1)
Hαres =
∑
kα,σ
kαc
†
kασ
ckασ, (3.3.2)
Hαtun =
∑
kα ,σ
γkασc
†
kασ
dσ + H.c. , (3.3.3)
where
nσ = d
†
σdσ , ˜ = −
U
2
. (3.3.4)
The fermionic operators dσ and ckrσ refer to electrons on the dot and in the reservoir r = R, L,
respectively. Concerning the remaining parameters,  is the gate voltage and U the strength of the
repulsive interaction between electrons on the dot. Finally, B denotes a magnetic field, lifting the
spin degeneracy. With this definition,  = B = 0 corresponds to half-filling of the dot in equilibrium.
In the following we will consider the limit, where the details of the reservoirs are unimportant and
their influence can be described effectively by some hybridization Γ , which is determined by γkασ
and the density of state of the reservoirs at zero frequency only. More details on this so called
wide-band limit can be found in section 4.1.2.
3.3.3 Equilibrium Correlation Physics: Kondo Physics
The SIAM is particularly fascinating as it describes the intriguing (strongly correlated) Kondo physics
found experimentally in quantum dots outlined above: close to the particle-hole symmetric point, or
equivalently odd average occupation, the dot spin-degree of freedom is screened by the bath, giving
rise to a highly correlated ground state of combined lead and dot electrons. It governs the physics
below some (exponentially small) temperature called Kondo temperature TK . One can define this
scale
TK = − 2
piχs
, (3.3.5)
via the spin susceptibility
χs =
d(〈n↑〉 − 〈n↓〉)
dB
∣∣∣∣
B=0
. (3.3.6)
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In the strong interaction limit U  Γ one finds that the Kondo temperature indeed features
exponential behavior [Hew93]
TK ∼
√
|U|/Γ/2 exp
[
− pi
8|U|Γ
∣∣U2 − 42∣∣] . (3.3.7)
The universal scale TK describes the low energy behavior of the SIAM and should thus show up in
different zero-energy properties (such as, e.g., the effective mass → Section 8.3.2). The spectral
density of the dot at U =  = B = 0 is given by a Lorentzian of width ∼ Γ . If we increase U to large
values the central resonance narrows to width ∼ TK (but remains at the same height) and Hubbard
satellites (broader features) positioned at ω ∼ U appear With this the central resonance becomes
exponentially narrow. For finite  and large U   the spectral density is said to be pinned to the
chemical potential of the reservoirs, meaning that the position of the central resonance depends
only weakly on . This gives rise to a broad conductance plateau of perfect conductance in G ()
of width ∼ U. The Kondo effect promotes transport in a regime naively associated to Coulomb
blockade (as observed in experiments see section 3.3.1). On the other hand turning on B at  = 0
and U  B leads to a rapid collapse of the conductance. G (B) is of width ∼ TK . Therefore, the
strong correlation limit of large U is (to us) the most fascinating one as the correlation induce very
prominent effects.
As a side note, adding to this brief introduction of the Kondo effect, we point out at that the Kondo
effect was actually first measured in bulk materials long before being able to fabricate quantum dots.
The resistivity of gold [dH34] increases at small temperatures. Later it was realized, that this effect
can be explained within the SIAM [And61], which at this point was used rather as a simple model
of magnetic impurities in such bulk materials. Furthermore, it was soon realized that the Kondo
effect can be attributed to the spin-degree of freedom, and the yet simpler Kondo model, neglecting
charge fluctuations was introduced to explain the resistivity anomaly. The latter can be treated
rather efficiently [Kon64], but will not be of interest throughout the rest of this work.
Although the SIAM is certainly a model of great experimental as well as theoretical interest, we
want to focus in what follows on a model including additionally phonons. Therefore we will not
discuss further the physics of the SIAM (for more information consult [Hew93]) and rather move on
to the ...
3.4 Single Impurity Anderson-Holstein Model
The single impurity Anderson-Holstein model (AHM) is studied as a simple impurity model that
includes spin, charge as well as phononic degrees of freedom. It is commonly used to model electronic
transport through individual molecules contacted between two leads. Within this quantum dot model
the lowest unoccupied molecular orbital is described as a single level featuring a two-fold spin-degree
of freedom with a Coulomb repulsion between electrons of opposite spin. So far this is identical
to the SIAM. In contrast, the molecule additionally can vibrate at some characteristic frequency
ω0 and electrons residing on the quantum dot interact with the polarization field generated by this
vibration.
The intriguing interplay of electronic degrees of freedom and phonons led to an intense interest in
and extensive research on the AHM. The equilibrium properties (linear conductance, spectral density,
susceptibility, ...) of the Anderson–Holstein model have been studied perturbatively [Mit04, Gal07],
and nonperturbatively using numerical renormalization group techniques [Hew02, Cor04]. In the
limit of weak lead-dot coupling, using a Lang–Firsov transformation together with a generalized
Schrieffer–Wolff transformation one obtains an effective Kondo model, which allows for a more
traditional renormalization group ansatz [Paa05].
The AHM is experimentally relevant as it is can be realized e.g. in suspended carbon nanotubes,
where the principal vibration mode of the tube is described by a local phonon mode [Let09]. The
strength of the electron–phonon coupling in this setup is rather high (with the ratio between the
coupling constant and the phonon frequency, λ/ω0 > 5 [Let09]).
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3.4.1 Hamiltonian
The system is described by the Hamiltonian of the SIAM given in Eq. (3.3.1)-(3.3.3) by adding the
local phonon mode
H =
∑
σ
(˜nσ + σBnσ) + Un↑n↓ +
∑
α=R,L
(Hαres + H
α
tun) + ω0b
†b + λ(b† + b)(n↑ + n↓), (3.4.1)
Hαres =
∑
kα,σ
kαc
†
kασ
ckασ, (3.4.2)
Hαtun =
∑
kα,σ
γkασc
†
kασ
dσ + H.c., (3.4.3)
where
nσ = d
†
σdσ , ˜ = −
U
2
+ Uepe , Uepe =
2λ2
ω0
. (3.4.4)
Additionally to the operators defined above, the bosonic operator b refers to a phonon mode with
frequency ω0 and coupling constant λ. With this choice again  = B = 0 corresponds to half-filling
of the dot in equilibrium. Once more we focus on structureless reservoirs, inducing hybridization Γ ,
as will be introduced in Section 4.1.2.
3.4.2 Equilibrium Correlation Physics: Kondo Physics
The AHM displays especially interesting strongly correlated Kondo physics. First of all, as the SIAM
is reproduced after decoupling the phonons λ = 0, we recover the full SIAM’s physics including the
emergence of the low energy scale TK . If we now turn on λ, but consider the limit ω0 → ∞, the
AHM reduces to an effective SIAM with Ueff = U − Uepe, which is easy to see by integrating out
exactly the phonon modes ([Tsa05] and → Section 8.3.2). For U  Uepe and Ueff  Γ the spin
induced Kondo effect described above turns to a charge Kondo effect instead. Magnetic field B
and gate voltage  switch roles, where now analogous statements about the conductance can be
adopted from section 3.3.3.
Furthermore, in the to us more interesting limit Uepe  U and  = B = 0, but with a general
ω0, the problem is described effectively by the anisotropic Kondo model [Laa14]. We do not discuss
details of the mapping here, but only outline the results. The Kondo temperature TK , found by this
mapping, features a rich behavior depending on the initial parameters Γ/ω0, [λ/ω0]
2 and U/[2ω0]
of the AHM, which is determined by the anisotropic Kondo model’s coupling constants
J‖D ≈ 4Γ
piω0
e−(λ/ω0)
2
γ+([λ/ω0]
2, U/[2ω0]), (3.4.5)
J⊥D ≈ 4Γ
piω0
e−(λ/ω0)
2
γ−([λ/ω0]2, U/[2ω0]), (3.4.6)
where
γ±(x , y) =
∫ 1
0
dt tx−y−1e±xt , (3.4.7)
is the incomplete gamma function. Different limits can then be addressed analytically: (1) For
J⊥  J‖,
TK ∼
(
J‖
J⊥
)− 1J‖D
, (3.4.8)
while for (2) J⊥ ≈ J‖
TK ∼ exp
(
− 1
J‖D
)
. (3.4.9)
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In practice, one can now use Eq. (3.4.5) and (3.4.6) to find TK for a given set of the parameters
U,λ and ω0. However, for additionally λ  ω0 we further approximate J‖/J⊥ ∼ exp[2(λ/ω0)2],
and with this
TK ∼ exp
[
−piω0
Γ
(
λ
ω0
)4]
. (3.4.10)
To sum up, for small U, but large Uepe and  = B = 0 one therefore finds an exponentially small
emergent low energy scale TK , for w0  λ given by Eq. (3.3.7) with U → U−Uepe and for w0  λ
given by Eq. (3.4.10). The latter shows an exponential behavior in λ4 (instead of λ2 in the former),
a regime of very strong renormalization due to correlations with respect to λ. We will aim at this
intriguing behavior in section 8.3.
3.5 Interacting Resonant Level Model
In the previous section we outlined an extension of the SIAM. Now, as a last quantum dot model
we introduce a simplification of it by neglecting the spin-degree of freedom9. This leads to the so
called interacting resonant level model (IRLM). Almost half a century ago the IRLM was introduced
in the context of studying equilibrium properties of mixed-valence compounds. Within this question
a wealth of interesting behavior was found, either by a mapping to the anisotropic Kondo model or
directly by perturbative renormalization group calculations [Noz69, Fil81, Sch80b, Sch82a, Sch82b,
Sch82c]. Only later the two-reservoir IRLM, which can be viewed as a simple prototype model for
non-equilibrium physics gained considerable interest [Meh06, Bor07, Doy07, Bor08, Bou08, Bor10].
The general idea is to focus on spinless fermions, which tunnel (by amplitude timp) through a very
constrained geometry, namely a single level, from one lead to the other. Electrons residing on
the level might be subjected to some gate voltage . The model is supplemented by a two-particle
interaction of a density-density type, coupling electrons residing on the single level to those (spatially)
nearby in the reservoirs. Although one might suspect that this model can be realized experimentally
for spin polarized electrons, in some quantum dot setups (resembling the single-level), here we view
it only from the perspective of theoretical interest. It poses an ideal “play ground” to study the
interplay of correlations and transport in charge-fluctuating systems.
3.5.1 Hamiltonian
We put the aforementioned description of the IRLM in a formal form by considering the microscopic
Hamiltonian
H =n0 +
∑
α=R,L
Uα
(
n0 − 1
2
)(
n1α −
1
2
)
+
∑
α=R,L
(Hαres + H
α
tun), (3.5.1)
Hαres =
∑
iα
τiαc
†
iα
ciα , (3.5.2)
Hαtun = timp,αc
†
1α
d0 + H.c., (3.5.3)
where for simplicity of depiction we have chosen nearest neighbor hoping tight-binding chains as
a description of the leads. Furthermore, we use n0 = d
†
0 d0 and niα = c
†
iα
ciα , for the occupancies
corresponding to the fermionic operators d0 and ciα , which describe the spinless fermions on the
dot and in reservoir r = R, L, respectively.
Scaling Limit
We are mainly interested in the limit, where the details of the reservoirs are unimportant. This is
the so called scaling limit, also describable by a field theoretical approach to the IRLM [Meh06,
Bor07,Doy07,Bor08,Bou08,Bor10]. Later we will see that for the functional renormalization group
method used to tackle the IRLM in the scaling limit, it is vital, that the region where the interaction
9Complementary to what was hinted above for the Kondo model.
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(a) (b)
Figure 3.2.: Within the functional renormalization group treatment the structureless reservoirs of the IRLM
are established in a two step procedure. We treat the first site of each reservoir explicitly and
first perform the limit of infinite bandwidth to the left and right of these sites (a). With this
the central site is coupled to baths featuring a Lorentzian density of states. Second, we perform
the limit of the width of this Lorentzian going to infinity (b), effectively modelling structureless
reservoirs for the central level.
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Figure 3.3.: FRG results for the occupancy of the central level of the IRLM in equilibrium at T = µ = 0
in dependency of the gate voltage . Details on how to calculate the occupancy are outlined
later (→ chapter 4 and 7). We demonstrate by this example that TK indeed governs the low
energy physics, as the curves for the occupancy do collapse if every energy scale is taken with
respect to TK (b) instead of the non-universal “bare” scale 4Γ1D (a).
acts is treated explicitly, while the non-interacting reservoirs can be integrated out exactly. The
microscopic lattice model falls into the scaling regime by a two step procedure. First, we take the
limit in which τ1α = τ1, τiα = τ2 for all i > 1 and τ1/2 →∞ while Γ = τ 21 /τ2 remains constant. This
way a structureless reservoir (with constant density of states) coupled to the first site of both leads
can be established. For the single level in between these two first sites of the leads the hybridization
(∼ density of states on sites next to central one) takes the form of a Lorentzian of width ∼ Γ
[compare Fig. 3.2(a)]. Subsequently, taking timp,α →∞ and Γ →∞, with constant Γ1D = t2imp,α/Γ
and g1 = 2U/(piΓ ) relates the above described model to the IRLM in the scaling limit
10 [compare
Fig. 3.2(b)]. The frequency independent hybridization (corresponding to a structureless reservoirs)
of the central level is then ∼ Γ1D. The different limits are summarized in Fig. 3.2. Further details
on structureless reservoirs can be found in Section 4.1.2.
10The index 1 at g1 signals that this is the first order expansion of a more “general” g = 2U/(piΓ ) − [U/(piΓ )]2.
This g is the more natural choice than U/Γ itself for describing the IRLM physics. However, higher orders in U
are generally difficult to capture by our functional renormalization group approach employed later for the IRLM
(→ Section 7.2).
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3.5.2 Equilibrium Correlation Physics: Renormalization of Hybridization
Interestingly, in the scaling limit the IRLM shows a strong renormalization of the hopping amplitude
coupling the level and the leads timp. More precisely, in the scaling limit, the renormalization of
this hopping amplitude is characterized by a universal power-law, which also manifests in the dot
observables [Bor07, Doy07, Bor08]. Considering the problem in equilibrium and at  = 0 provides
valuable analytical insights into the problem. With a simple first order perturbation theory approach
in U [Noz69, Fil81, Sch80b, Sch82a, Sch82b, Sch82c, Kar10a, Ken11] one finds that the Fock term
gives the effective hopping
tpertimp
timp
= 1− U
pi
1√
Γ 2 − 8t2imp
ln
1−
√
1− 8t
2
imp
Γ 2
1 +
√
1− 8t
2
imp
Γ 2
 timpΓ−→ tpertimp
timp
= 1− U
Γpi
ln
(
2t2imp
Γ 2
)
, (3.5.4)
between lead and impurity. Its logarithmic divergence signals the onset of strong renormalization.
The range of validity of a perturbative approach vanishes as the scaling limit Γ →∞ is approached.
The artificial logarithmic divergence in this parameter can be lifted by a renormalization group
procedure. In equilibrium we find analytically, that the renormalized hopping amplitude tΛ=0imp is
described by (timp  Γ ) (
tΛ=0imp
timp
)2
= 2−
2U
piΓ
( timp
Γ
)− 4UpiΓ
, (3.5.5)
within the functional renormalization group treatment employed later on. The logarithmic divergence
is resummed to a power-law (where only the leading term of the exponent can be trusted in this
approach).
The renormalization of the hopping amplitude reveals the emergence of a renormalized effective
low energy scale, which governs the low energy physics of the IRLM in the scaling limit similar to
the SIAM. We want to define this emergent scale microscopically
TK = − 2
piχc
(3.5.6)
by the charge susceptibility
χc =
d〈n〉
d
∣∣∣∣
=0
. (3.5.7)
It was shown [And05,Kar10b,And11b,Ken12a] that this definition is useful in the sense that it leads
to a correct universal scale TK , meaning that low energy observables collapse if every energy scale
is taken with respect to TK . This is exemplified for the central level’s occupancy n¯() for reservoirs
at µ = T = 0 in Fig. 3.3. We note however that alternative definitions, be it field theoretical
ones or other microscopic linear response quantities like the conductance can be used equivalently.
In passing we note that within the IRLM accounting correctly for the power-law renormalization
of the hybridization to the leads is the most essential component to describe accurately not only
the equilibrium, but also the non-equilibrium steady-state properties [Kar10a] as well as transient
dynamics [Ken11].
The relation between all the presented quantum dot models is finally summarized in Fig. 3.4.
3.6 Spin-Boson Model
Quantum coherence is especially interesting in the context of quantum computing. For this it is
essential to understand how the coherence of a small quantum system (zero-dimensional quantum
dot) is influenced by its environment. A prototype model to study this is a two-state model, as
realized in any system effectively described by the two lowest-lying states of a double well potential
with respect to some generalized coordinate, coupled to some large environment. Famous examples
of such systems include the inversion resonance of NH3 molecules, strangeness oscillations of K-
meson beams, and coherent tunneling of light interstitials in tunneling centers [Wei12]. As such
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Figure 3.4.: Different quantum dot models and their relations among each other, with respect to how they
can be obtained starting from the SIAM by including further or reducing to certain degrees of
freedom.
they span over different major fields of physics (and chemistry). In any real system effects of
the large surrounding environment have severe influence on the small quantum system. From a
modern standpoint effective two-state systems are also interesting from a quantum information’s
point of view. Superconducting circuits based on tunnel junctions (Josephson junctions) could be
ideal candidates for qubits as they are easily contactable, controllable, as well as scalable to large
numbers using recent integrated-circuit fabrication technology [Wei12]. A rf SQUID is a simple
design of such a superconducting circuit and can be effectively described by a two-level system
(coupled to an environment) in the appropriate limit. The two-levels of the system can be viewed
as a spin-1/2 particle, while the effect of the bath can be modelled by some bosonic bath. This
description leads to the so called spin-boson model (SBM) [Leg87, Wei12].
3.6.1 Hamiltonian
The SBM is described by the Hamiltonian
H =

2
σz − ∆
2
σx −
∑
k
λk
2
σz
(
b†k + bk
)
+
∑
k
ωk b
†
k bk , (3.6.1)
where σx ,y ,z are the Pauli-matrices.  describes a Zeeman splitting term of the up- and down-spin
configuration and ∆ gives the tunneling amplitude between the two states. The environment is
described by an (infinite) set of oscillators with different eigenfrequencies ωk . The term λk couples
the k-th oscillator to the spin-direction and thus the two-state system to its environment [compare
Fig. 3.5(a)]. In a very pictorial description the environment can be viewed to be sensitive to the spin
orientation, thus measuring its direction. From quantum mechanics it is then plausible to conclude
that the coupling to the environment will compete with the coherence encountered in the isolated
SBM.
Ohmic Case
Alternatively to Eq. (3.6.1), the system can also be completely characterized by the part of the
Hamiltonian describing the spin as well as giving the spectral function, incorporating all effects from
the environment
J(ω) =
∑
k
λ2kδ(ω − ωk ). (3.6.2)
Here we concentrate on the so called ohmic case with
J(ω) = 2αωΘ(ωc − ω), (3.6.3)
where ωc is considered to be much larger than any other energy scale. The sub-ohmic (super-
ohmic) case with J(ω) ∼ ωs , s < 1 (s > 1) will not be of interest here, because the ohmic case (1)
features the richest physics and (2) shows universal signatures (just as the field-theoretical IRLM,
also compare Section 3.6.3).
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Figure 3.5.: Left: Depiction of the SBM. Right: “transition” line from coherent to incoherent dynamics in
the unbiased ohmic SBM following from Eq. (22.20) of [Wei12]. We will see in Section 7.3
that this result actually has to be refined.
3.6.2 Correlation Effects: Dynamical Regimes
To dwell some more on (1) we will recapitulate some of the physics found in the ohmic SBM
[Leg87, Wei12]. First of all, similar to the IRLM, within the SBM an interaction α dependent
effective low energy scale ∆eff emerges, which can be treated correctly employing renormalization
group ideas. For α close to 1/2 we will analyze this scale in the following section. In this section we
want to consider the correlation effects on the dynamics instead of only on the equilibrium properties
as done before, because the effect studied now (and later on → Section 7.3) manifest only in the
dynamics. Without bias  = 0 the dynamics of the spin expectation value 〈σz〉 at T = 0 are damped
oscillatory (coherent) for α < 1/2, whereas it turns monotonic (incoherent) for 1/2 < α < 1. Finally,
for α = 1 a quantum phase transition from delocalized to localized occurs. The interaction strength
α thus determines the relaxation dynamics found. Tuning the temperature T in the oscillators one
finds that the coherent behavior vanishes for Tc (α) even in the regime α < 1/2. A reconstruction
of the “transition” line taken from [Wei12] is shown in Fig. 3.5(b). We will see in section 7.3 that
this picture has to be refined following the results presented in this thesis.
3.6.3 Mapping to IRLM
We are mainly interested in the coherent-incoherent “transition” around α = 1/2, when considering
the SBM. Around this special point bosonization (→ Section 6.3) allows to map the low energy
degrees of freedom of the ohmic SBM to the one of the IRLM discussed in the previous section
[Leg87], but with only one structureless lead instead of two. The two Hamiltonians are then mapped
exactly, which relates their parameters as
 =  , (3.6.4)
Γ1D = ∆
2/ωc , (3.6.5)
g = 2U/(piΓ )− [U/(piΓ )]2 = 1− 2α. (3.6.6)
Similarly, the observables in the one can be related to the ones in the other. For the only observable
of interest in this thesis, the spin expectation value 〈σz〉 (t), this is achieved by
〈σz〉 (t) = 1− 2n¯(t), (3.6.7)
where n¯(t) is the expectation value of the occupancy of the central level. The huge advantage of this
mapping, as were are concerned with the above mentioned transition, is that at α = 1/2 it targets
a non-interaction model, since g(α = 1/2) = U(α = 1/2) = 0 (Toulouse limit). For this exact
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solutions are known. Furthermore, this exact point can be used as the starting point for the later
used perturbatively motivated renormalization group procedures, i.e. the functional renormalization
group and the real time renormalization group. From the mapping also the necessity of such a
renormalization group procedure becomes evident: around α = 1/2, the entire strong renormalization
physics encountered in the IRLM (compare section 3.5.2) will be inherited.
Methods
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Introduction
In this chapter we introduce one of the two methods mainly used in this thesis, which is called the
functional renormalization group (FRG) [Met12]. Within the FRG one aims at treating a quantum
many-body problem in terms of the so called vertex functions. Within FRG those are determined
by an exact hierarchy of renormalization group dressed differential equations. Although this exact
hierarchy cannot be solved in its entity1 and is thus approximated (truncated), the FRG is a valuable
tool to: (1) devise powerful new approximation schemes with the renormalization group structure
built in (2) treat microscopic models (including high energies), instead of only effective low energy
ones (3) gain physical insights into the problems as the (truncated) flow equations are usually very
transparent (4) obtain approximate analytical solutions in certain cases. Where the latter is not
1excluding some rare cases where other methods can be used to obtain an exact solution in a more straightforward
fashion.
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possible, a [compared to other methods of quantum many-body physics (see e.g. chapter 5)] rather
fast numerical treatment can be employed . We will apply the FRG to a variety of different (zero-
and one-dimensional, open and closed) systems in different physical contexts (equilibrium, non-
equilibrium steady-state and dynamics). Having said so already indicates an additional advantage
of the method; its flexibility.
Fundamental Idea
Models of solid state physics usually exhibit a very different behavior on different energy scales.
Orders of magnitude typically separate, e.g., “bare Coulomb” interactions, “bare” kinetic energy,
the mediated short-ranged magnetic interaction and those scales associated to ordering phenom-
ena such as superconductivity. On the one hand, this diversity of scales is difficult to handle with
straightforward numerical solutions of microscopic models, as the most intriguing effects show up
at low temperatures and for large systems only. On the other hand perturbative many-body meth-
ods treating all these scales at once, are often (especially in low dimensions) plagued by infrared
divergences, rendering a perturbative expansion inappropriate, even if the expansion parameter is
small. This lead to the notion that treating energy scales successively from high to low, might be
suited better for these type of problems, which is the central idea behind the renormalization group
scheme [Wil75]. The FRG outlined here is one way of implementing this general renormalization
group idea.
To be more precise: we will present in the following a fermionic formulation of the FRG in which
the renormalization group idea is included on the level of the generating functional2 of the one-
particle irreducible vertex functions [Sal98]. To this end, first, a so called cut-off is introduced into
the non-interacting single-particle Green’s functions G0 to address different energy scales successively
G0 → G Λ0 with : G Λ=∞0 = 0 G Λ=00 = G0, (4.0.1)
where loosely speaking at intermediate Λ only energy scales above Λ contribute in G0.
3 This (arti-
ficial) Λ dependency is in turn inherited by the generating functional of the one-particle irreducible
vertex functions and therefore also by the vertex functions γm themselves. Taking the derivative of
the generating functional with respect to Λ and expanding in its external fields eventually results in
an infinite hierarchy of differential equations for the vertex functions
∂Λγ
Λ
m = fm({γΛn : n ≤ m + 1}) , (4.0.2)
with the form of the functions fm known. The set of differential equations of Eq. (4.0.2) is called
flow equations and incorporates (due to the dressing of G0 described above) energy scale by energy
scale. As a final step these flow equations for the vertex functions are integrated from Λ =∞, where
only high energy physics is included and all expressions are regular (infrared, low energy divergences
not present), all the way down to Λ = 0, where the introduced cut-off is removed and the full
physical problem we started with is restored. The full (infinite) set of flow equations, being just an
exact reformulation of the full-fledged quantum many-body problem, cannot be handled in practice
and the need for truncation arises. The truncation is usually carried out by neglecting the flow of
all vertex functions above a certain order mc
γΛmc +1 = γ
Λ=∞
mc +1 ⇒ ∂ΛγΛm≤mc = f ({γΛn : n ≤ mc}, γΛ=∞mc +1) , ∂ΛγΛm>mc = 0 , (4.0.3)
which is appropriate only if those terms are and “remain” small at the beginning as well as throughout
the flow4. This renders the FRG approximate, but the successive treatment of energy scales is
still included. It has been applied successfully to many different aspects of strongly correlated
physics [Met12].
In two-dimensional models competing instabilities can be analyzed in an unbiased way. The
presence of such an instability (phase transition) is signalled by a divergence of some parts of the
2hence the functional in the FRG.
3We will see, that depending on the cut-off used this does not necessarily mean G Λ0 (ω < Λ) = 0.
4which is of course difficult to determine as only the truncated problem can be solved.
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vertex functions. In the FRG, the precursor to such a singularity is the growth of a certain part of
the vertex functions (called “flow to strong coupling”). As we truncated the flow equations the flow
has to be stopped, at some finite scale Λ = Λs, before the singularity actually occurs. Thus one
cannot recover the cut-off free setup (Λ = 0), but at the scale Λs can determine the dominant part
of the two-particle vertex (and try to infer from this a first approximation to a phase diagram).
In contrast, in this thesis we concentrate on d ≤ 1 dimensions. Here perturbative approaches
frequently break down at low temperatures due to arising logarithmic divergences [Hew93, Kan92,
Gia03]. Those are artefacts of the approach in the sense that logarithmic divergences would show
up in all orders of perturbation theory with such prefactors that they could be re-sumed, e.g., into a
power-law (in practice however doing so within ordinary perturbation theory is difficult, as it involves
insights into the expression upto arbitrarily high order). We want to separate two different “types”
of these divergences: (1) divergences in the frequency or momentum dependency of the quantities of
interest at low energies, signalling that perturbation theory can not be applied at all (compare studies
of Luttinger Liquids → Chapter 9). (2) “parametric” divergences which restrict the applicability
range of plain perturbation theory to essentially zero in certain limits as explained for the IRLM in
section 3.5.2 (compare also chapter 7 and section 8.2). In the presence of either of these logarithmic
divergences the (often justified) hope is that the FRG can be used to re-sum them to power-laws,
by the feed-back of the vertex functions to their own flow equations. By this contributions in all
orders of the interaction are incorporated. As a final motivation of a FRG approach we note that
FRG results are often quantitatively significantly better5 than those from perturbation theory. For
these problems one might view the FRG as a renormalizationg group enhanced perturbation theory
(compare studies of the AHM → Section 8.3).
Outline
The rest of this chapter is structured as follows. First, we review some basic ideas of the Green’s
function formalism, which lies at heart of the FRG approach. Here we also give the explicit ex-
pressions needed for the rest of this thesis. Afterwards, we change perspective to the functional
integral representation from which in the subsequent section the hierarchy of flow equations of the
FRG is derived. Finally, we dwell some more on the subject of how cut-off schemes are introduced
as well as the subject of physical symmetries and their conservation within the approximate FRG
treatment. The presentation is similar to that of [Kar10a] (mainly equilibrium and steady-state) as
well as [Ken11] (mainly dynamics).
4.1 Green’s Functions
Before being able to describe the FRG approach used in this thesis we need to cover some basics
[Neg88]. We will start with the concept of Green’s functions, which will be a crucial ingredient to
what follows. Let us concentrate on a quantum many-body Hamiltonian of the general form
H = H0 + U =
∑
k1,k2
k1,k2 c
†
k1
ck2 +
1
4
∑
k1,k2,k3,k4
v¯k1,k2,k3,k4 c
†
k1
c†k2 ck3 ck4 . (4.1.1)
Here the indices ki reference an appropriate set of single-particle quantum numbers and k1,k2 denotes
the corresponding single-particle matrix elements. k1,k2 determines the single-particle part H0 of
H which of course can be treated easily by exact diagonalization. U on the other hand renders a
solution difficult as it entails the two-particle interaction, generically rendering an exact treatment
infeasible. The term v¯k1,k2,k3,k4 denotes the properly (anti-)symmetrized
6 matrix elements of the
two-particle interaction in the single-particle basis {ki}. For such a system the n-point Green’s
functions are functions of n different operators as
GA1,A2,...,An (t1, t2, ... , tn) = −iTr [A1[t1]H A2[t2]H ... An[tn]H ρ]
= −i 〈A1[t1]H A2[t2]H ... An[tn]H〉ρ ,
(4.1.2)
5known by comparing to (numerically) exact results obtained with different methods.
6As usual symmetrized for bosons, anti-symmetrized for fermions.
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where the statistical operator ρ will be specified later and times in square brackets denote the
Heisenberg picture A[t]H = exp(iHt)A exp(−iHt). Here we are exclusively concerned with two-point
Green’s functions, which e.g. include the important cases of certain observables, correlation func-
tions and single-particle functions (such as single-particle spectra). Equilibrium and non-equilibrium
Green’s functions are calculated in the so called Matsubara or Keldysh framework, respectively. This
finally brings us to the question regarding ρ.
4.1.1 Equilibrium vs. Non-Equilibrium: Matsubara vs. Keldysh
Usually treating systems in thermal equilibrium with their environment is much simpler than han-
dling the full-fledged time dependency of a system out of equilibrium. With Green’s functions this
simplification becomes quite clear.
Equilibrium
If we assume the system to be in a thermal equilibrium state described by the grand canonical
ensemble with temperature T = 1/β and chemical potential µ the density matrix is given by ρeq =
exp(−βH˜)/Tr[exp(−βH˜)] with H˜ = H − µN and N the particle number operator. If [H, N] = 0,
any two-point Green’s function
GAB (t, t
′) = −i 〈A[t]H B[t ′]H〉ρeq = −iTr
[
e iHtAe−iH(t−t
′)Be−iHt
′
ρeq
]
= −iTr
[
e i H˜(t−t
′)Ae−i H˜(t−t
′)Bρeq
]
= −i 〈A[t − t ′]H˜ B〉ρeq = GAB (t − t ′), (4.1.3)
depends only on the time difference t − t ′ of the two operators. This is a consequence of the time
translational invariance encountered in equilibrium. We introduced the time evolution operator with
respect to H˜ instead of H, which is convenient to set up diagrammatics. As a consequence every
energy is measured with respect to µ. In equilibrium the time evolution and the density operator
can be treated on equal footing if we introduce imaginary times τ [Neg88]. We define
GAB (τ) = −
〈
TτA[τ ]H˜ B
〉
ρeq
=
{− 〈A[τ ]H˜ B〉ρeq τ > 0
−ζ 〈BA[τ ]H˜〉ρeq τ ≤ 0 , (4.1.4)
where ζ = 1(= −1) for bosons (fermions).
As usually, it is in practice impossible to solve for the interacting Green’s function in the presence
of two-particle interaction7. Therefore, in a next step, we set up a diagrammatic theory. In this
we can expand the problem (in theory) in an infinite Taylor series. Although such a diagrammatic
approach frequently breaks down for low-dimensional systems at low temperatures, if truncated
to any order, it can still be used to motivate more elaborate methods (like a FRG approach) for
handling these types of systems. If we formally integrate the differential equation
∂τ
[
eτ H˜0 e−(τ−τ
′)H˜ e−τ
′H˜0
]
= eτ H˜0 (H˜0 − H˜)e−(τ−τ ′)H˜ e−τ ′H˜0 , (4.1.5)
we arrive at
e−(τ−τ
′)H˜ = e−τ H˜0
{
Tτe
−i ∫ τ
τ′ U[τ
′′]H˜0 dτ
′′
τ > τ ′
T˜τe
−i ∫ τ
τ′ U[τ
′′]H˜0 dτ
′′
τ ≤ τ ′
}
eτ
′H˜0 . (4.1.6)
The (anti-)time ordering operator Tτ (T˜τ ) makes all operators commute and the Green’s function
(4.1.4) takes the simple form
GAB (τ) = −
〈
Tτe
− ∫ β
0
U[τ ′′]H˜0 dτ
′′
A[τ ]H˜0 B
〉
ρeq,0〈
Tτe
− ∫ β
0
U[τ ′′]H˜0 dτ
′′〉
ρeq,0
, (4.1.7)
7We will see that in the framework of functional integrals (see section 4.2) this can be understood in the language of
scalar integrals. Determining Green’s functions belonging to Hamiltonians featuring no two-particle interactions
amounts to solving Gaußian integrals, while with two-particle interactions an additional quartic term in the
exponent prohibits an analytic treatment.
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which involves only a single forward propagation in imaginary time. The expectation values are
taken with respect to the grand canonical ensemble of the non-interacting Hamiltonian ρeq,0 =
exp(−βH˜0)/Tr[exp(−βH˜0)]. Then expression (4.1.7) can be calculated order by order in a pertur-
bative approach by the evaluation of Gaußian integrals. Furthermore, employing Wick’s theorem
(which again can be done due to the quadratic nature of ρeq,0) one can set up a diagrammatic lan-
guage. For the single-particle Green’s functions (A = c , B = c†) the corresponding Dyson equation
reads
G12 = [G0]12 +
∑∫
34
[G0]13Σ34G42, (4.1.8)
where Σ is the one-particle irreducible self-energy (describing the influence of U) and the
∑∫
is an
integral or sum for a continuous or discrete variable, respectively. All indices are multi-indices in
imaginary time as well as in the appropriate single-particle basis (i) = (τi , ki ). In equilibrium it is
most useful to perform a Fourier transform from imaginary time to imaginary frequencies (energy
space) [Neg88]. This entails
(G or Σ )k1,k2 (iω1, iω2) = δ(iω1 − iω2)(G or Σ )k1,k2 (iω1) , (4.1.9)
which is a consequence of energy conservation. It renders the solution of the Dyson equation to be
determined by a mere matrix inversion in the single-particle index space
Gk1,k2 (iω) =
[
1
G−10 (iω)− Σ (iω)
]
k1,k2
. (4.1.10)
Non-Equilibrium
Now we turn to non-equilibrium. The situation is more complicated in this case, because it is not
possible to write down straight away the analogue of Eq. (4.1.7) involving only a single propagation
in time. For this reason we employ a trick introduced by Keldysh in [Kel65], which basically reduces
the “new” non-equilibrium problem to the “old” one of equilibrium, where the (minor) price to pay
is only a doubling of the degrees of freedom.
In the out-of-equilibrium setup one is usually interested in the dynamics which follows after a
certain preparation of the quantum system, described by the density matrix ρ, at t = t0. The time
evolution is performed with a Hamiltonian H, which generally does not commute with ρ. Often
the question whether a, and if so which, steady-state is reached in the limit t →∞ is of particular
interest. Therefore, generally in non-equilibrium it is useful to consider the Green’s functions directly
in real-time and define
Chronological : G−−AB (t, t
′) = −i 〈TtA[t]H B[t ′]H〉ρ , (4.1.11)
Lesser : G−+AB (t, t
′) = −ζ i 〈B[t ′]H A[t]H〉ρ , (4.1.12)
Larger : G +−AB (t, t
′) = −i 〈A[t]H B[t ′]H〉ρ , (4.1.13)
Anti− Cronological : G ++AB (t, t ′) = −i
〈
T˜tA[t]H B[t
′]H
〉
ρ
. (4.1.14)
Instead of one equilibrium Green’s function, now four different functions are needed.
But how can we reduce the problem to a simple forward time evolution analogue to Eq. (4.1.7),
which allows for setting up a diagrammatic treatment? The answer is to introduce a back-folded
time contour [Kel65] as shown in Fig. 4.1. With respect to this new contour γ the propagation from
t0 first to t
′, then to t and finally back to t0 can be expressed by a forward propagation (along γ)
only. We assign a new index ν = +/− to the operators and introduce a new time ordering operator
Tγ , which first orders operators associated with ν = + left of those with ν = − and subsequently
acts as the usual (anti)time ordering operator Tt(T˜t) within the sector of ν = − (ν = +). This
allows us to compactify the four Green’s functions defined in (4.1.11)-(4.1.14) into a single one
Gνν
′−
AB (t, t
′) = −i
〈
TγA
ν [t]H B
ν′ [t ′]H
〉
ρ
, (4.1.15)
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0
Time
−
γ
+
ρB(t’)
A(t)
t’ t t
Figure 4.1.: The Keldysh contour introduced to tackle the non-equilibrium problem [Kel65]. It consists
of an upper (-) and a lower (+) branch. With respect to this back-folded contour a mixed
forward- and backward-propagation along the time axis can be treated as a single propagation
along the contour γ.
which is the perfect analogue of (4.1.4). Now the doubling of degrees of freedom becomes apparent.
Under the action of Tγ the annihilation ck and the creation c
†
k′ operator fulfil the commutation
relation
[cνk , c
ν′
k′ ]−ζ = 0 [c
ν
k , c
ν′†
k′ ]−ζ = δkk′δνν′ , (4.1.16)
which shows that indeed ν can be regarded as an additional independent single-particle index. Now
we can proceed completely analogous to the equilibrium case and first rewrite the time evolution
operator as above, by formally integrating its derivative and obtain
e−iH(t−t0)+iH(t
′−t0) = e−iH0(t−t0)
{
Tγe
−i ∫ t
t′ U
+[t′′]H0 dt
′′
t > t ′
Tγe
−i ∫ t
t′ U
−[t′′]H0 dt
′′
t ≤ t ′
}
e iH0(t
′−t0). (4.1.17)
Following the procedure for equilibrium we can now re-express the Green’s function (4.1.15), where
we concentrate on the single-particle case
Gνν
′
kk′ (t, t
′) =− i
〈
Tγ
[
Tγ e
−i ∫ t0
t
U+dte iH0(t−t0)
]
cνk
[
e−iH0(t−t0)Tγ e−i
∫ t
t′ U
∓dte iH0(t
′−t0)
]
× cν′k′
[
e−iH0(t
′−t0)Tγ e
−i ∫ t′
t0
U−dt
]〉
ρ
=− i
〈
Tγ e
−i ∫ max {t,t′}
t0
{U−[t′′]H0−U+[t′′]H0}dt′′cνk [t]H0 cν
′†
k′ [t
′]0
〉
ρ
=− i
〈
Tγ e
−i ∫∞
t0
U[t′′]H0 dt
′′
cνk [t]H0 c
ν2†
k′ [t
′]H0
〉
ρ
for
t > t ′
t ≤ t ′.
(4.1.18)
Here we introduce the two-particle interaction U in Keldysh space by absorbing the Keldysh index
as
v¯{k1ν1}{k2ν2}{k3ν3}{k4ν4} = v¯k1k2k3k4 × (−ν1)δ(ν1 = ν2 = ν3 = ν4), (4.1.19)
in the two-particle term v¯ of the Hamiltonian H.
Since (4.1.18) contains a single forward propagation8 only, just like in equilibrium, this again
serves as a starting point for employing Wick’s theorem9 and setting up diagrammatics. Adopted
from equilibrium we find the same Dyson equation (4.1.8), where the new single-particle index
(i) = (ν, k , t) now also contains the Keldysh index. If the existence of a steady-state for t0 → −∞
is assumed10 and we consider this limit the Green’s functions depend on time differences only. Thus
8Under Tγ which though more complicated is structurally equivalent to the usual time ordering.
9For this the initial density matrix ρ needs to be quadratic, i.e. should not contain any correlations. When solving
the full time dependent problem however one could combine the equilibrium and non-equilibrium frameworks to
first perform an imaginary time evolution into a (correlated) equilibrium state and then calculate the real-time
dynamics out of this initial state.
10Tackling the full transient dynamics sheds light on this assumptions, which will be the issue of a later discussion
(see section 7.1.3).
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it is again more convenient to work in energy space (Fourier transform of the time differences to
the real frequency ω), which gives the analogue of Eq. (4.1.10)
(G or Σ ){ν1,k1},{ν2,k2}(ω1,ω2) = δ(ω1 − ω2)(G or Σ ){ν1,k1},{ν2,k2}(ω1)
⇒ G{ν1,k1},{ν2,k2}(ω) =
[
1
G−10 (ω)− Σ (ω)
]
{ν1,k1},{ν2,k2}
,
(4.1.20)
in non-equilibrium, where the single-particle index reads (i) = (ν, k ,ω).
In the Dyson equation as written above all the different Green’s functions and self-energies mix
with respect to the Keldysh indices. However, one can find a more clever representation by exploiting
that the four Green’s functions defined in (4.1.11)-(4.1.14) are not independent, but rather obey∑
ν,ν′
(ν)(ν′)Gν,ν
′
= 0, (4.1.21)
which is a consequence of causality [Ken11,Sch11a]. We have suppressed all other than the Keldysh
indices to improve readability. A similar relation holds for the self-energy∑
ν,ν′
Σν,ν
′
= 0. (4.1.22)
Performing a rotation in Keldysh space(
G R G K
0 G A
)
=
1√
2
(
1 1
1 −1
)
︸ ︷︷ ︸
A
(
G−− G−+
G +− G ++
)
1√
2
(
1 1
−1 1
)
︸ ︷︷ ︸
B
,
(
Σ R Σ K
0 Σ A
)
= B−1
(
Σ−− Σ−+
Σ +− Σ ++
)
A−1,
(4.1.23)
decouples two Green’s functions (retarded and advanced) completely from the other ones and reduces
the total number of Green’s functions to be calculated by one. The simpler Dyson equation takes
the form
G R = G R0 + G
R
0 Σ
RG R , , (4.1.24)
G K = G K0 + G
R
0 Σ
RG K + G R0 Σ
KG A + G K0 Σ
AG A , , (4.1.25)
G A = G A0 + G
A
0 Σ
AG A. (4.1.26)
Therefore usually it is easier to work within the basis of retarded, Keldysh and advanced Green’s
function (RKA-basis)
retarded : G Rk,k′(t, t
′) = −iΘ(t − t ′)
〈[
ck [t]H , c
†
k′ [t
′]H
]
−ζ
〉
ρ
(4.1.27)
Keldysh : G Kk,k′(t, t
′) = −i
〈[
ck [t]H , c
†
k′ [t
′]H
]
ζ
〉
ρ
(4.1.28)
advanced : G Ak,k′(t, t
′) = iΘ(t ′ − t)
〈[
ck [t]H , c
†
k′ [t
′]H
]
−ζ
〉
ρ
, (4.1.29)
rather than in the (+−)-basis introduced earlier. For the non-equilibrium steady-state the Dyson
equation of the retarded and advanced Green’s function can be rewritten explicitly (as in the equi-
librium case) as
G R/A(ω) =
1[
G
R/A
0 (ω)
]−1
− Σ R/A(ω)
. (4.1.30)
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Also the Keldysh part can then be brought into the more convenient form
G K(ω) = G R(ω)Σ K(ω)G A(ω) , (4.1.31)
as long as the assumption of an initial-state independent steady-state remains true. If the transient
dynamics are kept and thus t instead of ω is included in the multi-index, retarded and advanced
Green’s function are given by integral equations (Volterra equation of the second type) given in
Eqs. (4.1.24) and (4.1.26). The Keldysh Green’s function can again be simplified to [Ken11]
G K(t, t ′) = −iG R(t, 0)(1 + 2ζn¯)G A(0, t ′) + (G RΣ KG A)(t, t ′), (4.1.32)
where n¯ is the matrix with entries n¯k1k2 = Tr
[
d†k2 dk1ρ
]
. This reduces its determination from a
Volterra equation of the second type to a simple integral, with known integrand.
So far, we considered bosonic or fermionic degrees of freedom everywhere. For the sake of
simplicity, and because this is the only case of relevance later on, we focus in the remaining part on
fermions only. A generalization to bosons however is easily possible.
4.1.2 Non-Interacting Green’s Function: An Exact Starting Point
Closed Systems
If we – for the time being – forget about the two-particle interaction U in (4.1.1), we can evaluate
the corresponding Green’s functions explicitly. To this end let us first consider the diagonal non-
interacting Hamiltonian
H0 =
∑
k
k c
†
k ck . (4.1.33)
In the Heisenberg picture creation and annihilation operators then take the simple form
c
(†)
k [t]H0 =
(
e−ik (t−t0)
)(∗)
c
(†)
k , (4.1.34)
which gives the non-interacting Green’s functions
G Rk,k′(t, t
′) = −ie−ik (t−t′)Θ(t − t ′)δk,k′ =
[
G Ak′,k (t
′, t)
]∗
, (4.1.35)
G Kk,k′(t, t
′) = −ie−ik (t−t0)e ik′ (t′−t0)
(
δk,k′ − 2
〈
c†k′ck
〉
ρ
)
. (4.1.36)
From this the corresponding expressions in an arbitrary (non-diagonal) single-particle basis H0 =∑
k,k′ k,k′c
†
k ck′ can be deduced by a simple rotation in the single-particle space. In an equilibrium
or steady-state analysis these expressions Fourier transform to
G eqk,k′(iω) =
[
1
iω − µ− 
]
k,k′
, G Rk,k′(ω) =
[
1
ω − + iη
]
k,k′
=
[
G Ak′,k (ω)
]∗
, (4.1.37)
with  being a matrix with entries k,k′ and where we had to introduce some infinitesimal η (con-
vergence factor) to perform the Fourier transform. For G K the Fourier transform cannot be given,
because in general it does not depend on time differences only. This is reminiscent of the fact
that closed finite systems generally do not equilibrate to a steady-state for any time. If however we
assume an (uncorrelated) initial density ρ such that
〈
c†k′ck
〉
ρ
= δk,k′nk is diagonal in k, k
′ (system
already equilibrated at t0), a Fourier transform yields
G Kk,k′(ω) = 2piiδ(ω − k )δk,k′(1− 2nk ) . (4.1.38)
This assumption is trivially true for initial density matrices given by a grand canonical density matrix
to the same Hamiltonian under which the time evolution is performed (and [H0, N] = 0), with
nk = f (k ) and f being the Fermi function
f () =
1
eβ(−µ) + 1
. (4.1.39)
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Open Systems
So far we have considered an isolated system. It is an distinct advantage of the Green’s function
framework that also open quantum system, i.e. of infinite size, can be treated explicitly. To this end
let us generalize our Hamiltonian (4.1.1) by adding a reservoir and tunnelling term to it
H = H0 + U + Hres + Htun. (4.1.40)
The reservoir is described by an arbitrary number of non-interacting11 leads (index α) of unspecified
dimensions, which are fully characterised by the dispersion α,i
Hres =
∑
α,i
α,i c
†
α,i cα,i . (4.1.41)
The tunnelling which connects the leads to the system under consideration reads
Htun =
∑
α,i ,k
tα,i ,k c
†
α,i ck + H.c. . (4.1.42)
We have not included a direct link between the different reservoirs, which would render what follows
slightly more complicated. Whenever we are treating open systems in non-equilibrium, we will
assume a product form ρ(0) = ρ0
∏
α ρres,α for the initial density matrix in the following. Here ρres,α
is the grand canonical density matrix (characterized by temperature Tα and chemical potential µα)
of reservoir α and ρ0 the initial (uncorrelated) density matrix of the system described by H0 + U.
Again focussing on U = 0 for now 12 we can incorporate the (non-interacting) reservoirs exactly,
by integrating out those degrees of freedom13. To perform this task one can, e.g., employ the
projection technique based on [Tay72]. First, we divide the full system into the local part (described
by H0) and the reservoirs (given by Hres). The influence of the remaining tunnelling term Htun,
describing how the two are connected, can be put in terms of a one-particle irreducible self-energy
Σ . The general Dyson equation (leaving implicit single-particle indices, times or frequencies as well
as possibly the Keldysh indices) reads
1G 1 = 1G01 + 1G01 1Σ 1 1G 1, (4.1.43)
where we have introduces identities, which in a subsequent step can be rewritten as sums over
projectors 1 = P + Q onto the local system (P) and the reservoirs (Q). Carrying out the partial
trace over Q yields
GPP = G
0
PP + G
0
PP ΣPP GPP + G
0
PP ΣPQGQP , (4.1.44)
GQP = G
0
QQΣQP GPP , (4.1.45)
because G 0PQ = G
0
QP = ΣQQ = 0. The indices P or Q denote that the single-particle indices
are supported on the part of the system projected on by P or Q respectively. In the current set
up (U = 0), actually also ΣPP = 0, but as a finite value will be introduced by incorporating the
interaction, we keep this term explicit at this point to reuse this result later on. Existence of inversion
with respect to all implicit indices assumed14, we can solve for the Green’s function of the local
system of interest
GPP =
[
(G 0PP )
−1 − ΣPQG 0QQΣQP − ΣPP
]−1
. (4.1.46)
The term −ΣPQG 0QQΣQP describes the changes induces due to the presence of the reservoirs, and
if one defines the sum
[
G 0PP )
−1 − ΣPQG 0QQΣQP
]−1
as a novel non-interacting Green’s function we
recover an effective Dyson equation for the local system only. This Dyson equation is formally
11...,in the case of fermions, Fermi Liquid,...
12finite U will be treated using the FRG approach later on (see section 4.3).
13as one is usually not interested in observables local to the reservoirs, loosing the explicit handle on those degrees
of freedom is unimportant.
14In time space this is tricky, see [Ken11] and (for an explicit application) chapter 7.
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invariant to Eq. (4.1.10), but now is set up with the still non-interacting, but reservoir dressed
Green’s functions. Starting from those reservoir dressed Green’s functions (GF) the FRG can be set
up to additionally treat interactions supported fully on the local system in terms of ΣPP . To this
end we employ the terminology
decoupled, non-interacting local GF (H = H0):
(g)PP = G
0
PP ,
decoupled, non-interacting reservoir GF (H = Hres):
(gres)QQ = G
0
QQ ,
reservoir dressed, non-interacting local GF (H = H(U = 0)):
(G 0)PP =
{
[(g)PP ]
−1 − ΣPQ(gres)QQΣQP
}−1
,
full (reservoir dressed, interacting) local GF (H = H(U)):
(G )PP =
{
[(g)PP ]
−1 − ΣPQ(gres)QQΣQP − ΣPP
}−1
,
in the following. Also we will denote the part −ΣPQ(gres)QQΣQP and ΣPP (to incorporate finite
U with FRG) as reservoirs self-energy Σres and as two-particle interaction induced self-energy (Σ )
respectively.
To be more explicit on how to calculate the reservoir dressed, non-interacting Green’s functions,
which constitute the exact starting point of our FRG treatment of open systems, we need to find
the reservoir self-energy. Generally, the reservoir self-energy can be calculated by
[Σ eqres]k,k′ =
∑
α,i ,i ′,k,k′
t∗α,i ,k [g
eq
res]α,i ,i ′ tα,i ′,k′ , (4.1.47)([
Σ Rres
]
k,k′
[
Σ Kres
]
k,k′
0
[
Σ Ares
]
k,k′
)
=
∑
α,i ,i ′,k,k′
t∗α,i ,k
([
g Rres
]
α,i ,i ′
[
g Kres
]
α,i ,i ′
0
[
g Ares
]
α,i ,i ′
)
tα,i ′,k′ . (4.1.48)
From Tight-Binding Chains as Reservoirs...
If we assume the reservoirs to be given by several (Hres =
∑
α Hres,α) one-dimensional tight-binding
chains each described by
Hres,α = −τα
∞∑
n=0
c†n cn+1 + H.c. , (4.1.49)
we can proceed analytically. If we are interested in coupling the local system solely to the site
n = 0 where the chain terminates, we are only in need of the “boundary” Green’s functions gres =
(gres)n=0,n=0. As shown in [Jak09] we arrive at
g Rres,α(ω) =
1
2τ 2α
{ −sign(ω)√ω2 − 4τ 2α |ω| > 2τα
ω − i√4τ 2α − ω2 |ω| ≤ 2τα
}
=
[
g Ares,α(ω)
]∗
, (4.1.50)
g Kres,α(ω) = [1− 2fα(ω)]
[
g Rres,α(ω)− g Ares,α(ω)
]
, (4.1.51)
g eqres,α(iω) =
1
2τ 2α
[
iω + µ− isign(ω)
√
4τ 2α + ω
2
]
, (4.1.52)
where we have concentrated on the case of real or imaginary frequencies only, because the isolated
reservoirs are always in equilibrium initially. When dealing with reservoirs (or open systems in
general) one frequently encounters a characterization of the reservoirs in terms of their density
of states ρres(ω) instead of their Green’s functions. The former determines the latter uniquely
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by [Neg88]
g R/Ares,α(ω) = ∓ipiρres,α(ω) + P
∫
ρres,α(ω
′)
ω − ω′ dω
′ , (4.1.53)
g eqres,α(iω) =
∫
ρres,α(ω
′)
iω − ω′ dω
′. (4.1.54)
(4.1.55)
In the case of a tight-binding chain, the boundary density of states thus reads
ρres,α(ω) =
1
2piτ 2α
√
4τ 2α − ω2Θ(2τα − |ω|). (4.1.56)
... to the Wide-Band Limit
The most important case however, is the one, where the details of the reservoirs (i.e. their band
structure) are unimportant to the physics under scrutiny. We can investigate this important set
up as a limit of the tight-binding chains as reservoirs. If we couple the first site of reservoir α to
the site i of the local system by amplitude tα,i we perform the limit τα →∞ (bandwidth becomes
infinitely large), such that the ratio of any Γα,i ,i ′ = tα,i t
∗
α,i/τα remains constant. In this limit the
details of the band disappear, while physical quantities remain well defined and characterized by the
hybridization Γα,i ,i ′ . The reservoir Green’s functions then simplify to
g Rres,α(ω) = −i/τα = −ipiρres =
[
g Ares,α(ω)
]∗
, (4.1.57)
g Kres,α(ω) = [1− 2fα(ω)]
[
g Rres,α(ω)− g Ares,α(ω)
]
, (4.1.58)
g eqres,α(iω) = −i/ταsign(ω), (4.1.59)
where the (vanishing) density of states is now indeed a constant ρres = 1/(piτα). It is only for
this prominent case, where the explicit time dependent problem can be solved efficiently (details
see [Ken11] and chapter 7). The corresponding equations in real-time space read
g Rres,α(t, t
′) = −i/ταδ(t − t ′) , (4.1.60)
g Kres,α(t, t
′) = −1/ταTα exp(−iµα(t ′ − t))
∑
±
1
sinh[piTα(t ′ − t ± iδ)] , (4.1.61)
with an infinitesimally small chosen δ and µα and Tα the chemical potential and temperature,
respectively. For the derivation of Eq. (4.1.61) we exploited the expansion
1− 2fα(kα) = −2Tα
∑
ωm
1
iωm − kα + µα
, (4.1.62)
where the fermionic Matsubara frequencies ωm are the odd multiples of piTα, and the series is to
be evaluated as a principal value for |ωm| → ∞. To obtain the self-energy contribution from these
expressions, one just has to multiply the Green’s function by the corresponding couplings tα,i t
∗
α,i ′ ,
the reservoir self-energies are thus just given by replacing 1/τα → Γα,i ,i ′ everywhere in g Xres,α above.
4.1.3 From Green’s Function to Observables
We are usually not interested in the Green’s functions themselves, but rather in some physical
observables, which can be deduced from them.
Occupancy
The occupancy of the single-particle level labelled by k is nothing but (modulo some trivial prefactor)
the corresponding lesser Green’s function
nk (t) =
〈
c†k [t]ck [t]
〉
ρt0
=
1
i
G−+kk (t, t). (4.1.63)
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Rotating to the ’RKA’-basis this can be reformulated by
G−+kk (t, t) = lim
η→0+
1
2
[−G Rkk (t, t − η) + G Kkk (t, t − η)] (4.1.64)
= lim
η→0+
1
2
[
G Akk (t, t + η) + G
K
kk (t, t + η)
]
, (4.1.65)
where we have to perform η → 0 to retrieve the correct boundary conditions.
In a steady-state formulation (t0 → −∞) the analogous expression reads
nj =
1
2pi
∞∫
−∞
e−iωt−|ω|η
1
i
G−+jj (ω)dω
∣∣∣∣∣∣
t=0
=
1
2pii
∞∫
−∞
e−|ω|ηG−+jj (ω)dω. (4.1.66)
Charge Current
Another physical observable of interest is the charge current, which can be calculated following the
ideas presented in [Mei92, Kar10a]. For the following we divide the total system in real space into
“two reservoirs” α = L/R and a “central region”. This assignment then defines where in space the
current is calculated. For open systems this division is always chosen by the definition of the model
(compare section 4.1.2). Only a single level (labelled L, 1 and R, 1) of each “reservoir” is assumed
to be coupled to a, in general different, single level of the central region via hoppings TL/R. We
label the two levels which are coupled to the reservoirs by 1 and N, respectively. The current leaving
one of the reservoirs is then given by the change of particles in it
JL/R(t) = ∓∂tnL/R(t), . (4.1.67)
We concentrate on JL in the following, but JR follows analogously. To reformulate equation (4.1.67)
such that it contains only Green’s functions one considers
JL(t) = −i 〈[H(t), nL] [t]〉ρt0 = −iT
∗
L
〈[
c†1 cL,1, c
†
L,1cL,1
]
[t]− h.c.
〉
ρt0
= −T ∗L G−+L,1;1(t, t) + c.c.,
(4.1.68)
which holds as long as the interaction term of the Hamiltonian fulfils [U, nL] = 0. This expressions
involves a full Green’s function being non-local with respect to the central region. For open systems
(non-interacting reservoirs integrated out) it is necessary to employ the projection technique once
more to recast the current to
JL(t) = −T ∗L
∫ ∞
t0
(
g−−res,L(t, t
′) g−+res,L(t, t
′)
g +−res,L(t, t
′) g ++res,L(t, t
′)
)(
TL 0
0 −TL
)(
G−−11 (t
′, t) G−+11 (t
′, t)
G +−11 (t
′, t) G ++11 (t
′, t)
) ∣∣∣∣∣
−+
dt ′ + c.c.
= −|TL|2
∫ ∞
t0
[
g−−res,L(t, t
′)G−+11 (t
′, t)− g−+res,L(t, t ′)G ++11 (t ′, t)
]
dt ′ + c.c.
= −|TL|2
∫ ∞
t0
[
g Rres,L(t, t
′)G−+11 (t
′, t) + g−+res,L(t, t
′)G A11(t
′, t)
]
dt ′ + c.c. .
(4.1.69)
This form includes full Green’s functions of the central system only as well as known functions g−+res,L
and g Rres,L. Explicitly in the wide-band limit one finds
|TL|2g Rres,L(t, t ′)i ,j = −iΓLδ(t − t ′) , (4.1.70)
|TL|2g−+res,L(t, t ′)i ,j = −
ΓL
2
 1
βL
e−iµL(t−t
′)
∑
±
1
sinh
(
pi(t−t′±iδ)
βL
) − iδ(t − t ′)
 , (4.1.71)
and thus that in (4.1.69) again (as for the occupancy) only the equal-time Keldysh Green’s function
of the central region is needed.
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For the steady-state we can transform (4.1.69) to frequency space
JL = −|TL|
2
2pi
∫ ∞
−∞
[
g Rres,L(ω)G
−+
11 (ω) + g
−+
res,L(ω)G
A
11(ω) + c.c.
]
dω
= i |TL|2
∫ ∞
−∞
ρres,L(ω)
{
G−+11 (ω) + fL(ω)
[
G R11(ω)− G A11(ω)
]}
dω.
(4.1.72)
For the last equality we have anticipated some symmetry relations explicitly given in section 4.5. In
the case of a single impurity (1 = N) and symmetric reservoir spectral functions a|TL|2ρres,L(ω) =
|TR|2ρres,R(ω) this equation can be further simplified to the famous form [Mei92]
JL = 2pi|TL|2 a
1 + a
∫
ρres,L(ω) [fL(ω)− fR(ω)] ρ11(ω) dω . (4.1.73)
with the impurity’s spectral function ρ11(ω) = −1/piIm
[
G R11(ω)
]
.
Heat Current
The heat current is slightly more complicated and as we could not find an analogue calculation to
the one for the charge current presented above in the literature15, we will give more details here.
Again we separate our system in a left, central and right part. We aim at the change in energy of
the left reservoir
QL(t) = −i 〈[H(t), HL] [t]〉ρt0 = −i
∑
i
T ∗L,iL,i
〈[
c†1 cL,i , c
†
L,i cL,i
]
[t]− H.c.
〉
ρt0
= −
∑
i
T ∗L,iL,i G
−+
L,i ;1(t, t) + c.c.,
(4.1.74)
where we have again concentrated on the reservoir being coupled to a single level of the central
region only (labelled 1) and have used the eigenbasis of the left lead i . As above we employ the
projection technique to rewrite the expression in terms of full Green’s functions of the central region
QL(t) = −
∑
i
T ∗L,iL,i
∫ ∞
t0
(
g−−res,L,i (t, t
′) g−+res,L,i (t, t
′)
g +−res,L,i (t, t
′) g ++res,L,i (t, t
′)
)(
TL,i 0
0 −TL,i
)
×
(
G−−11 (t
′, t) G−+11 (t
′, t)
G +−11 (t
′, t) G ++11 (t
′, t)
) ∣∣∣∣∣
−+
dt ′ + c.c.
= −
∑
i
|TL,i |2L,i
∫ ∞
t0
[
g−−res,L,i (t, t
′)G−+11 (t
′, t)− g−+res,L,i (t, t ′)G ++11 (t ′, t)
]
dt ′ + c.c.
= −
∑
i
|TL,i |2L,i
∫ ∞
t0
[
g Rres,L,i (t, t
′)G−+11 (t
′, t) + g−+res,L,i (t, t
′)G A11(t
′, t)
]
dt ′ + c.c. .
(4.1.75)
The term L,i in
∑
i |TL,i |2L,i g Xres,L,i (t, t ′) prohibits a simple resumation in terms of a self-energy
(as it was possible for the charge current). Luckily there is a way around this, by considering the
differential form of the Dyson equation [Ken11]. For the retarded and lesser Green’s functions of
the non-interacting reservoirs it reads
i
∂
∂t
g Rres,L,i (t, t
′) = L,i g Rres,L,i (t, t
′) + δ(t − t ′) , (4.1.76)
i
∂
∂t
g−+res,L,i (t, t
′) = L,i g−+res,L,i (t, t
′). (4.1.77)
15Note however that there has been work in a very similar direction [Wan06, Oja08].
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Therefore we find
QL(t) = −
∫ ∞
t0
{[
i
∂
∂t
Σ Rres,L(t, t
′)
]
G−+11 (t
′, t) +
[
i
∂
∂t
Σ−+res,L(t, t
′)
]
G A11(t
′, t)
}
dt ′ + c.c. ,
(4.1.78)
where the delta-function contribution of Eq. (4.1.76) vanishes with the corresponding part of the
+c.c. term.
The Fourier transform for the steady-state trivially reads ( ∂∂t → −iω)
QL = − 1
2pi
∫ ∞
−∞
ω
[
Σ Rres,L(ω)G
−+
11 (ω) + Σ
−+
res,L(ω)G
A
11(ω) + c.c.
]
dω . (4.1.79)
Generally, in the steady-state we thus recapture all formulas for the charge current with
∫
dω →∫
dω ω. Especially, for the single impurity case coupled to symmetric reservoirs (see above) we find
QL = 2pi|TL|2 a
1 + a
∫
ωρres,L(ω) [fL(ω)− fR(ω)] ρ11(ω) dω . (4.1.80)
As we aim at the heat current one must subtract the “particle part” of the energy transported and
thus consider
Hα = Qα − µαJα. (4.1.81)
Linear Conductances
In the context of thermoelectric transport (→ section 8) we will consider the four linear response
coefficients given as the matrix elements of the matrix Gˆ in(
J
H
)
= Gˆ
(
∆V
∆T
)
=
(
Gc,V Gc,∆T
Gh,V Gh,∆T
)(
∆V
∆T
)
. (4.1.82)
Here V /2 = µL = −µR and ∆T = TL − TR are infinitesimally small. The three independent (see
chapter 8 for details) elements can be calculated for a single impurity by Eqs. (4.1.73) and (4.1.80)
considering infinitesimal differences in chemical potential or temperature in the two reservoirs. A
leading order expansion in V , ∆T yields
Gc,V = 2pi|TL|2 a
1 + a
∫
ρres,L(ω)[−f ′(ω)]ρ11(ω) dω , (4.1.83)
Gc,∆T = 2pi|TL|2 a
1 + a
∫
ρres,L(ω)
ω
T
[−f ′(ω)]ρ11(ω) dω = Gh,V
T
, (4.1.84)
Gh,∆T = 2pi|TL|2 a
1 + a
∫
ρres,L(ω)
ω2
T
[−f ′(ω)]ρ11(ω) dω . (4.1.85)
All conductances are thus determined by transport integrals of the type
In = 2pi|TL|2 a
1 + a
∫
ρres,L(ω)ω
n[−f ′(ω)]ρ11(ω) dω , (4.1.86)
with n ∈ N0.
4.2 Generating Functionals
To set up the right framework to derive the FRG flow equations (in the next section) we recapitulate
first how Green’s functions can be deduced from generating functionals.
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4.2.1 Functional Integral Representation of the Many-Body Problem
Before we can tackle the generating functionals of Green’s functions themselves, we first must
understand how one can translate the operator-based language underlying any quantum many-body
problem to the of Grassmann (complex) fields. Following pioneering ideas of Feynman [Ste93]
we aim first at reformulating the Green’s functions given in Eq. (4.1.7) and (4.1.18) in terms of
functionals [Hon10]. For fermions, for this cause the concept of Grassman variables needs to be
introduced [Neg88]. A set of independent Grassmann variables are the collection of elements ψki
following the algebra, containing the complex numbers x , in which the ψki pairwise anticommute,
but on the other side commute with all x . Claiming that
[ψk1 ,ψk2 ]+ =
[
ψk1 , ψ¯k2
]
+
=
[
ψk1 , c
(†)
k2
]
+
= 0 , (4.2.1)
holds for the Grassmann variables ψki and ψ¯ki allows to define fermionic coherent states
|ψ〉 = |ψk1 ,ψk2 , ... 〉 = e
−∑
k
ψk c
†
k |vac〉 , (4.2.2)
〈ψ| = 〈ψk1 ,ψk2 , ... | = 〈vac| e
−∑
k
ck ψ¯k
. (4.2.3)
These are called coherent (compare to harmonic oscillator), as they fulfil (with ψ2k = 0)
ck |ψ〉 = ψk |ψ〉 , 〈ψ| c†k = 〈ψ| ψ¯k , 〈ψ|φ〉 = e
∑
k
ψ¯kφk
= 1 +
∑
k
ψ¯kφk . (4.2.4)
In Fock space one additionally finds
1 =
∫ ∏
k
dψ¯k dψk |ψ〉 〈ψ| e
−∑
k
ψ¯kψk
, (4.2.5)
TrO =
∫ ∏
k
dψ¯k dψk 〈−ψ|O |ψ〉 e
−∑
k
ψ¯kψk
, (4.2.6)
for the unity operator as well as the trace of an arbitrary operator O, by exploiting the Grassmann
variables’ algebra. Furthermore, ’Gaußian type integrals’ are easily calculated [Kar10a] using∫ ∏
k
dψ¯k dψk e
−∑k1,k2 ψ¯k1 Ok1,k2ψk2 +∑k ψ¯kφk +φ¯kψk = det O e∑k1,k2 φ¯k1 [O−1]k1,k2φk2 . (4.2.7)
To reformulate the Green’s function there is only a single ingredient missing. This ingredient is the
idea condensed in the simple Trotter decomposition [Neg88]
e−λH = lim
N→∞
(
: e−λH/N :
)N
, (4.2.8)
which lies at heart of any functional approach. H is an arbitrary normal ordered Hamilton operator
and : A : denotes normal ordering of A. Placing unities as in Eq. (4.2.5) in between two adjacent
exponentials, allows for turning the operators into ordinary variables (eigenvalues). This way an
arbitrary real- or imaginary-time (λ ∈ R or iλ ∈ R) evolution can be evaluated by integrals, which
in the limit N → ∞ turns to a functional integral. In the case where U = 0 those integrals are of
’Gaußian type’, while for finite U an additional quartic term shows up. A perturbative approach can
be set up right away by expanding the part of the exponential containing the interaction term in a
simple Taylor series. We proceed by deriving a functional integral representation of the full Green’s
functions. We will start with the more complicated non-equilibrium Keldysh Green’s functions,
because then the simpler equilibrium case of the Matsubara Green’s function follows quickly.
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N Unity Operators
N−1 Unity Operators
0
Time
γ
−
+
tt
Figure 4.2.: Within the Trotter decomposition, the unity operators are inserted on the Keldysh contour as
shown. N − 1 operators are inserted on the upper and in total N unities are inserted on the
lower part of the contour.
4.2.2 Functional Reformulating of the Keldysh Green’s Functions
The starting point is Eq. (4.1.18), which we cast into
Gν,ν
′
k,k′ (t, t
′) = −i
〈
Tγ c
ν
k [t]c
† ν′
k′ [t
′]
〉
= −i
〈
Tγ c
{t,ν}
α c
† {t′,ν′}
α′ e
−i ∮
γ
dτH(τ)
〉
ρt0
, (4.2.9)
where the superscript {t, ν} is needed only to indicate the appropriate ordering. The integral
∮
γ
dti =
∑
ν=±
(−ν)
t∫
t0
dti
∣∣
ti∈γν . (4.2.10)
runs along the entire γ contour. The H in the integrand has no Keldysh index, as this is contained
in the integral of Eq. (4.2.10), but is time-ordered appropriately by its τ argument. We define
cmaxk =
{
c
{t,ν}
k if tν >γ t
′
ν′
−c† {t′,ν′}k′ if tν ≤γ t ′ν′
, cmin =
{
c
{t,ν}
k if tν ≤γ t ′ν′
c
† {t′,ν′}
k′ if tν >γ t
′
ν′
, (4.2.11)
tmax =
{
tν if tν >γ t
′
ν′
t ′ν′ if tν ≤γ t ′ν′ , t
min =
{
tν if tν ≤γ t ′ν′
t ′ν′ if tν >γ t
′
ν′
, (4.2.12)
where we have introduced an ordering >γ or <γ with respect to the contour γ
16. This turns (4.2.9)
to
Gν,ν
′
k,k′ (t, t
′) = −iTr
[
Tγ e
−i ∫ {t0,+}
tmax
dτH(τ)cmaxTγ e
−i ∫ tmax
tmin
dτH(τ)cminTγ e
−i ∫ tmin{t0,−} dτH(τ)ρ−t0
]
.
(4.2.13)
Using (4.2.6) yields
Gν,ν
′
k,k′ (t, t
′) =− i
∫ ∏
k′′
dψ¯−k′′,0dψ
−
k′′,0
〈−ψ−0 ∣∣Tγ e−i ∫ {t0,+}tmax dτH(τ)cmaxTγ e−i ∫ tmaxtmin dτH(τ)cmin
× Tγ e−i
∫ tmin
{t0,−} dτH(τ)ρ−t0
∣∣ψ−0 〉 e−∑k′′ ψ¯−k′′ ,0ψ−k′′ ,0 . (4.2.14)
Now we employ the above mentioned Trotter decomposition and insert in total 2N−1 unity operators
given as in Eq. (4.2.5). N−1 are inserted equidistantly on the upper and N on the lower part of the
contour17 (see Fig. 4.2). Ultimately we take the N → ∞ limit. Now one can evaluate the Green’s
16following the ordering established by Tγ .
17One unity operator less is inserted on the upper part, because the trace was evaluated to give the missing
∣∣∣ψ−0 〉.
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function to
Gν,ν
′
k,k′ (t, t
′) = −i lim
N→∞
∫ N−1∏
n=0
∏
ν′′=±
∏
k′′
dψ¯ν
′′
k′′,ndψ
ν′′
k′′,nψ
ν
k,ntψ
ν′
k′,nt′
〈
ψ−1
∣∣ ρ−t0 ∣∣ψ−0 〉
× exp
{
−
N−1∑
n=1
[∑
k′′
ψ¯−k′′,n+1
(
ψ−k′′,n+1 − ψ−k′′,n
)
+ i∆tH
({
ψ¯−
}
n+1
,
{
ψ−
}
n
)]
−
N−1∑
n=0
[∑
k′′
ψ¯+k′′,n+1
(
ψ+k′′,n+1 − ψ+k′′,n
)− i∆tH({ψ¯+}
n+1
,
{
ψ+
}
n
)]
−
∑
k′′
ψ¯−k′′,1ψ
−
k′′,1 +
∑
k′′
ψ¯+k′′,Nψ
+
k′′,N −
∑
k′′
ψ¯−k′′,0ψ
−
k′′,0
}
, (4.2.15)
with boundary conditions
ψ−N ≡ ψ+0 , ψ+N ≡ −ψ−0 . (4.2.16)
We used explicitly that all operators involve an even number of creation and annihilation operators.
The function H
({
ψ¯±
}
n+1
, {ψ±}n
)
is defined by
H
({
ψ¯±
}
n+1
,
{
ψ±
}
n
)
= H(c†k → ψ¯±k,n+1, ck → ψ±k,n). (4.2.17)
Using18 [Kar10a]
〈ψ| ρ |ψ′〉 = 〈ψ| e
∑
k′′ ρk′′ c
†
k′′ ck′′ |ψ′〉 = 〈ψ|
∏
k′′
[
1 +
∞∑
m=1
ρmk′′
m!
(c†k′′ck′′ ... c
†
k′′ck′′︸ ︷︷ ︸
m-pairs
)
]
|ψ′〉
= 〈ψ|
∏
k′′
[
1 + ψ¯k′′ψ
′
k′′
∞∑
m=1
ρmk′′
m!
(ck′′ ... c
†
k′′︸ ︷︷ ︸
(∗)→1
)
]
|ψ′〉
= 〈ψ|
∏
k′′
[
1 + eρk′′ ψ¯k′′ψ
′
k′′ − ψ¯k′′ψ′k′′
]
|ψ′〉
=
∏
k′′
[
1 + eρk′′ ψ¯k′′ψ
′
k′′ − ψ¯k′′ψ′k′′
]1 +∑
k˜′′
ψ¯k˜′′ψ
′
k˜′′

= e
∑
k′′ exp(ρk′′ )ψ¯k′′ψ
′
k′′ , (4.2.18)
which can be derived by employing ψ2k = 0, after permuting the first and last ck′′ and c
†
k′′ with their
neighbor at (∗). One can recast the Green’s functions19 to the continuous representation
Gν,ν
′
k,k′ (t, t
′) = −i
∫
Dψ¯ψψνk (t)ψ¯ν
′
k′ (t
′)
× exp
i
∞∫
t0
dτ
∑
k1k2
∑
p1p2
ψ¯ν1k1 (τ + η)
[
Gˆ0(τ , τ)
−1
]ν1,ν2
k1,k2
ψν2k2 (τ)− iSint
 . (4.2.19)
Here, all quadratic contributions, those from H and from the initial density matrix exp(ρk′′), were
condensed in Gˆ0. The remaining terms are included in Sint. Eq. (4.2.19) is again an ideal point for
employing a perturbative expansion of the term containing Sint as all the rest then just amounts to
18Without loss of generality one can employ a rotation of the single-particle basis k ′′ such that the density matrix is
diagonal.
19Once again, assuming an uncorrelated initial density matrix is vital at this point.
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solving Gaußian integrals. This is the route to a diagramatic expansion, in which all prefactors as in
Wick’s theorem follow from the properties of the aforementioned Gaußian integrals. For the most
relevant situation, where the Hamiltonian contains single- and two-particle terms only, Sint reads
Sint =
1
4
∑∫
1,2,1′,2′
vσ1,2,1′,2′ ψ¯1ψ¯2ψ2′ψ1′ , (4.2.20)
with the multi-index 1 = {t, k , ν} and the explicitly four-times dependent interaction
vσ1,2,1′,2′ = δ(t1 − t ′1)δ(t1 − t2)δ(t1 − t ′2)× vσ{k1ν1},{k2ν2},{k′1ν′1},{k′2ν′2}(t1). (4.2.21)
Time dependence is now hidden in the multi-index and derivation in the real-frequency (aiming at
the steady-state) or real-time (aiming at transient dynamics) space can be presented in a single
calculation20. From now on we use the shorthand notation
(ψ,φ) = i
∑∫
1
ψ1φ1 , (ψ¯, Xψ) = {i}
∑
12
ψ¯1X12ψ2 , (4.2.22)
S0 =
(
ψ¯,
[
Gˆ0
]−1
,ψ
)
= i
∑∫
1,2
ψ¯1
[[
Gˆ0
]−1]
1,2
φ2 , (4.2.23)
where the bracketed {i} is absent in the Matsubara case discussed later (→ see section 4.2.3). A
priori, the symbol defined by Gˆ0 must not somehow relate to the free Green’s function G
0 defined
above, but using (4.2.7) one shows for Sint = 0[
G 0
]ν,ν′
k,k′
(t, t′) = −i
∫
Dψ¯ψψνk (t)ψ¯ν
′
k′ (t
′) exp
i
∞∫
t0
dτ
∑
k1k2
∑
ν1ν2
ψ¯ν1k1 (τ + η)
[
Gˆ0(τ , τ)
−1
]ν1,ν2
k1,k2
ψν2k2 (τ)

=
 δ
δφ¯ν
′
k′ (t
′)
δ
δφνk (t)
− i
∫
Dψ¯ψ exp
i
∞∫
t0
dτ
∑
k1k2
∑
ν1ν2
ψ¯ν1k1 (τ + η)
[
Gˆ0(τ , τ)
−1
]ν1,ν2
k1,k2
ψν2k2 (τ)
+
∞∫
t0
dτ
∑
k1,p1
[
ψ¯ν1k1 (τ)φ
ν1
k1
(τ) + φ¯ν1k1 (τ)ψ
ν1
k1
(τ)
]

φ¯=φ=0
=
[
Gˆ0
]ν,ν′
k,k′
(t, t′). (4.2.24)
This proves that, as our naming convention suggested all along, the two objects agree. Eq. (4.2.19)
provides the representation of the Green’s functions in terms of a functional we were searching for.
As we have covered the more complicated Keldysh case rather extensively, we can now proceed with
the Matsubara analogue rather quickly.
4.2.3 Functional Reformulating of the Matsubara Green’s Functions
We perform analogous steps as above, but additionally consider the (finite temperature) partition
function, as in contrast to the Keldysh case it is non-trivial in Matsubara space. To this end we can
formulate
Z = Tr
[
e−βH˜
]
= lim
N→∞
∫ N∏
n=0
∏
k
dψ¯k,ndψk,n exp
{
−
N−1∑
n=0
[∑
k
ψ¯k,n+1 (ψk,n+1 − ψk,n) + ∆τH({ψ¯n+1}, {ψn})
]}
=
∫
Dψ¯ψ exp
−
β∫
0
dτ
[∑
k
ψ¯k (τ + η)
dψk (τ)
dτ
+H ({ψ¯}, {ψ})]
 ,
(4.2.25)
20However evaluating expressions in real-time space is still more cumbersome.
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with ∆τ = β/N and
H({ψ¯}, {ψ}) = H˜(c†k → ψ¯k (τ + η), ck → ψk (τ)). (4.2.26)
The fields obey the boundary conditions
ψk (β) ≡ −ψk (0) , ψ¯k (β) ≡ −ψ¯k (0). (4.2.27)
Likewise, we find for the single-particle Green’s function in Eq. (4.1.7)
G12 = −
〈
Tτck1 [t = τ1 − τ2]H˜ c†k2
〉
ρeq
= − 1
Z
∫
Dψ¯ψψk1 (τ)ψ¯k2 exp
{
(ψ¯, Gˆ−10 ψ)− iSint
}
,
(4.2.28)
with Gˆ0 as above and Sint analogously defined to Eq. (4.2.20). Again this is the functional represen-
tation of the Green’s function, now for the equilibrium case of Eq. (4.1.7) and the ideal starting point
for a (diagramatic) perturbative expansion in the term Sint. A simple calculation shows G
0 = Gˆ0
also for the Matsubara case.
4.2.4 Generating Functional of (Connected) Green’s Functions
We now want to introduce the so called generating functional of Green’s function, which is another
intermediate step to functional renormalization group, which will be build on an analogue generating
functional, but of the vertex functions. To this end we generalize the single-particle Green’s functions
of Eqs. (4.1.4) and (4.1.18) to m-particle Green’s functions
Gm(1 ... m; 1
′ ... m′) =
(−1)
m
〈
Tτck′1 [τ
′
1]H˜ ... ck′m [τ
′
m]H˜ c
†
km
[τm]H˜ ... c
†
k1
[τ1]H˜
〉
(−i)m
〈
Tγc
ν′1
k′1
[t ′1]H ... c
ν′m
k′m
[t ′m]H c
νm,†
km
[tm]H ... c
ν1†
k1
[t1]H
〉
.
(4.2.29)
We define a generating functional21
W({η¯}, {η}) = 1
Z
∫
Dψ¯ψ exp{S0 − {i}Sint − (ψ¯, η)− (η¯,ψ)} , (4.2.30)
from which (by construction) the m-particle Green’s function can be deduced as
G (c)m (1 ... m; 1
′ ... m′) = {−i}m δ
m
δη¯1′ ... δη¯m′
δm
δη1 ... δηm
W(c)({η¯}, {η})
∣∣∣∣
η=η¯=0
, (4.2.31)
where the curly bracketed expressions {... } are present for the Keldysh case only and the optional (c)
is explained below. For the FRG usually one is more interested in the connected part of the Green’s
function. When setting up a diagramatic language this part of the Green’s functions contains
all contributions arising from diagrams that are connected by a single graph. Their generating
functional [Neg88] is given by
Wc ({η¯}, {η}) = ln [W({η¯}, {η})] . (4.2.32)
The connected Green’s functions are generated from this by reading (4.2.31) with the bracketed c
in place.
4.2.5 Generating Functional of Vertex Functions
Finally, we consider the m-particle vertex functions (the quantity of our main interest), which in
a diagrammatic context correspond to the sum of all connected one-particle irreducible diagrams,
21For a calculation in Keldysh space Z = 1.
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i.e. the sum of all diagrams with 2m amputated external legs, which cannot be split into two
disconnected parts by cutting a single contraction. It is well known [Neg88] that the functional
Γ ({φ¯}, {φ}) = −Wc ({η¯}, {η})− (φ¯, η)− (η¯,φ) + (φ¯, [G0]−1 ,φ) , (4.2.33)
given by the Legendre transformation of Wc generates the m-particle vertex functions
γm(1 ... m, 1
′ ... m′) = (−i)m δ
m
δφ¯1 ... δφ¯m
δm
δφm′ ... δφ1′
Γ ({φ¯}, {φ})
∣∣∣∣
φ=φ¯=0
. (4.2.34)
Here the conjugated fields are
φ = −{−i} δ
δη¯
Wc ({η¯}, {η}) φ¯ = {−i} δ
δη
Wc ({η¯}, {η}) . (4.2.35)
The last term in the sum is added for convenience only [Med01]. In general it is thus possible to
find a relation between the general m-particle connected Green’s functions and the vertex functions
(the interested reader is referred to [Neg88]) by virtue of Eqs. (4.2.33) and (4.2.35). At this point
we concentrate on the simplest of those relation, namely the one for the single-particle vertex.
Before doing so we need to outline some simple, but very helpful formulas, which can be proven
trivially [Kar10a]:
δΓ
δφ1
=
∑
2
[
−δW
c
δη2
δη2
δφ1
− δW
c
δη¯2
δη¯2
δφ1
+ {i}
(
φ¯2
δη2
δφ1
− δη¯2
δφ1
φ2 − φ¯2
[(
G 0
)−1]
21
)]
+ {i}η¯1
= {i}
[
η¯1 −
∑
2
φ¯2
[(
G 0
)−1]
21
]
,
(4.2.36)
δΓ
δφ¯1
=
∑
2
[
−δW
c
δη2
δη2
δφ¯1
− δW
c
δη¯2
δη¯2
δφ¯1
+ {i}
(
φ¯2
δη2
δφ¯1
− δη¯2
δφ¯1
φ2 +
[(
G 0
)−1]
12
φ2
)]
− {i}η1
= {i}
[
−η1 +
∑
2
[(
G 0
)−1]
12
φ2
]
.
(4.2.37)
Note the additional minus signs which is a consequence of taking the derivative with respect to
Grassmann variables. The fields φ¯ and φ of the Legendre transform Γ are independent, which
implies δφ/δφ¯ = 0. Next, we derive
{i}δ11′ ={i} δφ1
δφ1′
= − δ
δφ1′
δWc
δη¯1
= −
∑
2
[
δη2
δφ1′
δ2Wc
δη2δη¯1
+
δη¯2
δφ1′
δ2Wc
δη¯2δη¯1
]
=
∑
2
[({−i}δ2Γ
δφ1′δφ¯2
−
[(
G 0
)−1]
21′
)
δ2Wc
δη2δη¯1
− {−i}δ
2Γ
δφ1′δφ2
δ2Wc
δη¯2δη¯1
]
.
(4.2.38)
In the last step we have used the derivative of Eqs. (4.2.36) and (4.2.37) with respect to φ and
φ¯, respectively. Starting with δφ¯1/δφ¯1′ = δ1,1′ and δφ¯1/δφ1′ = δφ1/δφ¯1′ = 0, leads to analogue
formulas. Combining all these relations gives(
{−i} δ2Γ
δφ¯δφ
+
(
G 0
)−1 {−i} δ2Γ
δφ¯δφ¯
{−i} δ2Γδφδφ {−i} δ
2Γ
δφδφ¯
− (G 0)−1,T
)
×
(
{−i} δ2Wcδη¯δη −{−i} δ
2Wc
δη¯δη¯
−{−i} δ2Wcδηδη {−i} δ
2Wc
δηδη¯
)
= 1 , (4.2.39)
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where the derivatives δ2/δx1δy2 are used as the matrix indices. When deriving the FRG flow
equations we will also make use of the definition
V({φ¯},{φ}) = ( {−i} δ2Wcδη¯δη −{−i} δ2Wcδη¯δη¯−{−i} δ2Wcδηδη {−i} δ2Wcδηδη¯
)
=
(
{−i} δ2Γ
δφ¯δφ
+
[
G 0
]−1 {−i} δ2Γ
δφ¯δφ¯
{−i} δ2Γδφδφ {−i} δ
2Γ
δφδφ¯
− [G 0]−1,T
)−1
.
(4.2.40)
With this we can establish a link between the connected Green’s functions and the vertex functions,
explicitly at least for the single-particle case. Using Eq. (4.2.40) at vanishing external fields, the
matrix V becomes diagonal,22 where the first element reads
G1(1
′; 1)
(∗)
= G c1 (1
′; 1) = {−i} δ
2Wc
δη¯1′δη1
∣∣∣
η=η¯=0
=
[
{−i} δ
2Γ
δφ¯δφ
∣∣∣
φ=φ¯=0
+
(
G 0
)−1]−1
1′1
. (4.2.41)
The identity (∗) is a consequence of the so called linked cluster theorem [Neg88]. As G1 is the
single-particle propagator (called G above) also obeying the Dyson equation (4.1.8) a comparison
yields
γ1 = {−i} δ
2Γ
δφ¯δφ
∣∣∣
φ=φ¯=0
= −Σ . (4.2.42)
With this, upto a sign, we found that γ1 corresponds to the self-energy Σ .
4.3 Flow Equations
Finally, we have accomplished all the preliminary tasks to present the FRG framework. At the heart
of this method lie the flow of equations, which describe the action induced by the two-particle
interaction in terms of the vertex functions. We turn to the flow equations of the connected
Green’s function first, only to facilitate the derivation of the same for the vertex functions. We
will delay a specification of how the cut-off Λ is introduced in the non-interacting part of the
Green’s function G0 to the next section (→ see section 4.4). We follow closely the logic outlined
in [Med01, Kar10a, Ken11]. For an alternative diagramatic approach see [Jak09].
4.3.1 Flow of Generating Functional of Connected Green’s Functions
Next, we take a look at
WΛ({η¯}, {η}) = 1
Z Λ0
∫
Dψ¯ψ exp{SΛ0 − {i}Sint − (ψ¯, η)− (η¯,ψ)} , (4.3.1)
where we have changed Z to Z0 in the denominator for convenience
23 and introduced the cut-off
controlled by parameter Λ in the non-interacting part of the action
SΛ0 =
(
ψ¯,
[
G 0,Λ
]−1
ψ
)
, (4.3.2)
via G 0,Λ as in Eq. (4.0.1). Taking the derivative of the logarithm of this functional yields the flow
equation
W˙c,Λ = 1WΛ ∂Λ
[
1
Z Λ0
∫
Dψ¯ψ exp{SΛ0 − {i}Sint − (ψ¯, η)− (η¯,ψ)}] , (4.3.3)
22The off-diagonal elements are zero unless we are in a phase of broken symmetry.
23This changes theWc and Γ only by a constant and thus leaves higher order connected Green’s and vertex functions
G cm≥1 and γm≥1 unaffected.
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which in this implicit form is of minor use. We further evaluate the derivative by
∂Λ
eS
Λ
0
ZΛ0
=
eS
Λ
0
ZΛ0
[(
ψ¯, ∂Λ[G
0,Λ]−1ψ
)− {i}∑
1,1′
{∫ Dψ¯ψ
ZΛ0
ψ¯1ψ1′e
SΛ0
[
∂Λ[G
0,Λ]−1
]
1,1′
}]
=
eS
Λ
0
ZΛ0
{(
ψ¯, ∂Λ[G
0,Λ]−1ψ
)− Tr [G 0,Λ∂Λ[G 0,Λ]−1]} .
(4.3.4)
With this Eq. (4.3.3) can be recast in the simple form
W˙c,Λ = −Tr [G 0,Λ∂Λ[G 0,Λ]−1]− {−1} 1WΛ
(
δ
δη
,
{
∂Λ[G
0,Λ]−1
} δ
δη¯
)
WΛ. (4.3.5)
As a last step we eliminate W from this expression, by
1
WΛ
(
δ
δη
, ∂Λ[G
0,Λ]−1
δ
δη¯
)
WΛ = e−Wc,Λ
(
δ
δη
, ∂Λ[G
0,Λ]−1
δ
δη¯
)
eW
c,Λ
=
(
δWc,Λ
δη
, ∂Λ[G
0,Λ]−1
δWc,Λ
δη¯
)
+
(
δ
δη
, ∂Λ[G
0,Λ]−1
δ
δη¯
)
Wc,Λ
=
(
δWc,Λ
δη
, ∂Λ[G
0,Λ]−1
δWc,Λ
δη¯
)
+ {i}
∑
1,1′
[
δ2Wc,Λ
δη1δη¯1′
[∂Λ[G
0,Λ]−1]1,1′
]
=
(
δWc,Λ
δη
, ∂Λ[G
0,Λ]−1
δWc,Λ
δη¯
)
− {i}Tr
[
∂Λ[G
0,Λ]−1
δ2Wc,Λ
δη¯δη
]
,
(4.3.6)
and arrive at the flow equation of the generating functional of the connected Green’s functions
W˙c,Λ =− Tr [G 0,Λ∂Λ[G 0,Λ]−1]+ {−i}Tr [∂Λ[G 0,Λ]−1 δ2Wc,Λ
δη¯δη
]
− {−1}
(
δWc,Λ
δη
, ∂Λ[G
0,Λ]−1
δWc,Λ
δη¯
)
.
(4.3.7)
4.3.2 Flow of Vertex Functions
In the FRG framework used in this thesis one proceeds one step further and considers the flow of
the Legendre transformation of this quantity, namely the flow of the vertex functions. Taking the
derivative ∂Λ of Eq. (4.2.33), where now φ¯ and φ acquire a Λ dependency via Eq. (4.2.35), we arrive
at
Γ˙ Λ
({
φ¯
}
,
{
φ
})
= − d
dΛ
Wc,Λ ({η¯Λ} ,{ηΛ})− (φ¯, η˙Λ)− ( ˙¯ηΛ,φ)+ (φ¯, ∂Λ[G 0,Λ]−1φ)
= −W˙c,Λ −
∑
1
[
η˙Λ1
δWc,Λ
δηΛ1
+ ˙¯ηΛ1
δWc,Λ
δη¯Λ1
]
− (φ¯, η˙Λ)− ( ˙¯ηΛ,φ)+ (φ¯, ∂Λ[G 0,Λ]−1φ)
= −W˙c,Λ ({η¯Λ} ,{ηΛ})+ (φ¯, ∂Λ[G 0,Λ]−1φ)
= Tr
[
G 0,Λ∂Λ[G
0,Λ]−1
]∓ {i}Tr [∂Λ[G 0,Λ]−1 δ2Wc,Λ
δη¯ΛδηΛ
]
= Tr
[
G 0,Λ∂Λ[G
0,Λ]−1
]− Tr [∂Λ[G 0,Λ]−1VΛ11({φ¯},{φ})] .
(4.3.8)
Here the symbol V11 denotes the upper right element of the matrix defined in Eq. (4.2.40), which
generally relates the derivative of Γ to that of Wc . This concludes the flow equation for the
generating functional of the vertex functions and we can finally turn to the flow of the vertex
functions themselves.
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For the flow equations of the vertices we aim at a Taylor expansion of (4.3.8) and compare it to
the series expansion around φ = φ¯ = 0
Γ Λ
({
φ¯
}
,
{
φ
})
=
∞∑
m=0
(−1)m{i}m
(m!)2
∑
1...m
∑
1′...m′
γΛm(1 ... m, 1
′ ... m′)φ¯1 ... φ¯mφm′ ...φ1′ , (4.3.9)
of the generating functional or to be more precise its derivative
∂ΛΓ
Λ
({
φ¯
}
,
{
φ
})
=
∞∑
m=0
(−1)m{i}m
(m!)2
∑
1...m
∑
1′...m′
∂Λγ
Λ
m(1 ... m, 1
′ ... m′)φ¯1 ... φ¯mφm′ ...φ1′ , (4.3.10)
from which the flow equations can be read off. First, we recast Eq. (4.2.40) to
VΛ =
(
{−i} δ2Γ Λ
δφ¯δφ
+ [G 0,Λ]−1 {−i} δ2Γ Λ
δφ¯δφ¯
{−i} δ2Γ Λδφδφ {−i} δ
2Γ Λ
δφδφ¯
− [G 0,Λ]−1,T
)−1
=
[(
[G Λ]−1 0
0 −[G Λ]−1,T
)
+
(
UΛ {−i} δ2Γ Λ
δφ¯δφ¯
{−i} δ2Γ Λδφδφ −UΛ
)]−1
=−
[
1−
(−G Λ 0
0 [G Λ]T
)
·
(
UΛ {−i} δ2Γ Λ
δφ¯δφ¯
{−i} δ2Γ Λδφδφ −UΛ
)]−1
︸ ︷︷ ︸
=VˆΛ
·
(−G Λ 0
0 [G Λ]T
)
,
(4.3.11)
where we have defined UΛ as the difference of the one-particle vertex function and the second
derivative of Γ Λ with respect to its fields
UΛ = {−i} δ
2Γ Λ
δφ¯δφ
− {−i} δ
2Γ Λ
δφ¯δφ
∣∣∣
φ=φ¯=0
= {−i} δ
2Γ Λ
δφ¯δφ
− γΛ1 = {−i}
δ2Γ Λ
δφ¯δφ
− [G Λ]−1 + [G 0,Λ]−1 .
(4.3.12)
With V˜Λ = VˆΛ11 we rewrite (4.3.8) as
Γ˙ Λ = Tr
[
G 0,Λ∂Λ[G
0,Λ]−1
]− Tr [G Λ∂Λ[G 0,Λ]−1V˜Λ] . (4.3.13)
Which amounts to simply relabelling the variables in Eq. (4.3.8), but allows to expand in form of a
geometric series
V˜Λ = 1− G ΛUΛ +
[
G ΛUΛG ΛUΛ − G Λ−iδ
2Γ Λ
δφ¯δφ¯
[G Λ]T
−iδ2Γ Λ
δφδφ
+ ...
]
. (4.3.14)
Using this expansion in (4.3.13) and comparing powers in the external fields to (4.3.10) one can read
off the flow equations of the vertices. This procedure yields an infinite hierarchy of flow equation,
which is just an exact reformulation of the many-particle problem we started with24. The explicit
flow equations for the two lowest order vertex functions (disregarding the free energy described by
γ0) γ1/2 are given below.
Flow of γ1: Self-energy
The flow equation of γΛ1 can be obtained by the part of UΛ that is linear in φ¯φ:
UΛ,lin = {−i}{i}
2
(2!)2
δ2
δφ¯3′δφ3
∑
1′2′12
γΛ2 (1
′2′; 12)φ¯1′ φ¯2′φ2φ1 = −{i}
∑
2′2
γΛ2 (2
′3′; 23)φ¯2′φ2 , (4.3.15)
where we exploited that
γΛ2 (1
′2′; 12) = −γΛ2 (2′1′; 12) γΛ2 (1′2′; 12) = −γΛ2 (1′2′; 21) , (4.3.16)
24...and thus calls for the truncation of this hierarchy at some level.
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Figure 4.3.: Diagrammatic representation of the flow equations given in Eqs. (4.3.17) and (4.3.19).
for the anti-symmertrized two-particle vertex. The flow equation follows as
∂Λγ
Λ
1 (1
′; 1) =
∑
22′
[
G Λ∂Λ[G
0,Λ]−1G Λ
]
22′ γ
Λ
2 (1
′2′; 12) =
∑
22′
SΛ22′γ
Λ
2 (1
′2′; 12). (4.3.17)
In the former expression we defined the single-scale propagator 25
SΛ1′1 = S
Λ(1′; 1) =
∑
22′
G Λ1′2
[
∂Λ[G
0,Λ]−1
]
22′ G
Λ
2′1 = −∂∗ΛG Λ1′1 = −∂∗ΛG Λ(1′; 1) . (4.3.18)
Here the star partial derivative ∂∗Λ is understood as to act on the explicit cut-off dependence in G
Λ
0
(not in γ1 itself) only. The diagramatic representation of this flow equation is shown in the left part
of Fig. 4.3, where the derivative with respect to Λ is indicated by a red dot and the single-scale
propagator by a red slanted line. Importantly, although having a high resemblance to the diagram of
first order perturbation theory, the self-energy γΛ1 is feed back directly into Eq. (4.3.17) by G
Λ, and
it is thus reasonable to hope that logarithmic divergences in perturbation theory can be re-sumed
even if a truncation of the hierarchy of flow equations is introduces (as in section 4.3.3).
Flow of γ2: Effective Two-Particle Interaction
As in the previous section one can proceed for the effective two-particle interaction γ2, but by
comparing to all terms on the right hand site of Eq. (4.3.13) containing four field terms. This yields
∂Λγ
Λ
2 (1
′2′; 12) =
∑
33′
SΛ33′γ
Λ
3 (1
′2′3′; 123)
−
∑
33′44′
SΛ33′γ
Λ
2 (3
′4; 12)G Λ4′4γ
Λ
2 (1
′2′; 4′3)
−
[ ∑
33′44′
SΛ33′γ
Λ
2 (1
′3′; 14)G Λ44′γ
Λ
2 (2
′4′; 23)
− (1′ ↔ 2′)− (1↔ 2) + (1′ ↔ 2′, 1↔ 2)
]
.
(4.3.19)
If the initial two-particle vertex is anti-symetrized, this symmetry is respected by the flow explicitly
as shown in Eq. (4.3.19). Again a simple diagrammatic representation can be given; see the right
site of Fig. 4.3.
4.3.3 Truncation Schemes and Initial Conditions
With the procedure, exemplified above for γΛ1 and γ
Λ
2 , one can derive in principle the infinite hierarchy
of flow equations for all vertex functions γΛm. In practice however, only quite a small number of
vertex functions (m ≤ 2 in this thesis) can be treated explicitly and the need for truncation arises.
Before justifying this approximation, we take a closer look at the structure of the flow equations of
higher order vertex functions. As for the cases γΛ1/2 shown explicitly the flow equation of the vertex
function γΛm contains one vertex function γ
Λ
m+1 as well as contributions from all lower ones (for a
25A name originating from the fact that when the sharp cut-off scheme is used (→ Section 4.4), the quantity SΛ(ω)
is only non-zero for a single energy scale ω = ±Λ. The flow equation then indicates that only a single energy
scale is incorporated during the flow at a given Λ. When a different cut-off scheme is used this renders this name
somewhat a misnomer, which we will ignore for the sake of simplicity.
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very instructive way of understanding this by the use of diagrams see [Jak09]). At the beginning of
the flow, where following Eq. (4.0.1) G 0,Λ=∞ = 0, all contributions containing G 0 are suppressed.
In this simple language, the initial conditions26 complementing the flow equations are given by
Γ Λ=∞
( {
φ¯
}
,
{
φ
})
= {i}Sint = {i} 1
4
∑
1′2′12
v¯1′2′12ψ¯1′ ψ¯2′ψ2ψ1 , (4.3.20)
which translates to the initial conditions for the flow equations of the vertex functions
γΛ=∞2 (1
′2′; 12) = {−i} v¯1′2′12 , γΛ=∞m 6=2 = 0 . (4.3.21)
If we concentrate on the prominent case of Coulomb interaction, U is of the density-density type
Ud†n dn d
†
mdm and thus
v¯1′2′12 = U × δ˜ ×
{
β−1 Matsubara
(−i)(−ν1)δ(ν′1 = ν′2 = ν1 = ν2) Keldysh
, (4.3.22)
for each pair of coupled neighbors (i , j) and where δ˜ = δ(ω′1 + ω
′
2 − ω1 − ω2) or δ˜ = δ(t ′1 = t ′2 =
t3 = t4) for frequencies or times, respectively. Rotating to the more practical RKA-basis gives (with
all other indices suppressed)
v¯n′1n′2n1n2 =
∑
ν′1ν
′
2ν1ν2
[B−1]n′1ν′1 [B
−1]n′2ν′2 × [(−ν1)δ(ν′1 = ν′2 = ν1 = ν2)]× [A−1]ν1n1 [A−1]ν2n2
=
v¯
2
×
{
1 n′1 = n1 ∧ n′2 6= n2 ∨ n′1 6= n1 ∧ n′2 = n2
0 otherwise .
(4.3.23)
With this we can also give a hierarchy in terms of the two-particle interaction. A diagram contributing
to the m-particle vertex function, which has to be irreducible with 2m external lines amputated,
always includes at least m interaction vertices γ2 [Jak09]. This renders the truncation, which consists
in simply cutting the infinite hierarchy of flow equations at a certain order mc by setting
γΛmc +1 = γ
Λ=∞
mc +1 ⇒ ∂ΛγΛm≤mc = f ({γΛn : n ≤ mc}, γΛ=∞mc +1) , ∂ΛγΛm>mc = 0 , (4.3.24)
plausible, if γ2 is chosen small to start with. Due to Eq. (4.3.24) the set of flow equations closes
and can be integrated from Λ =∞, where the exact values of the vertex functions are known [see
Eq. (4.3.21)] down to Λ = 0, where the physical problem is recovered. In this thesis, whenever treat-
ing non-equilibrium problems we will restrict ourselves to the simplest truncation scheme mc = 1.
A restriction which can be lifted when scrutinizing the steady-state (see [Kar10a]), but in practice is
very hard to circumvent when dealing with real times (i.e. to find transient behavior). In equilibrium,
we will also use mc = 2. Importantly, the FRG thus allows (in principle) for a systematic improve-
ment of accuracy by including higher and higher orders. Although this improvement is systematic,
it is not clear a priori, whether qualitative results found in some truncation order necessarily carry
over to another. An instructive example of this is the exponential behavior in the single impurity
Anderson model (see chapter 8 for details). While for mc = 1 exponential behavior – albeit with
slightly wrong exponents – are re-sumed correctly by the FRG (see [And08]), this re-summation is
lost at a higher truncation level (see [Kar10a]), although quantitative agreement with exact methods
(NRG) improve strongly. It is thus always important to remember the (perturbative) motivation
of the FRG and keep the vertex functions below a certain threshold, whenever the validity of FRG
results are in doubt. Nonetheless using FRG has proven to be an invaluable tool to tackle many
equilibrium as well as non-equilibrium problems [Met12]. The renormalization procedure greatly
improves the accuracy of the results found compared to those from a purely perturbative ansatz,
or even allows to extract results, where perturbation theory fails altogether. Furthermore, it avoids
spurious spontaneous symmetry breaking as found, e.g., in a self-consistent Hartree-Fock approach
to the SIAM [Kar10a].
26which can also be deduced analytically more rigorously [Med01].
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4.4 Cut-Off Schemes
In this section we will finally specify the cut-off schemes used in this thesis. Up to this point they
were left completely generic only claiming Eq. (4.0.1), which of course still allows for a multitude of
possible cut-off schemes. Without truncation the details of the cut-off would be entirely irrelevant,
as in the end the FRG would always constitute an exact reformulation of the quantum many-body
problem. But as truncations are essential to the method the natural question arises, whether different
cut-offs lead to results agreeing among each other on a qualitative or even quantitative level. If this
is not the case, one can further investigate whether certain cut-off, are better or worse suited to
describe the problem at hand and why. In general after truncation it is absolutely unclear whether
different cut-offs give consistent results, but some prominent realizations of cut-off schemes have
been established, which are usually very convincing. Two of those realizations, the sharp cut-off and
the reservoir cut-off scheme, will be used in equilibrium and non-equilibrium, respectively. The overall
reason for this is that the former greatly simplifies the solution of the flow equations, while retaining
accurate results in equilibrium. The latter, although in general more expensive from a numerical
point of view, leads to results obeying causality relations, which are vital in non-equilibrium.
4.4.1 Sharp Cut-Off Scheme: Equilibrium Problems
We first concentrate on the case of finite temperature T . The zero temperature limit can then be
properly deduced. The multiplicative sharp cut-off scheme then reads
G 0(iω)→ G 0,Λ(iω) = ΘΛ(|ω| − Λ)G 0(iω) ,
ΘΛ(x) =

0 −piT > x
1/2 + x2piT −piT ≤ x ≤ piT
1 x > piT
,
(4.4.1)
and was successfully employed to quantum impurity problems in [And04,Ens05b,Med05,Kar08]. As
we will also use this scheme in a similar context, this justifies its choice for equilibrium. With this
the single-scale propagator
SΛ(iω) =
{
1
2piT G
Λ(iω)G 0(iω)−1G Λ(iω) −piT ≤ |ω| − Λ ≤ piT
0 otherwise,
(4.4.2)
for a given Λ vanishes at any frequency but a single pair of Matsubara frequencies |ω| = ωc .
After accounting for frequency conservation, this property cancels the only trace over imaginary
frequencies remaining in the flow of the self-energy as well as the effective two-particle interaction
and renders this cut-off scheme particularly suited in equilibrium.
In the limit T → 0 imaginary frequencies turn continuous and the above definition becomes
G 0,Λ(iω) = Θ(|ω| − Λ)G 0(iω) → SΛ = −∂ΛG Λ = δ(|ω| − Λ)∂ΘG Λ , (4.4.3)
with the usual Heaviside step function Θ. Products of distributions, such as δ distributions with
Heaviside step function are evaluated as usual by virtue of the Morris’ Lemma [Mor94]
δ(x − Λ)f [Θ(x − Λ)] → δ(x − Λ)
∫ 1
0
f (t) dt , (4.4.4)
with some artificial broadening → 0.
4.4.2 Reservoir Cut-Off Scheme: Non-Equilibrium Problems
In non-equilibrium it has proven useful to introduce the cut-off scheme on the level of the Hamil-
tonian, because only then it is straightforward that physically important conservation laws (e.g.
causality) remain fulfilled. A very useful member of such a class of cut-off schemes was introduced
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Figure 4.4.: Pictorial representation of how the two cut-off schemes, sharp and auxiliary reservoir, suppress
“low energy degrees of freedom” in the non-interacting Green’s function. The plot should be
understood schematically rather than rigorously.
in [Jak10b,Jak10a] and dubbed the reservoir cut-off scheme. It consists in coupling additional struc-
tureless auxiliary reservoirs to the local system in such a way that each single-particle level couples
to its own structureless auxiliary reservoir. The statics of those auxiliary reservoirs are still free and
different configurations can be tested. While in [Jak09, Kar10a] reservoirs with Taux = µaux = 0
were proposed, we want to concentrate on Taux = ∞, where µaux becomes irrelevant. This was
exemplified to lead to the same results for certain models in [Ken11,Ken13d], and facilitates calcu-
lations during the flow. Each level is coupled to its respective reservoir with the same hybridization
Λ. In total this cut-off scheme simply introduces another self-energy contribution
real-frequency space: Σ Rcut = −iΛ1 =
(
Σ Acut
)†
, Σ Kcut = 0 , 1 =
∑
k
|k〉〈k| . (4.4.5)
real-time space: Σ Rcut = −iΛ1δ(t − t ′) =
(
Σ Acut
)†
, Σ Kcut = 0 . (4.4.6)
to the Green’s function G 0. It is easy to see that this corresponds to a multiplicative scheme, but in
real-time instead of frequency space, where large time differences are suppressed exponentially with
prefactor Λ
G 0,R/A → e∓Λ(t−t′)G 0,R/A , (4.4.7)
Both cut-off schemes, the sharp cut-off and reservoir cut-off are schematically analyzed in Fig. 4.4.
For frequency space it is shown how the cut-off incorporates energy scales27 E from high to low
as Λ = ∞ → Λ = 0. In the sharp cut-off scheme a perfect suppression of smaller energy scales
is used, while higher energies are completely taken into account. The step crossing from high to
low energies is continuously moved to smaller energy scales as Λ → 0. In the case of the reservoir
cut-off scheme this is more subtle. At any Λ all energy scales carry some weight (∝ G 0,Λ/G 0), but
smaller energies are heavily suppressed ∝ (E/Λ)2. As Λ → 0 more weight is contiguously shifted
also to smaller energies as shown.
4.4.3 Initial Conditions Vol. II
Although the initial conditions given in Eq. (4.3.21) are mathematically correct there exists a subtle
point about the convergence of the self-energy flow equation, which effectively alters the initial
condition of this vertex function. This is due to the fact, that the flow of the self-energy for very
high Λ is so slow, that it always needs to be addressed analytically. We consider first the sharp
27Of course defining this energy scale model independently is complicated. For the sharp cut-off ω itself was taken.
For the reservoir cut-off we used ω − k and assumed a diagonal basis for k everywhere. The plot should be
understood schematically rather than rigorously.
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cut-off scheme, for which
lim
Λ0→∞
∫ Λ0
∞
dΛ ∂Λγ
Λ
1 (1
′; 1)
=
1
2pi
lim
Λ0→∞
∫ Λ0
∞
dΛ
∑
ω=±Λ
∑
k2k′2
e iωη
δk2k′2
iω
v¯1′2′12 + O(Λ
−1
0 )
=
1
pi
lim
Λ0→∞
∑
q
v¯k′1qk1q
∫ Λ0
∞
dΛ
{
sin(Λη)
Λ
}
+ O(Λ−10 )
=
1
pi
lim
Λ0→∞
∑
q
v¯k′1qk1q
[∫ Λ0
0
dΛ
{
sin(Λη)
Λ
}
︸ ︷︷ ︸
=0
−
∫ ∞
0
dΛ
{
sin(Λη)
Λ
}
︸ ︷︷ ︸
=pi2
]
+ O(Λ−10 )
= − 1
2
∑
q
v¯k′1qk1q ,
(4.4.8)
where we have used the large frequency asymptote of the Green’s functions G ∝ 1/(iω) [Neg88].
For real-frequency space and using the reservoir cut-off one can find the same result apart from some
changes in signs due to the Keldysh structure [Jak09]. But instead of presenting the calculation we
want to rather explain the appearance of this shift in initial conditions by an argument from real-
time space. The self-energy is the only vertex function, which contains a self-contracted diagram
(similar to the one on the left of Fig. 4.3). This diagram contains the free equal-time Green’s function
G 0(t, t). For Eq. (4.3.21) we assumed, that all G 0 are suppressed, but actually following Eq. (4.4.7)
this is not the case for the equal-time Green’s function. A simple diagramatic argument [Ken11]
then a shift analogue to the Matsubara case. In total the changed initial condition of the self-energy
reads
γΛ→∞1 (1
′; 1) = −{−ν1δν′1ν1}
1
2
∑
q
v¯k′1qk1q. (4.4.9)
4.5 Symmetries and Their Conservation
Symmetries play a major role in any branch of physics. They cannot only be exploited to find simpler
analytical or speed up numerical solutions, but also provide valuable insights into the problem at
hand, including which approximations might be suited better or worse. To this end the aim of
this section is to outline symmetries for the Green’s and vertex functions and also discuss their
conservation if the FRG treatment outlined above is employed. In a slight abuse of the word
“symmetry” we will discuss here any relationship linking the Green’s or vertex functions to one
another, even if this relationship might not be accredited to a symmetry in its conventional meaning.
We will take a pragmatic vantage point and concentrate on single-particle Green’s functions and one-
and (in exceptions) two-particle vertex functions (self-energy and effective two-particle interaction)
only, as those are the only relevant ones throughout this thesis. For a broader view see [Jak09,
Jak10b].
4.5.1 Symmetries...
Equilibrium
From the very definition of Eq. (4.1.4) (and a Fourier transform) follows a symmetry under complex
conjugation as
G (iω) = G (−iω)†, (4.5.1)
which carries over to the self-energy
Σ (iω) = Σ (−iω)†. (4.5.2)
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Furthermore we can Wick rotate the equilibrium Green’s functions (of imaginary frequencies) to find
their corresponding counterparts on the real frequency axis
G (iω → ω ± iη) = G R/A(ω). (4.5.3)
In equilibrium (characterized by β = 1/T ) the Keldysh Green’s functions and self-energies (of real
frequencies) are related by a dissipation-fluctuation theorem28
G K(ω) =
[
G R(ω)− G A(ω)] tanh(βω/2) , (4.5.4)
Σ K(ω) =
[
Σ R(ω)− Σ A(ω)] tanh(βω/2). (4.5.5)
Non-Equilibrium
For the non-equilibrium steady-state we find analogously
G R(ω) = G A(ω)† , G K(ω) = −G K(ω)† , Gν,ν′(ω) = −G−ν′,−ν(ω)† , (4.5.6)
Σ R(ω) = Σ A(ω)† , Σ K(ω) = −Σ K(ω)† , Σν,ν′(ω) = −Σ−ν′,−ν(ω)† , (4.5.7)
under complex conjugation. For real times this amounts to
G R(t, t ′) = G A(t ′, t)† , G K(t, t ′) = −G K(t ′, t)† , Gν,ν′(t, t ′) = −G−ν′,−ν(t ′, t)† , (4.5.8)
Σ R(t, t ′) = Σ A(t ′, t)† , Σ K(t, t ′) = −Σ K(t ′, t)† , Σν,ν′(t, t ′) = −Σ−ν′,−ν(t ′, t)†. (4.5.9)
A central relation between the Green’s functions and self-energies, briefly commented on above29,
is causality. We re-iterate it in this symmetry section for completeness∑
ν,ν′=±
(ν)(ν′)Gν,ν
′
= 0 ,
∑
ν,ν′=±
Σν,ν
′
= 0. (4.5.10)
Beside the mentioned symmetries there are of course a multitude of additional potential symmetries,
which depend on details of the system (e.g. particle-hole symmetry). To discuss those and their
conservation within the FRG treatment (under the assumption that the original system inherits
them) we scrutinize them separately in the following section.
4.5.2 ... and Their Conservation
Conservation due to Diagramatic Structure
The FRG treatment outlined above inherits some trivial symmetry conservations from its diagram-
matic motivation. Among those are the anti-symmetry of the effective two-particle interaction
γΛ2 (1
′, 2′, 1, 2) = −γΛ2 (1′, 2′, 2, 1) = −γΛ2 (2′, 1′, 1, 2) , (4.5.11)
and the frequency (energy) conservation of γ1/2 if the above truncation schemes are applied. Fur-
thermore, conserved single-particle degrees of freedoms and symmetries under rotations of the former
are preserved in any truncation order. Popular examples of those two symmetries are conserved spin-
degrees of freedom or the symmetry under rotation of the spin sectors. Furthermore, in equilibrium30
certain parameter points in  can often be distinguished in the sense that
G (iω) = −G →˜(iω)∗ , Σ (iω) = −Σ →˜(iω)∗ , γ2(1′, 2′, 1, 2) = γ→˜2 (1′, 2′, 1, 2) ,
(4.5.12)
which will be called particle-hole symmetry in the following. This symmetry is likewise conserved
for the approximate FRG treatment.
28This is e.g. useful when reproducing the equilibrium limit within the Keldysh framework or when calculating
reservoirs’ properties initially held at equilibrium.
29It was used to make explicit that of the four Green’s functions in the (+-)-basis only three are actually independent
and motivated the rotation to the RKA-basis.
30Similar statements carry over to the Hamiltonian of a non-equilibrium problem, but not to the Green’s functions in
general (where also statics are involved).
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Complex Conjugation and Causality
It is also quite easy to see that the symmetries under complex conjugation, outlined above, are
always conserved in the truncated FRG treatment used here (first or second order truncation
scheme) [Jak09,Kar10a]. More complicated is the case of causality in non-equilibrium problems. Its
conservation depends on the cut-off used. While the sharp cut-off scheme preserves causality only to
the truncation order, the reservoir cut-off scheme preserves it to arbitrary order. This explains why
the latter is always the cut-off scheme of choice for non-equilibrium. As only first order truncation
schemes are used in this case, it is trivial to show, that from Σ R,Λ = Σ A,Λ and Σ K,Λ = 0,
∂Λ
∑
ν,ν′=±
Σν,ν
′,Λ = 0 , (4.5.13)
follows for real-time [Ken11] as well as real-frequency space [Jak09,Kar10a] (and which is nothing but
the conservation of causality). As a by-product one also finds that the equilibrium limit dissipation-
fluctuation theorem of Eq. (4.5.5) remains conserved in this case.
Finally, more complicated symmetries, e.g. time-reversal, Martin-Kubo-Schwinger relations and
so on could be analyzed, but since this is of minor relevance in what follows the interested reader is
simply referred to [Kar10a] for equilibrium as well as to [Jak09] for non-equilibrium setups.
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Introduction
In the following chapter the density matrix renormalization group (DMRG) approach used in this
thesis will be outlined briefly. Over the last decade DMRG has proven to be an invaluable tool
to tackle low-dimensional – in practice mostly one-dimensional – interacting quantum systems with
extreme accuracy. Starting from its original invention in 1992 by S. White [Whi92,Whi93] DMRG was
reformulated in various ways. Originally, completely unrelated research let to the discovery of matrix
product states as a fascinating subclass of quantum states which, e.g., can be used to represent
states of interacting one-dimensional systems very cleverly (e.g. see [Bax68] and references therein).
Only later in a two step development, first for infinite [O¨st95] and later also for finite [Duk98] system
sizes, it was realized that DMRG, when applied in one-dimension, can be very naturally formulated
in terms of these matrix product states. Since in this thesis we will focus exclusively on one-
dimensional systems the convenient matrix product states formulation of DMRG will be employed
and all subsequent statements are implicitly made in this one-dimensional context.
57
58 CHAPTER 5. DENSITY MATRIX RENORMALIZATION GROUP
Fundamental Idea
For a generic quantum many-body system the dimension of the underlying Hilbert space scales
exponentially in the number of particles, which makes an exact solution (via diagonalization) im-
practical. In fact only systems with very few particles [N ∼ O(10)] can be treated this way. On
the other hand, depending on the questions under examination, not every of these exponentially
many quantum states is equally relevant. For example, qua their very definition, the ground state
properties depend on only a single of such states, namely the ground state itself. DMRG is inspired
by the numerical renormalization group developed by K. Wilson to tackle the Kondo problem [Wil75]
and similarly aims to retain only the relevant part of the exponentially large Hilbert space. Originally
set up for examining ground state properties the DMRG thus retains only the energetically low-lying
states, while disregarding all highly excited ones. By iteratively bi-partitioning the full system into
different subsystems and reservoirs the optimal density matrix – with the lowest energy – is found.
Put simple the idea is to optimize iteratively different parts of the system, instead of trying to look
at the full system at once. This way one (as seen in many application justifiably) hopes that the
algorithm converges to the ground state of the full system. Today, and also in this thesis, DMRG
is applied in a much wider range, than only in the context of describing ground states, and is used
successfully to tackle also (thermo)dynamical questions. This is possible due to the ability of stating
precisely which part of the quantum states needs to be kept and which part can be safely neglected
as will be explained below. How much numerical effort is needed to describe a quantum system
accurately increases drastically with the amount of entanglement in the system. Employing area
laws for entanglement shows that one-dimensional systems are thus natural candidates for a DMRG
treatment.
Outline
The remainder of this chapter is strongly based on the presentation of [Sch11b]. First, we introduce
the general concept of matrix product states and operators in the first two sections (compare
section 4 and 5 of [Sch11b], respectively). Those will be the framework underlying everything
that follows. Afterwards, we will explain how Abelian symmetries and their conservation can be
used to significantly speed up numerics. Then, we will show how observables can be calculated
efficiently within the matrix product state representation. Next, we turn to the core algorithms
needed in a DMRG treatment. We describe in more detail (a) iterative ground state calculations
(compare section 6 of [Sch11b]) and (b) (either real or imaginary) time evolutions (compare section 7
of [Sch11b]). Finally, we describe how systems in the thermodynamic limit can be tackled (compare
section 10 of [Sch11b]) as well as sum up briefly why and when DMRG succeeds or fails to describe
a given quantum systems.
5.1 Matrix Product States
The Hilbert space of a system on a lattice of even length L with d local degrees of freedom scales
exponentially as dL. It is impossible in practice to handle this immense Hilbert space for L ' 40,
but luckily usually only a tiny corner of it is relevant for the questions one tries to answer. In one
dimension a very efficient way of parametrizing this tiny corner is given by the so called matrix
product states (MPS). Throughout this thesis we will adopt a graphical notation from [Sch11b] in
which a MPS is represented as in Fig. 5.1. The details of this representation will become clear later.
5.1.1 From a Quantum State to a MPS: Singular Value Decomposition
First we want to examine how an arbitrary quantum state can be expressed in terms of a MPS. Let
us again focus on a quantum state on a lattice of L sites and with a d dimensional local state space
{σi} on sites i = 1 ... L
|Ψ〉 =
∑
σ1,...,σL
cσ1,...,σL |σ1, ... ,σL〉 . (5.1.1)
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Figure 5.1.: Any quantum state can be decomposed into a MPS via employing SVDs successively. A MPS
is represented by a line of filled circles with three legs attached to each of them, corresponding
to the two unphysical (left and right) and single physical (top) degree of freedom. A single
matrix of the MPS is shown in the very right.
The quantum state is characterized by the dL coefficients cσ1,...,σL . We reshape this tensor by
grouping together all indices but the first as cσ1,...,σL = Ψ(σ1),(σ2,...,σL) and subsequently perform
a singular value decomposition (SVD) of the resulting matrix Ψ(σ1),(σ2,...,σL) ∈ Cd×d
L−1
. For any
matrix M ∈ CNA×NB by employing a SVD one can construct a decomposition of the form M = USV †
with the following properties:
1. U ∈ CNA×min(NA,NB ) and U†U = 1.
2. S ∈ Cmin(NA,NB )×min(NA,NB ) . S is diagonal with the so called singular values Sn,n = sn ≥ 0
being the diagonal entries. The number of non-zero singular values is called Schmidt rank r
of M. All non-zero singular values are chosen to be arranged in descending order s1 ≥ s2 ≥
s3 ≥ · · · ≥ sr > 0.
3. V ∈ Cmin(NA,NB )×NB and V †V = 1.
This way one achieves the form
cσ1,...,σL = Ψ(σ1),(σ2,...,σL)
SVD
=
r1∑
a1=1
Uσ1,a1 Sa1,a1 (V
†)a1,(σ2,...,σL) =
r1∑
a1=1
Aσ1a1 ca1,σ2,...,σL , (5.1.2)
where we have reshaped Uσ1,a1 = A
σ1
a1 and Sa1,a1 (V
†)a1,(σ2,...,σL) = ca1,σ2,...,σL in the last step. Next,
concentrating on ca1,σ2,...,σL , we once more reshape ca1,σ2,...,σL into the matrix Ψ(a1,σ2),(σ3,...,σL). Again
performing an SVD of this matrix leads to
cσ1,...,σL =
r1∑
a1=1
Aσ1a1 Ψ(a1,σ2),(σ3,...,σL)
SVD
=
r1∑
a1=1
r2∑
a2=1
Aσ1a1 U(a1,σ2),a2 Sa2,a2 (V
†)a2,(σ3,...,σL)
=
r1∑
a1=1
r2∑
a2=1
Aσ1a1 A
σ2
a1,a2 ca2,σ3,...,σL ,
(5.1.3)
with analogous reshaping of matrices U(a1,σ2),a2 = A
σ2
a1,a2 and Sa2,a2 (V
†)a2,(σ3,...,σL) = ca2,σ3,...,σL .
Because of the form Aσ2a1,a2 a single matrix of the MPS is represented as in the right part of Fig. 5.1
by a circle with one physical index σn and two unphysical indices an−1, an sticking out to the top
and left and right respectively. One can reiterate this procedure until all indices have been expressed
in terms of A-matrices1 as
cσ1,...,σL =
∑
{ai}
Aσ1a1 A
σ2
a1,a2 ... A
σL−1
aL−2,aL−1 A
σL
aL−1 . (5.1.4)
We have successfully recast the quantum state (5.1.1) into a MPS form (compare Fig. 5.1)
|Ψ〉 =
∑
{ai}
Aσ1a1 A
σ2
a1,a2 ... A
σL−1
aL−2,aL−1 A
σL
aL−1 |σ1, ... ,σL〉 , (5.1.5)
1actually the objects A are of course higher order tensors and only each of the d elements given by Aσ˜i with σ˜i ∈ {σi}
are matrices ∈ Cri−1×ri . Nonetheless, in a slight abuse of the usage matrix we will still refer to these (and similar)
objects as A-matrices also to stay consistent with the prevailing literature.
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but what have we gained? Recasting the quantum state in an MPS like this is an exact reformulation
and does not – a priori – yield any simplification. The dimensions labelled by the indices (σi×ai−1×
ai ) of the A-matrices are (d × 1× d)(d × d × d2)(d × d2 × d3) ... (d × dL/2−1 × dL/2)(d × dL/2 ×
dL/2−1) ... (d × d3 × d2)(d × d2 × d)(d × d × 1) along the lattice2, which in no way is easier to
handle than the original coefficients cσ1,...,σL . The gain of this representation lies in the way optimal
approximations can be employed. To understand this in detail we need to talk about different
normalizations first.
5.1.2 Left, Right and Mixed Canonical Forms
Left Normalized MPS
In the previous section we have recast a general quantum state into a MPS by (5.1.5). But there
is more to this representation than apparent on first glance. From the SVD the A-matrices inherit
the important property ∑
σi
(Aσi )†Aσi = 1 (5.1.6)
of left normalization and are said to be in left canonical form. We will use normalization properties
extensively in the following.
Right Normalized MPS
Similarly as outlined in the previous part we could have started the procedure of recasting the
quantum state (5.1.1) into a MPS from the right. Analogously reshaping the V † matrices into
B-matrices and grouping U and S one arrives at
|Ψ〉 =
∑
{ai}
Bσ1a1 B
σ2
a1,a2 ... B
σL−1
aL−2,aL−1 B
σL
aL−1 |σ1, ... ,σL〉 . (5.1.7)
The resulting B-matrices by virtue of the SVD fulfil right normalization∑
σi
Bσi (Bσi )† = 1. (5.1.8)
The representation by B-matrices is called right canonical form.
Mixed form of a MPS
Besides of purely left and right canonical forms there is also a mixed form. For this form we stop
the iterative procedure to establish a, lets say, left canonical form of a MPS after the n-th SVD
cσ1,...,σL =
∑
{ai}
Aσ1a1 A
σ2
a1,a2 ... A
σn
an−1,an San,an (V
†)an,(σn+1,...,σL). (5.1.9)
Decomposing (V †)an,(σn+1,...,σL) in the same fashion as for establishing the right canonical form of a
MPS gives
(V †)an,(σn+1,...,σL) =
∑
an+1,...,aL−1
U(an,σn+1),an+1 San+1,an+1 B
σn+2
an+1,an+2 ... B
σL−1
aL−2,aL−1 B
σL
aL−1 . (5.1.10)
2For simplicity we have introduced dummy indices of dimension one for the first and last A-matrix to cast all of
them into the general form A
σi
ai−1,ai .
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U(an,σn+1),an+1 San+1,an+1 can be reshaped itself to a B-matrix U(an,σn+1),an+1 San+1,an+1 = B
σn+1
an,an+1 , because
δan,a′n =
∑
σn+1,...,σL
(V †)an,(σn+1,...,σL)V(σn+1,...,σL),a′n
=
 ∑
σn+1,...,σL
Bσn+1 Bσn+2 ... BσL−1 BσL (BσL )†(BσL−1 )† ... (Bσn+2 )†(Bσn+1 )†

an,a′n
=
(∑
σn+1
Bσn+1 (Bσn+1 )†
)
an,a′n
,
(5.1.11)
as also V results of a SVD.
This finally yields the form
|Ψ〉 =
∑
{ai}
Aσ1a1 A
σ2
a1,a2 ... A
σn
an−1,an San,an B
σn+1
an,an+1 ... B
σL−1
aL−2,aL−1 B
σL
aL−1 |σ1, ... ,σL〉 , (5.1.12)
which contains only left and right normalized A- or B-matrices left and right of the n-th bond,
respectively.
Earlier it was advertised that the advantage of the DMRG framework (in MPS) is the exact
knowledge of how to approximate in an optimal fashion the high dimensional Hilbert space, involved
in any quantum many-body problem. In the MPS language this translates to the knowledge of how
to deal with the – a priori – exponentially large dimensions of the unphysical, auxiliary indices an.
Let us assume that we have expressed the quantum state in the mixed canonical form introduced
in Eq. (5.1.12). In this case one can show [Ver06] that reducing the Schmidt rank rn of San,an to
χn = r˜n < rn by neglecting the rn − r˜n smallest singular values yields the optimal approximation of
|Ψ〉 under the 2-norm3. The truncation of singular values leads to a deviation of the approximated
state |Ψ˜〉 from the exact one |Ψ〉 in the 2-norm proportional to the sum of the squared singular
values neglected n(χn). By multiplying San,an to the A- or B-matrix to the left or right of it and
subsequently performing a SVD one can shift the bond before which only A-matrices and after which
only B-matrices appear by one site. After the SVD was performed we can once more employ the
same truncation as above. By doing so for all sites, all indices an can be reduced in dimension which
leads to a total error at worst given by [Ver06]
|| |Ψ˜〉 − |Ψ〉 ||2 ≤ 2
L∑
n=1
n(χn). (5.1.13)
The crucial point here is the fact, that the singular values – arranged in descending order – of such a
MPS for one-dimensional systems in most cases decrease in magnitude quite quickly (exponentially
in practice). Thus a much smaller (than the originally exponentially large) Schmidt rank can be used,
without appreciable loss of precision. In general when working with a MPS later on we will always
renormalize the sum of squared singular values to one (by simply putting Sai ,ai → Sai ,ai/
√[∑
S2ai ,ai
]
)
after a truncation to respect the norm of the MPS.
5.1.3 Γ -Λ Notation
We have seen that when considering a certain bond it is advantageous that all matrices of the MPS
left and right to that bond are left and right normalized, respectively. In the mixed form introduced
this is true for a single bond (the n-th bond above) only. A natural question to ask is thus: Is
there a simple representation in which for a single cut, bipartitioning the system into left and right
subsystem, the left and right normalized A- and B-matrices can be read of directly? The question
3This is true if and only if all matrices to the left and right are left (A-matrices) and right (B-matrices) normalized
respectively as is the case for the mixed canonical form.
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Γ Γ Γ ΛΛΛΛ Γ Γ Γ ΛΛΛΛ
A B
σ1 σ2 σ3 σL−2 σL−1 σL
Figure 5.2.: A MPS in the Γ -Λ notation. Additionally, to the known object of Fig. 5.1, diagonal matrices
(diamonds) are inserted to retain both left and right normalization simultaneously.
was positively answered in [Vid03]. The trick relies on introducing diagonal matrices Λn, such that
each matrix of the MPS has two adjacent Λ-matrices as shown in Fig. 5.2. An arbitrary state can
be written as
|Ψ〉 =
∑
{ai}
Λa0,a0
L∏
n=1
Γσnan−1,an Λan,an |σ1, ... ,σL〉 , (5.1.14)
where Λa0,a0 = ΛaL,aL = 1 are dummy matrices with dimension 1 × 1 (scalar). Finally, we de-
mand the correct left and right normalization for each
∑
an−1 Λan−1,an−1 Γ
σn
an−1,an = A
σn
an−1,an and∑
an
Γσnan−1,an Λan,an = B
σn
an−1,an , respectively. How can one construct such a representation? Let
us review the procedure to build a left normalized MPS from the coefficients cσ1,...,σL . After the first
SVD we arrive at [compare Eq. (5.1.2)]
cσ1,...,σL =
∑
a1
Uσ1,a1 Sa1,a1 (V
†)a1,(σ2,...,σL) =
∑
a1
Λa0,a0 Γ
σ1
a0,a1 Λa1,a1 (V
†)a1,(σ2,...,σL)
=
∑
a1
Λa0,a0 Γ
σ1
a0,a1 Ψ(a1,σ2),(σ3...,σL),
(5.1.15)
where we have introduced a dummy index a0 as well as dummy Λ-matrix Λa0,a0 = 1, relabelled
and reshaped Uσ1,a1 = Γ
σ1
a0,a1 and Sa1,a1 = Λa1,a1 and store Λa1,a1 before it is multiplied to the right
Λa1,a1 (V
†)a1,(σ2,...,σL) = Ψ(a1,σ2),(σ3...,σL). In the next step we proceed similarly
cσ1,...,σL =
∑
a1,a2
Λa0,a0 Γ
σ1
a0,a1 A
σ2
a1,a2 Λa2,a2 (V
†)a2,(σ3,...,σL)
=
∑
a1,a2
Λa0,a0 Γ
σ1
a0,a1 Λa1,a1 Γ
σ2
a1,a2 Λa2,a2 (V
†)a2,(σ3,...,σL)
=
∑
a1,a2
Λa0,a0 Γ
σ1
a0,a1 Λa1,a1 Γ
σ2
a1,a2 Ψ(a2,σ3),(σ4...,σL),
(5.1.16)
calling Sa2,a2 = Λa2,a2 and crucially replacing the A−matrix resulting out of the SVD by Aσ2a1,a2 =
Λa1,a1 Γ
σ2
a1,a2 for which storing Λa1,a1 was necessary
4. This step can be reiterated until the last site is
reached, where we additionally introduce the dummy Λ-matrix ΛaL,aL = 1. By Construction of course
Aσnan−1,an = Λan−1,an−1 Γ
σn
an−1,an is then left normalized. The fact that also all B
σn
an−1,an = Γ
σn
an−1,an Λan,an are
right normalized can be checked in perfect analogy to the short calculation presented in Eq. (5.1.11).
Thus for any bond the A (B)-matrices left (right) of it can be read of as ΛΓ (ΓΛ). This represen-
tation therefore largely simplifies handling the MPS and will be our usual choice in the following.
5.2 Matrix Product Operator
With the concept of matrix product states at hand we have completed almost all the preliminary
work. Only one – quite analogous concept –, namely the concept of matrix product operators
(MPO) needs to be introduced before we can dive into some concrete DMRG algorithms. A MPO
4The involved inversion of singular values should be handled with care. Very small singular values (albeit close to
machine precision) should be neglected to avoid numerical instabilities.
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Figure 5.3.: The same decomposition as shown in Fig. 5.1 now done for the MPO. The decomposition
leads to elementary matrices (squares) which compared to their MPS counterparts (circles of
Fig. 5.1) obtain an additional physical index (pointing to the bottom).
is quite similar to a MPS, the crucial difference being though that two, not one, physical indices are
assigned to each constituent of the MPO, because it describes an operator instead of a wave function
(compare Fig. 5.3). The most instructive way to understand the MPO representation of arbitrary
operators might be to consider an example. Let us look at the operator5 (where S i = 1/2 σi and
i = x , y , z)
H =J
L−1∑
n=1
Sxn S
x
n+1 + S
y
n S
y
n+1 + ∆S
z
n S
z
n+1 + h
L∑
n=1
Szn
=J
L−1∑
n=1
1
2
(
S+n S
−
n+1 + S
−
n S
+
n+1
)
+ ∆Szn S
z
n+1 + h
L∑
n=1
Szn
=J/2 (S+1 ⊗ S−2 ⊗ 1⊗ 1⊗ 1⊗ ... ) + J/2 (1⊗ S+2 ⊗ S−3 ⊗ 1⊗ 1⊗ ... ) + ...
J/2 (S−1 ⊗ S+2 ⊗ 1⊗ 1⊗ 1⊗ ... ) + J/2 (1⊗ S−2 ⊗ S+3 ⊗ 1⊗ 1⊗ ... ) + ...
J∆ (Sz1 ⊗ Sz2 ⊗ 1⊗ 1⊗ 1⊗ ... ) + J∆ (1⊗ Sz2 ⊗ Sz3 ⊗ 1⊗ 1⊗ ... ) + ...
h (Sz1 ⊗ 1⊗ 1⊗ 1⊗ 1⊗ ... ) + h (1⊗ Sz ⊗ 1⊗ 1⊗ 1⊗ ... ) + ... .
, (5.2.1)
which is to be decomposed into a product of matrices (with two additional indices per matrix)
Hσ1,...,σn;σ′1,...,σ′n = W
[1]
σ1,σ
′
1
W
[2]
σ2,σ
′
2
... W
[L−1]
σL−1,σ
′
L−1
W
[L]
σL,σ
′
L
just like a quantum state was decomposed into
a MPS (see Fig. 5.3). We introduce the additional superscript [n] only for shorthand notation
later on. Although successively employing SVDs, now to the many-body operator instead of the
many-body wave function, guarantees the existence of such a decomposition, for operators of the
given type of Eq. (5.2.1) a more straightforward approach can be used [McC07]. In fact it becomes
surprisingly easy to see the decomposition when considering an arbitrary chosen operator string of
H from the right to the left. From the last representation in Eq. (5.2.1) one can see that from the
right one encounters unities until one hits one of four6 non-trivial operators. If one first encounters
S+(S−) the next operator is S−(S+) followed by only unity operators. The same is true for the
Szn S
z
n+1-term for which after the first S
z a second one follows and then only unity operators again.
The field term ∝ h takes an even simpler form as after the Sz directly only unity operators can show
up. For book-keeping reasons we thus introduce 5 states:
• state 1: Only unity operators to the right.
• states 2,3 and 4: one S+,S− or Sz , respectively, just to the right.
• state 5: completed interaction- (S+S−,S−S+ or Sz Sz ) or field term (−hSz ) to the right,
which corresponds to only unity operators to the left.
In this auxiliary state space only very few possible transitions can be induced by the operators.
Starting in state 1, those are 1 → 1 by 1, 1 → 2 by S+, 1 → 3 by S−, 1 → 4 by Sz and 1 → 5
5This is the Hamilton operator of a spin-1/2 anisotropic Heisenberg chain (XXZ), which (among other ones) is a
standard model for a DMRG treatment.
6different operators of course contain a different number of non-trivial operators to be encountered, but this does
not alter the general procedure.
64 CHAPTER 5. DENSITY MATRIX RENORMALIZATION GROUP
by −hSz . To complete the interaction part transitions 2 → 5 by J/2 S−, 3 → 5 by J/2 S+ and
4→ 5 by J∆ Sz , must follow. After this to complete the string to the left only unities giving trivial
transitions from 5 → 5 are allowed. Since one needs to start at state 1 (interaction- or field term
will follow as one moves from right to left) and end at state 5 (completed interaction- or field term)
the MPO, based on the allowed transitions mentioned above, reads
H =
L∏
n=1
W [n],
W [n] =

1 0 0 0 0
S+ 0 0 0 0
S− 0 0 0 0
Sz 0 0 0 0
−hSz (J/2) S− (J/2) S+ J∆ Sz 1
 ∀ 1 < n < L,
W
[1]
k,l = W
[2]
5,l and W
[L]
g ,h = W
[L−1]
g ,1 ,
(5.2.2)
where we have introduced dummy indices k , h (of dimension one) for convenience. Note the tremen-
dous reduction in the dimensionality of the operator from originally (d = 2 in this example) 2L×2L to
roughly L×(5×2)×(5×2). The exemplified procedure works also for longer-ranged interactions by
introducing unity operators also in the center of W [n], which “carry” the interaction over uninvolved
sites. Very long-ranged interactions, when treated this way, however tend to lead to a significant
increase in the dimensions of the auxiliary state space. On the other hand, it is known [Fro¨10,Cro08]
that for certain types of long-ranged interaction a more clever – meaning more compact – form for
the MPO can be found differently.7 In this thesis we will consider rather short ranged interaction
only such that the procedure exemplified above will completely suffice.
5.3 Symmetries
It is yet another advantage of the MPS and MPO representation that symmetries can be included
in a particularly instructive fashion. We will concentrate here on additive Abelian symmetries which
are incorporated rather easily8. Let us assume that for our physical system we have identified an
additive symmetry, which defines a good quantum number M. This good quantum number has to
be preserved in all operations applied to the MPS within our DMRG treatment for it to be useful.
We will focus on iterative ground state searches as well as time evolutions in the following. For
both of those one can easily see that (as one is basically only applying the system’s Hamiltonian)
the good quantum numbers are conserved in an exact treatment. On the other hand, we employ
truncations. This however does not jeopardize the use of good quantum numbers because states
kept or thrown away can always be associated one-to-one with a well defined value of the good
quantum number to the left (and via fixed global value of the quantum number also to the right)
of the truncated bond under scrutiny. Why this is the case will become clear in the following.
Usage of the Abelian symmetry manifests in a block structure of the MPS and MPO matrices.
We concentrate on MPSs in the following, while MPOs can be treated analogously. Starting from
the left (where we set M = 0) we move through the chain one site at a time. First, we assign to
the (dummy) index a0 of the first matrix the value 0 of the good quantum number. For the MPS
to exploit the good quantum number, elements of Aσ1a0,aa1 must be non-zero (block structure) only
for
M(|ai−1〉) + M(|σi 〉) = M(|ai 〉), (5.3.1)
which assigns the possible values of the magnetization [M(|a0〉) + M(|σ1〉)] to the left of the bond
of a1 uniquely to certain entries of a1. This can be continued for all ai .
7E.g. for H = J
∑
n,r λ
r Szn S
z
n+r the auxiliary state space can be chosen to only be three dimensional.
8while others such as SU(2) symmetries are much more difficult to handle. Note however that those can, and in
certain works actually already are, taken into account explicitly.
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Figure 5.4.: Top: Evaluation of local observables in the Γ -Λ notation. Due to the normalization the
evaluation of local observables only involves the contraction of the much smaller network shown
in the lower part. Bottom: Evaluation of global observables in the Γ -Λ notation. Calculating
the contraction successively from left to right makes the evaluation feasible.
An example will shed light on this issue. Let us consider a MPS of an XXZ model defined in
Eq. (5.2.1), where the adjacent sites are pairwise in a single state. The MPS then reads
A2i+1 =
↑: [1 0]
↓: [0 −1] A
2i =
↑: [0 1/√2]T
↓: [1/√2 0 ]T , (5.3.2)
in left canonical form. If we assign quantum numbers 1 and −1 to ↑ and ↓, respectively, the first
index of a1 (non-zero only for σ1 =↑) would consequently be assigned to M = 1 and the second
index (non-zero only for σ1 =↓) to M = −1. We continue with the next site. The ingoing index a1
is associated with M = 1 or M = −1, respectively, and therefore, following Eq. (5.3.1), the single
entry of a2 is then associated with M = 0 (as it should in this simple singlet example). This carries
over periodically to all further sites. The block structure (given above) will obviously get much more
complicated during the DMRG treatment (sweeps or applications of time evolution operators, see
below), but always retain its block diagonal form. It is by using this block diagonal form in all costly
operations (eigenvalue solver, SVD, multiplications) that immense speed ups can be achieved.
5.4 From MPS and MPO to Observables
So far we have seen how any quantum state (or operator) can be put into MPS (or MPO) form.
But what can we do with this? A whole lot, as will become clear in the following sections. Here we
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show the first useful application of the MPS language; calculating observables, which is of course
the ultimate goal of any inquiry. We have put our quantum state |Ψ〉 into the form of the Γ -
Λ-notation shown in Eq. (5.2) and now we want to calculate the expectation value of some local
observable Oσr ...σr+s ,σ′r ...σ′r+s . For the moment we will not reformulate the operator O into a MPO,
because we assume s to be rather small, such that one can still handle O easily. Technically we
have to calculate 〈Ψ |O |Ψ〉, which in our pictorial representation corresponds to a contraction of
the form shown in Fig. 5.4(a). Now the full power of our MPS representation can be used: All the
contractions over all ΛΓ left and all ΓΛ right of the block containing O are trivially unities due to
left and right normalization of theses matrices, respectively. One just needs to evaluate the much
smaller contraction including the sites r to r + n [compare Fig. 5.4(a)].
But not only rather local observables can be calculated efficiently. Given the worst case scenario of
a global operator Oσ1...σL,σ′1...σ′L we can still make progress. Using MPS for the state and translating
O to a MPO we can contract the network shown in Fig. 5.4(b) all the way from left to right while
the numerical effort remains manageable. A task numerically hopelessly expensive for larger systems
without the representations as MPS and MPO. The overlap of two different quantum states 〈ψ|φ〉
can be viewed as a special case of this contraction without the MPO in the middle of the two states
and is thus evaluated best by just calculating the corresponding network successively from left to
right.
5.5 Iterative Ground State Calculations
Let us finally put the outlined framework of MPS and MPO to some practical use by showing how
to efficiently implement ground state searches within DMRG. There are of course different ways of
finding the ground state properties (e.g. numerical renormalization group [Hew02], density functional
theory [Dre90], FRG [Met12], ...) of an arbitrary quantum system, but the iterative DMRG procedure
has proven to be one of the ultimate tools for this task considering one-dimensional systems. Besides
of an iterative ground state search one could also employ an imaginary time evolution from some
random MPS within DMRG, which will be covered in the next section. However, in terms of
performance and stability the iterative search is the state-of-the-art algorithm and therefore our
favourite method of choice.
The problem of finding the ground state |Ψ0〉 of a system can be seen as the variational problem
of minimizing the energy
E =
〈Ψ |H |Ψ〉
〈Ψ |Ψ〉 , (5.5.1)
with respect to |Ψ〉 under a given Hamilton operator H. Straightforwardly, varying the wave function
|Ψ〉 in its parameters σi gives dL configurations, which for L ∝ O(10) already becomes a numerically
challenging task. DMRG formulated in MPS in addition to having decomposed H as an MPO helps.
The key idea is to move through the chain optimizing (in the sense of minimizing E ) one matrix
or two matrices of the MPS at a time. We will call the algorithms which handle one matrix or two
matrices at a time one- or two-site DMRG, respectively. In the following we will focus on outlining
the one-site version, but discuss advantages and pitfalls of each at the end.9 We will move from the
left most matrix in steps of one to the right until we reach the end of the chain, where we reverse the
direction of update and move back from right to left. These so called right and left sweeps can be
repeated until E has converged and one has (hopefully) found a good approximation to the ground
state |Ψ0〉. As can be seen the integral component of the algorithm is the update which moves the
site under consideration by one. We will work with the mixed canonical form of the MPS in such a
way that all the matrices to the left of the matrix to be updated are left normalized and similarly all
matrices to the right of it are right normalized. The normalization of the matrix at the site under
consideration itself is irrelevant. After the update the MPS with respect to the next (previous) site
will fulfil this condition during a right(left) sweep.
9Implementation of both algorithm can be done analogously.
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Figure 5.5.: Visualization of the iterative ground state algorithm. A single site is updated using explicitly
only the shown tensors L and R (see text for further information).
5.5.1 The Crucial Ingredient: The Update
One can quite cleverly implement the main routine needed for an iterative ground state search
update, which optimizes a single site and shifts the site under consideration by one. As the updates
for the right and left sweeps work analogously (only reverse direction), we will concentrate on the one
used within a right sweep only. During the update we will rely on the knowledge of the tensors called
L
an−1,a
′
n−1
bn−1 and R
an,a
′
n
bn
for all n which store the part of the overlap of the MPS-MPO-MPS contraction
to the left and to the right of the n-th site to be updated, and which are shown in Fig. 5.5. Now
we reformulate the initial problem of optimizing Eq. (5.5.1) trivially to the Lagrangian optimization
problem
〈Ψ |H |Ψ〉 − E 〈Ψ |Ψ〉 = 0, (5.5.2)
where we simply have
〈Ψ |H |Ψ〉 =
∑
σn,σ
′
n
∑
an−1,a
′
n−1,bn−1
∑
an,a
′
n,bn
L
an−1,a
′
n−1
bn−1
W
[n]σn,σ
′
n
bn−1,bn R
an,a
′
n
bn
M
σn∗
an−1,an
M
σ′n
a′n−1,a′n
, (5.5.3)
〈Ψ |Ψ〉 =
∑
σn,an−1,an
M
σn∗
an−1,an
M
σn
an−1,an
, (5.5.4)
due to proper normalization.
In a next step the derivative with respect to M
σn∗
an−1,an
is taken in Eq. (5.5.2), leading to the simple
extremal condition∑
σn,σ
′
n
∑
an−1,a
′
n−1,bn−1
∑
an,a
′
n,bn
L
an−1,a
′
n−1
bn−1
W
[n]σn,σ
′
n
bn−1,bn R
an,a
′
n
bn
M
σ′n
a′n−1,a′n
− EMσnan−1,an
!
= 0, (5.5.5)
in form of an eigenvalue problem for the matrix M(σn,an−1),an . After the optimal matrix M(σn,an−1),an
is found, one can perform a singular value decomposition
M(σn,an−1),an = A
σn
an−1,a′n
Sa′n,a′n (V
†)a′n,an . (5.5.6)
The A-matrix is stored for site n, while Sa′n,a′n (V
†)a′n,an is multiplied to the right B-matrix at site
n + 1 calling it Mσn+1 for the next step. At this point the truncation of small singular values as
described in section 5.1.2 can be employed to keep the problem manageable. As a last step we also
update L by multiplying the new A-matrix as well as the n-th part of the MPO H to it to restore
the tensor shown in Fig. 5.5 but with n→ n + 1.
5.5.2 Explicit Algorithm
Most of the work goes in developing the update function described in the previous section. With
this function at hand an iterative ground state search can be implemented by the following steps.
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We start with some initial guess for the MPS to be optimized. Naively one can start from a product
state (bond dimension χ = 1) of some sort, but as the speed of the algorithm crucially relies (a) on
the number of sweeps needed and (b) on quickly solving the eigenvalue problem of Eq. (5.5.5) one
should try to provide good starting points to the routines. Concerning (b) as we are only interested
in the lowest-lying eigenvalue E of Eq. (5.5.5), one should use implementations of eigensolvers such
as Jacobi-Davidson or Lanczos10 [Sch08c, Lan50]. The convergence speed of these solvers as well
as the performance with respect to (a) crucially relies on the initial guess offered, such that taking
a product state at the start of the algorithm might not be the most efficient thing to do. Luckily,
there is a constructive way of finding a particularly good initial guess for the MPS, which will be
discussed in section 5.7.
Subsequent steps can use the matrix M, which is stored for site n, as a good starting point of
optimization. The routine starts from an MPS (initial guess before sweeping) which must be right
normalized (B-matrices only) and we need to initialize the tensors R on all sites11. Next we can
simply employ the update outlined above successively for sites 1 to L − 1. This is the first right
sweep. Afterwards, we reverse the direction of sweeping and perform a left sweep starting from site
L going all the way back to site 2. Afterwards another right sweep follows and so on and so forth.
The sweeping process is stopped when the energy E and the wave function |Ψ〉 have sufficiently
converged to their respective ground state values. One has a very good tool at hand to measure
how well the state has converged to the true ground state, by simply calculating
∆E 2 = 〈Ψ |H2 |Ψ〉 − (〈Ψ |H |Ψ〉)2. (5.5.7)
In general ∆E 2 = 0 only for an eigenstate of H, so if ∆E 2 vanishes (to a given tolerance) one has
found (to this tolerance) a good approximation to the true ground state, jeopardized only by the
unlikely scenario that by accident another eigenstate was targeted during the energy minimization
procedure.
5.5.3 One- vs. Two-Site DMRG: Advantages and Possible Pitfalls
As mentioned two- and one-site implementation of the iterative ground state search algorithm are
very similar. There are however performance and convergence differences to be discussed. The
one-site algorithm outlined explicitly above is the fastest way of finding the ground state, because a
two-site formulations involves finding the minimal eigenvalue at every update for a matrix which has
dimension d2χ2 × d2χ2 instead of dχ2 × dχ2 as in the one-site case. This performance advantage
of the one-site algorithm, however, has to be contrasted with the fact, that the one-site algorithm
formulated above is quite prone to getting stuck in non-global energy minima. The two-site version
is less plagued by this problem, which is founded in the fact, that in contrast to the one-site
algorithm, it can mix more easily different symmetry sectors. Getting stuck in non-global minima
can be circumvented in the one-site implementation very reliably by the procedure of White, which
is outlined in detail in [Whi05] and will be employed here as well.
5.6 Real and Imaginary Time Evolution
For finding ground states DMRG was applied with much success, but actually more can be done. In
MPS formulation the DMRG can be used very instructively to evolve an arbitrary pure state in (real
or imaginary) time. This opens up the gateway to analyzing the dynamics and thermodynamics of
arbitrary quantum systems and also provides an alternative – though usually less stable – route to
the ground state properties.
10In all what follows we will restrict ourselves to using a Lanczos solver.
11For the first step only R is needed and L will be constructed on each site during the first sweep such that initially
it can be set to dummy values.
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5.6.1 Trotter and co.
We start with the Schro¨dinger equation for time independent H
i
∂
∂t
|Ψ(t)〉 = H |Ψ(t)〉 ⇒ |Ψ(t)〉 = e−iHt |Ψ(0)〉 . (5.6.1)
We thus need to apply the exponential of the Hamilton operator to the wave function to evolve it in
time. Although, we have seen how to efficiently decompose and apply the many-particle Hamilton
operator H to a wave function in section 5.2 we do not know how to this for its exponential, as
the exponential turns sums of local terms into highly non-local ones. However using numerically
controllable approximations to the exponential of H we can easily make progress. We note that
[Hat05]
e−iHt =
(
e−iHt/N
)N
=
(
e−iH∆t
)N
, (5.6.2)
and
e−iH∆t = e−ih1∆te−ih3∆t ... e−ihL−1∆te−ih2∆te−ih4∆t ... e−ihL−2∆t +O(∆t2)
= e−iHodd∆te−iHeven∆t +O(∆t2), (5.6.3)
with H =
∑
i hi , Hodd/even =
∑
i odd/even hi and [hi , hj ] = 0 for i , j both odd or both even. This
is called a first order Trotter decomposition, which allows to apply the exponential of H to order
O(∆t2), where we can choose ∆t small enough12 such that the Trotter decomposition poses an
unimportant approximation. Importantly the approximation keeps exp(−iH∆t) unitary for ∆t ∈ R.
We can systematically improve the order of the approximations, which allows for larger ∆t. A
second order Trotter decomposition reads
e−iH∆t = e−iHodd∆t/2e−iHeven∆te−iHodd∆t/2 +O(∆t3), (5.6.4)
which will also be used in the following. Besides of the second order Trotter decomposition we also
use the Trotter-Suzuki decomposition (fourth-order13) [Suz76]
e−iH∆t =e−iHodd∆t1/2e−iHeven∆t1 e−iHodd∆t1 e−iHeven∆t1 e−iHodd(∆t1+∆t2)/2e−iHeven∆t2
e−iHodd(∆t1+∆t2)/2e−iHeven∆t1 e−iHodd∆t1 e−iHeven∆t1 e−iHodd∆t1/2 +O(∆t5),
(5.6.5)
where ∆t1 = 1/(4− 3
√
4)∆t and ∆t2 = ∆t − 4∆t1.
So far we have not specified the operators hi , which are the constituents of the Heven/odd terms,
besides by the conditions [hi , hj ] = 0 for i , j both odd or both even and that the sum is the
full Hamilton operator. The details of how to choose these hi of course depend on the model and
situation studied and different choices render Trotter decompositions better or worse approximations,
which in turn influence the ∆t for which converged results are reached. Let us consider for the time
being the standard model of spins interacting with nearest neighbors as outlined in Eq. (5.2.1).
A standard choice14 would render hi = J(S
x
i S
x
i+1 + S
y
i S
y
i+1 + ∆S
z
i S
z
i+1) + h/2(S
z
i + S
z
i+1). Thus
applying all odd or even exp(−ihi ∆t) involves updating pairs of neighboring sites only, which can
be done successively for the whole lattice. Therefore, the two-site operator exp(−ihi ∆t) needs to
be mutiplied to the Λ-Γ -matrices positioned at (for Γ -matrices) or next to (for Λ-matrices) the sites
i and i + 1 as
Φai−1,σi ,σi+1,ai+1 =
∑
σ′i ,σ
′
i+1
(
e−ihi ∆t
)
σi ,σi+1,σ
′
i ,σ
′
i+1
∑
ai
Λai−1,ai−1 Γ
σi
ai−1,ai
Λai ,ai Γ
σi+1
ai ,ai+1
Λai+1,ai+1 . (5.6.6)
Φ is the updated part of the MPS and must now be decomposed back into Λ-Γ matrices. First we
save the “old” Λai−1,ai−1 and Λai+1,ai+1 for future reference. They are not changed during the update.
12Raising the number of time steps, and thus the computational resources, needed to reach a given time t.
13Less symmetric formulations of a fourth-order decomposition lead to even smaller errors at approximately fixed
numerical costs [McL95].
14We slightly change the magnetic field at the start and end of the lattice for simplicity.
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Getting back to the Λ-Γ form can then be achieved by reshaping Φ(ai−1,σi ),(σi+1,ai+1) and performing
a SVD
Φ(ai−1,σi ),(σi+1,ai+1) =
∑
ai
U(ai−1,σi ),ai Sai ,ai (V
†)ai ,(σi+1,ai+1), (5.6.7)
at this point once more the truncation of singular values can be performed to keep the bond
dimension χ feasible. The updated Λ- and Γ -matrices of the MPS then read
Γσiai−1,ai = (Λ)
−1
ai−1,ai−1 U(ai−1,σi ),ai , Λai ,ai = Sai ,ai , Γ
σi+1
ai ,ai+1 = (V
†)(ai ,σi+1),ai+1 (Λ)
−1
ai+1,ai+1 (5.6.8)
This concludes the elementary update function which (analogously to the iterative ground state
search) only needs to be glued together at different sites to find the time evolution. To show how
simply this elementary update can be implemented using python, we give it explicitly here (for the
example we concentrated on above, generalizations are trivial)
import numpy as np
def bond ( l0 , G0 , l1 , G1 , l2 , d , chi1 max , O) :
# i n i t i a l bond d i m e n s i o n s c h i
c h i 0=l e n ( l 0 ) ; c h i 2=l e n ( l 2 )
# s t e p 1 : form 2− s i t e t e n s o r
P s i = np . t e n s o r d o t ( np . d i a g ( l 0 ) , G0 , a x e s =(1 ,1) )
P s i = np . t e n s o r d o t ( P s i , np . d i a g ( l 1 ) , a x e s =(2 ,0) )
P s i = np . t e n s o r d o t ( P s i , G1 , a x e s =(2 ,1) )
P s i = np . t e n s o r d o t ( P s i , np . d i a g ( l 2 ) , a x e s =(3 ,0) )
# s t e p 2 : a p p l y l o c a l t ime e v o l u t i o n o p e r a t o r
Phi = np . t e n s o r d o t ( Ps i , O, a x e s = ( [ 1 , 2 ] , [ 0 , 1 ] ) )
Phi = np . t r a n s p o s e ( Phi , ( 2 , 0 , 3 , 1 ) )
Phi = np . r e s h a p e ( Phi , ( d∗ ch i0 , d∗ c h i 2 ) )
# s t e p 3 : s i n g u l a r v a l u e d e c o m p o s i t i o n
U, S , V = np . l i n a l g . svd ( Phi , 0 )
# s t e p 4 : t r u n c a t e ( to keep problem manageable , a p p r o x i m a t i o n
# i s o p t i m a l i n t h e 2−norm , b e c a u s e o f p r o p e r n o r m a l i z a t i o n
# to t h e l e f t and r i g h t )
c h i 1 = min ( l e n ( S ) , ch i1 max )
d i s c a r d e d = np . sum ( S [ c h i 1 : ] ∗ ∗ 2 ) / np . sum ( S∗∗2)
t i l d e l 1 = S [ 0 : c h i 1 ] / np . s q r t ( np . sum ( S [ 0 : c h i 1 ]∗∗2 ) )
# s t e p 5 : r e s h a p e
U = np . r e s h a p e ( U [ : , 0 : c h i 1 ] , ( d , ch i0 , c h i 1 ) )
U = np . t e n s o r d o t ( U, np . d i a g ( 1 . 0 / l 0 ) , a x e s =(1 ,0) )
t i l d e G 0 = np . t r a n s p o s e ( U, ( 0 , 2 , 1 ) )
V = np . r e s h a p e ( (V . T ) [ : , 0 : c h i 1 ] , ( d , ch i2 , c h i 1 ) )
t i l d e G 1 = np . t e n s o r d o t ( V, np . d i a g ( 1 . 0 / l 2 ) , a x e s =(1 ,0) )
r e t u r n t i l d e G 0 , t i l d e l 1 , t i l d e G 1 , d i s c a r d e d
where Λi and Γ i are arrays of size χi and (d ,χi ,χi+1), respectively. The by far most time consuming
parts of this algorithm are matrix multiplications (‘np.tensordot’) as well as the singular value
decomposition (‘np.linalg.svd’), which are wrapped to very efficient lapack routines through the
‘numpy’ package.
Depending on the Trotter decomposition one favours one can now apply the updates of even and
odd bond with the local matrix exponentials as outlined and thus step by step propagate the MPS in
time. The depicted algorithm of successively evolving odd and even sites of the MPS is summarized
in Fig. 5.6. We have exemplified the procedure for a lattice model with nearest neighbor interaction
terms. The general reasoning however can be applied also to longer-ranged interactions, as we shall
see implicitly in section 5.6.3.
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Figure 5.6.: For the example studied in the main text a Trotter decomposition of the global operator e−iHt
gives a sequence of elementary two-site updates as shown.
5.6.2 Ground States Revisited
The algorithm outlined to evolve a MPS in time works equally well for real as well as imaginary
∆t, which means that a second route to finding the ground state of a quantum system can be
employed; namely finding the ground state via an imaginary time evolution. For imaginary time
evolution ∆t = −i∆τ the time evolution operator exp(−iH∆t) = exp(−H∆τ) is not unitary.
Thus an initially normalized MPS does not stay normalized. The norm can be restored either
by exact methods (as outlined in section 5.1.3) or approximately by applying sufficiently often15
Trotter evolutions with zero time steps (unities) in between [Sch11b, Kar12b]. To achieve optimal
performance it is advisable to use decreasing ∆τ . One should converge the MPS for each ∆τ chosen
before decreasing it to the next smaller one. Starting with large ∆τ allows to quickly reach large
imaginary times, while the successive time evolution with decreased ∆τ enhances the accuracy of
the resulting MPS.
5.6.3 Finite Temperatures and Purification
So far we have discussed pure states. But what about finite temperatures? Of course, at finite
temperatures in canonical equilibrium one faces the difficulty (from a DMRG standpoint) of mixed
states. Thus our strategy will be to reduce the mixed states of such class of quantum states to a
pure state again, for which the above outlines machinery can be applied right away. The key to this
mapping of mixed states to pure states is called purification [Ver04]. Considering a general density
matrix
ρ =
r∑
a=1
s2a |a〉 〈a| , (5.6.9)
which describes an arbitrary mixed state, we can see explicitly how purification works. First, we
duplicate every degree of freedom of the physical system (index P) and thus introduce the ancillary
system (index Q). Now it is easy to see that, with the pure state
|Ψ〉 =
r∑
a=1
sa |a〉P |a〉Q , (5.6.10)
one can describe the density matrix of Eq (5.6.9) as ρP = TrQ [|Ψ〉 〈Ψ|]. Let us turn our attention
to the mixed states we are interested in; states describing finite temperatures. From statistical
mechanics the canonical density matrix is given by ρβ = Z (β)
−1 exp(−βH) with Z (β) = Tr [ρβ]
the canonical partition function, H the Hamilton operator and β = 1/T the inverse temperature.
We note that ρβ = Z (β)
−1 exp(−βH/2) · I · exp(−βH/2), where the identity I can be viewed as
I = Z (0)ρ0. If the purification for a thermal state at β = 0 is known to be |Ψ0〉 the purifications
15How often classifies as “sufficiently” often depends on the problem considered and one’s accuracy goals.
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of thermal states with lower temperature can thus be reached by “cooling” via imaginary time
evolutions
ρβ =
Z (0)
Z (β)
exp(−βH/2)TrQ [|Ψ0〉 〈Ψ0|] exp(−βH/2)
= TrQ
[
Z (0)
Z (β)
exp(−βH/2) |Ψ0〉 〈Ψ0| exp(−βH/2)
]
→ |Ψβ〉 =
√
Z (0)/Z (β) exp(−βH/2) |Ψ0〉 .
(5.6.11)
The evaluation of any physical observables can then be accessed as
〈O〉 = TrP [ρβO] = 〈Ψβ |O |Ψβ〉 . (5.6.12)
Thus as a last step we derive the purification of the canonical ensemble for β = 0, which is the the
“worst case” in terms of how mixed the state is (all states contribute equally), but the “best case”
for an analytical analysis. The purification here is trivial, because
ρ0 =
1
dL
I =
(
1
d
I
)⊗L
, (5.6.13)
and
1
d
I = TrQ
[(∑
σ
1√
d
|σ〉P |σ〉Q
)(∑
σ′
1√
d
〈σ′|P 〈σ′|Q
)]
. (5.6.14)
The purified state at each physical plus ancillary site i can thus be read of as the maximally entangle
state (T →∞)
|Ψi ,0〉 =
∑
σ
1√
d
|σ〉P |σ〉Q , (5.6.15)
or any state connected to it via unitary transformations on P and Q, separately. One can exploit
this gauge freedom to fix the quantities conserved by good quantum numbers (which thus allows
the use of symmetries as explained in section 5.3). For our paradigmatic example of the Heisenberg
chain (5.2.1) one can reach total S = 0 as well as Sz = 0 by putting locally the physical and its
corresponding ancillary site into a singlet state
|Ψi ,0〉 = 1√
2
[|↑〉P |↓〉Q − |↓〉P |↑〉Q] , (5.6.16)
If one arranges physical and ancillary sites at odd and even sites16, respectively, the correct Γ and
Λ matrices read
Λ2i = I Γ 2i+1 =
↑: [1 0]
↓: [0 −1] Λ
2i+1 =
1√
2
I Γ 2i =
↑: [0 1]T
↓: [1 0]T , (5.6.17)
where again I is shorthand for an identity matrix of the correct dimension (1× 1 or 2× 2).
Evolving the Ancillary System: A New Disentangler Vol. I
When subjecting purified states of higher temperatures to, e.g., subsequent real time evolutions
numerical resources are usually exhausted very quickly. This is due to the fact that employing even
trivial time evolutions exp(−iHt) to the purified state belonging to exp(−βH) leads to a substantial
increase of the bond dimensions at all sites. Recently a powerful scheme for avoiding this problem
was devised [Kar12a, Kar13]. The central idea is to exploit the fact that, when calculating any
physical observable Ap, one can apply arbitrary unitary transformations of the form
〈Ap〉 = 〈Ψβ | exp(iHt)Ap exp(−iHt) |Ψβ〉 = 〈Ψβ | exp(iHt)U†QApUQ exp(−iHt) |Ψβ〉 , (5.6.18)
16Such that the MPS reads Λ0Γ 1Λ1Γ 2Λ2Γ 3Λ3 ... .
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where UQ acts on the ancillary system only, because [Ap, UQ] = 0. The question arises, whether
one can choose UQ in a clever way, such that the artificial blow up of the bond dimension in the
trivial time evolution mentioned above is removed. In [Kar12a] it was pointed out that choosing
UQ = exp(−iHQt) does the trick, if for example in the case of Heisenberg chains [defined by
Eq. (5.2.2)], HQ(J, ∆, h) is chosen as H(−J, ∆, h), which can be seen as to evolve the ancillary
system with the same Hamiltonian, but backwards in time and the sign of the magnetic field term
reversed.
The remarkable success of this disentangler has allowed to reach time scales for higher to inter-
mediate temperatures, which are out of reach for “conventional” DMRG approaches. But why does
this work? There are some insights into this question outlined in [Bar13], which will be focussed
on in the next section. Here we want to propose a rather intuitive explanation. We consider for
exemplification a Heisenberg chain (5.2.2), but different models follow analogously. What does
exp(−iHt) exp(−HQt) do to |Ψβ〉? First we notice that |Ψβ〉 =
√
Z (0)/Z (β) exp(−βH/2) |Ψ0〉,
where exp(−βH/2) and exp(−iHt) exp(−HQt) commute. Thus we can exclusively focus on |Ψ0〉.
We combine physical site and ancillary site to one with squared degree of freedom, meaning that
[given preparation (5.6.16)] the total MPS is actually a product state
Λi = I Γ i =
↑↑: [ 0 ]
↑↓: [ 1/√2]
↓↑: [−1/√2]
↓↓: [ 0 ]
(5.6.19)
in the appropriate basis. We also combine H and HQ to an Hamilton operator Hs = H⊗1 + 1⊗HQ
acting on the enlarged local Hilbert space. Trivially Hs is still the sum of local operators
hsi =(J/2) (S
+ ⊗ I )i ⊗ (S− ⊗ I )i+1 + (J/2) (S− ⊗ I )i ⊗ (S+ ⊗ I )i+1
+ J∆ (Sz ⊗ I )i ⊗ (Sz ⊗ I )i+1 − h(Sz ⊗ I )i
− (J/2) (I ⊗ S+)i ⊗ (I ⊗ S−)i+1 − (J/2) (I ⊗ S−)i ⊗ (I ⊗ S+)i+1
− J∆ (I ⊗ Sz )i ⊗ (I ⊗ Sz )i+1 − h(I ⊗ Sz )i .
(5.6.20)
First we take a look at the part of hsi acting on the physical sites (originating from H ⊗ 1). Given a
state as in Eq. (5.6.19) the action on two neighboring sites of this part of hsi induce transitions as
↓↑ | ↑↓ (J/2)(S
+⊗I )⊗(S−⊗I )−→ (J/2) ↑↑ | ↓↓
↑↓ | ↓↑ (J/2)(S
−⊗I )⊗(S+⊗I )−→ (J/2) ↓↓ | ↑↑
x |y (J∆)(S
z⊗I )⊗(Sz⊗I )−→ sign1(x)sign1(y)(J∆/4) x |y
x |y (−h)(S
z⊗I )⊗(I⊗I )−→ (−h/2)sign1(x) x |y ,
(5.6.21)
where x , y ∈ {↑↓, ↓↑}, sign1(↑↓) = 1 and sign1(↓↑) = −1. All other transitions do not occur. The
action of solely the physical part of hsi thus induces highly non-trivial transitions to a state not only
with different prefactors (→ phases), but completely different structure (e.g. finite weight is given
to ↑↑ | ↓↓). This leads to a non-trivial time evolution. Now we also include the evolution of the
ancillary system (from 1⊗ HQ). The transitions induced are
↓↑ | ↑↓ (−J/2)(I⊗S
−)⊗(I⊗S+)−→ (−J/2) ↓↓ | ↑↑
↑↓ | ↓↑ (−J/2)(I⊗S
+)⊗(I⊗S−)−→ (−J/2) ↑↑ | ↓↓
x |y (−J∆)(I⊗S
z )⊗(I⊗Sz )−→ [−sign1(x)][−sign1(y)](−J∆/4) x |y
x |y (−h)(I⊗S
z )⊗(I⊗I )−→ (−h/2)[−sign1(x)] x |y .
(5.6.22)
We find that all transitions occur with reversed sign. The total time evolution of Hs including both
terms H and HQ thus becomes trivial. One could interpret this as follows. While the purified state is
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Figure 5.7.: When treating finite temperature via purification one encounters a general gauge freedom by
inserting  and  in the contraction above (with  · = 1) (a). Reinterpreting the two sites
P and Q as one (b) and the contraction from top to bottom as unity (c), shows that using
 = e−iHt the corresponding physical time evolution can be cancelled. We concentrated only
on β = 0 explicitly, but all other cases follow from this.
not an Eigenstate of H alone, it is an Eigenstate of the Hamilton operator including HQ. Of course
this is only possible because at β = 0 the state is maximally entangled (product of local singlets of
the physical and ancillary site) meaning that if the physical spin points upwards, the ancillary spin
must point down and vice versa. This encodes the simple relation between H and HQ for enforcing
trivial time evolution.
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With the above mentioned trick one can efficiently calculate dynamical finite temperature response
functions of the form
χ(β, t) =
1
Zβ
Tr
[
e−βH e iHtBe−iHtA
]
, (5.6.23)
where A and B are some “response” operators17. Usually in this context the Fourier transform
χ(β,ω) of χ(β, t) is studied. In [Bar13] the authors provide an alternative view on the issue of
the gauge freedom UQ outlined above. Their perspective involves to depict the purified MPS, with
alternating physical and ancillary site, rather as an MPO of combined physical and ancillary site18.
Again it suffices to concentrate on the case β = 0, where all finite β follow analogously. The
transition from MPS to MPO for the state is schematically shown in Fig. 5.7. Blue and green
boxes denote the (optional) unitary transformation, which can be inserted. For the above described
disentangler they correspond to exp(−iHQt) and exp(iHQt).
The pictogram (a) is the MPS formulation. After combining physical and ancillary site to one
MPO [shown in (b)], one can exploit the fact that the operator |Ψ0〉 〈Ψ0| is the unity operator.
Importantly, it became explicitly in (c), that the green box signalling exp(iHQt) and the physical
exp(iHt) cancel, while the operator exp(−iHQt)A exp(iHQt), becomes trivial if A = 1. In this fact
founds the success of evolving the ancillary system (backwards in time).19 But more can be gained.
If one chooses to calculate χ(β, t) as
χ(β, t) =
1
Zβ
Tr
[
e−βH/2
{
e iHt/2Be−iHt/2
}{
e−iHt/2Ae iHt/2
}
e−βH/2
]
, (5.6.24)
17Typically current operators of some form.
18The reasoning is in this respect thus similar to what we outlined above as combining physical and ancillary site into
one site by doubling the local degrees of freedom. Then again the MPS is treated this is different in the following.
19Even if A 6= 1, if A is local large simplification occurs resulting in immense speed ups, because of the fact that the
speed of spreading physical information is bound by the Lieb-Robinson bounds [Lie72].
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Figure 5.8.: Shifting the physical time evolution at the bottom of the contraction (following Fig. 5.7) to
the ancillary system, realizes the new “disentangler” of [Kar12a] trivially. It additionally allows
for exploiting the t/2-trick for correlators avoiding “mixed propagation” (see main text for
details).
one only needs to evolve up to the largest time t/2 instead of t, which gives a “free” factor of two
in reachable times, which is immense, given that the numerical effort usually grows exponentially
in the time [Bar13]. In a naive MPS implementation the price to pay though is that one needs to
calculate
{
e iHt/2Be−iHt/2
} |Ψβ〉 (and the conjugate of this with B → A), which cannot be done in
a simple forward time evolution20. In this thesis we want to present a very simple way around this.
So far we have looked at the disentangler in views of schematic (a) of Fig. 5.7, only. But actually
(c) tells us, that there is simple link between physical and ancillary site, which can be exploited. For
example in the maximally entangled state of a Heisenberg chain Eq. (5.6.16) one could apply Sz
to measure whether a spin is pointing up or down at a physical site. Equivalently one could apply
−Sz to the ancillary site belonging to it, to measure precisely the same. So obviously operators can
be shifted from physical to ancillary and vice versa following given rules21. Let us forget about the
gauge freedom (green and blue boxes) for a moment. If we start at (c), restore the state as in (b)
and shift the physical time evolution e iHt to the ancillary sites, we precisely get exp(−iHQt) for a
state as in Eq. (5.6.16). exp(−iHQt) can then be arranged like the blue box in (a). This is depicted
in Fig. 5.8. Now the disentangler and the t/2-trick can be exploited trivially with only a forward
time evolution.
5.7 From Finite Size to Infinite Size DMRG
So far we have focussed on finite systems, but actually it is also possible to tackle systems in the
thermodynamic limit directly as long as they are translational invariant. This is true for both ground
state searches as well as real or imaginary time evolutions.
5.7.1 Ground States of Infinite Systems
Quite similarly to the iterative procedure outlined above one can implement an infinite ground
state search. The essential idea is to grow the chain iteratively (instead of repeatedly sweeping
through the chain). While growing the chain we call the left half of the system A and the right
half B. The different sites will be uniquely labelled throughout the growing process by the two
indices A or B as well as the iteration step they were inserted. We start with only two sites
|Ψ1〉 =
∑
σA1 ,σ
B
1
Ψσ
A
1 ,σ
B
1
∣∣σA1 〉 ∣∣σB1 〉, which can be recast into an MPS easily, by (1) optimizing with
respect to H and (2) performing a singular value decomposition as always. We arrive at the MPS
20And thus involves doing the left time evolution over and over again for each time step, which is expensive.
21E.g. Sz on a physical site turns to −Sz on an ancillary one.
76 CHAPTER 5. DENSITY MATRIX RENORMALIZATION GROUP
representation |Ψ1〉 =
∑
σA1 ,σ
B
1
Aσ
A
1 Λ1B
σB1
∣∣σA1 〉 ∣∣σB1 〉. Now we can insert two more site
|Ψ1〉 =
∑
{σ}
Aσ
A
1 Ψσ
A
2 ,σ
B
2 Bσ
B
1
∣∣σA1 〉 ∣∣σA2 〉 ∣∣σB2 〉 ∣∣σB1 〉 , (5.7.1)
where now the matrix Ψ
σA2 ,σ
B
2
aA1 ,a
B
1
is optimized and decomposed to
|Ψ1〉 =
∑
{σ}
Aσ
A
1 Aσ
A
2 Λ2B
σB2 Bσ
B
1
∣∣σA1 〉 ∣∣σB1 〉 . (5.7.2)
At this point the procedure can be iterated. Two things can be achieved with this algorithm. On the
one hand, we can stop at finite size L of the chain and use the grown MPS as an initial guess offered
to a finite size iterative ground state algorithm. This will dramatically decrease the number of sweeps
needed to converge and also helps protect the algorithm from getting stuck in non-global energy
minima. This is the constructive prediction procedure promised in section 5.5. On the other hand,
we can continue to grow a bigger and bigger chain, until the information of the boundaries (pushed
further and further away from the central unit under optimization) is sufficiently unimportant. As a
measure for this one can use the fidelity [McC08]
F (ρ1, ρ2) = Tr
[√√
ρ1ρ2
√
ρ1
]
, (5.7.3)
which should approach 1 (for more implementation details on this see [Sch11b]). Afterwards, taking
the last optimized cell as the unit cell of an infinite chain, properties in the thermodynamic limit can
be addressed. We can also proceed similarly with a ground state unit cell found via an imaginary
time evolution.
5.7.2 Real and Imaginary Time Evolutions
Putting the unit cell into Γ -Λ notation, either by exact means [Sch11b] or approximately by succes-
sively applying unities to the MPS, allows to treat (thermo)dynamics of infinite systems. Imagine
an infinite chain of repeating unit cells, e.g. ... (ΛΓΛΓ )(ΛΓΛΓ ) ... . After a Trotter decomposition of
the full time evolution operator into elementary ones, the entire chain can be propagated forward
in time by only treating the unit cell explicitly. Whenever elements are needed which would lie
outside of the unit cell, copies of their counterpart inside the unit cell are used. This is depicted
schematically in Fig. 5.9. The first two steps of the Trotter decomposition require one copy of a Λ
matrix and one copy of a ΓΛ matrix pair. Updates of the copies also affect the matrices inside the
unit cell22. When one uses Abelian symmetries one needs to be careful with the quantum numbers.
After the copying process of certain elements from the unit cell to the boundaries of it, all the
quantum numbers belonging to these copied matrices for all sectors should be interpreted as shifted
by the global quantum number of the entire unit cell. Thus when copying the Λ matrix in step (1)
in Fig. 5.9 the corresponding quantum numbers should be reduced by the global quantum number
of the unit cell. In step (2) it should be added instead.
5.8 DMRG: Success and Failure
In this concluding part of the chapter we want to shed some more light on why and when DMRG
works particularly good or bad. We have already hinted at appropriate places what renders a DMRG
approach better or worse, but we have not at all thoroughly devoted a lot of thought to this. At the
bottom of the explanation rests the insight, that the physical entropy dictates the bond dimension
one needs to use to achieve a certain accuracy of the MPS. The bond dimension in turn is restricted
by numerical resources and thus when the spreading of entropy through the system is to ugly,
DMRG is doomed to fail. We already argued that due to area laws thus the one-dimensional case is
22Using circular lists implementing this is a trivial extension to the finite size time evolution code.
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(1)
(2)
Figure 5.9.: Time evolving a MPS in the thermodynamic limit can be done by treating only some finite unit
cell explicitly. Whenever matrices from outside the unit cell are needed, they are periodically
copied to the right place.
particularly well suited for DMRG23. But we can be more precise. Let us revisit the MPS in mixed
canonical form given in Eq. (5.1.12). The bipartition of the system at the position where A- turn
to B-matrices, directly gives |Ψ〉 = ∑a Sa,a |a〉A |a〉B , where |a〉A (|a〉B ) contains all A(B) matrices.
From this the reduced density matrices of the two subsystems, divided by the bipartition,
ρ˜A/B =
∑
a
S2a,a |a〉A/B 〈a|A/B (5.8.1)
can be read off due to normalization. Both reduced density matrices share a spectrum wa = S
2
a,a,
which is nothing but the squared singular values. The von Neumann entropy reduces to
SA|B (|Ψ〉) = −Tr [ρ˜A ln ρ˜A] = −
∑
a
S2a,a ln S
2
a,a . (5.8.2)
This provides the quantitative link between entropy and singular values needed. If the entropy is
0, due to
∑
S2a,a = 1, there can be only one entry in the spectrum with weight wa = S
2
a,a = 1.
We recover a pure state trivially handled by DMRG. The larger the entropy is the more shallow the
spectrum gets. Translated this means that more and more singular values contribute with significant
weight and the bond dimension needs to increase. In the worse case (for simplicity we assume a
bipartition in the middle now) where the entropy is equal to SmaxA|B = L/2 ln d , all weights contribute
equally, and none of the singular values can be disregarded. DMRG becomes just as expensive
as exact diagonalization. Luckily in usual one-dimensional setups this later case rarely occurs in
practice.
We can now also understand the performance difference arising from local vs. global quenches. If
we have prepared the system in the ground state (or some thermal state when the new disentangler
is used for that matter) belonging to some Hamiltonian H0, applying subsequent time evolutions
with H0 does not alter the entanglement in the system and the bond dimension remains constant. If
we now instead apply a quench which acts globally and thus perform time evolutions with a different
Hamiltonian H, the entanglement will rise in an exponential fashion with increasing time at all sites.
For fixed available numerical resources the algorithm runs into a “wall” in time after which the
results will quickly loose their significance. Pushing this “wall” to larger times remains exponentially
expensive. If one instead applies only a local quench the Lieb-Robinson bounds [Lie72] provide an
upper bound on how fast entanglement can spread around this perturbation. This is often referred
to as the physical light cone, in analogy to relativistic theories. Therefore the (still exponential)
rise in the bond dimension is restricted to sites centred around the position of the local quench.
Since in usual application the light cone travels to much fewer sites than the (large) system under
consideration has in total, this leads to an immense speed up in the numerics.
23And luckily entails very interesting strong correlation physics.
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Introduction
In this chapter we want to complement our two approaches of choice (FRG→ Chapter 4 and DMRG
→ Chapter 5) by a non-exhaustive list of alternative methods. Those can be used to (1) benchmark
the validity range of the perturbatively motivated FRG, (2) approach limits inaccessible to our
main methods and/or (3) extract (additional) analytical insights. Years of research have brought
forth a zoo of different powerful methods to tackle correlated quantum many-body problems. We
concentrate exclusively on those relevant for the remainder of this thesis.
Outline
In the following we want to first relate the FRG to a plain perturbation theory in the Coulomb
interaction. Then we advance to the so called Hartree-Fock approach, which treats interactions on
the mean field level. For strongly correlated systems both frequently break down in low dimensions
and the need for non-perturbative methods arises. Linearizing the dispersion of the one-dimensional
Fermi gas around the Fermi points leads to a simplified model. One can find an exact solution of
the latter using bosonization. Furthermore, the so called real time renormalization group has proven
very useful to tackle quantum impurity problems. Finally, we present some non-formal and very brief
introduction to the ideas of the numerical renormalization group, which applied to impurity setups
yields numerically exact results in equilibrium.
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6.1 Perturbation Theory
To first order in the Coulomb interaction it is straightforward to relate FRG to perturbation theory.
We consider a Hamiltonian
H =
∑
k1k2
k1k2 c
†
k1
ck2 + U
1
4
∑
k1k2k3k4
v¯k1k2k3k4 c
†
k1
c†k2 ck4 ck3 , (6.1.1)
where we have written explicitly the (supposedly small) parameter U. First, we expand all vertex
functions γΛm in terms of U
γΛm =
∞∑
n=1
γΛm,nU
n . (6.1.2)
To O(U), the flow equations [compare (4.3.17) and (4.3.19)] then read (sums implied)
∂Λγ
Λ
1,1 = Tr
(
G Λ0
(
∂Λ[G
Λ
0 ]
−1)G Λ0 γΛ2,1) ,
∂Λγ
Λ
m,1 = 0 , m ≥ 2 .
(6.1.3)
Therefore, first-order perturbation theory in U is reproduced by the FRG by simply neglecting
the feedback of the self-energy to its own flow equation and keeping all further vertex functions
constant. There is also a simple diagrammatic argument to why the FRG scheme truncated to first
order reproduces first order perturbation theory if the self-energy feed back is neglected. On the
right hand side of the single flow equation of a first order truncation scheme an explicit prefactor U
due to the two-particle vertex shows up (compare Fig. 4.3). With this all further dependencies on U
can be neglected. Especially setting the full Green’s function in Eq. (4.3.18) to the non-interacting
one, one can replace the star differential operator ∂∗Λ, acting only on the explicit cut-off dependence,
by a full one ∂Λ as the self-energy was disregarded. Subsequently the flow equation can be integrated
trivially leading to the first order diagram (in U) of plain perturbation theory.
6.2 Hartree-Fock
We concentrate for a moment on equilibrium. An upper bound for the ground state energy of a
system can be given by minimizing some ansatz for its ground state with respect to energy. If we
generalize this to finite temperatures we arrive at the so called Hartree-Fock approach1. Considering
two arbitrary statistical operators ρˆ and ρ˜ the following inequality holds:
Tr [ρ˜ (ln ρˆ− ln ρ˜)] ≤ 0 . (6.2.1)
Plugging in the grand canonical density matrix for ρˆ = exp(−βH)/Z (where a possibly present
chemical potential has been shifted to the Hamiltonian) gives
Ω = −T ln Z ≤ Tr (H ρ˜) + T Tr (ρ˜ ln ρ˜) = 〈H〉ρ˜ − T S˜ = Ωvar , (6.2.2)
for the free energy. Next, we assume that the Hamiltonian can be written as
H =
∑
ij
λij Aij + U , (6.2.3)
such that for U = 0 the problem can be solved (e.g. defines a non-interacting theory). Because we
aim at an optimal set λij we introduce
ρ˜ =
exp
(
−βH˜0
)
Tr exp
(
−βH˜0
) , H˜0 = ∑
ij
λ˜ij Aij =
∑
ij
(
λij + λ
MF
ij
)
Aij . (6.2.4)
1In the presentation we follow [Kar10a].
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to obtain the upper bound of the free energy
Ωvar = 〈H˜0〉ρ˜ − T S˜ + 〈U〉ρ˜ −
∑
ij
λMFij 〈Aij〉ρ˜ = Ω0(λ→ λ˜) + U(〈A〉ρ˜)−
∑
ij
λMFij 〈Aij〉ρ˜ . (6.2.5)
For the deviation it was assumed that the expectation value of U depends on 〈A〉 only, which in
practice is always fulfilled. Here the index MF indicates that we treat quantum fluctuations effectively
on the mean field level for the part we cannot solve denoted by U. Performing the minimization we
find
∂Ωvar
∂λMFij
= 〈Aij〉ρ˜ +
∑
kl
∂U(〈A〉ρ˜)
∂〈Akl〉ρ˜
∂〈Akl〉ρ˜
∂λMFij
− 〈Aij〉ρ˜ −
∑
kl
λMFkl
∂〈Akl〉ρ˜
∂λMFij
!
= 0 , (6.2.6)
and the ansatz for the free energy becomes minimal if
λMFij =
∂U(〈A〉MF)
∂〈Aij〉MF ⇔ 〈Aij〉MF =
∂Ω0
(
λij → λij + ∂U(〈A〉MF)∂〈Aij〉MF
)
∂λij
. (6.2.7)
This yields the upper bound of the free energy
ΩMF = Ω0
(
λij → λij + ∂U(〈A〉MF)
∂〈Aij〉MF
)
+ U(〈A〉MF)−
∑
ij
∂U(〈A〉MF)
∂〈Aij〉MF 〈Aij〉MF . (6.2.8)
The ideas outlined above can be readily applied to a quantum many-body problem. Here we aim
at a set of single-particle states which incorporate the effects of the two-particle interaction in the
“optimal mean field way”. For our standard Hamiltonian,
H = H0 + U =
∑
k1k2
k1k2 c
†
k1
ck2 +
1
4
∑
k1k2k3k4
U¯k1k2k3k4 c
†
k1
c†k2 ck4 ck3 , (6.2.9)
we can rewrite the expectation value of the Coulomb interaction with respect to some non-interacting
density exploiting Wick’s theorem
〈U〉MF = 1
2
∑
k1k2k3k4
v¯k1k2k3k4
〈
c†k1 ck3
〉
MF
〈
c†k2 ck4
〉
MF
. (6.2.10)
Using the above outlined reasoning we then obtain the self-consistent Hartree-Fock equations〈
c†k1 ck2
〉
MF
=
∂Ω0
(
→ MF)
∂MFk1k2
, MFk1k2 = k1k2 +
∑
k3k4
v¯k1k3k2k4
〈
c†k3 ck4
〉
MF
. (6.2.11)
6.3 Bosonization
This section is devoted to the method of bosonization [Hal81, Bru04, Sch05a]. Bosonization is a
analytical method to study correlated one-dimensional systems using only a few (often not very
crucial) approximations. Importantly, within bosonization one can demonstrate the failure of Fermi
Liquid theory in one dimension and that this concept has to be replaced by the theory of a Luttinger
Liquid (compare section 3.2.1). Furthermore, it can be used to map the low energy degrees of
freedom of certain models to one another as hinted for the IRLM ↔ SBM in section 3.6.3. In what
follows we concentrate on presenting key results and ideas rather than being concerned with details
of mathematical rigour.
6.3.1 Basics
Let us consider the one-dimensional Hamiltonian
H0 =
∑
k
k c
†
k ck . (6.3.1)
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If we assume H0 to describe a free gas of spinless electrons in a box of width L with periodic
boundary conditions the dispersion is simply k = k
2/2m. Due to the finite boundary conditions
the values of momentum are restricted to kn = ∆n = 2pin/L, and the ground state is given by
a filled Fermi sea between kF and −kF . If one aims solely at the low-lying excitations, linearizing
around the Fermi points appears to be a valid approximation. The energy dispersion around those
two Fermi points then reads  ∼ ±(k ∓ kF ). Now, for an equidistant spectrum  ∼ ∆n, shifting
a single electron from the Fermi edge m steps upwards costs precisely the same amount of energy
as raising it only by m − 1 levels and simultaneously shifting another one from the second-lowest
level by one step. This simple idea motivates that the low energy physics is governed by collective
particle-hole excitations, which we want to describe mathematically by operators
bn =
1√
n
∞∑
m=m0
c†mcm+n , (6.3.2)
where cn = ckn , n > 0, and m0 ≤ 0 is the lower boundary of (the right branch of) our linear
spectrum. For these one can show [Sch05a] the Kronig identity
∞∑
n=1
nb†nbn =
∞∑
m=m0
mc†mcm − (N˜2 + N˜ − |m0|2 − |m0|)/2 . (6.3.3)
as well as the commutation relations n > n′
[bn, bn′ ] = 0 ,
[bn, b
†
n′ ] = −
1√
nn′
m0+n
′−1∑
m=m0
c†m+n−n′cm
(∗)
= δnn′ ,
(6.3.4)
where (∗) holds only in the subspace of states in which all single-particle levels n < N are occupied.
Surprisingly, all non-quadratic terms on the right hand site of Eq. (6.3.3) vanish except in N˜ =
N − |m0| − 1, with N being the particle number operator. The fact that all further non-quadratic
terms vanish lies at heart of the exact solution of an interacting quantum many-body problem via
bosonization: (1) mapping the quadratic part does not give any non-quadratic contributions (besides
the trivial one in N˜) as shown above, (2) interactions (four field operators in the fermionic language)
map (less surprisingly) to quadratic contributions in the bosonic bs. In total the interacting fermionic
theory is mapped to a non-interacting bosonic one. We will put this in a more formal framework in
the next part.
6.3.2 Exact Solution in One Dimension
Following the ideas presented above we now assume that
1. the operators bn generally fulfil bosonic commutation relations.
2. both branches of the linear spectrum represent different independent Fermi species called “left-
and right-movers”.
3. the independent branches extend over all values of m, meaning m0 → −∞. This adds a filled
infinite Fermi sea for each branch.
We can then rewrite
H0 = vF
∑
n 6=0
knb
†
nbn + HN , (6.3.5)
where HN contains only the terms depending on N. The operators bn>0 and bn<0 are associated
with the left and right branch, respectively. As hinted above the two-particle interaction v(x − x ′)
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can be written in a quadratic bosonic form
U =
1
2L
∑
k1k2q
g(q)c†k1 c
†
k2
ck1−qck2+q =
1
L
∑
q>0
g(q)
∑
k1
c†k1 ck1+q
∑
k2
c†k2 ck2−q + H
′
N
(A)
=
∑
n>0
qn
g(qn)
2pi
(
bn + b
†
−n
)(
b†n + b−n
)
+ H ′N ,
(6.3.6)
where crucially the Fourier transform g(q) =
∫ L/2
−L/2 e
−iqx v(x)dx needs to be restricted in a last
assumption to
4. be non-vanishing only for small momenta |q|  kF
to justify (A). The total Hamiltonian can readily be diagonalized by a Bogoliubov transform
an = cosh(un)bn − sinh(un)b†−n , e2un = Kn =
√
1
1 + g(qn)/pivF
, (6.3.7)
which yields the Tomonaga-Luttinger model
H − HN − H ′N =
∑
n>0
{
kn
(
vF +
g(kn)
2pi
)(
b†nbn + b
†
−nb−n
)
+ kn
g(kn)
2pi
(
b†−nb
†
n + b−nbn
)}
=
∑
n 6=0
|kn|vF
√
1 +
g(kn)
pivF
a†nan .
(6.3.8)
To describe the low-energy physics of models out of the Luttinger Liquid universality class one
needs to generalize the above expressions by introducing different interactions g2 and g4 in the two
terms above (compare section 3.2.1). This is not done here for simplicity. The bosonic excitations
feature a linear dispersion in the low energy sector with a velocity v = vF/K0. Astonishingly, the
mapping connects a one-dimensional system of interacting fermions to free boson. The parameters
Kn completely characterize the excitation spectrum and the time evolution of the operators an(t) =
exp(−it|kn|vF/
√
Kn)an determine trivially the time evolution of an arbitrary state. However, a single
task remains: how can we deduce ...
6.3.3 ...Expectation Values including the Fermionic Operators?
We aim at a representation of the fermionic operators cn in terms of the bosonic ones bn. We
consider the Fourier transform
ψ(v) =
∞∑
m=−∞
e imv cm ⇒ [ψ(v),ψ(v ′)]+ = 0 , [ψ†(v),ψ(v ′)]+ = 2piδ2pi(v − v ′) . (6.3.9)
and introduce
iϕ(v) =
∑
n>0
1√|n|e inv bn ⇒ [ϕ†(v),ϕ(v ′)] = ln
(
1− e i(v ′−v)
)
= −
∑
m>0
e im(v
′−v)
m
, (6.3.10)
as well as
Φ(v) = ϕ(v) + ϕ†(v) ⇒ [Φ(v), Φ(v ′)] = 2i
∑
m>0
sin[m(v − v ′)]
m
=
∑
m
e im(v−v
′)
m
− 1 . (6.3.11)
For what follows we will aim at real-space Fourier transform and thus set v → 2pix/L yielding
[∂x Φ(x), Φ(x
′)] = i
2pi
L
[
2piδ2pi
(
2pi(x − x ′)
L
)
− 1
]
= 2pii
[
δL(x − x ′)− 1
L
]
. (6.3.12)
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Next, we bosonize the fermionic annihilation operator ψ(v). By looking at the commutation relation
[b(†)n ,ψ(v)] = −
1√
n
e∓invψ(v) , (6.3.13)
one can motivate the ansatz (with [bn, exp(λb
†
n)] = λ exp(λb
†
n) for bosons)
ψ(v) = O(v)e iϕ
†(v)e iϕ(v) ⇒ [bn,ψ(v)] = [bn, O(v)]e iϕ†(v)e iϕ(v) − 1√
n
e−invψ(v) . (6.3.14)
Therefore, we choose the so called Klein factors O(v) such that [bn, O(v)] = 0. Additionally, the
Klein factors need to lower the particle number by one and enforce the fermionic commutation
relations. Combining these properties we get
ψ(v) = Ke iNv e iϕ
†(v)e iϕ(v) = Ke iNv e iΦ(v) , K =
∑
N
|N〉〈N − 1| . (6.3.15)
Finally, we are now able to calculate expectation values involving the fermionic operators such as
correlation functions by the operator identity
ψ+(x , t) = O+
(
2pix
L
)
× exp
{
−
∑
n>0
exp(−iknx)√
n
[
cosh(un)a
†
n(t) + sinh(un)a−n(t)
]}
× exp
{ ∑
n>0
exp( iknx)√
n
[
cosh(un)an(t) + sinh(un)a
†
−n(t)
]}
.
(6.3.16)
This concludes our brief overview of the idea of bosonization. Much more details, such as how to
include spin-degree of freedoms, treat impurities in a real space and many other interesting issues,
can be found in [Sch05a].
6.4 Real Time Renormalization Group
6.4.1 Introduction
The real time renormalization group (RTRG) was developed to describe correlated quantum dots
in non-equilibrium [Sch09]. It is based on a diagrammatic approach, and includes a systematic
renormalization procedure. The differences in the construction of the RTRG compared to the FRG,
renders the two methods complementary to each other (see below).
We will only outline the basic ideas of the RTRG, which are needed to understand some aspect
of chapter 7. We demonstrate them on the example of the Kondo quantum dot
H =
∑
α
∑
ω,σ
α,ω,σc
†
α,ω,σcα,ω,σ + H.c. + h0Sz + Htun , (6.4.1)
Htun =
∑
αα′
∑
ωω′,σσ′
Jα,α′~S · ~σσσ′c†α,ω,σcα′,ω′,σ′ . (6.4.2)
This model describes electrons (index ω,σ) in different reservoirs (index α) with dispersion α,ω,σ,
which are coupled by Jα,α′ to an impurity spin ~S . The density of states in the reservoirs is modelled
by a Lorentzian shape of width ∼ D. The initial density matrix at t0 is supposed to be given by
a product ρ(t0) = ρS (t0)
∏
α ρres,α of the grand canonical density matrices ρres,α of the reservoirs
times the dot density matrix ρS (t0). At low temperature T the model described above cannot be
treated within a perturbative expansion in the tunnel coupling Jα,α′ as it suffers from logarithmic
divergences. Therefore, it is an ideal candidate to demonstrate a strength of the RTRG.
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6.4.2 Liouville-Laplace Space
As a first step we consider the von Neumann equation
ρ˙(t) = −i [H, ρ(t)]−, (6.4.3)
which describes the time evolution of a full density matrix ρ(t) under the action of H. We define
the superoperator L called the Liouvillian with adjoint action on any operator L • = [H, •]− defined
by a commutation with H. The von Neumann equation is then formally integrated to
ρ(t) = e−iL(t−t0)ρ(t0) , (6.4.4)
with the superoperator in the exponential. We finally aim at the description of the reduced system
and therefore trace out the reservoir degrees of freedom. Furthermore, the form of Eq. (6.4.4) renders
it possible to transform to the more convenient energy representation via Laplace transformation
ρS (E ) =
∞∫
t0
dt e iE(t−t0)ρS (t) = Trres
[
i
E − LρS (t0)
∏
α
ρres,α
]
, (6.4.5)
where the Laplace (energy) variable can be analytically continued in the complex plane. From now
on the RTRG will be set up exclusively employing this Laplace space. The dynamics are in turn
determined by the inverse Laplace transformation
ρS (t) =
i
2pi
∫ ∞+i0+
−∞+i0+
dE e−iEt ρS (E ), (6.4.6)
This signals a distinct advantage of the RTRG: as the integration contour in Eq. (6.4.6) can be
deformed to the lower half of the complex E -plane, different contributions to the dynamics can be
identified by the different non-analyticities embraced by the deformed contour. This often allows
us to deduce analytic expressions describing the dynamics. We note that the (non-equilibrium)
steady-state can be extracted by considering the limit E → 0.
6.4.3 Setting up Diagrammatics
In analogy with the Hamiltonian the Liouvillian can be separated into three different contribution
L = L0S + Lres + Ltun yielding the reduced density matrix
ρS (E ) = Trres
[
i
E − L0 − Lres − Ltun ρS (t0)
∏
α
ρres,α
]
. (6.4.7)
It can be in turn expanded in the tunnel vertices
ρS (E ) = iTrres
[∑
n
(
1
E − L0S − Lres
Ltun
)n
1
E − L0S − Lres
ρS (t0)
∏
α
ρres,α
]
. (6.4.8)
The trace over the reservoir degrees of freedom can now be evaluated using (a superoperator
extension of) Wick’s theorem and a diagrammatic language for this purpose is set up. Similarly
to the diagrammatic approach in Matsubara or Keldysh space the analogue of the Dyson equation
Eq. (6.4.8) can be derived
ρS (E ) =
i
E − L0S
∑
n
(
Σ (E )
1
E − L0S
)n
ρS (t0) =
i
E − L0S − Σ (E )
, (6.4.9)
which relates the irreducible kernel Σ (E ) (analogue of the self-energy) to the reducible object ρS (t)
(analogue of the Green’s function). The problem is now reduced to an evaluation of Σ (E ) given
by a set of irreducible diagrams. However, the terms of perturbation theory feature logarithmic
divergences at low T making it ill-defined. Therefore, a theory going beyond perturbation theory is
desired.
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6.4.4 Upgrading to a Renormalization Group
At this point the idea of a renormalization group regularization can be included. It was realized
[Ple12] that with the Laplace variable at hand one can find a very elegant way of introducing the
cut-off, which regularizes the frequency integrals: namely the Laplace variable E itself. The resulting
regularization scheme was consequently dubbed E-flow scheme. Taking one derivative with respect to
E for each logarithmically divergent frequency integral in the corresponding diagrams of the flowing
quantities under scrutiny renders their evaluation convergent. In addition the relaxation rate which
is naturally incorporated into the renormalization group flow equations cuts off infrared divergences.
Starting at very high energy E = iΛ0 one can fix the initial conditions by the perturbation theory
results and re-integrate the flow equations with respect to E to approach the low energy limit. We
note that very convincing results for the model outlined here even in the regime of strong coupling
have been obtained for the full-fledged non-equilibrium setup [Ple10, Ple12].
Now the above mentioned complementary character of the FRG and the RTRG applied to quantum
dots becomes apparent: while in FRG the influence of the reservoirs is integrated out exactly and
the interaction on the dot is incorporated via a perturbatively motivated renormalization group
procedure (compare chapter 4), this is the other way around in RTRG. In the latter the tunneling
to the reservoirs is treated in a renormalization group enhanced perturbative approach, while the
interaction on the dot is included exactly in the local many-body basis.
6.5 Numerical Renormalization Group
6.5.1 Introduction
The numerical renormalization group (NRG) is an implementation of Wilson’s general renormaliza-
tion group idea [Wil75], on a numerically exact level. Originally used to tackle the Kondo model
(compare section 6.4) it was found to give reliable results in the low energy regime [Hew93]. Soon it
was extended to a variety of strongly correlated quantum impurity models (quantum dots) [Bul08]
and since has developed to (one of) the state-of-the-art methods to describe equilibrium properties
of quantum impurities. However, due to the drastic (exponential) scaling of the numerical resources
needed in the local impurity’s quantum degrees of freedom it can in practice be applied only to
rather small impurity systems with a few correlated degrees of freedom.
6.5.2 Iterative Diagonalization
As a first step within NRG applied to quantum dots one discretizes the structureless conduction band
of the reservoir (given by Hres) by a set of logarithmically distributed energies {±(D/2)Λ−n, n ≥ 0}.
Here D is the bandwidth and Λ > 1 a numerical discretization parameter. Then the resulting
discrete model is mapped onto a semi-infinite tight-binding chain with the impurity at the first site.
Using exact diagonalization the Hamiltonian of the semi-infinite chain is then treated iteratively,
adding one site at a time, starting with the isolated impurity. Due to the logarithmic discretization,
the hopping matrix elements of the corresponding tight-binding chain tn between successive sites
tn ∼ Λ−n/2 fall off exponentially with the distance n from the impurity. Including more and more
sites of the chain iteratively therefore allows to resolve smaller and smaller energy scales. As the
Hilbert space of the chain to be diagonalized grows exponentially in the iteration process the need
for a truncation procedure arises: this can be obtained by simply retaining only the Nc lowest-lying
many-particle states at each iterative step. This is reasonable as due to the logarithmic discretization
the states of the shorter chain (at iteration step i − 1) affect those of the longer one (at iteration
step i) only in a small energy regime ∼ Λ−1/2.
Two essential approximation govern the error in the results of the NRG approach: (1) the log-
arithmic discretization of the reservoirs via Λ and (2) the truncation of the Hilbert space by Nc .
Controlling both parameters (Λ and Nc ) one finds that actually numerically exact results can often
be reached, which can be check by comparing, e.g., to the Bethe ansatz or to the analytically
treatable limit of vanishing correlations.
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6.5.3 Dynamics?
In this thesis we concentrate on non-equilibrium dynamics. The huge success of the NRG for equi-
librium problems has motivated its extension to the non-equilibrium regime dubbed time dependent
NRG [And05, And06]. However, due to the essential approximation of logarithmically discretizing
the reservoirs additional complications show up. It was shown that using Wilson chains, which are
reservoirs with respect to particles, but not with respect to energy [Ros12], leads to multiple reflec-
tions throughout the chain (we will discuss this very briefly also in section 7.1.2). Circumventing
this problem is subject of current research [And05, And06, Ngh14].

Questions
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Introduction
Within recent years the preparation and manipulation of quantum systems has excelled in aspects
of control as well as reproducibility. Different routes to coherent quantum systems include (among
others) the fascinating field of ultra-cold gases [Blo08], atoms in electromagnetic traps [Bie09] as
well as more “solid-state” based approaches such as atoms in silicon structures [Pla12]. Earlier, the
manipulation of charge- [Pet04] and spin-degrees [Cra04, Pet05] of freedom were already demon-
strated in other semiconductor setups. Of course, from a long term perspective, those aim at the
controlled manipulation within quantum information processing – thus quantum computing. The
quest for quantum computing has triggered a cascade of theoretical as well as experimental inves-
tigations. The elementary unit needed for quantum computing is a quantum-bit (qubit), which is
often modelled by a single spin. For a more realistic description this single spin is usually coupled
to an infinite environment. These open quantum systems are prototypes for more complicated
nano-structures envisaged to enable quantum processing [Los98, Eng05] and are thus more than of
academic interest. Within these questions the dynamics of open quantum systems, such as a single
fermionic energy level coupled to and interacting with some infinite environment [IRLM (→ Section
3.5)] is particularly intriguing.
From a slightly different perspective another promising candidate for a qubit might be a super-
conducting circuit based on tunnel junctions. Those could have the advantage of easier inter-qubit
coupling, more precise electrical control as well as enhanced scalability [Wei12]. One of the simplest
of such systems is realized by an rf SQUID and can be described by a single spin plus bosonic
environment [SBM (→ Section 3.6)] as shown in [Wei12].
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Yet another interesting aspect of investigation of open quantum systems aims at understanding
the transport properties of quantum dots, as they could feature particularly interesting strongly
correlated physics (e.g. in the context of thermotransport [Mah95] – compare also chapter 8).
Furthermore, transport through quantum dot structures are intriguing as those structures describe
nano-electronic devices. A field which has attracted a lot of interest in recent years.
Finally, the open systems studied in the following (SBM and IRLM) pose basic prototype models
of quantum many-body theory. Understanding their highly non-trivial emergent behavior is thus,
apart from the above mentioned reasons, also of fundamental academic interest.
Outline
As motivated in the introduction, both the IRLM and SBM will be of central interest in the following,
with a clear focus on the transient dynamics encountered within these systems. As we focus on
the thermodynamic limit (infinite environment) we will use the developed FRG approach as well
as a complementary renormalization group procedure (RTRG → Section 6.4) to describe their
dynamics. But before doing so we will first dwell some more on the rather subtle implications of
the thermodynamic limit. Within this we start with an investigation of how this limit is realized
by increasing system size and motivate the need of a method tackling infinite reservoirs, when
an emergent low energy scale (Kondo temperature) is involved. In the first section we present
arguments in favour of our choice of method by pointing out possible pitfalls of other approaches
and showing explicitly that the FRG produces well controlled results. Section two is then devoted
to the transient dynamics of the IRLM, where we also extend the T = 0 approach given in [Ken11]
to finite T . Next, we focus on the SBM describing the relaxation dynamics of the single spin.
We find surprisingly that ’coherence’ (measured by the non-monotonicity in the dynamics) can be
greatly increased by elevating the temperature. As coherence is the main goal of any setup studied
in the context of quantum computing, this has rather counter-intuitive implications to the optimal
operating point of such devices, if the description by the SBM is sufficiently accurate. In a final
section we establish a link between the transport driven IRLM and the SBM, which goes beyond
the formal mapping introduced in Section 3.6. We close this chapter by concluding our findings.
7.1 Thermodynamic Limit and Pitfalls
In this section we want to first rewind to a rather subtle point that – so far – was swept under
the rug. It concerns the thermodynamic limit which is properly implemented as limN→∞ with
n/N = const. before calculating any observable, where n is the total particle number and N the
size of the system. In particular, when addressing the asymptotic long-time regime t0 → −∞ this
is important as otherwise this limit would certainly be ill-defined, due to recurrence phenomena.
DMRG on the one hand is implemented for finite size when considering inhomogeneous systems
such that the question remains, whether the systems are sufficiently large to describe the infinite
reservoir. Remarkably, it is a distinct advantage of the FRG on the other hand that infinite, i.e.
open, systems can be addressed directly. In the derivation however (→ Chapter 4) first finite N
is addressed, because statistical operators might otherwise be ill-defined. Then a steady-state is
assumed and flow equations are derived. Only afterwards the limit of N →∞ is realized. Thus giving
rise to the reasonable question: does the FRG properly encode the physics of the thermodynamic
limit? Setting up a FRG framework that can treat transient times (finite t0 = 0) helps to answer
this questions. But before doing so we want to dwell some more on the issue of recurrence.
7.1.1 Recurrence in Finite Systems
It is a fundamental assumption of statistical mechanics, that each point in phase space compat-
ible with the values of possible integrals of motion is sampled. Condensed in the statement of
(quasi)ergodicity [Sch06] this means that every trajectory1 comes arbitrarily close to each point in
phase space. For any finite dimensional system Poincare´ recurrence theorem [Poi90, Bar06] then
1besides a set of zero measure
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Figure 7.1.: Left: Time evolution of the occupancy n0(t) residing on a central level tunnel coupled to two
tight-binding reservoirs at t = 0 (compare the Hamiltonian given in Eq. (7.1.3) with zi = 1)
for different size of the reservoir N (initially in equilibrium and at half-filling). The other
parameters are τ = 1,  = 0 and timp = 0.1. The time at which the information about the
central level travelled through the chain and back is indicated by vertical arrows. Clearly, this
is the relevant time scale where the observable “feels” the influence of the boundary as finite
size deviations show up. It scales linearly in N. Right: The same now by usage of a Wilson
chain. As λ (with zi = λ
−(i−1)) is increased the recurrence time can be pushed to larger
values. However, artificial oscillations steaming internal reflections induced by zi 6= 1 appear.
This renders simple Wilson chains problematic for general non-equilibrium studies.
states that for each quantum system with volume preserving2 flow in phase space for every  > 0
and T0 > 0 there exists a time tr > T0 such that
||ψ(tr )〉 − |ψ(0)〉| <  , (7.1.1)
with the state vector at t given by |ψ(t)〉. For a general interacting quantum system this highly
non-trivial statement is difficult to scrutinize, but it is known that details (such as the value of
tr ) are strongly dependent on the initial state |ψ(0)〉 as well as the Hamiltonian determining the
dynamics. Loosely speaking this means that for a finite quantum system the state vector |ψ(t)〉
returns arbitrarily close to its initial state vector |ψ(0)〉 infinitely often. This defines a recurrence
time tr which is expected [Sch06] to scale exponentially in the number of quantum degrees of
freedom. But for the usual low-dimensional finite size systems studied here this exponentially large
time is not the quantity of interest, determining when finite size effects become prominent. This
latter time rather scales linearly in system size. Put more quantitative, if the finite size effects in
the initial state are neglected, information about any perturbation travels with a typical speed c
through the chain. c is linked to the Lieb-Robinson bound [Lie72] which dictates, that correlators
Cij = 〈Ai Bj (t)〉 are suppressed exponentially3 outside a “light-cone” of width 2ct around site i
(|i − j | < ct). To illustrate this point we consider a non-interacting finite size model
H = H0 + Hres + Htun , (7.1.2)
H0 = c
†
0 c0 , Hres = τ
∑
α=L,R
N∑
i=1
zi c
†
α,i cα,i+1 + H.c. , Htun = timpΘ(t)
∑
α=L,R
c†α,0cα,1 + H.c.
(7.1.3)
via exact diagonalization. This model describes a single level (denoted by 0) at energy , which
is coupled by reduced hopping timp < |τ | to two nearest neighbor hopping tight-binding reservoirs
of size N. For now we choose  = 0 and zi = 1. We prepare the reservoirs in their decoupled
2being fulfilled for any physical system due to Liouville’s theorem [Sch06].
3Note that this is astonishing as we are dealing with non-relativistic theories.
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ground states and consider an initially empty single-level. At t = 0 the coupling of single-level
and reservoirs is switched on. The subsequent non-equilibrium dynamics of the occupancy of the
single-level n0 =
〈
c†0 c0
〉
is shown in Fig. 7.1(a). The velocity c in this non-interacting model is
given by the Fermi velocity c = vf = 2τ . Thus the information of the coupling at site 0 travels
through the chain and back to site zero in time T0 = 2N/(2τ) = N/τ . These times are marked for
different system sizes N by vertical arrows in Fig. 7.1(a). At T0 the finite size effects are striking
4.
Clearly this “recurrence” time of the perturbation at t = 0 around the site denoted by 0 scales
linearly in N (and proportionality factor ∼ 1/c).
7.1.2 Wilson Chains as Reservoirs?
In equilibrium, when aiming at impurity physics (such as the Kondo effect) it is well known that
one can modify the reservoirs to model infinite reservoirs very efficiently. In impurity systems where
very low energy scales need to be resolved, using a Wilson chain improves the low energy resolution
exponentially. This formulation lies at heart of any NRG (→ Section 6.5) implementation and the
corresponding reservoirs are referred to as Wilson chains. We can model Wilson chains within the
Hamiltonian defined in Eq. (7.1.3) by setting
zi = λ
−(i−1) , λ > 1 . (7.1.4)
This decouples the end of the chain in an exponential fashion. In the context of non-equilibrium,
however, it was shown, that modelling the reservoirs this way leads to severe artefacts. This is
basically a consequence of the Wilson chains being reservoirs with respect to particles, but not
with respect to energy [Ros12]. In setups like considered above, this most prominently leads to the
build up of Wilson Tsunamis [Sch10, DdS08], which is the piling up of charge in the leads and in
multiple reflections throughout the chain. In Fig. 7.1(b) the same is shown as in Fig. 7.1(a), but
for constant N = 46 and different λ. As λ is increased the time at which the reflection from the
boundary becomes prominent can be pushed to large values, but at the costs of artificial oscillations.
These oscillations are the consequences of small reflections in the Wilson chain due to the reduced
hopping from one site to the next. Thus, despite the usefulness of Wilson chains in equilibrium in
non-equilibrium additional complications are encountered.
7.1.3 N →∞
No matter how one rephrases the problem, whenever quantum impurity physics involve an emergent
low energy scale TK (e.g. exponentially small for Kondo physics) calculations get quite difficult to
handle with finite size algorithms. In a steady-state or equilibrium setup this manifests, e.g., in a
long-ranged screening cloud of length 1/TK . For the dynamics, on the other hand, it reduces to the
fact that very large time scales t ∼ T−1K ought to be reached. As the limit where TK is much smaller
than the “bare” energy scales is usually the interesting one5 it is a distinct advantage of FRG that
the limit N → ∞ can be addressed readily. As already explained earlier in this section this comes
at the price that one might wonder whether the order of limits in the method’s derivation properly
implements the physics of the thermodynamic limit. Here we will shortly demonstrate explicitly that
the long time asymptotes indeed recover the results obtained in a steady-state formulation.
We consider an open system similar to the one defined in Eq. (7.1.3) with zi = 1 and N → ∞.
Additionally, we add the non-trivial interaction term
U =
∑
α=L,R
Uα
(
nα,1 − 1
2
)(
n0 − 1
2
)
, (7.1.5)
to the Hamiltonian to recover the IRLM (→ Section 3.5). Furthermore, we consider the scaling
limit τ → ∞ with t2imp/τ = Γ1D finite (→ Section 3.5) where already in the non-interacting case
4fintie size effects steaming from the ground state preparations in the reservoirs are actually irrelevant in this
non-interacting model.
5because then bandstructure, etc. is irrelevant.
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Figure 7.2.: Occupancy n0 of the IRLM in the scaling limit timp/Γ = 0.0025. The interaction strength is
Uα/Γ = 0.1 and we consider vanishing temperature T = 0 and chemical potential µ = 0 in
both reservoirs. We solve for the occupancy in the steady-state formulation of the FRG (→
Section 8.2) as well as resolving its transient dynamics (→ Section 7.2) and then compare the
long time asymptotes of the latter to the values obtained in the former. The slide at TK t →∞
shows the last value obtained for the time evolution (symbols) compared to the values obtained
from the steady-state analysis. They are in excellent agreement.
Uα = 0 the relevant low energy scale Γ1D  τ , rendering this limit difficult to access with finite
size algorithms. For more details, e.g., why this limit is particularly interesting we again refer to
Section 3.5, for the time being only the results are relevant. We can tackle this model in the
steady-state formulation of the FRG (→ Section 8.2) as well as solve for its transient dynamics
(→ Section 7.2) and then compare the long time asymptotes of the latter to the values obtained
in the former. This is depicted in Fig. 7.2. The value obtained for very large times (on the scale
∼ 1/TK ) compares perfectly to the long-time asymptote obtained from a steady-state code. For
the IRLM this was already hinted by comparing to other methods6 (see [Kar10d,Kar10b] compared
to [Doy06,Doy07,Bor07,Bou08,And11b] in various limits). Generally, one can argue that within the
first order truncation scheme7 used to tackle the time evolution one will always recover the steady-
state FRG results for asymptotically large times if only one condition is met. If we interpret the
combination of physical Hamiltonian and contributions to the self-energy from both the bath and
the finite interaction as an effective time dependent non-hermitian Hamiltonian Heff(t) this becomes
particularly easy to see. We consider the matrix Heffi ,j (t), with elements H
eff
i ,j (t) = 〈i |Heff(t) |j〉 =
U(t)D(t)U−1(t) in the single-particle states which can be diagonalized8 using U with diagonal
matrix D. If limt→∞ Im[Dii (t)] < 0 for all i at large times there exists a decay channel to every
quantum level and a steady state is reached which corresponds to the same one as gained by taking
t0 → −∞ before hand. Actually, this is a very mild condition, as one usually considers a finite
quantum system (e.g. multi-level dot), coupled to an environment introducing some characteristic
decay channel Γ . This gives limt→∞ Im[Dii (t)] < 0 without interaction. Finite interaction, of
course, leads to a non-trivial renormalization of those values, but does usually not alter their sign9,
keeping in mind that the interaction is kept small.
6such as DMRG, field-theory approaches and RTRG.
7Higher order truncation schemes are impractical at the moment [Ken11].
8We assume that the matrix is not defective.
9limt→∞ Im[Dii (t)] = 0 would lead to a perfect decoupling of certain levels from their decay channel,
limt→∞ Im[Dii (t)] > 0 is even worse as it would violate the Pauli-principle.
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Figure 7.3.: Sketch of the single-level quantum dot studied in this section. It consists of a single site
subjected to an onsite energy  and coupled to two structureless reservoirs (index α = L, R)
held at in general different temperatures Tα and chemical potential µα.
7.2 Transient Dynamics of the IRLM
In this section we explain in detail how one can solve for the transient time evolution within the
FRG scheme outlined in chapter 4. As an example we will study the IRLM (→ Section 3.5), but
extensions to other kinds of systems (fermionic or bosonic, open or closed, ...) are straight forward.
For the FRG it is vital to restrict the interaction to the region, which is treated explicitly (in contrast
to the reservoirs, which can be integrated out). Thus, we take into account the first site of what
is conventionally called the reservoir explicitly and follow the argument outlined in Section 3.5. We
always assume a product form ρ(0) = ρdot0
∏
α=L,R ρres,α for the initial density matrix in the following.
Here ρres,α is the grand canonical density matrix (characterized by temperature Tα and chemical
potential µα) of reservoir α and ρ
dot
0 the initial (uncorrelated) density matrix of the dot.
7.2.1 Warm-up: Single-Level (U = 0)
As a warm-up and for benchmarking reasons we first consider the non-interacting case Uα = 0.
Here we can aim right away at a single-level coupled to reservoirs in the wide-band limit, as no
interaction needs to be included. The decoupled, non-interacting Green’s functions read
g R/A(t, t ′) = ∓ie−i(t−t′)Θ(±(t − t ′)) , (7.2.1)
g K(t, t ′) = −i(1− 2n¯0)e−i(t−t′) , (7.2.2)
where n¯0 is the initial occupancy of the central level. Those must be dressed by the self-energies
Σ R/Ares,α(t, t
′) = ∓i
∑
α=L,R
Γ1D,αδ(t − t ′) , (7.2.3)
Σ Kres,α(t, t
′) =
∑
α=L,R
−Tαe−iµα(t′−t)Γ1D,α
∑
±
1
sinh[piTα(t ′ − t ± iδ)] . (7.2.4)
For simplicity, we choose Γ1D,α = Γ1D in the following. Using Eq. (4.1.32) and employing a
transformation to relative and ’center of time’ variables ∆t = t2 − t1 and T = t1 + t2 inside the
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double integral one can find closed form expressions for the reservoir dressed Green’s functions
G R/A(t, t ′) =∓ ie−i(t−t′)e∓2Γ1D(t−t′)Θ(±(t − t ′)). (7.2.5)
G K(t, t) = (1− 2n¯0)e−4Γ1Dt
+ lim
δ→0+
i Im
[ ∑
α
{
e−2piTαb1 δ
−pib1 2F1
(
1, b1, b1 + 1, e
−2piTα δ)}
+
∑
α
{
e−2piTαb1 t
−pib1 2F1
(
1, b1, b1 + 1, e
−2piTα t)}
− e−4Γ1Dt
∑
α
{
e−2piTαb2 δ
−pib2 2F1
(
1, b2, b2 + 1, e
−2piTα δ)}
− e−4Γ1Dt
∑
α
{
e−2piTαb2 t
−pib2 2F1
(
1, b2, b2 + 1, e
−2piTα t)}], (7.2.6)
where
b1 =
−[i(− µα)− 2Γ1D − piTα]
2piTα
, (7.2.7)
b2 =
−[i(− µα) + 2Γ1D − piTα]
2piTα
. (7.2.8)
In b1/2 we have suppressed the index α. For the observables of interest here, only the equal-time
Keldysh Green’s function G K(t, t) is relevant. We used the Gauss hypergeometric function
2F1(a, b, c , z) =
∞∑
k=0
(a)k (b)k z
k
(c)k k!
, |z | < 1 ∨
(
|z | = 1 ∧ Re[c − a− b] > 0
)
, (7.2.9)
with the Pochhammer symbol
(a)n =
n−1∏
i=0
(a + i) = Γ (a + n)/Γ (a). (7.2.10)
The special case 2F1(1, b, b + 1, z) can be reduced to the Hurwitz-Lerch zeta-function φ(z , s, a)
2F1(1, b, b + 1, z) = bφ(z , 1, b) , (7.2.11)
φ(z , s, a) =
∞∑
k=0
zk
(a + k)s
, |z | < 1 ∨
(
|z | = 1 ∧ Re[s] > 1
)
. (7.2.12)
As the Hurwitz-Lerch zeta-function is not part of our standard reference [Abr70] we define it as
in [Bat53]. Either special function, Gauss hypergeometric function or Hurwitz-Lerch zeta-function,
has to be implemented for complex arguments b, c or a, respectively. This can be done by different
representations via Taylor or asymptotic serious expansions in the different limits [Abr70]. The, in
principle, problematic limit limδ→0+ in (7.2.6) can be evaluated using
lim
δ→0+
Im
[
e−2piTαb1 δ
∑
i=1,2
(−1)i
pibi
2F1
(
1, bi , bi + 1, e
−2piTα δ) ]= 1
pi
Im
[
Ψ (0, b1)−e−4Γ1DtΨ (0, b2)
]
,
(7.2.13)
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Figure 7.4.: Laplace transform n¯(E) [see (7.2.16)] of the occupancy n¯(t) − n¯stat. In “complex energy”
space and at finite temperature four infinite sums of poles giving rise to damped oscillatory
behavior can be found. Additionally, there is a single pole situated at the imaginary axis,
describing a simple exponential relaxation term. As T → 0 the sums of poles turn to branch-
cut contributions and the results of [Ken11] are recovered.
where Ψ(0.x) is the digamma function. Using Eqs. (4.1.65) and (4.1.69) one can calculate occu-
pancy and current
n¯(t) =
1
2
− 1
2
e−4Γ1Dt(1− 2n¯0) + 1
2
∑
α
Im
[
1
pi
Ψ (0, b1)− e−4Γ1Dt 1
pi
Ψ (0, b2)
− e
−2piTαb1 t
−pib1 2F1
(
1, b1, b1 + 1, e
−2piTαt)+ e−2piTαb1 t−pib2 2F1 (1, b2, b2 + 1, e−2piTαt)
]
,
(7.2.14)
JL(t)
Γ1D
=1− 2n¯(t) + 2 Im [Ψ (0, b1)]
pi
− 2Re
[
i
e−2piTαb1t
pib1
2F1
(
1, b1, b1 + 1, e
−2piTαt) ] . (7.2.15)
From Eq. (7.2.11) and (7.2.12) it is obvious that the time evolution of occupancy and current are
governed by a sum of exponential terms in t with prefactors in the exponents given by −4Γ1D and
[i( − µα) − 2Γ1D − piTα] − 2pikTα with k ∈ N0. It proves instructive to introduce the Laplace
transform
O(E ) =
∞∫
0
dt e iEtO(t) , (7.2.16)
of the real-time dependent expressions given above. The non-analyticities in the lower10 half-
plane in the complex Laplace variable E (“energy”), determine the real-time dynamics completely.
Non-analyticities at positions (Re[E ], Im[E ]) lead to oscillatory terms with frequency Re[E ] and
exponential damping with rate Im[E ]. In the case of branch-cuts (contrary to poles) the damping
is supplemented additionally by 1/tg corrections for large t with some exponent g depending on
the structure of the branch-cut. Thus the non-analyticity closest to the real axis determines the
asymptotic long-time behavior. Generally, a pole at E = 0 determines the steady-state value reached
for t →∞ (labelled by an index stat in the following). As this constant is of minor interest we will
subtract it from O(t) before taking the Laplace transform, when necessary.
Transforming the above expressions (7.2.14) and (7.2.15) to Laplace (“energy”) space we obtain
the following picture. The terms belonging to sums of exponentials with prefactors [i( − µα) −
2Γ1D−piTα]−2pikTα in the exponents correspond to sums of poles at E with real part (frequencies)
(−µα) and imaginary part (decay strengths) −2Γ1D− (2k + 1)piTα, where naturally the fermionic
Matsubara frequencies ωk = (2k + 1)piTα enter. Additionally, we find a single pole with real part
of E being zero and imaginary part being −4Γ1D.
10In the upper half-plane no non-analyticities show up due to causality.
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In the limit T → 0 the infinite sums of poles turn to branch-cut contributions in Laplace space.
One can recover explicitly the expressions at vanishing temperature [Ken11] by
lim
Tα→0
1
b1/2
2F1(1, b1/2, b1/2 + 1, e−2piTαt)
= lim
Tα→0
∞∑
k=0
e−2piTαkt
[−i(− µα)± 2Γ1D + piTα]/(2piTα) + k
= lim
Tα→0
∞∑
k=0
2piTα
e−2piTαkt
[−i(− µα)± 2Γ1D + piTα] + 2piTαk
T =2piTαk=
∞∫
0
dT
e−Tt
T + [−i(− µα)± 2Γ1D]
= e [−i(−µα)±2Γ1D]tE(1, [−i(− µα)± 2Γ1D]t),
(7.2.17)
with the exponential integrals E(s, z) and furthermore,
lim
Tα→0
Im[Ψ(0, b1/2)] = log(b1/2). (7.2.18)
Of course, when working at T = 0 these limits have to be taken analytically before doing any
numerics. Also, at finite but very small temperature one can use an “expansion” around these
T = 0 expressions. For visualization the analytic structure of n(E ) for finite T and T = 0 is
summarized in Fig. 7.4.
It is important to realize, also for our study at finite interaction (→ Section 7.2.3), that obviously
the reservoir temperatures play a significantly different role than the hybridization. The latter enters
in every relaxation rate of Eqs. (7.2.14) and (7.2.15), the temperature in contrast allows to tune
the influence of the different terms with respect to each other, because the induced rates depend
solely on either TL or on TR . Furthermore, even by generalizing to asymmetric couplings, that
is generalizing Eqs. (7.2.14) and (7.2.15), this effect cannot be mimicked by the hybridizations,
because only the sum of the hybridizations enters the decay rates (for explicit expressions in the
case of asymmetric coupling see [Ken12a, Ken13b]).
7.2.2 FRG Treatment at Finite U
Finally, we turn to finite interaction strength U. As discussed in Section 3.5 and hinted above we
consider a three-site dot (see Fig. 7.5) with
Hdot =d
†
2 d2 + (timp,Ld
†
1 d2 + timp,Rd
†
2 d3 + H.c.)
+ UL
(
d†2 d2 −
1
2
)(
d†1 d1 −
1
2
)
+ UR
(
d†2 d2 −
1
2
)(
d†3 d3 −
1
2
)
,
(7.2.19)
coupled to structureless reservoirs (described by Γ11,L and Γ33,R). Later, we employ the limits
outlined in section 3.5 to describe the IRLM in the scaling limit. We focus here on the symmetric
case
timp,L = timp,R = timp, (7.2.20)
Γ11,L = Γ33,R = Γ , (7.2.21)
UL = UR = U , (7.2.22)
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Figure 7.5.: Sketch of the three-level quantum dot studied in this section. It consists of three sites, where
the central one is subjected to an onsite energy  and all three are coupled by a nearest neighbor
tunnel coupling timp,α (α = L for coupling between first and second and α = R for coupling
between second and third site). First and third site are coupled to two structureless reservoirs
(index α = L and α = R, respectively) held at, in general, different temperatures Tα and
chemical potential µα. A density-density type of interaction Uα is included between neighboring
sites of the central region. In the limit described in Section 3.5 this setup corresponds to the
field-theoretical IRLM.
while extensions are self-explanatory. Thus we need to dress the non-interacting Green’s function of
the dot by (1) the reservoir self-energy
Σ R/Ares (t, t
′) = ∓i Γˆ δ(t − t ′) = ∓i
Γ 0 00 0 0
0 0 Γ
 δ(t − t ′) , (7.2.23)
Σ Kres(t, t
′) = −Tα
∑
±
1
sinh[piTα(t ′ − t ± iδ)] Γˆ
µ(t − t ′)
= −Tα
∑
±
1
sinh[piTα(t ′ − t ± iδ)]
Γ e−iµL(t−t′) 0 00 0 0
0 0 Γ e−iµR (t−t
′)
 , (7.2.24)
by (2) the self-energy of the cut-off (during the flow)
Σ
R/A
cut (t, t
′) = ∓i Λˆδ(t − t ′) = ∓i
Λ 0 00 Λ 0
0 0 Λ
 δ(t − t ′) , (7.2.25)
Σ Kcut(t, t
′) = 0, (7.2.26)
as well as by (3) the self-energy generated by the flow
Σ R/A,Λ(t, t ′) = Σ R/A,Λ(t)δ(t − t ′) , (7.2.27)
Σ K,Λ(t, t ′) = 0 . (7.2.28)
Because we use a first order truncation scheme no Keldysh self-energy is generated during the flow
and the retarded and advanced self-energy stay local in time [compare [Ken11] Eqs. (6.80) and
(6.82)]. This also allows for an interpretation of the self-energy generated throughout the flow
as a contribution to some effective (time dependent) single-particle Hamiltonian. We proceed as
in [Ken11] now for general T . We need to solve the Dyson equations (4.1.24)-(4.1.26) as well as
determine SK by Eq. (4.3.18). Vital to the calculation is the “group property” of the retarded
Green’s function derived in section 7.2 of [Ken11]
− iG R,Λ(t, t ′) = G R,Λ(t, t1)G R,Λ(t1, t ′) ∀t > t1 > t ′ . (7.2.29)
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Resij ,n
ij
11 22 12 13
1 1 +
|tΛ12|2
(ω1−ω2)(ω1−ω3) 0 0
tΛ12t
Λ
23
(ω1−ω2)(ω1−ω3)
n 2
|tΛ12|2
(ω2−ω1)(ω2−ω3)
ω2−ω1
ω2−ω3
tΛ12
ω2−ω3
tΛ12t
Λ
23
(ω2−ω1)(ω2−ω3)
3
|tΛ12|2
(ω3−ω1)(ω3−ω2)
ω3−ω1
ω3−ω2
tΛ12
ω3−ω2
tΛ12t
Λ
23
(ω3−ω1)(ω3−ω2)
33 Res11,n(t
Λ
12 → tΛ23)
21 Res12,n(t
Λ
12 → (tΛ12)∗)
31 Res13,n(t
Λ
12, t
Λ
23 → (tΛ12)∗, (tΛ23)∗)
23 Res12,n(t
Λ
12 → tΛ23)
32 Res23,n(t
Λ
23 → (tΛ23)∗)
TABLE 7.1.: Residues of 1/
{
ω −
[
ˆdot,0 − i(Γˆ + Λˆ) + Σ R,Λ(τ˜)
]}
for the labelling introduced in Eq.
(7.2.35).
This identity is a consequence of Σ R(t, t ′) ∼ δ(t − t ′) (locality in time), which is true only for
structureless reservoirs and if a first order truncation of the FRG flow equations is employed.
Retarded Green’s Function
In turn the retarded Green’s function can be calculated right away by discretizing time into fine11
steps t → tn, so that the total retarded self-energy can be set stepwise constant. Then the retarded
Green’s function reads
G R,Λ(tm, tn) = Θ(tm − tn)
(
−i
m−1∏
i=n
iG R,Λ(ti+1, ti )
)
. (7.2.30)
Retarded Green’s functions whose time arguments do not span more than a single time step and
whose self-energy can be set constant will be called elementary. As shown in section 7.3 of [Ken11]
such elementary retarded Green’s functions can be found by12
iG R,Λ(ti+1, ti ) ≈ exp
{
−i
[
ˆdot,0 − i(Γˆ + Λˆ) + Σ R,Λ(τ˜)
]
(ti+1 − ti )
}
, (7.2.31)
where ˆdot,0 is the matrix with entries given by the dot part of the single-particle Hamiltonian.
Finally, the stepwise constant self-energy contribution is just the average
Σ R,Λ(τ˜) =
Σ R,Λ(ti+1) + Σ
R,Λ(ti )
2
. (7.2.32)
For the example discussed here one has
ˆdot,0 =
 0 timp 0timp  timp
0 timp 0
 . (7.2.33)
The equations for the matrix exponential of a 3 × 3 matrix can be implemented explicitly (using
some computer algebra system as they are rather lengthy). This allows for evaluating Eq. (7.2.31)
11The meaning of “fine” being that the total retarded self-energy can be set constant within one time step to a very
good approximation.
12An arbitrary explicit time dependence on the dot can be included, by replacing  → (τ) and using a time grid
small enough so that also this contribution can be treated stepwise constant.
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very efficiently. Furthermore, one can rewrite the retarded Green’s function analytically via
G R,Λ(ti+1, ti ) =
1
2pi
∞∫
−∞
e−i(ω+iη)(ti+1−ti )
1
ω −
[
ˆdot,0 − i(Γˆ + Λˆ) + Σ R,Λ(τ˜)
] ; (7.2.34)
the key ingredient to find the Keldysh components analytically13. Closing the integral in the lower
half-plane and using complex analysis we rewrite this as a sum of poles
G R,Λ(ti+1, ti )
∣∣
kl
= −i
3∑
n=1
Reskl ,ne
−iωn(ti+1−ti ) , (7.2.35)
Defining the effective single-particle parameters
′Λ ≡ Σ R,Λτ˜ ,11 , (7.2.36)
Λ ≡ + Σ R,Λτ˜ ,22 , (7.2.37)
tΛ12 ≡ timp + Σ R,Λτ˜ ,12 , (7.2.38)
tΛ23 ≡ timp + Σ R,Λτ˜ ,23 , (7.2.39)
the poles can be expressed as
ω1 = 
′Λ − i(Γ + Λ) , (7.2.40)
ω2/3 =
1
2
(
Λ + ′Λ − iΓ − 2iΛ∓
√
−(Γ − iΛ + i′,Λ)2 + 4|tΛ12|2 + 4|tΛ23|2
)
. (7.2.41)
The corresponding residues are given in table 7.1.
Keldysh Green’s Function
Again employing Eq. (7.2.29) we can re-express the solution of the Dyson equation Eq. (4.1.25) as
a sum of integrals involving only elementary retarded Green’s functions in the integrand
G K,Λ(t, t) =− iG R,Λ(t, t0)(1− 2n¯0)G A,Λ(t0, t)
− Tα
t∫
t0
dt1
t∫
t0
dt2G
R,Λ(t, t1)Γ
µ(t1 − t2)
(∑
±
1
sinh[piTα(t ′ − t ± iδ)]
)
G A,Λ(t2, t)
=− iG R,Λ(t, t0)(1− 2n¯0)G A,Λ(t0, t)
− Tα
kmax−1∑
n,m=0
tn+1∫
tn
dt1
tm+1∫
tm
dt2G
R,Λ(t, tn+1)G
R,Λ(tn+1, t1)
× Γµ(t1 − t2)
(∑
±
1
sinh[piTα(t ′ − t ± iδ)]
)
G A,Λ(t2, tm+1)G
A,Λ(tm+1, t) ,
(7.2.42)
with t0 = 0 and tkmax = t as well as the matrix n¯0 with entries
[n¯0]ii ′ = Tr ρ
dot
0 d
†
i ′di . (7.2.43)
We restrict ourselves to the equal-time Keldysh Green’s function, the only one of relevance here.
The integrals can subsequently be solved analytically using Eq. (7.2.35) and the transformation to
13Analytic solutions are vital due to the Cauchy principal value meaning of Σ Kres(t, t
′) at t = t′.
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relative and ’center of time’ variables introduced for the single-level case (→ Section 7.2.1)
 tn+1∫
tn
ds1
tn+1∫
tn
ds2G
R(tn+1, s1)Σ
K
res(s1, s2)G
A(s2, tn+1)

ij
= lim
δ→0
∑
α=L,R
k,l=1,2,3
TαResiα,k Res
∗
jα,l e
−i∆ωkl tn+1
×
 −δ∫
tn−tn+1
d∆t
2tn+1+∆t∫
2tn−∆t
dT +
tn+1−tn∫
δ
d∆t
2tn+1−∆t∫
2tn+∆t
dT
 Γ
sinh(piTα∆t)
e iµα∆te
1
2 iT ∆ωkl e−i
1
2 ∆t(ωk +ω
∗
l )
=
∑
α=L,R
k,l=1,2,3
Resiα,k Res
∗
jα,l e
−i(ωk tn+1−ω∗l tn+1) 4TαΓ
i∆ωkl
(
e i∆ωkl tn+1
[
1
2piTα
{
−Ψ
(−iµα + iωk + piTα
2piTα
)
+ Ψ
(
iµα − iω∗l + piTα
2piTα
)}
− e
(−iµα+iωk +piTα)(tn−tn+1)
−iµα + iωk + piTα 2F1
(
1,
−iµα + iωk + piTα
2piTα
,
−iµα + iωk + piTα
2piTα
+ 1, e2piTα(tn−tn+1)
)
+
e(iµα−iω
∗
l +piTα)(tn−tn+1)
iµα − iω∗l + piTα 2
F1
(
1,
iµα − iω∗l + piTα
2piTα
,
iµα − iω∗l + piTα
2piTα
+ 1, e2piTα(tn−tn+1)
)]
− e i∆ωkl tn
[
1
2piTα
{
−Ψ
(−iµα + iω∗l + piTα
2piTα
)
+ Ψ
(
iµα − iωk + piTα
2piTα
)}
− e
(−iµα+iω∗l +piTα)(tn−tn+1)
−iµα + iω∗l + piTα 2
F1
(
1,
−iµα + iω∗l + piTα
2piTα
,
−iµα + iω∗l + piTα
2piTα
+ 1, e2piTα(tn−tn+1)
)
+
e(iµα−iωk +piTα)(tn−tn+1)
iµα − iωk + piTα 2F1
(
1,
iµα − iωk + piTα
2piTα
,
iµα − iωk + piTα
2piTα
+ 1, e2piTα(tn−tn+1)
)])
,
(7.2.44)
for m = n where one has exploited that for b > 0
lim
x→0+
e(a+b)x
a + b
2F1
(
1,
a + b
2b
,
a + b
2b
+ 1, e2bx
)
− e
(c+b)x
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2F1
(
1,
c + b
2b
,
c + b
2b
+ 1, e2bx
)
=
1
2b
{
−Ψ
(
a + b
2b
)
+ Ψ
(
c + b
2b
)}
,
(7.2.45)
and defined
∆ωkl = ωk − ω∗l . (7.2.46)
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In the indices of the residues in Eq. (7.2.44) one has to replace α = L by 1 and α = R by 3. For
the case m 6= n one analogously finds tn+1∫
tn
ds1
tm+1∫
tm
ds2G
R(tn+1, s1)Σ
K
res(s1, s2)G
A(s2, tm+1)
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(7.2.47)
The ... in the third argument of the Gauss hypergeometric functions of Eq. (7.2.47) are shorthand
notation for the fact that the second argument has to be repeated. They are introduced only for
typographic reasons. We can restore the T → 0 limit [given in (C.17) of [Ken11]] by using Eqs.
(7.2.17) and (7.2.18).
Single-Scale Propagator
At heart of the calculation of the single-scale propagator, introduced in Eq. (4.3.18) determining
the flow of the self-energy, lies again Eq. (7.2.29). First of all due to Eq. (7.2.29) the retarded
single-scale propagator simply fulfils
SR,Λ(t, t ′) =
[
SA,Λ(t ′, t)
]†
= i
t∫
t′
dt1G
R,Λ(t, t1)G
R,Λ(t1, t
′) = (t − t ′)G R,Λ(t, t ′), (7.2.48)
and thus SR,Λ(t, t) = 0. A consequence of this is that indeed Σ K,Λ = 0 to our truncation order
(see [Ken11] sections 6.5.4 and 7.2.2 for more information). For the Keldysh single-scale propagator
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Figure 7.6.: Renormalization of the dot-quantities during the flow for two different times (a) taΓ = 40
and (b) tbΓ = 2300. Renormalization is determined by a universal regime given roughly by
Λ ∈ (TK/4, Γ ). This signals a non-stiff behavior of the differential equations. The parameter
choice is not relevant, and exemplary chosen as timp/Γ = 0.025, U/Γ = 0.1, Tα/TK = 0 and
/TK = V /TK = 10 with V /2 = µL = −µR. Note that only the renormalization, meaning the
change with respect to the bare values is shown.
we find
SK,Λ(t, t) = −∂∗ΛG K,Λ(t, t) = − iSR,Λ(t, 0)(1− 2n¯0)G A,Λ(0, t)
− iG R,Λ(t, 0)(1− 2n¯0)SA,Λ(0, t)
− ∂∗Λ
[
G R,ΛΣ KG A,Λ
]
(t, t)
(7.2.48)
= − 2i(t − t0)G R,Λ(t, 0)(1− 2n¯0)G A,Λ(0, t)
− ∂∗Λ
[
G R,ΛΣ KG A,Λ
]
(t, t) ,
(7.2.49)
where again the Green’s functions’ “group property” was used. The second term can further be
evaluated employing Eq. (7.2.48)
SK,Λ(t, t) =− 2itG R,Λ(t, 0)(1− 2n¯0)G A,Λ(0, t) +
∞∫
0
dt1
∞∫
0
dt2G
R,Λ(t, t1)
× (2t − t1 − t2)
∑
α
Σ Kres,α(t1, t2)G
A,Λ(t2, t). (7.2.50)
To sum up the main result: One succeeds in recasting the calculation of the Keldysh single-scale
propagator into the form known from the Green’s functions. This reduces the number of integrals
to be performed by one (a huge advantage when discretization in time is fine). Eq. (7.2.50) can be
recast into sums of elementary retarded Green’s function just like the Keldysh Green’s function in
Eq. (7.2.42). The subsequent calculation works precisely analogue, the only relevant change with
respect to the expression of Eqs. (7.2.44) and (7.2.47) being that additionally the Hurwitz-Lerch
zeta-function φ(z , 2, a) shows up. In contrast to the Gauss hypergeometric function [or equivalently
φ(z , 1, a)] the limit limz→1 which has to be performed at tm = tn is completely unproblematic for
φ(z , 2, a) as
lim
z→1
φ(z , 2, a) = Ψ(1, z), (7.2.51)
with the trigamma function Ψ(1, z).
One Word on Numerics
First, note that to reach the physically relevant time scales of the outlined problem one needs to
employ the ’tricks’ explained in section 7.5 of [Ken11]. The maximal reuse of the calculation’s result
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Figure 7.7.: Left: Time dependence of the renormalized onsite energy Λ=0(t)−  ∈ R (of the central site
2). The parameters are: timp/Γ = 0.0025, /TK = V /TK = 10 with V /2 = µL = −µR, and
U/Γ = 0.2. Note the double logarithmic scale and that the dip corresponds to a zero crossing.
It occurs in the non-universal regime t ∼ 1/Γ . Right: Time dependence of the renormalized
hoppings tΛ=012 − timp = Σ R,Λ=012 ∈ C between sites 1 and 2, and tΛ=023 − timp = Σ R,Λ=023 ∈ C
between sites 2 and 3. The parameters are: timp/Γ = 0.0025, /TK = V /TK = 10, and
U/Γ = 0.2. The insets show a zoom into the regime where one can most clearly distinguish
the temperature’s effect on the oscillations’ amplitude.
for ti at ti+1 basically reduces the complexity of the algorithm by one order.
Furthermore, one might wonder about the integration procedure used to solve the coupled set
of flow equations. We always used the adaptive step-size explicit embedded Runge-Kutta-Fehlberg
(4,5) method, which is a good general purpose solver for non-stiff differential equations. We want to
substantiate this choice by some exemplary plots. The (real valued) renormalization of the on-site
energies of the three sites and (complex valued) renormalization of the hopping amplitudes is shown
for timp/Γ = 0.025, U/Γ = 0.1, Tα/TK = 0 and /TK = V /TK = 10 with V /2 = µL = −µR in
Fig. 7.6 for two times (a) taΓ = 40 and (b) tbΓ = 2300. Due to the truncation used site one and
three renormalize equally, while the hoppings renormalize asymmetrically (due to V ). All quantities
vary with Λ in the same regime [roughly given by Λ ∈ (TK/4, Γ )], which is reasonably determined
by the smallest Tk and largest Γ physical scale of the system.
7.2.3 Transport at Finite Temperature
The transient dynamics in the transport setup (V 6= 0) of the IRLM was studied for vanishing
temperature in [And11b,Ken12a,Ken11], which we can now supplement by a similar study at finite
T . The correlation physics at finite U is particularly transparent for |±V /2|  TK . In [Ken12a] it
was shown that for Tα = 0 the relaxation dynamics in this regime at sufficiently large times can be
described by replacing the time independent bare single-particle parameters in the analytical U = 0
expressions by the time-averaged renormalized ones. Actually, the same holds at finite T [Ken13b].
Renormalization Effects at |± V /2|  TK
For arbitrary Tα and all relevant times TK t ' timp/Γ the renormalization of the onsite energy
Λ=0(t) −  = Σ R,Λ=022 (t) is of order U2 and can safely be neglected. This is exemplified for a
few temperatures in Fig. 7.7(a). On the other hand the time dependence of the renormalized
hopping amplitudes is shown in Fig. 7.7(b). It depends only weakly on the temperature for the case
| ± V /2|  TK . Similar to T = 0 [Ken12a] the effective hopping amplitudes quickly (on a scale
TK t ∼ timp/Γ ) start to oscillate around their steady-state values with frequencies | − V /2| and
| + V /2| for tΛ=012 and tΛ=023 , respectively. Again due to the left-right asymmetry induced by the
voltage and different reservoir temperatures the renormalized level-lead couplings generically flow to
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Figure 7.8.: Left: FRG data for the time evolution of the central site occupancy n¯(t). The parameters
are the same as in Fig. 7.7 and symmetric temperatures Tα = T . The arrows right to the
graph indicate the steady-state values obtained by a non-equilibrium steady-state FRG (→
Section 8.2). Merely as a consistency check we include one graph with very small temperature
T/TK = 10
−3 (essentially zero) which reproduces the T = 0 result. Right: The same as left
but for the particle current leaving the left reservoir.
asymmetric values. Increasing the temperature of the left (right) reservoir suppresses the oscillations
in the renormalized tΛ=012 (t
Λ=0
23 ). Later we will use this to tune observables (see Fig. 7.10). We have
restricted the depiction to the real part of the hopping amplitudes at this point, but the same holds
for the (much smaller) imaginary one as well.
This analysis of the time dependence of the renormalized single-particle parameters shows that in
the limit |±V /2|  TK the results obtained by the numerical solution of the FRG flow equations
and subsequent numerical computation of the observables, for TK t ' timp/Γ can be interpreted
by considering Eqs. (7.2.14) and (7.2.15). One just has to replace the bare parameters by the
time-averaged renormalized ones14
Observables
Next we discuss our numerical FRG results for the occupancy of the central level n¯(t) and the
particle current JL(t) leaving the right reservoir. We can understand their behavior by using the
just established relation to the non-interacting case. Figure 7.8 shows the time evolution of the
occupancy and the current for |±V /2|  TK and different U. For consistency only we also show
that in the limit T → 0 the finite T code recovers the T = 0 results. This is merely a check for
the numerics as it is a physically trivial statement. Increasing the temperature drastically suppresses
the amplitude of the oscillatory terms. The quality factor of the oscillations is decreased by the
increasing decay rate at finite T . The quality factor belonging to the two frequencies |±V /2| can
be tuned independently by the individual temperatures TL and TR , which is not possible via the
hybridization.
To see this effect more clearly we introduce the numerical Laplace transform (instead of a Fourier
transform) similar to Eq. 7.2.16. Although it can be used to enhance the visibility of, as well as
separate the, different contributions to the transient dynamics, it is of course numerically difficult
to approach non-analyticities, to learn about their analytic form15. The numerical procedure then
runs as follows:
1. Subtract the steady-state value of the signal (the signal under consideration has to be “ap-
proximately” fully relaxed).
14More precisely one would have to generalize these expressions to the case of left-right asymmetric hybridzations.
We have pursued this, but the only notable change is that the ratio of the hybridizations enters as prefactors of the
different terms, while the relaxation rates remain the sums of left and right hybridization. For explicit expressions
consult [Ken13b].
15... and thus their precise influence on the dynamics
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Figure 7.9.: Numerical Laplace transformation of an exemplary function O(t) = sin(2.5t) exp(−5t) sampled
form t0 = 0 to tmax = 10 in steps of δt = 0.1. It is easy to read off the frequency ω = 2.5
from the Laplace transformed signal (red shaded plane s = −4.5), while the Fourier transform
(blue shaded plane s = 0) barely shows any features.
2. Numerically perform the Laplace integral for different values of E = is + ω (such that s = 0
corresponds to the Fourier transformation). The integral can be cut off at the maximum time
of the signal tmax, because of 1. .
3. If s was chosen too small (|s| too large), the integral should diverge and strong fluctuations
become visible in the numerically transformed signal. Start over at 2.
4. Peaks in the imaginary part of the transformed signal correspond to sine and peaks in the real
part to cosine terms.
With the numerical Laplace transform at hand we can largely circumvent any problems calling for
more elaborate signal processing techniques16. We demonstrate the procedure in figure 7.9 for
an exemplary function O(t) = sin(2.5t) exp(−5t) sampled form t0 = 0 to tmax = 10 in steps of
δt = 0.1. One can clearly determine the frequency (ω = 2.5) from the Laplace transformed signal
(red shaded plane s = −4.5), while this is not possible for the Fourier transform (blue shaded plane
s = 0).
Now we return to the issue of tuning the different frequencies against each other. Figure 7.10(a)
illustrates this point for the time dependence of the occupancy. For vanishing temperature gradient
∆T = 0 a superposition of the two frequencies |± V /2| [bottom curve in Fig. 7.10(a)] is visible.
With increasing temperature gradient the contribution of the frequency |+ V /2| belonging to the
colder reservoir is pronounced until the signal appears almost sinusoidal (overlayed by an exponential
decay) at maximum temperature gradient [top curve in Fig. 7.10(a)]. Figure. 7.10(b) shows the
imaginary part of the numerical Laplace transform (normalized to its largest value) of the occupany
for the smallest and largest temperature gradient shown in Fig. 7.10(a). The positions of the
frequencies | ± V /2| are indicated by the vertical arrows. Increasing ∆T clearly suppresses the
feature at |− V /2|, while the one at |+ V /2| is pronounced.
Next, we study the far-from-equilibrium case V  TK ,  = 0. More precisely, we consider the
limit V  TK , T with TL = TR = T and  = 0. At  = 0 the expressions for the time evolution
are particularly simple and for sufficiently large times piTt  1 and small interactions we obtain
JL(t) = Jstat + e
−4ΘΛ=0t − 2T Im
[
4e(−iV/2−2Θ
Λ=0−piT )t
iV + 4ΘΛ=0 + 2piT
]
, (7.2.52)
16as in the Fourier transform: different window functions, sampling theorem and aliasing
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Figure 7.10.: Left: The same as Fig. 7.8(a) with U/Γ = 0.2, but featuring a temperature gradient across the
two reservoirs: TL = T +∆T/2 and TR = T−∆T/2 for T = 0.5TK . Right: The temperature
gradient pronounces the frequency |+ V /2| belonging to the colder reservoir. Shown is the
numerical Laplace transform of n¯(t) with the positions of the frequencies |±V /2| indicated
by vertical arrows. Clearly the frequency associated with the colder reservoir ω = (+ V /2) is
pronounced compared to the second one at ω = (− V /2) with increasing ∆T . The largest
value of the Laplace transform is normalized to one for convenience.
with the renormalized steady-state values ΘΛ=0 = ΘΛ=012 = Θ
Λ=0
23 =
∣∣tΛ=012 ∣∣2 /Γ and the stationary
current Jstat. We note that for initially equal Θij and  = 0 also the renormalized hybridizations
remain equal17 even for V 6= 0. From Eq. (7.2.52) we can read off a coherent-to-incoherent
transition in the long-time dynamics at temperature
piTc = 2Θ
Λ=0. (7.2.53)
The long time dynamics switches from being exponential with an overlayed oscillation (second
term of Eq. (7.2.52) being the dominant one at large times) for T < Tc to purely (monotonic)
exponential relaxation (first term of Eq. (7.2.52) being the dominant one at large times) for T > Tc .
To determine Tc we need the renormalized expression for Θ
Λ=0 corresponding to the considered
parameter regime V  TK , T . We will derive those in section 8.2. Using Eq. (8.2.11) of this
section we find
ΘΛ=0 ∼ t
2
imp
Γ
(
Γ
V
)2U/pi/Γ
. (7.2.54)
With this we obtain
Tc =
2t2imp
piΓ
(
Γ
V
)2U/pi/Γ
, (7.2.55)
for the critical temperature at which the crossover from coherent to incoherent behavior occurs.
Relaxing the condition of equal temperatures in the left and right reservoirs but keeping V 
TK , TL, TR the transition is found at min(TL, TR ) = Tc with the same Tc as defined above. The
two-particle interaction thus plays a crucial role for the critical temperature at which the transition
occurs as it enters in the exponent of Eq. (7.2.55). The transition from oscillatory damped to
monotonic dynamics is illustrated in Fig. 7.11(a) for U/Γ = 0.05.
Finally, we discuss the time dependence of a current which is not induced by a finite bias voltage
but by a finite temperature gradient across the quantum dot. To obtain a non-vanishing steady-
state value of the current one needs to choose  6= 0. Figure 7.11(b) shows the current for this
parameter regime. The only frequency in the time evolution is given by  as V = 0. Interestingly, the
interaction strength enhances the amplitude of the oscillations, but decreases the steady-state current
(if measured with respect to TK ). This investigation opens the road to thermal and thermoelectric
transport studies which will be pursued for the simpler case of the steady-state in chapter 8.
17This is of course a consequence of  = 0 and does not hold generally at finite V and .
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Figure 7.11.: Left: The coherent-incoherent transition described by (7.2.53). The parameters read timp/Γ =
0.0025, /TK = 0, V /TK = 20 with V /2 = µL = −µR, and U/Γ = 0.05. We choose
Tα = T and thus one finds the transition at T/Θ
Λ=0 ≈ 0.8028. Right: Time evolution for
the temperature gradient induced current leaving the left reservoir JL(t). The parameters read
timp/Γ = 0.0025, /TK = 10 and V /TK = 0. We choose TL = TK and TR = 0 (choosing
0 < TR  TL does not alter the qualitative behavior).
7.3 Dynamics of Dissipative Quantum Systems
How classical behavior precisely emerges from the deep quantum limit by the introduction of dis-
sipation remains a puzzle even nowadays, although some major progress has been reported on the
issue [Zur03]. For this reason the subtle interplay – or usually competition – of quantum coherence
and the dissipation introduced by the presence of a nearby environment is of fundamental interest.
The prototype model of such a (small) quantum system coupled to a (large) environment, and
therefore of the behavior of dissipative quantum systems, is the ohmic SBM introduced in section
3.6. This extensively studied model [Leg87, Egg97, Les98, Alv09, Ort10, Wei12, Ort13] will be our
model of interest for the remainder of this chapter.
We will concentrate always on a parameter regime close to α = 1/2, because at this point the
dynamics is supposed to turn from coherent to incoherent in the unbiased ( = 0) and vanishing
temperature (T = 0) case (compare Fig. 3.5) [Leg87, Wei12]. The initial preparation is given by
the spin pointing in z-direction and the boson-vacuum for the bosonic environment. In the vicinity
of α = 1/2 we use the mapping of section 3.6.3, which brings us back to the IRLM studied above
(now with timp,R = 0). We will complement the result found within the FRG approach by those
calculated within RTRG (→ Section 6.4).
Studying the literature one finds that within the non-interacting blib approximation (NIBA) [Leg87,
Wei12] the dynamics of the spin expectation value 〈σz〉 (t) are given by the inverse Laplace transform
of
〈σz〉 (E ) = 1−iE + g(E ) , (7.3.1)
with
g(E ) = TK
(
βTK
2pi
)1−2α
h(E )
α− iβE/2pi , and: h(E ) =
Γ (1 + α− iβE/2pi)
Γ (1− α− iβE/2pi . (7.3.2)
Comparing to results from FRG and RTRG, we will show in the following that such an approximate
treatment captures some of the relevant physics in the ohmic SBM, while others are missed.
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7.3.1 Dynamics at T = 0
Let us start with the most clear cut case of vanishing temperature T = 0. The inverse Laplace
transform of (7.3.1) at T = 0
〈σz〉 (t) = 1−iE + TK (iTK/E )1−2α , (7.3.3)
can be expressed by the generalized Mittag-Leﬄer function [Erd55]
Ea,b(z) =
∞∑
k=0
zk
Γ (ak + b)
, (7.3.4)
as18 [Gra85]
〈σz〉 (t) = E2−2α,1(−[TK t]2−2α). (7.3.5)
Figure 7.12(a) shows the spin dynamics predicted by Eq. (7.3.5) for different α. NIBA thus describes
correctly the relaxation dynamics of (a) the decoupled system (α = 0) 〈σz〉 (t) = cos(∆t) (persistent
oscillations) as well as (b) the Toulouse Limit (α = 1/2) 〈σz〉 (t) = exp(−TK t).
Additionally, as it accounts for all terms in ∆2 the correct behavior at short times is
〈σz〉 (t) = 1− (TK t)2−2α/Γ (3− 2α) +O
(
[TK t]
4−4α) . (7.3.6)
Note the power-law ∼ t2−2α with interaction dependent exponent in the dynamics, which has to
be resummed by our perturbatively motivated renormalization group procedures. For general α
analyzing Eq. (7.3.1) gives rise to two contributions to the relaxation dynamics at 0 < α < 1/2.
There is (1) a pair of poles at E = −iγ ∓Ω = iTK exp{±ipi/[2(1− α)]} and (2) a branch-point at
E = 0 with attached branch-cut along the imaginary E -axis. This leads to
〈σz〉 (t) = P(t) = Pcoh(t) + Pinc(t), (7.3.7)
where the different contributions can be calculated [Wei12]
Pcoh(t) =
1
1− α cos(Ωt)e
−γt , and: Pinc(t)
t→∞
=
∞∑
n=1
(−1)n−1
Γ [1− (2− 2α)n]
1
(TK t)(2−2α)n
.
(7.3.8)
At α = 0 and α = 1/2 the branch-cut is absent19 and thus Pinc(t) = 0. For α > 1/2 the poles are
not on the principle-sheet any longer and the dynamics are completely described by the branch-cut
contribution P(t) = Pinc(t). The dynamics thus turn completely incoherent exactly at α = 1/2. In
Fig. 7.12(b) the analytical behavior is analyzed by showing a contour plot of the strength of the
violation of the Cauchy-Riemann relation
A(E ) = |∂ImE Re [〈σz〉 (E )] + ∂ReE Im [〈σz〉 (E )]| , (7.3.9)
evaluated numerical. If the function is analytic around z , this expression vanishes in an exact
treatment, while all non-zero values signal non-analytic behavior. In a numerical analysis it nicely
selects non-analyticities.
As the branch-cut contributing to Pinc always starts at E = 0 NIBA predicts an unphysical
sluggish power-law decay at asymptotic times P(t) ∼ 1/(TK t)2−2α for all α 6= 0 and α 6= 1/2.
This is qualitatively wrong as the asymptotic decay should be exponential instead of algebraic, a
behavior correctly restored when applying the more sophisticated improved NIBA [Egg97]. Within
this approach one finds (remember g = 1− 2α)
P(t) = −g [1 + 3Θ(−g)] e
−TK t/2
(TK t)1+|g |
, (7.3.10)
18We note in passing that this is only true for α < 1.
19At α = 1/2 also the residue of the pole changes to give P(t) = exp(−TK t).
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Figure 7.12.: Left: Time evolution of the spin expectation value 〈σz〉 (t) = P(t) as predicted from NIBA [see
Eq. (7.3.5). Exact results are found for the parameter points α = 0 (persistent oscillations) as
well as α) = 1/2 (exponential decay), where the problem can be posed within a non-interacting
theory. For all other values of α only the short times O ([∆t]2) are described correctly, while
the large time limit features an unphysical slow algebraic decay. Right: Non-analyticities of
the Laplace transform P(E) [see Eq. (7.3.3)] highlighted by expression (7.3.9) for the same
α as in (a). Clearly at α = 0 and α = 1/2 only pole contributions at E = ±Ω and E = −iγ,
respectively are found. Those give rise to the correct time dependence of 〈σz〉 (t) = P(t).
For all other α a branch-cut starting at E = 0 leads to the wrong slow algebraic decay found
at large times.
for g  1.
Additionally, using conformal field theory (CFT) the exact ratio of oscillation frequency Ω and
relaxation rate γ in the coherent regime α < 1/2 was predicted [Les98]. The ratio is nothing but the
quality factor
Q = Ω/γ = cot
[
piα
2(1− α)
]
. (7.3.11)
NIBA reproduces this quality factor to leading order in α (g) for α = 0 (α = 1/2). For arbitrary
values of α it shows derivation to this scale only in the percent regime. The branch-cut (positioned
wrongly) within NIBA is not included in the CFT result. However, we demonstrate in the following
that for α < 1/2 but close to α = 1/2 the predicted CFT behavior (damped oscillations) is not the
dominant behavior for large times! Actually it is given by another branch-cut contribution20.
Analytics: Short Times TK t  1
Within both the FRG and RTRG approach one can aim at analytic expressions for short times
TK t  1. The expressions found agree to leading order in g with Eq. (7.3.6). We show the
detailed calculation of the short time dynamics within FRG here only21. As we are working at
vanishing  = 0, µα = 0 and Γ  TK we conclude22 that the only relevant flow equation is the one
for tΛ12 = t
Λ
imp. It reads
∂Λt
Λ
imp(t) =
U
2
i∂∗ΛG
K,Λ
12 (t, t) , (7.3.12)
with the interacting Green’s function G K,Λ12 (t, t). Now we interpret the interacting problem as a
non-interacting one with renormalized time dependent parameters in the Hamiltonian. In a first
20The resulting long-time behavior for exponentially large times (TK t)
g  1 is in agreement with improved NIBA
[Eq. (7.3.10)].
21We note that in general it is much easier to derive analytical expressions from the RTRG equations as they are set
up in the more convenient Laplace space.
22Renormalization of Λ is of order O(U2) and ′Λ appears in sums with Γ only and can thus be neglected.
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Figure 7.13.: Left: The short time behavior of the spin expectation value P(t) found analytically in Eq.
(7.3.21) is compared to the full numerical solution of the flow equations. The symbols show
FRG results on a log-log scale and the power-law prediction 2−2α = 1 + g as a dashed black
line. Additionally, vertical dotted lines indicate TK t = 10TK/Γ for which non-universal (finite
Γ ∼ ωc ) features appear. Here the power-law prediction begins to deviate. Furthermore, solid
lines show the log derivative of the numerical data. Prediction and the numerical data are in
excellent agreement. Right: Comparison of our complementary FRG and RTRG approaches.
For the entire time regime the two agree nicely, which strengthens our believe in the accuracy
of the two methods. Additionally, the analytic expression for P(t) following from Eqs. (7.3.45)
plus (7.3.48), agrees with the full solution for all TK t ' 1. The main panel depicts α = 0.4682.
The inset shows the partially coherent to incoherent transition around α = 1/2.
step we rewrite the flow equation into the more convenient form
∂Λt
Λ
imp(t) = Ui∂
∗
Λ
∫
dt ′ timp(t ′)
[
g>res(t, t
′)G˜<,Λ(t ′, t)− g<res(t, t ′)G˜>,Λ(t ′, t)
]
, (7.3.13)
where g
</>
res (t, t ′) are lesser and larger Green’s functions of a reservoir in the wide-band limit
(bandwidth Γ ) and Green’s function G˜ are calculated with respect to a single-dot set up (→ Section
7.2.1). By doing so we have only kept the leading order in O(1/Γ ). The reservoir lesser Green’s
function can be obtained [analogue to Eqs. (4.1.60) and (4.1.61)] by solving the corresponding
non-interacting problem
g<res(t, t
′) = − 1
Γ
1
pi(t − t ′) +
i
2Γ
δ(t − t ′). (7.3.14)
The larger Green’s function can be obtained from particle-hole symmetry g<(t, t ′) = −g>(t ′, t) in
the leads. To order O(U) we can (1) put tΛimp(t ′) = tΛimp(t) in the integrand and divide it to the
l.h.s. of the flow equation and (2) subsequently approximate all renormalized quantities by their
bare value which allows to replace ∂∗Λ → ∂Λ. This yields
∂Λt
Λ
imp(t)
tΛimp(t)
=Ui∂Λ
∫
dt ′
[
g>res(t, t
′)G˜<,Λ0 (t
′, t)− g<res(t, t ′)G˜>,Λ0 (t ′, t)
]
(7.3.15)
=Ui∂Λ
[
i
2Γ
G˜ K,Λ0 (t, t)−
∫
dt ′
1
piΓ (t ′ − t) G˜
A,Λ
0 (t
′, t)
]
. (7.3.16)
A subindex 0 indicates that the bare (time independent) value timp is used in the calculation of
the corresponding Green’s function. So far we have been sloppy with the boundary of the integral
which in principle runs from 0 to ∞, but is cut off from above at t due to the advanced Green’s
function in the integrand. The lower bound has to be set to 1/Γ (Γ ∼ ωc ), which corresponds to
introducing a high energy (small times) cut-off of the renormalization flow by hand. This replacement
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by hand is only necessary because we neglected higher order terms in O([1/Γ ]2) and naturally
shows up in any numerical study of the full flow equations23. The integral on the r.h.s. of Eq.
(7.3.16) can be integrated by use of exponential integrals, because G˜ A,Λ0 takes the simple form
G˜ A,Λ0 (t
′, t) = iΘ(t − t ′) exp[(−Γ1D − Λ)(t − t ′)]. We can then trivially integrate the flow equation
(7.3.16) to find
tΛ=0imp (t) =timp exp
{
−U
Γ
i
[
1
2
(
G R0 (t, 0)G
A
0 (0, t)− 1
)− 1
pi
iE(1, Γ1Dt)− 1
pi
i log
(
Γ1D
Γ
)]}
=timp
(
Γ1D
Γ
)− UpiΓ
e−
iU
2Γ exp(−2Γ1Dt)e−
U
piΓ E(1,Γ1Dt) ,
(7.3.17)
for an initially unoccupied dot [P(0) = 1]. To derive Eq. (7.3.17) we have neglected the second
term of the Keldysh Green’s function in Eq. (7.2.42) as the double integral is ∼ t2. The quantity
of relevance in the following will be the renormalized linewidth of the central level at time t
Γ Λ=01D (t) =
tΛ=0imp (t)t
Λ=0∗
imp (t)
Γ
. (7.3.18)
Taking into account only the leading terms in Γ1Dt  1 and U we find
Γ Λ=01D (t) ≈ e
2U
piΓ γ(Γ1Dt)
2U
piΓ ≈ egγ 1
2
T 0K
(
Γ
TK
)g
︸ ︷︷ ︸
TK
(TK t)
g , (7.3.19)
where we have used the Euler-Mascheroni constant γ. With this time dependent renormalized
linewidth, observables like the occupancy can be evaluated next. Again the double integral term
in the Keldysh Green’s function evaluated for the occupancy can be neglected as it is ∼ t2, which
gives
n¯(t) =
1
2
− 1
2
T
e t∫0 dτ Γ1D(τ)
2 ≈ 1
2
− 1
2
e−
1
g+1 (TK t)
g+1 exp(gγ) ≈ e
gγ
2(g + 1)
(TK t)
g+1. (7.3.20)
In turn the spin expectation value is given by
P(t) = 1− 2n¯(t) = 1− e
gγ
g + 1
(TK t)
g+1 = 1− e
(1−2α)γ
2− 2α (TK t)
2−2α. (7.3.21)
The prefactor of the power-law decay agrees to the one of Eq. (7.3.6) to leading order in g ,
since e
gγ
g+1 ≈ (1 + gγ)(1 − g) ≈ 1 + g(γ − 1) just as well as 1/Γ (3 − 2α) = 1/Γ (2 + g) ≈
1/[(1− gγ)(1 + g)] ≈ 1 + g(γ − 1).
The short time behavior found analytically above is compared to the full numerical solution of
the flow equation in Fig. 7.13(a). The symbols show FRG results on a log-log scale and the power-
law prediction as a dashed black line. The numerical data clearly shows a power-law behavior
with the correct exponent for small times TK t  1. Additionally, vertical dotted lines indicate
TK t = 10TK/Γ for which non-universal (finite Γ ) features are expected. Here the power-law
prediction begins to deviate. Furthermore, solid lines show the log derivative of the numerical data,
which is a very sensitive measure for power-laws. In the universal small-time regime the plateau of
height given by the correct exponent clearly shows the predicted power-law ∼ t2−2α.
Numerics: Full Solution of Flow Equations for general TK t
Before proceeding the analytical analysis of the large time behavior and thus complementing the short
times result of the previous section, we shortly compare our complementary FRG and RTRG results
23This is in perfect analogy to the steady-state case (compare section 8.2).
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in the full time regime. We begin by recapitulating shortly in which sense the two renormalization
group approaches are complementary. First of all, they are both formally set up very differently. As
explained in chapter 4 FRG aims at the (time dependent) irreducible vertex functions, while RTRG
(→ Section 6.4) directly aims at the reduced density matrix of the local system under consideration
(in this case the single central level). Furthermore, FRG implements an auxiliary reservoir cut-off
scheme (→ Section 4.4.2), oppose to RTRG, which being set up in Laplace space, can utilize the
Laplace variable E itself as a convenient way of defining the flow variable. In general, the methods
are complementary in the way the approximations are applied. While in FRG the influence of the
reservoirs is treated exactly, but one keeps only the lowest order in U on the right hand side of the
flow equations, in RTRG in general the local system is treated exactly, but one incorporates the
coupling to the environment only to a given order in the flow equations. As we are using the lowest
order truncation scheme within RTRG for the IRLM this means that while all terms in O(g∆2/ωc E )
are kept, we do not control O(g [∆2/ωc E ]2). On the other hand, it is a distinct advantage of the
RTRG that the representation in Laplace space allows for analytical predictions. Within FRG finding
analytical expressions is much more difficult and in fact only possible in certain limits (compare to
the previous section).
In the context of the SBM, mapped to the IRLM, the relevant RTRG flow equations to leading
order read
Π1(E ) =
1
E + iΓ1(E )
, (7.3.22)
dΓ1/2(E )
dE
=− (1− 2α) Γ1(E ) Π2/1(E ), , (7.3.23)
Π2(E ) =
1
E + iΓ2(E )/2
, (7.3.24)
and initially Γn(iωc ) = ∆
2/ωc . These can be trivially integrated numerically and subsequently the
spin expectation value can be deduced by performing the inverse Laplace transform
P(t) =
i
2pi
∫ ∞+i0+
−∞+i0+
dE e−iEt Π1(E ). (7.3.25)
To numerically perform this integral efficiently one can shift the line of integration by a small amount
into the lower half of the complex E -plane, but keeping in mind that none of the non-analyticities
should be crossed.
In Fig. 7.13(b) we compare the dynamics found for the spin expectation value within a full solution
of the FRG flow equations to those obtained from a RTRG treatment via solving Eqs. (7.3.22)-
(7.3.24) numerically. For all time scales the dynamics found in both approaches agree very nicely
for α < 1/2 (main panel) as well as α > 1/2 (inset). This greatly strengthens our faith in the
approximative renormalization group approaches used. Especially higher order terms in the coupling
to the reservoir, which are not captured in the RTRG framework, do not spoil the applicability of
the method. Additionally, one can clearly see that the qualitative behavior of the dynamics changes
from non-monotonic24 to monotonic at α = 1/2 as predicted by NIBA and CFT. Importantly, as
one approaches smaller values of α (deeper in the coherent regime) more dips signalling a higher
frequency appear [compare main panel to blue line of inset in Fig. 7.13(b)]. We note, that only
a finite number of dips show up in the time evolution for the values of α shown in Fig. 7.13(b).
This means that the entire signature of the coherent regime (non-monotonic decay dynamics of
the spin expectation value) is restricted to some finite times. We can quantify this statement by
looking at the spin expectation value in Laplace space P(E ). In Fig. 7.14 we show Eq. (7.3.9) for
the numerically determined quantity P(E ) from RTRG, which highlights the different contributions
to the time evolution in Laplace space. We find that there is no artificial branch-cut starting at
E = 0, like in NIBA. Rather the branch-cut contribution starts at some finite value of E , leading
asymptotically to an exponential decay superimposed by subleading power-law corrections in t. One
24 Note that crossings of zeros in the expectation value manifest as dips in a log plot of its absolute value.
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can also see that for α > αc the dominant behavior in the long time limit (given by the non-
analyticity closest to real axis) is not determined by the poles at finite frequency, but actually by
the branch-cut contribution on the imaginary axis. It is thus wrong to think about the asymptotic
behavior close to α = 1/2 as damped oscillatory dynamics even in the coherent regime! The RTRG
procedure used here finds αc ≈ 0.3 for the coupling strength when the dominant long time behavior
switches from damped oscillatory to asymptotically monotonic. Therefore we propose to refine the
way we classify the dynamical regimes in the SBM by differentiating between
1. asymptotically coherent for 0 ≤ α < αc : non-monotonic on all time scales (poles dominant
feature).
2. partially coherent for αc < α < 1/2: non-monotonic on intermediate time scales (central
branch-cut dominant feature with subleading pole contributions).
3. incoherent for α ≥ 1/2: monotonic on all time scales (only central branch-cut contribution).
Values as αc ≈ 0.3 are strictly speaking beyond the regime |1/2− α|  1 in which our approximate
RTRG and FRG equations (derived for the IRLM) are controlled. One can, however, numerically
solve for the SBM at weak coupling α 1 within the RTRG [Kas13b] which is complementary to
the presented approach. This approach confirms the asymptotically to partially coherent transition
and puts αc at αc ≈ 0.36. This hints that our results can be trusted even down to α ≈ 0.3, with
the exact value of αc being located close to these values.
Analytics: Intermediate to Large Times TK t ' 1
For intermediate to large time scales TK t ' 1 the RTRG can be used to derive analytic expressions
for the relaxation dynamics. Within RTRG, the dynamics is fully determined via Eq. (7.3.25), by the
non-analyticities of the resolvent Π1(E ) = 1/[E + iΓ1(E )] in the lower half of the complex plane.
As shown in Fig. 7.14 we find three singularities, which we parametrize by
z0 = − i 1
2
Γ ∗2 , and z± = ±Ω − i Γ ∗1 , (7.3.26)
and where the decay rates (distance to real axis) Γi > 0 are of the order of TK , whereas the
oscillation frequency (distance to imaginary axis) is 0 < Ω ∼ gTK . The singularity z0 is a branching
point followed by a branch-cut with a jump of O(g). Furthermore, z± denote the positions of
two poles which are followed by branch-cuts with a jump of O(g 2). These are not controlled by
our approach and will thus be neglected. As in NIBA we aim at the separate pole and branch-cut
contributions to the time evolution
P(t) = Pcoh(t) + Pinc(t). (7.3.27)
Next, we study the non-analyticities of Π1(E ) by analyzing the renormalization group equations
(7.3.22)-(7.3.24). From the renormalization group equation for Γ2(E ) we find that if E approaches
a pole z± = −iΓ1(z±) of Π1(E ), Γ2(E ) obtains a branch-cut with jump of O(g) starting at z±,
which, subsequently inserted into the renormalization group equation for Γ1(E ) leads to a branch-
cut for Γ1(E ) with jump of O(g 2). Additionally, as E approaches the pole z0 = −iΓ2(z0)/2 of
Π2(E ), similarly Γ1(E ) obtains a branch-cut starting at z0 with jump of O(g). Now, we calculate
the positions of the singularities up to O(g) by solving the renormalization group equations within a
systematic weak coupling expansion in g  1. For |E−zi | ∼ O(TK ) as well as g | ln(|E−zi |/TK )| 
1 we expand the solution of Eqs. (7.3.22)-(7.3.24) in g and fix the integration constants by comparing
to the solution at very high energies:
Γ1/2(E ) = Γ0
(
ωc
−iE
)g
= TK
(
TK
−iE
)g
, (7.3.28)
where
TK = Γ0
(
ωc
TK
)g
= Γ0
(
ωc
Γ0
)g/(1+g)
. (7.3.29)
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Figure 7.14.: The non-analyticities found in the Laplace transform of the spin expectation value P(E)
from RTRG. Using Eq. (7.3.9) highlights the different contributions to the time evolution
in Laplace space. There is no artificial branch-cut starting at E = 0, like in NIBA, which
removes the unphysical asymptotic algebraic decay found in this method. Instead, the branch-
cut contribution starts at some finite imaginary value of E , leading asymptotically to an
exponential decay superposed by subleading power-law corrections in t. For 1/2 > α > αc ≈
0.3 the dominant behavior in the long time limit (given by the non-analyticity closest to
real axis) is not determined by the poles at finite frequency, but actually by the branch-cut
contribution on the imaginary axis. This gives rise to the emergence of the partially coherent
regime in between the expected asymptotically coherent (α < αc ) and incoherent (α ≥ 1/2)
regimes.
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Up to O(g) we then obtain
Γ1(E )/TK ≈ 1 − g ln −iE + Γ2(E )/2
TK
, (7.3.30)
Γ2(E )/TK ≈ 1 − g ln −iE + Γ1(E )
TK
. (7.3.31)
Since g | ln g |  1 for g  1, we can trust these equations as long as g 2 . |E − zi |/TK ∼ O(1). So
far we cannot replace Γ1/2(E ) by TK in the argument of the logarithm since the argument could still
be a negative real number of O(1). In this case the O(g)-correction of the imaginary part of Γi (E )
might be important as it could be the leading contribution. As long as we consider energies E close
to one of the pole positions iz± = Γ1(z±) or iz0 = 12 Γ2(z0), we can safely disregard this subtlety for
the corresponding decay rate since we can expand around the pole position and use ∂E Γi ∼ O(g)
ln[−iE + Γ2(E )/2] ≈ ln {−i(E − z0) [1 + i∂E Γ2(z0)/2]} ≈ ln[−i(E − z0)], (7.3.32)
ln[−iE + Γ1(E )] ≈ ln {−i(E − z±) [1 + i∂E Γ1(z±)]} ≈ ln[−i(E − z±)]. (7.3.33)
With Eqs. (7.3.30) and (7.3.31) we find Γn(E )/TK ≈ 1 − g ln(Λ/TK ) with E = z0 + iΛ for n = 1
and E = z± + iΛ for n = 2. Now, we can set Γ1(E ) = TK in Eq. (7.3.31) and Γ2(E ) = TK in
Eq. (7.3.30), respectively, and obtain for the O(g) correction
2iz0/TK =Γ2(z0)/TK ≈ 1− g ln(−iz0/TK + 1) ≈ 1− g ln
(
−1
2
+ 1
)
≈ 1 + g ln 2 ≈ 2g ,
(7.3.34)
iz±/TK =Γ1(z±)/TK ≈ 1− g ln
(
−iz±/TK + 1
2
)
≈ 1− g ln
(
−1∓ iΩ/TK + 1
2
)
≈1 + g ln 2± ipig ≈ 2g ± ipig . (7.3.35)
where we have used −iz0/TK = − 12 + O(g) and −iz±/TK = −1 + O(g). Assuming Ω > 0 the
equation E + iΓ1(E ) = 0 has only a solution for positive g > 0. Thus, we find finite frequency poles
for g > 0 only. To sum up, we obtain from Eqs. (7.3.34) and (7.3.35) the following result for the
decay rates and the oscillation frequency up to O(g)
Γ ∗1/2 ≈ 2g TK , Ω ≈ pi g TK , (7.3.36)
where the poles at z± exist only for g > 0.
For E exponentially close to one of the poles, i.e. g ln(|E − zi |/TK )  O(1) [which probes the
regime of exponentially large times g ln(TK t)  O(1)] we can safely replace Γi (E ) → Γi (zi ) on
the r.h.s. of the renormalization group equations (7.3.23). By fixing the integration constants by
comparing with the solutions Eqs. (7.3.30) and (7.3.31) at intermediate energies, we obtain
Γ1(E ) ≈ TK
[
TK
−i(E − z0)
]g
, Γ2(E ) ≈ 2iz0, (7.3.37)
(7.3.38)
for E ≈ z0 and
Γ1(E ) ≈ iz± , Γ2(E ) ≈ TK
[
1− g ln −i(E − z±)
TK
]
. (7.3.39)
for E ≈ z±. It was found [Ken13a,Kas13a] that the solutions Eqs. (7.3.28), (7.3.30), (7.3.37), and
(7.3.39) for Γ1(E ) at high, intermediate, and exponentially small energy difference from zi can be
interpolated by the expression
Γ1(E ) ≈ TK
[
TK
−i(E − z0)
]g
(7.3.40)
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to leading order in g . We have checked numerically that, for the special points E = z0 + iΛ± 0+,
with Λ ∈ R, this formula holds even for larger values of g , which will be important later where
we use this result also for the evaluation of the branch-cut contribution to obtain Pinc(t). On the
other hand, for E exponentially close to the poles z± a numerical analysis shows that Eq. (7.3.40) is
correct for small values of g . For larger couplings it turns out numerically that one can significantly
improve on this result by using
Γ1(E ) ≈ TK
[
TK
−i(E − Γ1(E )/2)
]g
. (7.3.41)
for E ≈ z±. In turn, this equation can be employed for an improved evaluation of the poles’ positions
and the residuum of the resolvent Π1(E ). This yields
Γ ∗1 /TK = 2
g
1+g
[
1 + tan2
(
pig
1 + g
)]−1/2
, (7.3.42)
Ω = Γ ∗1 tan
(
pig
1 + g
)
= Γ ∗1 cot
(
pi
2
1− g
1 + g
)
, (7.3.43)
1
1 + ∂E Γ1(z±)
=
1− g
1 + g
. (7.3.44)
The calculated quality factor Ω/Γ ∗1 is in agreement with NIBA [Wei12] and the CFT [Les98] result
of Eq. (7.3.11). From Eqs. (7.3.25), (7.3.42) and (7.3.44) we then obtain
Pcoh(t) = 2
1− g
1 + g
cos (Ωt) e−Γ
∗
1 t Θ(g) (7.3.45)
for the coherent contribution to the dynamics. A similar – albeit much more complicated – analysis
can be pursued for Γ2(E ) which is not needed here.
Rather, we want to determine the position of z0 = −iΓ ∗2 /2 for larger values of g next. Replacing
Γ1/2(E ) → Γ ∗2 on the r.h.s. of the renormalization group equations (7.3.23) provides a very good
approximation which can be verified numerically. For E = z0 + iΛ, with Λ > 0, a rather lengthy
calculation [Kas13a] leads to the improved formula
Γ ∗2
2
≈ TK
[
pig
2 sin(pig)
] 1
1+g
. (7.3.46)
Note that in the analysis of the positions of the non-analyticities we have taken higher order terms
in g into account although the RTRG flow equations (7.3.23) were derived by concentrating only
on the leading order in g . The confidence that this procedure is actually meaningful is drawn from
the fact that this way we reproduce non-perturbative results from CFT exactly.
Finally, we give Pinc(t) steaming from the branch-cut, by setting E = z0− ix±0+ with 0 < x <∞
and using Γ1(E )
∗ = Γ1(−E∗)
Pinc(t) =
1
pi
e−
Γ∗2
2 t Im
∫ ∞
0
e−xt
Γ ∗2 /2 + x − Γ1(z0 − ix − 0+)
dx , (7.3.47)
where Γ1(z0 − ix − 0+) ≈ TK (TK/x)g e−ipig is taken from Eq. (7.3.40). For intermediate to long
times TK t ' 1 we can replace the slowly varying function xg → t−g since the exponential function
e−xt in the integrand of Eq. (7.3.47) restricts the integration range to the regime x ∼ O(1/t). This
leads to
Pinc(t) ≈ 1
pi
Im
{
e−γt tE
(
1,
[
1
2 Γ
∗
2 − γt
]
t
)}
, (7.3.48)
with γt = TK (TK t)
g e−ipig . For exponentially large times (TK t)|g |  1 the branch-cut contribution
Eq. (7.3.48) leads to the result from improved NIBA given in Eq. (7.3.10) by the asymptotic
expansion
E(1, z) ∼ e
−z
z
, for: |z | → ∞, (7.3.49)
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Figure 7.15.: Left: Transition line separating coherent and incoherent dynamics as found by NIBA
in Eq. (7.3.50) [Wei12]. Approaching α → 1/2 from below one finds the finite value
limα→1/2−0+ Tc (α) = TK/pi. We have already discussed in the previous part of this sec-
tion that the expectation of where coherent and incoherent dynamics are expected at long
times needs to be refined. In the following, we derive a new transition diagram of dynamical
phases summarized in Fig. 7.18. Right: Analytic structure of the Laplace transform of the
spin expectation value P(E) determined with NIBA. We employ Eq. (7.3.9) to highlight the
non-analyticities. Shown is α = 0.45 for different temperatures T . For finite T the branch-cut
found at T = 0 is resolved into an infinite series of non-analyticities, which are still located on
the imaginary axis. Their mutual distance is ∼ 2piT/TK , and the distance of the pole closest
to the real axis is ≈ piT/TK . The finite frequency poles start moving away from the real
axis when T is increased. At some temperature this movement is inverted and they finally
collapse on the real axis for some T = Tc . Afterwards two poles move up and down on the
real axis (not shown).
of the exponential integral. Close to α = 1/2 meaning g → 0 exponentially large time scales are
needed to meaningfully use the latter approximation. It is important to note that thus Eq. (7.3.10) is
only useful for times so large that Pcoh(t) can safely be neglected compared to the dominating term
Pinc(t). It is thus meaningless to combine the results for the coherent part obtained with CFT [given
in Eq. (7.3.11) [Les98]] and the predictions from improved NIBA [given in Eq. (7.3.10) [Egg97]].
On the other hand, a comparison of the improved expression for P(t) found analytically from
Eqs. (7.3.45) and (7.3.48) to the full numerics is included in the main panel of Fig. 7.13. The
analytical solution is in excellent agreement with the numerical solution of the flow equations25.
To sum up: the interesting competition of the branch-cut and pole contributions under scrutiny
here can only be studied by keeping Eq. (7.3.48). In fact, it is this competition which leads to the
interesting asymptotically coherent→partially coherent→incoherent transition as α is swept from 0
through 1/2.
7.3.2 Dynamics at T > 0
Next, we turn our attention to the influence of finite temperature on the system’s dynamics. We
begin again by a treatment within the NIBA. We can right away analyze Eq. (7.3.1) at finite T and
find that the branch-cut originating at E = 0 for T = 0 is resolved into an infinite series of non-
analyticities, which are still located on the imaginary axis. Their mutual distance is ∼ 2piT/TK ,
and the distance of the non-analyticity closest to the real axis is ≈ piT/TK . For T → 0 this
contribution leads to the unphysical sluggish decay mentioned above. Therefore, within NIBA one
should analyze the behavior of these non-analyticities only for T  TK , where one can hope that
the missing indent at T → 0 is negligible compared to the one ∼ T . Therefore, we concentrate
25The meaningless combination of the expression Eq. (7.3.10) for the incoherent part Pinc(t) and the CFT results of
Eq. (7.3.11) for the coherent one is not shown, as it strongly deviates for times TK t ' 1.
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Figure 7.16.: Dynamics of the spin expectation value P(t) for a FRG (a) and RTRG (b) treatment and
different temperatures T . The dynamics found in both approaches features a very interesting
behavior in the partially coherent regime at elevated temperature. First the coherence of the
system (measured by the non-monotonicity in the dynamics) is elevated (more dips appear).
Only for larger T the transition towards the monotonic (incoherent) regime shows up.
on the finite frequency poles. From a numerical analysis it is obvious [compare Fig. 7.15(b)] that
these poles start moving away from the real axis when T is increased. At some temperature this
movement is inverted until they collapse on the imaginary axis for some T = Tc . Afterwards two
poles move up and down on the imaginary axis. From an analytic treatment [Wei86, Wei87, Wei12]
one finds that the temperature Tc , at which the poles collapse, reads
26
Tc =
TK
2pi
{
Γ (α)
αΓ (1− α)
[
1 + piα cot(piα) + 2
√
W (α)
]}1/2(1−α)
, (7.3.50)
with
W (α) = piα cot(piα)− α2g(α) (7.3.51)
and
g(α) =
1
2
{
Ψ(1, 1− α)−Ψ(1, 1 + α)− [α−1 − pi cot(piα)]2} . (7.3.52)
Within NIBA these expressions determine the coherent-incoherent transition line [Gar85, Wei12].
This transition line was already referenced in Fig. 3.5 of section 3.6. For the reader’s convenience
it is again shown in Fig. 7.15(a).
FRG and RTRG analysis
First, we have to extend the RTRG approach to T > 0. Integrating out the reservoirs’ degrees of
freedom at T > 0 (keep in mind that RTRG aims at the reduced density matrix of the central level
directly) leads to a summation over Matsubara frequencies ωm = piT (2m + 1) on the right hand
side of the renormalization group equations. The renormalization group equations (7.3.22)-(7.3.24)
thus change to
dΓ1/2(E )
dE
= igΓ1(E ) 2piT
∞∑
m=0
[
Π2/1
(
E + iωm
)]2
, (7.3.53)
Πn(E ) = i [E + iΓn(E )/n]
−1 , n = 1, 2, (7.3.54)
26Note that apparently there is a typographic error of a missing factor 1/2pi in [Wei12], as one can see by comparing
to [Wei86].
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while the initial conditions still read Γ1/2(iωc) = ∆
2/ωc. To perform the Matsubara sum to order g
we neglect the E -dependence of Γ1/2 in Π2/1, which yields
dΓ1/2(E )
dE
= ig
Γ1(E )
2piT
Ψ
(
1,
1
2
+
1
2piT Π2/1(E )
)
, (7.3.55)
where Ψ(1, z) again is the trigamma function (see above). This set of equations can be solved
numerically to obtain Πn in Laplace or (after an inverse Laplace transform) P(t) in real-time space.
The dynamics of the spin expectation value shown in Fig. 7.16 for both our FRG (a) and RTRG
(b) approaches feature a very interesting behavior in the partially coherent regime at elevated
temperature: the coherence of the system, measured by the non-monotonicity in the dynamics
appears to be elevated at elevated temperature at first and only later the transition towards the
monotonic (incoherent) regime shows up. This is a rather counter-intuitive finding, but actually
using the RTRG in Laplace space we will show next that one can in fact drive the partially coherent
to the asymptotic coherent regime raising temperature.
To achieve this we first analyze the RTRG flow equation (7.3.55) in more detail. The right
hand side of the differential equation (7.3.55) contains a series of second order poles, which after
integration turn into essential singularities of the propagator Π1 at zn. They result from the disin-
tegration of the branch-cut of Γ1(E ) found at T = 0 and are located on the imaginary axis [see
Fig. 7.17 (T = 0.01TK )]; their mutual distance is 2piT [1 +O(g)]. Close to those singularities we
have Π1 ∝ e−g/(E−zn). The finite frequency branch-cuts (black circles with gray tails) of Figs. 7.17
(T = 0.05TK ) and (T = 0.12TK ) are artefacts of the lowest order truncation. In the full diagram-
matic series underlying the RTRG approach [Sch00,Sch09] there are no integrals over the reservoirs
excitation frequencies for T > 0, but only summations over ωm; branch-cuts are excluded. However,
the artificial non-analyticities contribute to P(t) in order O (g 2). Furthermore, as they are always
located below the leading order singularities they do not affect the long-time behavior of P(t).
Coherence by Elevated Temperature
The non-analyticities of the propagator Π1(E ) determining the dynamics of P(t) generically behave
as shown in Fig. 7.17 for 1/2 > α > αc as T is increased. Initially, Π1(E ) shows a pair of poles
with non-vanishing real parts of equal absolute value [damped oscillations of P(t)] as well as a
branch-cut on the imaginary axis [monotonic decay of P(t)] at T = 0 (see previous section). The
distance of the start of the branch-cut to the real axis is smaller than the distance between the
latter and the poles giving rise to the partially coherent behavior found at T = 0. As indicated
above, indeed, for T > 0 the branch-cut disintegrates into singularities [Wei12] as can be seen in
Fig. 7.17 (T = 0.01TK ). With increasing T these move down while the imaginary part of the finite
frequency poles barely changes, see Fig. 7.17 (T = 0.05TK ). At a certain temperature [Tc1(α)]
the top zero frequency singularity passes the level of the pole pair and the system undergoes a
transition from the partially coherent into the asymptotically coherent regime [compare Fig. 7.17
(T = 0.12TK )]. The additional finite frequency features (black circles with gray tails) visible in
Figs. 7.17 (T = 0.01TK ) and (T = 0.12TK ) are the above mentioned artefacts of O(g 2). Further
increasing T the pair of poles starts to move inwards resulting in a decreasing oscillation frequency,
while the singularities on the imaginary axis continue to move down and finally leave the frame
shown in Fig. 7.17, [see Fig. 7.17 (T = 0.49TK )] . The frequency vanishes when the pole pair hits
the imaginary axis at Tc2(α). This indicates the transition from the asymptotically coherent to the
incoherent regime [shown in Fig. 7.17 (T = 0.51)]. If T is increased further two singularities move
in opposite directions along the imaginary axis such that the one moving up approaches the decay
rate of α = 1/2 for T → ∞, [see Fig. 7.17 (T = 0.59TK -T = 1000TK )]. This is due to the fact
that as T > ωc (leaving the scaling limit) the renormalization flow is directly cut by T resulting in
the unrenormalized decay rate. For our choice of parameters (∆2/ω2c = 2.5 · 10−5) this results in
∆2/ωc ≈ 0.59TK . The corresponding distance from the real axis, indicated by a red line in Fig. 7.17
(T = 1000TK ), is in excellent agreement with our numerics.
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Figure 7.17.: The non-analyticities found in the Laplace transform of the spin expectation value P(E) from
RTRG for α = 0.45 (partially coherent regime). Using Eq. (7.3.9) highlights the different
contributions to the time evolution in Laplace space. The branch-cut found on the imaginary
axes at T = 0 (compare Fig. 7.14) is dissolved into an infinite series of poles for T > 0.
Two transitions can be identified: (a) from partially coherent to asymptotically coherent at
T/TK ≈ 0.12 and (b) from asymptotically coherent to incoherent at T/TK ≈ 0.51. For very
large temperature T > ωc the pole relaxes to the unrenormalized decay rate corresponding
to α = 1/2 (indicated by red dotted line for T/TK = 1000).
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Figure 7.18.: Diagram showing the extend of the incoherent, asymptotically, and partially coherent sectors.
The critical temperatures Tc1 (lower branch) and Tc2 (upper branch) obtained from the
numerical solution of the RTRG equations (7.3.55) are shown as circles; solid lines correspond
to the approximatations Eqs. (7.3.60) (lower) and (7.3.61) (upper). The insets exemplify the
time evolution of the spin expectation value P(t) in the different regimes for α = 0.45 and
T/TK = 0.01 (partially coherent), 0.3 (asymptotically coherent), 0.59 (incoherent).
Finally, we (additionally to T ) vary over α. With this we numerically determine Tc1/2(α), which
is summarized by the symbols shown in Fig. 7.18. To sum up the diagram of different dynamical
regimes in the ohmic SBM we note that the above outlined more complicated picture of an asymp-
totic to partially coherent transition at αc for T = 0 is furthermore complemented by a transition
from partially coherent to asymptotic coherent dynamics for 1/2 > α > αc as the temperature is
elevated. This can be understood as elevated coherence at elevated temperature. Only for even
larger T the transition to the incoherent regime occurs.
In passing we note that our numerics also lead to a value of the temperature Tc1 = Tc2 = 1/2pi
at which the ’triple point’ at α = 1/2 is found which differs from the NIBA result27 Tc2 = 1/pi. This
is attributed to the interplay of branch-cut and poles at α → 1/2 − 0+, which is missed by NIBA.
We will come back to this issue later and prove this results also analytically.
Analytic treatment
We complement our findings by analytical approximations for Tc1/2(α) (curved lines in Fig. 7.18).
As in the T = 0 case we solve Eq. (7.3.55) for Γ1 to leading order in g , where we neglect the weak
E -dependence of Γ2 and finds
Γ1(E ) = T˜Ke
−gΨ
(
0, 12 +
−iE+Γ2(E)/2
2piT
)
, (7.3.56)
with T˜K = TK (2piT/TK)
−g resulting from the high energy integration limit and where Ψ(0, x)
denotes the digamma function. Now we determine the positions of the non-analyticities of Π1(E )
approximately using Eq. (7.3.56). The finite frequency poles z± = ±Ω − iΓ ∗1 are the solutions of
iz± = Γ1(z±), where we can additionally set Γ2(E ) ≈ Γ1(E ), which was found to be a reasonable
approximation at T = 0 (see above). This yields the self-consistency equation Γ ∗2 = Γ2(z0) with
z0 = −ipiT − iΓ ∗2 /2. Setting Γ2(E ) to Γ ∗2 in Eq. (7.3.56) and using Eq. (7.3.55) we obtain
Γ ∗2 = 2piTg
∫∞
0
u(x)ψ′(x + u(x)− Γ ∗2 /4piT )dx , where u(x) = (TK/2piT )1−g e−gΨ(0,x).
The first transition occurs at Γ ∗1 = Γ
∗
2 /2 + piTc1. For decreasing α, Tc1(α) decreases and we
furthermore approximate the digamma function in Eq. (7.3.56) by its low temperature (2piT  TK)
expansion
Ψ(0, x) ≈ log x , for: |x |  1. (7.3.57)
27U. Weiss informed us that using improved NIBA [Egg97] at finite T gives Tc2(1/2) in agreement with our result [Wei].
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This simplifies Eq. (7.3.56) to
Γ1(E ) =
TK
[(−iE + piT + Γ2(E )/2)/TK]g , (7.3.58)
which is just the same as the T = 0 result with a piT shift on the right hand side. Thus the rates
Γ ∗1/2 are just given by their T = 0 counterparts [see Eqs. (7.3.42) and (7.3.46)].
The second transition takes place when the finite frequency poles collapse. This means that
Γ ∗1 = Γ1(−iΓ ∗1 ) has only a single real valued solution Γ ∗1 . For decreasing α, Tc2(α) increases, and
we apply
ψ(x) ≈ −γ − 1/x , for: |x |  1 , (7.3.59)
for 2piT  TK in Eq. (7.3.56).
In sum, we find
Tc1(α) =
1
pi
(
Γ
∗(0)
1 − Γ ∗(0)2 /2
)
, (7.3.60)
with Γ
∗(0)
1/2 of Eqs. (7.3.42) and (7.3.46) and g = 1 − 2α (lower curved line in Fig. 7.18) for the
first transition line. It yields a very good approximation to the numerically obtained Tc1 (circles in
Fig. 7.18) for 0.3 < α < 1/2. For the second transition temperature (upper curved line in Fig. 7.18)
we approximate
Tc2(α) =
TK
2pi
e
g(1+γ)+
√
2g+g2
1+g
(
1+g +
√
2g +g 2
) 1
1+g
. (7.3.61)
For α close to 1/2 (g  1) this further simplifies to
Tc2(α) ≈ TK
2pi
(
1 + 4
√
1
2
− α
)
, (7.3.62)
with a leading square root behavior around α→ 1/2− 0+.
For α → 1/2 − 0+, where Γ ∗1/2 = TK , the Tc1/2 can be calculated without approximating the
digamma function in Eq. (7.3.56). With
Γ ∗1 = Γ
∗
2 /2 + piTc1, (7.3.63)
we find
Tc1(1/2) = TK/(2pi). (7.3.64)
For Tc2(1/2) we again aim at a single real valued solution of Γ1(−iΓ ∗1 ) = Γ ∗1 , which implies
dΓ1(−iΓ ∗1 )/dΓ ∗1 = 1. Using Eq. (7.3.56) with Γ1(E ) ≈ Γ2(E ) this can be written as
dΓ1(−iΓ ∗1 )/dΓ ∗1 = gΓ ∗1 ψ′([piT − Γ ∗1 /2]/[2piT ]) = 4piT . (7.3.65)
For g → 0 this equation can only be fulfilled for vanishing argument of the trigamma function,
which readily yields
Tc2(1/2) = TK/(2pi). (7.3.66)
7.3.3 Quenches and the Role of Non-Markovian Memory
We next investigate the role of non-Markovian memory in dissipative systems. As the FRG is set
up in real time incorporating quench scenarios is straight forward. The time dependent self-energy
is simply dressed with the time dependent part of the Hamiltonian and thus the above outlined
framework can be adopted right away (for more details see [Ken12b]). For time dependent two-
particle interactions (as is the case here) the right hand site of the flow equations (to our truncation
order) is simply dressed with the bare time dependent two-particle vertex. For the RTRG tackling
quenches requires some extension which the interested reader can find in [Kas13a]. We concentrate
on T = 0 where we find the above mentioned transition between partially coherent and incoherent
dynamics at α = 1/2 and always quench from one to the other. This means that at time tq we
abruptly change the value of α = αi to α = αf . To reduce the number of free parameters we keep
the distance of αi/f from α = 1/2 constant, such that 2αf − 1 = 1− 2αi .
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Figure 7.19.: Spin expectation value P(t) with the initial time evolution determined by a coupling from the
incoherent regime αi > 1/2. At t = tq it is switched to αf < 1/2 from the partially coherent
one. The scaling limit is realized by ∆/ωc = 1/200. Times are restricted to t > tq; for
0 < t < tq, see Fig. 7.13(b). Left inset: comparison of numerical FRG and RTRG data; the
non-Markovian memory completely suppresses the partially coherent ‘oscillatory’ behavior. It
only survives for αf smaller than a critical coupling αqc ; see the upper [numerical solution of
FRG equations], central [numerical solution of RTRG equations], and lower [analytical result
Eq. (7.3.69)] panels. Right inset: dependence of αqc on the time T
i
K tq the evolution was
performed in the incoherent regime (FRG data). Two different definitions of αqc are compared.
In the first αqc is defined as the αf at which the first zero of P(t) can be observed, in the
second as the αf at which the curve first shows a non-monotonicity. The two values barely
differ.
Quench from incoherent to coherent
In Fig. 7.19 we show P(t) when quenching at tq from the incoherent to the partially coherent regime.
Since we have two couplings αi and αf we also encounter two characteristic scales T
i
K and T
f
K ,
which in the scaling limit differ by orders of magnitude. With this ∆ and ωc cannot be scaled out as
efficiently as before (by taking TK as the unit of energy). We consider times tq before the quench
between T iK tq = 5 and T
i
K tq = 10 to minimize the influence of the initial transient dynamics. In the
left inset we compare the data obtained by the numerical solution of the FRG and RTRG equations.
The agreement for αi/f close to 1/2 is excellent. Note that we use the same coupling αf = 0.4682
as in the main panel of Fig. 7.13(b). The data for the quench dynamics in the left inset of Fig. 7.19
are monotonic. There is no indication of coherent behavior. Thus we conclude that the incoherent
dynamics before the quench heavily affects the one afterwards, to the extend that the coherence
signature can be suppressed completely. In the upper (FRG) and central (RTRG) panel results for
smaller αf are shown. Nonmonotonic (‘oscillatory’) behavior can only be found for αf being smaller
than some critical coupling αqc . As |1 − 2αqc |  1 is not strictly fulfilled our two approximate
renormalization group methods give values for αqc which differ by a few percent. Its precise value
can only be obtained using a non-perturbative method.
Within the RTRG the memory of the spin state is preserved in the excitations of the bath.
Classifying the memory contributions by the number of bath excitations that have gone through
the quench one can show [Kas13a] that the terms with n excitations are proportional to An =
(T iK/T
f
K )
n/2 ≈ (∆/ωc )2n|gf |, with A 1. If we concentrate on the case of a single excitation with
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Figure 7.20.: Left: Time evolution of the spin expectation value P(t) obtained from the numerical solution
of the FRG flow equations. The quench protocol is the same as in Fig. 7.19. Note that the
time axis is chosen to be T iK t before the quench and T
f
K t after it. Different lines correspond
to different quench times tq increasing from left to right. Upper panel: αf > αqc , that is
the time evolution even after the quench is monotonic even though it is performed with a
positive coupling constant. The non-Markovian memory heavily affects the dynamics after the
quench. The qualitative behavior is independent of tq. Lower panel: αf < αqc ; nonmonotonic
behavior is found after the quench. This is again independent of tq. Right: The same as in
Fig. 7.19 but for quenches from the coherent to the incoherent regime. The spin expectation
value |P(t)| for αi = 0.4682 and different quench times tq (indicated by the vertical dotted
lines) is shown. At the respective tq the x-axis scale is switched from T
i
K t to T
f
K t. Main
panel: data of the numerical solutions of the FRG and RTRG flow equations. The thin dashed
line is an exponential term with rate T fK/2 and a subleading power-law correction. Inset: FRG
data with and without the memory term.
Matsubara frequency Λ we obtain (t ′ = t − tq ≥ 0)
P(t ′) = P f (t ′)P i (tq)−gi
∫ ∞
0
dΛF fΛ (t
′)F iΛ(tq), (7.3.67)
FκΛ (t) = −
∫ ∞
−∞
dE
2pi
e−iEtΠκ1 (E + iΛ)
√
Γκ1 (E )Π
κ
2 (E ) , (7.3.68)
with κ = i , f , Pκ and Γκ1/2 computed as above, but with the corresponding αi/f and initial condition
Pκ(0) = 1. The two contributions can be interpreted separately. The first term describes the
standard relaxation while the second memory term implies (dissipative) non-Markovian dynamics.
There exists no analogue for quenches in closed systems [Pol11].
For varying ωc the results depend only very weakly on ∆
2/ωc (via A). E.g. changing (∆/ωc )
2 by
an order of magnitude around the average value 2.5 · 10−5 results in a change of αc by only a few
percent.
Furthermore, we can again obtain analytical insight of the interplay of the relaxation dynamics
and the non-Markovian correction by RTRG. This results [Ken13a, Kas13a] in
P(t ′)
P(tq)
≈ 2(1− A)e−Γ∗f1 t′ cos(Ω f t ′) + Ae−Γ∗f2 t′/2, (7.3.69)
which is shown in the lower panel of Fig. 7.19. The memory clearly features a coherent and an
incoherent contribution ∝ A. The first has a negative sign and suppresses the coherent part while
the second enhances the incoherent term compared to the one encountered for a simple relaxation.
For gf  1 the latter is subdominant compared to the former and is thus omitted in Eq. (7.3.69).
With this we can understand the appearance of αqc analytically. We conclude these consideration
by revealing the independence of the behavior of P(t) with respect to the time of the quench tq
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Figure 7.21.: The current leaving the left or right reservoir. We determine the strength of the two-particle
interaction by g = 0.3183 and choose V /2 =  = µL = −µR = 5TK . The dynamics
of the current leaving the left reservoir features the characteristic oscillation with rather
small frequency Ω ∼ g (marked by an ellipse in Fig. 7.21), while only sub-dominantly [to
O([/TK ]−1)] an oscillation with frequency ∼  shows up (wiggles barely visible at times
TK t > 5). For the current leaving the right reservoir (not in resonance with the central level)
we clearly find a single dominant oscillation with frequency Ω ∼ V for all t.
(as long as T iK tq not too small). This is shown in Fig. 7.20(a). Many different quenching times
for both cases α > αqc (upper panel) and α < αqc (lower panel) are compared. The qualitative
behavior remains unaffected.
Quench from coherent to incoherent
As a second example we discuss the dynamics when quenching at tq in the opposite direction, that is
from the partially coherent to the incoherent regime. For simplicity of discussion we focus on αi ’s for
which only a single zero at time t0 is found in the relaxation protocol. In Fig. 7.20(b) we show |P(t)|
obtained from the numerical solution of the FRG and RTRG equations for αi = 0.4682. Again, the
simple relaxation for this coupling can be found for comparison in Fig. 7.13. Now, we sweep through
the quenching time tq. For tq > t0 the dynamics at times larger than tq very quickly adapts to the
new rate ≈ T fK/2 of the incoherent dynamics [see Eq. (7.3.10) and the dashed line in Fig. 7.20(b)].
The behavior changes significantly for tq < t0. In this case non-monotonic (‘oscillatory’) behavior
is found for times t > tq at which the time evolution is performed with αf = 0.5318 > 1/2; thus
where the relaxation dynamics is incoherent. The smaller tq − t0 the further the zero is transfered
into the incoherent regime. Just like in the opposite quench the memory persist over several 1/T fk .
For turning off the memory terms in the renormalization group equations the inset of Fig. 7.20(b)
demonstrates that the zero of P(t) vanishes. This indicates that the appearance of the zero is
exclusively coded in the history of the dynamics (opposed to simply in the values of the system’s
density matrix at a selected time).
7.4 Biased (V 6= 0) IRLM ↔ Spin-Boson Model
We extensively used the mapping of the SBM to the unbiased IRLM (V /2 = µL = −µR = 0) in
the preceding part of our analysis. The signature of the partially coherent behavior of the unbiased
ohmic SBM  = 0 was found to be given by a finite number of zeros (non-monotonic behavior)
at intermediate times only. If we now consider the dynamics of the biased (V 6= 0) IRLM, which
constitutes an interesting transport setup, one might wonder about the consequences entailed by this
finding. To be more precise, if we apply a finite bias µL = −µR = V /2 and choose the onsite energy
of the central level  such that the level is at resonance with, e.g., the left reservoir ( = V /2), the
left reservoir plus the central level can be viewed (besides of a trivial shift in energy) as the same
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system as studied above. Without the right reservoir in place we would thus perfectly reproduce all
the findings given above in the dynamics, leading to the interesting question about the influence of
the presence of the other reservoir. In the following, we concentrate on the particle current, which
is the most studied quantity of transport setups. For t →∞ due to the finite value of V obviously
a steady current sets in, describing the continuous transport of particles across the dot junction
from the left to the right reservoir. The FRG can be right away applied to study this setup and the
results of such an analysis are shown in Fig. 7.21 for the current leaving the left and right reservoir,
respectively. We clearly find that the dynamics of the current leaving the left reservoir features the
characteristic oscillation with rather small frequency Ω ∼ g (marked by an ellipse in Fig. 7.21),
while only sub-dominantly [to O([/TK ]−1)] an oscillation with frequency ∼  shows up (wiggles
barely visible at times TK t > 5). For the current leaving the right reservoir (not in resonance with
the central level) we clearly find a single dominant oscillation with frequency Ω ∼ V for all t.
Interestingly, the non-equilibrium on resonance dynamics of the strongly biased IRLM can thus be
understood by the dynamics found in the ohmic SBM (→ Section 7.3) as well as an off resonance
setup (→ Section 7.2). Left and right current show the physics of the one or the other (depending
on with which the central level is at resonance with) separately, instead of a mixture of both.
7.5 Conclusion
Extending Time Dependent FRG
We have shown how the time dependent FRG approach, introduced for open quantum systems
in [Ken11] and outlined in general in chapter 4, can be applied at finite temperature. For this we
have focussed on the example of a charge-fluctuating quantum dot (IRLM → Section 3.5), which
can be seen as a proof of principle. Importantly, we have derived analytic expressions for the Green’s
functions, involving Gauss hypergeometric and Hurwitz-Lerch zeta-functions, pivotal to describing
the dynamics within the FRG. Closed form expressions are desirable not only from a viewpoint of
numerical efficiency, but rather essential for the scaling limit, where Cauchy principle valued integrals
have to be treated (→ Section 4.1.2). With this we can close the gap which arises between the
initial preparation of a system and the steady-state reached for t → ∞, which can be aimed at
directly by a complementary FRG treatment. We also exemplify that no subtle problem arises from
permuting the limits N → ∞ and t → ∞ in the derivation of the latter. All of these statements
were derived on the level of a first order truncation scheme, where only the leading order on the
right hand side of the flow equations is kept. Thus, we are restricted to rather small two-particle
interactions (U in the example of the IRLM).
Results for the Bias Driven IRLM
We showed that analogously to the T = 0 case the effect of the two-particle interaction to a
very good approximation can be condensed in effective constant Hamiltonian parameters in the
transport regime |± V /2|  TK . This facilitates the interpretation of the results to a great deal,
as the time evolution of the observables can be understood from the non-interacting case. For
finite temperature already this simplified picture gives rise to very rich physics. We have found that
different temperature in the left and right reservoir can be used to detune the different contributions
found in the dynamics with respect to each other. This cannot be achieved at T = 0 and leads
to a variety of different dynamical regimes at large times. Where these crossovers from one regime
to the other occur are generally described by a power-law in the bare parameters with interaction
dependent exponent (renormalization induced). FRG can be used to correctly resum the exponent
to leading order in the interaction strength.
Results for Dissipative Systems
Using a formal mapping between the IRLM and the SBM we have shown that the dynamics en-
countered in the latter at T = 0 is significantly different to what one might expect. Although we
reproduce the coherent-to-incoherent transition at α = 1/2 found in NIBA and CFT, we showed
that the large time dynamics for 1/2 > α > αc in this “coherent” dynamical phase are actually
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monotonic! Only at intermediate times the signature of the coherent dynamics (non-monotonic
behavior) can be found. These results lead us to propose a more refined picture of the dynamical
phases found, where one differentiates between the asymptotically coherent α < αc (non-monotonic
for all times) and the partially coherent 1/2 > α > αc regime.
Turning to finite T we even more surprisingly found that starting in the partially coherent regime
at T = 0 elevating temperature drives the system into a regime of asymptotic coherence. Only for
even larger T the dynamics finally turns incoherent. This elevated coherence at elevated temperature
is rather counter-intuitive.
The aforementioned results were not obtained using only the FRG, but also the complementary
RTRG approach. This further strengthens the reliability of our results.
A second interesting application targets quantum quenches where parameters of the Hamiltonian
are switched instantly at some time tq. We have seen using our complementary renormalization
group procedures that the non-Markovian memory of the bosonic bath, storing information about
the pre-quench history, greatly affects the dynamics after the quench. Because in this example non-
Markovian memory plays a major role for the dynamics found, this could be seen as a motivation
to a more systematic study of when and why modelling baths as Markovian ones is justified.
Outlook
For the future it would be interesting to analyze the consequences implied by our finding of elevated
coherence at elevated temperature in the ohmic SBM. For quantum computing devising highly
coherent systems is crucial, where usually temperature largely reduces this property. As we always
operate at finite temperature, understanding the precise dependence of the coherence at different
temperature is important. An experiment showing the proposed effect would certainly make a huge
contribution to this.
Furthermore, considering different left and right reservoir temperatures raises the question about
thermoelectric transport through quantum dots. Therefore the following section will be devoted to
this issue – albeit in the steady-state regime.
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Introduction
Ever since we are using energy to facilitate our many aspects of modern life, a central question
remains the quest for transport, storage and efficient conversion of energy in its various forms. In
the context of thermodynamics and statistical mechanics typically two types of engines are studied:
(a) refrigerators and (b) power generators. Those of course have opposite functionality, the former
uses energy to cool down a system, while the second uses heat to generate an output power. In
solid-state physics thermoelectric materials can be used for both of the aforementioned purposes.
Those, in contrast to other engines, have no moving parts and thus prove very reliable [Mah95].
For low-dimensional quantum system, such as quantum dots, the natural question arises, whether
particularly interesting thermoelectric features can be found. This can be viewed either from a more
“microscopic transport” ansatz to quantum impurity systems [Mur08, Oja08, Lei10, Cos10, And11a,
Sot12,Aze12,Sa´n13], as also usually pursued by us, as well as from a more phenomenological view-
point of thermodynamics [Mah95,Mah97,Esp09,Ben11,Sa´n11,Yan12a,Yan12b]. In the following we
want to focus on engines that generate power, meaning that we investigate how a given temperature
gradient can induce a net bias voltage across different impurity structures. We will focus on the
IRLM (→ Section 3.5) as a prototype model of charge fluctuations and the AHM (→ Section 3.4)
which also incorporates spin as well as phononic degrees of freedom.
Outline
In the following we will motivate that quantum dots are interesting candidates for materials used
in thermoelectric applications. They do not follow the Wiedemann-Franz law which strongly limits
the efficiency of ordinary bulk systems and thus renders their investigation highly interesting. To
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establish a common vocabulary and to review some of the main findings from thermodynamics, we
will first give a rough introduction into the matter. In this preliminary section the language used in
the following will be introduced under the specific viewpoint of the investigation conducted later.
The depiction is far from complete and more details can be found in e.g. [Dom54, Bec85, Sch06].
In the next two sections we will investigate (1) the IRLM and (2) the AHM within the FRG. For
the IRLM, FRG has proven before to be a reliable tool to tackle its transport properties. We start
by analyzing the renormalization group equation of the IRLM in the steady-state regime at finite
temperatures, vital to any further consideration. We will then extract the IRLM’s thermoelectric
behavior were the main part of the interaction effects can be understood by the renormalization
found in the previous part combined with the non-interacting results. Next, we discuss a more
“applied” charging scenario. Afterwards, we turn to the AHM and again begin with an analysis of
the flow equations. Here we focus on equilibrium. We present different routes to extracting the
linear response conductances at finite temperature without the need of possibly ill-defined analytic
continuation. We finish this section by recapitulating how the route to the strong correlations limit
appears to be blocked by the limitations of the FRG (similarly to the SIAM see below). A final
remark, concluding the work done and including prospects of future work, can be found in the last
section.
8.1 Basics and Definitions
First, we review the vocabulary that is commonly used in the field of thermoelectric transport. We
start out with a very general system that is divided into a left (L) and a right (R) part. Both parts
are coupled via some, at this point unspecific, link structure which allows for energy and/or particle
exchange between the two. We focus exclusively1 on the steady-state regime, be it in terms of
linear response quantities or full-fledged non-equilibrium setups. The particle/heat current leaving
subsystem α ∈ {L, R} is then denoted by Iαc (Iαh ). Usually, it is sufficient to focus on one of the two
subsystems for each of the two currents. Because we are interested in power generators we choose
V /2 = µL = −µR > 0 and ∆T = TL − TR < 0 and consider the particle current leaving the left
subsystem and the heat current entering the right one2. Then we drop the additional index α to
shorten notation. In this context the quantities of interest are the output power
P = W˙ = (µL − µR) dq
dt
= −VIc, (8.1.1)
with q the particles in the left subsystem and the efficiency
η =
P
−Ih < ηC , (8.1.2)
where the upper bound of the efficiency is given by the Carnot efficiency ηC = 1− TLTR , a consequence
deeply rooted in the second law of thermodynamics [Sch06].
8.1.1 Linear Response
Particularly easy to tackle is the linear response regime, in which bias voltage V and temperature
gradient ∆T (with respect to some mean temperature T ) between left and right subsystem are
chosen to be so small that only the linear order of each must be kept. Thus the heat and charge
currents are determined by a first order Taylor expansion(
Ic
Ih
)
=
(
Gc,V Gc,∆T
Gh,V Gh,∆T
)(
V
∆T
)
= G
(
V
∆T
)
, (8.1.3)
1Note that in the framework outlined in the previous chapter (→ Chapter 7) a generalization to the transient
behavior is right away possible, but less instructive.
2which has to be compensated by a heat current from some super-reservoir to the right subsystem and can thus be
used to define efficiency.
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with the “conductance”-matrix Gha,b = limb→0 Ia/b|b¯=0, where a ∈ {c, h} and b ∈ {V ∆, T} are
taken as indices of the matrix and V = ∆T as well as ∆T = V . Of those conductances usually
only the electrical conductance Gc,V bears direct significance for experiments as it can be readily
accessed. However, certain combinations including also the other conductances are additionally of
very strong experimental relevance. To be more precise, one can access the thermopower
S = lim
∆T→0
V
∆T
∣∣∣∣
Ic=0
=
−Gc,∆T
Gc,V
, (8.1.4)
in experiments as well as the thermal conductance
ke = − lim
∆T→0
Ih
∆T
∣∣∣∣
Ic=0
= Gh,∆T − Gh,V Gc,∆T
Gc,V
= Gh,∆T − Gc,V TS2. (8.1.5)
The last equality is a consequence of the famous Onsager (reciprocal) relation [Ons31a, Ons31b]
TGc,∆T = Gh,V , (8.1.6)
which holds under the assumption of the time reversibility of microscopic dynamics.
So far we have considered the “transport” notation, a vantage point that we usually take within
this thesis. This is clear as Gc,v is nothing but the conductance defined in Eq. (4.1.82). Now we
want to shift our paradigm to connect to the “thermodynamic’s angle”. Generally, we define the
charge force F = µL − µR = V and thermodynamic charge force X1 = F/T . The conjugate of this
force is the charge itself, x = q in the left subsystem. Consequently, the current Ic = x˙ . For the
heat current we analogously define a thermodynamic heat force X2 = 1/TL−1/TR . In this notation
the linear response regime is characterized by(
Ic
−Ih
)
=
(
L11 L12
L21 L22
)(
X1
X2
)
= L X = L
(
V /T
−∆T/T 2
)
=
(
Gc,V T −Gc,∆T T 2
−Gh,V T Gh,∆T T 2
)(
V /T
−∆T/T 2
)
.
(8.1.7)
Thus the entries of G and L are simply related by factors ±1/T and ±1/T 2. The entropy production
dS
dt
= IcX1 − IhX2 = X T L X = Ic V
T
− Ih ∆T
T 2
≥ 0 , (8.1.8)
is positive, as it should from the second law of thermodynamics. Considering the limits
∆T = 0 :
dS
dt
= L11
(
V
T
)2
≥ 0 ⇒ L11 ≥ 0 , (8.1.9)
V = 0 :
dS
dt
= L22
(
∆T
T 2
)2
≥ 0 ⇒ L22 ≥ 0 . (8.1.10)
This implies Gc,V ≥ 0 and Gh,∆T ≥ 0. Furthermore from the Onsager relation Eq. (8.1.6) follows
L12 = L21 (8.1.11)
and thus L is symmetric. Additionally, because of Eq. (8.1.8) its determinant then fulfils
det(L) = L11L22 − L212 ≥ 0. (8.1.12)
Finally, we now turn to output power P and efficiency η in linear response.
Maximum Efficiency
Let us aim at maximum efficiency ηlin,0 at given T , which is advisable if loses are to be minimized.
To this end we introduce the figure of merit
ZT =
L212
det(L)
⇒ 0
(8.1.12)
≤ ZT , (8.1.13)
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where ZT
det(L)→0−→ ∞ (as long as L12 6= 0). Taking η = IcX1T/Ih and maximizing with respect to
X1 yields
ηlin,0 = ηlinC
√
ZT + 1− 1√
ZT + 1 + 1
≤ ηlinC , (8.1.14)
where ηlinC =
−∆T
T is the linearised part of the Carnot efficiency and η
lin,0 = ηlinC only if ZT
det(L)→0−→ ∞.
Thus the magnitude of the figure of merit is a measure for the efficiency of the thermoelectric
process. At ZT →∞, even though the efficiency reaches Carnot value, this value is still very small
as ηlinC ∼ ∆T is very small. The corresponding power output at maximum efficiency is then given
by
P lin,0 =
ηlinC
T
L22√
1 + ZT
ηlin,0. (8.1.15)
Unfortunately, the power output thus vanishes when maximum efficiency is reached (ZT → ∞).
Due to this reason it might be more important to consider...
Maximum Power Output
Technical application usually require a certain power output. Therefore, next we consider maximum
power output P lin,max rather than efficiency. Maximizing P = −IcX1T again with resepect to
X1 [VdB05, Ben11] yields
ηlin,max = ηlinCA
ZT
ZT + 2
, (8.1.16)
P lin,max =
ηlinCA
T
ZT + 2
ZT + 1
L22 η
lin,max. (8.1.17)
Here the role of the Carnot efficiency is taken by the so called Curzon-Ahlborn efficiency ηlinCA = η
lin
C /2,
which limits the efficiency of systems operated at maximum power [Cur74].
Lorenz number
Again the determining factor is the figure of merit ZT . In many (bulk) materials the Wiedemann-
Franz law dictates that the Lorenz number
Ln =
ke
Gc,V T
⇒ ZT = S
2
Ln
(8.1.18)
is a system independent constant. This limits the figure of merit drastically. But in systems where
an energy-dependent transmission amplitude occurs (such as the quantum-dot systems considered
here), the Wiedemann-Franz law is violated and higher figure of merits are possible.
8.1.2 Non-Equilibrium Beyond Linear Response
For the full-fledged non-equilibrium less is known about the thermoelectric properties of different
systems, as it is usually much more difficult to handle. For interacting quantum dots however the
Meir-Wingreen formula can be used to derive the charge and heat currents though the quantum-
dot region (charge [Mei92] and heat [Wan06, Oja08]). The corresponding expressions are given
in Eqs. (4.1.72) and (4.1.79). The efficiency that can be achieved with an engine operating in
non-equilibrium is of course still bounded from above by the Carnot efficiency ηC defined above.
For maximum power output optimization it was shown that the Curzon-Ahlborn efficiency ηCA =
1−√1− ηC describes correctly the efficiency of “a large number of systems” [VdB05] if one stays
in the vicinity of linear irreversible thermodynamics. Schmiedl and Seifert introduce an upper bound
ηSS = ηC/(2 − ηC ) for the entire non-equilibrium regime [Sch08b]. Importantly, the FRG can be
used to tackle a microscopic model in non-equilibrium, where given its speed vast parameter spaces
can be sampled efficiently. Analogue to linear response, in non-equilibrium maximum efficiency η0
and corresponding power P0 and maximum power output Pmax and corresponding efficiency ηmax
are defined [via Eqs. (8.1.1) and (8.1.2)].
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In the following we will investigate the IRLM and AHM with the FRG in the light of the above
raised criteria.
8.2 Thermoelectric Transport in the IRLM
The (non-interacting) resonant level model (RLM) in the limit of vanishing hybridization was studied
in [Esp09]. Adding finite hybridization as well as interaction to the quantum dot system (leading
to the IRLM) is one step to a more realistic description of charge-fluctuating quantum dots. The
steady-state of the IRLM was studied so far only at vanishing temperature where renormalization
effects are expected to be most prominent. Thus as a first step we extend the analysis to include
finite temperatures.
8.2.1 IRLM: Finite Temperature an FRG Analysis
The IRLM was studied in detail in the previous chapter (→ Chapter 7). we will employ the same
framework (truncation order, cut-off scheme, etc.), but focusing on the steady-state. Then the flow
equations read
∂Λt
Λ
12 =
iU
4pi
∫
SK,Λ12 (ω)dω, t
Λ→∞
12 = t12 = timp,L , (8.2.1)
∂Λt
Λ
23 =
iU
4pi
∫
SK,Λ23 (ω)dω, t
Λ→∞
23 = t23 = timp,R , (8.2.2)
∂Λ
Λ = − iU
4pi
∫ [
SK,Λ11 + S
K,Λ
33
]
(ω)dω, Λ→∞ =  , (8.2.3)
∂Λ
′Λ = − iU
4pi
∫
SK,Λ22 (ω)dω, 
′Λ→∞ = 0 , (8.2.4)
where at this point the Keldysh components nicely incorporates any changes steaming from finite
temperature. The single-scale propagator is calculated by Eq. (4.3.18). Eqs. (8.2.1)-(8.2.4) can be
implemented straightforwardly on a computer and the numerical effort executing this implementation
is negligible. However, we postpone this, because one even succeeds in obtaining analytical results.
Similar to [Kar10d, Kar10a]3 first, we suppress the renormalization of the central onsite energy Λ
which is O(U2) as well as ′Λ, which always appears in combination with the much larger scale Γ .
This yields
∂Λt
Λ
12 =−
UΓ
pi
∞∫
−∞
∂∗Λ
[
G R,Λ11 (ω)(fL(ω)− 1/2)G A,Λ12 (ω)
]
dω
− UΓ
pi
∞∫
−∞
∂∗Λ
[
G R,Λ13 (ω)(fR (ω)− 1/2)G A,Λ32 (ω)
]
dω , (8.2.5)
∂Λt
Λ
23 =−
UΓ
pi
∞∫
−∞
∂∗Λ
[
G R,Λ21 (ω)(fL(ω)− 1/2)G A,Λ13 (ω)
]
dω
− UΓ
pi
∞∫
−∞
∂∗Λ
[
G R,Λ23 (ω)(fR (ω)− 1/2)G A,Λ33 (ω)
]
dω , (8.2.6)
as the only remaining flow equations. The star differential operator ∂∗Λ was introduced in Section
4.3.2 as to act only on the non-interacting Green’s function of a Dyson expansion of the full
Green’s function. The flow equations of the level-lead hybridization Θij = |tij |2/Γ can be extracted
3Also compare to section 7.3.1.
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analytically by suppressing all terms O(1/Γ 2)
∂ΛΘ
Λ
12 =
U
2piΓ
∂∗Λ
∞∫
−∞
[
tanh
(
βL(ω − µL)
2
)
ΘΛ12
ω − − i(Λ + ΘΛ12 + ΘΛ23)
+ c.c.
]
dω , (8.2.7)
∂ΛΘ
Λ
23 =∂ΛΘ
Λ
12(1↔ 3, L↔ R) . (8.2.8)
Furthermore, in a good approximation one can neglect the renormalization of Θ12 and Θ23 in the
denominator. This is denoted as approximation 1 in the following. Integrating Eq. (8.2.7) yields
∂ΛΘ
Λ
12 = −
U
piΓ
ΘΛ12Re
{
βL
pi
Ψ
(
1,
1
2
− i
pi
βL
2
[− µL + i(Λ + Θ12 + Θ23)]
)}
, (8.2.9)
with Ψ(1, x) being the trigamma function. Additionally, setting Ψ(1, 1/2 + x) ≈ 1/(2/pi2 + x) for
all Re[x ] > 04 on the right hand site of the flow equation, which is referred to as approximation 2
in the following, finally gives
∂ΛΘ
Λ
12 ≈ −
U
piΓ
Θ12
2(2TL/pi + Λ + Θ12 + Θ23)
(2TL/pi + Λ + Θ12 + Θ23)2 + [(− µL)/2]2 . (8.2.10)
Now we have to reintroducing the ultraviolet cutoff5 Γ before we integrate this equation analytically
leading to
ΘΛ=012
t212
∼

(
2t212
)−2U/(piΓ )+O(U2) |− µL|, TL  TK  Γ
V−2U/(piΓ )+O(U
2) ||, TK , TL  V  Γ
||−2U/(piΓ )+O(U2) V , TK , TL  ||  Γ
T
−2U/(piΓ )+O(U2)
L |− µL|, TK  TL  Γ
(8.2.11)
where we concentrated on t12 = t23 and introduced TK being the universal equilibrium low energy
scale of the model [Sch80a, Sch82a, Fil81, Doy07, Bor07, Bor08, Bou08, Meh06, Kas09] defined in
Eq. (3.5.6).
The renormalization of ΘΛ=023 can be obtained by replacing (1 → 3, L → R) in Eqs. (8.2.9)-
(8.2.11). Explicitly, the reservoir temperatures provide infrared cutoffs [see Eq. (8.2.11)]. The
Eq. (8.2.10) indicates a subtle interplay of the different cutoff scales  − µα, Θ12 + Θ23, Tα in the
denominator. Importantly, the left (right) hybridization is cut off by the temperature of the left
(right) reservoir only. Different cutoff scales for the left and right hybridization have been observed
before (at Tα = 0); it is |− µL| (|− µR |) and not V = µL − µR which enters as a cutoff for Θ12
(Θ23) [Kar10b].
We next shortly clarify the quality of the approximations 1 and 2 used to find this analytical result.
Fortunately we can take the full numerical solution of the flow equations (the only approximation
being the truncation) and step by step apply approximations 1 and 2. A comparison for the renormal-
ized line width ΘΛ=0 as a function of temperature is shown in Fig. 8.1. For the entire temperature
range (TL = TR = T and t12 = t23 for simplicity) the results of approximations 1 and 2 agree well
with the full numerical solution. Clearly, for T ' TK , the power-law Eq. (8.2.11) with the correct
exponent is reproduced on each level of approximation. It is important to note that although the
temperatures cut off the renormalization of the line width in a very intuitive way, the power-laws
induced by this in different observables are quite subtle. For the question of thermoelectric transport
this is secondary, and for a detailed analysis we refer to [Kar10b] (T = 0) and [Ken13b] (T > 0).
4ensuring the correct value at x = 0 as well as asymptotic behavior
5Without any approximations the high energy cutoff Γ appears naturally, e.g. in any numerical study. In the
derivation of the analytical Eq. (8.2.10) however, we disregarded terms O(1/Γ 2) which now renders it obligatory
to introduce the high energy cutoff as an upper bound of integration by hand.
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Figure 8.1.: Renormalized line width ΘΛ=0 as a function of temperature T . The parameters are /TK =
V /TK = 0, timp/Γ = 0.0025, T = TL = TR and U/Γ = 0.1. Since left and right lead are
chosen symmetrically (V = ∆T = 0) Θ12 = Θ23 = Θ. Notice the double logarithmic scale,
which indicates the power-law behavior for large T . The inset shows the replacement of the
trigamma function used in approximation 2.
8.2.2 RLM case: U = 0
Before we focus on the IRLM we review some expressions for the U = 0, RLM case. As this limit
is exactly solvable one can gain valuable insights into the problem at hand. Importantly, the U = 0
considerations will be important to interpret the results for the IRLM as well. As in the used trun-
cation scheme (first order) interaction effects are incorporated in effective Hamiltonian parameters,
it will allow us to draw some analytic conclusions, by plugging the renormalized parameters into the
expressions for the non-interacting case.
Non-equilibrium Analysis
Since we do not need to incorporate interactions we can focus on the single-level description of
the RLM (→ Sections 3.5 and 7.2.1). Steady-state transport through this non-interacting dot
(Γ1D = 2Γ1D,L = 2Γ1D,R) is fully characterized by the Breit-Wigner transmission resonance
τBW(ω) = Γ
2
1D|G R(ω)11|2 =
Γ 21D
(ω − )2 + Γ 21D
(8.2.12)
of width Γ1D = 2piρ1Dτ
2(= ΘL +ΘR). The steady-state currents Ic and Ih are given in the Landauer-
Bu¨ttiker formalism
Ic =
1
2pi
∫
dω τBW(ω) [fL(ω)− fR (ω)] , (8.2.13)
Ih =
1
2pi
∫
dω (ω − µR )τBW(ω) [fL(ω)− fR (ω)] . (8.2.14)
Furthermore, we can recast the ω-integral in Ic in terms of the digamma function Ψ(0, z) as
Ic() =
Γ1D
2pi
Im
[
Ψ
(
0,
1
2
+
i
2piTR
[− µR − iΓ1D]
)
−Ψ
(
0,
1
2
+
i
2piTL
[− µL − iΓ1D]
)]
.
(8.2.15)
In the limit of vanishing hybridization [Esp09] charge and heat currents are perfectly coupled Ih =
(−µR)Ic , this perfect coupling is broken by finite hybridization, but replaced by a Hilbert transform
(Kramers-Kronig relation) [Ken13d]
Ih() = (− µR )Ic()− Γ1D
pi
∫
Pd′ Ic(
′)
− ′ , (8.2.16)
138 CHAPTER 8. THERMOELECTRIC TRANSPORT
which links the one to the other.
This relation can be understood as follows. As long as the particle current can be cast into the
general form
Ic() =
∫ ∞
−∞
dωF (ω, TL, TR ,µL,µR )
1
(ω − )2 + Γ 21D
, (8.2.17)
with some arbitrary real function F (ω, TL, TR ,µL,µR ), we can introduce a new complex function
M(z) =
1
Γ1D
∞∫
−∞
dωF (ω, TL, TR ,µL,µR )
1
i(ω − z)− Γ1D , (8.2.18)
to write Ic() = Re[M()]. Considering M(z) =
∫
dz ′M(z ′)δ(z − z ′) and using
ipiδ(x) −→ P
(
1
x
)
− 1
x + iη
, (8.2.19)
with η → 0+ to be evaluated in a distributive sense, we find
M(z) = − i
pi
∫
dz ′
M(z ′)
z ′ − z − iη︸ ︷︷ ︸
=0, close below
+
i
pi
∫
P dz ′M(z
′)
z ′ − z . (8.2.20)
From this the Kramers-Kronig relation
Im[M()] = − 1
pi
∫
P d′Re[M(
′)]
− ′ (8.2.21)
follows. Therefore, the heat current is related to the charge current6 as given in Eq. (8.2.16), as it
follows Ih() = Im[M()] + (− µL)Ic().
Thus to our truncation order, if interactions effects are incorporated on the level of renormalized
Hamitonian parameters, this highly non-trivial coupling also carries over to the U 6= 0 case. In
Eqs. (8.2.15) and (8.2.16) Γ1D can be scaled out (taken as the unit of energy) rendering η and P
functions of the parameters /Γ1D, V /Γ1D, and TL/R/Γ1D alone. Experimentally the temperatures
are difficult to control and thus we assume that TL/R are fixed by the environment. Figure 8.2(a)
shows P = V |Ic| in the -V -plane for TL/Γ1D = 1 and TR/Γ1D = 20. It has a unique maximum,
which can be found iteratively. This way we determine maximum power and analogously maximum
efficiency in the following.
To connect to existing results we first consider the limit Γ1D → 0 [Esp09]. The second term in
Eq. (8.2.16) is of higher order in Γ1D as compared to the first one and can be neglected
7. As for
applications the maximum power output is of particular interest, we perform such an optimization
with respect to the level energy  and the externally applied voltage V . In experiments on quantum
dots both parameters can routinely be varied with high precision. As shown analytically in [Esp09]
for Γ1D → 0, ηmax and Pmax are functions of TL/TR only. This allows to express them in terms of
the Carnot efficiency ηC .
We now turn to Γ1D > 0 and numerically maximize the output power with respect to  and V
using Eqs. (8.2.15) and (8.2.16). Both, ηmax and Pmax are no longer functions of ηC alone. This is
demonstrated in Fig. 8.3 which depicts ηmax and Pmax as functions of TL/Γ1D and ηC . Importantly,
for small TL/Γ1D rather large ηC = |∆T |/TR (close to 1) are required to obtain a sizable efficiency
at maximum power, compared to the case of vanishing hybridization considered above.
To sum up how the RLM compares to bounds of thermoelectric efficiency derived in the literature
from a more “phenomenological” point of view we present additionally Fig. 8.2(b). We show the
6Obviously in the end the relation is a consequence of the fact that retarded and advanced Green’s functions fulfil
similar Kramers-Kronig relations.
7As a consequence the aforementioned perfect coupling of charge and heat current is restored, because for Γ1D → 0
the energy of every particle coming from the dot level becomes “sharp” with fixed value 
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Figure 8.2.: Left: Output power P of the RLM for vanishing two-particle interaction U = 0 as a function of
/Γ1D and V /Γ1D for TL/Γ1D = 1 and TR/Γ1D = 20. Data points are only shown in the regime
in which the device acts as a power engine (curved surface with lines). Right: The efficiency
ηmax at maximum power in dependence of ηC for different Γ1D. Up to intermediate values of
ηC ≈ 0.5, ηCA can be used to describe the efficiency of the RLM with Γ1D → 0. For all values
of Γ1D the efficiency found in the RLM remains below the upper bound ηSS of [Sch08b]. Inset:
Comparison for Γ1D → 0 to the upper and lower bound (ηYG ) proposed in [Yan12b]. Within
these bounds the RLM operates nearly optimal for all ηC
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Figure 8.3.: Left: the efficiency at maximum power for vanishing interaction U = 0 as a function of TL/Γ1D
and ηC . Right: the same for maximum power. Contour lines are shown.
efficiency ηmax at maximum power in dependence of ηC for different Γ1D. Up to intermediate values
of ηC ≈ 0.5 the Curzon-Ahlborn efficiency (ηCA) describes the efficiency of the RLM with Γ1D → 0
very accurately. For all values of Γ1D the efficiency found in the RLM remains below the upper
bound ηSS found in [Sch08b]. The inset shows a comparison for Γ1D → 0 to the upper and lower
bound (ηYG ) proposed in [Yan12b] for such a setup. Within these bounds the RLM operates nearly
optimal for all ηC .
Linear Response
We can reproduce the linear response results of [Mur08] by expanding Eqs. (8.2.15) and (8.2.16)
to lowest order in ∆T/Γ1D and V /Γ1D. The currents in turn are given by the conductances with
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Figure 8.4.: Top: Linear response maximum efficiency (left) and the corresponding output power (right)
for different interactions U as functions of T/Γ1D. The lines follow from Eqs. (8.2.22)-(8.2.24)
and (8.2.26) (for U 6= 0) while the symbols are numerical data obtained from the full flow
equations. Inset: zoom-in of the regime T/Γ1D  1. Bottom: the same for the linear response
maximum power output.
T = TL = TR , and the independent matrix elements (Gh,V = TGc,∆T ) can be written as
Gc,V =
Γ1D
8pi2T
[
Ψ
(
1,
pi + w
2pi
)
+ c.c.
]
, (8.2.22)
Gc,∆T = − iΓ1D
8pi2T
[
wΨ
(
1,
pi + w
2pi
)
− c.c.
]
, (8.2.23)
Gh,∆T =
Γ1D
2pi
(
Γ1D
T
− 1
4pi
[
w 2Ψ
(
1,
pi + w
2pi
)
+ c.c.
])
, (8.2.24)
with the trigamma function Ψ(1, z) and w = (Γ1D + i)/T . Considering the limit Γ1D → 0,
independent of  6= 0, one finds ZT ∼ 1/Γ1D [Mur08] and thus with Eq. (8.1.14) finally ηlin,0 → ηC
[Esp09]. Furthermore, Gh,∆T ∼ Γ1D and P lin,0 → 0. For maximum power output from ZT ∼ 1/Γ1D
and Eq. (8.1.17) follows that in the limit Γ1D → 0, ηlin,max → ηCA [Esp09].
For Γ1D > 0 we numerically maximize η (in addition) with respect to  using Eqs. (8.2.22)-
(8.2.24) [Mur08]. The resulting efficiency ηlin,0 and power at maximum efficiency P lin,0 as functions
of T/Γ1D are shown in the top panel of Fig. 8.4. As shown above Γ1D → 0, that is large T/Γ1D,
implies ηlin,0 → ηC and P lin,0/∆T 2 vanishes. The latter also vanishes for T/Γ1D → 0 and is thus a
non-monotonic function with a maximum at T ≈ Γ1D. Our calculations show that for small T the
level energy at which optimal efficiency is reached approaches a constant. Expanding Eqs. (8.2.22)-
(8.2.24) we then obtain TGh,∆T ∼ T 2 and ZT ∼ T 2. Therefore, P lin,0/∆T 2 ∼ T 2 (see the inset
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of Fig. 8.4). The same can be done for optimizing the power output P lin,max and the resulting
efficiency ηlin,max. This is depicted in the lower panel of Fig. 8.4.
8.2.3 IRLM: U 6= 0
As discussed (→ Section 8.2) the main effect of the two-particle interaction can be condensed
in a renormalization of the hybridization Γ1D/2 to the individual reservoirs. For the left reservoir
the renormalization flow is cut off by the largest of the energy scales | − µL|, TL, and the total
hybridization Γ1D; for the right one can simply replace the index L→ R [Kar10d, Kar10b, Ken12a].
This entails a power-law scaling
Γ ren1D /Γ1D ∼ (s/Γ )−ν(U), (8.2.25)
with the corresponding largest scale s (still much smaller than Γ ) and the U-dependent exponent
ν. To leading order8 one finds ν(U) = 2U/(piΓ ) [Sch80a, Bor07, Doy07, Kar10d, And11b, Kar10b,
Ken12a]. This interaction induced effect cannot be treated by perturbative means (in either U or
Γ1D). In a general non-equilibrium setup Γ
ren
1D,L 6= Γ ren1D,R even in the case of equal bare hybridizations,
because of the temperature bias and voltage applied across the junction. From the knowledge of
the renormalization one can derive very good approximations to the observables. We consider the
linear response (V , ∆T → 0) charge conductance Gc as a function of  close to the resonance (at
 = 0) and T = 0 [Boh07,Kar10d,And11b]. The largest scale cutting off the renormalization group
flow of the hybridizations is then Γ1D itself. Plugging this into Eq. (8.2.25) one finds that Gc has
the width
Γ ren1D = W = Γ1D
(
Γ1D
Γ
)−2U/(piΓ )
, (8.2.26)
which defines the emergent energy scale W . The resonance becomes wider for weak (to intermediate
[Boh07]) repulsive interactions while it narrows for attractive ones. To illustrate how Γ ren1D changes
when two or more of the energy scales are of the same order [Kar10d, Kar10b, Ken12a] we consider
T ' W . Then, Γ ren1D ≈ W (T/W )−2U/(piΓ ); see Fig. 8.1. Since |U|/Γ  1 the correction to W is
of order one as long as T does not exceed W by several orders of magnitude. In the following part
this will become crucial.
Linear Response
We begin with the discussion of the linear response results of correlation effects on the efficiency and
power. The symbols in the top panels of Fig. 8.4 show the maximum efficiency ηlin,0 (maximized with
respect to V and ) as well as the power at maximum efficiency P lin,0 for U/Γ = ±0.1 obtained by
numerically integrating the renormalization group equations and computing the charge and thermal
currents 9. For weak repulsive interactions ηlin,0 is reduced compared to the non-interacting result,
while it is increased for weak attractive ones. Depending on the temperature regime considered the
interaction enhances or reduces P lin,0. These results can be understood analytically by employing the
above discussed energy scale dependent renormalization of the resonance width. For U = 0 the level
energy  at which the maximum efficiency is reached is of the order of a few T at large T [Mur08]
while it saturates at a constant of order Γ1D for small T . This remains true for small |U|. Thus
Eq. (8.2.26) gives a very good estimate of the renormalized hybridization for all temperatures shown
in Fig. 8.4. This motivates the approximation of replacing Γ1D in the non-interacting expressions
Eqs. (8.2.22)-(8.2.24) for the charge and heat currents by the renormalized one W Eq. (8.2.26).
The corresponding results for ηlin,0 and P lin,0 are depicted as dashed lines in Fig. 8.4. As expected
they show excellent agreement with the numerical data. The deviations at T/Γ1D ' 1 are consistent
with the finite T correction to W discussed above. Very similar results are obtained for operating
at maximum power [bottom panels of Fig. 8.4].
8Higher orders are not controlled by out current approach.
9For U 6= 0 the Landauer-Bu¨ttiker formulas for the currents can in general not be used anymore. One has to resort
to the more general approach of Ref. [Mei92,Wan06,Oja08] given in Eqs. (4.1.72) and (4.1.79) . However, in the
lowest order truncation scheme used here the expressions for the currents within the latter can simply be dressed
with the renormalized single-particle parameters [Kar10a, Ken12a]
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Figure 8.5.: Efficiency at maximum power (a) and the maximum power (b) for different sets of TL/R as
functions of U. The lines are guide to the eyes. The data are scaled by the given factors.
Within the FRG approach we are restricted to |U|  1 we cannot access the regime of large
interactions, but it is known that Γ ren1D is a nonmonotonic function of U > 0 and for large repulsive
interactions one finds Γ ren1D < Γ1D [Boh07, Bor07]. This follows from a second order term ∼ −U2
which dominates for U > 1 and changes the sign of the exponent ν [Bor07]. Based on our above
results it is thus reasonable to assume that for large repulsive interactions η will be larger than
in the non-interacting case. It would be very interesting to explicitly verify this using a method
complementary to the FRG.
Non-Equilibrium
We next turn to the non-equilibrium case. Figure 8.5 depicts the U dependence of the maximum
power Pmax and the efficiency at maximum power ηmax for different combinations of TL/R . In
analogy to the maximum efficiency in linear response ηmax is a decreasing function of U. A similar
analogy to the linear response results for P lin,max (Fig. 8.4) holds for the maximum power Pmax.
It is a decreasing function of U for temperatures TL/R smaller than Γ1D and an increasing one for
TL/R/Γ1D  1. For intermediate temperatures it is a nonmonotonic function. One can also consider
the U dependences of the maximum efficiency (with respect to V and ) and the corresponding
output power beyond the linear response regime. They are, however, qualitatively similar to the
results for ηmax and Pmax shown in Fig. 8.5.
8.2.4 Application: Charging
We have demonstrated that the renormalization of the linewidth leads to a very rich behavior of the
power output. Generally, one can trade power output for efficiency or vice versa, but what happens
if we are interested in neither maximizing the one or the other, but rather call for a certain minimum
output power, e.g. to charge a battery, but leave the engine otherwise unconstrained? Can one
utilize the two-particle interaction U in such a – more applied – scenario to increase efficiency? We
can actually show that under this constrain the decrease of the efficiency for repulsive interactions,
generally found above, can be overcome. We exploit an appropriate temperatures regime TL/R
where the maximum power increases with U, which in turn can be traded for efficiency in this
charging scenario. For fixed TL/R we proceed as follows: (1) as our lower bound of the power Pb
we for simplicity take the maximum power at U = 0, Pb = P
max(U = 0). (2) Varying  and V we
then search for the largest efficiency η> at fixed U > 0 with P ≥ Pb. This is demonstrated in the
top panel of Fig. 8.6. We show the output power P as a function of  and V for U/Γ = 0.1 as well
as the constrain P = Pb as a transparent blue plane. Optimizing for P would yield the point P
max
indicated by a red dot. But now we are actually not interested in this point any more, but rather
in the maximum efficiency which can be achieved, under the condition that the output power does
not drop below the transparent blue plane. This gives the optimal operating point P> indicated by
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Figure 8.6.: (Color online) Interaction U dependence of the largest efficiency obtainable with P ≥ Pb
for TL/Γ1D = 1 and TR/Γ1D = 20 (for details see the text). The line is an Akima spline
interpolating between the computed data points (crosses: Taux = ∞; circles: Taux = 0). The
efficiency can be raised by a few percent by turning on a small repulsive interaction.
a green dot. A contour plot of this is depicted in the lower left of Fig. 8.6. In this plot all points
below the constrain are coloured deep red. Under the given constrain the optimal operating point
shifts from Pmax to P> indicated by an arrow. Note that P> does however not lie at an intersection
point with the plane P = Pb. As this is a numerically demanding procedure – remind that for every
parameter set the currents Ic/h have to be computed numerically solving coupled differential flow
equations – we restrict ourselves to one of the temperature sets of Fig. 8.5 namely TL/Γ1D = 1
and TR/Γ1D = 20. The U dependence of η
> is shown in the lower right of Fig. 8.6. Within this
setup the efficiency first increases with increasing interaction at small U until at larger U the generic
decrease of the efficiency with increasing U takes over leading to a maximum at U/Γ ≈ 0.005. It
is known [Kar10d, Kar10b] that the FRG approached employed here is quantitatively reliable up to
significantly larger U. To demonstrate the robustness of the subtle efficiency gain, which in addition
to the cases studied before involves heat transport we considered two different cutoff procedures:
the reservoir cutoff with temperature Taux =∞ in the auxiliary leads, used also for the other results
presented here, as well as with Taux = 0 [Kar10d] (for technical details → Section 4.4). Due to the
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excellent agreement, we expect that the precise value of the few percent optimal efficiency gain and
its position are only very weakly affected by higher order terms not captured by us.
8.3 Thermoelectric Transport in the AHM
As a next step to a more realistic model of electronic transport in solid-state physics we include the
spin as well as phononic degree of freedom within the AHM (→ Section 3.4). We concentrate on the
case where the details of the band structure of the electronic reservoirs are unimportant (wideband
limit → Section 4.1.2). The induced hybridization is denoted by Γ = ∑α pi|γα|2ρ. The AHM as
posed in Section 3.4 displays a wealth of different parameters (taking Γ as the unit of energy those
are , B, U,λ and ω). This renders the AHM a natural candidate for a FRG treatment, which is very
fast and thus parameter spaces can be scanned rather quickly. The downside being however that
already the large U-limit (Kondo-limit) of the simpler SIAM is difficult to access. We will focus on
an equilibrium analysis and reference non-equilibrium results from [Laa14, Laa] only.
Other approaches to the AHM under the assumption of a bias voltage driven non-equilibrium
steady-state, include studies using real-time diagrammatics [Ko¨n96], rate equations [Bra03, Mit04,
Koc05], and slave-boson techniques with the non-crossing approximation [Rou13]. In all these cases
the double occupation of the dot was forbidden explicitly by considering the limit of an infinitely
strong Coulomb repulsion. Recently, the case of finite Coulomb repulsion was also addressed using
the imaginary-time non-equilibrium formalism [Han06, Han10].
8.3.1 First order perturbation theory
To gain first insights into the problem we start with a simple perturbative approach. This helps also
to judge the quality of the more sophisticated FRG approach introduced later. We concentrate on
U = B = 0 and small Uepe/Γ = 2λ
2/(ω0Γ ) as this is the case we want to compare to the FRG
results. The two contributions (Hartree and Fock) yield two separable contributions to the retarded
self-energy in first order perturbation theory. The Hartree part is frequency independent,
Σ RHσ′σ = −δσ′σUepe(n¯↑ + n¯↓), (8.3.1)
where n¯σ denotes the average occupation of the spin level σ in the non-interacting dot. It appears
to be reasonable to evaluate this contribution self-consistently as motivated strictly for equilibrium
in section 6.2 in order to maintain particle-hole symmetry. The self-consistency equation reads
Σ RH,σ′σ = Σ
R
Hδσ′σ = −Uepeδσ′σ
2
pi
∫
dωneff(ω)
Γ(
ω − ˜− Σ RH
)2
+ Γ 2
, (8.3.2)
where we used
neff(ω) =
1
2
[fL(ω) + fR(ω)] . (8.3.3)
For TL = TR = 0 follows
Σ RH = Uepe
(
−1 + 2
piΓ
∑
r
Γr arctan
˜+ Σ RH − µr
Γ
)
. (8.3.4)
For µL = µR = µ this equation has an unique solution for Uepe/Γ ≤ pi/2. At ˜ = µ one finds
Σ RH (˜ = µ) = −Uepe. For Uepe/Γ > pi/2 and ˜ sufficiently close to µ the equation has three
solutions, which leads to a hysteresis of Σ RH (˜). We can thus only treat Uepe/Γ ≤ pi/2.
For calculating the Fock term we choose the free propagation to include the self-consistent Hartree
contribution determined above. For TL = TR = 0 the resulting can be evaluated analytically, yielding
Σ RF,σ′σ = Σ
R
F δσ′σ =
λ2
2
{∑
s=±1
1
ω + sω0 − ¯+ iΓ −
1
2
∑
α
∑
s,s′=±1
s
ω + sω0 − ¯+ is ′Γ
×
[
1
pi
arctan
¯− µα
Γ
+
s ′
2
sign(ω + sω0 − µα) + is
′
pi
ln
∣∣∣∣ω + sω0 − µα + iη¯− µα − is ′Γ
∣∣∣∣]} , (8.3.5)
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and
¯ = ˜+ Σ RH . (8.3.6)
The total retarded self-energy is thus
Σ R1PT(ω) = Σ
R
H + Σ
R
F (ω). (8.3.7)
Note that Σ RF (ω) diverges logarithmically at ω = ±ω0 +µα = ±ω0±/2. Consequently, the spectral
density ρ(ω) = −1/piIm[G R(ω)] in first order perturbation theory vanishes at these frequencies. An
exception is the particle-hole symmetric situation with  = 2ω0 where this is not the case due to a
cancellation of these logarithmic divergencies.
8.3.2 AHM: FRG Analysis
It turns out that including the phonons within a FRG treatment is in no way more complicated than
tackling the simpler SIAM if a second order truncation scheme is employed. The latter was done
in [Kar08]. From there we also borrow the parametrization of the two-particle vertex
γΛ2 (ω
′
1σ1ω
′
2σ
′
2;ω1σ1ω2σ2) = δ(ω
′
1 + ω
′
2 − ω1 − ω2)
×
[
UΛ↑ (ω
′
1ω
′
2;ω1ω2)δσ′1↑δσ′2↑δσ1↑δσ2↑ + U
Λ
↓ (ω
′
1ω
′
2;ω1ω2)δσ′1↓δσ′2↓δσ1↓δσ2↓
+ UΛ↑↓(ω
′
1ω
′
2;ω1ω2)δσ′1↑δσ′2↓δσ1↑δσ2↓ − UΛ↑↓(ω′2ω′1;ω1ω2)δσ′1↓δσ′2↑δσ1↑δσ2↓
− UΛ↑↓(ω′1ω′2;ω2ω1)δσ′1↑δσ′2↓δσ1↓δσ2↑ + UΛ↑↓(ω′2ω′1;ω2ω1)δσ′1↓δσ′2↑δσ1↓δσ2↑
]
,
(8.3.8)
which accounts explicitly for conserved energy and spin. It has proven very useful [Kar08] to rewrite
the three coupling functions in terms of the three bosonic frequencies
ν1 = ω
′
1 + ω
′
2 , ν2 = ω
′
1 − ω1 , ν3 = ω′2 − ω1 . (8.3.9)
Now it is easy to see, that integrating out the phonons exactly [Tsa05], leads to a shift in the initial
conditions compared to the SIAM (λ→ 0⇒ Uepe → 0)
Σ (iω)Λ→∞σ =
U
2
− Uepe , (8.3.10)
UΛ→∞σ (ν1, ν2, ν3) = 2Uepe
(
1
1 + (ν3/ω0)2
− 1
1 + (ν2/ω0)2
)
, (8.3.11)
UΛ→∞↑↓ (ν1, ν2, ν3) = U −
Uepe
1 + (ν2/ω0)2
, (8.3.12)
(8.3.13)
while the FRG flow equations remain unchanged. To keep this thesis self-contained they are re-
iterated10 from [Kar08]:
∂ΛΣ
Λ
σ (iω) = −T
∑
iΩ
e iΩη
[
SΛσ (iΩ)U
Λ
σ (Ω + ω, 0, Ω − ω) + SΛσ¯ (iΩ)UΛ↑↓(Ω + ω, 0,±Ω ∓ ω)
]
,
(8.3.14)
∂ΛU
Λ
σ (ν1, ν2, ν3) = −T
∑
iω
[
PΛσσ(ω, ν1 − ω)UΛσ (ν1,ω + ν−++, ν+++ − ω)UΛσ (ν1,ω + ν−+−,ω + ν−−+)
+
{
PΛσσ(ω, ν2 + ω)U
Λ
σ (ω + ν++−, ν2,ω + ν−++)U
Λ
σ (ω + ν+++,−ν2,ω + ν−+−)
+PΛσ¯σ¯(ω, ν2 + ω)U
Λ
↑↓(ω + ν++−,±ν2,±ω ± ν−++)UΛ↑↓(ω + ν+++,∓ν2,±ω ± ν−+−)
+(ν2 → −ν2, ν3 → −ν3)−
[
(ν2 ↔ ν3) + (ν2 → −ν2, ν3 → −ν3)
]}]
, (8.3.15)
10we correct some very minor typographic errors.
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and
∂ΛU
Λ
↑↓(ν1, ν2, ν3)
= −T
∑
iω
[
−PΛ↑↓(ω, ν1 − ω) UΛ↑↓(ν1,ω + ν−++, ν+++ − ω) UΛ↑↓(ν1, ν++− − ω, ν+−+ − ω)
−PΛ↓↑(ω, ν1 − ω) UΛ↑↓(ν1, ν+++ − ω,ω + ν−++) UΛ↑↓(ν1,ω + ν−+−,ω + ν−−+)
+ PΛ↑↑(ω, ν2 + ω) U
Λ
↑ (ω + ν++−, ν2,ω + ν−++) U
Λ
↑↓(ω + ν+++, ν2, ν+−+ − ω)
+ PΛ↓↓(ω, ν2 + ω) U
Λ
↓ (ω + ν+++,−ν2,ω + ν−+−) UΛ↑↓(ω + ν++−, ν2,ω + ν−++)
+ PΛ↑↑(ω,−ν2 + ω) UΛ↑ (ω + ν+−−, ν2,ω + ν−−+) UΛ↑↓(ω + ν+−+, ν2, ν+++ − ω)
+ PΛ↓↓(ω,−ν2 + ω) UΛ↓ (ω + ν+−+,−ν2,ω + ν−−−) UΛ↑↓(ω + ν+−−, ν2,ω + ν−−+)
−PΛ↑↓(ω, ν3 + ω) UΛ↑↓(ω + ν+−+,ω + ν−++, ν3) UΛ↑↓(ω + ν+++, ν++− − ω, ν3)
−PΛ↓↑(ω,−ν3 + ω) UΛ↑↓(ω + ν++−, ν+++ − ω, ν3) UΛ↑↓(ω + ν+−−,ω + ν−+−, ν3)
]
,
(8.3.16)
with
↑¯ =↓ , ↓¯ =↑ , ν±±± = ±ν1 ± ν2 ± ν3
2
, PΛσ1σ2 (ω1,ω2) = S
Λ
σ1 (iω1)G
Λ
σ2 (iω2) . (8.3.17)
and, as we are using the same sharp cut-off scheme in equilibrium
G Λσ,0(iω) = Gσ,0(iω)ΘΛ(|ω|−Λ), ΘΛ(|ω|−Λ) =

0 −piT > |ω| − Λ
1/2 + |ω|−Λ2piT −piT ≤ |ω| − Λ ≤ piT
1 −piT < |ω| − Λ > piT .
(8.3.18)
Because only the initial conditions change with respect to the SIAM at this point we note two
important consequences. (a) It is now trivial to see, that for Uepe = const and ω0 →∞ we reproduce
the negative-U SIAM with U = −Uepe. (b) The initial conditions still obey all symmetries found in
the SIAM and thus those symmetries are still fulfilled throughout the entire flow. Explicitly those
are [Kar08, Kar10a]
• anti-symmetry:
UΛσ (ν1, ν2, ν3) = U
Λ
σ (ν1,−ν2,−ν3) = −UΛσ (ν1, ν3, ν2). (8.3.19)
• time-reversal symmetry:
UΛσ (ν1, ν2, ν3) = U
Λ
σ (ν1,−ν2, ν3) , UΛ↑↓(ν1, ν2, ν3) = UΛ↑↓(ν1,−ν2, ν3). (8.3.20)
• symmetry under complex conjugation:
Gσ(−iω) = [Gσ(iω)]∗ , Σσ(−iω) = [Σσ(iω)]∗ , (8.3.21)
UΛσ (ν1, ν2, ν3) =
[
UΛσ (−ν1, ν2, ν3)
]∗
, UΛ↑↓(ν1, ν2, ν3) =
[
UΛ↑↓(−ν1, ν2,−ν3)
]∗
. (8.3.22)
and depending on the parameters
• particle-hole symmetry ( = 0; with associated spin flip)
− [G↑(iω)]∗ = G↓(iω) , − [Σ↑(iω)]∗ = Σ↓(iω) , (8.3.23)[
UΛ↑ (ν1, ν2, ν3)
]∗
= UΛ↓ (ν1, ν2, ν3) ,
[
UΛ↑↓(ν1, ν2, ν3)
]∗
= UΛ↑↓(ν1,−ν2,−ν3) , (8.3.24)
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• spin symmetry (B = 0)
G↑(iω) = G↓(iω) , Σ↑(iω) = Σ↓(iω) , (8.3.25)
UΛ↑ (ν1, ν2, ν3) = U
Λ
↓ (ν1, ν2, ν3) = U
Λ
↑↓(ν1, ν2, ν3)− UΛ↑↓(ν1, ν3, ν2) , (8.3.26)
UΛ↑↓(ν1, ν2, ν3) = U
Λ
↑↓(ν1, ν2,−ν3) . (8.3.27)
• spin- and particle-hole symmetry ( = B = 0):
UΛ↑↓(ν1, ν2, ν3) ∈ R , Σσ(iω) ∈ iR . (8.3.28)
In the following we will always use the perturbatively motivated approximate channel decomposition
introduced in [Kar08], which consists in putting
νi 6=j = 0 (8.3.29)
in the terms proportional to PΛ(ω,±νj ± ω) on the right hand side of Eqs. (8.3.15) and (8.3.16).
From this results an immense speed up in the numerics, because the two-particle vertex UΛ is then
no longer a function of three independent arguments but rather a sum of functions each depending
on one variable νj only:
11
UΛ↑↓(ν1, ν2, ν3) = U + U
Λ
1 (ν1) + U
Λ
2 (ν2) + U
Λ
3 (ν3) , (8.3.30)
and likewise for UΛσ . Furthermore, we also implement the simple improvement to the flow equations
of the two-particle vertex functions
SΛ → −dG
Λ
dΛ
= SΛ − G Λ dΣ
Λ
dΛ
G Λ , (8.3.31)
which helps obeying certain Ward identities [War50, Kat04].
Quick Reminder: The SIAM dilemma
Let us for a second retreat to the SIAM λ = 0 and review the dilemma that is encountered when
a FRG ansatz is employed. In a very simple approximation where only the static part of the flow
is kept [And08, Kar10a] one can already find an emergent exponentially small low energy scale
for large-U in static quantities such as the spin susceptibility. For T =  = B = 0, within this
simple treatment the large-U Kondo temperature is then found to be TK ∝ exp (−U/(piΓ )), which
exhibits exponential behavior, albeit with slightly wrong exponent12. In this approach “frequency
independent” quantities (e.g. occupancies, conductances, ...) agree nicely to the exact results
from Bethe ansatz [Ger00], which exhibit strong correlation physics. However, of course “frequency
dependent observables” cannot be managed in an appropriate way (e.g. the dot spectral function
ρ(ω) at T =  = B = 0 always is a Lorentzian of width 2Γ as for U = 0). It was thus reasonable
to believe that including the frequency dependency of the flow, could lead to (a) and improvement
of the Kondo temperature found and (b) that also “frequency dependent observables” can be
addressed reasonably. It turned out that including the frequency dependency in the flow destroys
the exponential behavior found in the simpler treatment13. Nonetheless, comparison to numerically
exact NRG data showed that the FRG treatment (also employed in this thesis), although it does not
exhibit the exponential behavior as discussed above, gives very accurate results upto intermediate
U (e.g. upto values of U/Γ 6 5 for T =  = B = 0) [Kar08, Kar10a]. This warning of course has
to be kept in mind, when treating the AHM, which is expected to face similar difficulties. For the
values of the interaction strength, where the FRG treatment remains valid, within this frequency
dependent approach, “frequency dependent observables” can be calculated rather reliably. This is
of course crucial for any thermoelectric transport study, where frequency dependency is key, because
the conductances are determined by this dependency explicitly (as shown in the following section).
11This approximation maintains all symmetries outlined above.
12The exact value being pi/8 ≈ 0.3927 [compare Eq. (3.3.7)] instead of 1/pi ≈ 0.3183.
13This behavior: power-law entailed in simpler approximation, but destroyed in the more sophisticated frequency
dependent approach, actually also shows up in the IRLM discussed above [Kar10a].
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Figure 8.7.: Illustration of the division into four different parameter regimes: attractive single impurity
Anderson model (I), extended anti-adiabatic (II), perturbative (III), and adiabatic (IV). The
colored lines and data points correspond to those of Fig. 8.8. The shaded light-blue area
roughly corresponds to the regime, where FRG renders reliable results.
Effective Mass
The effective mass
m∗ = 1− dΣ (iω)
dω
∣∣∣∣
iω=0
=
d Im[G (iω)]
dω
∣∣∣∣
iω=0
∝ 1
TK
∈ R. (8.3.32)
provides first insights into strongly correlated systems. At  = B = 0 in the context of our quantum
dot it describes the inverse of the effective width of the spectral function if approximated by a
Lorentzian around zero frequency
ρσ(ω)piΓ = −Γ Im
[
G Rσ (ω)
]
= −Γ Im
[
1
ω + iΓ − Σ R(ω)
]
= −Γ Im
[
1
ω + iΓ − (Σ Rσ (0) + ∂ωΣ Rσ (ω)|ω=0ω + ... )
]
≈ −Γ Im
[
1
m∗
1
ω + iΓ/m∗
]
=
(Γ/m∗)2
ω2 + (Γ/m∗)2
,
(8.3.33)
where in the last step we have exploited the analytic structure of G R around ω = 0. As the
effective mass is determined by the frequency dependency of the self-energy (being unity in any static
treatment) and is particularly easy to access within the equilibrium Green’s functions approach14
we utilize it to benchmark our FRG results. Since the AHM is rather difficult to treat (besides of
the limits addressed analytically→ Section 3.4.2) we will check for consistency with our simple first
order perturbation theory results as well as another FRG ansatz set up in Keldysh space [Laa14,Laa].
We will focus on the case U = 0 first where the effects of the coupling to the phonon is perfectly
isolated from the “bare” electron–electron part. To identify the different parameter regimes we
first borrow a classification found in the literature for the spinless resonant level model with a local
phonon mode, which commonly uses the ratio ω0/Γ [Eid13]: For the adiabatic regime, ω0/Γ  1,
14Particularly there is no need for an ill-defined analytic continuation by numerical means.
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Figure 8.8.: Logarithm of the effective mass as a function of (λ/ω0)
2 or (λ/ω0)
4 for ω0/Γ = 62.5 (a),
0.1 (b), 2.5 (c), and 0.004 (d), calculated with the Matsubara FRG. Stars mark data points
calculated with the Keldysh FRG. Dashed lines in (a), (b), and (d) are analytical asymptotic
predictions from the Kondo model. Dashed-dotted line in (c) corresponds to first order pertur-
bation theory. See text for details.
the local phonon is too slow to effectively respond to the rapidly tunneling electrons and its presence
has little effect on their motion. For the anti-adiabatic regime, ω0/Γ  1, an electron on the
dot can lower its energy by forming a polaron with the phonon mode, the energy shift being15
Ep = −2λ2/ω0 = −Uepe. In the limit λ/ω0  1 the tunneling rate becomes strongly renormalized
to Γeff = Γ/m
∗  Γ . The crossover from anti-adiabatic to the adiabatic regime thus is expected at
ω0/Γeff ≈ 1 instead of ω0/Γ ≈ 1. For the resonant level model this has been confirmed using NRG
in [Eid13]. Subsequently we thus characterize the parameter space by the two quantities λ/ω0 and
Uepe/Γ shown in Fig. 8.7. For λ/ω0  1, ω0 ≈ Γ , it follows that Uepe/Γ  1, which lies in the
regime of strong renormalization, regime (II) in Fig. 8.7, and is therefore analogous to the extended
anti-adiabatic regime of the resonant level model [Eid13]. Decreasing ω0/Γ draws a vertical line
towards the adiabatic regime (IV), with the crossover happening roughly at Uepe/Γ ≈ 1 where
ω0  Γ . Regime (I) is identified with the negative-U SIAM with U = −Uepe. Finally, in regime
(III) the electron–phonon interaction is weak, and the model can be studied perturbatively.
Now we turn to our numerical analysis of the effective mass. Its dependence on λ/ω0 with ω0/Γ
fixed, obtained numerically (from the equilibrium Matsubara FRG), is shown in Fig. 8.8. We include
a few data points from Keldysh FRG for benchmarking. By varying λ/ω0 we trace a line across the
15This way an IRLM with effectively negative interaction, as studied in the previous section, can be realized.
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four different regimes described above (see Fig. 8.7). In regime (I), the effective mass should be
described by (3.3.7) with U = −Uepe, indicated as a dashed line in Fig. 8.8(a). The numerically
calculated effective mass for (λ/ω0)
2 ∈ [0.02, 0.05] grows with a slightly smaller prefactor in the
exponential function than the expected piω0/(4Γ ). This is due to the fact that the asymptotic
regime is not realized perfectly for these values of λ/ω0, which can be seen by comparing to the
positive-U SIAM [Kar08,Jak09,Jak10a]. For very large Uepe/Γ , (λ/ω0)
2 & 0.05, the effective mass
bends away from the exponentially increasing trend. This effect is the same as observed for the
SIAM and signals the limit of the validity of our FRG method.
In the regime (IV), the effective mass follows Eq. (3.3.7) with U = −Uepe instead of Eq. (3.4.10)
as shown in Fig. 8.8(d) for (λ/ω0)
2 ∈ [4, 50]. As Uepe/Γ approaches unity at (λ/ω0)2 = 125 the
effective mass starts to increase rapidly. We are unable to reach far into the regime (II), with m∗
described by Eq. (3.4.10), since the renormalized interaction vertex grows too large16. This again
signals the limit of the validity of our FRG method. This becomes even more clear in Fig 8.8(b) in
which ln(m∗) is plotted against (λ/ω0)4 instead of (λ/ω0)2 as in (a), (c), and (d). The behavior
described by Eq. (3.4.10), indicated as a dashed line, cannot be observed for the largest values of
λ/ω0 reached. Here, Uepe/Γ = 1 at (λ/ω0)
4 = 25. Another indicator that the limit of the FRG
approach is reached is given by the deviations of the effective masses calculated from Keldysh and
Matsubara FRG showing up as we approach regime (II) such that Uepe/Γ  1. This is exemplified
in Fig. 8.8(c) by the rightmost Keldysh data point. Finally, in the regime (III), see Fig. 8.8(c), the
effective mass from FRG and first order perturbation theory agree up to λ/ω0 ≈ 0.3, or, equivalently,
Uepe/Γ ≈ 0.45. To sum up all these considerations, we roughly shaded the area in the parameter
range where Matsubara FRG can be trusted in Fig. 8.7.
Finally we turn to finite U. The numerical results are summarized in Fig. 8.9(a). In the limit
ω0 →∞ the situation reduces to the simple SIAM with U → U−Uepe. Thus the two terms compete
and if U = Uepe the non-interacting problem is recovered (m
∗ = 1). Since there is a ±U symmetry
in the SIAM this point corresponds to a global minimum in m∗. For the limit U  Uepe (U  Uepe)
we expect exponential behavior with exponent −pi/8(pi/8). Due to the problems mentioned above
we cannot reach very far into either regime, but only hint the onset of the exponential behavior
[compare Fig. 8.8(a)]. We find that as one gradually leaves the ω0 → ∞ limit, the minimum
shifts to smaller values of Uepe and the perfect cancellation is destroyed (meaning m
∗ > 1). If the
frequency ω0 becomes too small compared to U the strong renormalization found in this regime
overcompensates the competition of U and Uepe and m
∗ becomes a monotonic function of Uepe.
Spectral Function
To access the spectral function within our Matsubara formalism, we need to analytically continue
ρσ = − 1
pi
Im [Gσ(iω → ω + iη)] (8.3.34)
via performing a numerical Pade´ approximation [Bak75,Vid77]. These are numerically unstable due
to the appearance of spurious pole-zero pairs (Froissart doublets) [Gil03], rendering this procedure
difficult for certain parameter regimes, in particular T > 0. However for T = B =  = 0 rather
stable results can be extracted for not too large interaction U and Uepe. In Fig. 8.9(b) and (c)
we present some spectral functions for small and intermediate Uepe and U =  = B = T = 0.
The artificial logarithmic suppression around ω = ±ω0 found in first order perturbation theory is
smoothed by the renormalization group procedure employed. Clear phonon satellites in the spectral
functions are positioned next to this characteristic energy scale ω ≈ ±ω0. For larger interaction
the precise position as well as the height and width is renormalized. The position tends to shift
outwards, while height and width increase with increasing Uepe. In (c) we also present the non-
interacting spectral function Uepe = 0 and the spectral function approximated by the effective mass
Eq. (8.3.33) for comparison. Trivially, the low energy part of the spectral function is approximated
well by simply using the effective mass, while the phonon satellites (being a non-zero frequency
16We abort the FRG calculation if the renormalized value of the vertex function grows to more than ten times its
original value at any energy during the flow.
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Figure 8.9.: Left: Finite U and Uepe results for the effective mass. For ω0 → ∞ the setup reduces to the
SIAM with U → U − Uepe. The two competing terms lead to the non-interacting problem if
U = Uepe (m
∗ = 1). Since there is a ±U symmetry in the SIAM this point corresponds to a
global minimum in m∗. For the limit U  Uepe (U  Uepe) we expect exponential behavior
with exponent −pi/8(pi/8). We cannot reach very far into either regime, but only hint the
onset of the exponential behavior [compare Fig. 8.8(a)]. As one gradually leaves the ω0 →∞
limit, the minimum shifts to smaller values of Uepe and the perfectly non-interacting parameter
point is destroyed (meaning m∗ > 1). If the frequency ω0 becomes too small compared to
U the strong renormalization found in this regime overcompensates the competition of U and
Uepe and m
∗ becomes a monotonic function of Uepe. Right: Spectral functions for small and
intermediate Uepe and U =  = B = T = 0. Phonon satellites in the spectral functions are
positioned next to the characteristic energy scale ω ≈ ±ω0, where the precise position as well
as the height and width of those is renormalized by the interaction. For comparison we also
present the non-interacting spectral function Uepe = 0 in (c) as well as the spectral function
approximated by the effective mass Eq. (8.3.33). In the inset of (b) we also depict ω0 = 0.1. In
reducing ω0 the range of validity of the description of the spectral function via an effective mass
shrinks until the central peak is smeared out so significantly by the close by phonon satellites
that only the very top of it is described correctly.
signature of the phonons) are completely missed. If one further reduces ω0 the range of validity of
this effective mass description of the spectral function shrinks until the central peak is smeared out
so significantly by the close by phonon satellites that only the very top of it is described correctly.
This is demonstrated in the inset of 8.9(b) for ω0 = 0.1.
Linear Conductance at T = 0: A First Step to Thermotransport
From a technical point of view the linear conductance at T = 0 is straightforward to access within
the Matsubara formalism as it can be calculated without the need of a possibly ill-behaved numerical
Pade´ approximation and is thus our natural starting point for investigating thermotransport (which
by its very definition of course will require finite temperature in the end). The linear conductance
itself is of major experimental relevance, as it is a measure for the current’s response to an applied
small bias voltage. For the AHM and at T = 0 it is determined completely by the Green’s function at
zero frequency with respect to the chemical potential17 (→ Section 4.1.3). Again we can benchmark
against first order perturbation theory or the FRG set up analogous to our method, but in Keldysh
space [Laa14]. For the most clear cut case ω0 → ∞ we expect that the linear conductance in
dependence of  shows a very narrow resonance of width ∼ TK . This is due to the fact that
when changing from the positive- to the negative-U SIAM, the role of spin and charge interchange
with respect to the low-lying excitations. Thus the broad plateau of width ∼ U expected for the
linear conductance when varying  in the positive-U SIAM is now found when scanning through the
magnetic field B, while the narrow resonance seen in a B-sweep of the positive-U SIAM is expected
17A fact that does not carry over to finite T .
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Figure 8.10.: Linear conductance for the AHM as a function of the gate voltage  for different values of
Uepe/Γ and λ/ω0. Solid lines are obtained with the equiliubrium Matsubara formalism and
dashed lines with the non-equilibrium Keldysh formalism presented elsewhere [Laa14]. The
inset shows a comparison to first order perturbation theory (dash-dotted lines).
in  in the negative-U counterpart. The linear conductance as a function of the gate voltage  is
shown in Fig. 8.10. In general the linear conductance exhibits a peak at a vanishing gate voltage,
i.e., at the particle–hole symmetric point, where perfect conductance is reaches G = 2G0. The
inset of Fig. 8.10 shows results from first order perturbation theory. They agree perfectly with the
results from Matsubara FRG for Uepe/Γ = 0.2, whereas for Uepe/Γ = 1 deviations start to appear.
Importantly, the Keldysh formulation of FRG produces markedly different results than the Matsubara
FRG when approaching the regime (II). This is consistent with the validity limit of our truncated
FRG equations found above.
8.3.3 AHM: Thermoelectric Properties in Linear Response
Finally, we turn to the central question of this chapter: which thermoelectric properties can be
found for the AHM? We will concentrate on the linear response regime of the quantum impurity
model, as we are using the Matsubara formalism prone to the non-linear non-equilibrium regime.
We mentioned briefly that treating finite frequency is key for any study of thermoelectric properties
(and thus T > 0). We also outlined, that Pade´ approximation, being numerically stable at T = 0, is
rather difficult to handle for finite T . Luckily there is a convenient way around Pade´ approximating
the spectral function, when aiming at the finite temperature linear response conductivities Ga,b
defined in Eq. (8.1.3). For this we have to generalize a procedure introduced to calculate the
electrical conductance Gc,V in [Kar10c]. In linear response and for the considered quantum-dot
geometry the relevant transport integrals are defined as
In = −2piΓ
∫
dω ωnρ(ω)f ′(ω) , (8.3.35)
with the dot spectral function ρ(ω) =
∑
σ ρσ(ω) and n ∈ N0. Only the first three moments
n ∈ {0, 1, 2} are needed for the thermotransport analysis as they determine completely all Ga,b
given in Eqs. (4.1.83)-(4.1.85). All integrals In are exponentially convergent with respect to both of
the infinite boundaries, because of the derivative of the Fermi function f ′.
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Evaluating Ga,b by Rapidly Convergent Sums
The central idea is now to partially integrate expression (8.3.35) and rewrite the resulting integral
with integrand ∼ f as a rapidly convergent sum of the poles of f . Explicitly the first three moments
after integration by parts read
I0 = 2piΓ
∫
dω ρ′(ω)f (ω) , (8.3.36)
I1 = 2piΓ
∫
dω ρ(ω)f (ω) + 2piΓ
∫
dω ωρ′(ω)f (ω) , (8.3.37)
I2 = 2Γ
2 + 2piΓ
∫
dω
[
ω2ρ′(ω)f (ω) + 2ωρ(ω)f (ω)
]
. (8.3.38)
Since ρ(|ω|) |ω|→∞−→ 1/|ω|2 Eq. (8.3.36) and (8.3.37) are quite unproblematic, while the integral of
Eq. (8.3.38) converges only if the integrand is evaluated as a sum. If one would now rewrite the
Fermi function as an infinite sum over the poles at the Matsubara frequency and subsequently uses
the residue theorem one faces the problem, that the sum is rather slowly convergent. Different
routes to numerically evaluating such slowly convergent sums have been presented [Oza07,Mon10].
The basic idea is similar to Gaußian quadrature rules for integrals. Instead of evaluating the sums
at certain points given by the summation index, we shift these positions slightly and weight them
according to some (nearly) optimal scheme. We follow [Oza07,Kar10c] and use a representation of
the Fermi function as
f (x)− 1
2
= −
∑
α>0
Rα
x − i/bα +
Rα
x + i/bα
, Rα =
|〈1|bα〉|2
4b2α
, (8.3.39)
where bα and |ba〉 are eigenvalues and vectors of the single-particle tight-binding Hamiltonian
with entries Hn,n+1 = Hn+1,n = 1/(2
√
4n2 − 1) and dimension M × M. The vector |1〉 denotes
(1, 0, 0, ... , 0)T in the basis chosen for H. When inserting Eq. (8.3.39) for f (x) due to residue the-
orem one thus evaluates the sum at positions bα and with weights Rα instead of at the Matsubara
frequencies with weight 1. Only in the limit M → ∞ the original Matsubara sum is recovered,
but in fact very small M < 40 are sufficient to approximate the Fermi function perfectly for all
practical purposes (not too large temperatures). Since we are now in need of the Green’s function
at frequencies not equal to the Matsubara ones we can use Pade´ interpolation on the imaginary
axis, which is numerically more stable than analytical continuation to the real axis by Pade´ approxi-
mation. Nonetheless, it still suffers from spurious pole-zero pairs, even though stability is enhanced.
This restricts the applicability of this method similar to the SIAM case [Kar10c]. For the integrals
Eqs. (8.3.36)-(8.3.38) we get in linear response
I0 =
4piΓ
β
∑
α>0
RαIm
[
G (i ω˜α)
dω
]
, (8.3.40)
I1 =
4piΓ
β
∑
α>0
RαRe
[
G (i ω˜α)− ω˜αG (i ω˜α)
dω
]
, (8.3.41)
I2 = 2Γ
2 − 4piΓ
β
∑
α>0
RαIm
[
i + 2ω˜αG (i ω˜α) + ω˜
2
α
G (i ω˜α)
dω
]
. (8.3.42)
For convergence reasons it is vital to evaluate the sums in the depicted way. The derived expressions
can be used in any diagrammatic approach that aims at the Matsubara self-energy and thus have
relevance beyond the FRG approach employed here. Fig. 8.11 shows a proof of principle of the
outlined method to avoid analytic continue for the free case U = α = 0. The data obtained by
Pade´ interpolating the Green’s function for M = 40 (symbols) is in perfect agreement with the exact
analytical calculation (lines). This shows that if the numerically found Green’s function is determined
accurately enough, such that spurious pole-zero pairs in the interpolation can be avoided, all entries
of the conductance-matrix can be determined.
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Figure 8.11.: A proof of principle of the outlined methods to avoid analytic continuation. We concentrate
on the non-interacting case U = α = 0 for all entries of the conductance-matrix defined in
Eq. (8.1.3). For the method using rapidly convergent sums the data is obtained by Pade´
interpolation of the Green’s function choosing M = 40 (symbols) at all T . Additionally
for very small temperature T/Γ = 0.05 we show the conductances found by a Sommerfeld
expansion (dashed lines). Both proposed methods yield results in perfect agreement with the
exact analytical calculation (lines).
Evaluating Ga,b by Sommerfeld Expansion
Before turning to the thermotransport analysis at finite interaction λ and/or U we discuss yet
another method to determine the conductances, For very small temperature T  Γ eff ∼ 1/m∗ one
can employ a Sommerfeld expansion (making use of the narrowness of f ′). The above transport
integrals
In = 2piΓ
∫
dx
ex
(ex + 1)2
[
Fn(0) +
x
β
F ′n(0) +
1
2
(
x
β
)2
F ′′n (0) + ...
]
= 2piΓ
∞∑
j=0
1
j!βj
F jn(0)Sj
with: Fn(ω) = ω
nρ(ω) and Sj =
∞∫
−∞
dx x j
ex
(ex + 1)2
,
(8.3.43)
now depend on all derivatives of the auxiliary function Fn at zero frequency. Truncating this expres-
sion after the second derivative of ρ(ω) due to the Sommerfeld expansion we find (using that G is
analytic at complex ω = 0)
ρ′(ω)|ω=0 = 1
pi
Im
[
G (0)2
](
1− Im
[
dΣ (iω)
dω
]
ω=0
)
, (8.3.44)
ρ′′(ω)|ω=0 =− 2
pi
Im
[
G (0)3
](
1− Im
[
dΣ (iω)
dω
]
ω=0
)2
− 1
pi
Im
[
G (0)2
]
Re
[
d2Σ (iω)
dω2
]
ω=0
, (8.3.45)
involving only zero frequency properties, which can be evaluated very stably. In Fig. 8.11 we included
one graph for18 T/Γ = 0.05 (dashed lines) obtained by the Sommerfeld expansion outlined here.
Thermotransport Analysis: The SIAM Dilemma Reloaded
All this preliminary work was done solely to evaluate the thermotransport properties of the AHM
for a parameter regime as wide as possible19. As we are using an approximate method again the
question of validity arises now at finite T . We have seen in the previous section that this is actually
a subtle question, as we can currently only compare to what is known from the SIAM or to the
FRG method set up in Keldysh space. The parameter regime of most interest at this point is
18T/Γ = 0.05 is roughly the boundary of the validity range.
19Keeping in mind, that such fast methods as the FRG are ideal to scan large parameter regimes efficiently.
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Figure 8.12.: Top: Conductances for U = 0 and T/Γ = 0.05, α/Γ = 1.1,ω0/Γ = 3 (λ/ω0 ≈ 0.37)
obtained by a Sommerfeld expansion. For this smaller interaction (Uepe ≈ 0.81) Matsub-
ara and Keldysh FRG agree nicely. Bottom: Gc,V and Gc,∆T for T/Γ = 0.4, λ/Γ = 2.8
and ω0/Γ = 4 (Uepe/Γ = 3.92, λ/ω0 = 0.7) obtained by rapidly convergent sums [using
Eqs. (8.3.40)-(8.3.42)]. We also show the non-interacting curves as a point of reference for
the interaction effects.
clearly the one approaching the strong-correlation limit of the AHM, which is not mappable to
negative-U SIAM20. Therefore, we choose U = 0 and ω0/Γ ≤ 5. For smaller interaction Uepe
Matsubara and Keldysh FRG give agreeing results (as they should). This is shown in the top panels
of Fig. 8.12. Here we evaluate the conductances by a Sommerfeld expansion21 (small T/Γ = 0.05)
and choose λ/Γ = 1.1 as well as ω0/Γ = 3 (Uepe/Γ ≈ 0.81, λ/ω0 ≈ 0.37). But if we now
turn to larger electron-phonon coupling λ and thus approach the limit of stronger renormalization,
deviations between Matsubara and Keldysh formalism show up. In the bottom panels of Fig. 8.12
we demonstrate this for T/Γ = 0.4 [therefore using Eqs. (8.3.40)-(8.3.42)] and λ/Γ = 2.8 as
well as ω0/Γ = 4 (Uepe/Γ = 3.92, λ/ω0 = 0.7). We also show the non-interacting curves as
a point of reference for the interaction effects. As we cannot judge whether at least one of the
FRG approaches (Keldysh or Matsubara) gives reasonable results, due to a missing independent
benchmark, we cannot conclude, whether a further thermotransport study is meaningful in either
approach. It appears however, that the AHM is plagued by the same difficulties encountered in
the SIAM for each parameter regime featuring strong renormalization (Kondo-) physics (which was
clear beforehand only for the limit ω0 → ∞). An exact study (for example within the NRG) could
resolve this puzzle, which at this point has to be postponed to the future.
20Since the negative-U SIAM has been studied already in [And11a] with NRG and a static formulation of the FRG.
21Evaluating the expressions (8.3.40)-(8.3.42) for the conductances gives the same results but tends to be less stable.
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8.4 Conclusion
Results for the IRLM
The FRG has been successfully applied before to the IRLM studying a variety of different aspects. It
is well understood that parametric logarithmic divergences showing up in a perturbative treatment
are resummed correctly by FRG, motivating the presented thermoelectric study of this model. The
results obtained for the IRLM were interpreted using basically non-interacting expressions dressed
with the dominant Kondo-like renormalization of the hybridization induced by the reservoirs. With
this we could connect our microscopic ansatz to viewpoints attributed to phenomenological ther-
modynamics. Interestingly, positive interaction (leading to a broader resonance) generally reduces
the efficiency encountered in power-engines, while negative interaction (as achievable effectively by
including phonons) renders the opposite effect. The flexibility and speed of the FRG is ideal for the
posed problem as huge parameter spaces have to be sampled for thermoelectric questions (since
usually multiple parameters are optimized). We have also proposed an alternative more “applied”
scenario of interest. Here instead of the usual quest for maximum power or efficiency, we search for
the optimal efficiency under the constrain of a certain minimum power output. This scenario appears
to be of relevance when, e.g., charging applications are envisaged. For this, even in the regime of
positive interactions, the general decrease in maximum efficiency can be overcome by an increase in
the power output, yielding a net increase of the achievable efficiency. This part demonstrated some
of the impressive key advantages of FRG (flexibility and speed).
Results for the AHM
The AHM features much more complicated physics than the IRLM and thus we applied a second
order truncation scheme to handle this problem. This more sophisticated truncation scheme restricts
our study to equilibrium, but non-equilibrium FRG results were available from [Laa14]. Similarly to
the SIAM studied before in the same framework (truncation scheme, cut-off, channel decomposition,
...) major difficulties show up. It is not possible to reach far into the regime of strong correlations
as might be hoped for from an renormalization group approach. For the adiabatic regime this was
clear from the beginning as the AHM can then be mapped to the negative-U SIAM. Unfortunately,
also for all other cases the range of validity of our FRG approach appears to be limited to small
to intermediate interaction strength. For the question of thermoelectric transport we extended an
existing approach to compute Gc,V from the Matsubara frequency propagator to access all linear
response conductances without the need of a possibly ill-posed analytic continuation. Furthermore,
we introduced an alternative route based on a Sommefeld expansion. Comparing the conductances
obtained by these methods to those from non-equilibrium Keldysh FRG major deviations show up for
rather small values of the interaction. As we do not have any non-perturbative benchmark results
at hand (e.g. using NRG) at this point it remains an open question, whether either of the FRG
approaches yield meaningful results (at least up to intermediate interaction strength). The route
to thermoelectric transport at intermediate to large interactions strength is thus blocked. This part
demonstrated an unfortunate disadvantage of the FRG. The deep Kondo limit is not accessible;
another reminder of the dilemma encountered already for the SIAM.
Outlook
For the future it could be interesting in the context of the IRLM to use a non-perturbative method
(e.g. extensions of NRG for linear response, field-theory or DMRG for non-equilibrium) to tackle
the thermoelectric properties. The width of the central conductance resonance is a non-monotonic
function for positive interactions. Thus the initial broadening is reversed at some point, which
could lead to highly efficient thermoelectric devises. Obviously, the renormalized single-particle
picture breaks down completely for such large interactions and thus a different effect could take
over. Certainly, an interesting open question of strongly correlated physics encountered in charge-
fluctuating quantum dots. Furthermore, an extension to truly time dependent problems (compare
chapters 7 and 11) pose an intriguing venue of future interest.
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On the other hand the AHM could not be analyzed in the broad parameter regime we aimed
at. We are restricted to small interaction as deviations between equilibrium or non-equilibrium FRG
become prominent at intermediate to large interactions. Thus devising different approaches is vital.
If such a reliable approach was found, it could be used to provide the missing benchmark, clarifying
whether at least one of the equilibrium or non-equilibrium FRG approaches yields reliable results
upto intermediate interaction strength. The FRG could then in turn be used to sample parameter
regimes quickly (in its range of validity).
A different route to the highly interesting deep Kondo limit is currently followed by Matti A.
Laakso. Starting with the AHM a generalized Schrieffer-Wolff transformation is employed to pose
the problem directly in this limit. The procedure is similar to the usually studied transition from
the SIAM to the Kondo model (compare chapter 3). Concentrating on the relevant degrees of
fluctuations (just like Kondo model versus SIAM) should certainly help to access the fascinating
Kondo physics and its consequences for thermoelectric transport [Laa].
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Introduction
In this chapter we want to complement the results of the dynamics in open systems (→ Chapter
7) by those found in closed ones. Several interesting questions arise. (1) As the bath is absent
one might wonder if a given closed system even equilibrates? (2) If so how can the steady-state
reached for asymptotic times be characterized? (3) Under which conditions (if any) does the steady-
state resemble known equilibrium ensembles? (4) Does the equilibrium concept of Luttinger Liquid
universality carry over to the time evolution towards the steady-state and/or to the steady-state
itself ? To name but a few. Recent advances in the field of ultra-cold atoms [Blo08] reignited the
interest in the dynamics in closed quantum systems.
Outline
This chapter is structured as follows. The first section is devoted to the basics underlying the
following sections. In this part we will outline the general questions and models we will consider.
Next, we recapitulate some of the Luttinger Liquid equilibrium physics needed to understand the
remainder of this chapter. Then we will describe in more detail how the general FRG formalism of
chapter 4 can be used to tackle the time-dependence of closed quantum many-body systems. Next,
we apply this method to the time evolution of quenched spinless fermions. Here we will compare in
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detail predictions for steady-state expectation values of a continuum model obtained by bosonization
with FRG and DMRG results for lattice models. Afterwards, we will try to shed some light on the
issue of thermalization and its connection to integrability. Finally, a conclusion sums up the findings.
9.1 Basics and Definitions
9.1.1 Thermalization and Non-Thermal Steady-States
Concrete calculations in equilibrium statistical mechanics rely on the assumption of a micro canon-
ical, canonical or grand canonical ensemble. Those describe the equilibrium density matrices of a
given system, maximizing the entropy, under different physical constrains:
• the micro canonical ensemble is used if the energy of the system is fixed within a narrow
interval (E , E + ∆E ). Equal probability is then assigned to each micro state ρ ∼ C within
this energy interval.
• the canonical ensemble describes a system in contact with a much larger heat bath, such
that the expectation value of the energy is constrained. The density matrix then simply reads
ρ = exp(−βH)/Z , where the inverse temperature β is determined by the energy expectation
value.
• the grand canonical ensemble is used if the system is in contact with a heat and particle
bath. The corresponding density matrix reads ρ = exp[−β(H − µN)]/Z , where the inverse
temperature β and the chemical potential µ are fixed by the energy and particle number
expectation values.
Due to the fundamental role of these ensembles, the question arises under which conditions they
provide the long time asymptotic description of a closed quantum system prepared in some arbitrary
(non-equilibrium) initial state. Put formally one could state the central question as
lim
t→∞ 〈A〉ρ(t)
?
= 〈A〉ρeq , (9.1.1)
for (almost) any local observable A, where ρeq is the appropriate of the three equilibrium ensembles.
If the above relation holds the system is said to thermalize. We simply assume the relaxation
of the observable A towards a steady-state at this point, which implies that we have to take the
thermodynamic limit before considering large times1. The (also intriguing) question about whether
relaxation generically occurs will not be addressed. We rather take a pragmatic point of view: for
the models and observables studied in the following it turns out that this is always the case. We
can also define the condition for thermalization in the (stronger) sense of
ρred,ss = lim
t→∞TrB [ρ(t)]
?
= TrB [ρ
eq] = ρred,eq, (9.1.2)
where we have bipartitioned the full system into two parts A and B, with subsystem B being much
larger than subsystem A.
Considering the logic of the derivation of the equilibrium ensembles (maximizing entropy under
given constrains of fixed energy, fixed energy expectation value or fixed energy and particle number
expectation value), it appears rather reasonable to follow that fixing further expectation values
〈Qn〉 will surely prohibit thermalization (as these constrains are not included in the equilibrium
ensembles mentioned above). For such systems it appears plausible that, if at all, the system
relaxes to a generalized version of the typical equilibrium ensembles, maximizing entropy under
all these fixed expectation values. The corresponding ensemble was dubbed generalized Gibbs
ensemble (GGE) [Jay57,Rig07] with ρGGE = exp(
∑
qnQn)/Z and 〈Qn〉 = Tr
[
ρGGEQn
]
, which fixes
the Lagrange multipliers qn. Already this simple idea proves to be difficult on second thought.
1Otherwise we would find recurrence → Section 7.1.1.
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For quantum mechanical models there always exists an exponentially large number of conserved
quantities 〈Qn〉 with [H, Qn] = 0, namely all the expectation values of the projectors onto the
eigenstates of the Hamiltonian. Furthermore, if 〈Q〉 is conserved, so is 〈Qm〉 for all m ∈ N.
Therefore, it appears that not all of the conserved 〈Qn〉 restrict the phase space in the same
manner. Identifying which conserved quantities constitute constrains of the above mentioned type
(thus entering the GGE), and which do not, is highly debated. We note however that for effectively
non-interacting models, meaning models that can be brought into the form H =
∑
n λna
†
nan (e.g. by
bosonization), the GGE reproduces the correct steady-state expectation values for local observables
(see e.g. [Rig06, Rig07]), if the conserved mode occupancies a†nan are taken as Qn.
For generic interacting models (meaning those not of the above mentioned effectively non-
interacting type) it was suggested to borrow a concept from classical physics ([Deu91, San10] as
well as references therein). For classical systems thermalization occurs via chaos [Gal10], which is
excluded for so called integrable models. In a classical system integrability is defined as the property
of a system to be described by a complete set of integrals of motion. In a quantum system this
concept proves to be more complicated and integrability is often used synonymic to Bethe ansatz
solvable. We want to follow this convention from now on and consequently focus on one-dimensional
models for which in certain cases Bethe ansatz solutions are available. In analogy to classical systems
integrability could prevent thermalization in quantum systems, rendering one-dimensional systems
especially interesting in this context. Actually, for Bethe ansatz solvable models not only the en-
ergy expectation value (canonical) and possibly additionally the particle expectation value (grand
canonical) are conserved, but rather an infinite set of (quasi-)local2 expectation values 〈Qn〉. One
finds that the steady-states approached asymptotically for non-equilibrium setups in those integrable
modes indeed appear to be given by non-thermal steady-states. However, plugging Qn into the GGE
given above does not seem to describe the asymptotically reached states correctly at least for the
Heisenberg model and some specific initial states3 [Poz14, Wou14].
To sum up, so far one finds: (1) the common believe that some large class of generic models
thermalize, motivated by the success of equilibrium statistical mechanics. (2) In some special cases
(so far shown for effectively non-interacting models) instead of thermalization one finds relaxation
towards a GGE. (3) In integrable models a non-thermal steady-state is approached that appears not
to be always characterized by the GGE. For us two interesting questions arise, which we want to
present separately in the following two paragraphs
Luttinger Liquid properties in Non-Thermal Steady-States
Thermal states have been analyzed and understood in much detail, however non-thermal states
appear to be less studied. Characterizing those could open a route to novel and fascinating physics.
In the near future it should be possible to realize these states in experiments with ultra-cold atoms
[Blo08]. In this chapter we want to, primary, contribute to this by asking the question: do non-
thermal steady-states reached in a non-equilibrium setup in one dimension resemble Luttinger Liquid
(LL) universality, similar to what is known from equilibrium? To this end, we study the following:
a system is initially prepared in a thermal state (including T = 0) of some model described by Hini.
Then suddenly a parameter of the Hamiltonian is switched, thus constituting a quantum quench,
leading to non-equilibrium dynamics. The model defined by the final Hamiltonian Hfin is chosen to
be out of the Luttinger Liquid universality class. We then want to analyze the steady-state reached
for asymptotic times with respect to Luttinger Liquid properties. For this in section 9.2 we first
recapitulate what is known about Luttinger Liquids in equilibrium relevant to understand the results
presented for non-equilibrium later on.
Thermalization in One Dimension
As a secondary question we return to the subject of when and how thermalization occurs. Ther-
malization was and is the subject of intense research and we will not be able to give a complete
2We do not dwell further on the meaning of this. More information can be found in [Fag14].
3Explicit calculations where performed for the Ne´el state and one of the ground states of the Majumdar-Ghosh
Hamiltonian.
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overview of the literature here, but rather concentrate on what is important from now on.
Although, generally the question about thermalization is interesting for systems in any dimensions
(see e.g. [Moe08, Moe09, Eck09]), we want to restrict ourselves to the, to us, most interesting
case of one dimension (see above). We want to scrutinize the statement “interacting integrable
models do not thermalize, while non-integrable ones do”, as has been posed by many authors
before [Kol07, Man07, Rig09, Sir14]. Approaches to this problem can be subdivided mainly into
exact diagonalization and DMRG treatments for lattice systems. The former has been used e.g. in
[Rig09,Sir14]. It is, however, restricted to rather small systems of ≈ 30 lattice sites. Two problems
occur. (1) No steady-state (plateaus in the observables of any kind) is reached, before recurrence
sets in. Oscillations dominate the time evolution for all times. Therefore in such an approach one
frequently averages in time over the strong oscillations. This is not the way we defined thermalization
above. (2) Even in an analysis of the time-averaged quantities small difference of thermal and steady-
state observables are difficult to separate from the rather large finite size effects. A convincing finite
size scaling is prohibited by the severe limitations in size. On the other hand, DMRG calculations
can tackle rather large systems, but are restricted in the accessible time scales. Thermalization of
non-integrable models was not observed generically by DMRG studies of one-dimensional systems
(e.g. [Kol07, Man07]). Later we present a DMRG study in an infinite system. The time evolution
of local observables can be pushed into rather steady regimes. As these are only first results of our
ongoing research, this is left on the level of an outlook.
9.1.2 Models
Next, we describe the models we want to study for the rest of this chapter. All Hamiltonians under
consideration are of the general tight-binding form depicted in Section 3.2.
Luttinger Liquid properties in Non-Thermal Steady-States
For our main inquiry of Luttinger Liquid properties in steady-states reached after a quantum quench
presented in section 9.4, we will focus on the lattice Hamiltonian
HSF(U)=
N−1∑
j=1
[
−Jc†j cj+1 + H.c. + Uc†j cj c†j+1cj+1
]
, (9.1.3)
describing spinless fermions with nearest neighbor hopping J as well as interaction U and open
boundaries terminating the N-site chain. For |U/J| < 2 this model is known to feature Luttinger
Liquid properties in equilibrium (see section 9.2), which is important for section 9.4. To describe
impurity physics HSF(U) can additionally be supplemented by a hopping impurity
Himp(h) = hc
†
N/2cN/2+1 + H.c. (9.1.4)
of strength h ∈ [0, J] located in the middle of the chain. We note that the Hamiltonian is related
to the Heisenberg model via a Jordan-Wigner transformation (→ Section 3.2.2).
True relaxation of course is only possible in the thermodynamic limit N →∞, where limt→∞ ρ(t)
can be taken without recurrence4. Our FRG approach to this problem however cannot be performed
with a truly infinite system. Thus we will choose the system size to be so large, that recurrence is
not yet an issue for the questions under consideration and the system can be considered as infinite
for all practical purposes. This strategy is also adopted to our DMRG studies of section 9.4.
The physics encountered in this model will be compared to those of the so called Tomonaga-
Luttinger model. An outline of the Tomonaga-Luttinger model is postponed to section 9.2, where
we will also recapitulate some of its equilibrium physics.
4Obviously otherwise the subsystem would not even approach a steady-state, which is a necessary condition for the
following considerations (→ Section 7.1.1).
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Thermalization in One Dimension
For our study of thermalization in one dimension. We will consider (1) variants of the Heisenberg
model
HHeis(∆, ∆2) =
∑
n
J(Sxn S
x
n+1 + S
y
n S
y
n+1 + ∆S
z
n S
z
n+1 + ∆2S
z
n S
z
n+2) , (9.1.5)
possibly including next-nearest neighbor interactions and (2) a variant of the particle-hole sym-
metrized extended Hubbard model
HHub(U, V ) =
∑
n
∑
σ=↑,↓
[
J
2
c†n,σcn+1,σ + H.c. + V
(
c†n,σcn,σ −
1
2
)(
c†n+1,σcn+1,σ −
1
2
)]
+ U
(
c†n,↑cn,↑ −
1
2
)(
c†n,↓cn,↓ −
1
2
)
,
(9.1.6)
or equivalently its formulation in terms of spin operators
HHub(U, V ) =
∑
n
∑
σ=↑,↓
[
J(Sxn,σS
x
n+1,σ + S
y
n,σS
y
n+1,σ) + VS
z
n,σS
z
n+1,σ
]
+ USzn,↑S
z
n,↓ . (9.1.7)
Both models defined in Eqs. (9.1.5) or (9.1.7) are known to be Bethe ansatz solvable (integrable) for
∆2 = 0, respectively V = 0. Thus, they feature a tunable integrability breaking term important for
section 9.5. Exploiting translational invariance of the model we will conveniently employ an infinite
DMRG scheme, treating these systems in the thermodynamic limit.
9.2 Reminder of Luttinger Liquid Physics
In equilibrium the exactly solvable Tomonaga-Luttinger (TL) model reads [Gia03, Sch05b]
HTL =
∑
n>0
[
kn
(
vF +
g(kn)
2pi
)(
b†nbn + b
†
−nb−n
)
+ kn
g(kn)
2pi
(
b†−nb
†
n + b−nbn
)]
, (9.2.1)
where b
(†)
n are bosonic ladder operators associated to the densities of left- and right-moving fermions,
vF is the Fermi velocity, and kn = 2pin/L, with n ∈ Z. We concentrate on repulsive interactions
and periodic boundary conditions for simplicity now. Later we will also reference results from an
open boundary bosonization calculation, which is only slightly more complicated. The details of
the potential g(k 6= 0), do not affect the low energy results, as long as it decays sufficiently fast
at large k (compare section 6.3). It turned out that the TL model is the infrared (low energy)
fixed point model under a renormalization group flow of a large class of interacting one-dimensional
models in their ungapped metallic phase5 [So´l79]. This means that the low energy physics of
models out of this so called LL universality class [Hal80] is the same as that of the TL model. For
spinless models the fixed point is characterized by only two independent quantities: the velocity v
of the elementary excitations and the LL parameter K entering exponents of algebraically decaying
correlation functions, with 0 ≤ K < 1 for repulsive interaction and K = 1 for non-interacting
theories. Results for the low energy physics of a given microscopic model (falling into the LL
universality class) can then be obtained by calculating observables or correlators in the TL model
and subsequently inserting v and K of the microscopic model (see below) in these expressions.
Therefore, two objectives remain: (1) Solving the TL model including the calculation of fermionic
expectation values (correlators) and (2) determining v and K for microscopic models. For (1) one
can use bosonization, which has been introduced briefly in section 6.3. For the sake of brevity we do
not want to present the full glory bosonization procedure here, but only reference some results below.
Regarding (2) we note that both parameters are in general non-trivial functions depending on the
details of the microscopic model and its parameters. We can determine K and v of a microscopic
5Like for spinless fermions featuring not too large nearest neighbor interactions (compare Fig. 3.1).
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model from two independent low energy quantities, employing that the relations between these
quantities and v and K are known from the TL model. An example of one of such a low energy
quantity is the compressibility
κ/κ0 = v0
K
v
. (9.2.2)
Here we divide by the compressibility of the non-interacting model (index 0), to eliminate unknown
prefactors. If the model can be treated by Bethe ansatz, then its eigenenergies can be extracted and
from them two independent quantities determining K and v , e.g., the compressibility and the size
dependency of the ground state energy [Gia03]. If the model is suited for a DMRG calculation one
can numerically determine, e.g., the specific heat and susceptibility [Kar12b] at low T to achieve
the same. For our study concerning Luttinger Liquids we will need K and v almost exclusively for
the model of spinless fermions with nearest neighbor interaction defined in Eq. (9.1.3) at half-filling.
For this case analytic formulae can be derived from the Bethe ansatz expression of the energy, which
read
K =
pi
4η
, v = J
pi sin(2η)
pi − 2η , 2η = arccos
(
− U
2J
)
. (9.2.3)
With K and v at hand we are only left with analyzing the TL model. We only reference the
key equilibrium results in the following [So´l79, Hal80, Lut74, Kan92, Egg95, Fab95, Gia03, Sch05b].
An index “eq” is used everywhere to distinguish the result from the later presented non-equilibrium
analysis. Each result features the critical power-law behavior characterizing LL physics, which are
determined solely by the TL model’s K = [1 + g(0)/(pivF)]
−1/2. At heart of all the results lies
the calculation of the equilibrium Green’s functions Geq(x , t) in the bulk (translation invariant) and
Geq(x , x
′, t) in the boundary case, which can be done as hinted in section 6.3.
Bulk Properties
The first LL bulk property we consider is the momentum distribution n(k) =
∫
dx e−ikx iG<eq(x , 0),
which at T = 0 exhibits power-law behavior at low energies [Gia03, Sch05b]
|neq(k)− 1/2| ∼ (|k − kF|)(K+K−1−2)/2 , (9.2.4)
as long as (K +K−1−2)/2 < 1. The continuous momentum distribution with a power-law behavior
close to the Fermi momentum has to be contrasted to the characteristic jump with quasi-particle
weight Z at the Fermi momentum encountered for Fermi Liquids. For (K +K−1−2)/2 > 1 [Med99]
as well as for T > 0 [Sch93, Kar12b] the leading dependence for k ≈ kF turns linear.
The second bulk quantity we consider is the (frequency resolved) bulk local spectral function
ρeq(ω) =
∫
dt ′e iωt
′
i [G<eq(0, t
′) + G>eq(0, t
′)]/(2pi), which at T = 0 shows the characteristic suppres-
sion [Gia03, Sch05b]
ρeq(ω) ∼ |ω|(K+K−1−2)/2 (9.2.5)
in the presence of interactions at low energies, because (K +K−1−2)/2 > 0 for 0 ≤ K < 1. We also
introduce the bulk local spectral function ρ<eq(ω) =
∫
dt ′e iωt
′
iG<eq(0, t
′)/(2pi), which is measured in
photoemission spectroscopy [Fre09]. In equilibrium and for T = 0 it is given by
ρ<eq(ω) ∼ |ω|(K+K
−1−2)/2Θ(−ω) , (9.2.6)
at low energies. This is a consequence of G<eq(0, t
′) being analytical in the upper half of the complex
t ′ plane. In section 9.4, we also consider the momentum resolved spectral function ρ<eq(k,ω) =∫
dx
∫
dt ′e−i(kx−ωt
′)iG<eq(x , t
′)/(2pi). Its behavior is more complicated and therefore ρ<eq(k,ω) is
discussed together with the steady-state results in section 9.4, where we can also refer to graphical
representations of this function.
Concluding the bulk results, we present the T = 0 zero frequency bulk charge susceptibility
χ(ω = 0, q − 2kF) for wave vectors close to the backscattering condition q = 2kF. It diverges as
χeq(ω = 0, q − 2kF) ∼ (q − 2kF)2(K−1) , (9.2.7)
for 0 ≤ K < 1 [Lut74]. This result will be used again in the context of the impurity properties
below.
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Boundary Properties
Next, we concentrate on the density profile n(x) = iG<eq(x , x , 0) at T = 0. Boundaries
6 induce
Friedel oscillations of the local density with a wave vector 2kF. For non-interacting systems these
oscillations decay proportional to the inverse distance from the boundary neq(x)− ν ∼ 1/x with ν
being the filling factor. For an interacting LL the Friedel oscillations are found [Egg95] to decay as
∆neq(x) = neq(x)− ν ∼ x−K sin(2kFx) (9.2.8)
at large distances. Thus the decay is slower for a system with repulsive interaction (0 ≤ K < 1)
than for a non-interacting (K = 1) model.
Furthermore, we can obtain the (frequency resolved) local spectral function at T = 0 near the
boundary [Fab95], which behaves as
ρeq(ω) ∼ |ω|K−1−1, (9.2.9)
and therefore is suppressed at low energies for 0 ≤ K < 1, as in the bulk case – albeit with different
exponent.
Impurity Properties
One of the most important hallmarks of LL physics is their sensitivity towards impurities [Kan92].
For repulsive interactions the ground state density response function of a LL diverges with the Fermi
momentum kF [see Eq. (9.2.7)]. This indicates that linear response theory breaks down. In fact
in a Luttinger Liquid even a single weak impurity acts as a strong perturbation (calling for a non-
perturbative approach). For such a single weak impurity the linear conductance is expected to scale
as
weak impurity: G0 − Geq(T ) ∼ T 2(K−1), (9.2.10)
with the constant homogenous chain conductance G0. The power-law, however, holds only as
long as the right hand side stays small, that is for not too small T . In terms of the equilibrium
renormalization group this indicates that the perfect chain fixed point is unstable.
Fermis Golden Rule-like arguments lead to a tunneling conductance across a weak link (strong
impurity) connecting two semi-infinite chains, each with a boundary local spectral function as given
in Eq. (9.2.9), which scales as
strong impurity: Geq(T ) ∼ T 2(K−1−1). (9.2.11)
In contrast to the perfect chain fixed point, the open chain one is stable. With this we could not
rule out – a priori – intermediate impurity fixed points. It was shown, however, that those do not
exist [Ens05b].
9.3 Real-Time FRG for Closed Quantum Systems
Additionally to open quantum systems FRG can be used to tackle the real-time dynamics of closed
quantum systems as well. Simply by decoupling the reservoirs Σres → 0 we can reuse the equations
derived in Chapter 4 (see also [Ken11] for more details). In contrast to open systems, we cannot set
up the formalism to describe the steady-state reached for asymptotically large times directly, and
thus using a formalism that explicitly handles the time dependence is imperative.
Like always when tackling non-equilibrium we employ the lowest order truncation scheme in the
two-particle interaction. As outlined (→ Chapter 4) to this order the self-energy acquires a renor-
malization group flow, which was shown to be crucial to capture the impurity LL physics in equilib-
rium [Kan92, And04, Ens05b]: the same truncation correctly describes the characteristic power-law
scaling of the equilibrium LL properties in inhomogeneous (impurity or boundary) lattice models (→
section 9.2). In such an approximation the resulting impurity exponents for the model of Eq. (9.1.3),
6and actually impurities as well, but this is not analyzed explicitly here.
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given by K , agree to the exact ones to order O(U) [And04,Ens05b]. In contrast, the bulk exponent
(K + K−1 − 2)/2 of neq(k) and ρeq(ω) with K taken for the lattice model of Eq. (9.1.3), which is
given in Eq. (9.2.3) at half-filling, is of order O(U2) and thus impossible to access via our truncated
FRG treatment, which captures only O(U) in the exponent [And04]. This behavior [exponents of
bulk O(U2), while exponents induced by boundaries and impurities show O(U)] actually caries over
to the non-equilibrium analysis.
For the outline of the method, we concentrate on tight-binding Hamiltonians as described in
Section 3.2 and write them generally as
H = H0 + Hint, (9.3.1)
H0 =
∑
ij
ij c
†
i cj , (9.3.2)
Hint =
1
4
∑
ijkl
u¯ijkl c
†
i c
†
j cl ck , (9.3.3)
where u¯ijkl is the antisymmetrized two-particle interaction. Note that the Hamiltonians Eqs. (9.1.3),
(9.1.5) and (9.1.7) trivially fall into this class [after a Jordan-Wigner transformation (→ Section
3.2.2)]. For the results presented within the FRG approach we always choose the non-interacting
canonical statistical operator as the initial density matrix ρ0 = ρ0c = exp(−βH0)/Tr[exp(−βH0)].
The Green’s functions then read
g R,Λ(t, t ′) =
[
g A,Λ(t ′, t)
]†
= −iΘ(t − t ′)e−i(t−t′)e−iΛ(t−t′), (9.3.4)
g K,Λ(t, t ′) = −ig R,Λ(t, 0)(1− 2n¯)g A,Λ(0, t ′), (9.3.5)
with  being the N × N matrix with entries ij and n¯ii ′ = Tr
[
ρ0d†i ′di
]
. The self-energy is obtained
by solving the flow equation
∂ΛΣ
R,Λ
i1i1′
(t ′, t) = ∂ΛΣ A,Λi1i1′ (t
′, t) = −
∑
i2,i ′2
SK,Λi ′2 i2
(t, t)
[−i u¯i1i2i ′1 i ′2 (t)] δ(t ′ − t), (9.3.6)
∂ΛΣ
K,Λ = 0, (9.3.7)
with the initial conditions at Λ =∞
Σ R,Λ=∞i ′i (t
′, t) =
1
2
δ(t − t ′)
∑
j
u¯i ′jij , (9.3.8)
Σ K,Λ=∞i ′i (t
′, t) = 0. (9.3.9)
No Keldysh self-energy is generated throughout the flow. This largely simplifies the calculations.
The single-scale propagator Eq. (4.3.18) reads
SK,Λ(t, t) = ∂∗ΛG
K,Λ(t, t) = −2tG K,Λ(t, t), (9.3.10)
with the full Keldysh component of the Green’s function
G K,Λ(t, t ′) = −iG R,Λ(t, 0)(1− 2n¯)G A,Λ(0, t ′). (9.3.11)
Observables can be calculated by using the formula given in Section 4.1.3. However it is well known
from equilibrium that certain operators – so called composite operators – should not be evaluated
from the Green’s function but rather should be implemented by their own flow equation (which
trivially does not couple back to the other flow equations) [Ens05a, Zin02]. The occupancy is one
of such composite operators and one might wonder whether a similar problem shows up in the
approach followed here using the Keldysh framework. To check this we derive the flow equation for
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Figure 9.1.: We study the quench dynamics of a system described by the nearest neighbor Hamiltonian
of Eq. (9.1.3). The initial preparation is given by the ground state of Hini = HSF(U = 0).
The time evolution is performed with respect to Hfin = HSF(U). We focus on N = 1000 and
U = 0.2. Left: Comparison of the occupancy obtained by Eq. (4.1.63) or by its own flow
equation (9.3.12). Right: The same but comparing results of the occupancy obtained with and
without a Trotter decomposition (∆t = 0.1). The agreement in either case is excellent.
the occupancy
∂Λn
Λ
j (t) =
1
2
[
iSK(t)− {Ω(t) + H.c.}] , (9.3.12)
Ω(t) =
∞∫
0
dt1 G
R(t, t1)
[
∂ΛΣ
R(t1)
]
G R(t1, 0)(1− 2n¯)G A(0, t), (9.3.13)
lim
Λ→∞
nΛj (t) =
1
2
. (9.3.14)
It turns out that for the Keldysh FRG both approaches [(1) calculating the occupancy via the
Green’s function as in Eq. (4.1.63) and (2) using Eq. (9.3.12)] yield the same results. This is
shown in Fig. 9.1(a) for the nearest neighbor Hamiltonian given by Eq. (9.1.3). We show the
dynamics resulting out of a quantum quench, where the system is prepared in the ground state of
Hini = H0 = HSF(U = 0), and subsequently time evolved with Hfin = HSF(U). Motivated by this
agreement we focus on calculating the occupancy via Green’s functions only from now on.
Finally, numerically it proves useful to transform the flow parameter like x = exp(−2Λt) every-
where.
9.3.1 Efficiently Evaluating Keldysh Green’s Function Using GPU...
We can calculate G K,Λ(t, t ′) very efficiently by using an iterative procedure similar to the one
outlined in section 7.2. First, we discretize time in steps such that during one small step ∆t the
time dependent self-energy can be set constant. We always vary ∆t such that we can ensure that
further reduction of ∆t does not lead to any changes visible on the scale of the respective plots.
We use
G R,Λ(t, t ′)G R,Λ(t ′, t ′′) = −iΘ(t − t ′)Θ(t ′ − t ′′)G R,Λ(t, t ′′). (9.3.15)
G R,Λ(t, t ′) =
[
G A,Λ(t ′, t)
]†
, (9.3.16)
to write G R(t, t ′) as a product of Green’s functions [Ken12a]
G R,Λ(t1 + ∆t, t1) = −ie−i [+Σ¯ R,Λ(t1)]∆te−iΛ(t−t′), (9.3.17)
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where Σ¯ R,Λ(t1) is the time-averaged self-energy over the interval (t1, t1 + ∆t). Iteratively, we
calculate the interacting Keldysh Green’s function G K,Λ(t, t) by employing
G K,Λ(t + ∆t, t + ∆t) = G R,Λ(t + ∆t, t)G K,Λ(t, t)G R,Λ(t, t + ∆t), (9.3.18)
G K,Λ(0, 0) = −i(1− 2n¯). (9.3.19)
If we denote the number of sites in the chain by N, for each time step two matrix exponentials of
N × N matrices have to be performed and multiplied with the Keldysh component of the Green’s
function of the previous one. This renders the problem a natural candidate for graphics processing
unit (GPU) supported algorithms, in which these operations can be performed very rapidly. We
therefore employ such an GPU assisted algorithm to compute the results shown. The number of
time steps Nt needed to obtain sufficient accuracy (and resolution) as well as to reach times which
are large enough for the relevant questions (steady-state) enters the number of flow equations to
be solved. For a nearest neighbor Hamiltonian like the one of Eq. (9.1.3) one ends up with a set of
(3N − 2)Nt coupled differential equations. Due to the nearest neighbor structure of the interaction
only 3N − 2 components of the self-energy flow for each of the Nt time steps. With this procedure
we can therefore easily access N = 1000 lattice sites as well as a rather large number of time steps
Nt = 1600 (usually resulting in times upto 200 in units of the hopping).
9.3.2 ... or Trotter Decompositions
As we are interested in time steps ∆t chosen small enough such that the self-energy can be set
constant throughout a single time step one can also employ a Suzuki-Trotter decomposition as
used in DMRG (→ Section 5.6.1). One can simply decompose the effective single-particle matrix
+ Σ¯ R,Λ(t) in Eq. (9.3.17) into odd and even bonds and employ a second- or fourth-order decom-
position scheme as in Eqs. (5.6.4) or (5.6.5), respectively. The numerical effort of calculating and
applying a N × N matrix exponential reduces to successively applying 2 × 2 (4 × 4) matrices for
Hamiltonians featuring nearest (and next-nearest) neighbor interaction. Fortunately, we can also
test this approximate evaluation of G R against the full numerics to show explicitly that the decom-
position poses an unimportant approximation. We depict this explicitly for the nearest neighbor
Hamiltonian used also above in Fig. 9.1(b).
9.3.3 Benchmark: Dynamics of Interacting Fermions
As a first test, we study the dynamics of interacting fermions after a quantum quench. We focus
on the setup used for Fig. 9.1 above, where the interaction U is quenched from zero to some final
value. Fig. 9.2(a) shows the access density nj (t)−ν, with the filling ν, for fixed site j starting out of
the non-interacting ground state. We concentrate on half-filling ν = 0.5. With FRG we can reach
times of the order of a few 102/J. This has to be contrasted to the DMRG approach outlined which
becomes unreliable for times of the order of 10/J [Kar12c]. The main plot and the left inset shows
that a signal originating from the left boundary travels through the system. Obviously, a similar
signal is generated at the right end. For a spatial region in which the left signal passed through and
the right one did not enter yet the density becomes stationary. For t ≈ 102/J and sites j up to
O(102) the physics is thus dominated by the steady-state and barely suffers from finite size effects7.
The two signals clearly propagate with the LL velocity v of the elementary excitations (→ Section
9.2) [Cal07, Lan09, Gan12]. Our method provides an excellent approximation to the exact v [right
inset of Fig. 9.2(a)] obtained from Eq. (9.2.3).
In Fig. 9.2(b) we benchmark the validity of the approximate FRG data versus numerically exact
DMRG results. We focus on the same quench as described above in which the interaction amplitude
U in Eq. (9.1.3) is abruptly changed from U/J = 0 to U/J = 0.2. Interestingly, on the scale of
the plot the two datasets are indistinguishable for all sites j and all times reachable with DMRG
[Sch11b, Dal04, Whi04, Dal04]. The numerical parameters of the iterative ground state search (→
7Finite size effects steaming from the ground state preparation for this particular quench (U = 0 to U finite) are
very small.
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Figure 9.2.: Left: FRG data for the time evolution of nj (t) − ν at half filling ν = 1/2 after a quench in
the interaction amplitude for the model defined in Eq. (9.1.3) from U/J = 0 to U/J = 0.5 for
N = 103, and different sites j . The initial preparation is given by the non-interacting ground
state. Left inset: Friedel oscillations induced by the boundary and the propagation of a main
signal from the boundary to j ≈ vt for two values of t. Right inset: Velocity of the main signal
for different U (symbols). The exact Bethe ansatz v (line) from Eq. (9.2.3) is in excellent
agreement with our data. Right: Comparison of FRG and DMRG data for the time evolution
of nj (t) − ν at half filling ν = 1/2 after the same quench protocol as in (a) from U/J = 0
to U/J = 0.2 for N = 102 and different sites j . FRG and the numerically exact DMRG are in
excellent agreement for times reachable by the DMRG calculation
Section 5.5) as well as the time evolution algorithm (→ Section 5.6) were chosen such that the
data is converged on the scale of the plot. The excellent agreement of the results obtained by FRG
and DMRG (a) strengthens our confidence in the FRG approach for the following analysis and (b)
shows that within FRG we correctly incorporate the high energy physics of the underlying lattice
model, which is crucial for short times as well as the crossover regime from short to large times.
Since the FRG is directly applied to the microscopic model, i.e. without the need of mapping it
to an effective low energy field-theory, the information about the high energy modes is not lost.
Although the DMRG results might look sufficiently relaxed to accurately describe the steady-state
reached asymptotically on first glance (at least for the j shown) in Fig. 9.2(b), this is actually not
the case for the sensitive analysis of the steady-state, including a search for power-laws, we have in
mind next. We want to extract the exponents of these power-laws, via a logarithmic derivative, a
very accurate measure. For this we need to access much larger systems sizes and times than shown
in Fig. 9.2(b).
9.4 Luttinger Liquid properties in Non-Thermal Steady-States
With the machinery outlined before we want to address the question how the steady-state of a
quantum system reached after an interaction quench can be characterized. Specifically, we are
concerned with systems that in equilibrium would be classified as LLs. If a quantum quench is
performed for parameters, within the LL regime (in equilibrium) can a signature of Luttinger physics
also be found in the steady-state reached?
Some of the most important hallmarks of LLs in equilibrium were recapitulated in section 9.2. As
introducing boundaries and impurities proved to bear significant consequences for the low energy
properties (and as FRG has proven to correctly describe the corresponding equilibrium physics); such
as the vanishing linear conductance G ∼ T 2K−1−2 for temperature T → 0, in the following we will
consider such setups as an ideal testing ground for the central question raised.
Furthermore, we will investigate the homogeneous (momentum resolved) spectral function which
turns out to provide a sensitive characterization of the non-equilibriium steady-state reached after
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a quantum quench. Differences between equilibrium (possibly finite temperature) and steady-state
spectral function are so prominent that future experiments should be able to detect them (for a
recent of such experiments for a LL – albeit in equilibrium – see [Blu11]).
The logic is analogous to the equilibrium case: in equilibrium one can use the infrared fixed
point model, the TL model, to describe the low energy physics of a large class of models including
microscopic ones (→ section 9.2). We now derive predictions for the steady-state reached in the
TL model after an interaction quench has been performed and compare those to the steady-state
reached after a similar quench in the microscopic model of Eq. (9.1.3). We want to concentrate
on an often studied scenario where the interaction is suddenly quenched from zero to some final
value. For the spectral function we additionally consider the inverse quench, where the interaction
is suddenly switched off. Thus, the natural next step is to first derive the corresponding steady-state
expressions for an interaction quenched LL. After this we compare those expressions to what we
find for the microscopic model of Eq. (9.1.3) within our FRG (for the boundary and the impurity
physics) or DMRG (for the bulk spectral function) approach.
9.4.1 The Tomonaga-Luttinger Model
Treating quench dynamics within the Tomonaga-Luttinger model is not more complicated than
in equilibrium. This is due to the fact that the time evolution can be found trivially by explicit
diagonalization. We re-iterate the result of section 6.3, where we used the Bogoliubov transform
an = cosh(un)bn − sinh(un)b†−n , e2un = Kn =
√
1
1 + g(qn)/pivF
, (9.4.1)
to diagonalize the TL model
HTL =
∑
n>0
{
kn
(
vF +
g(kn)
2pi
)(
b†nbn + b
†
−nb−n
)
+ kn
g(kn)
2pi
(
b†nb
†
−n + b−nbn
)}
=
∑
n 6=0
|kn|vF
√
1 +
g(kn)
pivF
a†nan .
(9.4.2)
With this the time evolution can be determined by an(t) = exp(−it|kn|vF/
√
Kn)an. Again we
will not show the full calculation but rather reference the relevant results [Ken13c, Ken14a]. A
comparative summary of all the equilibrium and steady-state exponents derived for the TL model in
the following is given in table 9.1.
Boundary and Impurity Physics
We study a sudden quench in the interaction from the non-interacting TL model gini(k) = 0 to
some finite gfin(k). With this, one can derive closed analytical expressions for the time dependent
access density nt(x) − ν in the presence of a boundary, with x being the distance from it, the
boundary spectral function ρt(ω), and the bulk density response χt(q,ω) (needed to determine
impurity physics below) defined analogous to the equilibrium case [Ken13c]. For the TL model one
can analytically perform the thermodynamic limit, after which the steady-state can be accessed by
t → ∞. We find that the above quantities converge and their steady-state limits are indicated
by dropping the index t and replacing it by “ss” to distinguish it from the equilibrium quantities
(indexed “eq” of section 9.2).
For the Tomonaga-Luttinger model (being effectively non-interacting) one can verify that the
same t → ∞ expectation values can be computed using the statistical operator of a GGE [Rig07,
Caz06, Iuc09, Ken10, Ren12, Ess12], with the conserved quantities being the mode occupancies of
the diagonal representation (compare section 9.1.1).
The calculation shows that at T = 0, with the initial state given by the non-interacting ground
state8, the steady-state reached after the quench is “critical”, in the sense that it is characterized by
8This holds also for the more general case where the quench is not performed staring from g(q) = 0. The results
can be found in [Ken13c].
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observable/correl. function variable eq. exp. steady-state exp.
momentum distribution n(k) |k − kF| (K + K−1 − 2)/2 (K 2 + K−2 − 2)/4
local bulk spectral function ρ |ω| (K + K−1 − 2)/2 (K 2 + K−2 − 2)/4
access density ∆n x −K −(K 2 + 1)/2
local boundary spectral function ρ |ω| K−1 − 1 (K−2 − 1)/2
bulk χ at ω = 0 q − 2kF 2(K − 1) K 2 − 1
impurity strength stable eq. exp. steady-state exp.
weak no 2(K − 1) K 2 − 1
strong yes 2(K−1 − 1) K−2 − 1
TABLE 9.1.: Top: Equilibrium and steady-state scaling exponents of different observables and correlation
functions (at T = 0). Bottom: Equilibrium and steady-state scaling of the conductance G(T )
in the presence of a single impurity.
power-law scaling [Caz06,Uhr09,Iuc09,Ren12]. These characteristic power-laws manifest in different
observables with exponents which in general are different to the exponents found in equilibrium of
section 9.2 [Gia03, Sch05b, Hal80, So´l79, Lut74, Kan92]. It was found that, just as in equilibrium,
they are all determined by the parameter K = [1 + gfin(0)/(pivF)]
−1/2 of the TL model after the
quench. Therefore, like in equilibrium, the precise form of the potential is not relevant for the critical
power-laws. For our calculations we always assume gfin(q) = ge
−[(q/qc)2/2] if not explicitly stated
otherwise. We restrict our depiction to the observables/correlation functions of interest from now
on, which are the same ones as outlined in the equilibrium section 9.2.
First, we consider the access density ∆nss(x) = nss(x)− ν, where ν denotes the filling. For large
distances from the boundary x it falls off as
∆nss(x) ∼ x−(K 2+1)/2 sin(2kFx), (9.4.3)
at T = 0. In both the equilibrium and the steady-state case we find decaying Friedel oscillations
with frequency 2kF. As the (repulsive) interaction strength is increased and thus K becomes smaller
(starting at K = 1 for the non-interacting case), the access density in the presence of an open
boundary in either case falls off slower than for vanishing two-particle interaction. However, the
equilibrium and steady-state expressions show different exponents for the decay of the Friedel oscil-
lations. This difference between ground- and steady-state exponents in the TL model was examined
before considering other observables and correlation functions [Caz06, Uhr09, Iuc09, Ren12].
Next, we analyze the frequency resolved boundary spectral function ρ(ω) at small |ω| and T = 0
near the boundary. In the steady-state it is suppressed as
|ρss(ω)− ρss(0)| ∼ |ω|(K−2−1)/2. (9.4.4)
In contrast to the equilibrium case, in the steady-state reached after the interaction quench the
spectral function takes a finite value ρss(0) at ω = 0. This will be investigated in more detail in
the next section [Ken14a]. Again, the exponents of the power-law behavior with which the ω = 0
spectral weights are approached differ between the equilibrium and steady-state situation, but both
increase with increasing interaction.
Last but not least, we discuss the zero frequency bulk charge susceptibility χ(ω = 0) for wave
vectors close to the backscattering condition q = 2kF
χss(ω = 0, q − 2kF) ∼ (q − 2kF)K
2−1 . (9.4.5)
Like in equilibrium this quantity diverges (as K < 1) in the steady-state reached for asymptotic
times, but once more with a different exponent.
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The scaling behavior of the bulk static density response χss(q,ω = 0) allows us to make predictions
for how the steady-state reacts to a single impurity. For repulsive interactions K 2 − 1 < 0 and χ
diverges for q → 2kF. Therefore, just like in equilibrium, even a weak single impurity strongly
disturbs the homogenous system. Next, we apply an infinitesimal bias voltage V across the impurity
to access the steady-state linear conductance G = dIss/dV (with the stationary current I
ss). Within
this framework it is expected to scale as
weak impurity: G0 − Gss(T ) ∼ T K 2−1, (9.4.6)
with the constant homogenous chain conductance G0. The power-law only holds as long as the
right hand side stays small, that is for not too small T . As in equilibrium, this indicates that the
perfect chain fixed point is unstable. In contrast, the steady-state analogue of the open chain one
is stable as follows from the scaling of the local spectral function. Again, employing Fermis Golden
Rule-like arguments (compare section 9.2) leads to
strong impurity: Gss ∼ T K−2−1, (9.4.7)
in a temperature regime which (in contrast to equilibrium) at the lower end is cut off by the finite
spectral weight at ω = 0 [see Eq. (9.4.4)]. Just like in equilibrium these arguments cannot rule out
intermediate impurity fixed points.
Below, we will scrutinize whether the concept of LL universality holds for the steady-state decay
of the Friedel oscillations as well as in the context of weak and strong impurity scaling laws of
Gss(T ) also for microscopic models within FRG. Before doing so we will outline, however, what can
be found for the bulk spectral properties in the TL model.
Spectral Properties
We saw above, that the analytical expression for observables and correlation functions of LLs in
equilibrium and for the relaxed steady-state reveal different exponents in terms of K . One thus might
be tempted to conclude that measuring one of the described quantities allows to distinguish the LL
ground and steady-states experimentally. However, for an experimental system K is usually unknown
and measuring a single exponent does thus not allow to conclude which of the states is realized.
Therefore, K would first have to be determined (within some bounds) from the measurement of
another observable. Distinguishing the two states would therefore require a precise determination
of two exponents which is hardly achievable. We next show that the spectral properties are more
suitable to distinguish the two states.
We concentrate on the bulk case now and recall that the lesser Green’s function iG<t (x , t
′) =〈
ψ†(0, 0)ψ(x , t ′)
〉
ρ(t)
determines spectral properties by a Fourier transform with respect to t ′. We
have used t in the subindex and t ′ as a function argument to distinguish this definition of the
lesser Green’s function from the two-times Green’s functions of chapter 4, which are related by
G<t (x , t
′) = −G<(x , t, t ′ + t). The definition introduced here, however, is more convenient for
what follows. For comparison we consider three different initial conditions for ρini = ρ(0):
1. ρini = |gs〉 〈gs|, with the interacting ground state |gs〉, leading to the t independent ground
state Green’s function.
2. ρini = |gs0〉 〈gs0|, with the non-interacting ground state |gs0〉, leading to the t dependent
Green’s function of the quenched system.
3. ρini = exp (−H/T )/Z with the (canonical) partition function Z , leading to the temperature
T equilibrium Green’s function (t independent).
The subsequent time evolution of these initial density matrices is then again performed with the
interacting TL Hamiltonian. The initial conditions labelled by 1. and 3. are the ones known from
an equilibrium analysis (for T = 0 and finite T , respectively). To obtain the dynamical correlation
function following from the second initial condition in the limit iG<ss (x , t
′) = limt→∞ iG<t (x , t ′) we
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Figure 9.3.: (a) The TL model momentum distribution functions of the ground state, the non-equilibrium
steady-state following the interaction quench with gfin(0) = g = 2pivF, and the thermal equi-
librium state with temperature T/(vFqc) ≈ 0.2804 for which the average energy is equal to the
one quenched into the system. (b) The corresponding momentum integrated spectral func-
tions. The smooth features at ω/(vFqc) of order 1 are non-universal and depend on the chosen
potential. The inset of (b) shows the non-universal 2pivFρ
<
ss (0) as a function of the interaction
gˆ = g/(pivF) for the Gaußian potential, an exponential one gfin(q) = ge
−|q/qc|, and a box
potential gfin(q) = gΘ(qc − |q|).
can either perform the thermodynamic limit and afterwards take t → ∞ or we can, as for the
impurity study, compute iG<ss (x , t
′) for L→∞ [Ess12] directly by
iG<ss (x , t
′) =
〈
ψ†(0, 0)ψ(x , t ′)
〉
ρGGE
, (9.4.8)
with the GGE density matrix ρGGE = exp (−
∑
n 6=0 λna
†
nan)/ZGGE. The Lagrange multipliers λn
are fixed by the conserved eigenmode occupancies Nn = a
†
nan such that 〈gs0|Nn |gs0〉 = 〈Nn〉ρGGE .
Afterwards, the momentum distribution n(k) and the spectral function ρ<(ω) can be obtained by
numerically performing the momentum integral as well as the corresponding Fourier integral.
We additionally want to consider the momentum resolved spectral function ρ<(k,ω). To de-
termine this more complicated function we resort to an often applied ad hoc procedure in which
ω(k) = |k |vF
√
1 + g(k)pivF is replaced by its lowest order expansion vk with the renormalized velocity
v and the momentum integral is regularized in the ultraviolet by e−|q/qc|. The consequences of this
approximation [Med99] are discussed below. Within this ad hoc approximation the q integral can
be performed analytically and the remaining Fourier integrals numerically.
In Fig. 9.3(a) we show the ground state, the steady-state as well as the thermal n(k). For the
latter T is chosen such that the average energy corresponds to the energy quenched into the system
[see also Figs. 9.3(b) and 9.4]. The steady-state is characterized by a power-law
|1/2− nss(k)| ∼ (|k − kF |/qc)γss , (9.4.9)
with γss = (K
2 + K−2−2)/4 [Caz06,Uhr09,Ren12]. This has to be contrasted to the ground state,
where the power-law shows the different exponent γgs = (K + K
−1 − 2)/2 (see section 9.2). This
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Figure 9.4.: The momentum resolved spectral functions of the TL model in the ground state, the non-
equilibrium steady-state following the interaction quench with gfin(0) = g = 2pivF, and the
thermal equilibrium state with temperature τ = T/(vqc) ≈ 0.2168 for which the average
energy is equal to the one quenched into the system. The steady-state function shows a
characteristic peak at positive energies for k − kF > 0. For this case thermal curves with two
additional τ are shown for comparison.
holds in both cases for all γ < 1, while for γ > 1 [Med99] as well as for T > 0 [Sch93, Kar12b]
the leading dependence for k ≈ kF turns linear. Still the difference in ground state and steady-state
manifest only on the quantitative level in the exponent.
Finally, the spectral function, studied next, will lift this similarity in behavior. To this end we show
the three ρ<(ω) for ground state, steady-state as well as a thermal one with the same energy as in the
quenched system in Fig. 9.3(b). In the ground state ρ<gs ∼ [−ω/(vFqc)]γgs for ω ≤ 0 [Gia03,Sch05b],
while ρgs = 0 for ω > 0. For fixed T and |ω|/T  1 the corrections to the finite weight at ω = 0
are found to be linear in ω [Sch93]. The vanishing of the weight in the ground state for ω ≥ 0 as
well as the linear behavior close to ω = 0 in thermal equilibrium can be used to distinguish these
states from the steady-state. As shown in Fig. 9.3(b) ρ<ss has weight for all ω and is finite at ω = 0.
The zero frequency weight is non-universal, meaning that it does not only depend on v and K , but
on the details of the q dependence of the potential chosen in the Tomonaga-Luttinger model of
Eq. (9.2.1) [see inset of Fig. 9.3(b)]. The zero frequency finite weight of ρ<th(0) and ρ
<
ss (0) behave
opposite on increasing the interaction. Using asymptotic analysis one gets [Ken14a]
|ρ<ss (ω)− ρ<ss (0)| ∼ |ω|γss for: ω → 0− and ω → 0+, (9.4.10)
which holds again only as long as γss < 1, for the opposite case we find a linear dependence
ρ<ss (ω) − ρ<ss (0) ∼ −ω. Summed up, ρ<ss (0) is finite and non-universal, but the corrections to it
show universal critical power-law scaling. This rather unusual behavior is unique to the steady-state
spectral function.
From an experimental point of view even easier to detect are the hallmarks of the steady-state
found in the momentum resolved spectral function ρ<ss (k,ω).
k − kF < 0 :
Although, for k−kF < 0 the spectral functions of Fig. 9.4(a) are all dominated by a peak located
at ω = v(k − kF), important changes show up for ω > v(k − kF). In sharp contrast to ρ<gs, which
vanishes for ω > v(k − kF), ρ<ss carries weight also for these larger energies. In fact, a weak second
structure is visible at ω = −v(k−kF) [inset of Fig. 9.4(a)]. At ω = ±v(k−kF) power-laws show up
for the steady-state results, however we expect that without the ad hoc approximation employed here
the spectra look very similar but are most likely not characterized by algebraic singularities [Med99].
For a finite T canonical ensemble the dominating peak is broadened.
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k − kF > 0 :
The most striking difference however between the steady-state spectra and their ground state or
thermal counterparts is found for k − kF > 0 [Fig. 9.4(b)]. In this case ρ<gs only shows a weak
bump around ω = −v(k − kF) and vanishes for larger energies. The dominating feature of ρ<ss is
a very narrow peak at positive energies ω = v(k − kF). Again we expect that only within the ad
hoc procedure its form is given by a power-law. The peak can be clearly distinguished from the
finite T case as it is much more narrow. To show this strong difference we also show the latter
for two additional T smaller than the one determined by the energy quenched into the system in
Fig. 9.4(b).
9.4.2 Lattice Model: Spinless Fermions
Finally, we compare the non-equilibrium results derived in the previous section for the TL model
to those found for lattice models. It is a priori not clear whether the results obtained from the
Tomonaga-Luttinger model can be applied to a microscopic lattice model in the non-equilibrium
steady-state. Naively, this might actually sound rather counter-intuitive as not only the low energies
contribute to the dynamics following a global quench. We will see next however, that indeed
the (non-equilibrium) steady-state shows prominent LL properties. A similar result was found for
the long-time evolution towards the steady-state in [Kar12c]. The Hamiltonian of interest in the
following is the one of Eq. (9.1.3) in its Luttinger Liquid regime |U/J| < 2. In equilibrium this model
can be treated (a) by Bethe ansatz and (b) shows universal LL physics with K and v known [Hal80].
For the case of half-filling mainly studied here those are given in Eq. (9.2.3). For the Luttinger Liquid
phase |U/J| < 2 it is unclear whether because of (a) the steady-state after an interaction quench is
described by a GGE. The results of [Poz14,Wou14], which showed that the GGE does not correctly
describe the steady-state of this model can only be applied to the gapped phase |U/J| > 2. Even if
the GGE is applicable the corresponding statistical operator was so far neither constructed nor was
a proof of its existence given. Importantly, our analysis does not rely on any such assumption.
Again, we concentrate first on the situation where a boundary or an impurity [here Eq. (9.1.3) is
supplemented by Eq. (9.1.4)] is present. This case can efficiently be tackled with FRG. Afterwards,
we will show that similar features as found in the TL model for the spectral function can also be
obtained in lattice models. This study will rely on a DMRG calculation.
Boundary and Impurity Physics
We consider a quench protocol analogue to the one used in the TL model. The initial preparation
corresponds to the canonical ensemble of the non-interacting Hamiltonian U = 0 with temperature
T (including T = 0). The subsequent time evolution is performed with respect to finite U.
Already from the left inset of Fig. 9.2(a) we see that in analogy to the ground state density [And04]
the steady-state one nssj shows Friedel oscillations in the presence of a boundary with the same
frequency 2kF as in the ground state [see the j < 80 region of the lower part of the left inset of
Fig. 9.2(a)]. Now we compare their decay to the one predicted from the TL model. Figure 9.5(a)
shows the logarithmic derivative of |nssj − 1/2|, that is an effective exponent. The dashed lines
indicate the prediction from the TL model of Table 9.1, where we use the exact lattice model K
from Eq. (9.2.3). Using the FRG approach we can reach times large enough that the logarithmic
derivative is not spoiled by (small) residual fluctuations. The power-law decay found is consistent
with the exponent predicted from the TL model. This finding is the first indication of LL universality
of the steady-state. The differences between the exact exponent and our result showing up are of
order (U/J)2, which are not captured by the truncate FRG. We are not restricted to the case of
half filling and a similar behavior is found away from it. The inset of Fig. 9.2(a) shows |nssj − ν| for
ν = 0.375 on a log-log scale and the corresponding TL model prediction as a red line9.
Next we compute the steady-state linear conductance of the lattice model. We consider the
canonical density matrix ρ0c (with T > 0) corresponding to HSF(U = 0) + Himp(h) (h determining
the impurity strength) as the initial state. The time evolution is then performed with HSF(U >
9In this case K for the lattice model was determined by a numerical solution of the Bethe Ansatz expression of the
energy.
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Figure 9.5.: Left: FRG data for the effective exponent of the Friedel oscillations of the steady-state density
nssj for ν = 1/2, N = 10
3, and T = 0 determined by taking the logarithmic derivative. The
predictions from the TL model with the exact lattice model K (dashed lines) are consistent
with our results. The inset shows |nssj −ν| at ν = 0.375 and U/J = 0.25 (symbols). The line is
the TL model prediction. Right: FRG data for the temperature derivative of the steady-state
linear conductance of our lattice model for a weak impurity h/J = 0.05, filling ν = 1/2, and
N = 103 (symbols). The prediction from the TL model with the exact lattice model K is
shown as the solid lines. To emphasize the sizable differences in the exponents we have added
a power-law with the U/J = 0.1 exponent as the dashed line to the U/J = 0.5 data.
0) + Himp(h) supplemented by onsite energies V /2 (−V /2) for all j ≤ N/2 (j > N/2). Then we
can calculate the current I (t) across the impurity bond via Eq. (4.1.68). Similarly to the occupancy,
the current becomes stationary for t of the order of 102/J. We take V to be the smallest energy
scale of the problem (typically V = 10−3J) to capture the purely linear regime I ss = GV . In our
lattice model for T ' J we find G (T ) ∼ T−1 [Ens05b], which is a band effect [see the inset of
Fig. 9.6]. Universal scaling of the conductance predicted by the TL model is only expected for the
regime T  J.
We start with the case of weak impurities. First, we take the derivative of G with respect to T
to eliminate the constant G0. Based on the TL model we expect to find dG/dT ∼ T K 2−2. Over
roughly one order of magnitude the FRG data follow the TL model prediction with the exact K
of our lattice model; see Fig. 9.5(b). The deviations for T/J > 0.1 indicate the crossover to the
non-universal G (T ) ∼ T−1 regime, described above. The reason for the ones for T/J < 0.01 is
two-fold. As discussed the scaling only holds as long as T does not become too small. Additionally,
the finite energy level spacing δN = vF/N (= 2 · 10−3J for the parameters of the plot) is an energy
scale of the problem which cuts off any universal behavior [And04,Ens05b]. The latter is an artefact
of our treatment of finite systems. For small h and T/J ∈ [0.1, 0.005], G0 − G (T ) 1. Thus our
analysis requires very accurate data. To minimize the error due to small residual oscillations of I (t)
present even for t of the order of 102/J we additionally averaged the data at large t over a small
time interval.
For the strong impurity case we present our results for G (T ) in the inset of Fig. 9.6. Here no t
averaging of our data is necessary to yield very accurate results. The logarithmic derivative gives
a smooth curve. The crossover from the non-universal T−1 behavior at large T to the TL model
prediction T K
−2−1 at small ones is clearly visible in the data. For T → 0 the scaling is cut off by
two different sources: (1) The finite size scale δN as well as (2) the finite spectral function at ω = 0
[see Eq. (9.4.4)]. Therefore, for both the limit of strong as well as the limit of weak impurities our
results for the linear conductance of the lattice model agree to the TL model prediction: our second
indication of the LL universality of the steady-state.
We finally show that in the steady-state of the lattice model – similar to the equilibrium case – no
fixed point in between the steady-state analogue of the perfect and the open chain ones exist. To
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Figure 9.6.: FRG data for the one-parameter scaling of G˜(y) of the lattice model for U/J = 0.5, ν = 1/2,
and N = 103. Different symbols stand for different h increasing from left to right. No fixed
point in between the perfect and the steady-state analogue of the open chain ones exist. The
crosses were computed for U/J = 0.85, ν = 1/4 giving the same K . The scaling function
thus depends on U and ν only via K [Kan92]. The prediction of the TL model for y → 0 and
y →∞ with the exact lattice model K is shown as dashed lines. Inset: the effective exponent
of G(T ) for a strong impurity h/J = 0.9 determined by a logarithmic derivative. Dashed lines
show the prediction of the TL model with the exact lattice model K .
achieve this we compute G (T ) for a variety of h at fixed U and ν. By a one-parameter scaling ansatz
G (T ) = G˜ (y) [Kan92, Ens05b], with y = (T/s)(K
2−1)/2 and the non-universal scale s(U, ν, h), all
data can be collapsed on a single curve continuously connecting the weak (y → 0) and strong
(y → ∞) impurity fixed points. This is demonstrated in the main plot of Fig. 9.6, where also
different fillings are used.
Spectral Properties
Now we return to the hallmarks found within the TL model for the spectral functions. Can those
distinct spectral characteristics of the non-equilibrium steady-state also be found in microscopic
models, and can thus be considered universal? To determine the spectral function involves a “double
time evolution”. First, one for the “center of time” t to push the state into a steady one and
afterwards a time evolution of t ′, with respect to which the Fourier transform can be performed.
The limit on the values of t ′ will limit the “energy resolution” of the Fourier transform. Thus both
times have to be very large. To achieve this we consider the inverse quench to the one proposed
above: instead of turning on the interaction starting with the non-interacting equilibrium state, we
focus on the inverse setup by starting in the interacting ground state and time evolving with the non-
interacting Hamiltonian. It turns out (see below) that the spectral characteristics under examination
here are also present in this quench setup, rendering this change of perspective a posteriori justified.
For translational invariant system – i.e. bulk properties – it is straight forward to show that
G<t (x , t
′) of an arbitrary model does not depend on t and is given by
iG<ss (x , t
′) =
∑
k
e−i(εk t
′+kx)nini(k)/N (9.4.11)
with the single-particle dispersion εk of the given model. Here nini(k) is the momentum distribution
function in the initial state, and x is the position (in continuous space) or a discrete lattice site. The
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Figure 9.7.: The momentum integrated spectral function for the lattice model of spinless fermions of
Eq. (9.1.3) with nearest neighbor interaction U after the inverse quench. Left: ρ<ss (ω) of
the translational invariant model. Upper inset: |ρ<ss (ω) − ρ<ss (0)| on a log-log scale indicating
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Lower Inset: Zoom into ω > 0. Right: Spectral function at the first site ρ<t (1,ω) for open
boundaries with U/J = 1 at different t. Inset: logarithmic derivative of |ρ<ss (1,ω)− ρ<ss (1, 0)|
with respect to |ω|, that is the effective exponent, in the steady-state. The dashed lines indicate
the expected exponents.
t independence is particular to the one-particle Green’s function; other observables and correlation
functions depend on t. The Fourier transformation then gives ρ<ss (ω) =
∑
k ni(k)δ(ω− εk )/N. The
complexity of computing ρ<ss (ω) for the inverse quench is thus comparable to the one of computing
nini(k) in the interacting ground state of microscopic models from the Luttinger Liquid class. The
latter was recently achieved to very high precision using DMRG [Kar12b]. As ρ<ss (ω) “samples” only
the equilibrium ni(k) and for any model from the Luttinger Liquid class |1/2− nini(k)| ∼ |k − kF |γgs
[Gia03, Sch05b] it is evident that the characteristics of ρ<ss (ω) are the same as the ones discussed
above and thus distinguish this state clearly from equilibrium states. Specifically, we find a finite
weight at ω = 0 [in contrast to ρ<gs(0) = 0] which is approached for ω → 0± following a power-law
with interaction dependent exponent (for γgs < 1; else ρ
<
ss (ω) − ρ<ss (0) ∼ −ω) [in contrast to the
linear behavior of ρ<th(ω) around ω = 0].
To visualize this we also show ρ<ss (ω) after the inverse interaction quench for the lattice model of
spinless fermions given by Eq. (9.1.3) in Fig. 9.7(a). Instead of using ni(k) we equally efficiently
computed ρ<ss (ω) by time dependent DMRG
10 and numerical Fourier transformation. Here we can
make use of the non-interacting time evolution. We then can change perspective and propagate the
operators c†j and cj (calculating e
iHtc†j e
iHt′cj e
−iH(t′+t)) instead of the wave function’s MPS. For
such a combination of a (single-particle) operator under the free time evolution it was shown that
the time evolution can be done exactly with finite bond dimension equal to four [Har09, Mut11].
With this the numerical effort to perform the time evolution reduces from exponential to linear
growth in time and times Jt ′ ∼ O(103) (needed for an accurate Fourier transform) become easily
accessible.
We finally also study the inverse quench for our lattice model assuming open boundaries. Then
G<t (j |j ′, t ′) depends on t (as well as on j and j ′ and not only j − j ′). We exploit again that the free
time evolution is trivial using DMRG and compute G<t (j |j , t ′) at finite t for t ′ so large that Fourier
transformation is meaningful. The limit t →∞ can be addressed explicitly by calculating nini(k) of
10We only perform the t′ evolution at t = 0, because of the t independence.
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the interacting ground state [Kar12b, Jec13] and using
ρ<ss (j ,ω) =
2
N + 1
N∑
n=1
sin2(knj)nini(kn)δ(ω − kn ) N→∞−→
2
pi
1
|2 sin(k∗(ω))|Wj (k
∗(ω)), (9.4.12)
k∗(ω) = arccos(−ω/2), (9.4.13)
Wj (k) = sin
2(kj)ni(k), (9.4.14)
nini(kn) =
2
N + 1
N∑
j ,j′=1
sin(knj) sin(knj
′) 〈gs| c†j cj′ |gs〉 , (9.4.15)
kn =
pi
N + 1
n, n = 1, 2, ... , N. (9.4.16)
with the initial “pseudo-momentum” distribution11 function nini(k) = 〈gs| nk |gs〉. We have to
compare this to the ‘open boundary’ bosonization of the TL model [Gia03, Sch05b] from which we
expect |1/2 − ni(k)| ∼ |k − kF |γgs (for γgs < 1; else 1/2 − ni(k) ∼ k − kF ) which implies that
ρ<ss (j ,ω) of the translational invariant and open boundary case share the same spectral features
characteristic for the steady-state. In Fig. 9.7(b) we confirm this prediction of the TL model. We
show the evolution of ρ<t (j = 1,ω) towards ρ
<
ss (j = 1,ω). We note that only ρ
<
ss , not ρ
<
t at finite t,
can be measured in ‘continuous beam’ photoemission spectroscopy [Fre09]; ρ<t is merely an auxiliary
quantity.
To sum up, we find that the unique LL non-equilibrium steady-state spectral features which are
predicted by the Tomonaga-Luttinger model appear to be universal. One should be able to use those
to identify this highly interesting steady-state in quenched cold Fermi gases in future radio-frequency
spectroscopy experiments [Ste08, Gae10, Fel11].
9.5 Thermalization in One Dimension
In this section, as a secondary objective, we want to present some results on thermalization. The
results shown are part of our ongoing research and thus the spirit of this section is rather that of an
outlook. So far we studied exclusively effectively non-interacting or integrable models (TL model→
effectively non-interacting and nearest neighbor interacting spinless fermions on a lattice → Bethe
ansatz solvable). The appearance of LL properties in the steady-state, reached after a quantum
quench has been performed, is thus in agreement with the common believe that those systems do
not thermalize (for in a thermal state, its finite temperature always cuts off any power-law scaling
and leads to asymptotic exponential decay instead of power-laws).
9.5.1 Models and Method
We return to the Hamiltonians of Eqs. (9.1.5) and (9.1.7) and from now on focus on the translational
invariant case (next-nearest neighbor XXZ: Jn = J, ∆n = ∆, ∆2,n = ∆2 and extended Hubbard
model: Jn = J, Un = U, Vn = V ). Both of those feature a tunable integrability breaking term via
∆2 and V , respectively. This renders them ideal candidates for studying if and how integrability
breaking enforces thermalization. To avoid any finite size effects and to speed up numerics we
employ the infinite DMRG procedure of section 5.7. It is important to note that this question was
investigated before using DMRG (see e.g. [Kol07,Man07,Sir14,Ess14]), but a truly steady regime of
local observables were hardly achieved (on the relevant plot scale). For the time evolution at finite
temperature the disentangler of section 5.6.3 is used. The thermal ensemble we compare to (chosen
to be canonical as we work at half-filling always) is obtained using infinite DMRG by fixing the
conserved energy expectation value after the quench as stipulated by Eq. (9.1.1) for A = H. This
yields an effective temperature Teff for the reference thermal ensemble ρ = exp(−H/Teff)/Z . For all
11pseudo, because the system with boundary is not translational invariant. The k in nk do thus not correspond to a
physical momentum.
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Figure 9.8.: Relaxation dynamics of certain observables in the model defined in Eq. (9.1.5). We start
from either the non-interacting ground state [(a) and (b)] or the Ne´el state [(c) and (d)]
and propagate this initial state with the integrable (∆2 = 0) or non-integrable (∆2 = |∆/2|)
Hamiltonian of Eq. (9.1.5) for different ∆. For the largest times reachable within our DMRG
calculations the expectation values for certain parameters [(a) and (c)] look very close to
thermal, while for others [(b) and (d)] this is not the case, regardless of the integrability
breaking.
DMRG runs different discarded weights and Trotter steps were compared to ensure the convergence
of all results shown in the following (on the scale of their respective plots).
For the remainder of this chapter we will always consider the following quench protocol. Initially
the system is prepared in some state |Ψ(0)〉 or thermal ensemble, which we either choose as
• the non-interacting ground state12 |Ψ0〉 to HHeis(∆ = 0, ∆2 = 0) or HHub(U = 0, V = 0),
respectively.
• some explicitly mentioned product state.
• some thermal equilibrium ensemble ρ = exp(−H0/T )/Z with respect to the non-interacting
Hamiltonian H0 = HHeis(∆ = 0, ∆2 = 0) or H0 = HHub(U = 0, V = 0), respectively.
Then we time evolve this state with respect to the full Hamiltonian [given either by Eq. (9.1.5) or
Eq. (9.1.7)] at finite (∆, ∆2) or (U, V ), respectively. With this we can determine the time evolution
of different observables supported on a finite subsystem, which we will specify later. The large time
asymptotes of these observables can finally be compared to those obtained in the reference thermal
ensemble.
12We exemplified considering also initial ground states to interacting Hamiltonians that the following statements do
not depend on this choice.
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Figure 9.9.: Relaxation dynamics of certain observables in the (extended) Hubbard model. We start from
a spin imbalanced state and propagate this initial state with the integrable (V = 0) or non-
integrable (V = |U/2|) Hamiltonian of Eq. (9.1.7) for U = 1 (a) and U=2 (b). For the
largest times reachable within our DMRG calculations the expectation values seemingly do not
approach their thermal expectation value regardless of the integrability breaking.
9.5.2 Time Evolution of Observables
Heisenberg (XXZ) Model
We jump right into the presentation of our results. We show in Fig. 9.8 the time evolution of
the expectation value of the kinetic energy Ekin(t) = 〈HHeis(∆ = 0, ∆2 = 0)〉ρ(t) as well as of the
spin-spin correlators C z,zn,m = 〈Szn Szm〉ρ(t) for m = n +1 and m = n +2. For the initial state |Ψ(0)〉 we
choose either |Ψ0〉 [Fig. 9.8(a) and (b)] or the Ne´el product state of |... ↑↓↑↓ ... 〉 [Fig. 9.8(c) and
(d)]. Independent of the preparation, we find that for certain parameters of the interactions ∆ and
∆2 the observables appear to relax to thermal values, while for others they are quite far away from
their thermal expectation. Importantly, in the second case the observables appear to approach a
value inconsistent with the thermal prediction. There appears to be no qualitative difference in the
relaxation dynamics of observable in the integrable (∆2 = 0) and non-integrable (∆2 6= 0) model.
Obviously, using an approach bound to finite times we can never rule out the possibility of a much
larger time scale on which the behavior of the observables change again. To further investigate this
it might be instructive to consider different models, like the ...
Hubbard Model
The inconclusive behavior of the XXZ model with next-nearest neighbor interaction is not a conse-
quence of considering this particular spin-chain. We find very similar results for the (extended)
Hubbard model as well. Fig. 9.9 shows the kinetic energy Ekin(t) = 〈HHub(U = V = 0)〉ρ(t)
as well as correlators of the total occupancy13 C N,Nn,n+1 = 〈NnNn+1〉ρ(t) and occupancy imbalance
C M,Mn,n+1 = 〈MnMn+1〉ρ(t) of neighboring sites where Nn = Szn,↑ + Szn,↓ and Mn = Szn,↑ − Szn,↓. The ini-
tial preparation is given by an imbalanced spin product state |... (↑ ⊗ ↓)(↓ ⊗ ↑)(↑ ⊗ ↓)(↓ ⊗ ↑) ... 〉,
where the explicit ⊗ is in the sector of (σ ⊗ σ¯). Again we find parameter regimes where the con-
sidered observables for both the integrable and non-integrable model apparently relax to thermal
values at large times and also those regimes where this is not the case [only shown in Fig. 9.9]. As
this feature appears to show up for different models it might be advisable to change the type of
initial preparation. Thus, it is reasonable also in the context of the possible existence of some large
time scale on which further relaxation sets in, to ask:...
Does Finite Initial Temperature Help?
We reconsider the setup leading to the results of Fig. 9.8, but now with the initial density matrix
given by a thermal equilibrium ensemble ρ = exp(−H0/T )/Z with respect to the non-interacting
13Here the name “occupancy” becomes plausible only from considering the fermionic language.
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Figure 9.10.: Left: The same as in Fig. 9.8(b) but for an initial preparation given by a thermal state
with respect to the non-interacting Hamiltoninan. The initial temperature does not seem to
support the thermalization of subsystems in the non-integrable case. Right: The same as in
Fig. 9.8(a) and (b) but using the trace distance introduced in Eq. (9.5.1) as a measure of
thermalization.
Hamiltonian. The hope would be that the initial temperature will accelerate thermalization. Ac-
tually we do not confirm such mechanism. The above made statements hold also for this quench
setup. We concentrate on the kinetic energy and the case ∆ = −0.5 (where deviations from the
thermal values where prominent also for T = 0) now and consider different temperatures T for the
initial preparation. The results are summarized in Fig. 9.10(a). Again the time dependence of the
observable at the largest accessible times scales is weak, but the asymptotic values of observables
are generically incompatible with the thermal expectation.
9.5.3 A Single Measure of Thermalization
Above we considered different local observables as measures of thermalization of subsystems. The
locality (in real space) of the observables thus defined the length of the subsystem considered. This
approach, viewing thermalization in the sense of Eq. (9.1.1), although being a viable one, suffers
from the arbitrariness of the observable choice. Thus we change perspective in the following and
concentrate on thermalization as understood in the light of Eq. (9.1.2). Eq. (9.1.2) is a stronger
requirement than Eq. (9.1.1). Furthermore, it removes the arbitrary choice of observables and
allows for the definition of a useful single measure of thermalization: the trace distance between the
reduced density matrix of the time evolved (ρ1 = ρ
red(t) = TrB [ρ(t)]) and the thermal reference
(ρ2 = ρ
red,eq = TrB [ρ
eq]) ensembles
T (ρ1, ρ2) =
1
2
Tr
[√
(ρ1 − ρ2)†(ρ1 − ρ2)
]
=
1
2
∑
i
|λi |. (9.5.1)
The last equality is a consequence of the hermiticity of reduced density matrices, where λi are the
eigenvalues of the operator ρ1 − ρ2 (hermitian but not necessarily positive). The trace distance is
a metric in the sense that
T (ρ1, ρ2) ≥ 0 , (9.5.2)
T (ρ1, ρ2) = 0⇔ ρ1 = ρ2 , (9.5.3)
T (ρ1, ρ2) = T (ρ2, ρ1) , (9.5.4)
T (ρ1, ρ2) ≤ T (ρ1, ρ3) + T (ρ3, ρ2), (9.5.5)
which obviously makes this a good measure for our thermalization question. Additionally, for nor-
malized density matrices T (ρ1, ρ2) ∈ [0, 1]. Furthermore, the trace distance can also be related to
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Figure 9.11.: Left: Trace distance of the initial reduced density matrix (determined by the non-interacting
ground state) and the time evolved one. After Jtf = 5 or Jtf = 10 the Hamiltonian is switches
as H → −H to perform the inverse time evolution. As the trace distance vanishes at t = 2tf ,
we show that the initial preparation can be perfectly restored. Right: the same as in (a)
but for multiple switching at Jt = nJtf with n ∈ N and Jtf = 5. Considering T (t0 + ntf )
for different t0 straight lines show up. This indicates that the time evolved reduced density
matrix is periodic even for very large times.
the fidelity, defined in Eq. (5.7.3) by
1− F (ρ1, ρ2) ≤ T (ρ1, ρ2) ≤
√
1− F (ρ1, ρ2)2. (9.5.6)
As we use Vidal’s Γ -Λ notation of section 5.1.3, reduced density matrices can be calculated trivially,
since we can employ simultaneously left and right normalization for the part to be traced out.
In the following we concentrate on the example of the subsystem to consist of two sites only.
Fig. 9.10(b) shows the same as considered in Fig. 9.8(a) and (b), but for the trance distance.
With this analysis there is no chance of accidentally missing something due to the wrong choice
of observables. Remarkably, for ∆ = 1 not only some observables, but the whole reduced density
matrix appears thermal. This is still independent of the integrability of the model. For the less clear
case of ∆ = −0.5 we can again find no conclusive statements. The trace distance appears to be less
relaxed than the corresponding observables, but it is still unclear, whether and how thermalization
is reached.
9.5.4 Chaos Induced Thermalization
It was proposed ([Deu91, San10] as well as references therein) that analogous to classical dynamics
[Gal10], thermalization is associated to chaos. In this respect one might wonder whether for quantum
many-body systems the distance between two initially very close density matrices grows exponentially
in time for non-integrable models, while this is not the case for integrable ones. For DMRG small
differences due to numerical errors are induced in any time evolution by the method anyway, so one
might equivalently ask the question: can one retrieve the initial reduced density matrix ρred(0) from
the time evolved ρ(t) by evolving backwards in time? We investigate this in Fig. 9.11(a). After a final
time tf the Hamiltonian is suddenly switched as H → −H to perform the backwards propagation.
At time t = 2tf one finds that regardless of the integrability of the model the density matrix is
perfectly retrieved. We generalize this idea by performing multiple switches H → −H whenever
t = ntf with n ∈ N. Fig. 9.11(b) shows that the trace distance behaves perfectly periodic, by
considering T at times t0 + ntf for different t0. Apparently, no fundamental difference induced by
the integrability shows up. Overall, the mechanism for thermalization remains a puzzle.
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9.6 Conclusion
Establishing Time Dependent FRG for Closed Systems
In this section we showed how to apply the general FRG framework to the time evolution of closed
quantum systems. We outlined and benchmarked different approaches to address this numerically
more challenging problem, namely GPU supported calculations as well as Trotter decomposition.
The former can be used to tackle general (long-ranged) interactions, while the latter – although
restricted to short ranged interactions – is very easy to implement and fast. Comparing the results
obtained with (only CPU) and without (additionally GPU) the Trotter decomposition shows that, if
done with care, the additional Trotter approximation introduces only a negligible error. Obviously,
the FRG treatment itself renders the results approximate, but due to the weak polynomial scaling
in both lattice sites as well as maximum time, treating much larger systems and times than, e.g.,
in a numerical exact DMRG approach, is possible. The developed machinery can straightforwardly
be applied to any microscopic lattice Hamiltonian and arbitrary initial preparation (including finite
temperature). Employing however higher order truncation schemes unfortunately appears to be
impractical with currently available computational resources (as generally for the time dependent
FRG treatment).
Results for (Integrable) XXZ model/Spinless Fermions
Integrable models feature particularly constrained dynamics. In these models quenched initial states
relax for large times to non-thermal ones, which are of fundamental interest as they cannot be
described by the standard ensembles of statistical mechanics. Then the natural question arises:
do these steady-states feature particularly interesting physics? We addressed this question for
systems showing Luttinger Liquid physics in equilibrium. We provided evidence that the characteristic
hallmarks of Luttinger Liquids can also be found in the steady-state reached after an interaction
quench for asymptotically large times. Specifically, critical power-laws, incompatible with the thermal
asymptotic exponential behavior, show up in a variety of observables. Additionally, we argued that
the spectral function can be used to distinguish clearly between an equilibrium setup and a steady-
state reached after an interaction quench. The difference between the two should be addressable
by future radio-frequency spectroscopy experiments and could thus be used to differentiate between
thermal and non-thermal states of the aforementioned type.
Contributions to Thermalization-Debate
The debate about thermalization of closed quantum systems has been reignited by the advances
made in the fabrication and control of ultra-cold atoms experiments. Generically, low-dimensional
systems in these experiments sometimes show fast thermalization [Hof07], while for other setups
appear to relax to non-thermal states [Kin06]. Which systems thermalize and which do not is usually
assoziated to the integrability of the system. In one dimension one can treat model Hamiltonians
of these systems very efficiently using DMRG. We employed an infinite DMRG code to compare the
time evolution of different observables encountered for integrable models to non-integrable ones. We
can reach time regimes where the observables do appear to be relaxed. However, regardless of the
integrability breaking we find parameter regimes where the long time asymptote of the observables
is incompatible with thermal predictions. We scrutinize different initial preparations including finite
initial temperature. We then proposed an alternative measure, the trace distance of relaxed and
thermal reference reduced density matrix, for thermalization, which is independent of the observable
choice. Based on this measure we can draw the same conclusions, where the results however appear
less relaxed for the largest times reached. Finally, we shed some light on whether chaos in the sense
that initially very close density matrices drift apart exponentially fast within the time evolution,
could be attributed to thermalization. Regardless of integrability we find no such mechanism.
Outlook
Many avenues of future research can be envisaged starting from the results presented here. First of all
one could further investigate non-thermal steady-states reached in integrable systems, theoretically.
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Possibly those could feature unknown physical behavior as they are almost completely unexplored.
Experimentally it would be interesting to test the criteria proposed here to distinguish equilibrium
and steady-state after a quantum quench by the (momentum resolved) spectral function with future
radio-frequency spectroscopy [Ste08, Gae10, Fel11]. As the key signature of the steady-state in this
spectral function is so significantly different from those of the equilibrium situation, this could be
much easier than trying to follow other routes. Regarding thermalization it would be very interesting
if one would succeed in approximating the time scale on which thermalization is supposed to occur.
With this one could rule out or make more plausible whether finally relaxation to thermal steady-state
sets in, which cannot be observed in current DMRG calculations due to its limitation to intermediate
times.
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Chapter 10
Conclusion
10.1 Updated Status Report: Transient Time FRG
The methodical advances aimed at in this thesis were the extension of the real-time formulation of
the FRG to (1) open systems at finite temperatures and (2) closed quantum systems in general. We
described both of these extensions in the sections 7.2 and 9.3, respectively.
Open Systems at Finite Temperature
For the extension concerning open quantum systems at finite temperatures we have focussed on the
example of a charge-fluctuating quantum dot (IRLM → Section 3.5), which can be seen as a proof
of principle. It was necessary to derive analytic expressions for the Green’s functions to describe the
dynamics within the FRG, because those are (1) desirable from a viewpoint of numerical efficiency
and (2) essential for the important scaling limit, where Cauchy principle valued integrals have to be
treated (→ Section 4.1.2). In passing with this we could exemplify that no subtle problem arises
from permuting the limits N →∞ and t →∞ in the derivation of the steady-state formulation of
the functional renormalization group. We benchmarked the functional renormalization group by a
complementary real time renormalization group approach, which shows that results are quantitatively
reliable for not too large interactions. We restricted ourselves to a first order truncation scheme,
where only the leading order on the right hand side of the flow equations is kept. An extension
to higher order involves incorporating a non-local retarded and advanced self-energy in time space.
This is currently numerically not feasible.
Closed Systems
An extension to closed quantum systems was straightforward, although numerically more demand-
ing. We benchmarked two different approaches to address this, namely GPU supported calculations
as well as Trotter decomposition. The former can be used to tackle general (long-ranged) interac-
tions, while the latter – although restricted to short ranged interactions – is very fast. Both give
agreeing results if the Trotter decomposition is done with care. The weak polynomial scaling of the
approximate functional renormalization group treatment allows to handle much larger systems and
times than, e.g., in a numerical exact DMRG approach. Again for not too large interactions FRG
was found to give quantitatively correct results for the time evolution of closed quantum systems,
which can be seen by comparing to numerically exact DMRG results. The developed machinery
can right away be applied to any microscopic lattice Hamiltonian. Again, employing higher order
truncation schemes, however, is unfortunately impractical with currently available computational
resources.
10.2 Summaries of the Results
We already concluded our findings in each chapter separately. Here for convenience we re-iterate1
them as an overview.
1The summaries are almost literately identical to the summaries of the separate chapters.
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10.2.1 Dynamics in Open Quantum Systems
Results for the Bias Driven IRLM
We showed that for the bias driven IRLM analogously to the T = 0 case the effect of the two-
particle interaction to a very good approximation can be condensed in effective constant Hamiltonian
parameters in the transport regime |±V /2|  TK . This facilitates the interpretation of the results
to a great deal, as the time evolution of the observables can be understood from the non-interacting
case. For finite temperature already this simplified picture gives rise to very rich physics. We have
found that different temperature in the left and right reservoir can be used to detune the different
contributions found in the dynamics with respect to each other. This cannot be achieved at T = 0
and leads to a variety of different dynamical regimes at large times. Where these crossovers from
one regime to the other occur are generally described by a power-law in the bare parameters with
interaction dependent exponent.
Results for Dissipative Systems
Using a formal mapping between the IRLM and the SBM we have shown that the dynamics en-
countered in the latter at T = 0 are significantly different to what one might expect. Although
we reproduce the coherent-to-incoherent transition at α = 1/2 found in NIBA and CFT, we showed
that the large time dynamics for 1/2 > α > αc in this “coherent” dynamical phase are actually
monotonic! Only at intermediate times the signature of the coherent dynamics (non-monotonic
behavior) can be found. These results lead us to propose a more refined picture of the dynamical
phases found, where one differentiates between the asymptotically coherent α < αc (non-monotonic
for all times) and the partially coherent 1/2 > α > αc regime.
Turning to finite T we even more surprisingly found that starting in the partially coherent regime at
T = 0 elevating temperature drives the system into a regime of asymptotic coherence. Only for even
larger T the dynamics finally turns incoherent. This increased coherence at elevated temperature is
rather counter-intuitive. All the aforementioned results were not obtained using only the FRG, but
also the complementary RTRG approach.
A second interesting application targets quantum quenches where parameters of the Hamiltonian
are switched instantly at some time tq. We have seen using our complementary renormalization
group procedures that the non-Markovian memory of the bosonic bath, storing information about
the pre-quench history, greatly affects the dynamics after the quench. Because in this example non-
Markovian memory plays a major role for the dynamics found, this could be seen as a motivation
to a more systematic study of when and why modelling baths as Markovian ones is justified.
10.2.2 Thermoelectric Transport
Results for the IRLM
The FRG has been successfully applied before to the IRLM studying a variety of different aspects. It
is well understood that parametric logarithmic divergences showing up in a perturbative treatment
are resummed correctly by FRG, motivating the presented thermoelectric study of this model. The
results obtained for the IRLM were interpreted using basically non-interacting expressions dressed
with the dominant Kondo-like renormalization of the hybridization induced by the reservoirs. With
this we could connect our microscopic ansatz to viewpoints attributed to phenomenological ther-
modynamics. Interestingly, positive interaction (leading to a broader resonance) generally reduces
the efficiency encountered in power-engines, while negative interaction (as achievable effectively by
including phonons) renders the opposite effect. The flexibility and speed of the FRG is ideal for the
posed problem as huge parameter spaces have to be sampled for thermoelectric questions (since
usually multiple parameters are optimized). We have also proposed an alternative more “applied”
scenario of interest. Here instead of the usual quest for maximum power or efficiency, we search for
the optimal efficiency under the constrain of a certain minimum power output. This scenario appears
to be of relevance when, e.g., charging applications are envisaged. For this, even in the regime of
positive interactions, the general decrease in maximum efficiency can be overcome by an increase in
10.2. Summaries of the Results 191
the power output, yielding a net increase of the achievable efficiency. This part demonstrated some
of the impressive key advantages of FRG (flexibility and speed).
Results for the AHM
The AHM features much more complicated physics than the IRLM and thus we applied a second
order truncation scheme to handle this problem. This more sophisticated truncation scheme restricts
our study to equilibrium, but non-equilibrium FRG results were available from [Laa14]. Similarly to
the SIAM studied before in the same framework (truncation scheme, cut-off, channel decomposition,
...) major difficulties show up. It is not possible to reach far into the regime of strong correlations
as might be hoped for from an renormalization group approach. For the adiabatic regime this was
clear from the beginning as the AHM can then be mapped to the negative-U SIAM. Unfortunately,
also for all other cases the range of validity of our FRG approach appears to be limited to small
to intermediate interaction strength. For the question of thermoelectric transport we extended an
existing approach to compute Gc,V from the Matsubara frequency propagator to access all linear
response conductances without the need of a possibly ill-posed analytic continuation. Furthermore,
we introduced an alternative route based on a Sommefeld expansion. Comparing the conductances
obtained by these methods to those from non-equilibrium Keldysh FRG major deviations show up for
rather small values of the interaction. As we do not have any non-perturbative benchmark results
at hand (e.g. using NRG) at this point it remains an open question, whether either of the FRG
approaches yield meaningful results (at least up to intermediate interaction strength). The route
to thermoelectric transport at intermediate to large interactions strength is thus blocked. This part
demonstrated an unfortunate disadvantage of the FRG. The deep Kondo limit is not accessible;
another reminder of the dilemma encountered already for the SIAM.
10.2.3 Dynamics in Closed Quantum Systems
Results for (Integrable) XXZ model/Spinless Fermions
Integrable models feature particularly constrained dynamics. In these models quenched initial states
relax for large times to non-thermal ones, which are of fundamental interest as they cannot be
described by the standard ensembles of statistical mechanics. Then the natural question arises:
do these steady-states feature especially interesting physics? We addressed this question for the
particular choice of systems showing Luttinger Liquid physics in equilibrium. We argued that the
characteristic hallmarks of Luttinger Liquids can also be found in the steady-state reached after
an interaction quench for asymptotically large times. Specifically, critical power-laws, incompatible
with the thermal asymptotic exponential behavior, show up in a variety of observables. Additionally,
we argued that the spectral function can be used to distinguish clearly between an equilibrium
setup and a steady-state reached after an interaction quench. The difference between the two
should be addressable by future radio-frequency spectroscopy experiments and could thus be used
to differentiate thermal and non-thermal states of the aforementioned type.
Contributions to Thermalization-Debate
The debate about thermalization of closed quantum systems has been reignited by the advances
made in the fabrication and control of ultra-cold atoms experiments. Generically, low-dimensional
systems in these experiments sometimes show fast thermalization [Hof07], while for other setups
appear to relax to non-thermal states [Kin06]. Which systems thermalize and which do not is usually
assoziated to the integrability of the system. In one dimension one can treat model Hamiltonians
of these systems very efficiently using DMRG. We employed an infinite DMRG code to compare the
time evolution of different observables encountered for integrable models to non-integrable ones. We
can reach time regimes where the observables do appear to be relaxed. However, regardless of the
integrability breaking we find parameter regimes where the long time asymptote of the observables
is incompatible with thermal predictions. We scrutinize different initial preparations including finite
initial temperature. We then proposed an alternative measure, the trace distance of relaxed and
thermal reference reduced density matrix, for thermalization, which is independent of the observable
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choice. Based on this measure we can draw the same conclusions, where the results however appear
less relaxed for the largest times reached. Finally, we shed some light on whether chaos in the sense
that initially very close density matrices drift apart exponentially fast within the time evolution,
could be attributed to thermalization. Regardless of integrability we find no such mechanism.
Chapter 11
Outlook
We have already outlined some future avenues of research in each of the result chapters, separately,
but at this point we want to add two additional aspects. One regards method development, while
the other builds on the results presented.
Method Development: From Transient to Periodically Driven
With the outlined real-time formulation of the functional renormalizationg group it is in principle
possible to address arbitrary time-dependent Hamiltonians. For open systems at vanishing tempera-
ture this has been done in [Ken12b]. Especially, the intriguing question of quantum quenches can be
tackled very efficiently within this method. Another interesting field of research considers periodically
time-dependent Hamiltonians, e.g. in quantum pump configurations [Bro98, Alt99, Swi99, Spl06].
Often, the adiabatic limit provides the most clear cut case, because then deviations of the system’s
behavior from its “steady-state” with respect to the Hamiltonian given at a certain time, are small.
In a functional renormalization group study this limit is the numerically most challenging one, be-
cause the very small frequency Ω of the adiabatic case gives rise to another, large time scale ∼ 1/Ω,
which additionally to all other time scales needs to be resolved. For example, in the IRLM this means
that the adiabatic limit is realized only if Ω  TK and to resolve the physics of the pumping process
times Ωt > 1 need to be calculated. For the IRLM this right away (1) limits the values which can
be chosen to obtain Ω  TK and (2) renders a study of this setup numerically very demanding.
This is exemplified in Fig. 11.1, where we consider the IRLM as introduced in chapter 7, but for a
time dependent Hamiltonian with timp(t)/Γ = 0.0025 + ∆timp(t), ∆timp(t) = 2.5 · 10−4 sin(Ωt),
(t) = −TK + 0.2TK cos(Ωt) and the adiabatic frequency Ω = TK/100. The other parameters are
µL = µR = 0 and U/Γ = 0.2. This corresponds to a pump setup, in which charge is transported
across the dot structure, although there is no bias voltage. The inset shows a zoom into the short
to intermediate time regime. The transient behavior is restricted to a finite time interval ∼ 1/TK ,
while the asymptotic periodic behavior is found for TK t  1. We have clearly resolved a complete
period of this asymptotic periodic behavior, but running the code for the above plot takes weeks on
a single-core machine.
Actually, there is a much more efficient way of handling the periodic problem, if the transient
dynamics are not of interest (as it is usually the case when studying quantum pumps). Taking the
limit t0 → −∞ and considering the differential form of the Dyson equation for the, e.g., retarded
Green’s function, one realizes that the form of the Dyson equation is of a special type, which can be
handled very efficiently within Floquet theory1. With this the periodically time dependent problem
reduces to a very simple form which is quite similar to its steady-state analogue, where the price
to pay is merely that one has to introduce an additional discrete Floquet index, which behaves
single-particle like. With this approach one can very quickly tackle the above mentioned adiabatic
regime. For example calculating the analogue of Fig. 11.1 takes seconds of CPU time. Furthermore,
determining the relevant observables (like the pumped current during one pumping cycle) is very
convenient. Additionally, one is of course not restricted to the adiabatic case, basically any periodic
time dependency can be covered (although the speed up is, naturally, most prominent in the adiabatic
1Which is basically the same as using Bloch theorem for space periodic systems, but in time space.
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Figure 11.1.: Time evolution of the central site for the IRLM as outlined in chapter 7 under an adiabatic
driving. The parameters are chosen as timp(t)/Γ = 0.0025 + ∆timp(t), ∆timp(t) = 2.5 ·
10−4 sin(Ωt), (t) = −TK + 0.2TK cos(Ωt), µL = µR = 0, U/Γ = 0.2 and Ω = 0.01TK .
This corresponds to a pump setup, in which charge is transported across the dot structure,
although there is no bias voltage. Inset: Zoom into short to intermediate time regime.
setup compared to an explicit time dependent formulation of the functional renormalization group).
Together with K. Eissing we follow this line of work currently.
Thermalization in One-Dimensional Systems
Section 9.5 was itself held on the level of an outlook and therefore we want to address some directions
of future research here. We already hinted that without the availability of an approximation to the
time scale on which thermalization is supposed to occur one can never rule out that the behavior
of calculated observables does change on some later time scale not reachable within an algorithm
working with finite times (such as DMRG). Aiming at the steady-state of a truly infinite system
directly is not possible with nowadays available methods in the non-integrable case, such that the
expectation that non-integrable models thermalize can not be tested. Regardless of this, simply
stipulating such a large time scale, which protects the made statement about the thermalization of
non-integrable systems, is not very satisfying. Understanding its origin is imperative to a deeper
understanding of the involved physics. We do however acknowledge that with the usually employed
DMRG approach it is impossible to reach the very long time regime, where the times are multiple
orders of magnitude larger than the typical (bare) energy scales of the Hamiltonian. We want to
stress though that to us, whether non-integrable models in one dimension do thermalize or not, is an
open question. There is no conclusive evidence to support the one or the other and future research
should tackle this (admittedly difficult) task in an unbiased survey. Either way, even if this very
large time scale exists, one should keep in mind, that the intermediate “steady-state” could harbor
very interesting physics, similarly to what we studied in the integrable case (no further relaxation is
expected) in section 9.4. We also emphasize that one dimensional physics (as hopefully conveyed also
in this thesis) is significantly different from its higher dimensional counterparts. For high dimensions
one can use dynamical mean field theory, which becomes exact in the limit of infinite dimensions, to
map the non-equilibrium problem of thermalization effectively to an impurity problem. These studies
favor that thermalization indeed occurs for dimensions in which dynamical mean field theory can
accurately be applied [Moe08, Eck09]. Thus even if one dimensional systems would not thermalize
generically this would not pose a fundamental problem: contacted baths of higher dimension (which
itself could very well thermalize generically) could always drive the thermalization mechanism also
in lower dimensions in accordance to what we observe.
Appendix A
List of Acronyms
AHM single impurity Anderson-Holstein model
CFT conformal field theory
DMRG density matrix renormalization group
FRG functional renormalization group
GF Green’s function
GGE generalized Gibbs ensemble
GPU graphics processing unit
IRLM interacting resonant level model
LL Luttinger Liquid
MPO matrix product operator
MPS matrix product state
NIBA non-interacting blip approximation
NRG numerical renormalization group
RLM resonant level model
RTRG real time renormalization group
SBM spin-boson model
SIAM single impurity Anderson model
SVD singular value decomposition
TL Tomonaga-Luttinger
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