Introduction

Bibliometric methods
Our second primary area of interest in this chapter is the bibliometric methods that may be used in the study of scholarly communication. One general method by which communicative activity may be explained, interpreted, or otherwise understood, is to consider the objects, agents, events, products, and contexts of such activity as entities to be counted, measured, or quantified. Numerical data may be collected about samples drawn from general populations of such entities; these data may be analyzed using statistical techniques; and conclusions drawn about the nature of the populations, and about the existence of certain causal processes. Of course, quantitative methods such as these are applied in many different disciplines, and in many cases the development and application of domain-specific quantitative methods has become a field of study in its own right: allied to psychology, for instance, we have psychometrics; economics has econometrics; biology, biometrics; sociology, sociometrics; and so on. Analogously, the field whose concern is with the measurement specifically of properties of documents, and of document-related processes, is known as bibliometrics 1 (from the Greek biblion, "book"). In bibliometrics, as in the other fields mentioned, the derived measures or metrics are typically counts of the frequencies with which events of specified types are observed to occur, which (once expressed as ratios of the total number of observed events) may be considered as probabilities of occurrence. The probability distributions that are thus formed are known as the bibliometric distributions, and these form the basis of certain bibliometric "laws;" examples are the well-known Bradford, Lotka, and Zipf distributions, of journals, authors, and words, respectively. Many of these distributions may be distinguished from other common empirical distributions (such as the uniform and normal distributions) by an asymmetric skew and a long tail. Distributions of a similar nature have been observed in other fields (sociometrics, for instance) where the objects of interest are not documents, but other products of human activity. Much historical and current research is concerned with (a) collecting data from ever larger and more representative samples in order more accurately to determine the parameters of the distributions from which the samples are drawn; (b) identification of commonalities among observed distributions (and, potentially, reduction to one or more general formulae of which individual distributions are special cases); and (c) hypothesizing as to the cause of such regularity, given the voluntary nature of the human actions that are being observed.
2 Egghe and Rousseau (1990) provide a textbook of informetric methods; Diodato (1994) offers a dictionary of bibliometric terminology, and readers looking for authoritative definitions and discussion of the bibliometric distributions are directed to these sources.
A typology of research studies
The focus of this chapter, then, is the knowledge of scholarly communicative behavior that bibliometric methods can provide. One of our primary purposes is to review the findings of those studies that use bibliometric methods in order to describe, explain, predict, and evaluate the communication behavior of scholars. Yet we may make a distinction between, on the one hand, studies that use bibliometric methods, and on the other, studies of the use of bibliometric methods. In effect, we have two (intricately interrelated) central topics: (a) the nature of scholars' communicative behavior (as explored bibliometrically); and (b) the theoretical basis for, design of, and evaluation of, bibliometric methods (as applied in efforts to improve our understanding of scholarly communication behavior). Somewhat arbitrarily, we might label studies that lean toward either side of this distinction as "behavioral" and "methodological" studies, respectively, although in practice studies vary in the relative extents to which they represent advances either in our understanding of behavior or our understanding of method.
The distinctions we have already made are summarized, along with a few others, in Table 1 , which offers a 7-facet scheme for the classification of studies of the kind reviewed in this chapter. Facet A expresses the distinction between writing, linking, submission, and collaboration, as communicative activities to be examined; Facet B embodies the dichotomy of behavioral and methodological studies. As indicated in the Table, other significant variables are (Facet D) the level of aggregation at which behavior is being observed (person, group, domain, nation) , and (Facet E) the extent to which comparison is made (across people, groups, domains, nations, or methods). We have organized the present chapter along the broad lines of Facet A, reviewing both behavioral and methodological studies under each heading of "Linking," "Writing," "Submission," and "Collaboration." By dint, no doubt, of the special complexities and challenges it presents, however, the largest quantity of work continues to be done in the analysis of linking activity, and we have divided the section on "Linking" into sub-sections accordingly.
[TABLE 1 ABOUT HERE]
Linking or citing?
The terms "link" and "linking" are commonly associated, in the scholarly, professional, and popular literatures alike, with hypertext in general, and the World-Wide Web in particular. Historically, bibliometricians interested in the explicit expressions of connections between documents have preferred to talk about "citations" and "citing." These latter terms, and the area of study known as "citation analysis," have come to be used in a somewhat narrower sense, in which (a) the documents being linked are typically scholarly papers published in academic journals; (b) the principal mode of distribution of the documents is in hard-copy format; (c) the links take the form of bibliographic references collected in lists at the end of citing documents; and (d) the links are identified by the authors of the citing documents. It is only relatively recently, with the emergence of Web-accessible databases of full-text scholarly papers whose citations are instantly navigable by readers, that researchers have begun in earnest to apply the well-established methods of citation analysis to the electronic environment. Given the prior and pervasive usage of "links" and "linking," we prefer to retain the distinction between citation analysis (in the narrower sense described above) and link analysis defined in a broader sense -to encompass all quantitative techniques in which inter-document connections are classified and counted with a view to the description, explanation, prediction, and evaluation of document-related phenomena. Our intention is to highlight the potential of using bibliometric techniques, not just in their traditional domains of application (i.e., networks of printed journal papers), but in the new digital environments that have developed over the last decade.
The methods of link analysis, then, are those employed in studies in which data are collected primarily in the form of counts of links -pointers to, references to, or citations of "target," "cited," or "later" 3 documents made in the text of "origin," "source," "citing" or "earlier" documents. There are two general purposes for which link analyses may be conducted: contextualization and evaluation. In the following sections, we consider what we will from now on call relational link analysis and evaluative link analysis in turn 4 . A simple distinction may also be drawn between (a) relational and evaluative studies, in which quantitative link analysis is employed as a method for describing, evaluating, explaining, or predicting some aspect of human behavior other than the act of linking, and (b) studies in which the act of citing is itself the phenomenon to be understood (and which may not, strictly speaking, involve link analysis as defined above) (Snyder, Cronin, & Davenport, 1995) . In a third section, we discuss studies of this latter type in which the theoretical and methodological foundations of link analysis are examined.
Relational link analysis
Relational link analysis is a means to set links in context. In relational studies, link counts are used as indicators of the level of connectedness, the strength of relationship, or the direction of flow, between documents, people, journals, groups, organizations, domains, or nations. Relational citation analysis is used to answer research questions of the type, Who is related to whom? On the basis of scores derived from link counts, we may produce maps, graphs or networks of individuals positioned in a way that demonstrates their relatedness to one another. Such maps may then be used (a) to inform descriptions and explanations of the historical and contemporary structure and direction of communication in particular organizations, domains, or geographical areas, and to assist in the making of inductive predictions of future trends, and (b) in information retrieval (IR) systems, to assist information seekers in identifying probably relevant documents (i.e., those 'nearest' or most closely related to an initial query).
The first of these applications -visualization of literatures -was recently the subject of a comprehensive review in ARIST (White & McCain, 1997) , and we do not intend to retread that ground here. Similarly, we have decided to reserve an overview of the second application -IR -for a separate occasion, since the design and evaluation of IR systems is typically considered as a field of inquiry distinct from that of scholarly communication. Note should perhaps be made, however, of a few studies (White & McCain, 1998; Chen & Carr, 1999; Ding, Chowdhury, & Foo, 1999; Small, 1999; White, 2000) , published after White and McCain's review, that may serve as recent exemplars of work in cocitation analysis.
Evaluative link analysis
The more controversial of the purposes of link analysis is that of evaluation. In evaluative link analysis, link counts are used as indicators or measurements of the level of quality, importance, influence, or performance, of individual documents, people, journals, groups, domains (subject areas, fields, or disciplines), or nations. Evaluative link analysis is used to answer research questions of the type, Whose research or influence is better, or has greater impact, than whose? Ranked lists can be produced on the basis of scores derived from link counts, thus allowing direct comparison of the performance of one individual (or group) with that of another. Such rankings may then be used to inform decisions made, and policies formulated, about the distribution of resources and rewards such as funding, prizes, tenure, or purchase agreements.
The classic overview of this subfield was provided by Narin (1976) ; Van Raan (1988) and Kostoff (1997) each have compiled useful handbooks; Garfield and Welljams-Dorof (1992a) make a succinct presentation of the ISI-sponsored viewpoint; several reviews have appeared more recently in the journal Scientometrics (Kostoff, 1996; Narin & Hamilton, 1996; Van Raan, 1997); summarizes the latest developments. An historical account of the development of evaluative bibliometrics in the USA is given by Narin, Hamilton, and Olivastro, (2000) . In the period under consideration in the present review (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) , hundreds of published papers have reported evaluative citation analyses. It is not our intention to provide a comprehensive review of this work, as interest in most of these studies is limited to those working in the particular scholarly or professional communities whose artifacts are evaluated. For the sake of example, we make reference to a few evaluations that have been published in the core journals of library and information science (LIS); otherwise, our primary concern is with developments in method and measurement. In the next subsection, we describe a few of the more common measures. In the subsections following, we consider evaluations of documents, people, journals, groups, and nations, in turn.
Measures of evaluation
The fundamental measure used in most evaluative studies is citedness -the number of times an individual x is cited, or the frequency of occurrence of citations whose target is x. A value for citedness rate (a.k.a. normalized citedness or mean citedness) may be calculated by dividing total citedness either by the number of years over which citation activity is observed, or by the number of years over which citation activity was possible (e.g., since a cited document's date of publication, or a cited author's date of entry to the field).
Since the late-1990s, and specifically with the application of citation-analytic techniques in second-generation Web search engines such as Google 5 , interest in measures of greater sophistication than raw citedness has resurfaced. In their original paper on the workings of Google, Brin and Page (1998) describe their PageRank formula for ranking individual Web pages on the basis not only of (a) the number of "citations" each page receives (i.e., the number of Web pages linking to the "cited" page), but also of (b) the PageRank of "citing" pages, and (c) the total number of "citations" (outgoing links) made in each "citing" page. In effect, the pages with the highest PageRanks are the ones that are most highly cited by those other pages that have high in-degree (many incoming links) but low out-degree (few outgoing links). Given an adjacency matrix in which the structure of the Web is represented by binary values indicating the presence or absence of a link between each pair of documents, the set of PageRanks corresponds to the principal eigenvector of the matrix when normalized by link-totals. Brin and Page claim (p. 110) that, using an algorithm for calculating eigenvectors that is a standard procedure in linear algebra, "a PageRank for 26 million Web pages can be computed in a few hours on a medium-size workstation." Kleinberg (1999) introduces a related idea that is currently implemented in IBM's experimental search engine, Clever (Chakrabarti et al., 1999) . Kleinberg describes an iterative algorithm, similarly based on the derivation of principal eigenvectors from adjacency matrices, that assigns weights of two kinds to individual Web pages on the following reciprocal basis: if a given page "cites" many pages with high authority-weights, its hub-weight should be high; if a given page is "cited" by many pages with high hub-weights, its authority-weight should be high. The result is the identification of good hubs -pages that provide collections of links to many good authorities -as well as good authorities -pages that are pointed to by many good hubs and that are thus good candidates for the "best" (most probably relevant) sources of information about the topic of a given query.
The success of systems such as Google and Clever is reflected in the extent to which research in Web-based IR is currently dominated by attempts to implement link-analytic techniques at everincreasing levels of sophistication. It should be recognized (in a manner that Brin and Page, for example, do not) that bibliometricians working on conventional citation analysis have, in their efforts to replace reliance on crude citation counts, produced similar formulations at earlier dates (see, for example, Pinski and Narin (1976) ) -and, moreover, that these echo the measures of relative "standing" of individuals in social networks first examined in the 1950s and 60s (Kleinberg, 1999) . Doreian (1994) describes an iterative algorithm for calculating values for a measure of standing of documents in citation networks that predates current concerns with Web IR; but it remains the case that work of this kind has had little influence on the methods used in "traditional" citation-based evaluations of scholars and their products.
Evaluation of documents
One simple kind of evaluative study is that which analyzes the counts of citations received by individual documents. In the first in a series of papers published in Current Contents in which he identifies and ranks the "most-cited papers of all time," Garfield (1990) lists those articles that attracted most citations from citing papers indexed by Science Citation Index in the period 1945-88. About 175 million citations were analyzed; 33 million cited items were distinguished and ranked in order of the total number of citations received in the 44-year period; and the "citation classics" appearing at the top of this ranking were listed. The paper ranked at number one, published in the Journal of Biological Chemistry in 1951 and describing a method of protein determination, had received the remarkable number of 187,652 citations, for a mean of 4,938 citations per year since publication. This method of evaluating documents may also be used to identify "hot" (newly published and already highly cited) papers, and thus the "hot" research areas that provide their subject matter, by limiting both publication and citation "windows" to short, most-recent periods.
In the LIS domain, Brooks (2000) reports on a citation analysis of the 28 papers that have won the annual "Best JASIS Paper Award" for "the outstanding paper published in the Journal of the American Society for Information Science" in each year between 1969 and 1996. Counts of citations received by these papers were compared with counts for a sample of other (non-award-winning) JASIS papers, and the award-winners were found to be cited at a significantly higher rate, supplying some evidence of a correlation between citation counts and peers' judgments of quality (echoing earlier correlative studies such as those reported in Bayer and Folger (1966) and Cole and Cole (1967) ). It remains unclear, however, to what extent award-winners have been cited on their own merits, without the citing author's knowledge of their "best paper" status.
Evaluation of people
ISI regularly publishes lists, not just of most-cited papers, but of most-cited authors. Such lists have been used since the 1960s to forecast, with a fair degree of success, future Nobel prize winners (see, for example, Garfield and Welljams-Dorof (1992b) ).
In the LIS domain, two articles published in Library Quarterly (Budd & Seavey, 1996; Budd, 2000) have extended a series of papers reporting evaluations of the scholarly productivity of U.S. faculty. Taking ISI's Social Sciences Citation Index as their source of data, the investigators produced lists both of individuals and of LIS programs, ranked both by productivity (number of publications authored) and citedness (number of citations received) in specified time periods (1981-92 and 1993-98, respectively) . Normalized rankings of programs were produced by dividing the total score for each program by the number of faculty in that program; a composite ranking of programs was also derived by assigning scores corresponding to positions achieved in the separate productivity and citedness rankings; and this composite ranking was directly compared with that produced by the magazine US News & World Report, which is based not on publication nor citation counts, but on a survey of the opinions of faculty. No attempt was made, however, to combine productivity and citedness scores in a single measure of the performance of individuals in a manner such as that suggested by Sen, Pandalai, and Karanjai (1998) .
In two smaller-scale studies, Bradley, Willett, and Wood (1992) and Cronin and Overfelt (1994a) have conducted citation analyses of faculty at the Department of Information Studies of the University of Sheffield and the School of Library and Information Science of Indiana University, respectively. The designers of studies such as these typically find themselves grappling with four questions, inter alia, that bear on methodological issues:
1. How should credit be allocated in the case of multi-authored works? 2. How should citedness scores be normalized to take into account the varying time-in-field of individual faculty? 3. Should author self-citations be included in citation counts, or should only "residual" (nonself-citing) citations be considered? 4. How may productivity (number of publications authored) and citedness scores be combined in order to produce a single measure of the performance of individuals? With respect to the first of these issues, Harsanyi (1993) provides a comprehensive review both of numerous different aspects of the problem and of potential solutions. Following MacRoberts and MacRoberts (1987) , Cronin and Overfelt (1994a) identify three different approaches: (a) "straight" counting, by which only the first author of an article receives credit for it; (b) "whole" counting, in which every author of an article receives credit for it; and (c) "adjusted" counting, in which each co-author receives a fractional count. The straight counting approach seems to re-introduce the "first-author problem" for which the print and CD-ROM versions of ISI's citation indexes used to be criticized; in these versions of the indexes, cited items were listed under first authors only. Burrell and Rousseau (1995) further elucidate the implications of fractional counting; Egghe, Rousseau, and Van Hooydonk (2000) describe three more complex methods of accrediting publications to authors that were not considered by Cronin and Overfelt.
Cronin and Overfelt found that rankings of faculty at Indiana were subject to significant change when decisions on the first two of these issues are varied. Referring to a general trend toward collaboration and co-authorship, they surmise that, since junior faculty are more likely than their senior colleagues to be co-authors, "straight" counting underrepresents their impact. They conclude that adjusted counting is an "attractive" means of correcting for this distortion, and that normalized counting based on time-in-field is also more "equitable." Nevertheless, there seems to be little consensus in the literature as to how each of the four issues listed above should be dealt with; no standardized framework for the citation-based evaluation of individuals yet exists.
In a series of "influmetric" studies (see, for example, Cronin (1991) , Cronin, McKenzie, and Stiffler (1992) , Cronin, McKenzie, and Rubio (1993) , and Cronin and Overfelt (1994a) ) culminating in a monographic treatment (Cronin, 1995) , Cronin and his co-workers have developed the notion that the published acknowledgements made by scholarly authors of the contributions of others may be similarly, perhaps even more directly, regarded as indicators of the extent of influence or impact of the acknowledged on the acknowledger. Cronin was able to employ bibliometric methods in analyzing counts of instances of acknowledgement in order to develop a typology of acknowledgements, to identify highly acknowledged authors in various disciplines, to characterize the frequency distributions of acknowledgements, and to describe acknowledgers' behavior. Future attempts to use acknowledgement statistics as an evaluative tool may be hamstrung, however, by the labor-intensive nature of the manual data-gathering that is involved.
Evaluation of journals
Counts of citations received by the articles published in specific journals can be used to rank journal titles. Harter (1998) , for instance, uses citation counts to compare the impact of eight wellestablished electronic journals with that of competing titles which appear only in print form. Since 1976, ISI has published in its annual Journal Citation Reports lists of journals, classified by subject area, and ranked according to their "impact factor" (IF) (Garfield, 1973) . ISI calculates values for a journal's IF by dividing (a) the number of citations received in the current year by papers published in the journal in the previous two years, by (b) the number of papers published in the journal in the previous two years. In effect, the IF is a measure of the number of citations received in a given year by the "average" paper in a given journal. Many other citation-based methods of ranking journals have been suggested in the literature. Nisonger (1999) reviews these in the context of a comprehensive overview of evaluations of JASIS in published analyses of LIS journals.
Van Leeuwen, Moed, and Reedijk (1999) summarize some of the criticisms that have been leveled at ISI's IF: (a) the accuracy of IF values may vary, often as a result of citations being counted in the numerator of the IF formula even though they are to theoretically "uncitable" works (e.g., letters and editorials) that are not counted in the denominator (see also ); (b) a journal's IF may be correlated (positively or negatively) with the proportion of its content that consists of reviews, letters, or notes; (c) other parameters of the distribution of citations received by a journal (e.g., the percentage of articles that are uncited in a given year) may provide very different indications of a journal's impact than the mean of that distribution; (d) the two-year citation "window" used in IF calculations may lead to systematic bias against journals in fields (specifically, many in the social sciences and humanities) where the maximum citedness of the average article is obtained more than two years after publication. Rousseau and Van Hooydonk (1996) supply evidence to suggest that a journal's IF may be correlated at an even more basic level simply with the number of papers that the journal publishes; Roy (1983) was one of the first to suggest the possible correlation of impact with number of papers.
Journal IFs are sometimes used, not simply as measures of the competitiveness of the journals themselves, but as convenient surrogates for citation counts for individual papers, especially in the evaluation of the output of individual authors for promotion or tenure decisions. If a given author has published an article in JASIS, for instance, it is easier to measure the worth of that particular article by finding JASIS's current IF, than by conducting a search for all citations made to that article. (If the article is a very recently published one, of course, there will in any case be no citations to count.) But the use of journal IFs in this manner has been subject to regular criticism for reasons additional to those commonly invoked in general critiques of citation analysis. Seglen (1992) demonstrates clearly that the typical distribution of citation counts for the articles published in a given journal is not a Gaussian one, with counts distributed "normally" around a mean represented by the journal's IF, but a highly skewed one, with a few articles receiving much higher numbers of citations that the IF will indicate. Seglen concludes that the IF is thus not representative of individual articles, and should not be treated as such. Seglen (1994) reports on a study in which two groups of authors were compared -one group characterized by citation scores roughly twice the size of the other's, but both publishing in similar sets of journals. Analysis of the citation counts received by papers published in individual journals showed that the ratio between the highly cited and the less-cited groups' citation scores did not vary significantly from journal to journal. Seglen drew the conclusion that the likelihood of being cited does not increase with publication in a journal with a high IF; there is no "citation bonus" to be garnered from publishing in a high-impact journal. It remains to be explained, of course, how some journals have higher IFs than others: Seglen (1997) suggests that much of the variation stems from the nature of the research area that any given journal covers, and from the length or secondary status of articles typically published in a journal (long papers and review articles tend to receive more citations), as well as from the "quality" of the typical submission. Álvarez and Pulgarín (1998) describe a statistical method based on quantum measurement, a technique derived from item response theory and Rasch probability, that may be used to normalize for the "field effects" highlighted by Seglen and many others. Álvarez and Pulgarín evaluate each single citation in library and information science, for instance, as being "equivalent" (in terms of its "diffusive" power) to 190 citations in biochemistry and molecular biology. Other attempts, more or less arbitrary, to normalize for field effects in the calculation of IFs are described by Sen (1999) , Vinkler (2000) .
Evaluation of groups and organizations
The performance of individual scholars may be aggregated at the level of groups of various sizes. Research groups, departments, and entire universities and corporations may thus be evaluated in much the same way as that employed (e.g., by Bradley et al. (1992) and Cronin & Overfelt (1994a) -see above) to assess the performance of individuals (Van Raan, 1999; Russell and Rousseau, in press ). According to Garfield and Welljams-Dorof (1992a: p. 324) , the value of using citation-based institutional rankings as science-and-technology (S&T) indicators is "obvious:" "... university administrators and corporate managers can compare their peers and competitors. Government and private funding sources can monitor the return on their S&T investment. And policymakers can identify relative strengths and weaknesses in strategically important S&T sectors." Noyons, Moed, and Luwel (1999) describe their comparative evaluation of a Belgian research institute in micro-electronics, in which indicators of its own performance and that of its peer institutions were derived both from counts of citations received by publications written by members of those institutions, and from structural maps created using co-citation and co-word techniques. Vinkler (2000) summarizes the applicability of a range of metrics, varying in degree of sophistication, for evaluating the performance of research teams, differentiating "gross" indicators (e.g., raw counts of citations received) from "specific" indicators (e.g., number of citations per paper or per researcher), "distribution" indicators (e.g., proportion of total citations received by all research teams being compared), and "relative" indicators such as Vinkler's Relative Citation Rate (RCR) -the number of citations received, divided by the sum of the IFs of the journals where the cited papers were published. This last metric is an example of a measure that compares counts of observed citations with estimates of some "expected" citation score, and is similar to the categorical journal impact used by ISI in their "macro" journal studies (see Garfield (1975) for an early example of such a study). Van Hooydonk (1998) examines several alternative formulae of this nature, and Ingwersen, Larsen, and Wormell (2000) conduct a comparison of observed with expected (IF-based) scores in their evaluation of nine Danish research centers. Moed, DeBruin, and Van Leeuwen (1995) review bibliometric methods of assessing the research performance of entire nations. In his overview of "what citations tell us about Canadian research," Garfield (1993) demonstrates the range of indicators of national productivity that may be derived from citation data. The tables and figures published in this article indicate both recent trends in Canadian science (based on raw citation counts -total numbers of citations to Canadian papers in regularly spaced five-year windows -and on impact factors -average numbers of citations per paper published in these periods) and Canada's relative standing in the world (based on comparisons of these data with those for other nations). (Switzerland heads a listing of the twenty "highest-impact" nations for [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] .) May (1997) and Rousseau and Rousseau (1998) refine methods of ranking countries by the supposed impact of their research output; Egghe et al. (2000) consider some of the technical problems that arise over the attribution of publications written by cross-national collaborators.
Evaluation of nations
The relatively low positions of Germany and France in May's rankings came as a surprise to many. In a provocatively titled piece, Van Leeuwen, Moed, Tijssen, Visser, and Van Raan (2000) respond to May's analysis by discussing "First evidence of serious language-bias in the use of citation analysis for the evaluation of national science systems." Van Leeuwen et al. report their finding that the national impact factors of France and Germany (i.e., the average citedness of articles published by French and German authors in the most recent five-year period) would reach much higher levels if all cited articles written in languages other than English were eliminated from the analysis. This is because the impact factor of the average paper written in English -when calculated from SCI data -is higher than that of the average non-English paper. The implication is that this phenomenon, in turn, is a result of the combination of two factors: (a) the general tendency for authors to cite papers written in their own language (see, for example, Yitzhaki (1998) ); and (b) the predominance of English-language journals among those that are published, and thus among those whose citing articles are indexed by SCI. Van Leeuwen et al. use their finding to criticize SCI's indexing policy, but the "bias" seems to be less a fault of ISI's and more a reflection of the real-life practice of authors, publishers, readers, and citers. What seems to be needed is a more-sophisticated method of normalizing impact-factor scores in order to "correct" for the outcomes of own-language citing behavior.
Theoretical foundations of link analysis
Many studies take the act of linking itself to be the phenomenon to be described, evaluated, explained, or predicted. Studies of this type may conveniently be categorized as theoretical. The purpose of these is justification; i.e., establishing the validity and reliability (or invalidity and unreliability) of conducting link analyses of the kinds described above. Theoretical linking studies seek to answer research questions of the type, Why do people link? The idea is that, if we can improve our understanding of the nature and role of links and the act of linking, we can correspondingly improve our understanding of whatever it is that link counts can be used to measure. Any justification of the use of quantitative link analysis in studies of the former type is typically couched -on those occasions where such justification is provided -in terms that derive from evidence supplied by theoretical studies, and in particular by answers to the question "Why does author a decide to link document x to document y?" Cronin (1984) provides the classic overview of theories of citation.
In some theoretical studies, the contents, contexts or other characteristics of individual links are examined in order to determine their function, purpose, role, or meaning (such work is often called citation content analysis or citation context analysis (Small, 1982) ); in others, the creators of links (viz., linkers) are observed or questioned in order to determine their motivations, intentions, or goals in linking (these are commonly known as citer motivation or citer behavior studies). The stated aim of such studies is typically the isolation of those factors, influences, reasons, criteria, or sometimes even "determinants" that lead (or that are perceived to lead) linkers to behave, judge, decide, act, and thus link, in the ways that they do. Liu (1993) provides an overview of citation studies of this kind.
Defenses of evaluative link analysis
Historically, the archetypal contribution of a given theoretical linking study has been a link typology; i.e., a scheme of categories, classes or types of links. Garfield's oft-reproduced list of 15 "major reasons" for citing, first presented in 1965 (Garfield, 1965) , is a well-known scheme, but is rather more prescriptive of "when to cite" (this phrase is the title of Garfield's paper in Library Quarterly of 1996 (Garfield, 1996) ) than descriptive of the actual motivations of citers in practice. The general prescription is that authors should use the opportunity to cite as a means of "acknowledging intellectual debts;" i.e., to give credit to those whose earlier work is, in one relevant way or another, related to that of the citer, and thus deserving of credit through citation. In this sense, Garfield's list is one of criteria by which the degree of relevance of the relationship between citing and cited work may be determined. The citer acting on the basis of Garfield's criteria would be selflessly serving the goals of scholarship.
That citers do, in practice and in general, act in this way is the primary component of a presumptive argument typically made (or implied) by the proponents of evaluative citation analysis, which runs as follows:
1. that the motivation or goal of the citer is to identify all and only citation-worthy worksworks that "ought" to be cited in the citing work; 2. that the general result of citers' activities is such that (a) all works that ought to be cited in the citing work indeed are cited, and (b) all works that are cited indeed ought to be cited in the citing work; and 3. that the quality of a given citable work consists in its citation worthiness, and thus may be measured by citation counts. Such an argument is typical of presentations of so-called "normative" theories of citing (the idea being that citers are, in effect, conditioned to follow the norms of science in general and the norms of citation practice in their chosen fields in particular), and is often associated with the writings of Merton (1973) , Garfield (1979) , and Price (1986) .
Critiques of evaluative link analysis
Defenders of evaluative citation analysis typically point to evidence of the correlation of citation counts with other measures of the quality of documents or their authors, such as publication productivity, peer ratings, and awards of grants and prizes (for two older but continuously well-cited examples of such defenses, see Bayer and Folger (1966) and Cole and Cole (1967) ). Yet the plausibility of each part of the normative argument has regularly been denied, and much empirical evidence supporting its falsification has been marshaled by its detractors. provides an historical synopsis of early resistance to the use of citations for evaluative purposes. Edge (1979) wrote an influential critical review; MacRoberts and MacRoberts began publishing a series of critiques in the mid-1980s (see, for example, MacRoberts and MacRoberts (1987) and MacRoberts and MacRoberts (1996) ); Peritz (1992) offered a succinct summary of "problems of theory and method;" and recently Seglen has assumed the MacRoberts' mantle as perhaps the most prolific contributor to the critical viewpoint (see, for example, Seglen (1998) ).
Fault is regularly found with certain technical aspects of the means by which ISI's citation indexes are compiled (see Seglen (1998) for a summary of such reliability issues), and citation analysis is sometimes seen to be invalidated by its specific reliance on these indexes. In their study of the citing literature of sociology, for instance, Cronin, Snyder, and Atkins (1997) found evidence to suggest that there are two distinct populations of highly cited scholars in sociology -one consisting of authors cited in the journal literature, another of authors cited in the monographic literature. Given the citation indexes' limited coverage of monographic citing material, the latter population may regularly go unrecognized.
Moreover, and more fundamentally, at least two of the basic assumptions made by the normative theorists may be tested by empirical means. First, it is suggested that the motivations and goals of citers are more numerous and complex than the normative argument supposes, and many may be characterized as personal, self-serving, or political (rather than as professional, scholarship-serving, or rational). Second, it is argued that, even by the normative theorists' own standards, not all works that "ought" to be cited are, and not all works that are cited "ought" to be. The validity of using citation counts in evaluative citation analysis rests on the truth of a hypothesis that does more than suggest simply that the probability of citation of an earlier document by a later one varies partly with the level of quality of the earlier document and partly with other variables; it proposes that the quality of the earlier document is the most significant factor affecting its citation count. Detractors of citation analysis point to evidence that the combined effect of other variables is sufficiently powerful and complex to rule out any such positive correlation between citation count and cited-document quality. Seglen (1998: p. 226) concludes that "... citation rates are determined by so many technical factors that it is doubtful whether pure scientific quality has any detectable effect at all ..." In practice, it is common both for low-quality work to be cited, and for high-quality work to go uncited. Even if it is conceded, as Seglen suggests we should, that citers are motivated less by considerations of quality and more by the mere fact that, in the course of any research project, certain documents (whatever their quality) are used (i.e., read) and certain others are not, we might still observe that it is also common both for material that is used to go uncited, and for material that is not used to be cited (White & Wang, 1997) .
One of the primary aims of empirical studies of citation context/content and citer motivation has been to supply evidence to support or disprove one or more hypotheses of the following kind -that it is more likely that a given (earlier) document will be cited by another (later) one if either (a) the earlier document, or (b) the pair of documents, is characterized by a certain property.
Some of the properties that have been suggested as candidate factors influencing citation are identified in the following sections, accompanied by references to studies that have isolated such factors as being of particular significance. In the first section, we consider attributes of cited ("earlier") documents; in the second, we focus on attributes of document pairs.
Attributes of cited documents
1. Quality of content: the content of the earlier document is of a high quality (Shadish, Tolliver, Gray, & Sen Gupta, 1995) . 2. Sex of author: the earlier document is written by a male author (Baldi, 1998) . 3. Number of authors: the earlier document is written by a large number of co-authors (Rousseau, 1992b) . 4. Source: the earlier document is a journal article (Baldi, 1998) . 5. Citedness: the earlier document has been cited many times before. This is the so-called "Matthew" or "halo" effect identified by Merton (1968a) , who quotes from the Gospel according to St. Matthew: "For unto every one that hath shall be given, and he shall have abundance; but from him that hath not shall be taken away from that which he hath." 6. Subject: the earlier document is a recent one on a "hot" topic. As Seglen (1998: p. 225 ) points out, the very choice, made by a researcher, of a topic on which to write "will determine, a priori, the probability of becoming highly cited." 7. Approach: the earlier document is a review of previous work or otherwise of a "secondary" nature. 8. Field: the earlier document is in a field of basic (rather than applied) research. 9. Assimilation: the earlier document does not cover material that is now so well-understood that it has been "obliterated by incorporation" (Merton, 1968b) .
Attributes of citing/cited pairs
1. Relatedness of content: the content of the earlier document is relevantly related to that of the later document (White & Wang, 1997) . In their study of the semantic relationships between citing and cited documents in a sample of document pairs drawn from three LIS journals, Harter, Nisonger, and Weng (1993) found the subject similarity to be "typically very small." 2. Field: the field in which both documents are written is one characterized by high citation rates (i.e., has a high "citation potential"), whether due to: (a) (in a field in which citation practice is highly institutionalized) a high mean number of citations per citing document; (b) (in a highly productive field) a high mean number of citing documents written per citer; (c) (in a rapidly growing field) a high number of citers relative to the number of citable documents (Vinkler, 1996) . 3. Persuasiveness: the earlier document is perceived by the author of the later document (a) to be supportive or justificatory of the ideas or arguments put forward in the later document, (b) to be written by an author whose name will lend authority to the later document, (c) to meet the expectations of the later document's audience (Case & Higgins, 2000) . 4. Availability: the earlier document is available for examination by the author of the later one. 5. Author self-citation: the earlier document is written by the same author as the later one (see the next section below). 6. Journal self-citation: the earlier document is published in the journal to which the later document is to be submitted. 7. Social citation: the earlier document is written by a friend, colleague, co-author, mentor, or student of the author of the later one, or by an editor or a referee of the journal to which the later document is to be submitted. 8. Language self-citation: the earlier document is written in the same language as the later one (Yitzhaki, 1998) . 9. Nationality self-citation: the earlier document is written by an author of the same nationality as that of the author of the later one (Herman, 1991) . 10. Time difference: the earlier document is published not long before the later one.
Author self-citation
Author self-citation may be said to occur when at least one of the authors of a cited document is the same person as one of the authors of the citing document. The author self-citation rate of an individual may be calculated by dividing the number of self-citations by the total number of all citations made by the individual. In effect, this rate indicates the probability that any given citation, drawn randomly from the population originally sampled, will be a self-citation.
The very ubiquity of the phenomenon of self-citation is commonly thought to pose problems for those who would attest to the reliability of citation analysis for evaluative purposes. The assumption typically made is that authors guilty of "excessive" self-citing are doing so gratuitously, in order "to prove how clever they are" (Baird & Oppenheim, 1994: p. 7) or in an unashamed attempt specifically to raise their own citation counts. Yet it should be clear that there are many noble reasons for self-citing. "In some research papers, discussion of relevant information will include the author's previous work, and it is no less improper to exclude it out of modesty than to include a poor reference out of egotism." (Bonzi & Snyder, 1991: p. 245 ). Very often, adherence to one primary norm of citing -that which suggests that citations should be made to previous work on which the present work builds -would seem to require the author to self-cite. In fact, as a researcher publishes more and more, quite possibly in a specialized research area that she is making more and more her own, the more difficult it may become not to self-cite. In the case of multi-authored papers, a decision not to self-cite may even be seen as a disservice to coauthors. It might be argued, on these bases, that evaluative studies that deliberately ignore self-citations are unfairly penalizing scholars who tend to publish in new or unfashionable fields in which few others are working, as well as those who have built careers through systematic exploration of a particular topic with which their name is associated (but see White (2001) for a rather different perspective).
There will continue to be an interest, then, in comparisons of the self-citation practices (a) of individual authors, and (b) of whole disciplines. The research questions are: (a) do high author selfcitation rates betray egotists whose infected citation counts are thus rendered inadmissible in evaluations of their performance or influence?; and (b) do author self-citation rates vary between disciplines, and (if so) what are the reasons for such variation? Partial answers to the latter part of the second question may be found in comparative examinations of authors' motivations to cite and to self-cite: are the factors that combine to increase the probability of a self-citation different from those that are positively correlated with citation events in general?
In their study of the citations made in a sample of journal papers in library and information science (LIS), Dimitroff and Arlitsch (1995) found that any given article was more likely to contain at least one self-citation if it was a full-length research paper, if it addressed theoretical topics, if it was authored by faculty rather than practitioners, or if it had a large number of co-authors. Bonzi and Snyder (1991) conducted a survey of authors' self-assessments of the functions of citations they had made; reasons that were more likely to be given for self-citations than for citations of other kinds were that "[The cited work is] Earlier work on which current work builds," and that "[The purpose of the citation is to] Establish [the cited work's] writer's authority in the field." In a follow-up study, Snyder and Bonzi (1998) analyzed citations made in six different disciplines, and found significant differences in the proportions of the total number of citations in each discipline that were self-citations: 15% in the physical sciences, 6% in the social sciences, and 3% in the humanities. Snyder and Bonzi suggest that the discrepancy may be partly due to "the more incremental nature of research in the physical sciences."
Quality, popularity, citation-worthiness, and credit-worthiness
The third plank of the normative argument -that the quality of a work consists in its citationworthiness, and thus may be measured by citation counts -also deserves attention. Evaluative citation analysis is sometimes impugned on the basis that "quality" -the characteristic that citation counts are used to measure -is not an attribute that may be evaluated objectively at all, but one whose values depend on the subjective opinions of individuals. Where, then, is the warrant (it is asked) for any attempt to reify such a property, whether through citation counts or indeed through any objective measure? We might choose to head off such an attack by carefully distinguishing between (a) individuals' judgments of quality (which are subjective), and (b) the evidence or records that such judgments have been made (which is normally objective, reliable, and easily gathered). It might be that, as evaluators, we are satisfied with our ability merely to determine the degree of inter-subjective consensus about the level of quality of documents. We might be happy, in other words, to measure (and to distribute resources on the basis of) what is, in effect, popularity.
A more intransigent problem arises, however, once we distinguish between (a) citationworthiness, defined as a property perceived to inhere in the relationships between documents, and (b) credit-worthiness (cf. "quality"), defined as a property perceived to inhere in individual documents. In one sense, the distinction is unimportant: judgments as to the level of either kind of worthiness are subjective evaluations, made by individual people; and evidence of the occurrence of judgments of either kind is objective. In another respect, the distinction is crucial: citations do not provide evidence of the making of judgments of credit-worthiness (i.e., judgments of quality); yet evaluative citation analysis proceeds as if they do.
The point (it might be argued) is that not all credit-worthy works happen to be relevantly related to other works. A given work may be perceived to be highly credit-worthy and thus of high qualityperhaps by virtue of its author exhibiting high levels of creativity or innovation in its subject matter or execution -and yet bear no relevant relation to any potentially citing work. Thus, no matter how creditworthy such a work may be, its credit-worthiness will not be recognized in the form of citation events; no evidence of its credit-worthiness will be supplied by citation counts.
Trends in link analysis
In the search for explanations of linking practice, several trends may be identified that, in combination, distinguish work done in the period under consideration (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) from earlier studies. We distinguish below between, first, technological trends, and second, theoretical and methodological trends.
Technological trends
One important group of related trends may be observed to stem directly from a shared recognition that technological developments have redefined the scope both of the arenas in which scholars' communication may take place, and of the contexts in which bibliometric techniques may usefully be applied. Prominent among these developments is the emergence of hypertext technology in general, and the rapid rise to its currently dominant state of the World-Wide Web in particular.
Hypertext and citation analysis
Hypertext databases (of which the Web may be considered a vast, distributed example) and citation networks have the same formal structure. Each may be represented, at the same level of abstraction, as a directed graph, consisting of (a) a set of nodes (i.e., "pages" or documents), and (b) a set of ordered pairs of those nodes, each of which may be considered as a directed, inter-nodal link (i.e., a hyperlink or citation). This graph-theoretic formalization of structure has been documented and developed for various purposes on various occasions in the separate literatures of hypertext (see, e.g., Botafogo, Rivlin, and Shneiderman (1992) and Furner, Ellis, and Willett (1996) ) and citation analysis (see, e.g., Pinski and Narin (1976) and Doreian (1988) ). Seldom have the connections between these literatures been made explicit; but see Kleinberg, Kumar, Raghavan, Rajagopalan, and Tomkins (1999) for a recent exception.
The analogies that might profitably be drawn between hypertext and citation networks are not limited to observations about structure. For example, we might expect that researchers would be interested enough to ask in general -just as students of scholarly citation processes have asked with regard to the specific document-types that are the preserve of the academic and scientific world -what motivations lead authors of hypertexts, or of electronic documents specifically created for the Web, to link nodes together in the manner that they do? On what criteria do linkers base their decisions to link or not to link? What are the factors that influence linkers' prioritization of such criteria? Kim (2000) , reporting on a study of the hyperlinking motivations of 15 authors of scholarly papers published in electronic form, concludes that linking behavior (much like traditional citing behavior?) is inherently multidimensional: each individual link may be made for a variety of scholarly and non-scholarly ("social" and/or "technological") reasons. Cronin, Snyder, Rosenbaum, Martinson, and Callahan (1998) describe their derivation of a typology of "genres of invocation" -ways in which scholars are invoked (cited, acknowledged, linked to, pointed to, referred to, or simply "mentioned" in the manner studied by Beniger (1990) ) on the Web -and suggest various means by which and purposes for which counts of invocations might be analyzed bibliometrically.
Digital libraries and open archives
We are currently witnessing the construction of large-scale, full-text, distributed digital libraries of scholarly works (journal articles, technical reports, etc.) in which inter-document citations are rendered in active (actionable) form, so that readers may navigate among works, following citations at will, and enjoying the facility immediately to retrieve and view related material, just as Web surfers have long been able to take advantage of the hyperlinks created specifically for this purpose by the authors of Web pages. In 1999, a consortium of commercial publishers began to collaborate on the implementation of CrossRef 6 , a technology that uses Digital Object Identifiers (DOIs) to identify the papers cited in the journals published by consortium members, and thus to enable the automatic creation of active hyperlinks between electronic versions of citing and cited papers . Caplan and Arms (1999) reviewed the then current state-of-the-art of reference linking for journal articles; Atkins (1999) summarized the approach of ISI to reference linking in the Web of Science version of its citation indexes.
Effective use of commercial databases of hyperlinked journal articles is hampered by the "financial firewalls" that readers come up against when attempting to navigate beyond the corpus to which they or their institution subscribes. Access to research archives maintained by academic rather than commercial institutions is typically more open. Such digital libraries are the results of the first steps taken toward realizing the dream of "the ideal online resource for scholars and scientists: all research papers in all fields, systematically interconnected, effortlessly accessible and rationally navigable from any researcher's desk worldwide" .
The most well-established repository of research papers in electronic form, increasing in size by 25,000 papers a year, is the arXiv.org e-Print Archive 7 , formerly known as the LANL e-Print Archive (Ginsparg, 1994) , and maintained at the Los Alamos National Laboratory (Los Alamos, New Mexico) as a digital library for physics, mathematics, computer science, and related disciplines. The provision of free, open, discipline-based access to e-prints -electronic pre-print and re-prints -is the response of many scholarly communities to the tactics of the commercial journal publishers who are perceived to profit unreasonably from scholarly work (Harnad, 1990; . The usefulness of arXiv.org, and other e-print archives like it (CogPrints 8 , for example, in the cognitive sciences, and BioMed Central 9 in the biomedical sciences), will be further enhanced by the implementation of techniques for automatically detecting the occurrence of citations within texts, and creating active hyperlinks on that basis . Such techniques have been developed in a series of exploratory projects conducted in a variety of contexts, including the Open Journal project (Hitchcock et al., 1998) , the Open Citation project 10 (a.k.a. OpCit) , NEC's ResearchIndex 11 (formerly CiteSeer) (Lawrence et al., 1999) , and Ex Libris' SFX 12 framework for dynamic, context-sensitive linking (Van de Sompel & Hochstenbach, 1999a; 1999b) . Interoperability among the various emerging "standards" for automated citation-detection and link-creation is one of the primary goals of the Sante Fe Convention ( Van de Sompel & Lagoze, 2000) , developed by the Open Archives Initiative 13 ; the citation-detection process itself may be made easier through widespread adoption of a standard format specification such as the Scholarly Link Specification Framework (a.k.a. SLinkS) 14 . Doyle (2000) reviews some of the proposed solutions to the link-standardization problem.
The nature and extent of the benefits that will be enjoyed by information seekers using open, hyperlinked e-print archives are already becoming clear. The facilities to conduct keyword searches of full, digitized texts, and to navigate directly from one citing paper to another cited paper, will be supplemented by the provision of citation-based retrieval functionality, by which the searcher may identify documents whose relationship to a query is not necessarily one of adjacency or similarity of content, but of level of co-citation or bibliographic coupling. Documents in retrieval sets may further be ranked by citedness, by their qualities as "hubs" or "authorities" (Kleinberg, 1999) , or by other, more reader-centered measures of popularity such as hit-rate or frequency of download. Such is the promise of "a universal citation database as a catalyst for reform in scholarly communication" (Cameron, 1997) : new methods of retrieval are, in effect, new methods of communication.
A full discussion of the implications of link-based retrieval for the design of future IR systems is beyond the scope of the present review. But it is also clear that new measures of scholarly communication will soon be possible. For example, we will be able to determine both (a) the extent to which the mere availability of certain material either in general electronic form or in some specific proprietary format is an influence on the decisions of authors to cite or not to cite that material, and (b) the extent of correlation between the level of citedness of a document and the extent to which it is used. This is because we will be able to measure not only the mere existence of citations but also the frequency with which the hyperlinks representing those citations are activated, the time spent viewing cited works, and the frequency with which cited works are downloaded for future use. Ultimately, we will be able to compare these measurements with properties of citing texts, cited texts, and citing-cited pairs, in an effort to determine which of these properties have the most influence on decisions to view (retrieve), to use (read), and to save (for future use). Evaluative bibliometric analysis, just like bibliometric IR, will become readercentered rather than writer-centered. Cronin (in press) reviews the kinds of opportunity provided to bibliometricians by the new, Web-based contexts, contents, and technologies.
At the time of writing, very little of the current digital library development work in open linking, cross-referencing, etc., involves the use of bibliometric (i.e., quantitative) methods. Studies in which some kind of link or citation analysis is applied with a view to improving our understanding of the ways in which open link structures are created or used are currently few and far between; nevertheless, reports of the ways in which these structures are being built are of definite relevance in the present context, in the sense that they are indicative of the kind of arena in which we might expect bibliometric methods to be applied in the future. The "usage-based analysis" of the Computing Research Repository 15 (a.k.a. CoRR, part of arXiv.org) reported by Carr, Hitchcock, Hall, and Harnad (2000) represents one small step in this direction.
Bibliometric analyses of the World-Wide Web
Counts of documents accessible via the Web, and related estimates of the Web's rate of growth, have been undertaken by various means since its inauguration (see, for example, Gray (1996) ). The varying extent to which the entire population of Web documents is indexed by individual search engines, and the degree of overlap between those services' coverages, have subsequently become of particular interest to both developers and users (see, for example, Lawrence and Giles (1998) ). The results of a study conducted by Albert, Jeong, and Barabasi (1999) suggest that the distance between any two Web documents is almost always less than 20 links. In other words, the Web is indeed huge, but it is also so highly connected that it may be viewed as a "small world," in the sense established by Milgram (1967) , recently revisited in a high-profile paper by Watts and Strogatz (1998) , and embedded in the popular imagination in the notions of "six degrees of separation" and "(Kevin) Bacon numbers" (Gladwell, 1999) . A more detailed model of Web structure is provided by the "bow-tie" model (Broder et al., 2000) , constructed through analysis of over 200 million pages and 1.5 billion links identified by AltaVista's Web crawler, which suggests that the Web consists of four main components, each of roughly the same size: a "strongly connected component" (SCC) at its heart; a set of pages (the "in" component) that link to the SCC, but that are not linked to by it; a set of pages (the "out" component) that are linked to by the SCC, but that do not link to it; and a set of pages ("tendrils") that neither link to, nor are linked to by, the SCC. Larson (1996) was one of the earliest to consider the Web from an explicitly bibliometric point of view, in this case using the techniques of co-citation analysis and multidimensional scaling, in order to construct a two-dimensional map depicting the relationships among Web pages in the field of earth sciences. Larson's work may thus be considered part of the literature of relational citation analysis as defined earlier. Almind and Ingwersen (1997) introduced the term "webometrics" in reference to "research of all network-based communication using informetric or other quantitative measures," and described a webometric case study of Web pages originating in Denmark, Sweden, and Norway. Almind and Ingwersen compared counts of Web pages with counts of research papers indexed in ISI's citation indexes, and found that Norway's relative "visibility" on the Web was better than might be predicted from the traditional citation data. Almind and Ingwersen were more concerned to identify the characteristics of the "typical" Web document (its size, the frequency of outgoing links, etc.) than they were to evaluate documents on the basis of counts of incoming links, and their study should be seen as a contribution to the literature on writers' productivity.
In a subsequent paper, Ingwersen (1998) developed the notion of the Web impact factor (Web-IF) as an indicator of the "relative attractiveness" of individual Web pages, institutional Web sites, and national Web presences. Values for the Web-IF of a given Web site or country are calculated by dividing the number of pages pointing to that site or country by the number of pages in that site or country. In Ingwersen's comparison of the four Nordic countries with the UK, France, and Japan, Norway was found to have the highest Web-IF. Smith (1999) clarifies some methodological issues regarding the calculation and interpretation of Web-IF values; Snyder and Rosenbaum (1999) caution against using commercial search engines for data-gathering in such bibliometric analyses of Web links, since their coverage is highly variable and their search functionality limited, poorly documented, and changeable. The inability of conventional search engines to access the so-called "dark," "deep," "gray," or "hidden" Web (Lyman & Varian, 1998) -that formed by pages created in real-time, in on-the-fly responses to searchers' queries -is also a source of hindrance to bibliometricians seeking to model the Web's structural properties.
The first issue of Cybermetrics, an electronic journal devoted to scientometrics, informetrics, and bibliometrics, was published in 1997. In its first issue, Rousseau (1997) used McKiernan's term "sitation" (McKiernan, 1996) to refer to any of a given Web site's incoming links; the neologism in the journal's title seems already to have enjoyed wider usage, whereas McKiernan's term has as yet failed to catch on. Rousseau's exploratory data -counts of sitations received by Web pages in the field of bibliometricsindicated the possibility that a Lotka-like "power law" function (see Rousseau and Rousseau (1993) for an introductory presentation) may be used to model the empirical distribution of such counts. This conjecture has subsequently been confirmed by three analyses of massive Web document-sets (325 thousand, 40 million, and 200 million documents, respectively) Kumar, Raghavan, Rajagopaian, & Tomkins, 1999; Broder et al. 2000) . All three suggest that the distribution of in-degrees (where the in-degree of a document is the number of its incoming links) may be modeled by a power law function, such that the probability that a document has in-degree i is proportional to 1/i x , for some x > 1. Broder et al. perceive a fractal-like quality to such distributions, in that they occur at macroscopic levels (on the entire Web), microscopic levels (within single Web sites), and at all levels in between. Egghe (2000) provides a review of the challenges that the Web sets for bibliometric analyses.
Theoretical and methodological trends
A second, no less significant, group of related trends may be identified in the development of theoretical and methodological approaches to understanding linking behavior. A selection of such intellectual trends are summarized in the following subsections.
The definitions of concepts
Links are commonly conceptualized as representations of the relationships between documents. A conceptualization of this kind may be characterized as being artifact-oriented, in that it is the citing/cited document-pair (rather than the citing author) which is the dominant component of the definition, and studies that conceptualize links in these terms are typically more concerned with properties of documents rather than properties of people. Conversely, links may primarily be viewed either as the results of human actions, or as actions or events in themselves. The current trend is toward a person-oriented conceptualization which allows the researcher to focus on the motivations, goals, and purposes of the citer, and on those aspects of the situation in which the citer finds herself -beyond observable properties of the citing/cited document-pair -that may potentially have an influence on the citer's judgment and decision-making. Cronin (2000) , drawing on Wouters (1999) , offers a sophisticated semiotic analysis of citations (viewed as signs) and citation behavior (viewed as symbolic practice) in which artifact-centered and person-centered orientations may potentially be reconciled.
The goals of inquiry
The inquirer into linking behavior may have a goal of any of several kinds. That goal may be simply to describe and classify the behavior observed; it may be further to explain the behavior, either by identifying a causal mechanism (which may or may not allow for prediction of future behavior) or by interpreting the meaning that the agent assigns to their activity and to the context in which the activity takes place; alternatively, the goal may be to evaluate or even prescribe behavior on the basis of judgments as to its relative worth or utility. In the 1990-2000 period, there seems to be evidence of a continuing trend toward explanatory studies, and away both from purely descriptive accounts of linking behavior and from prescriptions of best practice. Research questions are more commonly posed in the form, "Why does person x cite document d at time t?," rather than, "What (or when) does (or should) person x cite?" Data relating to questions of the latter type continue, of course, to be used frequently in evaluative and relational linking studies, whose goals are not to understand citing behavior per se, but to provide more-general accounts of various scholarly communication processes.
In attempts to understand the motivations of linkers and thence to supply a theory of linking, at least two general explanatory approaches or orientations may be identified. One of these emphasizes the purposes of individual citations -i.e., the uses to which they are put by the citer, or the functions that the citer intends for them to fulfill. The other focuses on the criteria that are used by citers in making decisions about the citation worthiness of individual citations. That we can make such a distinction is not to deny that among the criteria of the kind identified in studies taking the second approach are likely to be properties of cited documents (or of cited/citing pairs) that differentiate among candidates for particular purposes, and thus that it may on occasion be difficult (and unnecessary) to distinguish between purpose and criterion. Nevertheless, it is usually possible to contrast studies of the first kind -that are concerned more with citation function, with finding answers to questions of the form "Why does author x cite document d at time t?" in analyses of the roles that individual citations are understood to play for the citer, and with explaining the "when" of citing -with studies of the second kind -that are concerned more with citation quality, with finding answers in analyses of the reasons that citers have for choosing certain citations rather than others, and with explaining the "what" of citing. The observed trend is for researchers increasingly to seek understanding of criteria, quality, and reasons rather than of purposes, function, and roles.
Citation behavior as relevance behavior
At the most general level, much current intellectual development in citation studies is related to a tendency for research designers simply to take more seriously the notions that citer behavior, like relevance judges' behavior in general (Schamber, Eisenberg, & Nilan, 1990) , is (a) individual and subjective -in that different people, even when placed in otherwise similar situations and taking into account similar factors, will make different decisions; (b) complex and multidimensional -in that single decisions are often based on multiple factors, and multiple kinds of factors, simultaneously; and (c) dynamic and situational -in that, on different occasions or when placed in different situations, people take account of different factors and make different decisions.
Studies of relevance judges' behavior -i.e., studies of those decisions and actions of information seekers that are based on their judgments as to whether or not particular documents are relevant to them in particular situations -are core to the sub-field of library and information science (LIS) that is devoted to understanding information-related behavior. Furthermore, the perception that there is an important analogy to be drawn between linking behavior and the making of relevance judgments has been expressed with increasing frequency. Harter (1992: pp. 612-613) puts it as follows: "An author who includes particular citations in his list of references is announcing to readers the historical relevance of these citations to the research; at some point in the research or writing process the author found each reference relevant. Relevance is the idea that connects IR to bibliometrics, and understanding it in one context should aid our understanding of it in the other." Studies of linking behavior may thus be explicitly positioned not simply as contributions to the general literature of information-related behavior, but specifically as close relatives of impressive recent work that has led to an improved understanding of the criteria used by information seekers when judging relevance. An implicit recognition is that the use of relevance judgments as grounds for subsequent decision-making and action is not solely the preserve of information seekers; authors (not just as linkers, but also as writers, submitters, and collaborators), indexers, editors, and reviewers, are all continuously engaged in action-guiding evaluations of the relevance of concepts, documents, and people.
Beyond content/context analysis
We might imagine a primitive study of relevance behavior that involved the researchers assigning information seekers' relevance judgments to the researchers' pre-defined categories of reasons for making such judgments. Perhaps such categories would include "Topicality," "Currency," "Authority," and so on. What grounds would we have for making the assumption that the researchers' post-hoc, hypothetical categorization accurately reflected the process of reasoning in which information seekers in fact engaged? Yet, this is precisely one assumption made by most contributors to the "cottage industry" of citation typology that was most active between 1965 and 1985. In work of this kind, categories are derived from analysis of either the content or the context of existing citations.
Interpretivism in link analysis
Since the mid-1980s, however, researchers have tended to take more care -both when identifying categories, and when making assignments of individual citing actions to categories -to seek justification for doing so in the evidence gathered from direct questioning of the agents themselves. This development might be labeled the "interpretivist" trend in studies of citing behavior.
Reports of notable studies in which researchers have sought to elicit citers' opinions about their own citing activity have appeared in three recent articles. Shadish, Tolliver, Gray, and Sen Gupta (1995) report on two related surveys of authors' perceptions of documents they have cited. In the first of these, they randomly sampled one citation from each of all 283 full-length articles published in 1985 in three top journals in psychology. The author of each article was asked (and 192 (68%) assented) to specify, on a five-point Likert scale, the degree to which they agreed with each of 28 statements describing the cited document. Further, each author was asked to indicate the one attribute (of the 28) that was the "most important" in their decision to cite, and to answer nine "Yes" / "No" questions about "things that might have increased the likelihood that respondents would know about the reference" (such as whether or not they had ever "spoken directly or by phone" with the cited author). In their factor analysis of responses to the Likert items, Shadish et al. extracted a number of groups of moderately correlated factors; they then carried out a multiple regression analysis to test the relationship between degree of citedness and citing authors' perceptions of cited works -i.e., to determine which of the groups of factors was the best predictor of citation scores. Their results were that a highly cited work is more likely than a less-cited work to be the following:
1. perceived as an "exemplar" -i.e., as a classic reference in a field, as a "concept marker," as a representative of a particular genre, as one of the earliest works in a field, as authored by a recognized authority, as generative of much novel work, or as especially resistant to falsification; 2. old; 3. perceived as "high quality;" and 4. perceived as a source of a method or a design feature.
Most significantly of all, however, a highly cited work is less likely than a less-cited work to be perceived as "creative." Shadish et al. (p. 485) posit the existence of high quality but poorly cited articles "that are creative in a way that does not fit into existing conceptual frameworks or into accepted social norms for scholarship in an area." Shadish et al. were led from their findings to conclude that, although citation counts are correlated with perceptions of quality, quality is not the only factor that has an impact on citation counts, and other such factors are themselves not correlated with quality. Evidence is provided by the observations, firstly, that some work that is perceived as high quality (e.g., documents perceived to be "creative in a way that no one is ready to use") is not highly cited, and secondly, that some work that is highly cited (e.g., documents perceived to have "exemplar" status) is not perceived as high quality. As a result, it can never be possible, through examination of citation counts alone, to determine the level of quality of an individual document; and if citation counts continue to be used in university promotion decisions, the authors of "creative" works (for example) will find themselves to be at an immediate disadvantage.
Responding to calls for comparisons across disciplines, Case and Higgins (2000) set out to replicate Shadish et al.'s study, in a different discipline (communication studies) and using a slightly modified research design. Case and Higgins' analysis indicated that the two best predictors of citation counts were the citer's perception of the cited work as a "Classic" (i.e., in Shadish et al.'s terms, an exemplar), and the citer's having a "Social Reason" for citing (e.g., to demonstrate their familiarity with the important literature in the field, to cite a document published in a prestigious journal in the field, to appeal to the readers or reviewers of the journal in which the citing document is to be published, or to "establish the legitimacy" of the topic of the citing document). Case and Higgins take care to remind the reader (p. 642) that, as always, "results from one discipline may not be easily generalized to other disciplines;" but they tentatively conclude that one interpretation of their data might be to support the constructivist argument, that citations are "largely used to persuade." Certainly, Case and Higgins' identification of the importance of "Social Reasons" for citers in the field of communication studies is striking.
In a landmark study, White and Wang (1997) conducted interviews in 1995 with 12 faculty and graduate students working in the field of agricultural economics. Interviewees were questioned about their decisions to cite (or not to cite) documents that were either those in fact cited by the interviewees in the final reports of the research projects on which they had been working, or those identified as potentially relevant references by searches carried out in 1992. (White and Wang's citation study was part of a larger, long-term study of researchers' use of documents in general.) In their content analysis of the interviews, White and Wang identified a total of 314 individual decisions to cite or not to cite, and categorized each on the basis of (a) the citing author's judgment as to the contribution the cited document made to the citing paper; and (b) the criteria used by the citing author in choosing to cite the cited document. White and Wang were also able to identify (c) a set of "metalevel" concerns, i.e., beliefs held by the citer about the role and function of citation practice, and about the criteria by which such practice may be evaluated, that sometimes have an impact on individual citing decisions. White and Wang noted that their scheme of categories of the ways in which cited documents contribute to citing documents (by providing, for example, definitions of concepts, justifications of arguments, data, methods, or analogies) bears close similarity to other schemes (such as that devised by Peritz (1983) ) derived rationally rather than empirically; they also found that most of the criteria identified as being used in citation decisions were equivalent to those observed in their earlier study of the "document use decisions" (i.e., decisions to use or not to use documents retrieved in searches of bibliographic databases) made by interviewees in the early stages of their projects.
White and Wang concluded (p. 147) that "citing behavior is complex, multidimensional behavior" and summarized their findings roughly as follows. Firstly, the "topicality" and "content" of the cited document were the most commonly used criteria on which citation decisions were based, although numerous other criteria were used on multiple occasions. Secondly, the choice of criteria in a particular instance seemed to depend on the "frame of reference" or purpose prioritized by the citer at that instance (e.g., execution of the research project or of the immediate task, augmentation of the field, satisfaction of external judges, etc.). Thirdly, some "metalevel" beliefs influence citation decisions independently of considerations of the ways in which individual documents can be used: these include beliefs about the value (even the morality) of self-citing, of copy-citing (copying citations found in other citers' papers), of citing secondary sources, of citing articles from peripheral journals, and of citing to meet external judges' expectations. White and Wang suggest that it might be possible, on this basis, to identify particular styles or codes of citing, and that certain styles may be characteristic not just of individual citers but of disciplines.
Structuralism in link analysis
A concurrent development might be called the "structuralist" trend. This consists in the increasing interest in deriving explanatory models from sophisticated statistical analyses of the objective properties of both cited and citing documents, and of cited-citing document pairs. In studies designed from this perspective, citations (and non-citations alike) are considered as discrete events, each involving a pair (or dyad) of documents, one "potentially citing" (the origin, source, or "later," document) and one "potentially cited" (the target, destination, or "earlier," document). The decision taken by the author of a later document x to "cite" a particular earlier document y may be viewed as the result of an assessment that, in a given situation, the degree of relevance of the relationship between x and y exceeds a certain threshold, and consequently that this relationship should be explicitly represented in the form of a citation. From a graph-theoretic viewpoint, the universe of "potentially citing" and "potentially cited" documents may be regarded as a directed graph (Harary, Norman, & Cartwright, 1965) , each of whose nodes represents a document, and each of whose links represents the occurrence of a positive citation event -i.e., an assessment made by the author of a later document x that the relationship between x and an earlier document y is sufficiently relevant for it to be expressed in the form of a citation.
Each pair of documents may be characterized by multiple attributes of the origin, of the target, and of the relationship between origin and target. These attributes may be treated as the independent variables, whose level of correlation with the dependent variable (whether or not that pair of documents is the object of a citation event) is to be assessed. We may ask, for example, how much of an effect the nationality of the author of document y has on the probability that it will ever be cited (i.e., the probability that it will ever participate in a citation event); we may also distinguish this question from one that asks about the effect that the nationality of the author of document y has on the probability that it will be cited specifically in document x. Our conjecture might be not only that English-speaking authors are more likely to be cited, but also that this likelihood increases even further if the authors of the citing papers are themselves English-speaking. (For examples of studies of nationality and language self-citation, see Herman (1991) and Yitzhaki (1998), respectively.) What are the kinds of attributes that we might hypothesize as having an effect on the likelihood that an author will link a given pair of documents in a citation event? Many different variables have been identified in the literature as candidate factors; some of these were specified in the lists in the previous section on "Critiques of evaluative link analysis." Many studies have been carried out with the aim of determining the relative impact of these variables. An impressive recent addition is described by Baldi (1998) , who sampled 100 documents from the 384 painstakingly identified by Hargens (1993) as the totality of literature published between 1965 and 1980 in the field of celestial masers, a subfield of astrophysics. Baldi constructed an adjacency matrix containing (n 2 -n)/2 = 4950 binary values (where n = 100), each value of 0 or 1 representing an observation of the absence or presence, respectively, of a citation in later document i to earlier document j. Baldi went on to treat each of these observations as an event that could itself be described not only by the binary absence/presence property, but also by numerous properties of the later and earlier documents and of the relationship between them. Baldi's aim was to determine the impact of each of these latter properties (the independent variables), and of each of certain combinations of such properties, on the absence/presence property (the dependent variable). The properties that he found to have the most significant effect were the following (in order of strength):
1. sex of authors of cited document; 2. format of cited document; 3. shared sub-topic; 4. number of authors of cited document; 5. quality of cited document (Baldi measures "quality" by the frequency with which the cited document is cited in the third and fourth years after its publication, excluding self-citations and the citation from the citing paper itself under consideration). In other words, in the field of celestial masers, any given document j is more likely to be cited by any given document i if its authors are male, if it is not a book chapter, if it is about the same sub-topic as the citing document, if it has many authors, or if it has already been cited many times.
Baldi also found that, with the crucial exception of the sex of the cited author, none of the properties commonly highlighted by proponents of "constructivist" theories of citing had a significant impact. He concluded (p. 843), "... at least in the research area examined, one's position in the stratification structure of science is likely to be the result of the worth and usefulness of one's scientific contributions rather than the reverse, as social constructivists would have us believe." The implication of the first few words of Baldi's conclusion is clear: further comparison of citing practices within different disciplines is necessary if we are to determine how far results such as these may be generalized. Baldi hypothesizes that properties of cited authors may have rather less impact in the natural sciences than they do in the social sciences, since the former are "more codified" and are characterized by "greater consensus over what constitutes quality work."
In an earlier study with similar aims and methods, Peters and van Raan (1994) identified the following factors as predictive of citation counts:
1. the identity of the cited author; 2. the size of the cited paper's bibliography (i.e., the number of citations made in the cited paper); 3. the language of the cited paper (English papers being cited three times more frequently than those written in French or German); 4. the impact (or "prestige") of the cited journal; and 5. the Price Index (Price, 1970 ) of the cited paper (i.e., the proportion of citations made in the cited paper that are to works published in the last five years). Yet Peters and van Raan also concluded that all such predicting factors explained only 58% of the variance in citation counts. The implication is that other factors, perhaps less easy to operationalize and measure and hence not included in their study, must have considerable effect.
At a general level, the interpretivist and structuralist trends are oppositional, in that the former is characterized by an emphasis on the primacy of the citer's personal actions (influenced but not determined by context), whereas the latter consists in the renewal of interest in identifying probabilistic regularities and patterns that (as some might be tempted to say) "govern" human behavior. This should not be taken to imply, however, that a reconciliation is logically impossible, or even that evidence of both trends cannot be found simultaneously in single studies (see, e.g., White and Wang (1997) ).
The ethics of citers
Another trend consists in an increasing level of interest in understanding what White and Wang (1997) call "metalevel concerns" -i.e., the beliefs, attitudes, and opinions about the function and value of citing in general that are held by citers themselves. The set of such beliefs held by an individual citer -her opinions as to when and what, in general, she should cite -could almost be construed as her philosophy or ethic of citing. A distinction might then be made between "normative" ethics, held by citers who cite in the ways that they think they "should" do so, and "egotistical" ethics, held by those who cite in the ways that they believe will most benefit their own personal goals. Prior to the time-frame of the present article, Gilbert (1977) established the view of citing as an act of persuasion, by which the citer is concerned to convince the reader of the validity of the citer's own arguments; it is now commonplace for studies of citer motivation to distinguish a normative theory of citing from some version of a theory that attributes an egotistical attitude to the "average" citer. Baldi (1998) , for instance, refers to the "social constructivist" view; Case and Higgins (2000) to a "persuasional" strategy. The citing ethic of an individual may simultaneously involve both normative and egotistical values, and it will always be difficult to categorize individual acts of citation as having been guided by one or the other. It is clear, nevertheless, that contemporary researchers are rather more willing than their forebears to account for such acts in egotistical terms.
General theories of citing
Echoing Cronin (1984) , calls for a "theory of citing" have long been a regular feature of the bibliometric literature. In a discussion paper published in Scientometrics along with invited responses from such as Cronin (1998) , Egghe (1998) , and Kostoff (1998) , Leydesdorff (1998) re-articulates the plea ("Citation analysis calls for a theory of what is being analyzed; citation analysts consequently tend to be in need of theoretical legitimation" (p. 5)), and supplies a major contribution to the debate about the possibility and nature of a theory of this kind. Leydesdorff distinguishes between at least two things to be explained in any theory of citing: the citation per se, and citation analysis as an area of study. He sketches the histories both of citation practice (identifying shifts over time in the function and role of citations), and of citation analysis, positioning the latter in the framework provided by the interdisciplinary field of science and technology studies. He paints a rich portrait of the inherent complexity of citation practice, arguing that citation networks are dual-layered (the result of interaction between first-order, social networks of authors and second-author networks of "communications" or texts). He uses this distinction to demonstrate that any individual cited-citing pair may be viewed as an author-author, text-text, authortext, or text-author relation, as well as either at a disaggregated (micro-) level or at various (macro-) levels of aggregation, and suggests a two-facet taxonomy of the functions of citations on this basis. He further concludes that social and cognitive perspectives on citation practice are equally necessary; that there thus exists a multiplicity of theories of citation; and that it remains "uncertain" whether a meta-theory reconciling the insights, for example, of qualitative and quantitative studies is attainable.
We may nevertheless identify an increasing tendency for researchers to take seriously certain notions that are made explicit in interpretivist accounts of citing behavior: that citers' own interpretations of the meanings and roles of citation-related phenomena both influence and are influenced by the social structure of the scholarly community; that the citation researcher is as much a part of this community as the scholars whose behavior she is studying; and that the very occurrence of citation-analytic activity affects the phenomena that it is supposedly measuring (Woolgar, 1991; Luukkonen, 1997) . It is time, perhaps, for a critical theory of citing, that seeks not only to account for the mutual influence of social structures and citers' motivations, but that also leads the way for the researcher-citer to make a positive contribution to the development of a more equitable system of scholarly reward.
Writing, submission, and collaboration
Our focus in this chapter is on authors and on what can be learned about their scholarly communication behavior via bibliometric theory and method. Scholarly authors make relevance decisions throughout the cycle of their communication activities. The section above on "Linking" focuses on decisions to cite (i.e., to choose to create certain links between documents). Here the section on "Writing" focuses on decisions to write (i.e., to choose to create certain documents), the "Submission" section addresses decisions to submit documents to journals, and the "Collaboration" section focuses on decisions to work with other authors. All of these decisions (or the evidentiary records of decisions) may be viewed as events, and any study that involves the counting of such events may be viewed as a bibliometric study. Writing, submission, and collaboration are areas with great potential for bibliometric study, though we found less empirical research in these topics than expected. We summarize what we found, and suggest promising questions and methods for future research.
Writing
Writing is of interest because "a scholar makes his or her statement in the text, not in the reference list" (Paisley, 1990: p. 285) . Authors' choices of words in the text and titles of their publications can be studied to address questions such as the content of their publications, trends within fields, and the transfer of ideas from one field to another. Authors' word choices also can be used for evaluative purposes, especially in combination with linking studies. Methods for bibliometric studies of writing (sometimes called stylometrics) are similar to those of content analysis, a well-established area of research in communication and in psychology 16 . Both approaches count words in the text and titles. However, bibliometrics is concerned with characteristics of the text itself, while content analysis is concerned with the meaning of the text. Thus the two approaches are distinguished more by their purposes than by their methods (Paisley, 1990) . Typical examples of content analysis include Evans and Davies (2000) , who examined how males and females are portrayed in elementary school reading textbooks, and Lisovskaya and Karpov (1999) , who analyzed how ideologies represented in Russian textbooks varied between communist and post-communist periods.
Research productivity is an area long studied by bibliometricians. The statistical distribution of research productivity has been postulated to follow Lotka's law, namely that a small number of authors account for a large portion of the work produced (Gupta, Kumar, Syed, & Singh, 1996; Gupta & Karisiddippa, 1999; Rousseau, 1992a Rousseau, , 1993 Wagner-Dobler & Berg, 1995) . These and similar studies find that the empirical distribution fits Lotka's law to varying degrees. Various adjustments to the law are proposed for a better fit and issues of sampling and measurement are raised in these studies. Paisley (1990) proposed that the demographics of authorship was a potentially fruitful area for bibliometric research, and indeed we find some work in this area since. Meadows (1998) analyzes a wide range of demographic studies of authorship. Of particular interest are studies of differences in productivity and in type of publication by discipline. Disciplines vary by such factors as the number of authors per article (typically greater in the sciences than in social sciences and humanities) and the number of articles published (more per author in the sciences and medicine that in social sciences, medicine, and technology). Bonzi (1992) found similar distributions by disciplines in one large research university. Bates (1998) analyzed productivity by type of publication within one discipline (library and information science) in the four most productive universities in that field. She found that individual publication patterns tend to follow the discipline orientation of authors within this multi-disciplinary field. For example, humanities-oriented LIS authors tend to write books, while science and technology-oriented authors tend to write journal articles. Her data indicate that the ranking of authors and universities within discipline vary considerably depending upon what forms of publications are included in the dataset. Studies that use journal citation data (which are the easiest to obtain) as a surrogate for all forms of publication yield much different results from those that include books or those that include book reviews in authorship counts. Although the studies reviewed by Meadows (1998) suggest that when counts are adjusted by weighting the effort involved in different types of publication (e.g., books, articles, patents), outputs are similar across fields. Scholars' choices of the form in which they write appear to influence their recognition (as reflected in citation counts) considerably.
Other demographic variables applied to writing productivity include sex (Gupta, Kumar, & Aggarwal, 1999) , university (Budd, 1995 (Budd, , 1999 , "career age" (Bonzi, 1992) , and chronological age (Diamond, 2000) . Comparisons based on these demographic variables tend to anomalous. For example, writing output may increase with age, as scholars gain more funding and more collaborators. Conversely, productivity in writing output may decline with age. The latter result is usually attributed to an increase in administrative and other gate-keeping duties (reviewing, tenure and promotion committees, service in scholarly societies and academic governance, etc.) rather than to a decline in capacity (Diamond, 2000; Meadows, 1998) . We also found a large number of evaluative studies of the productivity of individual departments and fields, often in combination with citation analyses; most tend to be narrow in focus and primarily of local interest.
Writing style is another area of potential interest for bibliometric study. Diamond and Levy (1994) , responding to arguments that the field of economics "rewards obscurity and penalizes clarity" (Diamond, 2000) , analyzed texts with a grammar-checking program and compared the results to citations received. Their only significant finding was that passive voice was negatively related to citations received. Fortunately, they also found that the use of passive voice was decreasing over time.
We found a few other studies that fall on the boundaries of writing and other areas of interest. For example, although information seeking and use is outside the scope of the present chapter, some interesting work falls on the boundaries of information-seeking, writing, and citing. These are studies that ask questions about the relationship between the resources available to scholars to be cited and what those scholars choose to cite in their own writing (Harter, 1998; Harter & Kim, 1998; Jacobs, Woodfield, & Morris, 2000) . Similarly, while decisions of what to cite fall within the linking category for the purposes of the present article, White (2001) analyses citations made by authors as a characteristic of writing style. In an exploratory study of "citation identity" (the set of authors than an author cites), he selected four pairs of authors who work in similar areas. He found that citation identities are highly individualized, with authors having much different thresholds of what they consider acceptable numbers of citations per article and acceptable variety of citations over time. Some build all of their work on the same core set of cited authors, while others paint a broad sweep across topics and disciplines.
Several studies have employed bibliometrics to produce biographical sketches of authors. These studies fall somewhere between evaluative bibliometrics and studies of writing. White (2000) applies a wide range of citation and co-citation methods to characterize the writing and influence of Eugene Garfield, for example. Kalyane and Kademani (1997) produced a "scientometric portrait" of Barbara McClintock, who won the Nobel laureate in physiology.
Other research on scholarly productivity lies on the boundary with evaluative bibliometrics. Wouters (2000) comments that scholars' early objections to the development of citation indexes were founded on concerns that private knowledge about productivity and recognition would become public knowledge. Diamond (2000) , an economist, argues that measures of writing and productivity can be used to allocate scarce resources within the academy. In analyzing the academic labor market, he reports on studies (published prior to the time frame of the present chapter) which consistently found that the number of citations received is correlated with salary. Thus authors have an economic incentive to write more, and especially to gain citations for their work (Cronin, 1996) . As Diamond notes, citations vary more than salaries do, which suggests that intrinsic rewards may be driving writing behavior more than extrinsic ones.
The typical genres of scholarly publishing are partly artifacts of print publication. In a print world, journal articles are aggregated into journal issues and thence into volumes; conference papers are aggregated into proceedings volumes; and monographs are published as a whole (although they can be serialized, as was common in past centuries). In an electronic world, articles and papers are easily distributed individually because they need not be collected into convenient and economical packages for mailing, and monographs can be serialized online. Scholars may tend to write in smaller units when the technology and publication venues make it convenient to do so (Borgman, 2000b) . Even in a print world, authors tend to decompose their prior written documents and use parts of them in later publications (Bishop, 1999; Covi, 1999; Rayward, 1994) . Electronic publication allows individual chapters, sections, tables, and illustrations to be distributed. Similarly, electronic documents can be tightly coupled through hyperlinks, with a specific part of one paper linked to a specific part of another. Electronic publishing also offers the ability to update previous works, raising issues about when a revised document should be considered a variant on the previous version and when it should be considered a new document (Buckland, 1997) . We have not encountered studies that employ bibliometrics to examine units of writing and how they may change from print to electronic forms, and we suggest that this may be a fruitful area of research.
Submission
Sometime before, during, or after writing a document for publication, authors make a conscious decision about where to submit it. Authors are making relevance judgements when selecting a journal, conference, book publisher, e-print server, or other publication venue. Bibliometric methods are of limited value for capturing the motivations for submission, because the methods are inherently unobtrusive. However, bibliometrics can be used to analyze the record of where authors chose to submit their work, to corroborate other evidence about submission decisions, and to test hypotheses about submission patterns.
Scholarly documents represent ideas that authors own, or at least ideas for which they claim some rights (Van Raan, 2000) . They wish to position their work so that it will reach its intended audience and will bring them recognition, whether in the form of citations, acknowledgements, scientific prizes, or tangible property rights (such as patents). In selecting the "best" venue to submit the work, authors may draw explicitly on bibliometric evaluations such as journal impact factors (discussed earlier under "Linking"), or subjective opinions by colleagues on the most highly regarded journals, conferences, or publishers. Authors with sophisticated knowledge of how the literature in their field is controlled bibliographically can draw upon bibliometric indicators, directories that indicate where journals are indexed, and on a variety of other tools to position their work (Borgman, 1993 (Borgman, , 2000b . Robinson (1991) proposes a bibliometric method specifically for determining which journal is most appropriate for a given article, providing examples for the field of economics.
A few studies are starting to examine authors' choices between print and electronic journals (Harter, 1998; Kling & McKim, 1999; Schauder, 1994; Younger, 1998) . Harnad (1995) , Odlyzko (1995) , Okerson (1995) , and others predicted that electronic publishing would soon replace the bulk of print publishing for scholarly journals. The number of electronic journals has grown substantially since their predictions, although many of the new entrants are electronic versions of established print journals (Kling & McKim, 1999) . Data on comparative submission rates is difficult to obtain, due both to its proprietary nature and to the wide range of definitions of "electronic journal." Harter's (1998) data for 1995 on two of the most highly cited electronic-only journals showed that they published very small numbers of articles (4 each for the Online Journal of Current Clinical Trials and Psycoloquy) compared to print journals in their fields (median number of articles 107 and 30, respectively), confirming anecdotal reports that electronic-only journals are not attracting large numbers of submissions. Online databases of "eprints" and "pre-prints" such as the arXiv.org e-Print Archive 17 attract large numbers of submissions in fields such as high-energy physics, mathematics, and computer science (Ginsparg, 1994; Younger, 1998) . However, e-print servers are not the equivalent of journals; they are a repository and distribution mechanism for published and unpublished documents. Authors can submit articles that have been accepted by journals, adding the publication data at the time of submission to the e-print server or later when the article is published.
18 It is not yet clear whether electronic journals will supplant print journals, as originally predicted, or whether hybrid print and electronic forms will predominate. At present, it appears that electronic forms are favored for access and distribution, but print forms are favored as the permanent archival record of scholarship. Bibliometric studies of submission patterns to electronic-only, print-only, and hybrid journals will shed light on this important question.
The distribution of submissions is highly skewed, with a few top journals attracting large numbers of articles and many other journals attracting relatively few (S. . Cole asks whether this is evidence of the economic efficiency of the journal system, such that journals with high rejection rates necessarily publish the best papers, and thus attract other good papers and citations. He reviews the many arguments for and against this proposition (most of which have to do with social, rather than bibliometric, variables), concluding that the system is not efficient. Rather, much of the distribution has to do with self-selection by authors, who know which of their own work is best and which papers to submit to what journals. Odlyzko (1998) , who argues that electronic journal publishing is the most efficient and cost-effective solution to the spiraling costs of scholarly publication, also acknowledges the "perverse incentives" of authors to publish in prestigious journals regardless of journal prices.
Bibliometrics is not likely to shed much light on the motivations of authors for choosing where to submit their work, but it can provide evidence of what those choices are. Pierce (1999) , for example, uses bibliometrics to explore the behavior of "boundary crossing" authors. She identifies three forms of boundary crossing behavior: borrowing theory or method from other fields, collaborating with co-authors from other fields, and placing one's work in the journals of other disciplines. The latter is potentially the most effective form of crossing disciplinary boundaries, and can be studied bibliometrically. She identified 199 articles in four core journals of political science and sociology where the first authors were affiliated with other disciplines. Citation analyses revealed that these articles received more citations from the disciplines in which they were published than from their home disciplines, and more citations from other disciplines than from either the home discipline or the discipline of publication; thus she judged the boundary crossing to be successful. Pierce (1999) concludes that scholars are more able to place their work across disciplines than has been assumed in other studies of journal submission patterns.
Most bibliometric studies of the distribution of authorship fall in the category of literature dynamics or visualizing literature, which were addressed in recent ARIST chapters by Tabah (in press) and White and McCain (1997) . Wormell (1998) mapped the distribution of authorship by country of top LIS journals as a means of determining who is submitting to what journals. She also examined relationships between the geographic distribution of authors, citations, and subscriptions to determine the geographic scope of influence of these journals.
Collaboration
Collaboration is a significant factor in scholarly productivity. Just as the format of publication (e.g., papers, articles, books) and number of publications vary by discipline, so do collaborations and coauthorships (Bordons & Gomez, 2000; Meadows, 1998) . Solo research is the norm in some disciplines, particularly in the humanities, but also in mathematics, while collaborative research is typical of most scientific disciplines. Although co-authorship is often used as a convenient surrogate for collaboration (especially in bibliometric studies), it is but one aspect of collaboration. Bordons and Gomez (2000) , in their extensive review of recent bibliometric research on collaboration, summarize multiple aspects of this complex relationship and the associated methodological risks. For example, scholars may work together on a project but publish their results separately, and thus not appear as co-authors despite their collaboration. Conversely, individuals such as heads of laboratories may be listed as co-authors by social convention, but may not have participated directly in the research reported. In other cases, scholars may have multiple concurrent affiliations or may be visitors in someone's lab. Depending upon how affiliations are listed on a paper, intra-institutional collaboration may appear to be multi-institutional or multi-national, and vice versa. Bibliometric studies of collaboration usually require data on the names of individuals and their affiliations. The ISI citation databases are essentially the sole source for such information, which limits the scope of this type of research.
Bibliometric studies of collaboration generally conclude that the amount of collaboration between scholars (usually as evidenced by number of co-authors) is growing, and that the degree of collaboration continues to vary greatly by field (Arunachalam, 2000; Bordons & Gomez, 2000; Meadows, 1998; Pao, 1992; Russell, 2000) . Reasons for the growth in collaboration are many. One is the increasing specialization within disciplines, such that multiple partners are often needed to tackle complex research problems. Another is economics, given the need to amortize expensive laboratory equipment, computers, data, and other resources across multiple researchers and projects. Yet another is sources of funding that encourage larger projects (Bordons & Gomez, 2000) . Higher rates of collaboration are usually associated with higher productivity, although counts will vary based on the method of allocating authorship (one credit for each publication vs. partial credit based on number of authors, etc.).
Collaboration is a form of boundary crossing between disciplines (Pierce, 1999; Qin, Lancaster, & Allen, 1997) , although determining disciplinary affiliations of authors is a complex exercise that influences the outcomes of such studies. Kretschmer (Kretschmer, 1993, 1997; Persson & Melin, 1996; Persson, Melin, Danell, & Kaludis, 1997; Persson & Beckman, 1995) are among the authors who have explored co-authorship and collaboration across international boundaries and identified evidence of invisible colleges.
Studies of collaboration often are a form of evaluative citation analysis, as discussed earlier under linking. They can be used to assess the level of partnerships between countries and between laboratories, for example. Similarly, many studies of collaboration fall in the category of mapping literatures that is outside the scope of this review.
Conclusions
The circumstances of scholarly communication have changed radically in the decade covered by this review. A large and growing portion of scholars' communicative activities are conducted via computers and networks: interpersonal interaction with colleagues, searching for information, writing, submitting works for publication, reviewing, collaborating with colleagues, and the conduct of research itself. More of the content of scholarly publications is available online, whether published electronically, published concurrently in print and electronic forms, or published in print and later collected into digital libraries. Once online, documents can be linked electronically. Citations, acknowledgements, datasets, and other indicators of relationships between documents become active links whose paths can be followed through networks. Both the content and the links can be treated as indicators of scholarly communication, thus providing rich new data sources for bibliometric study. As scholarly communication evolves and as methods for studying it improve, opportunities become available for new theory, method, and topics of inquiry.
Our goal in this review was to identify the research areas, methods, and theories that have been explored at the intersection of scholarly communication and bibliometrics during the decade since the last major review and to identify which of these opportunities have yet to be pursued. We found even more activity in these areas than we could review, so narrowed our focus to the study of scholars as authors. We required that studies be concerned with what could be learned about scholarly communication via bibliometrics, including both studies that use bibliometrics and those that study the use of bibliometrics. Thus we excluded behavioral studies of other scholarly activities such as information searching and peer reviewing, as well as the large body of research that employs bibliometrics to map literatures but does not have an explicitly behavioral component. Even with these constraints, and without claiming to be comprehensive, we have reviewed studies reported in more than 200 publications. We found that some aspects of scholarly communication and bibliometrics have been addressed extensively, while others are only beginning to be explored.
The area that continues to receive the most attention, not surprisingly, is evaluative bibliometrics. Bibliometrics offers a wide range of methods and measures for evaluating scholarly productivity and for comparing the recognition of individuals, groups, fields, universities, nations, and other aggregates. Evaluative studies are based on assumptions, whether implicit or explicit, about how and why the authors of one work cite other works. We are finding that while the methods and measures for evaluative bibliometrics are becoming more sophisticated, the defenses and critiques of citation-related behavior also are becoming more sophisticated. Many of the implicit assumptions about scholars' choices of what to cite are being called into question. Similarly, the validity of some widely accepted measures is being questioned. At the same time, new theories and new methods are available for examining those assumptions and pursuing better ways of accounting for scholarly behavior.
Among the most promising developments are new theories of citation-related behavior and new bibliometric concepts, for example viewing citation choices as judgments of relevance or of trust. Also of interest are studies of social networks in electronic environments and the explicit application of bibliometric methods to the study of the World-Wide Web.
We found less activity than expected in bibliometric research on scholars' activities in writing, in submitting for publication, and in collaboration. Given that scholars actually make their claims in their text rather than in their citations, and we now have direct access to their text, this area seems ripe for bibliometric study. Some bibliometric research has been done on scholarly productivity across disciplines, boundary-crossing activities, choices in submitting to print and electronic journals, and other judgments in where scholars choose to place their work. We also found studies that challenged the use of coauthorship as a surrogate for collaboration, exploring other means of assessing scholars' behavior in working together.
Overall trends in scholarly communication and bibliometrics reflect larger trends in social science and technology research. Part of what we are seeing is a tension between structural and interpretive approaches and between quantitative and qualitative methods. Our review identified developments in theory and method on all of these fronts. We are seeing interesting new measures and models, and significant new interpretations of scholarly behavior. We view these developments as complementary, for each challenges the other. Models must be explained, and theories must be validated. Some of the territory reviewed has been deeply mined, while research in other areas has barely scratched the surface. A plethora of opportunities and challenges remain for those wishing to investigate this rich territory. Yitzhaki, M. (1998) . The "language preference" in sociology: Measures of "language self-citation", "relative own-language preference indicator", and "mutual use of languages". Scientometrics, 41, 243-254. 
