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SUMMARY
Natural evaporite dissolution in the subsurface can lead to cavities having critical dimensions in the sense
of mechanical stability. Geomechanical effects may be significant for people and infrastructures because
the underground dissolution may lead to subsidence or collapse (sinkholes). The knowledge of the cavity
evolution in space and time is thus crucial in many cases. In this paper, we describe the use of a local
nonequilibrium diffuse interface model for solving dissolution problems involving multimoving interfaces
within three phases, that is, solid–liquid–gas as found in superficial aquifers and karsts. This paper gener-
alizes developments achieved in the fluid–solid case, that is, the saturated case [1]. On one hand, a local
nonequilibrium dissolution porous medium theory allows to describe the solid–liquid interface as a diffuse
layer characterized by the evolution of a phase indicator (e.g., porosity). On the other hand, the liquid–gas
interface evolution is computed using a classical porous medium two-phase flow model involving a phase
saturation, that is, generalized Darcy’s laws. Such a diffuse interface model formulation is suitable for the
implementation of a finite element or finite volume numerical model on a fixed grid without an explicit treat-
ment of the interface movement. A numerical model has been implemented using a finite volume formulation
with adaptive meshing (e.g., adaptive mesh refinement), which improves significantly the computational effi-
ciency and accuracy because fine gridding may be attached to the dissolution front. Finally, some examples
of three-phase dissolution problems including density effects are also provided to illustrate the interest of
the proposed theoretical and numerical framework.
KEY WORDS: solid–liquid–gas; moving interface; porous; dissolution; three phases; diffuse interface
model; AMR
1. INTRODUCTION
Underground cavities may be created by dissolution triggered by groundwater flows [2, 3], mining
processes [4], and in situ combustion such as in underground coal gasification [5]. Mechanical effects
such as subsidence and collapse (local or global) may be expected [6] hence posing a risk problem. As
usual, risk analysis would highly benefit from numerical predictions. Two-phase dissolution processes,
involving liquid–solid dissolution, were extensively studied and have been the subject of numerous
researches [7–10]. Many numerical models were developed to simulate the two-phase dissolution
problems with a moving interface, such as moving, deformable meshes or ALE [11], front-tracking
methods [12–14], front-capturing methods [15–17], and diffuse interface methods [1, 18–20].
However, in many cases (in karstic formations for instance [3]), the cavities are not necessarily filled
up by liquid (water in this case) but also by a separated gas phase, foe example, air or other gases, as a
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function of hydrological conditions. Under such a situation, the traditional two-phase dissolution mod-
els for tracking the moving interface cannot be used anymore. Because the three phases coexist in a
defined evolving spatial domain, we will refer to this case as a three-phase dissolution problem. In the
following, dissolution will be only considered to occur at the solid–liquid interface. Even if gas does
not participate in the dissolution in the sense that there is no solid mass transfer to the gas domain,
its presence influence the dissolution process and the cavity morphology, as the position of the solid–
liquid interface may gradually lower down with the dissolution process, as shown in Figures 1 and 2,
or change because of the modification of the liquid flow conditions.
Currently, most studies concerning three-phase dissolution problems are related to multiphase flows
with dissolution in porous media, and the phase interactions are advanced by reactive models, such
as aqueous–oil–gas compositional model for CO2 injection [21], volatilization of light, nonaqueous-
phase liquid sources migrating on the groundwater table [22], dynamic marine gas hydrate systems
at the seafloor [23, 24], transport of colloids in unsaturated porous media [25], mass transfer char-
acteristics of three-phase monolith reactors [26], and so on. However, very few numerical studies of
three-phase dissolution problems are focused on the evolution of multimoving interfaces. As far as we
know, Bohm et al. [27] proposed a one-dimensional moving-boundary model to simulate corrosion in
sewer pipes by hydrogen sulfide, Sripada et al. [28] simulated a three-phase problem (solid, liquid, and
the ambient medium-plasma/gas) with two simultaneously moving phase interfaces during the heat-
ing of metallic wire electrodes, and Ceseri and Stockie [29] developed a mathematical model for a
three-phase free boundary problem in one dimension involving gas, water, and ice. All these works
track the moving interfaces explicitly. However, they are only designed for one-dimensional cases or
very simple geometries. Because of the various moving interfaces, numerically simulating this kind of
dissolution problem is a difficult task. Therefore, for the three-phase dissolution case concerned in this
paper, reference studies are rare.
Because few papers have been published concerning the physical modeling and the numerical com-
putations of the three-phase dissolution problem involving moving interfaces, the goal of this paper is
Figure 1. Schematic representation of the three-phase (solid–liquid–gas ) dissolution problem and the
spatial distribution of each phase with dissolution driven by liquid–solid interaction.
Figure 2. Schematic representation of the three-phase dissolution problem in a porous geological formation
with a dissolving lens.
Figure 3. Schematic representation of the ‘phase indicators’ behavior at the various interfaces.
mainly to develop and analyze such a three-phase dissolution problem. The originality of our approach
is based on coupling a diffuse interface dissolution model, as developed in [1], with a two-phase flow
model that will also represent the liquid–gas interface by a diffuse layer. This last point will be dealt
with by the use of a porous medium two-phase flow model, owing to its numerical robustness. In order
to achieve our goal, we will use as phase indicators not only the total volume fraction of the fluid
phases (i.e., porosity), "f , but also the saturation of the liquid phase, Sl . Therefore, "f and Sl vary
from 0 to 1 at the solid–liquid interface and liquid–gas interface, respectively. The variations of these
two ‘phase indicators’ across the various interfaces are summarized in Figure 3.
In [1], the use of a diffuse interface model (DIM) based on a porous medium theory was investi-
gated for purely solid–liquid dissolution. The model was based upon a local nonequilibrium theory,
as discussed in [10, 30]. With a proper choice of parameters (mainly the effective diffusion and the
exchange coefficient, as will be discussed later in this paper), it was shown that the DIM can represent
accurately the exact solution, after a short transient stage, and that the development of convective insta-
bilities in the boundary layer near the diffuse interface could be simulated. This latter aspect is very
important because various instability patterns have been observed for dissolving interfaces [1, 3, 31],
either caused by dissolution instabilities or by coupling with hydrodynamic instabilities (such as, for
instance, natural convection). This model is adopted in the three-phase dissolution model developed in
this paper for the treatment of the liquid–solid interface. For the treatment of the liquid–gas interface,
the popular Richard’s equation could be used to describe the kind of unsaturated flow we are interested
in. However, it has not been chosen in our case because, in Richard’s model:
1. The gas pressure is assumed to be constant so that the gas-phase velocity cannot be computed,
which render the model unable to calculate pressure built-up that may occur in some cavities, for
instance karstic cavities.
2. Variations of the composition of the gas phase cannot be computed either, which may prevent
the use of such a model, for instance for karst dissolution where the transport of CO2 may play
a prominent role.
In order to avoid these drawbacks, we chose to use the classical multiphase porous medium model
based on the generalized Darcy’s laws [32]. Generalized Darcy’s laws may be extended to take care of
some flow inertia effects, and this can be an advantage to obtain a more accurate description of momen-
tum balance in various contexts [33–35]. The idea behind the proposed model could be extended to
a Navier–Stokes/Darcy–Brinkman/Darcy–Forchheimer model, thus providing a more realistic viscous
flow model for a pure fluid cavity. This is indicated in the mathematical model, whereas this fea-
ture has not been implemented yet in the numerical implementation used in this paper. To summarize
the model features, the evolutions of the diffused interfaces are governed by both the solid–liquid
dissolution model and the generalized multiphase porous medium model. In the following sections,
we will present the three-phase model and the proposed DIM model. Subsequently, examples of the
results that can be obtained from the proposed model are presented on the basis of a finite volume ele-
ment numerical formulation including adaptive mesh refinement (AMR), this latter feature being very
useful to follow accurately the interfaces. Results for two 2D test cases will be presented, one with
an impervious salt solid lens embedded in a porous medium domain, the other with a permeable lens.
Density gradient will also be taken into account to emphasize the impact of salt convective plumes on
the dissolution pattern.
2. THE ORIGINAL THREE-PHASE DISSOLUTION MODEL
In this section, we introduce the different balance equations describing dissolution problems with an
explicit treatment of the interfaces, that is, for problems of the type illustrated in Figure 1. Although
real problems may involve complex chemistry processes, we only consider here a simple dissolution
problem involving three phases, solid, liquid, and gas, whose properties are noted with indices s, l,
and g, respectively. The solid phase is supposed to contain only chemical species A (for example salt).
We suppose also that the liquid phase contains only species A and B (B corresponding to the solvent,
i.e., pure water in groundwater applications). The gas phase will be treated like a single constituent
mixture (i.e., the pseudo-component being air in our context). In a first approach, the dissolution of
the gas species in the liquid phase is neglected‡. With these assumptions, the balance equations for the
problem with explicit interfaces, as illustrated in Figure 1, have the following forms.
The mass balance equation for the solid phase of density s is written as follows:
@s
@t
Cr  .svs/D 0 (1)
where vs (the solid velocity) is in general equal to 0 (the referential is linked to the solid phase).
The total mass balance equation for the liquid phase of density l is given by
@l
@t
Cr  .lvl /D 0 (2)
where vl is the liquid velocity.
The mass balance equation for species A in the l-phase is written as follows:
@ .l!Al /
@t
Cr  .l!Alvl /Dr  .lDAlr!Al / (3)
where !Al represents the mass fraction of species A and DAl the diffusion coefficient of species A
in the liquid phase. Here, we have adopted a simple diffusion model assuming we are dealing with a
binary mixture [36].
The mass balance equation for the gas phase is given by
@g
@t
Cr 
 
gvg

D 0 (4)
where vg is the gas velocity and g is the gas density.
The momentum equations correspond to the Navier–Stokes equations for the liquid and gas phases,
that is, we have
@ .lvl /
@t
Cr  .lvl ˝ vl /D .rpl  lg/Clr2vl (5)
@
 
gvg

@t
Cr 
 
gvg ˝ vg

D 
 
rpg  gg

Cgr
2vg (6)
‡It would certainly be necessary to take into account the dissolution of CO2 in the water if we wanted to solve carbonate
dissolution problems.
where g is the gravity acceleration, pl and pg the liquid and gas pressures, and l and g the liquid
and gas dynamic viscosities.
Thermodynamic equilibrium at the solid–liquid interface (denoted by Asl in the following ) requires
that the chemical potentials for each species are equal. Therefore, for the special binary case under
investigation, we have the following relation:
QAl .!Al ,pl ,T /D QAs .!As ,pl ,T / atAsl (7)
where QAl and QAg are the liquid and gas chemical potentials for A, T is the temperature, and !As
is equal to 1 because we are dealing with a pure solid species. This results in a classical equilibrium
condition for species A, that is,
!Al D !eq atAsl (8)
The mass balance for species A at the solid–liquid interface gives
.l!Al .vl  wsl / lDAlr!Al /  nsl D s!As.vAs  wsl /  nsl atAsl (9)
where wsl represents the velocity of the interface, vAs the velocity of species A in the solid phase,
and nsl the surface normal directed from the s-phase towards the l-phase. Because the solid phase is
mono-constituent, the aforementioned expression can be transformed into the following one:
.l!Al .vl  wsl / lDAlr!Al /  nsl D s.vs  wsl /  nsl atAsl (10)
because !As D 1 and vs D vAs . The total mass balance at the solid–liquid interface gives
l .vl  wsl/  nsl D s.vs  wsl/  nsl atAsl (11)
The two equations, Eqs. (10) and (11) allow us to write the following relation:
.l!Al .vl  wsl / lDAlr!Al /  nsl D l .vl  wsl /  nsl atAsl (12)
The no-slip boundary condition at the solid–liquid interface yields
vl  nsl .nsl  vl /D vs  nsl.nsl  vs/ atAsl (13)
At the solid–gas interface, because solid and gas do not react and solid is immobile, the boundary
condition can be expressed as,
vs D vg D 0 atAsg (14)
At the liquid–gas interface, the mass balance and the no-slip boundary conditions give
vl D vg atAlg (15)
Finally, the boundary condition associated to the momentum balance at the liquid–gas interface
reads
 nlgpl Clnlg 
 
rvl Crv
T
l

D nlgpg Cgnlg 
 
rvg Crv
T
g

C 2Hlgnlg (16)
where  is the liquid–gas interfacial tension and Hlg denotes the mean curvature of the interface. In
most cases involving large cavities, Hlg will be neglected.
Eqs. (1) through (16) provide a closed system of equations to solve for three-phase dissolution
problems. A numerical solution may be obtained readily for the problem without dissolution using
front-tracking or front-capturing methods [12], for example, ALE [11], level-set [16], and so on.
Indeed, implementation of volume of fluids methods can be found in most commercial CFD codes.
However, the presence of multimoving interfaces, with a dissolution mechanism starting at the triple
line, increases the implementation difficulties. To overcome these difficulties, and with the objective
of working on underground cavity formation problems, we test in this paper a DIM based on a porous
medium theory. This is the objective of the following section. In addition, the resulting model can be
used to deal with a real porous medium problem, such as the one outlined in Figure 2.
3. DIFFUSE INTERFACE MODEL
Diffuse interface methods for single fluid/solid dissolution problems have proven their efficiency in
comparison with methods involving the explicit treatment of the interface, such as ALE methods for
instance. Advantages of DIM methods as outlined in the introduction are
 The absence of an explicit treatment of the interface allowing for easy solving of problems with
complicated geometry. Indeed, dissolution often creates complex topological patterns (corners,
spikes, etc.) which makes the use of explicit treatment much more difficult. This is a true advan-
tage if the chosen DIM method does not require reconstruction of the interface, which is the case
with the local nonequilibrium porous medium theory discussed in [1]. This is the objective of this
paper, to look at an extension of these results for the three-phase dissolution problem.
 Fixed grid may be used, which offers the possibility of very efficient numerical implementations
(AMR, flexible domain decomposition and parallelization, etc.).
A discussion about the use of a DIM method based on a local nonequilibrium dissolution model for
porous media can be found in [1]. In such a model, the solid–liquid interface becomes a diffuse inter-
face or region characterized by a porosity variation. We extend this idea here to the case of three-phase
dissolution problems by treating the liquid–gas interface as a diffuse region characterized by a fluid
saturation variation using a classical multiphase flow porous medium model, that is, on the basis of
generalized Darcy’s laws. The complete DIM equations are presented in the succeeding text. We refer
the readers to [1] for a thorough analysis of the relationship between the porous medium model and
the original fluid-scale dissolution problem. Without further discussion, the averaged mass balance
equations for the solid phase and liquid phase can be written as follows:
@s"s
@t
D Ksl  Ksg (17)
@l"l
@t
Cr  .lVl /DKsl CKgl (18)
where "s represents the solid volume fraction (volume of s in a control volume V divided by V), "l
represents the liquid volume faction, Vl represents the liquid averaged velocity or filtration velocity,
and Ksl , Kgl , and Ksg refer to the mass exchange between the solid phase and the liquid phase, the
gas phase and liquid phase, and the solid phase and gas phase, respectively. Ksl can be expressed as
Ksl D
1
V
Z
Asl
nsl  l .vl  wsl/ dA (19)
where wsl is the velocity of the solid–liquid interface.
According to [1], this equation can be transformed through the averaging process as
Ksl D l˛
 
!eq  Al
 (20)
where Al is the intrinsic volume average of !Al , ˛ is a volume exchange coefficient depending on
the liquid volume fraction, "l , and DAl , that is,
˛ D f .DAl , "l / (21)
This function may have several expressions, depending on the choice of the unit cell representative
of the porous medium geometry [10, 37]. If one wants only to recover a diffuse interface as close as
necessary to the sharp interface corresponding to the fluid–solid problem described in Section 2, it is
shown in [1] that the expression ˛ D ˛0.1 "2l / is a relatively good choice, the thickness of the inter-
face being adjusted by tweaking ˛0. Typically, after a transient stage during which there is a significant
difference between the DIM results and the sharp interface results, the diffuse interface reaches a con-
stant thickness, and the velocity of the dissolving ‘interface’ becomes equal to the one of the sharp
interface model (see Figure 10 in [1]).
Similarly, Kgl can be expressed as
Kgl D
1
V
Z
Agl
ngl  l
 
vl  wgl

dA (22)
where wgl is the velocity of the gas–liquid interface. Because wgl equals vl (and vg ) at the gas–liquid
interface (no-phase change), Kgl can be neglected.
Similarly, Ksg equals 0 because there is no mass exchange between the solid and gas.
Consequently, the averaged mass balance equation for species A can be written as follows:
l"l
@Al
@t
C lVl  rAl Dr 
 
lDAl  rAl

CKsl (23)
where D
Al
represents the effective diffusion/dispersion coefficient. For a diffuse interface approach
of the problem in Section 2, it is expressed as a function of DAl and "l such as, for instance (see
Discussion in [1]),
DAl D f .DAl , "l /D "lDAlI (24)
With such a correlation, the diffusion coefficient will be essentially nonzero and equal to the
‘physical’ coefficientDAl , when "l D 1, that is, in the fluid phase.
Eqs. (17) through (24) correspond to the equations for the solid–liquid dissolution problem. For the
three phase dissolution problem, these equations must be slightly modified as follows. We define "f as
the porosity or volume fraction of the fluids (liquid + gas) filling the ‘pore-space’ and Sl as the liquid
phase saturation. We have
"s C "f D 1 (25)
"l D "f Sl (26)
and the previous equations become then
@s"s
@t
D Ksl (27)
@l"f Sl
@t
Cr  .lVl /DKsl (28)
l"f Sl
@Al
@t
C lVl  rAl Dr 
 
lDAl  rAl

CKsl (29)
where Ksl also inherits the form of Eq. (20),
Ksl D l˛
 
!eq  Al
 (30)
Fundamentally, these equations may be used for dealing with general porous media problems. If the
dissolving region is thick, the effective properties have true physical meanings and must be described
accurately. For instance, in classical geochemistry models, they are supposed to depend solely upon
the porosity. It is, however, well known that historical effects may be at play, making it very difficult to
justify such simple dependencies [38, 39]. Because we are interested in this paper in solving dissolu-
tion problems with sharp interfaces, either in the original fluid–solid problem or in the case of a porous
medium, there is some flexibility in the choice of the effective parameters, D
Al
and ˛.
In order to obtain correlations for the mass exchange coefficient ˛ and the effective diffusion coef-
ficient D
Al
for this DIM model with three phases, let us have a look at the phase repartition in the
volume shown in Figure 4, which is used to obtain the averaged equations. Several configurations
may be obtained which, in turn, require a specific behavior for the effective properties. The first one
Table I. Mathematical requirements
for the effective parameters.
Configuration D
Al
˛
"f Sl
0 0 0 0
2 Œ0, 1 0 0 0
2 Œ0, 1 2 Œ0, 1 >0 >0
1 0 0 0
1 1 DAl 0
Figure 4. Schematic representation of the repartition of the three phases.
is that there should not be a dissolution source/sink term in the equations when the solid phase is not
present or when the liquid phase is not present. In addition, the transport properties of the original prob-
lem should be recovered when the fluid saturation is equal to 1. These requirements are summarized
in Table I.
Because the interface is considered as an artificial porous medium, many different correlations can
be used which satisfy these requirements. In the case with only the solid and liquid, several differ-
ent correlations were tested as referred to [1]. It showed that the change of correlations might change
the diffuse interface profile and the speed to reach the constant mass exchange, but would not lead to
fundamental difference for keeping the mass conservation. The optimum correlation was obtained to
be ˛ D ˛0.1  "2f / compared with ˛ D 4˛0"f
 
1 "f

, ˛ D ˛0
 
1 "f

, and ˛ D ˛0
 
1 "f
2
.
For the three-phase dissolution case under study in this paper, this situation will not change signifi-
cantly because the gas does not react with the solid. We tested several correlations in the three-phase
dissolution situation and a minimal set that worked had the following form:
˛ D ˛0

1 "2f

Sl (31)
DAl D ."fDAlI/Sl (32)
Concerning the gas phase, its averaged mass balance equation can be written as follows:
@g"f .1 Sl /
@t
Cr 
 
gVg

D 0 (33)
where Vg represents the gas phase filtration velocity.
For the liquid–gas flow, the averaged momentum balance equations are written using the classical
generalized Darcy’s law [32]:
Vl D 
Kkrl
l
.rPl  lg/ (34)
Vg D 
Kkrg
g
 
rPg  gg
 (35)
where K refers to the absolute (or intrinsic) permeability tensor and krl and krg are the relative per-
meabilities of the liquid and gas phases, respectively, in function of saturation. It must be emphasized
that these momentum equations cannot reproduce accurately the pressure and velocity field for the
pure fluid case. In such a case, the equation for the gas or liquid phase should revert to Navier–Stokes
equations when the gas or liquid phase saturation is equal to 1 and "f D 1. A continuous model for
the DIM interface would make use of a penalized version of the Navier–Stokes equations such that
(restricted here to an anisotropic medium)
@˛V˛
@t
Cr  .˛V˛V˛/D rP˛ C ˛gC˛r2V˛  
˛
Kkr˛
V˛ ˛ D l ,g (36)
where the permeability K reaches a big value when in the pure fluid phase ˛. Eqs. (34) and (35) are
coupled via a capillary pressure relationship such that
Pg  Pl D Pc.Sl / (37)
Following the work of [1], the permeability tensor K may be conveniently chosen as (restricted here
to an isotropic medium)
K DKe"2f I (38)
whereKe is a constant and when one is simply interested in using the DIM for sharp dissolution fronts.
In that case, Ke must be large enough for the case with fluid–solid dissolution in order to recover the
Navier–Stokes equations§ and must have the real porous medium value otherwise.
Among other choices, Brooks–Corey equations [40] can be used to calculate krl , krg , and the
capillary pressure Pc , as a function of Sl . To recover the problem in Section 2, with a sharp liquid–gas
interface, we can use, for instance and as a first approximation, a linear relation for krl , krg , and Pc
with the liquid saturation Sl .
4. NUMERICAL SIMULATION AND EXAMPLE
The ability of DIM to simulate accurately solid–liquid dissolution problems has already been assessed
in [1]. In the three-phase case, it remains to verify that the introduction of the liquid saturation allows
to control the solid–liquid dissolution problem and that the movement of the (diffuse) triple line (line
belonging to the three phases) is correctly handled by the model.
To achieve this goal, we built a 2D test case with all necessary features to validate the model. In order
to have an intersection between the liquid–gas boundary and the dissolving solid phase, we adopt the
configuration depicted in Figure 5. This can be seen as a fluid or highly permeable (and porous) cavity
having a low permeability porous or solid lens located in the middle of the domain.
We will suppose that this porous block is made of salt or halite (NaCl). Although coupling with
the heat equation could be implemented easily, the domain will be assumed at a constant tempera-
ture, which is an acceptable approximation in the context. In most cases, dissolution on a real system
requires to take into account the coupling with solid mechanics because deformation or stability may
impact the dissolution phenomena. Although this coupling of dissolution and mechanical behavior is
out of the scope of this study, this global problem will be analyzed in future works.
Density variations with concentration will be incorporated in the model. This may have strong
consequences on the dissolution process. Indeed, it has been shown in [1] and in [31] that convec-
tive instabilities may develop in the mass boundary layer near the dissolving interface and that these
convective plumes coupled with dissolution may lead to different shapes of the dissolved interface.
Because of the relative thinness of the boundary layer, the spatial scale of these plumes may be small
§In that case, isotropy is the correct property.
Figure 5. 2D test case for three-phase dissolution.
Table II. Parameters used for the simulation corresponding to
typical values for a water–salt (NaCl) dissolution problem.
Parameter Value Unit
l 1.0 10
3.1C 0.7385!Al / Kg/m3
s 2.165 10
3 Kg/m3
g 1 Kg/m3
l 1.2 10
 3 Kg/ms
g 1.8 10
 5 Kg/ms
Dsalt 1.3 10
 9 m2=s
!eq 0.27 —
Ke 1 10
 9 m 2
as we will see later in this paper. To avoid performing simulations with a huge number of grid blocks,
we choose a sufficiently small size of the salt block, 6-cm long and 4-cm high. The block is located at
the center of the domain.
Because we also want to check that the movement of the triple line and its impact on dissolution
is properly handled, we chose boundary conditions that would generate such a triple line movement.
Pure water is injected at the bottom of the left side of the domain with a constant velocity over a height
of 1.5 cm. The brine solution is produced from a 1.5-cm high outlet at the bottom of the right side.
A gas cap exists in the upper part with an open hole at the top at a constant pressure P0. During the
dissolution process, the decrease of the solid volume in the cavity, coupled with the boundary condition
of the gas phase which relaxes the pressure, will lead to a change in the gas–liquid interface position,
thus allowing to test for the handling of a moving triple line.
The parameters used for the examples are presented in Table II. The liquid–gas interface is initially
located at a height of 6 cm.
4.1. Numerical computations
Four mass balance equations, Eqs. (27)–(29), and (33), must be solved in this model. The veloc-
ity in these equations will be given by the momentum balance Eqs. (34) and (35). The problem is
solved using a fully implicit finite volume method and a full Newton–Raphson scheme. In terms
of space discretization, the whole domain is discretized into a 400  240 Cartesian grid, and clas-
sical second-order accurate schemes are applied. The choice of this grid size was obtained after a
grid convergence study by comparing the solutions using different grids from coarser to finer. Once
a finer grid does not change the solution significantly, we consider that the grid size has reached
convergence.
Let us emphasize that, in order to perform the calculations presented in this section, we developed
our own transport numerical code. It was tested and validated for elementary transport problems by
comparison with analytical solutions and results from other commercial softwares.
Figure 6. Results of the three-phase dissolution model for "f , Al , and Sl at time D 2000 s (on the left)
and at timeD 20, 000 s (on the right).
4.2. Results
The simulation results using the three-phase DIM code are plotted in Figure 6 for two times, one at the
beginning of the dissolution process (2000 s), the other after a significant dissolution time (20,000 s).
The first couple of pictures corresponds to the porosity or fluid fraction. First, one can observe by ana-
lyzing the space distribution of the fluid fraction that the diffuse interface remains relatively sharp all
along the simulation, as expected from the previous sensibility analysis performed in [1]. Second, the
solid–air interface is not the siege of dissolution mechanisms, except in the triple line region. Although
we do not have any reference solutions to compare with, the movement of the triple line obeys the
expected mechanisms and seems correctly handled. The final shape of the salt dissolved domain is
quite complicated. It has a typical ‘anvil’ shape which can be explained as follows:
1. On the left, fresh water arrives and flows downward along the left face. The dissolution power
decreases along the surface because of increasing concentration along the mass boundary layer
while, at the same time, the decrease of the solid volume creates a movement downward of the
triple line. As a consequence, the point of maximum dissolution, near the triple line, goes down,
thus creating the left side of the ‘anvil’.
2. On the right side, a gravity-induced boundary layer is initiated, which brings some fresh water at
the top near the triple line. The dissolution power decreases also downward, hence the right face
of the ‘anvil’. Overall, the amount of solid dissolved is smaller than on the left side because of a
lesser influence of forced convection.
3. Finally, convective plumes are initiated also at the bottom of the ‘anvil’ and flushed away by
forced convection, hence producing the characteristic curved surface observed in the figure.
The second line of pictures shows the salt mass fraction at these two different times. It clearly shows
the development of the boundary layers previously described as well as the convective plumes, which
trigger a higher dissolution rate in some areas.
The last line of pictures corresponds to the liquid saturation. Its value in the solid domain is a pure
numerical artifact because of the field initialization and does not contribute to the mass balance nor
the momentum balance. The water level is lowering down with the salt dissolution. Combined with
the fact that dissolution is higher at the top of the liquid immersed surfaces because of gravity-induced
boundary layers, this produces the characteristic anvil shape previously described.
As a whole, this example successfully illustrates the capability of the model to follow complex
dissolution behaviors in the presence of a moving free boundary between a gas and a liquid phase.
Because the developed DIM method is intrinsically based on a porous medium model, it may be
interesting to compare the previous results with a true porous medium case, that is, a case in which the
solid domain is a porous medium with a finite initial nonzero porosity and where the two fluid phases
may move. Thus, we carried out a simulation test by replacing the salt block by a porous medium
block with a porosity of 0.5. All the numerical parameters, such as the permeability K , the diffusion
coefficient D
Al
, and the exchange coefficient ˛, are the same functions as those used previously. Such
a case can be handled by the developed numerical model without any adaptation. Given the fact that the
mass exchange coefficient is relatively large, this induces also, in the porous medium case, a so-called
Figure 7. Plot of liquid saturation Sl at timeD 2000 s and timeD 10, 000 s.
local-equilibrium dissolution pattern [10], that is, with a sharp interface. However, there is now a major
difference with the previous case because of the fact that the fluid can enter into the porous domain,
thus changing the entire flow field and the related mass concentration field.
The simulation results are plotted in Figure 7. The first line of figure represents the porosity. We
observe now that the shape of dissolution is completely different from the previous case, mainly
because of the liquid penetration inside the porous domain. Eventually, the porous medium block is
split into two parts, because the upper part stops dissolving with the lowering of the liquid level while
the lower part continues shrinking due to dissolution. It can be also observed that dissolution is faster
than in the pure solid case, because the flow that can penetrate into the porous medium and the salt
quantity, which occupies only the available porosity, is less. Finally, the lower salt block becomes very
small at time = 10,000 s. The second line of pictures represents the mass fraction. One can see two
major differences due to the impact of the fluid penetration: (i) convective plumes are thinner and (ii)
there is a bigger stratification of the liquid. Finally, the last line of pictures represents the saturation.
Its profile is smoother because the liquid can spread inside the porous medium. One must remember
that, this time, saturation has a true physical meaning everywhere.
4.3. Adaptive mesh refinement implementation
The development of the DIM method facilitates the use of an AMR method [19, 20, 41]. The AMR
method improves greatly the computational efficiency by using an adaptive grid system instead of
uniformly fine grids. The grid system is automatically generated according to predefined refinement
criteria, with finer grids in the regions of interest but coarser grids elsewhere. The AMR algorithm used
in this paper follows these steps:
1. Refining the whole domain into the finest grid blocks by interpolation,
2. Regridding according to the refinement criteria,
3. Do coarsening and assign values to the newly generated grid blocks, and
4. Full-domain solving using fully implicit finite volume method.
Figure 8. Brief flow chart of the adaptive mesh refinement procedure.
This procedure is described in the flowchart in Figure 8. Because AMR algorithm is complex and the
technique itself is not the main issue that we want to discuss in this paper, we refer the readers to the
literature on the subject, such as [42–46], for more details about the AMR algorithm.
In our examples, we adopt "f ,Al , and Sl to define the refinement criteria. We define the refinement
criteria as
Cri_x Dmax¹xº  min¹xº (39)
where x represents any variable and  refers to a region, which is covered by the current coarse grid
block and its nearest finest cells. More details can be referred to [45]. In our examples, we set the
refinement criteria with Cri_"f D 0.03, Cri_Al D 0.03, and Cri_Sl D 0.03. These settings are
adjustable to the user. The smaller the criteria values, the more fine blocks will be used. We plot in
Figure 9 the simulation results obtained by using the AMR module. The results agree very well with
those presented in Figure 6 obtained with a fine grid.
Because the number of grid blocks is greatly reduced using the AMR method as compared with
using the most refined grid, the CPU time is greatly reduced, of about a factor 10 in our simulations. It
is interesting to follow the time evolution of the AMR grid. The AMR grid structures for two times are
plotted in Figure 10. We see that the fine gridblocks are only found around the interfaces and where
the convective plumes are present.
Figure 9. Plot of simulation results ("f , Al , and Sl ) with the diffuse interface model at time D 2000 s
and timeD 20, 000 s using the adaptive mesh refinement numerical model.
Figure 10. Adaptive mesh refinement grid structure at timeD 2000 s and timeD 20 000 s.
As expected, the computational efficiency can be greatly increased by adopting the AMR method.
It must be emphasized that the application of the AMR method is much easier in DIM models than in
front-tracking methods, which require special treatment on the interfaces.
5. CONCLUSION
In this paper, a local nonequilibrium DIM is proposed to study solid–liquid–gas three-phase dissolu-
tion problems. The original three-phase problem is transformed into a porous medium model with a
local nonequilibrium treatment of the mass transport problem. The averaged terms, for example, effec-
tive diffusion coefficient D
Al
, exchange coefficient ˛, are functions of a phase indicator, "f , and a
liquid phase saturation Sl . Such a three-phase DIM allows us to simulate moving interfaces without an
explicit treatment, under a fixed mesh instead of a deforming or moving mesh in some methods. Such
a model is also highly suitable for the use of AMR techniques, with a great potential for computational
efficiency as illustrated in the numerical results presented in this paper. A numerical code was devel-
oped and tested on a 2D example emphasizing the complex interplay of triple-line movement and mass
boundary layers instabilities.
The numerical simulations have shown that the proposed model can easily follow the evolution of
the multi-moving interfaces. As far as we know, the use of a porous medium model on such three-
phase dissolution problems with sharp liquid–solid and gas–liquid interfaces is original. Considering
its strong adaptability, we expect that this model can be extended to more applications. For instance,
this can be used for many practical purposes, in particular the study of the development of cavities in
karstic situations or in mines, whenever a gas–liquid interface is present. Some situations may require
to improve the treatment of the momentum balance, and we indicate some possible adaptations in
the paper.
The possibility of doing calculations at very large scales is also an open question. Indeed, the sim-
ulations presented in this paper show the inevitable appearance of small-size convective plumes as
well as domain-size convective patterns, if density variations with concentration are large (which is
the usual situation for salt dissolution, whereas it is expected to be less important for other disso-
lution problems involving gypsum or calcite, for instance). This pushed us, for illustration of the
model purposes, to chose a small-size domain as compared with mines or karstic formations. The
mentioned difficulty is mainly associated to the modeling at high Grashof or Rayleigh numbers
of complex natural convective patterns, and, as such, is not specific to the three-phase dissolution
problem.
Finally, an extension of the model is currently performed in order to take into account the defor-
mation of the solid and to couple solid mechanics behavior and dissolution processes. These ingre-
dients are necessary, for instance, with the perspective of modeling underground cavity collapse.
The coupling is strong because deformation can modify porosity, fluid and gas boundaries, and fluid
flows. In turn, dissolution will change the mechanical properties of the solid and the loading level
and distribution.
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