Reconstructiemethoden voor positronemissietomografiebeelden by Jacobs, Filip
Reconstructiemethoden voor
positronemissietomografiebeelden
Filip Jacobs
Promotor: prof. dr. I. Lemahieu
Proefschrift ingediend tot het behalen van de graad van
Doctor in de Toegepaste Wetenschappen
Vakgroep Elektronica en Informatiesystemen
Voorzitter: prof. dr. ir. J. Van Campenhout
Faculteit Toegepaste Wetenschappen
Academiejaar 1998-1999
UNIVERSITEIT
GENT

Dankwoord
Dit proefschrift is het resultaat van meer dan vier jaar doctoraatsonderzoek.
Gedurende deze periode heb ik kunnen rekenen op de medewerking van een aantal
personen die ik nu expliciet wens te bedanken.
In de eerste plaats wens ik mijn erkentelijkheid te betuigen aan mijn promotor
prof. dr. Ignace Lemahieu. Zijn voortdurende aanmoedigingen waren een belang-
rijke stimulans om mijn onderzoek voort te zetten, vooral op de momenten dat
het allemaal wat minder vlot ging. Hij heeft mij steeds de vrijheid gelaten om
zelfstandig de richting van mijn onderzoek te bepalen en hij heeft mij de moge-
lijkheid gegeven om via internationale conferenties en cursussen in contact met
de buitenwereld te treden, hetgeen mijn onderzoek zeker vooruit geholpen heeft.
Zo heeft hij mij toegestaan om mijn doctoraatsonderzoek gedurende zes maanden
aan de universiteit van Pennsylvania in Philadelphia verder te zetten.
Gedurende die periode werd mijn werk dagelijks door prof. dr. ir. Samuel
Matej en prof. dr. ir. Robert Lewitt gevolgd, waarvoor ik hen van harte dank. Onze
wekelijkse vergaderingen en hun uiterst kritische visie op al mijn pogingen om aan
wetenschappelijk onderzoek te doen, hebben in uitzonderlijke mate bijgedragen
tot de wetenschappelijke inhoud van dit proefschrift.
Gedurende de voorbije jaren heb ik deel uitgemaakt van de steeds groeiende
onderzoeksgroep MEDISIP binnen de vakgroep ELIS. Vooreerst is er dr. ir. Erik
Sundermann met wie ik menig vruchtbare gesprekken heb kunnen voeren in ver-
band met mijn onderzoek. De contacten met de overige leden van de onderzoeks-
groep hebben in belangrijke mate bijgedragen tot de verruiming van mijn weten-
schappelijke kennis. Verder waren ing. Erik Nolf en ing. Johan Keppens steeds
bereid mij te helpen met computer- en andere technische probleempjes.
i
ii
Vervolgens wens ik een aantal leden van de PET-gemeenschap te bedanken
voor hun bereidwillige hulp. Zo wens ik in het bijzonder prof. dr. ir. Johan Nuyts,
prof. dr. Michel Defrise en dr. ir. Kris Thielemans te bedanken.
Ook wens ik prof. dr. Ignace Lemahieu, prof. dr. ir. Johan Nuyts, dr. ir. Rik Van
de Walle, dr. ir. Kris Thielemans, dr. ir. Paul Desmedt, dr. ir. Erik Sundermann, ir.
Didier Bouden, ir. Luc Bouwens en dr. Rudi Dierckx te bedanken voor het kritisch
nalezen van dit proefschrift. Hun opmerkingen en suggesties hebben de kwaliteit
van dit proefschrift in ruime mate verhoogd.
Dit onderzoek werd verricht binnen het kader van een specialisatiebeurs van
het Vlaams instituut voor de bevordering van het wetenschappelijk-technologisch
onderzoek in de industrie. Zonder hun financie¨le steun zou dit werk waarschijnlijk
nooit tot stand gekomen zijn.
Vervolgens ben ik dank verschuldigd aan mijn familieleden en niet in het
minst aan mijn grootouders, ouders, broer en schoonzus die gedurende mijn vol-
ledige studies steeds achter mij gestaan hebben. In het bijzonder wil ik mijn peter
Albert Van Bergen en mijn meter Anna De Meyer bedanken voor hun onmetelijk
vertrouwen in mijn mogelijkheden, hetgeen mij menigmaal de nodige moed heeft
opgeleverd om dit proefschrift tot een goed einde te brengen.
Tot slot wens ik mijn beste vrienden Ann Verbeke en Johan Hendrix, Gaby
Vonken en Geert Machtelinckx, Kris Elst en Frank Van der Linden en Geert Thys
van harte te bedanken voor hun vriendschap.
ir. Filip Jacobs
24 februari 1999
Inhoudsopgave
1 Algemene inleiding 1
1.1 Medische beeldmodaliteiten . . . . . . . . . . . . . . . . . . . . 1
1.2 De opbouw van het proefschrift . . . . . . . . . . . . . . . . . . . 4
2 Positronemissietomografie 7
2.1 Notaties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 PET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 PET-tracers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4 PET-detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5 PET-meetgegevens . . . . . . . . . . . . . . . . . . . . . . . . . 22
3 Reconstructiemethoden 25
3.1 Inleiding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 Meetoperatoren . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2.1 Meetoperatoren voor PET . . . . . . . . . . . . . . . . . 27
3.2.2 Meetoperatoren voor CT . . . . . . . . . . . . . . . . . . 29
3.2.3 Meetoperatoren voor MR . . . . . . . . . . . . . . . . . . 30
3.3 Reconstructiemethodologie . . . . . . . . . . . . . . . . . . . . . 31
3.3.1 Analytische reconstructiemethoden . . . . . . . . . . . . 31
3.3.2 Iteratieve reconstructiemethoden . . . . . . . . . . . . . . 33
3.4 Onderzochte reconstructiemethoden . . . . . . . . . . . . . . . . 37
3.4.1 Analytische reconstructiemethoden . . . . . . . . . . . . 37
3.4.2 Iteratieve reconstructiemethoden . . . . . . . . . . . . . . 41
3.5 Herverdelingsalgoritmen . . . . . . . . . . . . . . . . . . . . . . 45
4 Basisfuncties voor iteratieve reconstructiemethoden 49
4.1 Criteria in het spatiaal domein . . . . . . . . . . . . . . . . . . . 51
4.2 Criteria in het frequentiedomein . . . . . . . . . . . . . . . . . . 57
iii
iv Inhoudsopgave
4.3 Criteria betreffende positioneringsschema’s . . . . . . . . . . . . 63
4.4 Criteria samengevat . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.5 Veralgemeende Kaiser-Bessel vensterfuncties (blobs) . . . . . . . 69
4.6 Kandidaatparameterwaarden voor 2D blobs . . . . . . . . . . . . 73
5 Het softwarepakket eval3dpet 87
5.1 Software- versus hardwarefantomen . . . . . . . . . . . . . . . . 88
5.2 Numerieke versus menselijke waarnemers . . . . . . . . . . . . . 96
5.3 Het trainings- en evaluatieprotocol . . . . . . . . . . . . . . . . . 99
6 Geoptimaliseerde implementaties van reconstructiemethoden 101
6.1 Gefilterde terugprojectie . . . . . . . . . . . . . . . . . . . . . . 102
6.2 Iteratieve reconstructiemethoden . . . . . . . . . . . . . . . . . . 104
6.2.1 Pixel- en voxelgebaseerde reconstructiemethoden . . . . . 104
6.2.2 Blobgebaseerde reconstructiemethoden . . . . . . . . . . 105
6.2.3 Het algoritme van Siddon . . . . . . . . . . . . . . . . . 108
6.2.4 Parallellisatie . . . . . . . . . . . . . . . . . . . . . . . . 114
6.2.5 Symmetriee¨n in het meetproces . . . . . . . . . . . . . . 126
7 Training en evaluatie van reconstructiemethoden 137
7.1 De optimale 2D blob . . . . . . . . . . . . . . . . . . . . . . . . 138
7.2 Training van de reconstructieparameters . . . . . . . . . . . . . . 140
7.2.1 Training van gefilterde terugprojectie . . . . . . . . . . . 140
7.2.2 Training van 2D MLEM . . . . . . . . . . . . . . . . . . 142
7.2.3 Training van 2D OSEM . . . . . . . . . . . . . . . . . . 144
7.2.4 Training van 2D RAMLA . . . . . . . . . . . . . . . . . 147
7.2.5 Training van 2D ART . . . . . . . . . . . . . . . . . . . . 149
7.3 Evaluatie van reconstructiemethoden . . . . . . . . . . . . . . . . 149
8 Blobs en procestomografie 159
9 Besluiten en nabespreking 167
A Kandidaatparameterwaarden 171
B Trainingsgegevens 185
C Evaluatiegegevens 197
Woordenlijst
In dit werk hebben we zoveel mogelijk de Nederlandse terminologie gebruikt.
Ter verduidelijking volgt hieronder een lijst met overeenkomstige Engelse termen.
Nederlandse term Engelse term
fouriersnedetheorema Fourier slice theorem
gladheidsparameter smoothing parameter
herverdelingsalgoritme rebinning algorithms
parallelliseerbaarheid parallelisability
positronemissietomografie positron emission tomography
relevantie relevance
ruimtelijk gecentreerd body-centered
verslechteren deteriorate
versnelling speedup
vervaging blurring
vlakgecentreerd face-centered
vlottende-kommagetal floating point
v
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Hoofdstuk 1
Algemene inleiding
1.1 Medische beeldmodaliteiten
Voor het stellen van een correcte diagnose beschikte een medicus oorspronke-
lijk enkel over uitwendig observeerbare kenmerken zoals de bloeddruk, de hart-
slag, de lichaamstemperatuur en de huidskleur. Indien nodig kon hij overgaan tot
invasieve technieken zoals het nemen van een biopsie.
Recente ontwikkelingen hebben geleid tot een heel arsenaal aan niet-invasieve
technieken. De basis van deze ontwikkelingen werd in 1895 door de ontdekking
van ro¨ntgenstralen gelegd. Wilhelm Ro¨ntgen ontdekte toen dat bij de belichting
van een hand met ro¨ntgenstralen de inwendige structuur van de hand op een fo-
togevoelige plaat zichtbaar wordt. Ro¨ntgenstralen die door weefsels propageren
worden namelijk geattenueerd en de totale attenuatie die de straal ondergaat hangt
af van de weefsels die ze heeft doorlopen. Op deze eigenschap berust de klassieke
radiologie waaronder de mammografie en de angiografie zich bevinden. Een na-
deel van deze technieken is het ontstaan van een superpositiebeeld waardoor de
ruimtelijke structuur van de weefsels verloren gaat. Twee botten die op elkaar lig-
gen worden op elkaar afgebeeld en kunnen niet altijd goed onderscheiden worden.
Dit nadeel werd weggewerkt door de ontwikkeling van tomografische technieken.
Tomografische technieken zijn niet-invasieve technieken die een vlakke door-
snede of een volumetrische sectie van de patie¨nt visualiseren. De beeldwaarden
corresponderen met een fysische eigenschap van de afgebeelde weefsels. De beel-
den worden niet meteen verkregen maar moeten uit een verzameling meetgege-
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vens berekend worden. Het ontwerpen, implementeren, optimaliseren en evalu-
eren van de reconstructiemethoden die hiervoor gebruikt worden vormt het on-
derwerp van dit proefschrift. Deze deeltaken hangen mede af van de beschikbare
meetgegevens en dus van de gebruikte scanner. We bespreken in het kort de meest
gebruikte tomografische beeldmodaliteiten.
Een CT-beeld (Engels: Computed Tomography) is een voorstelling van de li-
neaire attenuatiecoe¨fficie¨nten van weefsels voor ro¨ntgenstralen. Hierdoor is, zoals
op een ro¨ntgenbeeld, de anatomische structuur van de weefsels zichtbaar. Het ske-
let en zachte weefsels zijn bijvoorbeeld duidelijk te onderscheiden. Om specifieke
delen van het lichaam duidelijker zichtbaar te maken dient men de patie¨nt soms
een contraststof toe. Dit zijn vloeibare stoffen met een hoge attenuatiecoe¨fficie¨nt.
Zo worden bariumpreparaten bij gastroı¨ntestinaal onderzoek gebruikt.
Een structureel MR-beeld [Morr86] (Engels: Magnetic Resonance) stelt de
ruimtelijke verdeling van kernspineigenschappen van weefsels voor. Vermits in
humane weefsels de atomen met een kernspin hoofdzakelijk uit waterstofatomen
bestaan wordt een medisch MR-beeld hoofdzakelijk door de lokale kernspinei-
genschappen van waterstof bepaald. Aangezien de waterstofdichtheid door het
type weefsel bepaald wordt, kan men anatomische informatie uit een MR-beeld
extraheren. Ten opzichte van een CT-beeld vertoont een MR-beeld echter een veel
hoger zacht-weefselcontrast omdat verschillende soorten zacht weefsel nagenoeg
dezelfde lineaire attenuatiecoe¨fficie¨nt hebben maar verschillende kernspineigen-
schappen vertonen. Verder is de resolutie van een MR-beeld (0.3mm) slechter
dan die van een CT-beeld (0.1mm). Het MR-meetproces is gebaseerd op de
paramagnetische eigenschappen van de af te beelden waterstofkernen zodat de
patie¨nt tijdens een MR-studie niet radioactief belast wordt. Een ander voordeel
van MR-beeldvorming is de willekeurige richting waarin een tomografische snede
verkregen kan worden. Andere scanners kunnen enkel meetgegevens genereren
die ongeveer met axiale doorsneden van de patie¨nt corresponderen.
CT- en structurele MR-beeldvorming stellen ons in staat om de ruimtelijke
structuur van de weefsels te onderzoeken, dit wil zeggen anatomische informatie
te verkrijgen, maar ze stellen ons daarentegen niet in staat om de werking van de
weefsels te onderzoeken, dit wil zeggen functionele informatie te verkrijgen.
Een functioneel MR-beeld [vO98] (Engels: functional Magnetic Resonance)
stelt, zoals bij de klassieke MR-beeldvorming, de ruimtelijke verdeling van kern-
spineigenschappen van weefsels voor. Bij deze toepassing maakt men echter ge-
bruik van de varie¨rende kernspineigenschappen van de weefsels in functie van het
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metabolisme. Een prachtig voorbeeld is de visualisatie van de lokale oxidatie-
graad van bloed. Hierbij maakt men gebruik van de varie¨rende magnetische ei-
genschappen van hemoglobine naargelang deze molecule al dan niet met zuurstof
gebonden is, hetgeen het lokaal magnetisch veld rond de rode bloedlichaampjes
beı¨nvloedt. Dergelijke variaties van het lokaal magnetisch veld hebben vervol-
gens een invloed op de lokale beeldwaarden van het MR-beeld. De wijziging van
de beeldwaarden in functie van de oxidatiegraad is echter uitermate klein, hetgeen
de extractie van functionele informatie bemoeilijkt.
Een SPECT-beeld (Engels: Single Photon Emission Computed Tomography)
toont de ruimtelijke verdeling van een SPECT-tracer. Een tracer is een stof waar-
van e´e´n of meer atomen door een radio-isotoop vervangen zijn. De radio-isotopen
die voor een SPECT-studie gebruikt worden zenden bij hun radioactief verval
een foton uit. De fotonen worden gedetecteerd met detectors die rond de patie¨nt
geplaatst zijn. De gedetecteerde fotonen vormen de beschikbare meetgegevens
waaruit het SPECT-beeld gereconstrueerd wordt. De tracer wordt zodanig geko-
zen dat ze een cruciale rol speelt in het metabolisme dat men wenst te onderzoe-
ken, zodat functionele informatie uit het beeld gee¨xtraheerd kan worden.
Een PET-beeld (Engels: Positron Emission Tomography) toont de ruimtelijke
verdeling van een PET-tracer. De radio-isotopen die voor een PET-studie gebruikt
worden zenden bij hun radioactief verval een positron uit. Het positron annihi-
leert vrijwel onmiddellijk met een elektron uit het lichaam. Hierbij worden twee
fotonen gegenereerd die ongeveer in tegenovergestelde richtingen wegvliegen. De
fotonparen worden gedetecteerd met detectorparen die rond de patie¨nt geplaatst
zijn. De gedetecteerde fotonparen vormen de beschikbare meetgegevens waar-
uit het beeld gereconstrueerd wordt. In tegenstelling tot de radio-isotopen voor
SPECT (bv. 99mTc) worden de radio-isotopen voor PET (bv. 15O) meestal in li-
chaamseigen stoffen ingebouwd, waardoor ze de normale werking van de weef-
sels minder beı¨nvloeden en waardoor ze gemakkelijker door het lichaam gemeta-
boliseerd kunnen worden. Verder is de resolutie van een SPECT-beeld (<7mm)
slechter dan die van een PET-beeld (<3mm). Bij SPECT maakt men tevens ge-
bruik van collimatoren om informatie over de oorsprong van een gedetecteerd
foton te verkrijgen. Dit wordt mechanische collimatie genoemd. Bij PET heeft
men geen collimatoren nodig. Wanneer een detectorpaar een fotonpaar detecteert
dan weten we namelijk dat de fotonen afkomstig zijn van een tracermolecule die
zich ergens rond de verbindingslijn van de detectors bevindt. Dit wordt elektroni-
sche collimatie genoemd. Een SPECT-scanner biedt het voordeel dat de hiervoor
noodzakelijke radio-istopen een relatief lange halfwaardetijd hebben zodat het
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cyclotron waarin ze vervaardigd worden niet in de nabijheid van de scanner moet
staan, hetgeen wel het geval is voor een PET-scanner. Een ander voordeel van
SPECT ten opzichte van PET is de lagere kostprijs, zowel wat betreft de aankoop
van de apparatuur als het verrichten van een studie.
1.2 De opbouw van het proefschrift
In hoofdstuk 2 wordt PET in detail besproken. Hierbij bespreken we verschil-
lende PET-tracers, een aantal toepassingsdomeinen, diverse detectorconfiguraties,
de opbouw van de detectors, het optreden van attenuatie en verstrooiing en het de-
tecteren van enkelvoudige detecties en toevallige coı¨ncidenties.
In hoofdstuk 3 formuleren we het CT-, MR- en PET-meetproces voor zover
we dit in het kader van dit proefschrift nodig hebben. Uitgaande van deze wis-
kundige onderbouw bespreken we vervolgens de methodologie van verschillende
reconstructiemethoden en geven we een aantal voorbeelden. Hieruit zal blijken
dat een grote groep van reconstructiemethoden het te reconstrueren beeld door
een lineaire combinatie van een beperkt aantal basisfuncties benadert.
In hoofdstuk 4 voeren we een gedetailleerde studie uit met betrekking tot
de criteria waaraan goede basisfuncties moeten voldoen, zowel in het spatiaal do-
mein als in het frequentiedomein. Deze uiteenzetting voorspelt dat veralgemeende
Kaiser-Bessel vensterfuncties, blobs genoemd, de voorkeur genieten ten opzichte
van pixels en voxels. Dit wordt verder gevalideerd. Blobs worden door vier pa-
rameters bepaald waarvan we de waarde met behulp van de verkregen criteria
trachten te optimaliseren. De verkregen criteria zijn echter tegenstrijdig waardoor
ze de optimale blob niet eenduidig bepalen. Daarom hebben we in hoofdstuk 4 in
eerste instantie een aantal suboptimale parameterwaarden voorgesteld waaruit we
in hoofdstuk 7 de optimale parameterwaarden selecteren.
In hoofdstuk 5 bespreken we het softwarepakket eval3dpet [Furu93] dat ener-
zijds ontworpen is om softwarefantomen en gesimuleerde meetgegevens voor een
3D CT- of 3D PET-scanner te genereren en dat anderzijds ontworpen is om ver-
schillende reconstructiemethoden voor PET- of CT-beelden te trainen en te eva-
lueren. In dit proefschrift zijn alle kwantitatieve evaluaties uitgevoerd met soft-
warefantomen en meetgegevens die door dit softwarepakket gegenereerd worden.
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In hoofdstuk 6 wordt de implementatie van verschillende reconstructieme-
thoden besproken. De optimalisatietechnieken die we hierbij bespreken worden
enerzijds door de reconstructiemethode en anderzijds door de gebruikte basisfunc-
ties bepaald. Voor pixels en voxels bespreken we een verbeterde versie van het
algoritme van Siddon. Vervolgens bespreken we het gebruik van symmetriee¨n in
het meetproces en de mogelijkheid tot het parallelliseren van de implementaties.
In hoofdstuk 7 worden verschillende 2D reconstructiemethoden met een her-
verdelingsalgoritme gecombineerd voor de reconstructie van een 3D beeld. Deze
combinaties worden vervolgens met behulp van de methodologie van eval3dpet
voor zowel estimatie- als classificatietaken getraind en vergeleken. Dit heeft tot
een taakgerichte rangschikking van 9 reconstructiemethoden geleid.
In hoofdstuk 8 hebben we de kennis die we gedurende dit doctoraatsonder-
zoek verworven hebben aangewend om de bruikbaarheid van blobs voor proces-
tomografie te evalueren. Hierbij hebben we de methodologie van eval3dpet aan
de specifieke aard van dit toepassingsdomein aangepast.
In hoofdstuk 9 wordt het origineel werk in dit proefschrift samengevat en
worden er verschillende mogelijkheden tot verder onderzoek gesuggereerd.
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Hoofdstuk 2
Positronemissietomografie
Een PET-scanner wordt gebruikt om radioactief gemerkte moleculen, tracer-
moleculen genoemd, te lokaliseren. De patie¨nt krijgt de tracer toegediend al-
vorens de studie aanvangt. Vervolgens verdeelt de tracer zich over het lichaam
naargelang de metabole behoeften van de weefsels. Het is deze tracerverdeling
die tijdens een PET-studie uit de meetgegevens van een PET-scanner gereconstru-
eerd wordt. Het meetproces van een dergelijke scanner wordt in x2.2 besproken.
De toegediende tracer wordt door het doel van de studie bepaald. Een overzicht
van de meest gebruikte PET-tracers en hun toepassingsdomeinen wordt in x2.3
gegeven. Een PET-tracer zendt positronen uit die door annihilatie met een elek-
tron uit het lichaam in fotonparen resulteren. De fotonen worden met detectors
gedetecteerd die in x2.4 besproken worden. De gedetecteerde fotonparen vormen
de meetgegevens waaruit de tracerverdeling berekend wordt. De reconstructieme-
thoden die hiervoor gebruikt worden hangen mede af van de detectorconfiguratie.
Daarom bespreken we in x2.5 de meest gebruikte detectorconfiguraties. Alvorens
het meetproces te beschrijven introduceren we eerst een aantal notaties.
2.1 Notaties
De tracerverdeling noteren we door (r) met r een vector uit het spatiaal
domein 
 waarover het beeld gedefinieerd is. Elke vector r correspondeert met
een punt uit het lichaam. Het spatiaal domein 
 correspondeert naargelang de
beschikbare meetgegevens met een vlakke doorsnede of een volumetrisch deel van
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Figuur 2.1: Schematisch overzicht van de gebruikte notaties.
de patie¨nt. We bespreken eerst de notaties voor het geval dat 
 een volumetrisch
deel van de patie¨nt voorstelt.
We introduceren een vast xyz-assenstelsel en geroteerde cuv-assenstelsels.
Om verwarring te voorkomen gebruiken we de notatie r(x; y; z) in het xyz-assen-
stelsel en c e
c
+u e
u
+ v e
v
in de cuv-assenstelsels. De vectoren e
x
: : : e
v
stellen
eenheidsvectoren langs respectievelijk de x : : : v-as voor. Elk cuv-assenstelsel
verkrijgt men door het xyz-assenstelsel eerst over een hoek ' 2 [0; [ rond de
z-as te roteren, resulterend in een ~xuz-assenstelsel, en door vervolgens het ~xuz-
assenstelsel over een hoek  2 [ 
2
;

2
[ rond de u-as te roteren (zie figuur 2.1).
Elk cuv-assenstelsel wordt dus eenduidig door de hoeken  en ' bepaald. Men
kan van het ene assenstelsel naar het andere overgaan met behulp van
e
c
= cos  cos' e
x
+ cos  sin' e
y
+ sin  e
z
; (2.1)
e
u
=   sin' e
x
+ cos' e
y
; (2.2)
e
v
=   sin  cos' e
x
  sin  sin' e
y
+ cos  e
z
; (2.3)
en
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e
x
= cos  cos' e
c
  sin' e
u
  sin  cos' e
v
; (2.4)
e
y
= cos  sin' e
c
+ cos' e
u
  sin  sin' e
v
; (2.5)
e
z
= sin  e
c
+ cos  e
v
: (2.6)
Bovenstaande notaties maken de wiskundige formulering van een aantal be-
grippen gemakkelijker. Zo kunnen we de richting van een rechte of een loodvlak
door een punt e(cos  cos'; cos  sin'; sin ) op de halve eenheidssfeer van het
vast xyz-assenstelsel voorstellen. Merk op dat een dergelijk punt met de een-
heidsvector e
c
van een cuv-assenstelsel overeenkomt en dat elk loodvlak met het
uv-vlak van een cuv-assenstelsel overeenkomt. Indien men vervolgens aan elke
rechte of aan elk loodvlak een zin wenst te geven dan mag ' een waarde uit [0; 2[
in plaats van [0; [ aannemen, hetgeen in een punt op de volledige eenheidssfeer
van het vast xyz-assenstelsel resulteert. De ligging van een rechte kan eenduidig
door haar richting e
c
en het snijpunt u e
u
+ v e
v
van de rechte met zijn loodvlak
bepaald worden. Met bovenstaande notaties wordt de vector e
c
door de hoeken 
en ' bepaald en wordt het snijpunt door de coo¨rdinaten u en v bepaald. Tenslotte
kunnen we de loodrechte projectie van een punt r(x; y; z) = c e
c
+ u e
u
+ v e
v
op een willekeurig uv-vlak eenduidig door u e
u
+ v e
v
voorstellen, waarbij
c = x cos  cos'+ y cos  sin'+ z sin ; (2.7)
u =  x sin'+ y cos'; (2.8)
v =  x sin  cos'  y sin  sin'+ z cos : (2.9)
Indien 
 met een vlakke doorsnede van de patie¨nt correspondeert dan ge-
bruiken we lichtjes afwijkende notaties. We introduceren eveneens een vast xy-
assenstelsel en geroteerde uc-assenstelsels en gebruiken respectievelijk de notatie
r(x; y) en u e
u
+ c e
c
om een punt in beide assenstelsels aan te duiden. Elk
uc-assenstelsel verkrijgt men door het xy-assenstelsel over een hoek ' 2 [0; [
rond de oorsprong te roteren (zie figuur 2.1). Men kan van het ene naar het andere
assenstelsel overgaan met behulp van
e
u
= cos' e
x
+ sin' e
y
; (2.10)
e
c
=   sin' e
x
+ cos' e
y
; (2.11)
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en
e
x
= cos' e
u
  sin' e
c
; (2.12)
e
y
= sin' e
u
+ cos' e
c
: (2.13)
Ook het uc-assenstelsel werd geı¨ntroduceerd om een aantal wiskundige be-
grippen eenvoudiger te kunnen formuleren. Zo kunnen we de richting van een
rechte door een punt e(  sin'; cos') op de halve eenheidscirkel van het vast xy-
assenstelsel voorstellen. Merk op dat een dergelijk punt met de eenheidsvector e
c
van een uc-assenstelsel overeenkomt en dat de overeenkomstige loodlijn met de
u-as van hetzelfde uc-assenstelsel overeenkomt. Indien men vervolgens aan elke
rechte een zin wenst te geven dan mag ' een waarde uit [0; 2[ in plaats van [0; [
aannemen, hetgeen in een punt op de volledige eenheidscirkel van het vast xy-
assenstelsel resulteert. De ligging van een rechte kan eenduidig door haar richting
e
c
en het snijpunt van de rechte met de overeenkomstige u-as bepaald worden.
Met bovenstaande notaties wordt de vector e
c
door een hoek ' bepaald en wordt
het snijpunt door een u-coo¨rdinaat bepaald. Tenslotte kunnen we de loodrechte
projectie van een punt r(x; y) = c e
c
+ u e
u
volgens een bepaalde richting e
c
op
de overeenkomstige loodlijn eenduidig door het punt u e
u
voorstellen, waarbij
u = x cos'+ y sin'; (2.14)
c =  x sin'+ y cos': (2.15)
2.2 PET
Alvorens een PET-studie aan te vangen krijgt de patie¨nt een PET-tracer toe-
gediend die zich naargelang de metabole behoeften van de weefsels over het li-
chaam verdeelt. De tracer zendt bij zijn radioactief verval positronen uit volgens
een poissonproces. Het gemiddeld aantal positronen dat tijdens het meetproces
op positie r uitgezonden wordt noteren we door (r). De richting waarin een
positron uitgezonden wordt is ongekend. Elke richting is even waarschijnlijk.
Daarom stellen we deze waarschijnlijkheidsdichtheid gelijk aan 1=4 waarbij 4
de oppervlakte van een eenheidssfeer is. Na een korte afstand te hebben afgelegd
annihileert het positron met een elektron uit het lichaam. Bij annihilatie worden
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Figuur 2.2: Een schematisch overzicht van het PET-meetproces.
de massa’s van het positron en het elektron in twee fotonen van ongeveer 511keV
omgezet. De waarschijnlijkheid (s) dat het positron annihileert na een afstand
s te hebben afgelegd wordt door de vrije weglengte (1mm) [Bron95] van het
positron bepaald. De waarschijnlijkheid (s  r) dat een op positie r gee¨mitteerd
positron op positie s met een elektron zal annihileren is hierdoor gelijk aan
(s   r) =
(jjs  rjj)
4
;
met jjs   rjj de cartesiaanse afstand tussen de vectoren s en r. De verwachtings-
waarde van het aantal positronen die op positie s annihileren wordt gegeven door
Z


(s  r)(r)dr; (2.16)
hetgeen de convolutie (  )(s) van (r) met (r) is. Vermits de vrije weglengte
van een positron vrij klein is kunnen we in eerste instantie veronderstellen dat de
plaats waar een positron gee¨mitteerd wordt overeenkomt met de plaats waar het
met een elektron annihileert, zodat we (2.16) door (s) kunnen benaderen.
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Bij verwaarlozing van de kinetische energie van het positron en het elektron
vo´o´r annihilatie vliegen de twee fotonen volgens precies dezelfde richting, maar in
tegenovergestelde zin, weg. Indien men deze energie wel in rekening wilt brengen
dan kan men de afwijking van 180 graden modelleren als zijnde een gaussiaans
stochastisch proces met verwachtingswaarde 0 en een standaard afwijking van on-
geveer 0:25o [Bron95]. Wij zullen in hetgeen volgt deze afwijking verwaarlozen
zodat de richting en de zin waarin de fotonen van een fotonpaar wegvliegen volle-
dig door een punt e
c
op de halve eenheidssfeer bepaald wordt. De verwachtings-
waarde van het aantal fotonparen die op positie s in een vooropgestelde richting
gegenereerd wordt wordt derhalve door (s)=2 bepaald.
Een foton dat door het lichaam vliegt kan met de aanwezige atomen intera-
geren. Er zijn verschillende interacties mogelijk en elke interactie leidt tot een
geattenueerd foton. Vermits de fotonen die bij PET gegenereerd worden een ener-
gie van 511keV hebben zijn niet alle interacties mogelijk. We bespreken enkel de
interacties die relevant zijn. Vooreerst kan een foton met een elektron interageren
door middel van het fotoe¨lektrisch effect. Hierbij interageert het foton met een
elektron waarvan de bindingsenergie kleiner is dan de energie van het foton. Het
elektron absorbeert alle energie van het foton en verlaat het atoom waartoe het
behoort. Het foton verdwijnt. De energie van het vrij elektron is gelijk aan de
energie van het foton minus zijn bindingsenergie. De waarschijnlijkheid dat een
foton van 511keV een elektron uit een atoom van ons lichaam losslaat is zeer ge-
ring, zodat deze interactie niet van belang is tijdens de propagatie van dergelijke
fotonen door een menselijk lichaam. Ze speelt daarentegen wel een belangrijke
rol bij het detectieproces van dergelijke fotonen, hetgeen in x2.4 besproken wordt.
Een foton kan ook door middel van comptonverstrooiing met een elektron intera-
geren. Hierbij interageert het foton met een elektron uit de buitenste schil van een
atoom en treedt er als het ware een elastische botsing tussen het elektron en het
foton op. Het foton verliest hierdoor energie en wijkt tevens van zijn oorspronke-
lijke baan af. Het energieverlies wordt eenduidig door de verstrooiingshoek be-
paald en de waarschijnlijkheid dat een foton in een bepaalde richting afgebogen
wordt neemt af naargelang de verstrooiingshoek toeneemt. Comptonverstrooiing
speelt een belangrijke rol bij de interactie van 511keV fotonen met het lichaam.
De waarschijnlijkheid
exp
 
 
Z
T
2
0
(s+ t e
c
)dt
!
dat e´e´n van de gegenereerde fotonen niet met een atoom interageert alvorens het
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een detector bereikt is een functie van de weg die het dient af te leggen en van de
lineaire attenuatiecoe¨fficie¨nten (s) van de weefsels. De waarschijnlijkheid
(s; e
c
) = exp
 
 
Z
T
2
T
1
(s+ t e
c
)dt
!
(2.17)
dat beide fotonen niet met een atoom interageren alvorens ze een detector be-
reiken is een functie van de volledige weg die beide fotonen afleggen en van de
lineaire attenuatiecoe¨fficie¨nten van de weefsels. De ligging van s tussen de de-
tectors speelt hierbij geen rol. De waarschijnlijkheid dat een niet-geattenueerd
fotonpaar door een detectorpaar gedetecteerd wordt stellen we voor door (s; e
c
).
Deze grootheid hangt af van de detectorconfiguratie van de scanner en het type de-
tectors dat gebruikt wordt. Hierdoor kunnen we de verwachtingswaarde van het
aantal fotonparen die op positie s in de richting e
c
gee¨mitteerd worden, die niet
geattenueerd worden en die uiteindelijk gedetecteerd worden als volgt formuleren
(s)
2
(s; e
c
) (s; e
c
):
We beschouwen het i-de detectorpaar en alle rechten die s en de twee detectors
van dit detectorpaar intersecteren. De richtingen e
c
van deze rechten vormen een
verzameling E
i
(s) waarmee we de verwachtingswaarde van het aantal fotonparen
die van het punt s afkomstig zijn en die door het i-de detectorpaar gedetecteerd
worden als volgt kunnen formuleren
(s)
2
Z
E
i
(s)
(s; e
c
) (s; e
c
) de
c
: (2.18)
De verwachtingswaarde 
i
van het totaal aantal fotonparen d
i
dat door het i-de
detectorpaar gedetecteerd wordt verkrijgen we door (2.18) over 
 te integreren:

i
=
Z


(s)
2
 
Z
E
i
(s)
(s; e
c
) (s; e
c
) de
c
!
ds: (2.19)
Tijdens de recontructie dienen we (s) uit (2.19) te extraheren. De bereke-
ning van E
i
(s) is afhankelijk van de detectorconfiguratie en is een zeer tijds-
intensieve bewerking. Verder is de functie (s; e
c
) afhankelijk van de lineaire
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attenuatiecoe¨fficie¨nten van de weefsels die niet a priori gekend zijn. De functie
(s; e
c
) wordt door tal van detectoreigenschappen bepaald en kan in de loop van
de tijd varie¨ren. Het spreekt dan ook voor zich dat het onmogelijk is om deze
functie voor elk rechte in E
i
(s; e
c
) te evalueren. Om deze redenen worden een
aantal vereenvoudigingen aangebracht. In de eerste plaats veronderstellen we dat
hoofdzakelijk de tracermoleculen die op de centrale verbindingslijn L
i
van de de-
tectors van het i-de detectorpaar gelegen zijn aanleiding geven tot fotonparen die
door het i-de detectorpaar gedetecteerd worden, zodat we 
i
door

i
=
Z
L
i
(s)
2
 
Z
E
i
(s)
(s; e
c
) (s; e
c
) de
c
!
ds
kunnen benaderen. Verder veronderstellen we dat de functies (s; e
c
) en (s; e
c
)
voor alle richtingen e
c
behorende tot E
i
(s 2 L
i
) bij benadering een constante
waarde aannemen, zodat we 
i
door

i
=
Z
L
i
(s)
2
(s; e
i
) (s; e
i
)
 
Z
E
i
(s)
de
c
!
ds;
kunnen benaderen, waarbij we opmerken dat de richting e
i
van de verbindingslijn
L
i
tot de verzameling E
i
(s 2 L
i
) behoort. We merken op dat de binnenste inte-
graal gelijk is aan de ruimtehoek 
i
(s) waaronder het i-de detectorpaar vanuit het
punt s gezien wordt. Verder merken we op dat de grootheden (s; e
i
) en (s; e
i
)
enkel van de rechte L
i
afhangen en niet van de ligging van het punt s op deze
rechte, zodat we beide grootheden door respectievelijk 
i
en 
i
kunnen noteren,
hetgeen uiteindelijk resulteert in de volgende benadering

i
= 
i

i
Z
L
i

i
(s)
2
(s) ds: (2.20)
Merk op dat 
i
(s)=2 de waarschijnlijkheid voorstelt dat een op positie s gee¨mit-
teerd fotonpaar door het i-de detectorpaar gedetecteerd wordt indien 
i
en 
i
al-
lebei de waarde 1 aannemen, dit wil zeggen indien er geen attenuatie optreedt en
indien de detectors alle invallende fotonparen met 100% efficie¨ntie detecteren.
Formule (2.20) houdt rekening met de interactie tussen fotonen en atomen en
met de efficie¨ntie van de detectors. We hebben reeds aangehaald dat ze geen re-
kening houdt met de vrije weglengte van een positron, noch met de kinetische
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energie van de positronen en de elektronen vo´o´r annihilatie. Ze houdt echter ook
geen rekening met de tijd die een detector nodig heeft om een foton te detecte-
ren, met de detectie van verstrooide fotonen, met enkelvoudige detecties en met
toevallige coı¨ncidenties. We bespreken nu een aantal van deze processen.
De attenuatiefactoren 
i
worden aan de hand van twee bijkomende scans
geschat, dit zijn een blancoscan b
i
en een transmissiescan t
i
. Bij een blanco-
scan wordt enkel een radioactieve bron in de scanner geplaatst. De bron moet
door alle rechten L
i
geı¨ntersecteerd worden. Bij een transmissiescan plaatst men
naast dezelfde radioactieve bron ook de patie¨nt in de scanner, vooraleer de tracer
toegediend wordt. De waarschijnlijkheid dat een fotonpaar niet geattenueerd
wordt alvorens het i-de detectorpaar te bereiken wordt vervolgens door de waarde

i
= t
i
=b
i
geschat. We hebben reeds aangehaald dat de attenuatie van 511keV
fotonen in het lichaam hoofdzakelijk een gevolg van comptonverstrooiing is. Ver-
strooide fotonen kunnen per toeval op een andere detector invallen en zodoende
aanleiding geven tot foutieve informatie. De detectie van verstrooide fotonen die
energie verloren hebben wordt beperkt door een energievenster te gebruiken. In-
dien de energie van een invallend foton kleiner is dan een gegeven drempelwaarde
(350keV), dan wordt het foton niet meegerekend. Ondanks het gebruik van deze
drempelwaarde worden er toch nog veel verstrooide fotonparen gedetecteerd, het-
geen te wijten is aan de beperkte nauwkeurigheid waarmee men de energie van
een invallend foton kan bepalen. Daarom past men soms een bijkomende ver-
strooiingscorrectie toe. We bespreken in het kort de wijze waarop dit kan ge-
beuren [Adam97, Carg97]. De attenuatiefactoren 
i
worden vooreerst gebruikt
om een attenuatiebeeld (r) te berekenen. Dit beeld wordt vervolgens op basis
van zijn histogram gesegmenteerd en elk segment wordt met een bepaald weefsel-
type geassocieerd. De waarde in het segment wordt gelijk gesteld aan de gekende
attenuatiecoe¨fficie¨nt van het desbetreffende weefseltype. Tenslotte wordt het ge-
segmenteerde beeld gebruikt om met behulp van een “Monte Carlo”-simulatie
het aantal verstrooide fotonen te schatten die door het i-de detectorpaar gemeten
worden en die door het energievenster verkeerdelijk goedgekeurd worden.
De normalisatiefactoren 
i
worden aan de hand van e´e´n scan bepaald. Hierbij
wordt bijvoorbeeld een cilinder bemeten. Vermits elke detector met verschillende
andere detectors een detectorpaar vormt kan men de efficie¨ntie van een vooropge-
stelde detector bepalen door eerst de gemiddelde meetwaarde te berekenen over
alle detectorparen waarvan hij deel uitmaakt en door vervolgens deze gemiddelde
waarde met de gemiddelde waarden voor andere detectors te vergelijken.
De snelheid waarmee een detector invallende fotonen kan verwerken wordt
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door zijn dode tijd bepaald, dit is het kleinst toegelaten tijdsverschil tussen twee
invallende fotonen waarbij men beide fotonen nog kan onderscheiden.
Fotonen die van verschillende annihilaties afkomstig zijn kunnen per toeval
toch quasi-gelijktijdig door twee verschillende detectors gedetecteerd worden.
Dergelijke detecties worden toevallige coı¨ncidenties genoemd. Men tracht hun
aantal te beperken door een tijdsvenster te gebruiken. Indien de tijd tussen twee
detecties groter is dan een bepaalde drempelwaarde (12ns) dan wordt de meting
niet meegerekend. Verder maakt men gebruik een verschoven tijdsvenster, waarbij
men het aantal toevallige coı¨ncidenties schat door het aantal fotonparen te bepalen
die binnen het gebruikte tijdsvenster vallen, mits het moment waarop de fotonen
die door e´e´n van de detectors gedetecteerd worden in de tijd te verschuiven.
Sommige fotonparen vliegen in een richting waarbij e´e´n foton op een detector
invalt en waarbij het andere foton verloren gaat. Het gedetecteerde foton noemt
men een enkelvoudige detectie. Enkelvoudige detecties zijn nutteloos en vermin-
deren het aantal fotonparen die gedetecteerd kunnen worden. Tracermoleculen
die buiten het gezichtsveld van de scanner liggen kunnen enkel tot enkelvoudige
detecties aanleiding geven en nooit tot een correcte coı¨ncidentiemeting. Daarom
plaatst men loden afschermstukken die de detectors afschermen voor tracermole-
culen die zich buiten het gezichtsveld van de scanner bevinden.
2.3 PET-tracers
Tijdens een PET-studie worden farmaca gebruikt waar een positronstraler in-
gebouwd is. Deze gemerkte farmaca worden tracers of radiofarmaca genoemd.
Een overzicht van de meest gebruikte PET-tracers, hun ingebouwd radio-isotoop,
halveringstijd, generatiereactie, vervalreactie en toepassingsdomein wordt in ta-
bel 2.1 gegeven. De radio-isotopen worden in een cyclotron geproduceerd. Hoe
korter de halveringstijd van het te produceren radio-isotoop des te dichter het cy-
clotron zich bij de scanner moet bevinden. Het gebruikte farmacon hangt af van
het toepassingsdomein en het doel dat men nastreeft.
In de neurologie, of het hersenonderzoek, wordt PET bijvoorbeeld gebruikt
om de hersenregio’s te bepalen die instaan voor het verrichten van bepaalde taken
zoals luisteren of kijken (Engels: brain mapping). Hiertoe dient men de patie¨nt
bijvoorbeeld radioactief gemerkt glucose toe waarna hij/zij de desbetreffende taak
uitvoert. Glucose vormt de primaire energiebron van de hersenen waardoor ze
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Radio-isotopen
Benaming T
1=2
(min) Generatiereacties Vervalreactie
koolstof-11 20 14
7
N (p,) 11
6
C 11
6
C ! 11
5
B + e+
stikstof-13 10 16
8
O (p,) 13
7
N 13
7
N ! 13
6
C + e+
zuurstof-15 2 15
7
N (p,n) 15
8
O 15
8
O ! 15
7
N + e+
14
7
N (d,n) 15
8
O
fluor-18 110 18
8
O (p,n) 18
9
F 18
9
F ! 18
8
O + e+
20
10
Ne (d,) 18
9
F
Neurologie (hersenonderzoek)
radio-isotoop farmacon toepassingsdomein
18
9
F FDG glucosemetabolisme
15
8
O CO
2
bloedperfusie
15
8
O O
2
zuurstofverbruik
15
8
O CO bloedvolume
Cardiologie (hartonderzoek)
radio-isotoop farmacon toepassingsdomein
11
6
C palmitinezuur
11
6
C acetaat
Oncologie (kankeronderzoek)
radio-isotoop farmacon toepassingsdomein
18
9
F FDG glucosemetabolisme
11
6
C thymidine DNA-synthese
11
6
C methionine eiwitsynthese
Tabel 2.1: Een overzicht van de meest gebruikte radio-isotopen bij PET met hun
halveringstijd T
1=2
, generatiereacties, vervalreactie en mogelijke toepassingsdo-
meinen. Een deuteron en een -partikel zijn het equivalent van p+n en 2p+2n.
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voor deze doeleinden uiterst geschikt is. Verder kan glucose radioactief gemerkt
worden door een OH-groep door een 18F-atoom te vervangen, resulterend in 2-
deoxy-2-[18F]fluoroglucose of kortweg FDG. Deze substitutie heeft tot gevolg
dat de resulterende FDG-moleculen slechts gedeeltelijk gemetaboliseerd worden,
zodat de afbraakproducten gedurende een relatief lange tijd op dezelfde plaats
resideren. Dit laat ons toe om meetgegevens met relatief weinig ruis te verkrij-
gen. Neuroactivatiestudies worden ook met radioactief gemerkt zuurstofgas en
water uitgevoerd. Indien de correcte werking van bepaalde hersenregio’s gekend
is dan kan men overgaan tot het detecteren van ziektebeelden zoals de ziekte van
Alzheimer of tot de detectie van epileptische centra.
Verder wordt in de neurologie gebruik gemaakt van PET om de bloedperfusie,
het zuurstofverbruik en het bloedvolume te bepalen. De bloedperfusie wordt on-
derzocht door radioactief gemerkt koolstofdioxide in te ademen. Ter hoogte van
de longen treedt vervolgens de volgende evenwichtsreactie op
C[15
8
O]O + H
2
O 
 H
2
C[15
8
O]O
2

 CO
2
+ H
2
[
15
8
O];
waardoor gemiddeld 1 op 3 watermoleculen in het bloed radioactief gemerkt
wordt. Het koolstofdioxide wordt terug uitgeademd. Het zuurstofverbruik van
weefsels wordt onderzocht door radioactief gemerkt zuurstofgas in te ademen.
De beschikbaarheid van zuurstof is namelijk cruciaal voor het metabolisme. Het
bloedvolume in de hersenen wordt bepaald door radioactief gemerkt koolstof-
monoxide in te ademen. Deze moleculen binden zich ter hoogte van de longen
op hemoglobine, hetgeen de primaire verantwoordelijke is voor de toevoer van
zuurstof naar de weefsels en de afvoer van koolstofdioxide naar de longen. He-
moglobine heeft echter een grotere affiniteit voor koolstofmonoxide waardoor het
sneller koolstofmonoxide dan zuurstof bindt. Bij een overdosis aan koolstofmo-
noxide verkrijgt men de welgekende CO-vergiftiging.
In de cardiologie, of het hartonderzoek, gebruikt men PET onder meer voor
de kwantificatie van myocard-ischemie en hartinfarcten. Myocard-ischemie is een
zuurstoftekort van het hartspierweefsel. Een hartinfarct is het gevolg van doorge-
dreven myocard-ischemie, waardoor de hartspier niet genoeg zuurstof toegevoerd
krijgt om in leven te blijven.
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In de oncologie, of het kankeronderzoek, wordt PET gebruikt om tumoren te
detecteren en om het effect van chemotherapie te kwantificeren. Chemotherapie is
een therapie ter bestrijding van tumoren. Tumoren vertonen een hoge energiebe-
hoefte waardoor FDG gebruikt kan worden. Verder kan men voor de detectie van
tumoren radioactief gemerkte thymidine gebruiken. Een tumor wordt namelijk
door een ongecontroleerde celdeling gekenmerkt waarbij een grote hoeveelheid
aan DNA-moleculen, die allemaal thymidine bevatten, geproduceerd wordt. Een
ongecontroleerde celdeling wordt ook door een overmaat aan eiwitsynthese geka-
rakteriseerd. Daarom kan men eveneens gebruik maken van radioactief gemerkte
methionine, hetgeen in elk eiwit aanwezig is.
Tegenwoordig wordt ook in de farmacologie, of het geneesmiddelenonder-
zoek, gebruik gemaakt van PET om de efficie¨ntie en de specificiteit van nieuwe
geneesmiddelen te kwantificeren. Een geneesmiddel moet namelijk vooral naar
het doelorgaan diffunderen en de afbraakproducten moeten gemakkelijk door de
nieren verwerkt kunnen worden.
2.4 PET-detectors
Een PET-detector bestaat uit een scintillatiekristal dat een invallend foton in
verschillende fotonen van een lagere energie omzet en een fotomultiplicator die
de uittredende fotonen in een meetbare elektrische stroom omzet (zie figuur 2.3).
In het scintillatiekristal wordt de energie van het invallend foton door een
elektron geabsorbeerd. Indien de energie van het foton groter is dan de bindings-
energie van het elektron dan zal het elektron het atoom verlaten. Het vrij elektron
zal op zijn beurt andere elektronen losslaan. De losgeslagen elektronen worden
terug door atomen uit het kristalrooster opgenomen van zodra ze voldoende ener-
gie verloren hebben. Elke opname van een elektron resulteert in het uitzenden
van een foton met een veel lagere energie dan het gedetecteerde foton. Vermits
e´e´n invallend 511keV foton aanleiding geeft tot verschillende uittredende fotonen
treedt hier reeds een vermenigvuldiging op.
In tabel 2.2 hebben we een aantal eigenschappen van verschillende kristal-
soorten samengevat. Voor het vervaardigen van detectorkristallen werd vroeger
vooral natriumiodide gebruikt. Dergelijke kristallen zijn met thallium gedoteerd
om zogenaamde luminescentiecentra te cree¨ren die de kans verhogen dat een los-
geslagen elektron terug door een atoom opgenomen wordt alvorens het elektron
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Figuur 2.3: Een schematisch overzicht van een PET-detector.
Eigenschap NaI BGO LSO YSO
dichtheid (g/cc) 3.67 7.13 7.40 4.54
Effectieve Z 51 74 66 34
Tijdsconstante (ns) 230 300 40 70
Relatieve lichtuitvoer 100 15 75 120
Energieresolutie (%) 7.8 10 <10 <10
1/ voor 140 keV (mm) 4.2 0.82 1.0 7.7
1/ voor 511 keV (mm) 30 11 12 26
Tabel 2.2: Een overzicht van verschillende kristaleigenschappen [Link98].
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het kristal verlaat. Vervolgens werden de kristallen hoofdzakelijk uit bismutger-
manaat vervaardigd. Deze stof biedt het voordeel dat ze een veel groter stoppend
vermogen dan natriumiodide bezit, waardoor de kristallen veel kleiner gemaakt
kunnen worden zonder de waarschijnlijkheid dat een foton gedetecteerd wordt te
verkleinen. Tevens resulteren kleinere kristallen in goedkopere scanners. Bis-
mutgermanaat heeft echter het nadeel dat het een veel kleinere lichtuitval en een
veel langere tijdsconstante bezit. Deze nadelen werden gedeeltelijk door het ont-
staan van lutetiumoxyorthosilicaat verholpen. Deze stof heeft namelijk zowel een
veel kleinere tijdsconstante als een veel grotere lichtuitvoer, zonder dat hierbij
het stoppend vermogen van de kristallen gewijzigd wordt. Hierdoor kan men
veel kleinere LSO-kristallen dan BGO-kristallen vervaardigen, zonder dat men de
sensitiviteit van de detectors hierbij verslechtert. De gebruikelijke afmetingen zijn
2.05x4.39x20 mm3 voor een BGO-kristal en 2.375x2.375x7.5 mm3 [Case97] voor
een LSO-kristal. We merken op dat het gebruik van kleinere detectors de haalbare
resolutie ten goede komt. De kortere tijdsconstante van een LSO-kristal biedt te-
vens het voordeel dat men het moment waarop een foton op een detector invalt
nauwkeuriger kan bepalen, waardoor men het aantal toevallige coı¨ncidenties kan
reduceren door het tijdsvenster dat hiervoor gebruikt wordt te verkleinen. Het
verkleinen van kristallen heeft echter ook een nadeel. De waarschijnlijkheid dat
een schuin invallend foton door een verkeerde detector gedetecteerd wordt neemt
namelijk toe, dit worden parallaxfouten genoemd. Teneinde dit probleem te ver-
helpen dient men de diepte waarop het foton met het kristal interageert te kennen.
Deze informatie verkrijgt men gewoonlijk door twee verschillende kristallen op
elkaar te plaatsen, resulterend in kristallen die 15mm hoog zijn. Hierbij zorgt
men ervoor dat de gebruikte kristallen een duidelijk verschillend uitgangssignaal
genereren bij de detectie van een 511keV foton.
De fotonen die uit een scintillatiekristal vliegen worden door e´e´n of meer fo-
tomultiplicators opgevangen. Een fotomultiplicator bestaat uit een fotokathode,
een tiental dynodes en een anode. Het invallend foton interageert eerst met de
fotokathode en slaat hierbij een elektron los. Dit elektron wordt door de aanwe-
zigheid van een potentiaalverschil naar de eerste dynode versneld. De elektronen
die op de eerste dynode invallen slaan elektronen los. Die worden op hun beurt
naar de tweede dynode versneld waar terug hetzelfde fenomeen optreedt. Na een
tiental dynodes vormen de elektronen een meetbare elektrische stroom aan de an-
ode. Het aantal uittredende elektronen is hierbij evenredig met de energie van het
foton dat door het scintillatiekristal gedetecteerd werd, zodat men de energie van
dit foton kan schatten door de uittredende stroom te integreren.
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In plaats van detectors bestaande uit e´e´n scintillatiekristal en e´e´n fotomultipli-
cator te maken gebruikt men zogenaamde detectorblokken, teneinde de kostprijs
van een scanner te beperken. Een detectorblok bestaat uit e´e´n kristal en vier fo-
tomultiplicators [Bron95]. In het kristal worden groeven gezaagd waardoor een
rooster van 8x8 individuele kristallen ontstaat. De fotonen die uit een bepaald
individueel kristal vliegen verdelen zich over de vier fotomultiplicators. De frac-
tionele verdeling van de fotonen over de vier fotomultiplicators wordt onder meer
door de relatieve positie van het individuele kristal ten opzichte van de fotomulti-
plicators bepaald. De totale elektrische stroom aan de vier anodes wordt gebruikt
om de energie van het gedetecteerde foton te schatten. Deze informatie wordt
gebruikt om de detectie van verstrooide fotonparen te vermijden. Het individu-
ele kristal dat het foton gedetecteerd heeft wordt aan de hand van de relatieve
stroomsterktes van de vier anodestromen bepaald. Teneinde de kans op een fou-
tieve selectie te minimaliseren dient men de groeven in het kristal te optimalise-
ren [Schm96]. Een detectorblok bestaat dus als het ware uit 8x8 detectors.
Door de fysische processen die zich in een detectorblok afspelen is de puls-
duur van de elektrisch stromen aan de anodes niet gering. Dit maakt het moeilijk
om te beslissen wanneer twee fotonen al dan niet gelijktijdig gedetecteerd wor-
den. Dit probleem heeft men opgelost door een pulsvormer te gebruiken die de
totale elektrische stroom aan de anodes in een korte elektrische puls omzet. De in-
tensiteit van deze puls wordt gelijk gesteld aan de integraal van de totale stroom.
Merk op dat de grootte van de puls een maat voor de energie van het gedetec-
teerde foton vormt. Als na de pulsvormer twee elektrische pulsen binnen een
bepaald tijdsvenster gedetecteerd worden, zodat toevallige coı¨ncidenties verme-
den worden, en als beide elektrische pulsen een intensiteit hebben die groter is
dan een bepaalde drempelwaarde, zodat de detectie van verstrooide fotonen ver-
meden wordt, dan kan men aannemen dat er een correcte coı¨ncidentie opgetreden
is. De PET-scanner zal vervolgens de waarde van het meetgegeven dat met het
desbetreffende detectorpaar overeenkomt met e´e´n eenheid verhogen.
2.5 PET-meetgegevens
Elk meetgegeven d
i
dat door een PET-scanner gegenereerd wordt correspon-
deert met het aantal fotonparen dat door een bepaald detectorpaar gedurende een
bepaalde meettijd gedetecteerd is. Naargelang de manier waarop deze gegevens
ter beschikking gesteld worden, onderscheidt men een statische scan, een dyna-
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Figuur 2.4: Een schematisch overzicht van een 2D meetopstelling.
mische scan en list mode meetgegevens. Bij een statische scan verkrijgen we
e´e´n verzameling meetgegevens. Elk element uit deze verzameling correspondeert
met het totaal aantal fotonparen dat een bepaald detectorpaar gedurende de gehele
meettijd gedetecteerd heeft. Bij een dynamische scan wordt de meettijd in een
aantal op voorhand bepaalde tijdsintervallen ingedeeld. Per tijdsinterval wordt
een verzameling meetgegevens gegenereerd die gelijkaardig is aan die van een
statische scan. Dynamische scans worden gebruikt om het tijdsverloop van een
tracerverdeling te observeren. Bij list mode meetgegevens wordt de meettijd in
heel kleine tijdsintervallen (1ms) ingedeeld. Per tijdsinterval worden de detec-
torparen opgesomd die een fotonpaar gedetecteerd hebben. Deze werkwijze laat
ons toe om dynamische studies te verrichten waarbij de tijdsintervallen willekeu-
rig gekozen kunnen worden. Het is ook mogelijk om overlappende tijdsintervallen
te gebruiken, waardoor de ruis op de meetgegevens vermindert. Een nadeel van
list mode meetgegevens is de grootte van de verzameling meetgegevens. Onaf-
hankelijk van de wijze waarop de meetgegevens ter beschikking gesteld worden
wordt er voor het reconstructieprobleem steeds van e´e´n verzameling meetgege-
vens uitgegaan, waarbij elk element overeenkomt met het totaal aantal fotonparen
dat een bepaald detectorpaar gedetecteerd heeft. Hetgeen voor het reconstructie-
probleem wel een belangrijke rol speelt is de detectorconfiguratie van de scanner.
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Momenteel bestaan de meeste PET-scanners uit e´e´n of meer detectorringen
die uit detectorblokken opgebouwd zijn. Aangezien elk detectorblok uit 8x8 de-
tectors bestaat vormt e´e´n detectorring eigenlijk 8 smallere detectorringen. In het
vervolg van dit proefschrift refereren we naar de smallere detectorringen als de
detectorringen. We beschouwen nu e´e´n detector van een bepaalde detectorring.
Bij tweedimensionale (2D) meetgegevens vormt deze detector detectorparen met
een beperkt aantal andere detectors van dezelfde of een aanliggende detectorring.
Hij vormt dus geen detectorparen met detectors van veraf gelegen detectorrin-
gen. Hiervan maakt men gebruik om afschermstukken, septa genoemd, tussen de
detectorringen te plaatsen (zie figuur 2.4). Dergelijke septa verminderen de in-
vloed van radioactiviteit die zich buiten het gezichtsveld van de scanner bevindt
en ze verminderen de invloed van verstrooide fotonparen. Indien de detectors van
een detectorpaar tot eenzelfde detectorring behoren dan wordt het overeenkom-
stig meetgegeven gebruikt om de tracerverdeling in het vlak van de detectorring
te reconstrueren, hetgeen een direct plane genoemd wordt. Indien de detectors
daarentegen tot aanliggende detectorringen behoren dan wordt het meetgegeven
gebruikt om de tracerverdeling in het vlak tussen de detectorringen te reconstru-
eren, hetgeen een cross plane genoemd wordt. Een 2D PET-scanner bestaande
uit 8 detectorringen resulteert zodoende in 15 verzamelingen 2D meetgegevens,
vermits een dergelijke scanner 8 direct en 7 cross planes heeft.
Het voordeel van septa is een reductie van het aantal verstrooide fotonpa-
ren die gedetecteerd worden. Septa weerhouden echter ook onverstrooide, maar
schuin invallende, fotonparen om gedetecteerd te worden, zoals in figuur 2.4 ge-
toond wordt. Het is dus niet a priori te voorspellen of het gebruik van septa voor-
delig is. Onderzoek heeft aangetoond dat de gereconstrueerde beelden een betere
signaal/ruis-verhouding vertonen indien de septa verwijderd worden [Town89].
Daarom bezitten nieuwe scanners geen septa meer. Meetgegevens die zonder
septa verkregen zijn noemt men driedimensionale (3D) meetgegevens. Het ge-
reconstrueerde 3D beeld dat men zonder septa verkrijgt bestaat gewoonlijk uit
een opeenstapeling van dezelfde axiale doorsneden die men met septa verkrijgt.
Hoofdstuk 3
Reconstructiemethoden
Een scanner genereert meetgegevens d = fd
i
g
I
i=1
die in verband staan met
de ruimtelijke verdeling f(r) van een fysische grootheid. Tijdens het reconstruc-
tieproces tracht men deze verdeling zo goed mogelijk uit de meetgegevens te re-
construeren. Hierbij dient men een aantal problemen op te lossen die in x3.1 be-
sproken worden. Verder wordt de ontwikkeling van reconstructiemethoden door
het meetproces van de scanner bepaald. Daarom formuleren we in x3.2 het meet-
proces van verschillende scanners. Aan de hand van deze formules wordt vervol-
gens in x3.3 naar een oplossing van het inverse probleem gezocht. Naargelang
de methodologie die men hierbij gebruikt verkrijgt men analytische of iteratieve
algoritmen. Tenslotte introduceren we in x3.4 de reconstructiemethoden die in het
kader van dit doctoraat geı¨mplementeerd, getraind en gevalideerd zijn.
3.1 Inleiding
Bij de ontwikkeling van reconstructiemethoden dienen een aantal problemen
te worden opgelost. Vooreerst is het verband tussen de meetgegevens d en het
te reconstrueren beeld f(r) niet deterministisch maar stochastisch van aard. Dit
wil zeggen dat de meetgegevens niet eenduidig door het te reconstrueren beeld
bepaald zijn, vermits ze aan statistische schommelingen onderhevig zijn. Daarom
dient men het meetproces niet met een deterministische functie maar met een
gezamenlijke waarschijnlijkheidsdistributie P(djf(r)) te beschrijven. Deze dis-
tributie bepaalt de waarschijnlijkheid dat de scanner, bij het bemeten van een
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vooropgestelde tracerverdeling, een bepaalde verzameling meetgegevens gene-
reert. Deze distributie kan voor elke scanner met een beperkte nauwkeurigheid
bepaald worden. De verwachtingswaarde 
i
van een bepaald meetgegeven d
i
wordt door een scannerafhankelijke meetoperator R
i
(f(r)) bepaald. Tijdens de
reconstructie kan men al dan niet met het statistisch karakter van de meetgegevens
rekening houden. Indien men opteert om hier geen rekening mee te houden dan
tracht men het beeld te berekenen waarvoor d
i
= R
i
(f(r)) voor elk meetgegeven
geldt. Indien men daarentegen wel met het statistisch karakter van de meetgege-
vens rekening wenst te houden dan tracht men meestal het beeld te berekenen dat
met de grootste waarschijnlijkheid bemeten werd. Dit is het beeld dat P(f(r)jd)
maximaliseert. Vermits deze waarschijnlijkheidsdichtheid niet gekend is wordt ze
met behulp van de regel van Bayes als volgt bepaald
P(f(r)jd) =
P(djf(r))P(f(r))
P(d)
;
metP(djf(r)) de directe waarschijnlijkheidsdistributie, P(f(r)) de a priori waar-
schijnlijkheidsdistributie en P(d) een normeringsconstante. De eerste factor is de
wiskundige beschrijving van het meetproces. Hij wordt de likelihood L(f(r)) van
het beeld genoemd. De tweede factor geeft de waarschijnlijkheid weer dat een
bepaald beeld zal bemeten worden zonder hierbij met eventuele meetgegevens re-
kening te houden. De laatste factor is onbelangrijk omdat er met betrekking tot
het beeld gemaximaliseerd dient te worden.
Bij CT en MR houdt men gewoonlijk geen rekening met het statistisch karak-
ter van de meetgegevens. Bij PET is men daarentegen regelmatig genoodzaakt
om hier wel rekening mee te houden. Een PET-meetgegeven correspondeert na-
melijk met de realisatie van een poissonproces en de signaal/ruis-verhouding van
een dergelijk proces wordt door de vierkantswortel van zijn verwachtingswaarde
bepaald, waardoor een korte meettijd in meetgegevens met veel ruis resulteert.
Aangezien de verschillende poissonprocessen statistisch onafhankelijk zijn kan
men de te maximaliseren grootheid als volgt formuleren:
P(f(r))
I
Y
i=1
P(d
i
jR
i
(f(r))):
De reconstructie van f(r) wordt niet enkel door de ruis op de meetgegevens
bemoeilijkt. Er stelt zich eveneens een probleem door de continue aard van het
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te reconstrueren beeld. Het reconstructieproces wordt namelijk met een compu-
ter uitgevoerd en een computer is niet in staat om een willekeurig continu beeld
te verwerken. Verder is het aantal beschikbare meetgegevens beperkt, waardoor
we eigenlijk te weinig informatie bezitten om het beeld correct te reconstrueren.
Naargelang de wijze waarop deze problemen aangepakt worden verkrijgt men
analytische of iteratieve methoden. De methodologie achter beide werkwijzen
wordt samen met de voor- en nadelen in x3.3 besproken. Eerst formuleren we
voor verschillende scanners de bijhorende meetoperatoren R
i
(f(r)).
3.2 Meetoperatoren
In deze paragraaf formuleren we in eerste instantie de meetoperatoren voor
PET vermits dit doctoraat zich hoofdzakelijk op de reconstructie van PET-beelden
toelegt. Vervolgens formuleren we de meetoperatoren voor CT omdat deze opera-
toren op een eenvoudige wijze met de operatoren voor PET verbonden zijn, waar-
door men voor PET en CT gelijkaardige reconstructiemethoden kan gebruiken.
Tenslotte formuleren we de meetoperatoren voor MR vermits we in dit doctoraat
de grondslag wensen te leggen voor het gebruik van iteratieve reconstructieme-
thoden voor functionele MR-beeldvorming. Bij functionele MR worden de inte-
ressante beeldeigenschappen namelijk door de ruis op de beeldwaarden gemas-
keerd en iteratieve reconstructiemethoden hebben de eigenschap om de invloed
van de meetruis op de beeldwaarden te beperken. De meetoperatoren voor MR
en de meetoperatoren voor PET en CT zijn echter zeer verschillend, waardoor het
gebruik van iteratieve reconstructietechnieken voor MR niet vanzelfsprekend is
vermits ze gewoonlijk voor PET en CT ontworpen zijn.
3.2.1 Meetoperatoren voor PET
In x2.2 hebben we de meetoperatoren voor PET reeds afgeleid. In deze para-
graaf worden ze enkel herhaald en in een meer bruikbare vorm geformuleerd. De
meetoperator die we in x2.2 voor het i-de meetgegeven verkregen hebben is

i
= R
i
((r)) = 
i

i
Z
L
i

i
(r)
2
(r) dr; (3.1)
met L
i
de verbindingslijn tussen de detectors van het i-de detectorpaar, 
i
een
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normalisatiefactor die de efficie¨ntie van het i-de detectorpaar voorstelt, 
i
de at-
tenuatiefactor die de waarschijnlijkheid weergeeft dat een foton ongeattenueerd
van de ene naar de andere detector van het i-de detectorpaar kan vliegen, (r) de
te reconstrueren tracerverdeling en tenslotte 
i
(r) de ruimtehoek waaronder het
i-de detectorpaar vanuit positie r gezien wordt. De maximale waarde van deze
ruimtehoek is 2 vermits L
i
wel een richting maar geen zin heeft.
In hoofdstuk 2 hebben we vermeld dat een 2D PET-scanner meetgegevens ge-
nereert waarvan de bijhorende verbindingslijnen in eenzelfde vlak gelegen zijn
en dat een 3D PET-scanner meetgegevens genereert waarvan de bijhorende ver-
bindingslijnen ook verschillende vlakken kunnen doorsnijden. We herformuleren
(3.1) voor zowel een 2D als een 3D PET-scanner tot een meer bruikbare vorm.
Bij 2D PET veronderstellen we dat het spatiaal domein van (r) door


2d
= fr j z = 0 ; x
2
+ y
2
< R
2
g (3.2)
bepaald wordt, zodat we (3.1) als volgt kunnen neerschrijven

i
= ('
i
; u
i
) = R
i
((r)) = 
i

i
Z
C
 C

i
(r(c))
2
(r(c)) dc; (3.3)
met
C =
q
R
2
  u
2
i
; (3.4)
r(c) = u
i
e
u
i
+ c e
c
i
: (3.5)
De index u
i
2 [ R;R] en de eenheidsvectoren e
u
i
en e
c
i
worden door de ligging
van de i-de verbindingslijn bepaald. Deze notaties zijn in x2.1 geı¨ntroduceerd.
Bij 3D PET veronderstellen we dat het spatiaal domein van (r) door


3d
= fr j   h=2 < z < h=2 ; x
2
+ y
2
< R
2
g (3.6)
bepaald wordt. In x2.1 hebben we gezien dat de ligging van een rechte L
i
een-
duidig door de hoeken 
i
en '
i
en de coo¨rdinaten u
i
en v
i
bepaald kan worden.
3.2. Meetoperatoren 29
Aangezien we in dit proefschrift een cilindervormige detectorconfiguratie veron-
derstellen behoort de index u
i
tot [ R;R] en de index v
i
tot [ V
i
; V
i
] met
V
i
= V (
i
; u
i
) =

h
2

cos 
i
 

q
R
2
  u
2
i

sin j
i
j: (3.7)
Deze laatste beperking formuleert de noodzaak dat de rechte twee detectors moet
intersecteren. Tenslotte kunnen we de meetoperatoren als volgt neerschrijven

i
= (
i
; '
i
; u
i
; v
i
) = R
i
((r)) = 
i

i
Z
C
 C

i
(r(c))
2
(r(c)) dc;
(3.8)
met
C =
q
R
2
  u
2
i
= cos 
i
; (3.9)
r(c) = u
i
e
u
i
+ v
i
e
v
i
+ (v
i
tan 
i
+ c) e
c
i
: (3.10)
3.2.2 Meetoperatoren voor CT
Een CT-scanner bestaat meestal uit een ronddraaiende ring waarop aan de ene
kant een ro¨ntgenstralenbron en aan de andere kant verschillende ro¨ntgenstralen-
detectoren geplaatst zijn. De scanner meet voor elke positie van de bron en een
detector de intensiteit van de ro¨ntgenstralen met (A
i
) en zonder (B
i
) de patie¨nt.
De verwachtingswaarde 
i
van de verhouding van A
i
tot B
i
wordt door

i
= exp

 
Z
L
i
(r) dr

;
bepaald, met L
i
de rechte tussen de bron en de detector en (r) de lineaire attenu-
atiecoe¨fficie¨nten van de weefsels. Uit deze metingen worden de meetgegevens
d
i
= ln

B
i
A
i


Z
L
i
(r) dr = R
i
((r))
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berekend. Deze formule toont aan dat de i-de meetoperator voor CT met de lijn-
integraal van de attenuatieverdeling (r) over de i-de rechte L
i
overeenkomt.
In klassieke CT-scanners blijft de patie¨nt ter plaatse terwijl de ring met de
bron en de detectors ronddraait. De meetgegevens corresponderen zodoende met
een vlakke doorsnede van de patie¨nt en elk meetgegeven correspondeert met een
rechte in dit vlak. Vervolgens kan het bed waarop de patie¨nt ligt verschoven wor-
den en kan een volgend vlak bemeten worden, met een nieuwe verzameling meet-
gegevens tot gevolg. Bij recent ontwikkelde scanners kan de patie¨nt tijdens het
meetproces langzaam door de scanner geschoven worden, hetgeen de meettijd ver-
kort. Dit wordt spiraal-CT genoemd omdat de bron een spiraalvormige weg aflegt
ten opzichte van de patie¨nt. De hiermee verkregen meetgegevens worden eerst
tot verschillende verzamelingen meetgegevens verwerkt die elk met een vlakke
doorsnede van de patie¨nt corresponderen. Er bestaan ook meer gecompliceerde
meetopstellingen, hetgeen ons echter te ver zou leiden. Voor een verdere beschrij-
ving van de huidige CT-apparatuur verwijzen we daarom naar de desbetreffende
literatuur [Bron95]. Onafhankelijk van de gebruikte apparatuur beschikken we
voor de reconstructie van een CT-beeld steeds over een verzameling meetgege-
vens die met een vlakke doorsnede van de patie¨nt corresponderen.
We herformuleren de meetoperatoren voor CT in een meer bruikbare vorm.
Hierbij veronderstellen we dat het spatiaal domein van (r) door (3.2) bepaald
wordt. Verder maken we gebruik van de in x2.1 geı¨ntroduceerde notaties zodat
we de i-de meetoperator voor CT als volgt kunnen formuleren

i
= ('
i
; u
i
) = R
i
((r)) =
Z
p
R
2
 u
2
i
 
p
R
2
 u
2
i
(u
i
e
u
i
+ c e
c
i
) dc:
(3.11)
3.2.3 Meetoperatoren voor MR
Voor een nauwkeurige beschrijving van het MR-meetproces verwijzen we
naar de literatuur [Slic78, Morr86, VdW98b]. We vermelden hier enkel hetgeen
we noodzakelijk achten voor het vervolg van dit proefschrift.
Bij MR worden een aantal willekeurig georie¨nteerde, maar parallel gelegen,
vlakke doorsneden van de patie¨nt bemeten. Voor elke vlakke doorsnede wordt
een verzameling meetgegevens gegenereerd. Beschouwen we e´e´n bepaalde verza-
meling meetgegevens dan correspondeert de verwachtingswaarde 
i
van het i-de
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meetgegeven d
i
met een beeldwaarde (k
i
) van de 2D fouriergetransformeerde
van het te reconstrueren 2D beeld, dit is

i
= (k
x
i
; k
y
i
) = (k
i
) = R
i
((r)) =
Z


2d
(r) e
 jr:k
i
dr:
(3.12)
De hoekfrequenties k
i
waarvoor de scanner een meetgegeven genereert worden
door de meetsequentie bepaald. Ze vormen gewoonlijk een rechthoekige, een
radiale of een spiraalvormige bemonstering van de k-ruimte. Merk op dat we de
notatie d
i
gebruiken omdat deze meetgegevens complexe waarden aannemen.
3.3 Reconstructiemethodologie
In de vorige paragraaf hebben we voor verschillende scanners de meetopera-
toren geformuleerd. Ze bepalen het verband tussen het bemeten beeld f(r) en de
meetgegevens fd
i
g
I
i=1
die door de scanner gegenereerd worden. Gebruik makend
van deze kennis dient men een reconstructiemethode te ontwerpen waarmee het
beeld zo goed mogelijk uit de meetgegevens gereconstrueerd kan worden. Zoals
in x3.1 reeds aangehaald werd treden hierbij twee problemen op. Ten eerste is er
ruis op de meetgegevens aanwezig en ten tweede is het beeld over een continu
spatiaal domein gedefinieerd, hetgeen niet door een computer verwerkt kan wor-
den zonder hierbij de beeldinhoud te beperken. Het tweede probleem kan op twee
manieren opgelost worden. Naargelang de gebruikte manier verkrijgt men ana-
lytische of iteratieve methoden. Enkel iteratieve methoden zijn op een statistisch
model van het meetproces gebaseerd.
3.3.1 Analytische reconstructiemethoden
Bij de ontwikkeling van een analytische reconstructiemethode wordt het meet-
proces eerst geı¨dealiseerd, dit wil zeggen dat men een aantal veronderstellingen
vooropstelt die in de praktijk nooit waar kunnen zijn. Mits deze veronderstellin-
gen is men echter in staat om een reconstructiemethode te formuleren. Eenmaal
deze methode beschikbaar is wordt ze aan het ree¨le meetproces aangepast.
Voor PET en CT veronderstelt men dat de meetgegevens eenduidig door de
meetoperatoren bepaald worden. Verder veronderstelt men dat de scanner voor
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elke rechte die het spatiaal domein van het te reconstrueren beeld intersecteert
een meetgegeven genereert. Naargelang het spatiaal domein met een vlak of een
volume correspondeert kan men de meetgegevens respectievelijk door d('; u) en
d(; '; u; v) voorstellen. Vervolgens veronderstelt men dat de dimensies van de
detectors verwaarloosbaar zijn, waardoor de functie (r) door een diracfunctie
(r) vervangen mag worden. Tenslotte veronderstelt men voor PET dat de meet-
gegevens perfect voor attenuatie gecorrigeerd kunnen worden en dat elke detector
elk invallend foton met 100% efficie¨ntie detecteert, zodat de factoren  en  de
waarde e´e´n aannemen. Mits deze veronderstellingen vormen de meetgegevens
van een CT-scanner de radontransformatie van het te reconstrueren beeld, dit is
d('; u) =
Z
p
R
2
 u
2
 
p
R
2
 u
2
(u e
u
+ c e
c
) dc: (3.13)
Voor een 2D PET-scanner verkrijgt men, op een factor 1=2 na, exact dezelfde
formule. Het te reconstrueren beeld kan hierdoor met de inverse radongetransfor-
meerde [Rado17] gereconstrueerd worden. Voor 3D PET verkrijgt men
d(; '; u; v) =
Z
p
R
2
 u
2
 
p
R
2
 u
2
(u e
u
+ v e
v
+ (v tan  + c) e
c
) dc:
Voor de inversie van deze formule dient men reeds van in het begin rekening te
houden met de mogelijke waarden van v 2 [ V; V ] waarbij
V = V (; u) =

h
2

cos   

p
R
2
  u
2

sin jj:
Hierdoor moet men voor alle rechten L(; '; u; v 62 [ V; V ]) die het spatiaal
domein van het te reconstrueren beeld intersecteren een meetgegeven uit de voor-
handen zijnde meetgegevens schatten, hetgeen nadelige gevolgen heeft voor de
robuustheid van het resulterende algoritme tegen de meetruis. In het kader van dit
proefschrift werden echter geen analytische reconstructiemethoden voor 3D PET
geı¨mplementeerd, zodat we hiervoor naar de literatuur verwijzen [Defr95].
Voor MR veronderstelt men eveneens dat de meetgegevens eenduidig door de
meetoperatoren bepaald worden. Verder veronderstelt men dat de scanner voor
3.3. Reconstructiemethodologie 33
elke hoekfrequentie in het frequentiedomein van het te reconstrueren beeld een
meetgegeven d(k
x
; k
y
) genereert, waardoor de volledige 2D fouriergetransfor-
meerde van het beeld bemeten wordt. Het beeld kan dus met behulp van een
inverse 2D fouriertransformatie uit de meetgegevens gereconstrueerd worden.
Tenslotte worden de inversieformules gediscretiseerd om enerzijds met de ein-
digheid van het aantal beschikbare meetgegevens rekening te houden en om an-
derzijds de formule met een computer te kunnen implementeren. De wijze waarop
de discretisatie uitgevoerd wordt kan een invloed op de robuustheid van het algo-
ritme tegen de meetruis hebben. Zo kan men bijvoorbeeld voor 2D PET de inverse
radongetransformeerde op verschillende manieren formuleren. Hiervan blijkt ge-
filterde terugprojectie [Herm79] het beste te zijn. Bij MR maakt men, naargelang
de gebruikte meetsequentie, gebruik van een 2D FFT of het gefilterde terugpro-
jectiealgoritme. Deze laatste optie kan merkwaardig lijken, maar ze is gebaseerd
op het fouriersnedetheorema (Engels: Fourier slice theorem),
	(k
u
cos'; k
u
sin') = D('; k
u
) =
Z
1
 1
d('; u)e
 ju:k
u
du:
(3.14)
In woorden vertelt dit theorema ons dat de 1D fouriergetransformeerde D('; k
u
)
van de projectie van een beeld volgens een bepaalde projectierichting overeen-
komt met de evaluatie van de 2D fouriergetransformeerde 	(k) van hetzelfde
beeld op een rechte die loodrecht op de projectierichting staat en die door de oor-
sprong gaat. Dit theorema toont duidelijk het verband tussen het MR-meetproces
en de radontransformatie aan. Reconstructiemethoden die hierop gebaseerd zijn
staan bij MR bekend als projectiereconstructies. De meetsequenties die hierbij
gebruikt worden corresponderen met een radiale bemonstering van de k-ruimte.
3.3.2 Iteratieve reconstructiemethoden
Tomografische beelden die met analytische reconstructiemethoden verkregen
worden zijn niet robuust tegen meetruis. Verder vereisen ze een uniforme be-
monstering van de meetruimte teneinde de inversieformules adequaat te kunnen
discretiseren. We bespreken deze nadelen in functie van verschillende scanners.
 Voor PET vormt de meetruis een probleem bij het gebruik van analytische
reconstructiemethoden indien korte meettijden gebruikt worden. Verder
34 Hoofdstuk 3. Reconstructiemethoden
hebben we reeds vermeld dat de gebruikte detectorconfiguratie de formule-
ring van 3D inversieformules bemoeilijkt. Iteratieve reconstructiemethoden
bieden voor beide problemen een oplossing.
 Bij CT stelt zich geen probleem. De meetruimte wordt zeer goed bemon-
sterd en de ruis op de meetgegevens is verwaarloosbaar. Daarom gebruikt
men voor de reconstructie van een CT-beeld gewoonlijk een analytische re-
constructiemethode, namelijk gefilterde terugprojectie [Herm79].
 Bij structurele MR stelt zich evenmin een probleem met betrekking tot de
meetruis, maar er kan zich een probleem voordoen betreffende de veron-
derstelling dat de k-ruimte uniform bemonsterd moet zijn. Bij MR kampt
men namelijk met artefacten die te wijten zijn aan het bewegen van de
patie¨nt tijdens het meetproces, dit worden bewegingsartefacten genoemd.
Tegenwoordig is men echter in staat om met voldoende nauwkeurigheid
de meetgegevens te bepalen die verkregen werden terwijl de patie¨nt zich
bewoog [VdW97, VdW98a]. Deze meetgegevens worden tijdens het re-
constructieproces niet meer gebruikt, waardoor de meetruimte niet meer
uniform bemonsterd is. Bij analytische methoden moeten de verwijderde
meetgegevens uit de resterende meetgegevens geschat worden, hetgeen na-
delig is voor de beeldkwaliteit. Iteratieve methoden bieden een oplossing.
 Bij functionele MR heeft men hoofdzakelijk met meetruis te kampen. De
interessante beeldeigenschappen worden hierbij namelijk door de ruis op
de beeldwaarden gemaskeerd. Iteratieve reconstructiemethoden bieden het
voordeel dat ze de invloed van meetruis op de beeldwaarden beperken.
We bespreken nu de methodologie achter de ontwikkeling van iteratieve re-
constructiemethoden en hoe ze gebruikt kunnen worden om het statistisch karak-
ter van de meetgegevens in het reconstructieproces te verwerken.
In tegenstelling tot analytische reconstructiemethoden houden we bij de ont-
wikkeling van iteratieve reconstructiemethoden meteen rekening met de eindig-
heid van het aantal beschikbare meetgegevens fd
i
g
I
i=1
en met het feit dat tomo-
grafische beelden met behulp van een computer berekend moeten worden. Hier-
toe wordt het te reconstrueren beeld door een lineaire combinatie van een beperkt
aantal basisfuncties fb
j
(r)g
J
j=1
met gepaste coe¨fficie¨nten fv
j
g
J
j=1
benaderd,
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f(r) 
^
f(r) =
J
X
j=1
v
j
b
j
(r): (3.15)
De basisfuncties die hiervoor gewoonlijk gebruikt worden zijn pixels of voxels,
hetgeen rechthoekige respectievelijk balkvormige beeldelementen zijn. De keuze
van de gebruikte basisfuncties staat los van de ontwikkeling van iteratieve metho-
den, maar ze bepalen wel de nauwkeurigheid waarmee f(r) benaderd wordt, de
beeldkwaliteit van het gereconstrueerde beeld en de efficie¨ntie waarmee de me-
thoden geı¨mplementeerd kunnen worden.
In de vorige paragraaf hebben we gezien dat de meetoperatoren R
i
(f(r)) li-
neair zijn, zodat we de volgende vergelijking kunnen neerschrijven

i
= R
i
(f(r))  R
i
(
^
f(r)) =
J
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j=1
v
j
R
i
(b
j
(r)) =
J
X
j=1
p
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v
j
;
met p
i;j
= R
i
(b
j
(r)) een zogenaamd transfert- of projectie-element. Het recon-
structieprobleem impliceert het oplossen van de volgende lineaire vergelijkingen
d
i
= R
i
(f(r)) met i = 1 : : : I; (3.16)
hetgeen met (3.15) herleid kan worden tot
d
i
=
J
X
j=1
p
i;j
v
j
met i = 1 : : : I: (3.17)
Eenmaal de coe¨fficie¨nten berekend zijn verkrijgt men het gereconstrueerde beeld
door ze in (3.15) te introduceren. Het oplossen van deze vergelijkingen is niet
steeds mogelijk omdat de projectiematrix uitermate groot is en omdat er ander-
zijds meestal geen oplossing bestaat door de aanwezigheid van meetruis en door
de beperkte nauwkeurigheid waarmee we het meetproces kunnen modelleren.
Er bestaan algoritmen die (3.17) toch trachten op te lossen. Ze verwaarlozen
hierdoor de aanwezigheid van de meetruis. De algoritmen die hiervoor gebruikt
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worden zijn steeds iteratief van aard, hetgeen hun benaming verklaart. Dergelijke
reconstructiemethoden vormen goede kandidaten voor het MR-reconstructiepro-
bleem vermits ze enerzijds de invloed van de meetruis op de beeldwaarden be-
perken en vermits ze anderzijds geen poissonmodel van het meetproces veronder-
stellen, hetgeen gewoonlijk wel verondersteld wordt door de reeds ontwikkelde
iteratieve statistische reconstructiemethoden.
Voor PET kan men rekening houden met de meetruis door
P(f(r))
I
Y
i=1
P(d
i
jR
i
(f(r))) (3.18)
te maximaliseren. De factor P(f(r)) stelt de waarschijnlijkheid voor dat een
vooropgesteld beeld bemeten wordt zonder hierbij met eventuele meetgegevens
rekening te houden. Dit noemt men de voorkennis betreffende het te reconstru-
eren beeld. De uiteindelijke formulering van deze voorkennis kan bijvoorbeeld
gebaseerd zijn op het maximumentropieprincipe [Eric88, Desm95] of op de theo-
rie van markovrandomvelden [Sund98]. In het vervolg van dit proefschrift maken
we geen gebruik van voorkennis omdat dit buiten het kader van dit doctoraatson-
derzoek valt. We nemen daarentegen aan dat elk beeld met dezelfde waarschijn-
lijkheid bemeten wordt, zodat de factor P(f(r)) verdwijnt. Elke overblijvende
factor P(d
i
jR
i
(f(r))) bepaalt de waarschijnlijkheid dat een scanner de waarde
d
i
voor de i-de meetwaarde zal genereren indien f(r) het bemeten beeld is. Voor
het specifieke geval van een PET-studie komen deze factoren met poissonwaar-
schijnlijkheidsdistributies overeen, zodat we (3.18) als volgt kunnen herschrijven,
I
Y
i=1
(R
i
(f(r)))
d
i
d
i
!
e
 R
i
(f(r))
:
Tenslotte introduceren we (3.15) zodat we (3.18) als volgt kunnen formuleren,
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i
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e
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J
j=1
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i;j
v
j
: (3.19)
Merk op dat het maximum van een poissondistributie bereikt wordt wanneer de
waarde van de meetgegevens met hun verwachtingswaarden overeenkomen. Hier-
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door zou men kunnen concluderen dat het maximum bereikt wordt wanneer de
coe¨fficie¨nten aan (3.17) voldoen en dat we dus eigenlijk naar dezelfde oplossing
zoeken. Deze redenering is correct in zoverre dat er een unieke oplossing bestaat,
maar die is er niet. Met het maximaliseren van (3.19) trachten we daarentegen
het stelsel (3.17) op te lossen met als bijkomende voorwaarde dat de verzameling
meetgegevens de resultaten van statistisch onafhankelijke poissonprocessen moe-
ten zijn. Hierin ligt de kracht van deze werkwijze. Methoden die (3.18) maxima-
liseren noemt men iteratieve statistische methoden, omdat ze steeds iteratief van
aard zijn en omdat ze op een statistisch model van het meetproces gebaseerd zijn.
Het moge duidelijk zijn dat iteratieve methoden tal van voordelen bieden ten
opzichte van analytische methoden. Ze vereisen echter aanzienlijk langere re-
constructietijden waardoor ze in de praktijk nog maar schoorvoetend hun intrede
doen. De rekentijd die nodig is voor e´e´n iteratie is in grootteorde gelijk aan de
totale reconstructietijd die nodig is voor een analytische reconstructie. Daarom
worden in hoofdstuk 6 optimalisaties beschreven waarmee we de reconstructietijd
van iteratieve methoden kunnen reduceren. Maar eerst formuleren we de recon-
structiemethoden die we geı¨mplementeerd hebben.
3.4 Onderzochte reconstructiemethoden
In de vorige paragraaf hebben we de methodologie van analytische en itera-
tieve reconstructiemethoden besproken. In deze paragraaf formuleren en bespre-
ken we de reconstructiemethoden die in dit proefschrift onderzocht worden.
3.4.1 Analytische reconstructiemethoden
De standaard reconstructiemethode voor zowel 2D PET als voor CT en MR is
een analytische reconstructiemethode die gefilterde terugprojectie genoemd wordt.
Deze methode is op de inverse radontransformatie [Rado17, Herm79] gebaseerd.
Niettegenstaande dit doctoraatsonderzoek zich voornamelijk naar iteratieve recon-
structiemethoden voor 2D en 3D PET richt hebben we gefilterde terugprojectie
toch voor 2D PET onderzocht omdat het nog steeds een belangrijke rol speelt.
Gefilterde terugprojectie verkrijgt men met behulp van het fouriersnedetheo-
rema (3.14) en de 2D inverse fouriergetransformeerde van een functie in polaire
coo¨rdinaten. We beschrijven het algoritme als volgt. Eerst berekent men voor elke
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hoek ' de 1D fouriergetransformeerde van de meetgegevens,
D('; ) =
Z
1
 1
d('; u) e
 j2u
du: (3.20)
Vervolgens vermenigvuldigt men de resulterende functies met H() = jj en
berekent men de 1D inverse fouriergetransformeerde van het product,
d
f
('; u) =
Z
1
 1
D('; ) H() e
j2u
d: (3.21)
Tenslotte worden deze gefilterde meetgegevens teruggeprojecteerd,
(x; y) =
Z

0
d
f
('; x cos'+ y sin') d'; (3.22)
hetgeen in het te reconstrueren beeld resulteert. De factor jj is een gevolg van de
overgang van cartesiaanse naar polaire coo¨rdinaten.
Bovenstaande reconstructieformules resulteren in kwalitatief goede beelden
indien de ruis op de meetgegevens verwaarloosbaar is. Bij afwezigheid van ruis
komen er bijna geen hoogfrequente componenten in D('; ) voor vermits een
scanner, mede door de eindige dimensies van de detectors, niet in staat is deze
componenten te meten. De aanwezigheid van ruis introduceert echter ook hoog-
frequente componenten die verder door de factor jj versterkt worden. Hierdoor
vertoont het gereconstrueerde beeld streepvormige artefacten. Om deze artefac-
ten te beperken onderdrukt men de hoogfrequente componenten door de factor jj
met een vensterfunctie te vermenigvuldigen. Gewoonlijk resulteert dit in het filter
H() = jj cos
2

s
2

; (3.23)
met s een dempingsparameter die de afsnijfrequentie 1=s van het filter bepaalt.
Zijn waarde wordt in functie van de meetruis bepaald.
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Een scanner genereert niet voor elke rechte L('; u) een meetgegeven. We
veronderstellen dat zowel de '- als de u-coo¨rdinaat uniform bemonsterd wordt,
'
n
'
=
 n
'
N
'
; (3.24)
u
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u
=
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 
N
u
  1
2
+ n
u


u
; (3.25)
met n
'
2 [0; 1; : : : ; N
'
  1], n
u
2 [0; 1; : : : ; N
u
  1]. Deze beperkingen moeten
in rekening gebracht worden bij de implementatie van (3.20)–(3.22).
De voorwaartse (3.20) en de inverse (3.21) fouriergetransformeerde worden
respectievelijk met de FFT en de IFFT geı¨mplementeerd. De FFT veronderstelt
echter dat de functie d('; u) op equidistante punten n
u

u
bemonsterd wordt en
dat de oorsprong met e´e´n van de monsterpunten overeenkomt. Dit is voor (3.25)
niet het geval waardoor we eigenlijk een faseverschuiving e ju aan (3.20)
moeten toevoegen. Deze verschuiving wordt echter meteen teniet gedaan bij de
berekening van de inverse fouriergetransformeerde (3.21) zodat ze in de uitein-
delijke implementatie niet meer optreedt. Na de uitwerking van (3.20) en (3.21)
verkrijgen we de waarden d
f
('
n
'
; u
n
u
) waarmee we (3.22) moeten discretiseren.
Hierbij wordt het te reconstrueren beeld gewoonlijk als volgt bemonsterd,
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met n
x
2 [0; 1; : : : ; N
x
  1] en n
y
2 [0; 1; : : : ; N
y
  1]. Merk op dat het be-
monsteren van een functie niet hetzelfde is als het benaderen van een functie met
behulp van basisfuncties, zoals bij iteratieve reconstructiemethoden. Gebruik ma-
kend van (3.26) en (3.27) herschrijven we (3.22) als volgt,
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n
'
; u
n
u
) schatten. Hiervoor wordt meestal lineaire interpolatie gebruikt
d
f
('
n
'
; u) =
(u
n
u
+1
  u)

u
d('
n
'
; u
n
u
) +
(u  u
n
u
)

u
d('
n
'
; u
n
u
+1
);
met
n
u


u

u
+
N
u
  1
2

 n
u
+ 1:
We wensen de lezer te waarschuwen voor een veel voorkomende fout bij het
implementeren van gefilterde terugprojectie. Uit voorgaande formules zou men
verkeerdelijk kunnen besluiten om het filter H() = jj cos2(s=2)) op equi-
distante punten n



te bemonsteren. Hierdoor wordt echter niet enkel de waarde
nul aan  = 0 maar ook aan het ganse interval  2 [ 

=2;

=2] toegekend.
Dit heeft tot gevolg dat de verkregen beeldwaarden volkomen verkeerd zijn niette-
genstaande de visuele indruk van het beeld niet te onderscheiden is van de visuele
indruk die een correct gereconstrueerd beeld geeft. Dit probleem kan op twee
manieren opgelost worden. Zo kan men het filteren van d('; u) in het meetdo-
mein uitvoeren door eerst de inverse fouriergetransformeerde van het filter op een
analytische wijze te berekenen
h(u) =
1
2s
2

sinc(2(u  s)=s)  0:5 sinc2((u  s)=s)

+
1
2s
2

sinc(2(u+ s)=s)  0:5 sinc2((u+ s)=s)

+
1
s
2

sinc(2u=s)   0:5 sinc2(u=s)

en door vervolgens de convolutie van d('; u) met h(u) uit te werken
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d
f
('; u) =
Z
1
 1
d('; ~u) h(u  ~u) d~u:
Het uitwerken van deze laatste bewerking is echter rekenintensief. Daarom heb-
ben we voor een andere oplossing geopteerd. Hierbij wordt eerst h(u) uniform be-
monsterd en wordt vervolgens de FFT van deze monsterwaarden berekend. Ten-
slotte worden deze waarden voor de discretisatie van (3.21) gebruikt.
3.4.2 Iteratieve reconstructiemethoden
In deze paragraaf bespreken we vier iteratieve reconstructiemethoden die in
dit proefschrift onderzocht worden. Hiervan behoren drie methoden tot de itera-
tieve statistische methoden en e´e´n methode tot de iteratieve niet-statistische me-
thoden.
Een iteratieve methode start steeds met een initie¨le schatting van het te recon-
strueren beeld. Soms wordt aangeraden om hiervoor het beeld te gebruiken dat
met gefilterde terugprojectie verkregen wordt. De streepvormige artefacten die in
een dergelijk beeld optreden worden echter niet snel door een iteratieve methode
weggewerkt. Daarom opteert men gewoonlijk voor een uniform beeld. Dit is een
beeld waarvan elk element v
j
dezelfde goed gekozen waarde aanneemt.
Vervolgens wordt uitgaande van een huidige schatting van het te reconstrueren
beeld fvk
j
g
J
j=1
een verbeterde schatting fvk+1
j
g
J
j=1
berekend, met k = 0 : : : K 1
het iteratienummer. Hiervoor doorloopt men gewoonlijk de volgende deeltaken.
1. Eerst worden e´e´n of meer elementen

k
i
=
J
X
j=1
p
i;j
v
k
j
van de voorwaartse projectie fk
i
g
I
i=1
van het beeld fvk
j
g
J
j=1
berekend. De
indices van de berekende elementen behoren tot een verzameling I
k
.
2. Vervolgens wordt de afwijking van elke berekende waarde k
i
ten opzichte
van zijn overeenkomstig meetelement d
i
op een methodeafhankelijke ma-
nier in een waarde k
i
uitgedrukt. Deze waarden kunnen bijvoorbeeld op
het verschil of de verhouding van beide grootheden gebaseerd zijn.
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3. Daarna worden de berekende waarden k
i
teruggeprojecteerd, hetgeen in
een foutbeeld resulteert waarvan de coe¨fficie¨nten bepaald zijn door

k
j
=
X
i2I
k

k
i
p
i;j
:
4. Tenslotte wordt dit foutbeeld op een methodeafhankelijke manier met de
huidige schatting fvk
j
g
J
j=1
van het te reconstrueren beeld gecombineerd ten-
einde een verbeterde schatting fvk+1
j
g
J
j=1
te verkrijgen.
Een iteratieve reconstructiemethode wordt dus volledig bepaald door de deel-
verzamelingen I
k
en door de manier waarop de tweede en de vierde deeltaak
uitgewerkt worden. Verder hangt de wiskundige formulering van elk projectie-
element p
i;j
van de gebruikte basisfuncties en van de gebruikte scanner af, maar
niet van de reconstructiemethode. We vermelden nog dat er ook iteratieve recon-
structiemethoden bestaan waarbij de terugprojectie niet uitgewerkt moet worden.
Dergelijk reconstructiemethoden zijn bijvoorbeeld op gesimuleerd uitgloeien ge-
baseerd [Sund95, Sund98]. Vermits ze buiten het kader van dit proefschrift vallen
worden ze niet nader besproken. We formuleren nu de vier iteratieve reconstruc-
tiemethoden die in de volgende hoofdstukken bestudeerd worden.
 Maximum Likelihood Expectation Maximization (of MLEM)
v
k+1
j
=
v
k
j
P
I
i=1
p
i;j
I
X
i=1
d
i
P
J
n=1
p
i;n
v
k
n
p
i;j
(3.29)
Dit algoritme werd in 1982 door Shepp en Vardi voor de reconstructie van
PET-beelden geı¨ntroduceerd [Shep82]. Ze leverden ook het wiskundig be-
wijs dat het algoritme naar een beeld convergeert dat (3.19) maximaliseert.
Het MLEM-algoritme gebruikt bij elke iteratie de volledige verzameling
meetgegevens waardoor het vrij robuust is tegen meetruis. Het algoritme
heeft echter ook een aantal nadelen. Vooreerst moeten er veel iteraties uitge-
voerd worden alvorens men een bruikbaar beeld verkrijgt, hetgeen tot lange
reconstructietijden leidt. Verder verslechtert het beeld indien de reconstruc-
tie niet op tijd gestopt wordt [Vekl87, Llac89]. Dit kan als volgt verklaard
worden. Gedurende de eerste iteraties worden de coe¨fficie¨ntwaarden hoofd-
zakelijk door de grootteorde van de meetgegevens bepaald. Naargelang het
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aantal iteraties echter toeneemt worden de opeenvolgende aanpassingen van
de coe¨fficie¨ntwaarden meer door de meetruis dan door de grootteorde van
de meetgegevens bepaald waardoor het beeld een hoogfrequente ruiscom-
ponent begint te vertonen. Deze artefacten zijn totaal verschillend van de
streepvormige artefacten die men bij gefilterde terugprojectie aantreft. Men
heeft dus nood aan een stopcriterium dat na elke iteratie beslist of de recon-
structie afgelopen is. Gewoonlijk verkiest men echter om een vast aantal
iteraties uit te voeren, ongeacht de beschikbare meetgegevens. In hoofd-
stuk 7 zullen we zien dat de verslechtering van het beeld aanzienlijk beperkt
kan worden door goedgekozen basisfuncties te gebruiken.
 Ordered Subset Expectation Maximization (of OSEM)
v
k+1
j
=
v
k
j
P
i2I
k
p
i;j
X
i2I
k
d
i
P
J
n=1
p
i;n
v
k
n
p
i;j
(3.30)
Dit algoritme werd in 1994 door Hudson en Larkin voorgesteld [Huds94].
Het wordt meteen verkregen door in (3.29) de sommatie over i 2 f1 : : : Ig
door een sommatie over i 2 I
k
te vervangen. Van dit algoritme werd aan-
getoond dat het naar een limietbeeld convergeert indien de deelverzame-
lingen I
k
goed gekozen worden. Een goede keuze correspondeert met een
gebalanceerde opsplitsing van de meetgegevens, hetgeen wil zeggen dat
elke deelverzameling evenveel informatie aan het reconstructieproces moet
verstrekken. Hierdoor moeten bijvoorbeeld de projectiehoeken die tot een
bepaalde deelverzameling behoren zo ver mogelijk uit elkaar liggen. De
projectiehoeken in opeenvolgende deelverzamelingen I
k
en I
k+1
moeten
eveneens zo ver mogelijk uit elkaar liggen. De deelverzamelingen die wij
gebruikt hebben worden in hoofdstuk 6 besproken. In hoofdstuk 7 zullen
we zien dat het aantal keer dat we voor OSEM de gehele verzameling meet-
gegevens dienen te doorlopen veel kleiner is dan het aantal noodzakelijke
MLEM-iteraties, zodat de reconstructietijd van OSEM veel korter is.
 Row-Action Maximum Likelihood Algorithm (of RAMLA)
v
k+1
j
= v
k
j
+ 
k
v
k
j
 
d
i
k
P
J
n=1
p
i
k
;n
v
k
n
  1
!
p
i
k
;j
(3.31)
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Dit algoritme werd in 1996 door Browne en De Pierro voorgesteld [Brow96].
Het wordt verkregen mits (3.29) eerst als volgt te schrijven
v
k+1
j
= v
k
j
+
v
k
j
P
I
i=1
p
i;j
I
X
i=1
 
d
i
P
J
n=1
p
i;n
v
k
n
  1
!
p
i;j
:
Vervolgens dient men (
P
I
i=1
p
i;j
)
 1 door een iteratieafhankelijke relaxatie-
parameter k te vervangen en de resterende sommatie over i door e´e´n itera-
tieafhankelijke index i
k
te vervangen. Het RAMLA-algoritme verwerkt dus
e´e´n meetgegeven per iteratie, hetgeen de convergentiesnelheid van het algo-
ritme ten goede komt. De relaxatieparameters k hebben een grote invloed
op de kwaliteit van het gereconstrueerde beeld. Een te grote waarde resul-
teert bijvoorbeeld in beelden met veel ruis en een te kleine waarde resulteert
in lange reconstructietijden. In hoofdstuk 7 zullen we zien dat een kleine
waarde voor de relaxatieparameters tot kwalitatief goede beelden leidt en
dat de hiervoor noodzakelijke reconstructietijden aanvaardbaar zijn.
 Algebraic Reconstruction Techniques (of ART)
v
k+1
j
= v
k
j
+ 
k
 
d
i
k
 
P
J
n=1
p
i
k
;n
v
k
n
P
J
n=1
p
2
i
k
;n
!
p
i
k
;j
(3.32)
Dit algoritme werd in 1970 door Gordon voorgesteld [Gord70, Gord74].
Het tracht een oplossing voor (3.17) te berekenen door bij elke iteratie e´e´n
bepaalde vergelijking uit dit stelsel te beschouwen,
d
i
k
=
J
X
j=1
p
i
k
;j

v
k+1
j

=
J
X
j=1
p
i
k
;j

v
k
j
+ 
i
k
;j

;
en door vervolgens de parameters f
i
k
;j
g
J
j=1
zodanig te berekenen dat de
nieuwe schatting van het te reconstueren beeld aan deze vergelijking vol-
doet, hetgeen tot de volgende formule leidt,

i
k
;j
=
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P
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i
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;j
Een dergelijke iteratie kan grafisch voorgesteld worden als een loodrechte
projectie van het huidige beeld op het hypervlak dat uit alle beelden bestaat
3.5. Herverdelingsalgoritmen 45
die aan de i
k
-de lineaire vergelijking voldoen. Vervolgens wordt het nieuwe
beeld op een volgend hypervlak geprojecteerd, enz. Op deze wijze verkrijgt
men uiteindelijk het gemeenschappelijk snijpunt van alle hypervlakken, in-
dien dit bestaat. Door de aanwezigheid van ruis op de meetgegevens bestaat
dit punt echter niet. Daarom heeft men de relaxatieparameters k inge-
voerd. Deze parameters bepalen de fractionele afname van de cartesiaanse
afstand tussen de huidige schatting van het te reconstrueren beeld en het
hypervlak dat men op dat moment beschouwt. Indien een relaxatiepara-
meter bijvoorbeeld de waarde 0.9 aanneemt dan wordt de afstand met 90%
gereduceerd. In hoofdstuk 7 zullen we zien dat kleine parameterwaarden
de voorkeur genieten, waardoor elk beeld slechts een kleine beetje in de
richting van het beschouwde hypervlak geschoven wordt.
3.5 Herverdelingsalgoritmen
De reconstructie van een 3D PET-beeld is een uiterst rekenintensieve taak in-
dien men van een volledige verzameling 3D meetgegevens vertrekt. Daarom heeft
men naar algoritmen gezocht die de hoeveelheid te verwerken meetgegevens re-
duceren. Dergelijke algoritmen ontbinden de verzameling 3D meetgegevens in
verschillende verzamelingen 2D meetgegevens die onafhankelijk van elkaar ver-
werkt kunnen worden. De algoritmen die men hiervoor ontwerpt worden her-
verdelingsalgoritmen (Engels: rebinning algorithm) genoemd. Alvorens drie van
deze algoritmen te bespreken introduceren we eerst een aantal bijkomende nota-
ties die in de desbetreffende literatuur gebruikt worden.
De ligging van een rechte hebben we tot nu toe steeds met twee hoeken  en
' en twee coo¨rdinaten u en v voorgesteld. Herverdelingsalgoritmen gebruiken
meestal andere notaties. We formuleren de eenheidsvector e
v
eerst als volgt
e
v
=
1
cos 
e
z
  tan  e
c
:
Vervolgens introduceren we deze gelijkheid in (3.10) hetgeen in
r(c) = u e
u
+
v
cos 
e
z
+ c e
c
resulteert, met
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c 2 [ 
p
R
2
  u
2
tan 
sin 
;
p
R
2
  u
2
tan 
sin 
]:
Verder introduceren we de grootheden
 = 2
p
R
2
  u
2
tan 
en
z
o
= v= cos 
waarmee we r(c) als volgt kunnen herschrijven
r(c) = u e
u
+ z
o
e
z
+ c e
c
;
met
c 2 [ 
=2
sin 
;
=2
sin 
]:
Tenslotte kunnen we de eenheidsvector e
c
als volgt formuleren
e
c
= cos  cos' e
x
+ cos  sin' e
y
+ sin  e
z
= (cos' e
x
+ sin' e
y
+ tan  e
z
) cos 
= (cos' e
x
+ sin' e
y
+ tan  e
z
)=
p
1 + tan
2

=

cos' e
x
+ sin' e
y
+

2
p
R
2
  u
2
e
z

s
1 +

2
4(R
2
  u
2
)
We merken op dat de rechte L(; '; u; v) een z-coo¨rdinaat heeft die van z
o
 =2
tot z
o
+ =2 loopt, hetgeen tevens de verticale posities van de geı¨ntersecteerde
puntdetectors bepaald. Een 2D meetgegeven wordt tijdelijk door d('; u; z) in
plaats van d('; u) genoteerd teneinde de verticale positie van de overeenkom-
stige axiale doorsnede expliciet te vermelden. Gebruik makend van de zojuist
geı¨ntroduceerde notaties bespreken we nu drie herverdelingsalgoritmen.
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Het eerste algoritme noemt SSRB (Engels: Single Slice Rebinning) [DW87].
Dit herverdelingsalgoritme voegt de waarde d(; '; u; v) toe aan het meetgegeven
d('; u; z) waarvoor z = z
o
. Dit algoritme werkt goed zolang de hoek  niet te
groot is. Indien niet aan deze voorwaarde voldaan is dan treedt axiale vervaging
(Engels: blurring) op.
Het tweede algoritme noemt MSRB (Engels: Multi Slice Rebinning) [Lewi94].
Dit herverdelingsalgoritme verdeelt de waarde d(; '; u; v) gelijkmatig over alle
meetgegevens d('; u; z) waarvoor z 2 [z
o
 =2; z
o
+=2].
Het derde algoritme noemt FORE (Engels: Fourier Rebinning) [Defr95]. De
herverdeling van de meetgegevens is hierbij gebaseerd op een uitbreiding van
de frequentie-afstand (Engels: frequency-distance) relatie die door Edholm voor
de 2D radontransformatie afgeleid werd [Edho86]. De formules die men in de
literatuur over het FORE-algoritme aantreft komen volledig met bovenstaande
notaties overeen op voorwaarde dat men in de literatuur elke hoek ' door '+=2
vervangt. Het algoritme begint met de berekening van de fouriergetransformeerde
van d(; '; u; v) naar de u-coo¨rdinaat en de fourierreeks naar de '-coo¨rdinaat,
d(; k; !; v) =
Z
2
0
Z
R
 R
d(; '; u; v) e
 jk' j!u
du d';
met ! 2 R de frequentie en k 2 Z de fourierindex. De benadering die men met
een uitbreiding van de frequentie-afstand relatie van Edholm gevonden heeft is
d(; k; !; v)  d(k; !; z)
indien
z  z
o
 
k
!
tan ;
waardoor we de volgende benadering verkrijgen
d(k; !; z) 
Z

max
 
max
Z
V
0


z  
v
cos 
+
k
!
tan 

d (; k; !; v) dvd:
Tenslotte wordt de inverse fouriertransformatie met betrekking tot ! en de inverse
fourierreeks met betrekking tot k berekend, hetgeen ons d('; u; z) oplevert.
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Hoofdstuk 4
Basisfuncties voor iteratieve
reconstructiemethoden
Een tomografisch beeld wordt wiskundig door een functie f(r) voorgesteld,
met r een vector uit het continu spatiaal domein 
 van het beeld. Met behulp
van een computer dient deze functie uit meetgegevens gereconstrueerd te worden.
Een computer is echter niet in staat met een willekeurig continu beeld te werken
omdat dit een oneindige geheugencapaciteit zou vereisen. Dit euvel wordt steeds
op dezelfde wijze opgelost, maar heeft naargelang men analytische of iteratieve
reconstructiemethoden beschouwt een andere nomenclatuur.
Analytische reconstructiemethoden [Lewi83] zijn gebaseerd op een analyti-
sche beschrijving van het te reconstueren beeld. Aan de hand van deze beschrij-
ving worden een beperkt aantal functiewaarden ff(r
j
)g
J
j=1
berekend en opgesla-
gen. De bemonsteringspunten die hierbij gebruikt worden behoren gewoonlijk tot
de roosterpunten van een regulier rooster zodat de berekende functiewaarden me-
teen gebruikt kunnen worden voor de visualisatie van het beeld met behulp van
een monitor. Indien functiewaarden op andere plaatsen dan de roosterpunten ge-
wenst zijn, bijvoorbeeld voor het toepassen van beeldverwerkingsalgoritmen, dan
worden die uit de beschikbare functiewaarden en met behulp van een verzameling
interpolatiefuncties fh
j
(r)g
J
j=1
benaderd,
^
f(r) =
J
X
j=1
f(r
j
) h
j
(r): (4.1)
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De interpolatiefuncties worden zodanig gekozen dat ze aan f^f(r
j
) = f(r
j
)g
J
j=1
voldoen. Merk op dat het bemonsteringsrooster willekeurig gekozen kan worden
zolang er geschikte interpolatiefuncties voor bestaan.
Iteratieve reconstructiemethoden [Cens83] stellen het beeld voor door een li-
neaire combinatie van basisfuncties fb
j
(r)g
J
j=1
met gepaste coe¨fficie¨nten fv
j
g
J
j=1
,
^
f(r) =
J
X
j=1
v
j
b
j
(r): (4.2)
De optimale coe¨fficie¨ntwaarden worden op een iteratieve wijze tijdens het recon-
structieproces berekend. Indien de basisfuncties met interpolatiefuncties over-
eenkomen, zoals bij analytische reconstructiemethoden dan corresponderen de
coe¨fficie¨ntwaarden met functiewaarden. Indien dit niet het geval is, dan moet
men voor het verkrijgen van een functiewaarde (4.2) uitwerken, bijvoorbeeld voor
de visualisatie van het beeld. In het vervolg van dit hoofdstuk vestigen we onze
aandacht op iteratieve reconstructiemethoden.
Naast de continue aard van het spatiaal domein vormt ook de continue aard
van de coe¨fficie¨ntwaarden een euvel voor computers. Dit laatste probleem wordt
gewoonlijk opgelost door elke coe¨fficie¨ntwaarde door zijn dichtste nabuur in een
vooropgestelde verzameling getallen te benaderen. Deze benadering introduceert
kwantisatieruis. In het vervolg van dit proefschrift houden we geen rekening met
deze ruis omdat we ze verwaarloosbaar achten ten opzichte van de ruis die via de
meetgegevens aan de coe¨fficie¨ntwaarden toegevoegd wordt.
De discrepantie tussen ^f(r) en f(r) kan beperkt worden door hetzij meer ba-
sisfuncties te gebruiken of de basisfuncties te optimaliseren. Een groter aantal
basisfuncties verhoogt echter het aantal coe¨fficie¨ntwaarden die tijdens het recon-
structieproces berekend moeten worden en leidt hierdoor tot langere reconstruc-
tietijden. In dit hoofdstuk vestigen we daarom onze aandacht op het formuleren
en het toepassen van criteria waaraan optimale basisfuncties moeten voldoen op-
dat ze enerzijds tot een goede benadering van het te reconstrueren beeld leiden en
anderzijds in korte reconstructietijden resulteren.
In x4.1 en x4.2 leiden we voor verschillende beeldmodaliteiten criteria af
waaraan goede basisfuncties moeten voldoen. In x4.1 vestigen we onze aan-
dacht hoofdzakelijk op het beperken van de reconstructietijd en in x4.2 vestigen
we onze aandacht op het beperken van de discrepantie tussen het te reconstrue-
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ren beeld en zijn benaderende functie. Voor PET geeft dit aanleiding tot criteria
in het spatiaal domein en het frequentiedomein. In het spatiaal domein is bij-
voorbeeld vereist dat de basisfuncties spatiaal beperkt zijn. Zulke basisfuncties
moeten volgens een positioneringsschema over het spatiaal domein verdeeld wor-
den. Daarom bepalen we in x4.3 het optimale positioneringsschema voor de be-
nadering van zowel 2D als 3D beelden. De gezamenlijke criteria en de optimale
positioneringsschema’s worden in x4.4 samengevat. Vervolgens introduceren we
in x4.5 veralgemeende Kaiser-Bessel vensterfuncties als basisfuncties. Deze func-
ties werden in 1990 door Robert Lewitt in het domein van de iteratieve 3D PET-
reconstructie geı¨ntroduceerd en blobs genoemd. In dit proefschrift wordt hun
bruikbaarheid ten opzichte van pixels nauwkeurig onderzocht voor de benadering
van 2D beelden en voor de reconstructie van 3D PET-beelden in samenwerking
met een herverdelingsalgoritme. Hierbij maken we eerst gebruik van de criteria
uit [Mate96b] en x4.4 om verschillende kandidaatparameterwaarden voor een op-
timale 2D blob te selecteren. Deze studie wordt in x4.6 besproken. We kunnen
in dit stadium van het proefschrift nog geen optimale 2D blob bepalen vermits de
criteria uit [Mate96b] en x4.4 niet tot eenzelfde blob leiden. Uit de kandidaatpa-
rameterwaarden wordt in hoofdstuk 7 met behulp van bijkomende informatie de
optimale 2D blob geselecteerd.
4.1 Criteria in het spatiaal domein
We herhalen in het kort de werking van iteratieve reconstructiemethoden. Uit-
gaande van een k-de schatting fvk
j
g
J
j=1
voor de coe¨fficie¨ntwaarden van het te
reconstrueren beeld worden eerst e´e´n of meer waarden

k
i
=
J
X
j=1
p
i;j
v
k
j
(4.3)
berekend, met i 2 Ik  f1 : : : Ig. De waarde k
i
correspondeert met de verwach-
tingswaarde van het meetgegeven d
i
indien het te reconstrueren beeld met
^
f
k
(r) =
J
X
j=1
v
k
j
b
j
(r)
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zou overeenkomen. Vergelijking (4.3) wordt de voorwaartse projectie van de
coe¨fficie¨ntwaarden genoemd. Het projectie-element p
i;j
wordt door de i-de meet-
operator R
i
(:) van de scanner (zie x3.2) en de j-de basisfunctie b
j
(r) bepaald,
p
i;j
= R
i
(b
j
(r)):
Elk pseudo-meetgegeven k
i
wordt vervolgens vergeleken met het overeenkom-
stige meetgegeven d
i
dat door de scanner gegenereerd werd. Deze vergelijking
resulteert in een waarde k
i
die vervolgens teruggeprojecteerd wordt

k
j
=
X
i2I
k

k
i
p
i;j
; (4.4)
resulterend in de coe¨fficie¨ntwaarden van een foutbeeld. Deze waarden worden
tenslotte met fvk
j
g
J
j=1
gecombineerd tot een verbeterde schatting fvk+1
j
g
J
j=1
voor
de coe¨fficie¨ntwaarden. De elementen van fv0
j
g
J
j=1
kunnen gelijk gesteld worden
aan de constante waarde v0 die aan de volgende vergelijking voldoet
I
X
i=1
d
i
=
I
X
i=1
J
X
j=1
p
i;j
v
0
:
De reconstructietijd wordt hoofdzakelijk bepaald door de tijd die vereist is
om de voorwaartse (4.3) en de terugprojecties (4.4) uit te werken en deze tijd
wordt bepaald door de nauwkeurigheid waarmee de meetoperatoren gemodelleerd
worden en door de gebruikte basisfuncties. Hoe complexer het wiskundig model
dat we voor het meetproces gebruiken des te langer de reconstructietijd wordt.
Daarom beperken we ons tot eerder ruwe, maar aanvaardbare, modelleringen. We
baseren ons hiervoor op de formules die we in x3.2 verkregen hebben.
Voor CT vinden we dat p
i;j
overeenkomt met de lijnintegraal van de j-de
basisfunctie b
j
(r) over de verbindingslijn L
i
tussen i-de bron- en detectorpositie,
p
i;j
= l
i;j
=
Z
L
i
b
j
(r) dr: (4.5)
Voor PET vinden we dat elk projectie-element een functie is van de ruimte-
hoek 
i
(r) waaronder het i-de detectorpaar vanuit het punt r gezien wordt,
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p
i;j
= 
i

i
Z
L
i

i
(r)
2
b
j
(r) dr: (4.6)
De exacte berekening van deze functie voor verschillende punten op de verbin-
dingslijn L
i
leidt echter tot zeer lange reconstructietijden. Daarom gebruiken we
p
i;j
= 
i

i
 
l
i;j
P
I
i=1
l
i;j
!
= 
i

i
l
i;j
c
j
: (4.7)
De aanvaardbaarheid van deze benadering wordt nog steeds onderzocht [Qi98].
Wij verwachten dat de bijkomende verbetering van de beeldkwaliteit die men ver-
krijgt door (4.6) in plaats van (4.7) te gebruiken verwaarloosbaar zal zijn ten op-
zichte van de toename in reconstructietijd. Mits (4.7) te gebruiken kan men de
verwachtingswaarde 
i
van het i-de meetgegeven als volgt formuleren

i
= 
i
J
X
j=1
p
i;j
(v
j
c
j
):
Deze formule toont aan dat men voor PET dezelfde reconstructiemethoden als
voor CT kan gebruiken mits eerst elk meetgegeven d
i
door 
i
te delen en door na
de reconstructie elke coe¨fficie¨ntwaarde v
j
door c
j
te delen. Deze conclusie is ech-
ter slechts bij benadering correct. De voor attenuatie gecorrigeerde meetgegevens
d
i
=
i
zijn namelijk geen poissonverdeelde toevalsgrootheden meer en verschil-
lende iteratieve reconstructiemethoden zijn op een dergelijk model gebaseerd.
Voor MR vinden we dat p
i;j
met e´e´n bepaalde beeldwaarde B
j
(k
i
) van de
fouriergetransformeerde van de j-de basisfunctie overeenkomt,
p
i;j
= B
j
(k
i
): (4.8)
In een realististische situatie zijn het aantal basisfuncties J en het aantal be-
schikbare meetgegevens I te groot opdat we de projectiematrix op voorhand zou-
den kunnen berekenen en opslaan. Daarom is het noodzakelijk dat deze elementen
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gedurende de reconstructie berekend worden. Deze berekeningen vormen de be-
langrijkste beperking voor de reconstructietijd. Dit heeft echter ook tot gevolg
dat men de reconstructietijd aanzienlijk kan verminderen door de tijd te minima-
liseren die nodig is om de projectie¨elementen te berekenen. Dit kan onder meer
verkregen worden door basisfuncties te gebruiken die met een ijle projectiema-
trix corresponderen. Andere methoden worden in hoofdstuk 6 besproken, name-
lijk het optimaliseren van de berekeningen, het benutten van symmetriee¨n in het
meetproces en het parallelliseren van de implementaties.
Bij PET en CT verkrijgt men een ijle projectiematrix door spatiaal beperkte
basisfuncties te gebruiken. Zulke basisfuncties kunnen enkel gebruikt worden in-
dien het te benaderen beeld spatiaal beperkt is aangezien we slechts een beperkt
aantal basisfuncties gebruiken. Aan deze voorwaarde is steeds voldaan omdat
de rechten L
i
door het gehele beeld moeten lopen en omdat de lengte van deze
rechten door de dimensies van de scanner beperkt wordt. Indien dit de enige voor-
waarde zou zijn dan zijn pixels en voxels ideale basisfuncties vermits ze enerzijds
spatiaal beperkt zijn en vermits er anderzijds krachtige algoritmen bestaan om
met deze basisfuncties te werken. In de volgende paragraaf zullen we echter zien
dat goede basisfuncties eveneens frequentiebeperkt moeten zijn. Aan deze laatste
voorwaarde kan enkel voldaan zijn indien de basisfuncties meervoudig continue
afgeleiden in het spatiaal domein bezitten, hetgeen pixels en voxels uitsluit. Hier-
door kunnen we ook geen beroep meer doen op alle efficie¨nte algoritmen die voor
pixels en voxels ontworpen werden. Dit nadeel kan gedeeltelijk verholpen wor-
den door basisfuncties te gebruiken die uit verschoven exemplaren b(r   r
j
) van
een spatiaal beperkte circulaire functie b(r) bestaan. Een circulaire functie is een
functie waarvan de functiewaarde enkel van de lengte van het argument afhangt en
niet van de exacte ligging van het argument. De verzameling fr
j
g
J
j=1
noemen we
het positioneringsschema van de basisfuncties en de niet-verschoven basisfunctie
b(r) noemen we de sjabloonfunctie. Het profiel van de sjabloonfunctie stellen we
voor door b(r = jjrjj). Het gebruik van circulaire basisfuncties zorgt ervoor dat
l
i;j
enkel een functie is van de afstand d(L
i
; r
j
) tussen de i-de verbindingslijn L
i
en het middelpunt r
j
van de j-de basisfunctie en niet van de exacte ligging van
beide grootheden. In formulevorm verkrijgen we
l
i;j
= p(d(L
i
; r
j
)):
De functie p(s) noemen we de projectiefunctie. Ze wordt eenduidig door de sja-
bloonfunctie bepaald. Van bovenstaande relatie maken we gebruik om met be-
hulp van een beperkt aantal op voorhand berekende waarden fp(d(L; r
n
))g
N
n=1
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de lijnintegralen l
i;j
op een snelle manier te benaderen, met L een rechte door
het middelpunt van de sjabloonfunctie en fr
n
g
N
n=1
een verzameling punten in het
loodvlak van de rechte. Deze waarden stellen ons namelijk in staat om elke lijnin-
tegraal snel te benaderen door de dichtste nabuur p(d(L; r
n
)) van p(d(L
i
; r
j
)) te
gebruiken. De nauwkeurigheid van deze benadering kan verbeterd worden door
meer bemonsteringspunten te gebruiken of door interpolatie toe te passen. Inter-
poleren verlengt echter de reconstructietijd.
Bij MR verkrijgen we een ijle projectiematrix door frequentiebeperkte basis-
functies te gebruiken. Zulke basisfuncties kunnen enkel gebruikt worden indien
het te benaderen beeld frequentiebeperkt is aangezien we slechts een beperkt aan-
tal basisfuncties gebruiken. Bij MR-beeldvorming wordt steeds van deze veron-
derstelling uitgegaan omdat men slechts een klein gedeelte van het frequentiedo-
mein kan bemeten. Dit sluit het gebruik van pixels en voxels voor de benadering
van het beeld in het spatiaal domein uit, omdat deze functies niet frequentiebe-
perkt zijn. Dit sluit tevens het gebruik van alle efficie¨nte algoritmen die voor
pixels en voxels ontwikkeld werden uit. Dit nadeel kan gedeeltelijk verholpen
worden door basisfuncties te gebruiken die uit verschoven exemplaren B(k k
j
)
van een frequentiebeperkte circulaire functie bestaan. Merk op dat de verschui-
vingen in het frequentiedomein optreden. Merk tevens op dat men op het eerste
gezicht een pixel of een voxel als sjabloonfunctie B(k) zou kunnen gebruiken.
Dit leidt echter tot spatiaal onberkte functies hetgeen evenmin gewenst is.
Bovenstaande redenering voor MR toont aan dat de sjabloonfunctie B(k) fre-
quentiebeperkt moet zijn omdat het beeld frequentiebeperkt is en omdat de hieruit
voortvloeiende basisfuncties aanleiding geven tot een korte reconstructietijd. We
willen echter ook dat het gereconstrueerde beeld spatiaal beperkt is, waardoor
de sjabloonfunctie eveneens spatiaal beperkt moet zijn. Deze voorwaarden zijn
tegenstrijdig. Omdat we meer waarde hechten aan het verkrijgen van een korte
reconstructietijd dan aan het verkrijgen van een perfecte benadering van het te
reconstrueren beeld, besluiten we dat de sjabloonfunctie voor MR-beeldvorming
frequentiebeperkt en effectief spatiaal beperkt moet zijn.
Een n-dimensionale circulaire functie b(r) met profielfunctie b(r) wordt ef-
fectief spatiaal beperkt genoemd binnen een straal a tot op hoogte  indien zij aan
de volgende vergelijking voldoet [Lewi90],
R
a
0
b
2
(r)r
n 1
dr
R
1
0
b
2
(r)r
n 1
dr
= 1  :
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In woorden wil dit zeggen dat slechts een fractie  van de energie van de func-
tie buiten een sfeer met straal a gelegen is. Een functie die spatiaal beperkt is
binnen een straal a bezit geen energie buiten een sfeer met deze straal. Hier-
door is ze effectief spatiaal beperkt binnen een straal a tot op hoogte  = 0. Een
gelijkaardige definitie geldt voor effectief frequentiebeperkte functies binnen een
spectrale straal A tot op een bepaalde hoogte. De straal awaarbinnen de sjabloon-
functie voor MR-beeldvorming effectief spatiaal beperkt moet zijn wordt door het
meetproces bepaald. Eenmaal deze straal vastligt tracht men de hoogte  te mini-
maliseren door de parameterwaarden van de sjabloonfunctie te optimaliseren. Het
concept van effectief frequentiebeperkte functies wordt in de volgende paragraaf
voor het PET- en het CT-reconstructieprobleem gebruikt.
De fouriergetransformeerde 	(k = 2) van een tomografisch beeld  (r)
bezit een even ree¨el en een oneven imaginair deel. Deze beperking moet in reke-
ning gebracht worden bij het ontwerp van basisfuncties in het frequentiedomein,
zoals bij MR-beeldvorming. Hiervoor gaan we als volgt te werk. Eerst beschou-
wen we een frequentiebeperkte circulaire functie B(k) met ree¨le functiewaarden.
Merk op dat we hiervoor een optimale sjabloonfunctie b(r) voor PET kunnen
gebruiken mits het spatiaal domein en het frequentiedomein te verwisselen. Ver-
volgens verdelen we verschillende exemplaren van deze functie over het frequen-
tiedomein. De posities van deze exemplaren worden eenduidig door een positi-
oneringsschema vastgelegd. Om het complex karakter van 	(k) in rekening te
brengen veronderstellen we dat elke coe¨fficie¨nt v
j
een complexe waarde kan aan-
nemen. Verder zorgen we ervoor dat met elk exemplaar B(k+k
j
) met coe¨fficie¨nt
v
j
een exemplaar B(k   k
j
) met coe¨fficie¨nt v
j
correspondeert, waarbij v
j
de
complex toegevoegde van v
j
voorstelt. Merk op dat met elke coe¨fficie¨nt twee
waarden en twee basisfuncties overeenstemmen, namelijk een ree¨el deel <(v
j
)
en een imaginair deel =(v
j
) enerzijds en B(k + k
j
) en B(k   k
j
) anderzijds.
Hierdoor blijft het aantal onbekenden gelijk aan het aantal basisfuncties. De niet-
verschoven basisfunctie heeft een ree¨le coe¨fficie¨nt. Dat deze werkwijze tot het
gewenste effect leidt kan men eenvoudig controleren door van
v
j
B(k+ k
j
) + v

j
B(k  k
j
)
de inverse fouriergetransformeerde
b(r)

(<(v
j
) cos(r:k
j
) + =(v
j
) sin(r:k
j
)) (4.9)
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te berekenen. Merk op dat de fouriergetransformeerde van een ree¨le circulaire
functie eveneens ree¨el en circulair is. Samenvattend kunnen we stellen dat een
MR-beeld  (r) als volgt benaderd dient te worden,
^
 (r) =
b(r)

J
X
j=1
(<(v
j
) cos(r:k
j
) + =(v
j
) sin(r:k
j
)) : (4.10)
Deze formule toont aan dat de spatiale uitgestrekheid van ^ (r) volledig bepaald
wordt door de effectief spatiale beperktheid van de niet-verschoven basisfunctie.
Merk tevens op dat het positioneringsschema fk
j
g
J
j=1
onafhankelijk van de meet-
sequentie fk
i
g
I
i=1
gekozen kan worden. Indien een bepaald positioneringsschema
echter tot een goede benadering van  (r) leidt dan is het ook aangewezen om de
meetsequenties hierop te baseren. Voor alle duidelijkheid formuleren we tenslotte
de relatie tussen de complexe coe¨fficie¨nten en de meetgegevens,
d
i
=
J
X
j=1

v
j
B(k
i
+ k
j
) + v

j
B(k
i
  k
j
)

:
Het is dit stelsel dat tijdens het MR-reconstructieproces opgelost moet worden.
4.2 Criteria in het frequentiedomein
In de vorige paragraaf hebben we aangetoond dat bij PET en CT de recon-
structietijd beperkt kan worden door basisfuncties te gebruiken die uit verscho-
ven exemplaren van een spatiaal beperkte circulaire functie bestaan. We hebben
echter nog niets verteld over optimale posities van deze basisfuncties, noch heb-
ben we aangetoond waarom deze basisfuncties frequentiebeperkt moeten zijn. De
zoektocht naar optimale positioneringsschema’s wordt in x4.3 besproken. In deze
paragraaf formuleren we frequentiecriteria waaraan goede basisfuncties moeten
voldoen. Hiervoor leiden we het verband af tussen het positioneringsschema en
de fouriergetransformeerden ^F (), F () en B() van respectievelijk de benade-
rende functie, het te reconstrueren beeld en de sjabloonfunctie. Deze relatie stelt
ons in staat om criteria te formuleren waaraan goede sjabloonfuncties en positi-
oneringsschema’s moeten voldoen opdat ^F () een goede benadering voor F ()
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zou vormen. De redenering in deze paragraaf is eveneens toepasbaar voor MR-
beeldvorming mits het spatiaal domein en het frequentiedomein te verwisselen.
In het bijzonder kan de materie in deze paragraaf gebruikt worden om de bruik-
baarheid van verschillende meetsequenties te onderzoeken.
Om de formules niet nodeloos ingewikkeld te maken veronderstellen we dat
het positioneringsschema fr
j
g
J
j=1
van de basisfuncties een deelverzameling van
de roosterpunten van een bemonsteringsrooster vormt. Een bemonsteringsrooster
s(r) =
X
n2Z
D
(r  r
n
)
is een functie die de waarde 1 aanneemt op zogenaamde roosterpunten
r
n
=
D
X
d=1
n
d
r
d
en die de waarde 0 aanneemt op alle andere punten. De vectoren fr
d
g
D
d=1
worden
de basisvectoren van s(r) genoemd. We veronderstellen dat het aantal basisvec-
toren gelijk is aan de dimensionaliteit van het beeld. Verder nemen we aan dat
met elk roosterpunt r
n
dat niet tot fr
j
g
J
j=1
behoort een fictieve basisfunctie cor-
respondeert waarvan de coe¨fficie¨ntwaarde de waarde nul aanneemt, zodat
^
f(r) =
J
X
j=1
v
j
b(r  r
j
) =
X
n2Z
D
v
n
b(r  r
n
):
Deze veronderstellingen zijn aanvaardbaar voor het benaderen van een beeld,
maar ze kunnen onaanvaardbaar worden bij de ontwikkeling van MR-meetsequen-
ties. Er bestaan namelijk zeer nuttige meetsequenties, zoals polaire en spiraalvor-
mige meetsequenties, die niet met een bemonsteringsrooster overeenkomen.
Gebruik makend van bovenstaande notaties en veronderstellingen kunnen we
de fouriergetransformeerde ^F () van ^f(r) als volgt formuleren
^
F () =
Z


0
@
X
n2Z
D
v
n
b(r  r
n
)
1
A
e
 j2:r
dr;
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met 
 het spatiaal domein van het beeld. Deze formule herschrijven we eerst als
^
F () =
X
n2Z
D
v
n
e
 j2:r
n
Z


b(r  r
n
) e
 j2:(r r
n
)
dr:
Vermits de basisfuncties spatiaal beperkt zijn kunnen we het spatiaal domein on-
eindig uitgestrekt veronderstellen zonder bovenstaande formule te wijzigen. Van
deze veronderstelling maken we gebruik om r door r
n
+ s
n
te vervangen:
^
F () =
X
n2Z
D
v
n
e
 j2:r
n
Z


b(s
n
) e
 j2:s
n
ds
n
:
De integratie over 
 correspondeert met de fouriergetransformeerde B() van de
sjabloonfunctie, dewelke onafhankelijk van de index n is, zodat
^
F () = B()
X
n2Z
D
v
n
e
 j2:r
n
: (4.11)
Deze vergelijking formuleert de fouriergetransformeerde van ^f(r) als een functie
van het positioneringsschema en de fouriergetransformeerde van de sjabloonfunc-
tie, maar niet van de fouriergetransformeerde F () van het te reconstrueren beeld.
Hiervoor maken we een bijkomende veronderstelling. We veronderstellen name-
lijk dat de functiewaarden ^f(r
n
) en f(r
n
) voor alle n 2 ZD gelijk zijn. Merk op
dat dit niet hetzelfde is als de veronderstelling dat de basisfuncties interpolatie-
functies zijn. In formulevorm verkrijgen we
f(r
l
)
:
=
^
f(r
l
) =
X
n2Z
D
v
n
b(r
l
  r
n
):
Hierdoor kunnen we de volgende formule neerschrijven
X
l2Z
D
f(r
l
) e
 j2:r
l
=
X
l2Z
D
X
n2Z
D
v
n
b(r
l
  r
n
) e
 j2:r
l
en herschrijven tot
60 Hoofdstuk 4. Basisfuncties voor iteratieve reconstructiemethoden
X
l2Z
D
f(r
l
) e
 j2:r
l
=
X
n2Z
D
v
n
e
 j2:r
n
X
l2Z
D
b(r
l
  r
n
) e
 j2:(r
l
 r
n
)
:
Vervolgens maken we gebruik van
r
l
  r
n
=
D
X
d=1
(l
d
  n
d
) r
d
=
D
X
d=1
m
d
r
d
= r
m
;
hetgeen leidt tot
X
l2Z
D
f(r
l
) e
 j2:r
l
=
X
n2Z
D
v
n
e
 j2:r
n
X
m2Z
D
b(r
m
) e
 j2:r
m
;
(4.12)
mits l door m+n te vervangen. We bespreken de verschillende factoren. Het lin-
kerlid is de fouriergetransformeerde van het product van het te reconstrueren beeld
f(r) met het bemonsteringsrooster s(r). Deze term is gelijk aan de convolutie van
de respectievelijke fouriergetransformeerden. De fouriergetransformeerde S()
van s(r) is terug een bemonsteringsrooster. Bemonsteringsroosters die elkaars
fouriergetransformeerde zijn worden reciproque bemonsteringsroosters genoemd.
Het aantal basisvectoren van S() is terug gelijk aan de dimensionaliteit van het
beeld. De basisvectoren van reciproque bemonsteringsroosters zijn door de vol-
gende relaties met elkaar verbonden [Pete62],
r
d
1
:
d
2
:
=
(
1 als d
1
= d
2
0 anders 8 d1; d2 2 f1 : : : Dg: (4.13)
Door de roosterpunten van S() als

l
=
D
X
d=1
l
d

d
;
te noteren kunnen we (F  S)() als volgt formuleren
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(F  S)() =
X
l2Z
D
F (   
l
):
De eerste factor in het rechterlid van (4.12) komt ook in (4.11) voor. De tweede
factor van het rechterlid herschrijven we, analoog aan het linkerlid, als
(B  S)() =
X
l2Z
D
B(   
l
);
waardoor we (4.12) als volgt kunnen herschrijven
X
l2Z
D
F (   
l
) =
X
n2Z
D
v
n
e
 j2r
n
:
X
l2Z
D
B(   
l
):
Tenslotte introduceren we deze vergelijking in (4.11) hetgeen resulteert in
^
F () = H()
X
l2Z
D
F (   
l
); (4.14)
met
H() =
B()
P
l2Z
D
B(   
l
)
: (4.15)
Dit zijn de vergelijkingen die we zochten. Ze stellen ons in staat criteria te for-
muleren waaraan de sjabloonfunctie en positioneringsschema’s moeten voldoen
opdat ^F () een goede benadering voor F () zou vormen.
Uit vergelijking (4.14) leiden we af dat de verschoven exemplaren F (   
l
)
elkaar niet mogen overlappen. Indien ze elkaar wel overlappen, dan is men name-
lijk niet meer in staat om F () uitP
l
F (   
l
) te extraheren, hetgeen frequen-
tieverwarring genoemd wordt. Hoe meer de verschoven exemplaren elkaar over-
lappen des te meer frequentiecomponenten onherstelbaar beı¨nvloed worden, te
beginnen met de hoge-frequentiecomponenten en verder afzakkend naar de lage-
frequentiecomponenten. Dit probleem kan enkel vermeden worden indien het
te reconstrueren beeld f(r) frequentiebeperkt is. Zijn maximale frequentie R
F
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wordt de nyquistfrequentie van het beeld genoemd. Vervolgens moet de minimale
afstand D
S
tussen de roosterpunten van S() groter zijn dan het dubbele van de
nyquistfrequentie. Deze laatste voorwaarde D
S
> 2R
F
wordt het nyquistcrite-
rium genoemd en vormt de cruciale voorwaarde opdat geen frequentieverwarring
zou optreden. Frequentieverwarring wordt gewoonlijk vermeden door hetzij D
S
te vergroten of de nyquistfrequentie R
F
te verkleinen. De maximale waarde van
D
S
wordt echter door de minimale afstand D
s
tussen roosterpunten van s(r) be-
paald en deze laatste grootheid wordt mede door de scanner bepaald. Hierdoor
kan men D
S
niet willekeurig kiezen. De waarde van R
F
wordt gewoonlijk be-
perkt door hoge-frequentiecomponenten in het beeld weg te filteren alvorens het
beeld te benaderen. Met een goed gekozen filteroperatie kan frequentieverwar-
ring inderdaad vermeden worden, maar merk hierbij wel op dat de uitgefilterde
componenten onherstelbaar verloren zijn. Het filteren van een beeld is tevens
geen optie bij medische beeldvorming omdat men de patie¨nt niet kan filteren. Het
ree¨le meetproces van een scanner zorgt daarentegen reeds voor een laagdoorlaat-
filtering van het beeld. Dit is mede te wijten aan de eindige dimensies van de
detectors en door het optreden van verstrooiing. We merken tenslotte nog op dat
bij MR-beeldvorming een gelijklopende redenering kan gevoerd worden mits het
spatiaal domein en het frequentiedomein met elkaar te verwisselen. Een foutieve
meetsequentie kan hierbij tot spatiale frequentieverwarring leiden.
Indien geen frequentieverwarring met betrekking tot F () optreedt dan leiden
we uit (4.14) af dat ^F () perfect met F () overeenkomt indien het filterH() aan
de volgende voorwaarden voldoet,
H()
8
>
<
>
:
= 1 als jjjj 2 [0; R
F
],
2 R als jjjj 2 ]R
F
;D
S
 R
F
[,
= 0 als jjjj 2 [D
S
 R
F
;1[.
Met behulp van (4.15) kunnen we deze voorwaarden herleiden tot voorwaarden
met betrekking tot de fouriergetransformeerde van de sjabloonfunctie,
B()
8
>
<
>
:
2 R
0
als jjjj 2 [0; R
F
],
2 R als jjjj 2 ]R
F
; D
S
 R
F
[,
= 0 als jjjj 2 [D
S
 R
F
;1[.
Deze vergelijkingen tonen aan dat B() willekeurige waarden uit R
0
mag aanne-
men voor jjjj  R
F
en gelijk aan nul moet zijn voor jjjj  D
S
 R
F
.
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Met de redenering uit x4.1 hebben we aangetoond dat de sjabloonfunctie spa-
tiaal beperkt moet zijn teneinde de reconstructietijd te beperken. De redenering
in deze paragraaf toont daarentegen aan dat de sjabloonfunctie frequentiebeperkt
moet zijn teneinde het te reconstrueren beeld beter te benaderen. Deze voorwaar-
den zijn tegenstrijdig. Zoals bij MR-beeldvorming hechten we meer waarde aan
het verkrijgen van een korte reconstructietijd dan aan het verkrijgen van een per-
fecte benadering van het te reconstrueren beeld, zodat we besluiten dat een op-
timale sjabloonfunctie voor PET en CT spatiaal beperkt en effectief frequentie-
beperkt moet zijn. De spectrale straal waarbinnen de sjabloonfunctie effectief
beperkt moet zijn tot op een zo klein mogelijke hoogte wordt door het positione-
ringsschema van de basisfuncties bepaald.
4.3 Criteria betreffende positioneringsschema’s
In de vorige paragrafen hebben we reeds afgeleid dat voor PET en CT het
beeld benaderd moet worden met behulp van verschoven exemplaren van een
ree¨le circulaire sjabloonfunctie die spatiaal beperkt en effectief frequentiebeperkt
is. We hebben echter nog geen voorwaarden geformuleerd betreffende het po-
sitioneringsschema volgens hetwelke de basisfuncties over het spatiaal domein
verdeeld moeten worden. Dit vormt het onderwerp van deze paragraaf.
We veronderstellen dat elk deel van het beeld even belangrijk is zodat de posi-
tioneringspunten uniform over het spatiaal domein verdeeld moeten zijn. Dit be-
tekent dat de afstand tussen naburige roosterpunten van s(r) een constante waarde
D
s
moet aannemen. Een bemonsteringsrooster dat aan deze voorwaarde voldoet
noemt men uniform. Met (4.13) vinden we dat S() hierdoor eveneens uniform
moet zijn, met D
S
de afstand tussen naburige roosterpunten.
Vervolgens wensen we zo weinig mogelijk basisfuncties te gebruiken waar-
door de afstand D
s
zo groot mogelijk moet zijn. Mits (4.13) als volgt te schrijven
jjr
d
1
jj:jj
d
2
jj: cos(\r
d
1

d
2
) =
(
1 als d
1
= d
2
0 anders 8d1; d2 2 f1 : : : Dg
vinden we dat een grote afstand D
s
met een kleine afstand D
S
overeenkomt.
Hierdoor liggen de verschoven exemplaren F (   
l
) in (4.14) dichter bij elkaar.
Dit is toelaatbaar zolang er geen frequentieverwarring optreedt. Daarom stellen
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we dat de optimale afstand D
S
gelijk is aan de minimale afstand 2R
F
die door
het nyquistcriterium toegestaan is, met R
F
de maximale frequentie van het beeld.
Merk op dat de sjabloonfunctie b(r) hierdoor effectief frequentiebeperkt moet zijn
binnen een straal R
F
tot op een zo klein mogelijke hoogte.
De criteria voor een optimale sjabloonfunctie en een optimaal positionerings-
schema zijn hoofdzakelijk in het frequentiedomein geformuleerd. Hierdoor wor-
den de optimale parameterwaarden van de basisfuncties hoofdzakelijk door de
afstand D
S
= 2R
F
bepaald. Mits bij de evaluatie van verschillende positione-
ringsschema’s eenzelfde waarde voor D
S
te gebruiken hoeven we de parameter-
waarden van de sjabloonfunctie slechts voor e´e´n bemonsteringsrooster te optima-
liseren. Zulke bemonsteringsroosters noemen we equivalent.
Het 2D frequentiedomein kan zowel met een hexagonaal rooster als een regu-
lier rooster uniform bemonsterd worden. De fouriergetransformeerden van deze
bemonsteringsroosters hebben terug dezelfde vorm. Dit wordt in figuur 4.1 en
figuur 4.2 schematisch weergegeven. De basisvectoren van deze bemonsterings-
roosters worden in tabel 4.3 samengevat. In deze tabel merken we op dat voor
een gegeven nyquistfrequentie het hexagonaal rooster langere basisvectoren bezit
dan het regulier rooster. Hierdoor moeten we met een hexagonaal rooster minder
basisfuncties gebruiken om eenzelfde spatiaal domein te bedekken, hetgeen de re-
constructietijd beperkt. Daarom is een hexagonaal rooster te verkiezen boven een
regulier rooster. De superioriteit van dit bemonsteringsrooster is tevens te verkla-
ren aan de hand van zijn bolstapelingsdichtheid. De bolstapelingsdichtheid  van
een bemonsteringsrooster wordt verkregen door eerst aaneensluitende bollen op
de roosterpunten van het bemonsteringsrooster te plaatsen en door vervolgens het
percentage van de ruimte te bepalen dat door deze bollen ingenomen wordt. Uit
de kristalkunde [Pete62] weten we dat de dichtste bolstapelingsdichtheid verkre-
gen wordt bij hexagonale kristalstructuren, hetgeen ons toelaat te besluiten dat een
hexagonaal rooster het optimale bemonsteringsrooster voor een 2D beeld is. We
vermelden nog dat de bolstapelingsdichtheid van een hexagonaal en een regulier
rooster respectievelijk gelijk is aan 0.91 en 0.79 en dat de bemonsteringsafstand
van deze bemonsteringsroosters respectievelijk gelijk is aan0:58
R
F
en 0:5
R
F
.
Het 3D frequentiedomein kan zowel met een regulier rooster, een vlakgecen-
treerd kubisch rooster (Engels: face-centered cubic, of FCC) als een ruimtelijk
gecentreerd kubisch rooster (Engels: body-centered cubic, of BCC) uniform be-
monsterd worden. Een FCC- en een BCC-rooster vormen reciproque bemonste-
ringsroosters zodat we kunnen kiezen welk van deze twee bemonsteringsroos-
ters we in het frequentiedomein beschouwen. Vermits de implementatie van een
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Figuur 4.1: De basisvectoren van reciproque reguliere roosters, samen met en-
kele roosterpunten. De verschoven exemplaren van F () worden door schijven
voorgesteld. Deze bemonsteringsroosters zijn equivalent met de in figuur 4.2 af-
gebeelde hexagonale bemonsteringsroosters.
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Figuur 4.2: De basisvectoren van reciproque hexagonale roosters, samen met en-
kele roosterpunten. De verschoven exemplaren van F () worden door schijven
voorgesteld. Deze bemonsteringsroosters zijn equivalent met de in figuur 4.1 af-
gebeelde reguliere bemonsteringsroosters.
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Tabel 4.1: Een schematisch overzicht van geschikte 2D en 3D bemonsteringsroos-
ters, met , R
F
en D
s
respectievelijk de bolstapelingsdichtheid van het rooster,
de nyquistfrequentie en de afstand tussen naburige spatiale roosterpunten.
BCC-rooster eenvoudiger is dan dat van een FCC-rooster opteren we in het spa-
tiaal domein voor een BCC-rooster. De fouriergetransformeerde van een regulier
rooster is terug een regulier rooster. De basisvectoren van deze bemonsterings-
roosters worden in tabel 4.3 samengevat. We merken op dat voor een gegeven
nyquistfrequentie het BCC-rooster langere basisvectoren bezit dan het regulier
rooster. Dit is terug te verklaren door zijn grotere bolstapelingsdichtheid. Uit de
kristalkunde [Pete62] weten we dat BCC kristalstructuren aanleiding geven tot
een dichtste bolstapelingsdichtheid, hetgeen ons toelaat te besluiten dat een BCC-
rooster het optimale bemonsteringsrooster voor een 3D beeld is. We vermelden
nog dat de bolstapelingsdichtheid van een BCC-rooster en een 3D regulier rooster
respectievelijk gelijk is aan 0.74 en 0.54 en dat de bemonsteringsafstand van deze
bemonsteringsroosters respectievelijk gelijk is aan 0:61
R
F
en 0:5
R
F
.
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Vergelijken we de bolstapelingsdichtheid en de bemonsteringsafstand van de
veschillende bemonsteringsroosters, dan merken we op dat er een kleiner verschil
is tussen een hexagonaal en een 2D regulier rooster dan tussen een BCC-rooster
en een 3D regulier rooster. Dit toont aan dat men bij een 2D beeld een klei-
nere verbetering mag verwachten dan bij een 3D beeld indien men het optimale
bemonsteringsrooster in plaats van het suboptimale regulier bemonsteringsrooster
gebruikt. In het kader van dit proefschrift hebben we de reconstructiemethoden op
basis van een regulier rooster geı¨mplementeerd. Het gebruik van een hexagonaal
en een BCC-rooster vormt een interessant onderwerp voor verder onderzoek.
4.4 Criteria samengevat
We hebben gevonden dat voor PET en CT het beeld f(r) door
^
f(r) =
J
X
j=1
v
j
b(r  r
j
) (4.16)
benaderd moet worden. De functie- en coe¨fficie¨ntwaarden zijn ree¨el. De sjabloon-
functie b(r) moet spatiaal beperkt zijn teneinde de reconstructietijd te beperken
en effectief frequentiebeperkt zijn binnen een spectrale straal R
F
tot op een zo
klein mogelijke hoogte teneinde frequentieverwarring te beperken. De spectrale
straal R
F
is gelijk aan de nyquistfrequentie van het beeld, dit is de maximale
frequentie van het beeld. Ze wordt door het meetproces bepaald. Het optimale
positioneringsschema voor 2D en 3D beelden bestaat uit een deelverzameling van
de roosterpunten van respectievelijk een hexagonaal en een kubisch ruimtelijk ge-
centreerd rooster. Dit zijn de roosters met een maximale bolstapelingsdichtheid.
We hebben tevens gevonden dat voor MR het beeld  (r) door
^
 (r) =
b(r)

J
X
j=1
(<(v
j
) cos(r:k
j
) + =(v
j
) sin(r:k
j
))
benaderd moet worden. De functiewaarden zijn ree¨el. De coe¨fficie¨ntwaarden
fv
j
g
J
j=1
zijn complex. De sjabloonfunctie b(r) moet frequentiebeperkt zijn ten-
einde de reconstructietijd te beperken en effectief spatiaal beperkt zijn binnen een
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straal R
f
tot op een zo klein mogelijk hoogte teneinde spatiale frequentieverwar-
ring te beperken. De straal R
f
wordt door de meetsequentie bepaald. De optimale
hoekfrequenties fk
j
g
J
j=1
voor het benaderen van een 2D en een 3D beeld vormen
een deelverzameling van de roosterpunten van respectievelijk een hexagonaal en
een kubisch ruimtelijk gecentreerd rooster. We vermelden nog dat de fourierge-
transformeerde van het benaderende beeld ^ (r) gegeven is door
^
	(k) =
J
X
j=1

v
j
B(k+ k
j
) + v

j
B(k  k
j
)

:
Merk op dat een optimale sjabloonfunctie b(r) voor PET als optimale sjabloon-
functie B(k) voor MR gebruikt kan worden mits B(k) gelijk te stellen aan b(k).
4.5 Veralgemeende Kaiser-Bessel vensterfuncties (blobs)
Veralgemeende Kaiser-Bessel vensterfuncties werden in 1990 in het domein
van de iteratieve 3D PET-reconstructie geı¨ntroduceerd [Lewi90, Lewi92]. Ze wer-
den voorheen reeds voor het filteren van signalen en voor het beschrijven van an-
tennevelden gebruikt. Ondanks de superieure kwaliteit van de hiermee verkregen
tomografische beelden worden ze nog steeds niet routinematig voor klinisch on-
derzoek gebruikt. Dit is hoofdzakelijk te wijten aan de aanzienlijke toename van
de reconstructietijd die men verkrijgt door 3D blobs in plaats van voxels te ge-
bruiken. Momenteel bestaan er echter efficie¨nte herverdelingsalgoritmen die het
3D reconstructieprobleem in een beperkt aantal onafhankelijke 2D reconstructies
opsplitsen (zie x3.5) waardoor het gebruik van 2D blobs voor de reconstructie
van een 3D beeld mogelijk wordt, zonder dat hiervoor onpraktisch lange recon-
structietijden vereist zijn. In deze paragraaf formuleren we de profielfunctie, de
projectiefunctie en de fouriergetransformeerde van een blob en in de volgende pa-
ragrafen en de hieropvolgende hoofdstukken wordt het gebruik van 2D blobs voor
de reconstructie van een 3D beeld in detail onderzocht.
Blobs worden door vier parameters bepaald. De dimensionaliteit n van een
blob komt overeen met de dimensionaliteit van het te benaderen beeld, bijvoor-
beeld 2 voor een 2D beeld. De orde m van een blob komt overeen met de orde
van de veralgemeende besselfunctie van de eerste soort I
m
(z) die gebruikt wordt
om de profielfunctie van de blob te formuleren. De straal a van een blob komt
overeen met de straal waarbinnen de blob spatiaal beperkt is. Tenslotte bepaalt de
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Figuur 4.3: De profielfunctie (boven) en projectiefunctie (onder) van een blob met
dimensionaliteit n=2, orde m=2, straal a=2.795 en taper-parameter =6.72351.
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Figuur 4.4: De profielfunctie van de fouriergetransformeerde van een blob met
dimensionaliteit n=2, orde m=2, straal a=2.795 en taper-parameter =6.72351.
taper-parameter  van een blob de globale vorm van de blob. Kleine -waarden
resulteren in brede blobs en grote -waarden resulteren in gepiekte blobs met lang
uitdeinende staarten. De profielfunctie van een blob is gelijk aan [Lewi90]
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2
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m
[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(4.17)
voor 0  r  a en gelijk aan 0 voor elk ander argument. In figuur 4.3 wordt een
voorbeeld getoond. Merk op dat deze formule niet van de dimensionaliteit n van
het beeld afhangt. De projectiefunctie van een blob is gelijk aan [Lewi90]
p(s) =
p
2a
2
I
m
[]
p

2
4
s
1 

s
a

2
3
5
m+
1
2
I
m+
1
2
2
4

s
1 

s
a

2
3
5
(4.18)
voor 0  s  a en gelijk aan 0 voor elk ander argument. In figuur 4.3 wordt een
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voorbeeld getoond. Merk op dat ook deze formule niet van de dimensionaliteit
van het beeld afhangt. Het doet er namelijk niet toe of men de lijnintegraal van
een circulaire functie over een schijf of over een bol berekent. Merk tevens op
dat de orde van I(z) met 1=2 verhoogt indien men van b(r) naar p(s) overgaat.
Ter herinnering herhalen we dat het argument s de afstand voorstelt tussen een
verbindingslijn L en het middelpunt van de blob. Tenslotte is de profielfunctie
van de fouriergetransformeerde van een blob gegeven door [Lewi90]
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met J

(z) de besselfunctie van de eerste soort van orde . In figuur 4.4 wordt een
voorbeeld getoond. Merk op dat men een profielfunctie kan definie¨ren vermits de
fouriergetransformeerde van een ree¨le circulaire functie terug ree¨el en circulair is.
Merk ook op dat deze formule van de dimensionaliteit van het beeld afhangt.
We wensen nog op te merken dat men bij het implementeren van bovenstaande
formules met de algoritmen uit [Pres92] rekening moet houden met de beperkte
geldigheid van deze algoritmen. De algoritmen die bijvoorbeeld voor het gebruik
van veralgemeende besselfuncties voorgesteld worden zijn slechts geldig voor ar-
gumenten uit een bepaald interval. Argumenten die quasi-nul zijn behoren hier
niet toe. Voor zulke argumenten moet een correct geı¨mplementeerde veralge-
meende besselfunctie namelijk het volgende gedrag vertonen
I
m
(z  0) 

(z=2)
m
m!

(4.20)
en dit gedrag wordt niet waargenomen indien de algoritmen uit [Pres92] gebruikt
worden. Daarom hebben we voor de volgende reeksontwikkeling geopteerd
I

(z) =
(z=2)

 (+ 1)
1
X
k=0

k
(z=2)
2k
;
met
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=  

k
k(+ k)
:
Bovenstaande discrepantie werd enkel opgemerkt bij hogere orden. Dit is te ver-
klaren door de wijze waarop de algoritmen uit [Pres92] de functie I

(z) benade-
ren, namelijk met een beperkt aantal exponentie¨le functies. Bij hogere orden dient
men twee uitermate grote waarden te delen hetgeen onvermijdelijk tot numerieke
instabiliteiten leidt. Merk op dat dit niet betekent dat de algoritmen uit [Pres92]
verkeerd zijn, enkel dat ze niet geschikt zijn voor kleine argumenten.
4.6 Kandidaatparameterwaarden voor 2D blobs
In x4.4 zijn criteria samengevat waaraan goede basisfuncties moeten voldoen.
Onafhankelijk van het hiervoor uitgevoerde onderzoek werden in [Mate96b] reeds
andere criteria voorgesteld. In deze paragraaf worden al deze criteria gebruikt om
kandidaatparameterwaarden voor een optimale 2D blob te bepalen. De criteria
zijn namelijk tegenstrijdig waardoor we in dit stadium van het proefschrift nog
geen optimale parameterwaarden kunnen bepalen.
Volgens x4.4 moet een optimale sjabloonfunctie een minimale energie buiten
het nyquistdomein jjjj < R
F
bezitten, met R
F
de nyquistfrequentie. De ge-
normaliseerde grootheid  die hierdoor geminimaliseerd dient te worden kan met
behulp van de formule van Parseval [Proa92] als volgt geformuleerd worden
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2
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:
Voor 2D basisfuncties kan deze formule als volgt geı¨mplementeerd worden
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We hebben de -waarden voor 2D blobs met verschillende orden, stralen en -
waarden berekend. Ze zijn in figuur 4.5 en figuur 4.6 grafisch voorgesteld. Elke
grafiek vertoont een dal waarin bruikbare blobs gelegen zijn. Voor een gegeven
orde merken we op dat het dal des te dieper is naargelang de straal van de blob
toeneemt. Voor een gegeven straal merken we op dat het dal des te dieper is
naargelang de orde van de blob afneemt. Hierdoor kunnen we concluderen dat
volgens x4.4 een bruikbare blob een kleine orde en een grote straal moet bezitten.
Van zodra de orde en de straal gegeven zijn wordt de -waarde eenduidig bepaald
door de energie van de blob buiten het nyquistdomein te minimaliseren.
In [Mate96b] zijn twee andere criteria voorgesteld waaraan bruikbare blobs
moeten voldoen. Deze criteria zijn zodanig opgesteld dat de resulterende blobs
ons in staat stellen om een uniforme functie zo goed mogelijk te benaderen. Het
onderzoek dat hiervoor verricht werd leidde tot de conclusie dat B() een nul-
punt op de bemonsteringsfrequentie 2R
F
moet vertonen en geen nulpunten op
frequenties kleiner dan de bemonsteringsfrequentie mag vertonen. Beide criteria
zijn te verklaren aan de hand van (4.14) en (4.15). Hiertoe introduceren we de
fouriergetransformeerde () van een uniforme functie in voornoemde formules
^
F () = H()
X
l2Z
D
(   
l
); (4.21)
met
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H() =
B()
P
l2Z
D
B(   
l
)
: (4.22)
In het ideale geval moet het linkerlid van (4.21) een -functie voorstellen. Hiertoe
moet het filter H() aan de volgende voorwaarden voldoen
H(
l
)
(
= 1 als l = 0,
= 0 als l 6= 0.
Introduceren we deze voorwaarden in (4.22) dan vinden we dat B() aan de vol-
gende voorwaarden moet voldoen
B(
l
)
(
2 R
0
als l = 0,
= 0 als l 6= 0.
Elke afwijking ten opzichte van deze voorwaarden leidt ertoe dat een uniforme
functie niet correct benaderd wordt. Figuur 4.4 toont duidelijk aan dat B() de
vorm heeft van een gedempte oscillatie, zodat ze globaal een dalend verloop ver-
toont. Verder weten we dat de minimale lengte van jj
l6=0
jj gelijk is aan de be-
monsteringsfrequentie. Combineren we deze twee bevindingen dan concluderen
we dat B(2R
F
) verantwoordelijk is voor de grootste afwijking ten opzichte van
het ideale gedrag. Daarom is het van belang dat B() een nulpunt vertoont op de
bemonsteringsfrequentie, hetgeen met de eerste voorwaarde uit [Mate96b] over-
eenkomt. Beschouwt men vervolgens alle blobs die aan deze voorwaarde vol-
doen dan tracht men die blob te vinden waarvoor elke term B(jj
l
jj > 2R
F
) zo
klein mogelijk is. Hiervoor zoekt men naar die functie B() waarbij de afname
van opeenvolgende maxima het grootst is. Door een aantal blobs te vergelijken
heeft men gevonden dat deze afname des te groter is naargelang het eerste nul-
punt van B() verder van de oorsprong gelegen is. Combineren we deze twee
resultaten dan vinden we dat het eerste nulpunt van B() op de bemonsterings-
frequentie moet liggen. Hierdoor mag B() geen nulpunten op frequenties klei-
ner dan de bemonsteringsfrequentie vertonen, hetgeen met de tweede voorwaarde
uit [Mate96b] overeenkomt. We hebben de waarden B(2R
F
) voor 2D blobs met
verschillende orden, stralen en -waarden bepaald. Ze worden in figuur 4.7 en
figuur 4.8 grafisch voorgesteld. Elke grafiek vertoont verschillende dalen waarin
blobs gelegen zijn waarvoor B(2R
F
) de waarde nul aanneemt. Indien boven-
staande theoretische bespreking correct is dan moeten we bij het benaderen van
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procentuele hoeveelheid energie buiten het nyquistdomein , n=2 , m=0
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procentuele hoeveelheid energie buiten het nyquistdomein , n=2 , m=1
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procentuele hoeveelheid energie buiten het nyquistdomein , n=2 , m=2
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Figuur 4.5: De procentuele energie 100 buiten het nyquistdomein van 2D blobs
met verschillende stralen a 2 [1; 3], taper-waarden  2 [0; 15] en orden 0, 1 en 2.
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procentuele hoeveelheid energie buiten het nyquistdomein , n=2 , m=3
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procentuele hoeveelheid energie buiten het nyquistdomein , n=2 , m=4
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Figuur 4.6: De procentuele energie 100 buiten het nyquistdomein van 2D blobs
met verschillende stralen a 2 [1; 3], taper-waarden  2 [0; 15] en orden 3, 4 en 5.
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fouriergetransformeerde op de bemonsteringsfrequentie , n=2 , m=0
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fouriergetransformeerde op de bemonsteringsfrequentie , n=2 , m=1
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fouriergetransformeerde op de bemonsteringsfrequentie , n=2 , m=2
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Figuur 4.7: De waarde B(2R
F
) voor blobs met dimensionaliteit n = 2, orden
m 2 [0; 1; 2], stralen a 2 [1; 3] en taper-waarden  2 [0; 15].
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fouriergetransformeerde op de bemonsteringsfrequentie , n=2 , m=3
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fouriergetransformeerde op de bemonsteringsfrequentie , n=2 , m=4
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fouriergetransformeerde op de bemonsteringsfrequentie , n=2 , m=5
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Figuur 4.8: De waarde B(2R
F
) voor blobs met dimensionaliteit n = 2, orden
m 2 [3; 4; 5], stralen a 2 [1; 3] en taper-waarden  2 [0; 15].
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RMSE , n=2 , m=0
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RMSE , n=2 , m=1
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RMSE , n=2 , m=2
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Figuur 4.9: De RMSE tussen een uniform 2D beeld en zijn benadering met blobs,
voor orden m 2 [0; 1; 2], stralen a 2 [1; 3] en taper-waarden  2 [0; 15].
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RMSE , n=2 , m=3
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RMSE , n=2 , m=4
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RMSE , n=2 , m=5
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Figuur 4.10: De RMSE tussen een uniform 2D beeld en zijn benadering met blobs,
voor orden m 2 [3; 4; 5], stralen a 2 [1; 3] en taper-waarden  2 [0; 15].
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een uniform beeld een blob gebruiken die in e´e´n van deze dalen gelegen is. Ter
controle van deze uitspraak hebben we voor dezelfde parameterwaarden de vier-
kantswortel van het gemiddeld kwadratisch verschil (Engels: Root Mean Squared
Error of RMSE) tussen een uniform 2D beeld en zijn benadering bepaald. Deze
waarden worden in figuur 4.9 en figuur 4.10 grafisch voorgesteld. We merken
vooreerst op dat de dalen inderdaad op dezelfde plaatsen gelegen zijn. Blobs uit
eenzelfde dal vertonen een gelijk aantal nulpunten op frequenties kleiner dan de
bemonsteringsfrequentie. De blobs zonder nulpunten in dit domein bevinden zich
in het dal met de grootste -waarde, zodat we volgens [Mate96b] de optimale
blob in dit dal moeten zoeken. Verder merken we op dat voor een gegeven straal
de blob met de kleinste RMSE-waarde eveneens in dit dal gelegen is, hetgeen de
tweede eis uit [Mate96b] verklaart. Voor een gegeven orde merken we op dat
de benadering van een uniform beeld verbetert naargelang de straal van de blob
toeneemt. Voor een gegeven straal merken we op dat de benadering van een uni-
form beeld verbetert naargelang de orde van de blob toeneemt. Hierdoor kunnen
we concluderen dat we volgens [Mate96b] een blob met een grote orde en grote
straal moeten gebruiken. Van zodra de orde en de straal gegeven zijn wordt de
-waarde eenduidig bepaald door de RMSE-waarde tussen een uniform beeld en
zijn benadering te minimaliseren.
We concluderen dat de orde van een bruikbare blob volgens x4.4 klein en vol-
gens [Mate96b] groot moet zijn. Verder hebben we gevonden dat de straal van een
bruikbare blob zo groot mogelijk moet zijn, hetgeen echter beperkt wordt door de
toelaatbare reconstructietijd. Tenslotte hebben we gevonden dat voor een gege-
ven orde en straal de -waarde bepaald wordt door volgens x4.4 de hoeveelheid
energie buiten het nyquistdomein minimaliseren en volgens [Mate96b] de RMSE
tussen een uniforme functie en zijn benadering te minimaliseren. Ongeacht de
orde en de straal van de blob leidt dit steeds tot twee verschillende -waarden.
Het is duidelijk dat beide criteria tot de selectie van verschillende blobs leidt en
dat het niet a priori de voorspellen is welke blob te voorkeur geniet. Hiervoor is
additionele informatie nodig die pas in hoofdstuk 7 tot onze beschikking staat. In
dit stadium van het onderzoek stellen we een aantal kandidaatblobs voor. Hier-
bij trachten we het aantal voorgesteld blobs te minimaliseren en de hoeveelheid
informatie die we ermee kunnen verkrijgen te maximaliseren.
Bij het samenstellen van een eerste groep kandidaatblobs houden we rekening
met een reeds eerder verrichte studie [Mate94]. Deze studie betreft een kwantita-
tieve vergelijking van verschillende iteratieve reconstructiemethoden op basis van
3D blobs voor de reconstructie van 3D PET-beelden. De criteria die gebruikt wer-
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den voor de selectie van een optimale blob komen uit [Mate96b]. Dit resulteerde
in een 3D blob met orde m = 2, straal a = 2:0 en -waarde  = 10:4. Door
de straal en de orde constant te houden en de dimensionaliteit en de -waarde
aan de hand van dezelfde criteria aan te passen zijn we in staat om met behulp
van de resulterende 2D blob de reconstructie van 3D PET-beelden met 2D en 3D
blobs te vergelijken. Vervolgens voegen we aan deze blob andere blobs toe met
eenzelfde dimensionaliteit en straal maar met een verschillende orde m = 0 : : : 5
en -waarde. Bij de bepaling van de -waarden wordt opnieuw gebruik gemaakt
van de criteria uit [Mate96b]. Door de blobs op deze wijze te kiezen stellen ze ons
in staat om de invloed van de orde van een blob op het gereconstrueerde beeld te
onderzoeken. De profielfuncties van deze blobs en hun fouriergetransformeerden
zijn in figuur A.1 tot en met figuur A.6 in bijlage A voorgesteld. Merk op dat de
totale energie voor frequenties groter dan de bemonsteringsfrequentie stelselma-
tig toeneemt naargelang de orde van de blob toeneemt, hetgeen nadelig is voor de
benadering van een uniform beeld. In de grafieken is R
F
= 0:5.
Bij het samenstellen van een tweede groep kandidaatblobs eisen we enkel
dat de profielfunctie B() een nulpunt op de bemonsteringsfrequentie vertoont.
Vervolgens trachten we de belangrijkheid van de tweede eis uit [Mate96b] ten op-
zichte van de criteria uit x4.4 te onderzoeken. Tevens willen we nagaan of het
voordeliger is om een blob met een grotere straal te gebruiken. Tenslotte wensen
we dat de resultaten die we met deze blobs verkrijgen vergeleken kunnen worden
met de resultaten van de eerste groep en met de resultaten uit [Mate94]. Daarom
besluiten we om blobs met orde m = 2 en straal a = 2:795 te gebruiken. Waarom
we precies deze straal gekozen hebben wordt duidelijk bij de bespreking van de
derde groep kandidaatblobs. Voor deze orde en straal hebben we de -waarden
bepaald waarvoor B() enerzijds een nulpunt op de bemonsteringsfrequentie ver-
toont en anderzijds een verschillend aantal nulpunten tussen R
F
en 2R
F
vertoont.
Door de blobs op deze wijze te kiezen stellen ze ons in staat om de belangrijkheid
van de tweede eis uit [Mate96b] te onderzoeken. De profielfuncties van deze blobs
en hun fouriergetransformeerden worden in figuur A.7 tot en met figuur A.10 in
bijlage A voorgesteld. We merken op dat de energie buiten het nyquistdomein
afneemt naargelang het aantal nulpunten tussen R
F
en 2R
F
toeneemt, hetgeen
de criteria uit x4.4 ten goede komt, maar dat de totale energie voor frequenties
groter dan de bemonsteringsfrequentie hierbij toeneemt, hetgeen nadelig is voor
de benadering van een uniforme functie.
Bij het samenstellen van een derde groep kandidaatblobs trachten we de crite-
ria uit [Mate96b] en x4.4 te combineren. Hiervoor eisen we dat B() een nulpunt
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figuur m a  FWHM 100 regulier hexagonaal
A.1 0 2.0 11.96795 1.37 3.927 1.82e-05 2.60e-05
A.2 1 2.0 11.46905 1.34 4.654 3.42e-05 1.57e-05
A.3 2 2.0 10.82623 1.31 5.390 4.25e-05 1.13e-05
A.4 3 2.0 10.01652 1.28 6.130 2.33e-05 2.79e-05
A.5 4 2.0 8.99860 1.26 6.868 4.12e-05 2.69e-05
A.6 5 2.0 7.69333 1.24 7.600 1.34e-04 5.61e-06
A.7 2 2.795 16.36154 1.54 1.558 1.84e-07 8.65e-08
A.8 2 2.795 14.59893 1.61 0.974 5.29e-07 3.14e-07
A.9 2 2.795 11.79029 1.77 0.340 3.62e-06 2.40e-06
A.10 2 2.795 6.72351 2.19 0.003 1.13e-04 5.61e-05
A.11 0 2.395 6.99489 2.16 0.005 8.21e-04 8.98e-04
A.12 1 2.600 6.92488 2.18 0.003 2.92e-04 1.56e-04
A.10 2 2.795 6.72351 2.19 0.003 1.13e-04 5.61e-05
Tabel 4.2: De parameterwaarden van kandidaatblobs. Voor elke blob wordt zijn
FWHM en zijn procentuele energieinhoud buiten het nyquistdomein gegeven.
Verder wordt voor elke blob de RMSE-waarde tussen een uniforme functie en zijn
benadering met de respectievelijk blob gegeven. De blobs werden hierbij zowel
volgens een regulier als een hexagonaal rooster gepositioneerd. De roosterafstand
werd gelijk aan e´e´n verondersteld.
op de bemonsteringsfrequentie vertoont en dat de blob een minimale hoeveelheid
aan energie buiten het nyquistdomein bezit. Deze voorwaarden zijn voldoende om
voor een gegeven orde m = 0; 1; 2 de straal en de -waarde eenduidig te bepalen.
Voor alle duidelijkheid gaan we op zoek naar het snijpunt tussen het dal in de
gepaste grafiek uit figuur 4.5 of figuur 4.6 en de verschillende dalen in de gepaste
grafiek uit figuur 4.7 of figuur 4.8. Voor orde 2 leidt dit tot de straal die we voor de
tweede groep kandidaatblobs gebruikt hebben. De profielfuncties van deze blobs
en hun fouriergetransformeerden worden in figuur A.10 tot en met figuur A.12 in
bijlage A voorgesteld. Merk op dat elke profielfunctie B() uit deze groep een
maximaal aantal nulpunten tussen R
F
en 2R
F
vertoont.
In tabel 4.2 hebben we voor elke kandidaatblob de parameterwaarden, de
breedte op halve hoogte en de procentuele energieinhoud buiten het nyquistdo-
mein samengevat. Tevens hebben we voor elke blob de RMSE-waarde berekend
tussen een uniforme functie en zijn benadering die we verkrijgen door de blobs
zowel volgens een regulier als een hexagonaal rooster te positioneren. De kwan-
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Figuur 4.11: Twee PET-beelden (gereconstrueerde met gefilterde terugprojectie)
en een MR-beeld. Voor elk beeld hebben we de fouriergetransformeerde berekend
en het profiel van een lijn door de DC-component voorgesteld.
titatieve waarden in deze tabel bevestigen al onze theoretische verwachtingen. In
het bijzonder merken we op dat een hexagonaal rooster inderdaad beter presteert
dan een regulier rooster.
Voordat we dit hoofdstuk afsluiten wensen we nog een aantal opmerkingen
te maken. Vooreerst wensen we duidelijk te maken dat de criteria uit [Mate96b]
weliswaar bruikbaar zijn om de optimale parameterwaarden van blobs te bepalen
maar dat ze niet in staat zijn om optimale basisfuncties te definie¨ren. Deze criteria
sluiten bijvoorbeeld pixels noch voxels uit omdat we hiermee een uniform beeld
perfect kunnen benaderen. Merk op dat pixels en voxels inderdaad de gewenste ei-
genschappen in het frequentiedomein bezitten. Tenslotte wensen we op te merken
dat het cruciale verschil tussen de criteria uit [Mate96b] en x4.4 in de waarde ligt
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die men aan de verschillende frequentiecomponenten hecht. Ter illustratie hebben
we in figuur 4.11 twee PET-beelden en een MR-beeld voorgesteld. Tevens heb-
ben we voor elk beeld de fouriergetransformeerde berekend en het profiel van een
lijn door de DC-component voorgesteld. Deze grafieken tonen duidelijk aan dat
de DC-component het grootst is. Dit is echter geen reden om te concluderen dat
men minder waarde aan de overige frequentiecomponenten mag hechten. Hogere
frequentiecomponenten zorgen namelijk voor de details in het beeld waardoor ze
mede de resolutie van het beeld bepalen. Volgens [Mate96b] dient men enkel re-
kening te houden met de DC-compontent van het beeld en volgens x4.4 is elke
frequentiecomponent even belangrijk. Men zou naargelang de eigenschappen van
het te reconstrueren beeld een optimale gewichtsverdeling voor de verschillende
frequentiecomponenten kunnen voorstellen. Dit opent weliswaar een interessant
onderzoeksdomein maar wordt hier niet verder onderzocht.
Hoofdstuk 5
Het softwarepakket eval3dpet
Vanaf 1993 werd door de “Medical Image Processing Group” (MIPG) van
de universiteit van Pennsylvania aan een protocol gewerkt voor de evaluatie van
reconstructiemethoden voor 3D PET-beelden [Furu93, Furu94, Mate96a]. Dit
protocol werd door dezelfde onderzoeksgroep in de vorm van een computerpro-
gramma geı¨mplementeerd en onder de naam eval3dpet ter beschikking gesteld.
Zowel in hoofdstuk 6 als in hoofdstuk 7 wordt van dit softwarepakket gebruik ge-
maakt, hetgeen tot gevolg heeft dat de resultaten mede van dit pakket afhankelijk
zijn. Zo hebben de dimensies van de door eval3dpet gegenereerde softwarefan-
tomen een invloed op de reconstructietijden die we verkrijgen. Verder heeft het
ruisniveau van de meetgegevens die door eval3dpet gesimuleerd worden een in-
vloed op de kwaliteit van de gereconstrueerde beelden. Tevens wordt de waarde
van de conclusies in hoofdstuk 7 door de kwaliteit van de gesimuleerde meetge-
vens bepaald. Wegens al deze invloeden van eval3dpet op dit proefschrift geven
we in dit hoofdstuk een uiteenzetting over dit softwarepakket.
Bij het ontwerp van een evaluatieprotocol moet men verschillende beslissin-
gen nemen. Vooreerst moet men voor het gebruik van software- of hardwarefan-
tomen kiezen. Vervolgens moet men beslissen wie of wat het gereconstrueerde
beeld zal evalueren. Dit kan zowel een numerieke als een menselijke waarnemer
zijn. Tevens moet men beslissen op welke wijze deze evaluatie verricht dient te
worden. Tegenwoordig worden hiervoor taakgebaseerde methoden gebruikt. Dit
wil zeggen dat de bruikbaarheid van een reconstructiemethode in functie van een
te verrichten taak gee¨valueerd wordt, bijvoorbeeld het detecteren van tumoren of
het schatten van de gemiddelde hoeveelheid radioactiviteit in een bepaald gebied.
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Indien men voor een numerieke waarnemer kiest, dan moet men voor elke taak
een evaluatiefunctie ontwerpen die naargelang de vooropgestelde taak het verschil
tussen het ideale en het gereconstrueerde beeld in een kwantitatieve waarde om-
zet. Hoe groter deze waarde, des te beter de reconstructiemethode geschikt is voor
het verrichten van de desbetreffende taak. Tenslotte dient men te specifie¨ren hoe
deze waarden vergeleken moeten worden.
In [Furu94] heeft men voor 3D softwarefantomen en een numerieke waarne-
mer geopteerd. De voor- en nadelen hiervan worden in x5.1 en x5.2 besproken.
De softwarefantomen van eval3dpet behoren tot een statistisch gedefinieerd en-
semble. Dit wil zeggen dat de softwarefantomen zowel door deterministische als
door statistische parameters bepaald worden. Deterministische parameters be-
zitten ongeacht het softwarefantoom eenzelfde waarde. Statistische parameters
bezitten daarentegen een waarde die voor elk softwarefantoom verschillend kan
zijn. De variabiliteit tussen de waarden van eenzelfde statistische parameter wordt
door een waarschijnlijkheidsdistributie bepaald en de eigenlijke waarde van zulke
parameter wordt tijdens de generatie van het softwarefantoom door een random-
generator bepaald. De softwarefantomen van eval3dpet worden in x5.1 besproken.
Het gebruik van softwarefantomen impliceert het gebruik van een simulator die
ons in staat stelt om voor elk fantoom een bijhorende verzameling meetgegevens
te genereren. De PET-simulator van eval3dpet wordt eveneens in x5.1 besproken.
Het gebruik van een numerieke waarnemer impliceert het gebruik van evaluatie-
functies. De evaluatiefuncties die in eval3dpet ter beschikking zijn worden samen
met de taken die ze voorstellen in x5.2 besproken. Met behulp van bovenver-
melde softwarefantomen, PET-simulator en evaluatiefuncties is men in staat om
de bruikbaarheid van reconstructiemethoden voor het verrichten van bepaalde ta-
ken te evalueren. Het protocol dat we hierbij handhaven wordt in x5.3 besproken.
We benadrukken dat dit hoofdstuk geen origineel werk bevat maar noodzakelijk
is voor een correcte interpretatie van de resultaten in de volgende hoofdstukken.
5.1 Software- versus hardwarefantomen
Bij de evaluatie van reconstructiemethoden kan men gebruik maken van hard-
warefantomen, softwarefantomen of patie¨ntgegevens. Het gebruik van patie¨ntge-
gevens impliceert de hulp van een geneesheer. Indien men de resultaten daaren-
boven statistisch wenst te verwerken, teneinde bruikbare conclusies te verkrijgen,
dan moet men niet e´e´n maar verschillende geneesheren om hulp vragen die elk
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verschillende tomografische beelden moeten evalueren. Tenslotte dient men al
deze geneesheren telkens om hulp te vragen van zodra men een betere methode
denkt gevonden te hebben. Dit zijn redenen genoeg om bij een initie¨le evalua-
tie van verschillende reconstructiemethoden geen patie¨ntgegevens te gebruiken.
Daarom doet men voor een initie¨le evaluatie meestal een beroep op hardware- of
softwarefantomen. Als bij deze initie¨le evaluatie een bepaalde methode duidelijk
voordelen biedt ten opzichte van andere methoden dan kan men overgaan tot een
finale evaluatie met behulp van patie¨ntgegevens. Merk op dat patie¨ntgegevens
enkel bruikbaar zijn wanneer de eigenlijke activiteitsdistributie niet gekend moet
zijn. Zo kan men bijvoorbeeld geen patie¨ntgegevens gebruiken bij de evaluatie
van reconstructiemethoden indien men de gemiddelde hoeveelheid activiteit in
een bepaald gebied wenst te bepalen. Voor deze evaluaties worden hardwarefan-
tomen in plaats van patie¨ntgegevens gebruikt.
Een hardwarefantoom voor PET is een uit kunststof vervaardigd voorwerp
dat e´e´n of meer caviteiten bevat. De caviteiten worden met radioactieve tracers
gevuld alvorens het fantoom in een scanner te positioneren en te bemeten. De
caviteiten vertonen de vorm van bijvoorbeeld de hersenen, de longen of het hart
zodat de hieruit opgebouwde fantomen gebruikt kunnen worden om patie¨ntstudies
na te bootsen. Er bestaan ook hardwarefantomen met cilindervormige caviteiten
waarvan de diameter stelselmatig afneemt. Ze worden gebruikt om de resolutie
van de gereconstrueerde beelden te bepalen. Het gebruik van hardwarefantomen
biedt een aantal voordelen. Vooreerst dient men geen meetsimulator te ontwer-
pen. Verder kent men de eigenschappen van de gebruikte tracers en de geometrie
van de hardwarefantomen, hetgeen de evaluatie van het gereconstrueerde beeld
aanzienlijk vereenvoudigt. Er zijn echter ook tal van nadelen aan het gebruik
van hardwarefantomen verbonden. Zo is de beschikbaarheid van een scanner een
nadeel voor centra die geen scanner bezitten of hun scanner niet beschikbaar kun-
nen stellen voor het verrichten van basisonderzoek. Verder is het ontwerp van
een hardwarefantoom complex, waardoor het duur is. Dit heeft tot gevolg dat de
meeste centra geen of maximum e´e´n hardwarefantoom kunnen aankopen. Het ge-
bruik van e´e´n hardwarefantoom heeft tot gevolg dat de resultaten in hoge mate van
dit fantoom afhankelijk zijn, hetgeen de mogelijke conclusies beperkt. Tenslotte
dient men de gekende geometrie van het hardwarefantoom op het gereconstru-
eerde beeld te projecteren, hetgeen geen eenvoudige taak is. Ten gevolge van
deze nadelen neemt men regelmatig zijn toevlucht tot softwarefantomen.
90 Hoofdstuk 5. Het softwarepakket eval3dpet
Een softwarefantoom is een hypothetische tracerverdeling die wiskundig ge-
definieerd is. De meetgegevens worden verkregen door het meetproces te simu-
leren. De simulator die hiervoor gebruikt wordt vormt de zwakste schakel bij het
gebruik van softwarefantomen. Indien de simulator namelijk niet in staat is om
een ree¨le meting voldoende nauwkeurig na te bootsen dan zijn de verkregen resul-
taten gewoonweg waardeloos. Indien men wel in staat is een degelijke simulator
te ontwerpen en te implementeren dan biedt het gebruik van deze simulator in
samenwerking met softwarefantomen tal van voordelen. Vooreerst kan men wil-
lekeurige tracerverdelingen bemeten, reconstrueren en evalueren. Tevens kan men
zo veel fantomen en meetgegevens generen als men nodig acht voor een statisti-
sche verwerking van de resultaten. Tenslotte kent men het ideaal gereconstrueerde
beeld waardoor de evaluatie van de beelden uitermate vereenvoudigd wordt.
In [Furu94] heeft men voor 3D softwarefantomen geopteerd. De voorgestelde
fantomen bestaan vooreerst uit een 128mm dikke schijf van een ellipsoı¨de die
het menselijk hoofd moet voorstellen, zie figuur 5.1. De drie stralen van deze
ellipsoı¨de zijn R
x
=128mm, R
y
=96mm, en R
z
=148mm lang. De attenuerende
eigenschappen van de ellipsoı¨de worden gelijk verondersteld aan die van water.
Enkel de schijf waaruit het softwarefantoom bestaat bevat radioactiviteit. Men
houdt dus geen rekening met eventuele radioactiviteit buiten het gezichtsveld van
de scanner. De radioactiviteit in de schijf is, behalve in 69 deterministisch be-
paalde sfeervormige interessegebieden, constant. Ze wordt de achtergrondacti-
viteit genoemd. Elk interessegebied bevat een ellipsoı¨de die de feature van het
interessegebied genoemd wordt. De parameters van deze features zijn statistisch
bepaald. Vooreerst worden de drie stralen van elke feature willekeurig tussen 50
en 100 procent van de straal van het omsluitend interessegebied gekozen. Verder
wordt de orie¨ntatie van elke feature willekeurig gekozen. Tenslotte kan de activi-
teit in elke feature willekeurig hoger, lager of identiek aan de achtergrondactiviteit
gekozen worden. Features met een verhoogde en een verlaagde activiteit worden
respectievelijk warm en koud genoemd. De overige features worden normaal ge-
noemd. Het contrast van warme en koude features is deterministisch bepaald.
Globaal geldt dat het contrast van een feature toeneemt naargelang de straal van
het omsluitend interessegebied afneemt. Voor een meer gedetailleerde beschrij-
ving van de hierboven besproken softwarefantomen verwijzen we naar [Furu94].
Ter illustratie toont figuur 5.1 verschillende doorsneden van een softwarefan-
toom. Het analytisch gedefinieerde softwarefantoom werd hiervoor gediscreti-
seerd met 128x128x90  1:5 106 kubusvormige voxels waarvan de zijde 2mm be-
draagt en waarvan enkel de 64 middelste axiale vlakken door het softwarefantoom
5.1. Software- versus hardwarefantomen 91
Figuur 5.1: Doorsneden van een 3D softwarefantoom.
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ingenomen worden. De voxelwaarden werden verkregen door eerst elk voxel in
4
3
= 64 aaneensluitende subvoxels te verdelen, door vervolgens in elk middel-
punt van deze subvoxels de waarde van het softwarefantoom te berekenen en door
tenslotte voor elk voxel de gemiddelde waarde van zijn 64 subvoxelwaarden te
berekenen. Deze gediscretiseerde versie van het softwarefantoom wordt tevens
als het ideaal gereconstrueerde beeld gebruikt. In het geval dat blobs gebruikt
worden berekent men de beeldwaarden in de middelpunten van bovenvermelde
voxels met behulp van (4.2) alvorens het gereconstrueerde beeld te evalueren.
Het gebruik van softwarefantomen impliceert het gebruik van een simulator.
De PET-simulator van eval3dpet genereert voor elk softwarefantoom een verza-
meling 3D meetgegevens met bijhorende attenuatiefactoren. De ligging van elke
verbindingslijn L
i
waarvoor een meetgegeven gegenereerd wordt kan eenvoudig
met behulp van de in x2.1 ingevoerde notaties voorgesteld worden. Gebruik ma-
kend van die notaties wordt de ligging van een rechte namelijk eenduidig door
twee hoeken  en ' en twee coo¨rdinaten v en u bepaald. Elke index i correspon-
deert vervolgens met vier indices i(n

; n
'
; n
v
; n
u
) die eenduidig de ligging van
de i-de rechte vastleggen. De rechten waarvoor de simulator een meetgegeven
genereert corresponderen met de volgende parameterwaarden,
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Dit resulteert in 15x96x90x128  16:6 106 meetgegevens waarvan er weliswaar
veel de waarde nul aannemen. Een gedetailleerde bespreking van de PET-simu-
lator valt buiten het kader van dit proefschrift. Daarom beperken we ons tot een
summiere bespreking van de belangrijkste eigenschappen van de simulator. Ten
eerste houdt de simulator rekening met de onzekerheid betreffende de oorsprong
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Figuur 5.2: Gesimuleerde meetgegevens in ongekantelde en gekantelde vlakken.
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van een gedetecteerd fotonpaar. Hiervoor wordt de berekening van de verwach-
tingswaarde p
i
van het aantal fotonparen dat door het i-de detectorpaar bij afwe-
zigheid van attenuatie gedetecteerd wordt niet op e´e´n maar op verschillende lijn-
integralen gebaseerd. Ten tweede worden de lijnintegralen analytisch berekend.
Ze zouden ook met behulp van een gediscretiseerde versie van het softwarefan-
toom berekend kunnen worden mits enige discrepantie toe te laten. Het discreti-
seren van een fantoom is echter steeds op het gebruik van basisfuncties gebaseerd,
waardoor een reconstructie gebaseerd op dezelfde basisfuncties bevoordeeld is ten
opzichte van een reconstructie gebaseerd op andere basisfuncties. Ten derde houdt
de simulator rekening met attenuatie. De i-de attenuatiefactor 
i
wordt hierbij ge-
lijk aan e li gesteld, met l
i
de intersectielengte van de i-de rechte L
i
met de grote
ellipsoı¨de en  = 0:0095mm 1 de lineaire attenuatiecoe¨fficie¨nt van water voor
511keV fotonen. Ten vierde houdt de simulator rekening met het poissonkarakter
van een radioactief vervalproces. De toegevoegde poissonruis Poisson(p
i

i
) is
hierbij gebaseerd op de verwachtingswaarde p
i

i
van het aantal fotonparen dat
door het i-de detectorpaar gedetecteerd wordt. Ten vijfde tracht de simulator elke
overgebleven afwijking tussen gesimuleerde en ree¨le meetgegevens te minimali-
seren door gaussiaanse ruis Gauss(0; s2
i
) aan de gesimuleerde meetgegevens toe te
voegen. De optimale variantie van deze ruis werd met behulp van ree¨le meetgege-
vens bepaald en is voor elk meetgegeven een functie van de verwachtingswaarde
p
i

i
van het meetgegeven. De scanner die voor het schatten van deze varianties
gebruikt werd is een HEAD PENN-PET scanner [Frei94]. Samenvattend kunnen
we de generatie van het i-de meetgegeven d
i
als volgt formuleren [Furu93],
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Ter illustratie toont figuur 5.2 meetgegevens in ongekantelde en gekantelde pro-
jectievlakken. Merk op dat gekantelde projectievlakken niet volledig bemeten zijn
vermits we een ringvormige detectorconfiguratie veronderstellen. Merk tevens op
dat de 13 bovenste en de 13 onderste rijen van een ongekanteld projectievlak enkel
meetgegevens bevatten waarvan de overeenkomstige rechten het softwarefantoom
niet intersecteren en dat deze meetgegevens daarentegen een waarde verschillend
van nul kunnen aannemen door de wijze waarop p
i
berekend wordt.
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Figuur 5.3: Een extractie uit de 2D sinogrammen die verkregen worden na het
toepassen van een herverdelingsalgoritme op een verzameling 3D meetgegevens.
In hoofdstuk 6 en hoofdstuk 7 maken we regelmatig gebruik van het FORE-
algoritme om de hierboven besproken 3D meetgegevens in 90 verzamelingen 2D
meetgegevens te ontbinden. Elke verzameling 2D meetgegevens stelt ons in staat
een axiale vlakke doorsnede van het softwarefantoom te reconstrueren. De on-
derlinge afstand tussen deze doorsneden bedraagt 2mm. Elk meetgegeven in een
dergelijke verzameling 2D meetgegevens correspondeert met een rechte waarvan
de ligging in de overeenkomstige axiale doorsnede eenduidig door een hoek  en
een coo¨rdinaat u bepaald wordt. Deze twee parameters stellen ons overigens in
staat een grafische voorstelling van elke verzameling 2D meetgegevens te maken,
hetgeen in een zogenaamd sinogram resulteert. De horizontale en de verticale
coe¨fficie¨nt van elk meetgegeven in dit sinogram correspondeert respectievelijk
met zijn u- en -waarde. Figuur 5.3 toont een aantal sinogrammen die verkre-
gen werden door de bovenvermelde gesimuleerde meetgegevens met het FORE-
algoritme te verwerken. Elk sinogram vertoont 128x128 meetgegevens.
Wanneer we in de volgende hoofdstukken 2D meetgegevens gebruiken dan
reconstrueren we enkel de 64 meest centraal gelegen doorsneden omdat de re-
constructie van een gegeven doorsnede niet door de reconstructie van een andere
doorsnede beı¨nvloed wordt en omdat we op voorhand weten dat de overige door-
sneden geen activiteit bevatten. Een reconstructie van de buitenste doorsneden kan
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weliswaar gebruikt worden om de axiale vervaging ten gevolge van het FORE-
algoritme te valideren, maar dit valt buiten het kader van dit proefschrift. We
vermelden nog dat elke gereconstrueerde doorsnede een 128x128 beeld voorstelt.
Wanneer we in de volgende hoofdstukken 3D meetgegevens gebruiken dan
reconstrueren we 90 in plaats van 64 doorsneden van het softwarefantoom om-
dat in dit geval de reconstructie van een bepaalde doorsnede wel degelijk door de
reconstructie van een andere doorsnede beı¨nvloed kan worden, hetgeen vervol-
gens de evaluatie van het gereconstrueerde beeld kan beı¨nvloeden. Zo zorgt het
MLEM-algoritme er bijvoorbeeld voor dat na elke iteratie de totale activiteit in
de meetgegevens in het gereconstrueerde beeld teruggevonden wordt. Een recon-
structie gebaseerd op 3D meetgegevens resulteert in een 128x128x90  1:5 106
beeld waarvan we enkel de 64 meest centraal gelegen vlakken gebruiken voor de
evaluatie van het beeld. We merken nogmaals op dat men bij het gebruik van blobs
steeds (4.2) moet gebruiken om correcte beeldwaarden te verkrijgen voordat het
gereconstrueerde beeld gee¨valueerd kan worden.
5.2 Numerieke versus menselijke waarnemers
Reconstructiemethoden worden gebruikt om patie¨ntgegevens te verwerken en
de hiermee verkregen beelden worden uiteindelijk door geneesheren gee¨valueerd.
Daarom is het aangewezen om ook bij de evaluatie van reconstructiemethoden
een beroep op geneesheren te doen. In de vorige paragraaf hebben we reeds aan-
getoond dat de hulp van geneesheren om praktische redenen enkel gebruikt kan
worden voor een finale evaluatie van beloftevolle nieuwe reconstructiemethoden.
De beslissing of een nieuwe reconstructiemethode al dan niet beloftevol is kan
met behulp van numerieke waarnemers bepaald worden. De kwaliteit van een
numerieke waarnemer valt of staat met de kwaliteit van de evaluatiefuncties die
hiervoor ontworpen worden. Een evaluatiefunctie is het wiskundige equivalent
van de gedachtegang van een geneesheer bij het verrichten van een bepaalde taak.
Hoe beter de evaluatiefunctie deze gedachtegang nabootst des te betekenisvoller
de conclusies zijn die we met een numerieke waarnemer verkrijgen. Daarom is
het tevens van belang dat men bij het gebruik van een numerieke waarnemer de
bijhorende evaluatiefuncties nauwkeurig beschrijft.
De taken waarin we geı¨nteresseerd zijn kunnen in twee groepen ingedeeld
worden, namelijk estimatietaken die kwantitatieve informatie genereren en clas-
sificatietaken die kwalitatieve informatie genereren. In [Furu94] wordt voor e´e´n
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estimatietaak en twee classificatietaken een bijhorende evaluatiefunctie gedefi-
nieerd. Er wordt tevens een evaluatiefunctie gedefinie¨erd die op de L1-afstand
tussen de voxelwaarden van het gediscretiseerde fantoom en het gereconstrueerde
beeld gebaseerd is, maar deze functie correspondeert niet met een wiskundig mo-
del voor het verrichten van een bepaalde taak. De functiewaarde van een evalua-
tiefunctie noemen we de FOM-waarde (Engels: Figure of Merit). Hoe groter deze
waarde is, des te beter men de bijhorende taak met het beschikbare beeld kan uit-
voeren. In deze optiek genereren de evaluatiefuncties uit [Furu94] een maximale
waarde die gelijk is aan e´e´n en een minimale waarde die functie-afhankelijk is.
Alvorens de evaluatiefuncties te formuleren introduceren we een aantal no-
taties. Een softwarefantoom bezit F features en de individuele features worden
met een parameter f geı¨ndexeerd. In ons geval kan f de waarden 1 : : : 69 aanne-
men. De achtergrond van een feature bestaat uit alle voxels die niet tot de feature
maar wel tot het omsluitend interessegebied behoren. We gebruiken R
f
voor
de straal van een interessegebied. Verder gebruiken we 
f
voor de gemiddelde
voxelwaarde van een feature in het gediscretiseerde softwarefantoom. Tenslotte
gebruiken we m
f
en m
f
voor de gemiddelde voxelwaarde van respectievelijk een
feature en zijn achtergrond in het gereconstrueerde beeld.
De eerste evaluatiefunctie bepaalt de nauwkeurigheid waarmee we de gemid-
delde waarde in de features kunnen reconstrueren. Ze wordt Structural Accuracy
genoemd en is als volgt geformuleerd,
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F
X
f=1

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f
R
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1:5
jm
f
  
f
j; (5.1)
met R
0
een referentiestraal. De SA-waarde correspondeert zodoende met een ge-
wogen L1-afstand tussen de gemiddelde voxelwaarden van de features in het ge-
reconstrueerde beeld en het gediscretiseerde fantoom. De gewichten houden reke-
ning met de grootte van elke feature en zijn aan de hand van de volgende redene-
ring verkregen. Indien we veronderstellen dat de voxelwaarden met identiek ver-
deelde en statistisch onafhankelijke toevalsgrootheden corresponderen, dan weten
we dat de variantie van m
f
omgekeerd evenredig is met het aantal voxels in de
feature. Door vervolgens aan te nemen dat het aantal voxels in een feature recht
evenredig is met het volume 4R3
f
van de feature, dan vinden we dat de standaard-
afwijking van m
f
omgekeerd evenredig metR1:5
f
moet zijn. De gewichten zorgen
er dus voor dat de bijdrage van elke feature herleid wordt tot de bijdrage van een
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feature met hetzelfde contrast en een standaardgrootte. Zonder deze gewichten
zou de SA-waarde hoofdzakelijk door kleine features bepaald worden.
De tweede evaluatiefunctie bepaalt de nauwkeurigheid waarmee we warme
features als warm kunnen classificeren en normale features als normaal kunnen
classificeren. Ze resulteert in HSD-waarden (Engels: Hot Spot Detectability).
Alvorens deze evaluatiefunctie te formuleren moeten we eerst een aantal bijko-
mende definities invoeren. Vooreerst hebben we nood aan een kwantitatieve maat
h
f
voor de detecteerbaarheid van een warme feature. In [Furu94] wordt hiervoor
h
f
= m
f
 m
f
(5.2)
voorgesteld. Dit is het verschil tussen de gemiddelde voxelwaarde in het fea-
ture en zijn achtergrond, beide berekend in het gereconstrueerde beeld. Deze
detecteerbaarheidsmaat resulteert in een positieve waarde voor warme features,
een negatieve waarde voor koude features en een waarde die bijna nul is voor nor-
male features. In [Furu94] wordt eveneens een scheidbaarheidsmaat als detecteer-
baarheidsmaat voorgesteld. Een scheidbaarheidsmaat houdt ook rekening met de
standaardafwijking van de voxelwaarden in de feature en met de standaardafwij-
king van de voxelwaarden in de achtergrond van een feature. Een supplementaire
studie heeft aangetoond dat (5.2) de voorkeur geniet. Eens men voor een detec-
teerbaarheidsmaat gekozen heeft wordt ze voor elke warme en normale feature
berekend. We veronderstellen dat er M warme en N normale features zijn. Door
tenslotte de functie c(h) te introduceren die voor elke ree¨le waarde h het aantal
warme features telt waarvoor h
f
 h geldt en door deN detecteerbaarheidsmaten
behorende tot de normale features door h
f
1
 : : :  h
f
N
te indexeren kan men
de HSD-waarde als volgt formuleren,
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MN
N
X
n=1
c (h
f
n
) : (5.3)
Merk op dat de HSD-waarde tussen 0 en 1 gelegen is en dat ze des te groter is
naargelang de verkregen detecteerbaarheidsmaten voor warme en normale fea-
tures duidelijk gescheiden groepen vormen.
De derde evaluatiefunctie bepaalt de nauwkeurigheid waarmee we koude fea-
tures als koud kunnen classificeren en normale features als normaal kunnen classi-
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ficeren. Ze resulteert in CSD-waarden (Engels: Cold Spot Detectability) en wordt
op een gelijkaardige wijze als de tweede evaluatiefunctie gedefinie¨erd.
De vierde evaluatiefunctie is helemaal niet verbonden met een medische taak
maar kan toch heel nuttig zijn voor het trainen van reconstructiemethoden. Daarom
worden de hiermee verkregen waarden tFOM-waarden genoemd. We gebruiken
de notaties a
j
en b
j
voor de voxelwaarden van respectievelijk het gediscretiseerde
softwarefantoom en het gereconstrueerde beeld. Vervolgens stelt J(f) de verza-
meling van alle voxelindices voor die tot het f -de feature behoren. Het aantal
elementen dat in deze verzameling aanwezig is wordt door N(f) voorgesteld.
Met behulp van deze notaties kunnen we de tFOM-waarde als volgt formuleren,
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5.3 Het trainings- en evaluatieprotocol
In de vorige paragrafen hebben we de bouwblokken van eval3dpet besproken.
In deze paragraaf bespreken we hoe deze bouwblokken gecombineerd kunnen
worden om reconstructiemethoden te trainen en de bruikbaarheid van getrainde
reconstructiemethoden voor het verrichten van bepaalde taken te evalueren. Stel
dat we R reconstructiemethoden voor T taken wensen te trainen en te evalueren
en dat we voor elke taak een gepaste evaluatiefunctie ter beschikking hebben.
Een reconstructiemethode bezit steeds e´e´n of meer parameters die mede de
bruikbaarheid van het gereconstrueerde beeld bepalen. Voorbeelden van der-
gelijke parameters zijn het aantal uit te voeren iteraties, het aantal deelgroepen
waarin een verzameling meetgegevens opgedeeld moet worden en de afsnijfre-
quentie van een filter. Teneinde met een vooropgestelde reconstructiemethode
het best gereconstrueerde beeld te verkrijgen dient men tijdens het reconstruc-
tieproces de optimale parameterwaarden te gebruiken. De zoektocht naar deze
parameterwaarden wordt het trainen van de reconstructiemethode genoemd. Hier-
toe genereren we eerst een beperkt aantal softwarefantomen die gezamenlijk de
trainingsverzameling genoemd worden. Voor elk softwarefantoom genereren we
vervolgens een verzameling 3D meetgegevens. Tenslotte reconstrueren we elk
softwarefantoom en bepalen we voor elke reconstructiemethode en voor elke taak
de parameterwaarden die de gemiddelde FOM-waarde over alle gereconstrueerde
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softwarefantomen uit de trainingsverzameling maximaliseert. De systematische
aanpak die hiervoor gebruikt wordt is mede afhankelijk van het aantal en de aard
van de te optimaliseren parameters en wordt in hoofdstuk 7 besproken.
Van zodra de optimale parameterwaarden bepaald zijn kan men tot de eva-
luatie en het vergelijken van de verschillende reconstructiemethoden overgaan.
Hiertoe genereert men een aantal softwarefantomen die statistisch onafhankelijk
van de trainingsverzameling zijn en die gezamenlijk de evaluatieverzameling ge-
noemd worden. Indien men zowel de training als de evaluatie van softwarefan-
tomen op eenzelfde verzameling softwarefantomen zou baseren, dan gelden de
hiermee verkregen conclusies enkel voor deze specifieke verzameling. Door daar-
entegen verschillende verzamelingen te gebruiken krijgen de conclusies meer be-
tekenis. Voor elk softwarefantoom uit de trainingsverzameling genereert men ver-
volgens een bijhorende verzameling 3D meetgegevens. Daarna bepaalt men voor
elke taak t en elke combinatie van een reconstructiemethode r met een software-
fantoom s de FOM-waarde t(r; s) die men verkrijgt door het s-de softwarefan-
toom met de r-de reconstructiemethode te reconstrueren. Het spreekt voor zich
dat men hierbij gebruik maakt van de optimale parameterwaarden die men tijdens
het trainingsproces voor de t-de taak verkregen heeft. Met deze FOM-waarden
kunnen we de bruikbaarheid van twee reconstructiemethoden r
1
en r
2
voor het
verrichten van een bepaalde taak t vergelijken door met een gepaarde t-test het
statistisch verschil tussen ft(r
1
; s)g
S
s=1
en ft(r
2
; s)g
S
s=1
te bepalen.
Hoofdstuk 6
Geoptimaliseerde implementaties
van reconstructiemethoden
In hoofdstuk 3 hebben we de methodologie besproken die bij de ontwikke-
ling van analytische (zie x3.4.1) en iteratieve (zie x3.4.2) reconstructiemethoden
gebruikt wordt. Tevens hebben we de basisformules voor e´e´n analytische en vier
iteratieve reconstructiemethoden geformuleerd. Dit zijn gefilterde terugprojectie,
MLEM (3.29), OSEM (3.30), RAMLA (3.31) en ART (3.32). De basisformu-
les voor iteratieve reconstructiemethoden zijn onder meer een functie van zoge-
naamde projectie-elementen. In hoofdstuk 4 hebben we de projectie-elementen
voor zowel CT (4.5), PET (4.7) als MR (4.8) geformuleerd. Deze formules zijn
op hun beurt afhankelijk van de basisfuncties die voor de discretisatie van het
te reconstrueren beeld gebruikt worden. Daarom hebben we in hetzelfde hoofd-
stuk eerst criteria afgeleid waaraan bruikbare basisfuncties moeten voldoen en
vervolgens die criteria, samen met een aantal criteria uit de literatuur, gebruikt
om verschillende kandidaatparameterwaarden voor een optimale 2D blob voor te
stellen. We hebben tevens uitgelegd hoe we een optimale basisfunctie voor e´e´n be-
paalde beeldmodaliteit voor andere beeldmodaliteiten kunnen aanwenden. Niet-
tegenstaande we het uitermate belangrijk achten om de wisselwerking tussen de
verschillende beeldmodaliteiten te bespreken vestigen we in dit proefschrift onze
aandacht hoofdzakelijk op de reconstructie van PET-beelden. Daarom hebben
we in hoofdstuk 5 een softwarepakket besproken waarmee we zowel software-
fantomen als 3D meetgegevens voor PET kunnen genereren. Tevens hebben we
uitgelegd hoe dit softwarepakket gebruikt kan worden om reconstructiemethoden
101
102 Hoofdstuk 6. Geoptimaliseerde implementaties van reconstructiemethoden
te evalueren. Alvorens reconstructiemethoden te evalueren dient men ze te imple-
menteren. De optimalisatie van dergelijke implementaties vormt het onderwerp
van dit hoofdstuk. De evaluatie vormt het onderwerp van het volgende hoofdstuk.
Bij de implementatie van de reconstructiemethoden hebben we eerst elke re-
constructiemethode zo correct mogelijk als een computerprogramma geı¨mple-
menteerd zonder rekening te houden met reconstructietijden. Met correct be-
doelen we dat de bruikbaarheid van het gereconstrueerd beeld zo veel mogelijk
door de reconstructiemethode en niet door de implementatie bepaald wordt. Zo
wordt bijvoorbeeld elke intersectielengte l
i;j
op een analytische manier berekend.
We zouden hiervoor evengoed een aantal benaderingen kunnen invoeren teneinde
de reconstructietijd te beperken, maar dit zou de kwaliteit van het gereconstru-
eerde beeld nadelig kunnen beı¨nvloeden. De initie¨le implementaties doen tevens
dienst als referentie bij de evaluatie van de geoptimaliseerde implementaties. De
optimalisatietechnieken die we gebruikt hebben zijn zodanig gekozen dat ze ener-
zijds de reconstructietijd verkorten en anderzijds het gereconstrueerde beeld niet
beı¨nvloeden. In x6.1 wordt de geparallelliseerde implementatie van gefilterde te-
rugprojectie besproken. Vervolgens worden in x6.2 alle optimalisatietechnieken
besproken die we voor de implementatie van iteratieve reconstructiemethoden ge-
bruikt hebben. Voor pixel- en voxelgebaseerde reconstructiemethoden wordt eerst
een verbeterde versie [Jaco98b] van het algoritme van Siddon besproken [Sidd85].
Vervolgens bespreken we zowel voor pixels en voxels als voor blobs de moge-
lijkheid om enerzijds de computerprogramma’s te parallelliseren [Jaco97] en an-
derzijds symmetriee¨n in het meetproces te benutten. Tenslotte onderzoeken we
verschillende mogelijkheden om de projectiematrix op voorhand integraal te be-
rekenen en op schijf op te slaan. Elke optimalisatietechniek wordt tevens met een
Sun SPARC Station 20 computer met 4 SunSPARC processoren of met een Sun
Ultra 2 Creator computer met 2 UltraSPARC processoren gevalideerd.
6.1 Gefilterde terugprojectie
De initie¨le implementatie van gefilterde terugprojectie hebben we volledig
volgens de beschrijving in x3.4.1 gemaakt. Vervolgens hebben we de implemen-
tatie met een parallelle computer met een gemeenschappelijk geheugen geparal-
lelliseerd. Waarom we precies voor deze computerarchitectuur gekozen hebben
wordt in x6.2.4 verklaard. We bespreken twee parallellisatieschema’s. Bij het eer-
ste schema veronderstellen we dat er slechts e´e´n doorsnede moet gereconstrueerd
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gefilterde terugprojectie
implementatie A B
# processoren RT PBH RT PBH
1 133 142
2 75 1.77 75 1.89
3 52 2.56 50 2.86
4 40 3.33 42 3.40
Tabel 6.1: De reconstructietijd (RT in sec) en de parallelliseerbaarheid (PBH) van
gefilterde terugprojectie in functie van het aantal beschikbare processoren.
worden en dat we deze reconstructie in parallel wensen uit te werken. Dit schema
kan tevens gebruikt worden voor de parallelle implementatie van 3D analytische
reconstructiemethoden, hetgeen echter buiten het kader van dit proefschrift valt.
We maken vooreerst een duidelijk onderscheid tussen het filteren van de meetge-
gevens en het terugprojecteren van de gefilterde meetgegevens.
 Bij het filteren van de meetgegevens merken we op dat de meetgegevens
behorende tot een bepaalde projectierichting onafhankelijk van de andere
meetgegevens gefilterd worden, zodat de filteroperatie geparallelliseerd kan
worden door elke processor meetgegevens te laten filteren die met verschil-
lende projectierichtingen corresponderen.
 Bij de terugprojectie merken we daarentegen op dat elke bemonsterings-
waarde onafhankelijk van de andere bemonsteringswaarden berekend wordt,
zodat we de terugprojectie kunnen parallelliseren door elke processor ver-
schillende bemonsteringswaarden te laten berekenen.
We wensen te benadrukken dat bij de filteroperaties en de terugprojectie respec-
tievelijk de meetgegevens en de bemonsteringswaarden over de verschillende pro-
cessoren verdeeld worden. Een implementatie gebaseerd op bovenstaand paral-
lellisatieschema wordt voor de eenvoud “implementatie A” genoemd. In het geval
dat men een 3D beeld uitgaande van verschillende verzamelingen 2D meetgege-
vens wenst te berekenen, door bijvoorbeeld een grote verzameling 3D meetgege-
vens eerst met een herverdelingsalgoritme te verwerken, kan men elke processor
verschillende doorsneden laten reconstrueren. Een implementatie die hiervan ge-
bruik maakt wordt voor de eenvoud “implementatie B” genoemd. Bij deze imple-
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mentatie hebben we voor de eenvoud alle meetgegevens in het lokaal geheugen
opgeslagen alvorens met de reconstructie aan te vangen.
In tabel 6.1 hebben we voor beide methoden de reconstructietijd (RT) in func-
tie van het aantal beschikbare processoren samengevat. Tevens hebben we de
parallelliseerbaarheid (PBH) van het programma in functie van het aantal beschik-
bare processoren gegeven. We wensen hierbij op te merken dat de parallelliseer-
baarheid (Engels: parallelisability) van het programma voor N processoren niet
hetzelfde is als de versnelling (Engels: speedup) die we verkrijgen doorN proces-
soren in plaats van 1 processor te gebruiken. Beide grootheden geven weliswaar
de verhouding van de verwerkingstijden die men met 1 processor en met N proces-
soren verkrijgt, maar bij de parallelliseerbaarheid gebruikt men hiervoor hetzelfde
computerprogramma en voor de versnelling gebruikt men voor de meting met 1
processor een speciaal hiervoor geoptimaliseerd computerprogramma [Quin94].
6.2 Iteratieve reconstructiemethoden
We hebben MLEM (3.29), OSEM (3.30), RAMLA (3.31) en ART (3.32) op
basis van pixels, voxels en blobs en voor de verwerking van 2D en 3D PET meet-
gegevens geı¨mplementeerd. Pixels en voxels noemen we klassieke basisfuncties.
In x6.2.1 en x6.2.2 bespreken we vooreerst een aantal bijzonderheden met betrek-
king tot het gebruik van respectievelijk klassieke basisfuncties en blobs. Verder
bespreken we in x6.2.3 een verbeterde versie van het algoritme van Siddon. Dit
algoritme hebben we gebruikt om de intersectielengten van een rechte met een
pixel- of een voxelruimte op een analytische wijze te berekenen. Vervolgens on-
derzoeken we in x6.2.4 de mogelijkheid om de implementaties te parallelliseren.
Tenslotte onderzoeken we in x6.2.5 de mogelijkheid om symmetriee¨n in het meet-
proces te gebruiken teneinde de reconstructietijd te reduceren.
6.2.1 Pixel- en voxelgebaseerde reconstructiemethoden
In x3.4.2 hebben we gezien dat e´e´n iteratie uit vier deeltaken bestaat en dat
hiervan vooral de uitwerking van de voorwaartse (4.3) en de terug- (4.4) projec-
tie de reconstructietijd bepaalt. Hierdoor is het aangewezen om bij de imple-
mentatie van een iteratieve reconstructiemethode bijzondere aandacht te besteden
aan het efficie¨nt implementeren van deze twee deeltaken. In het geval van PET
dient men in (3.29)–(3.32) de projectie-elementen p
i;j
door 
i

i
l
i;j
c
j
te vervan-
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gen. De attenuatiefactoren 
i
en de normalisatiefactoren 
i
moeten niet berekend
worden. Ze zijn op voorhand gekend. Hierdoor wordt de reconstructietijd hoofd-
zakelijk bepaald door de tijd die aan het berekenen van de intersectielengten ge-
spendeerd moet worden. Merk op dat we hier inderdaad over intersectielengten
in plaats van lijnintegralen mogen spreken. Verder zien we dat voor de volledige
verwerking van een bepaald meetgegeven d
i
alle geı¨ntersecteerde basisfuncties
fb
j(n)
g
N
n=1
met bijhorende intersectielengten fl
i;j(n)
g
N
n=1
nodig zijn, waarvoor
een straalgedreven implementatie het efficie¨ntste is. Een straalgedreven imple-
mentatie maakt namelijk gebruik van een routine die voor een gegeven straal L
i
de geı¨ntersecteerde basisfuncties en bijhorende intersectielengten berekent. Het
algoritme dat we hiervoor gebruikt hebben is het algoritme van Siddon [Sidd85]
waarvan we in x6.2.3 een verbeterde versie bespreken en valideren.
6.2.2 Blobgebaseerde reconstructiemethoden
We hebben in x4.1 reeds aangehaald dat indien pixels noch voxels gebruikt
worden toch een efficie¨nte implementatie van reconstructiemethoden verkregen
kan worden door spatiaal beperkte circulaire basisfuncties te gebruiken. In deze
paragraaf wordt deze uitspraak verder verklaard. Tevens bespreken we de gevol-
gen hiervan op de implementatie van iteratieve reconstructiemethoden.
We vestigen onze aandacht op 3D blobs en gebruiken b(r) en p(s) om res-
pectievelijk de profielfunctie en de projectiefunctie van de sjabloonfunctie aan te
duiden. Vervolgens beschouwen we een willekeurig projectievlak. Dit vlak wordt
eenduidig door de hoeken (
n

; '
n
'
) bepaald. Vervolgens beschouwen we de
rechten die loodrecht op het gekozen loodvlak gelegen zijn en waarvoor eval3dpet
een meetgegeven genereert. De ligging van deze rechten wordt eenduidig door
hun snijpunten (v
n
v
; u
n
u
) met het loodvlak (
n

; '
n
'
) bepaald, waarbij
v
n
v
= (n
v
  (N
v
  1)=2)
v
n
v
2 [0; : : : ; N
v
  1],
u
n
u
= (n
u
  (N
u
  1)=2)
u
n
u
2 [0; : : : ; N
u
  1].
Verder beschouwen we de j-de basisfunctie b(r   r
j
) en herformuleren we het
middelpunt r
j
van deze basisfunctie als zijnde een punt c
j
e
c
+ u
j
e
u
+ v
j
e
v
in het cuv-assenstelsel dat met de hoeken 
n

en '
n
'
correspondeert. Gebruik
makend van deze formulering kunnen we stellen dat de afstand d(L
i
; r
j
) met de
afstand tussen de punten (v
n
v
; u
n
u
) en (v
j
; u
j
) overeenkomt.
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In x4.1 hebben we vluchtig vermeld dat de intersectielengten l
i;j
snel kunnen
benaderd worden met behulp van een beperkt aantal op voorhand berekende waar-
den. De hiervoor berekende waarden worden nu concreet geformuleerd. Hier-
toe beschouwen we de sjabloonfunctie b(r) die op de oorsprong van het xyz-
assenstelsel gecentreerd is. Vervolgens berekenen we voor elk punt
v
k
v
= k
v

v
=K
v
jk
v
j < da=(
v
=K
v
)e,
u
k
u
= k
u

u
=K
u
jk
u
j < da=(
u
=K
u
)e,
de integraal p(d(L
k
;o)) van de sjabloonfunctie over een rechte L(; '; v
k
v
; u
k
u
)
waarvan het loodvlak willekeurig gekozen wordt. Merk op dat het loodvlak in-
derdaad geen invloed op de berekende waarden heeft. De grootheden K
u
en K
v
bepalen de graad van overbemonstering van het projectievlak ten opzichte van
de bemonstering die door eval3dpet uitgewerkt wordt. In onze implementaties
hebben we ze gelijk aan 50 gesteld. Hoe groter deze waarde des te beter elke
intersectielengte l
i;j
benaderd wordt maar des te meer waarden men op voorhand
moet opslaan. Tenslotte merken we op dat de volgende relatie steeds geldig is,
d(L(; '; v
k
v
; u
k
u
);o) = d(L(; '; v + v
k
v
; u+ u
k
u
); c e
c
+ v e
v
+ u e
u
):
Deze relatie toont duidelijk aan dat elke intersectielengte
p(d(L(
n

; '
n
'
; v
n
v
; u
n
u
); r
j
)
door de voorafberekende waarde
l
k
v
(n
v
);k
u
(n
u
)
= p(d(L(; '; v
k
v
(n
v
)
; u
k
u
(n
u
)
);o)
benaderd kan worden indien
v
n
v
 v
k
v
(n
v
)
+ v
j
;
u
n
u
 u
k
u
(n
u
)
+ u
j
;
of
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k
v
(n
v
)  K
v

n
v
 
N
v
  1
2
 
v
j

v

;
k
u
(n
u
)  K
u

n
u
 
N
u
  1
2
 
u
j

u

:
Deze formules tonen aan dat alle indices n
v
waarvoor jk
v
(n
v
)j  da=(
v
=K
v
)e
tot een interval [n
vmin
; n
vmax
] behoren. Mits bovenstaande vergelijkingen als
k
v
(n
v
)  k
v
(n
vmin
) +K
v
(n
v
  n
vmin
) ;
k
u
(n
u
)  k
u
(n
umin
) +K
u
(n
u
  n
umin
) :
te herschrijven vinden we dat
(k
v
(n
vmin
); : : : ; k
v
(n
vmax
) ; k
u
(n
vmin
); : : : ; k
u
(n
umax
))
eenduidig door
(n
vmin
; n
vmax
; k
v
(n
vmin
) ; n
umin
; n
umax
; k
v
(n
umin
))
bepaald is. Hieruit volgt dat deze zes indices voor een gegeven projectievlak en
een gegeven blob zowel de indices i(n

; n
'
; n
v
; n
u
) van de intersecterende rech-
ten als de indices (k
v
; k
u
) van de benaderende lijnintegralen in de verzameling
vooraf berekende waarden bepalen. We hebben een routine geschreven die deze
zes indices voor een gegeven projectievlak en een gegeven basisfunctie berekent.
Voor de reconstructie van een 2D beeld leidt bovenstaande redenering tot de be-
rekening van drie indices. Ook hiervoor hebben we een routine geschreven.
We merken op dat bovenstaande redenering blobgedreven in plaats van straal-
gedreven is. Men fixeert namelijk de basisfunctie en gaat daarna op zoek naar
alle rechten die deze basisfunctie intersecteren. Dit leidt echter tot problemen
voor de implementatie van het RAMLA- en het ART-algoritme. Bij deze twee
reconstructiemethoden worden de meetgegevens namelijk sequentieel verwerkt,
waarvoor een straalgedreven methode veel efficie¨nter is dan een blobgedreven
methode. Daarom hebben we bij het gebruik van blobs een blokgebaseerde versie
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van RAMLA en ART geı¨mplementeerd. Dit wil zeggen dat we bij elke itera-
tie niet e´e´n meetgegeven maar alle meetgegevens behorende tot e´e´n projectievlak
verwerken. Zonder deze wijziging kunnen we RAMLA en ART gebaseerd op
blobs niet efficie¨nt implementeren.
6.2.3 Het algoritme van Siddon
De reconstructietijd wordt hoofdzakelijk bepaald door de tijd die aan het be-
rekenen van de lijnintegralen gespendeerd wordt. Bij het gebruik van pixels en
voxels hebben we voor deze berekeningen het algoritme van Siddon [Sidd85] ge-
bruikt. Niettegenstaande dit algoritme de intersectielengten op een zeer efficie¨nte
manier berekent bepaalt het toch in grote mate de reconstructietijd. Daarom heb-
ben we getracht om het algoritme van Siddon te versnellen. Hierbij hebben we
gevonden dat er niets mis is met de gedachte achter het algoritme maar dat het
algoritme van Siddon niet de efficie¨ntste manier is om die gedachte te implemen-
teren. Meer bepaald hebben we gevonden dat de efficie¨ntie van het algoritme
vooral door een uiterst klein maar tevens frequent gebruikt stukje programma-
tuur beperkt wordt en dat de implementatie zodanig aangepast kan worden dat dit
stukje slechts e´e´n keer per rechte gebruikt moet worden, zonder de gedachte ach-
ter het algoritme te wijzigen. In deze paragraaf bespreken we eerst het algoritme
van Siddon. Hierbij vestigen we onze aandacht uitsluitend op een pixelruimte
omdat dit het aantal formules beperkt en omdat de redenering eenvoudig voor een
voxelruimte geherformuleerd kan worden. Vervolgens duiden we het rekeninten-
siefste stuk aan en bespreken we de aangepaste versie van het algoritme. Tenslotte
geven we een kwantitatieve evaluatie van het aangepaste algoritme, zowel voor
een pixelruimte als voor een voxelruimte.
Het algoritme van Siddon Een pixelruimte wordt eenduidig door een verza-
meling x- en een verzameling y-vlakken bepaald. De x-vlakken staan hierbij
loodrecht op de x-as en liggen op afstanden fb
x
+ n
x

x
g
N
x
n
x
=0
van de oorsprong.
Gelijkaardige notaties gelden voor de y-vlakken. De rechte waarvoor we de in-
tersectielengten en de geı¨ntersecteerde pixels wensen te bepalen loopt door de
punten r(x
1
; y
1
) en r(x
2
; y
2
). Deze rechte wordt parametrisch voorgesteld door
r
12
() =
(
r(x(); y())





x() = x
1
+ (x
2
  x
1
)
y() = y
1
+ (y
2
  y
1
)
)
;
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Figuur 6.1: Een schematisch overzicht van de gebruikte notaties.
met  2 [0; 1] voor punten die tussen r
1
en r
2
gelegen zijn en  62 [0; 1] voor
alle andere punten. Verder nemen we aan dat x
1
6= x
2
en y
1
6= y
2
. Indien
hieraan niet voldaan is, dan ligt de rechte parallel met e´e´n van de assen en zijn de
intersectielengten en de geı¨ntersecteerde basisfuncties eenvoudig te bepalen.
Eerst berekenen we de -waarden van de punten waar de rechte r
12
de pixel-
ruimte binnen ( = 
min
) en buiten ( = 
max
) gaat, dit is

min
= max(
xmin
; 
ymin
);

max
= min(
xmax
; 
ymax
);
met

xmin
= min(
x
(0); 
x
(N
x
));

xmax
= max(
x
(0); 
x
(N
x
));

ymin
= min(
y
(0); 
y
(N
y
));

ymax
= max(
y
(0); 
y
(N
y
))
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en

x
(n
x
) =
(b
x
+ n
x

x
)  x
1
x
2
  x
1
;

y
(n
y
) =
(b
y
+ n
y

y
)  y
1
y
2
  y
1
:
Hierbij correspondeert 
x
(n
x
) met de -waarde van het punt waar de rechte r
12
het n
x
-de x-vlak snijdt. Merk op dat deze -waarden niet altijd tot [0; 1] behoren.
Als 
min
< 
max
dan intersecteert de rechte r
12
de pixelruimte en dan berekenen
we het nummer n
xf
van het eerste x-vlak dat door de rechte doorsneden wordt
nadat het de pixelruimte is ingegegaan en het nummer n
xl
van het laatste x-vlak
dat door de rechte doorsneden wordt, inclusief het laatste vlak. Naargelang x
1
al
dan niet kleiner is dan x
2
berekenen we n
xf
en n
xl
respectievelijk met

min
= 
xmin
! n
xf
= 1;

min
6= 
xmin
! n
xf
= d'
x
(
min
)e;

max
= 
xmax
! n
xl
= N
x
;

max
6= 
xmax
! n
xl
= b'
x
(
max
)c
of

min
= 
xmin
! n
xf
= N
x
  1;

min
6= 
xmin
! n
xf
= b'
x
(
min
)c;

max
= 
xmax
! n
xl
= 0;

max
6= 
xmax
! n
xl
= d'
x
(
max
)e;
met
'
x
() =
x()  b
x

x
:
Gelijkaardige definities gelden voor n
yf
en n
yl
betreffende de y-vlakken. Verder
berekenen we twee rijen 
x
[:] en 
y
[:] die de -waarden van de snijpunten van de
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rechte r
12
met respectievelijk de x- en de y-vlakken bevatten nadat de rechte de
pixelruimte is ingegaan. Als x
1
< x
2
dan wordt 
x
[:] bepaald door

x
[0; 1; : : : ; n
xl
  n
xf
+ 1] = [
x
(n
xf
); 
x
(n
xf
+ 1); : : : ; 
x
(n
xl
)]
en anders door

x
[0; 1; : : : ; n
xf
  n
xl
+ 1] = [
x
(n
xf
); 
x
(n
xf
  1); : : : ; 
x
(n
xl
)]:
Gelijkaardige definities gelden voor de tweede rij. Daarna ordenen we de waarde

min
en de rijen 
x
[:] en 
y
[:]) in stijgende volgorde. Vervolgens worden de waar-
den die meermaals voorkomen door e´e´n exemplaar van die waarde vervangen. Dit
resulteert in een rij 
xy
[0 : : : M ] die de -waarden bezit van de snijpunten van de
rechte met de pixelruimte. Deze rij maakt het mogelijk om de indices van de
geı¨ntersecteerde pixels fb
j(n
x
(m);n
y
(m))
g
M
m=1
te berekenen, met
n
x
(m) =

'
x


xy
[m] + 
xy
[m  1]
2

; (6.1)
n
y
(m) =

'
y


xy
[m] + 
xy
[m  1]
2

: (6.2)
De overeenkomstige intersectielengten worden tenslotte gegeven door
l
i;j(m)
= (
xy
[m]  
xy
[m  1])
q
(x
2
  x
1
)
2
+ (y
2
  y
1
)
2
:
Het verbeterde algoritme Een profiler heeft aangetoond dat de reconstructie-
tijd hoofdzakelijk door het veelvuldig uitwerken van (6.1) en (6.2) bepaald wordt.
Deze formules vereisen namelijk de omzetting van een vlottende-kommagetal
naar een geheel getal, hetgeen een tijdsintensieve bewerking is. We hebben het
gebruik van deze formule kunnen reduceren tot e´e´n keer per rechte die verwerkt
moet worden. Hierbij volgen we het algoritme van Siddon tot de waarden 
min
en 
max
berekend zijn. Vervolgens berekenen we 
x
(1) en 
y
(1) hetgeen de -
waarden van de snijpunten van de rechte met het eerste geı¨ntersecteerde x- respec-
tievelijk y-vlak zijn nadat de rechte de pixelruimte is ingegaan. Daarna berekenen
we het aantal te doorsnijden vlakken
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N
p
= (jn
xf
  n
xl
j+ 1) + (jn
yf
  n
yl
j+ 1):
We merken op dat N
p
groter dan M kan zijn vermits elk gemeenschappelijk snij-
punt van een x-vlak, een y-vlak en de rechte twee keer meegeteld wordt. Ver-
volgens gebruiken we (6.1) en (6.2) om de indices n
x
(1) en n
y
(1) van de eerst
geı¨ntersecteerde basisfunctie te bepalen. Daarna volgen we de rechte door de
pixelruimte en berekenen we stelselmatig 
x
(m), 
y
(m), n
x
(m) en n
y
(m) voor
alle m 2 [2; : : : ; N
p
]. Als 
x
(m) < 
y
(m) dan is het volgende vlak dat we
passeren een x-vlak en vermeerderen we 
x
(m) en n
x
(m) respectievelijk met

xu
=

x
jx
2
  x
1
j
en
n
xu
=
(
1 als x
1
< x
2
,
-1 anders,
hetgeen in 
x
(m+ 1) respectievelijk n
x
(m+ 1) resulteert. Gelijkaardige verge-
lijkingen gelden voor de aanpassing van 
y
(m) en n
y
(m) in het geval dat er een
y-vlak gepasseerd wordt. Als 
x
(m) = 
y
(m) dan wordt op hetzelfde moment
een x-vlak en een y-vlak gepasseerd en kunnen we kiezen of we eerst het x-vlak
en daarna het y-vlak oversteken of omgekeerd.
Met bovenstaande redenering en een rij bijkomende parameters 
c
(m) waar-
van we de eerste waarde 
c
(1) met 
min
initialiseren kunnen we de indices van de
geı¨ntersecteerde basisfuncties met hun bijhorende intersectielengten stelselmatig
berekenen. We veronderstellen hierbij dat we alle waarden met betrekking tot een
bepaalde index m reeds berekend hebben. De hierop volgende waarden kan men
naargelang 
x
(m) al dan niet kleiner is dan 
y
(m) met behulp van respectievelijk
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l
i;j(m)
= (
x
(m)  
c
(m))
q
(x
2
  x
1
)
2
+ (y
2
  y
1
)
2
;
n
x
(m+ 1) = n
x
(m) + n
xu
;
n
y
(m+ 1) = n
y
(m);

x
(m+ 1) = 
x
(m) + 
xu
;

y
(m+ 1) = 
y
(m);

c
(m+ 1) = 
x
(m):
en
l
i;j(m)
= (
y
(m)  
c
(m))
q
(x
2
  x
1
)
2
+ (y
2
  y
1
)
2
;
n
x
(m+ 1) = n
x
(m);
n
y
(m+ 1) = n
y
(m) + n
yu
;

x
(m+ 1) = 
x
(m);

y
(m+ 1) = 
y
(m) + 
yu
;

c
(m+ 1) = 
y
(m):
berekenen. Als we op hetzelfde moment een x- en een y-vlak passeren dan wordt
een pixelindex gegenereerd waarvoor de intersectielengte gelijk aan nul is. Het
spreekt voor zich dat de parameters 
x
(:), 
y
(:) en 
c
(:) niet als rijen maar als
scalairen geı¨mplementeerd worden, waarvan de waarde stelselmatig aangepast
wordt. Verder wordt de afstand tussen r
1
en r
2
slechts e´e´n keer berekend.
Evaluatie We hebben het algoritme van Siddon en zijn aangepaste versie ver-
geleken door de tijd te vergelijken die aan het eenmalig berekenen van alle inter-
sectielengten gespendeerd wordt. Als voxelruimte hebben we de dimensies van
een gediscretiseerd softwarefantoom van eval3dpet gebruikt. De rechten waar-
voor we de intersectielengten berekend hebben corresponderen met alle rechten
waarvoor eval3dpet een meetgegeven genereert. Met het algoritme van Siddon en
zijn aangepaste versie meten we respectievelijk 56 en 5 minuten. Als pixelruimte
hebben we de dimensies van een axiale doorsnede van een gediscretiseerd soft-
warefantoom gebruikt. De rechten waarvoor we de intersectielengten berekend
hebben corresponderen met alle rechten waarvoor we een meetgegeven verkrij-
gen na een gesimuleerde verzameling 3D meetgegevens met het FORE-algoritme
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te verwerken. Met het algoritme van Siddon en zijn aangepaste versie meten we
respectievelijk 4.0 en 0.4 seconden. Deze kwantitatieve resultaten tonen duidelijk
aan dat we het algoritme van Siddon met een factor 10 versneld hebben.
6.2.4 Parallellisatie
Globaal bestaan er twee extreme vormen van parallellisme. De eerste vorm
noemt pijplijning [Quin94]. Deze vorm kan gebruikt worden wanneer verschil-
lende objecten eenzelfde sequentie¨le behandeling moeten ondergaan. De behan-
deling moet in een aantal deeltaken opgesplitst kunnen worden die ongeveer even-
veel tijd in beslag nemen. Het aantal deeltaken moet gelijk zijn aan het aantal
beschikbare processoren. De verwerking van de objecten gebeurt dan als volgt.
Eerst voert de eerste processor de eerste deeltaak op het eerste object uit en geeft
het gedeeltelijk afgewerkte product door aan de tweede processor. Daarna begint
de eerste processor met de verwerking van het tweede object en de tweede pro-
cessor met de verwerking van het eerste object. Van zodra de laatste processor
aan de verwerking van het eerste object begint is de pijp vol en verkrijgt men af-
gewerkte objecten aan een tempo dat door de maximale verwerkingstijd van de
verschillende deeltaken bepaald wordt. De maximale versnelling die men met
deze vorm van parallellisme kan verkrijgen is gelijk aan het aantal sequentie¨le
deeltaken waarin het te parallelliseren computerprogramma opgesplitst kan wor-
den. In het geval van iteratieve reconstructiemethoden zijn dit de vier deeltaken
die in x3.4.2 geformuleerd zijn. De invoer van de pijplijn bestaat uit sinogrammen
en de uitvoer uit gereconstrueerde beelden. Het spreekt voor zich dat de maximaal
verkrijgbare parallellisatiegraad eerder beperkt is. Daarom hebben we voor een
tweede vorm van parallellisme geopteerd.
De tweede extreme vorm van parallellisme wordt gegevensparallellisme ge-
noemd [Quin94] en kan gebruikt worden van zodra verschillende objecten onaf-
hankelijk van elkaar verwerkt kunnen worden. Mits deze veronderstelling kan
men de te verwerken objecten over de beschikbare processoren verdelen, waarna
elke processor de hem toegewezen objecten volledig verwerkt. In het geval van
iteratieve reconstructiemethoden kan men deze vorm van parallellisme bijvoor-
beeld gebruiken om bovenvermelde deeltaken te parallelliseren. De verschillende
deeltaken worden sequentieel uitgevoerd. De maximale parallellisatiegraad die
men met gegevensparallellisme kan verkrijgen is gelijk aan het aantal onafhan-
kelijk te verwerken objecten, hetgeen gewoonlijk veel groter is dan de maximale
parallellisatiegraad die men bij pijplijning kan verkrijgen.
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Men kan bovenvermelde extreme vormen van parallellisme ook combineren.
Indien een bepaalde processor van een pijplijn bijvoorbeeld dubbel zo veel tijd
nodig heeft dan de overige processoren dan vormt die processor de zogenaamde
flessenhals van de pijplijn en kan men het verwerkingstempo van objecten aan-
zienlijk opdrijven door voor deze deeltaak twee processoren te gebruiken die on-
afhankelijk van elkaar verschillende objecten verwerken. Deze hybride vormen
van parallellisme vallen buiten het kader van dit proefschrift.
De wijze waarop men de deeltaken en de objecten over de beschikbare proces-
soren verdeelt noemt men het parallellisatieschema. Pijplijning en gegevensparal-
lellisme zijn hier twee extreme voorbeelden van. Bij de parallellisatie van itera-
tieve reconstructiemethoden hebben we gebruik gemaakt van drie verschillende
parallellisatieschema’s. Het eerste schema wordt gebruikt wanneer de invoer uit
verschillende sinogrammen bestaat en de uitvoer een gereconstrueerd 3D beeld is.
Het is volledig op gegevensparallellisme gebaseerd, waarbij de verschillende si-
nogrammen over de beschikbare processoren verdeeld worden. Het tweede en het
derde parallellisatieschema worden respectievelijk voor klassieke basisfuncties en
blobs gebruikt. Ze zijn ontworpen voor de situatie waarbij de invoer e´e´n verzame-
ling meetgegevens is en de uitvoer e´e´n gereconstrueerd beeld is. Deze schema’s
kunnen zowel voor de verwerking van 2D als 3D meetgegevens geı¨mplementeerd
worden. Het tweede en het derde schema bespreken we in meer detail. Aan het
einde van deze paragraaf worden de drie schema’s voor verschillende iteratieve
reconstructiemethoden kwantitatief gevalideerd.
Parallellisatieschema’s voor pixels en voxels
Vermits we slechts e´e´n verzameling meetgegevens ter beschikking hebben is
het gebruik van een pijplijn inefficie¨nt. Het gebruik van gegevensparallellisme om
de verschillende deeltaken te parallelliseren is daarentegen wel een goede keuze.
Deze laatste mogelijkheid hebben we nader onderzocht.
De k-de iteratie begint met het berekenen van e´e´n of meer elementen

k
i
=
M
X
m=1
l
i;j(m)
v
k
j(m)
: (6.3)
De indices van deze elementen fk
i
g
i2I
k
worden door de reconstructiemethode
bepaald. Voor de berekening van een bepaald element k
i
hebben we vooreerst
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de indices van de pixels fb
j(m)
(r)g
M
m=1
die door de i-de rechte geı¨ntersecteerd
worden en de bijhorende intersectielengten fl
i;j(m)
g
M
m=1
nodig. Deze gegevens
worden door een straalgedreven methode berekend. Aangezien we een dergelijke
methode ter beschikking hebben, het algoritme van Siddon, kunnen we de ele-
menten van fk
i
g
i2I
k
onafhankelijk van elkaar berekenen. Hierdoor kunnen we
de berekening van deze elementen parallelliseren door elke beschikbare processor
een deelverzameling van fk
i
g
i2I
k
te laten berekenen.
De afwijking tussen elk berekend element k
i
en zijn overeenkomstig meetge-
geven d
i
wordt vervolgens in een kwantitatieve waarde k
i
omgezet. De manier
waarop beide grootheden vergeleken worden wordt door de reconstructiemethode
bepaald en kan bijvoorbeeld op het verschil of de verhouding van beide groot-
heden gebaseerd zijn. Vermits een gegeven element k
i
uitsluitend door de over-
eenkomstige elementen k
i
en d
i
bepaald wordt kan men het onafhankelijk van
de andere elementen berekenen. Hierdoor kunnen we elke beschikbare processor
onafhankelijk van elkaar een deelverzameling van fk
i
g
i2I
k
laten berekenen.
Vervolgens wordt de terugprojectie

k
j
=
N
X
n=1

k
i(n)
l
i(n);j
(6.4)
van deze elementen berekend. Voor de berekening van een bepaald element k
j
hebben we vooreerst de indices van de stralen fL
i(n)
g
N
n=1
die de j-de basisfunctie
intersecteren en de bijhorende intersectielengten fl
i(n);j
g
N
n=1
nodig. Deze gege-
vens worden door een pixel- of voxelgedreven methode en niet door een straal-
gedreven algoritme zoals dat van Siddon berekend. We zouden een pixel- of
voxelgedreven methode kunnen gebruiken maar dit zou de reconstructietijd aan-
zienlijk doen toenemen. Daarom hebben we voor de volgende werkwijze geop-
teerd. Eerst verdelen we de coe¨fficie¨nten fk
i
g
i2I
k
gelijkmatig over de beschik-
bare processoren. Vervolgens voorzien we voor elke processor genoeg geheugen
om de coe¨fficie¨nten van een lokaal beeld fk
j
g
J
j=1
op te slaan. Deze coe¨fficie¨nten
worden initieel gelijk aan nul gesteld. Daarna berekent elke processor voor elk
element k
i
dat hem toevertrouwd wordt de indices van de pixels die door de i-de
straal geı¨ntersecteerd worden en de bijhorende intersectielengten. Deze gegevens
worden gebruikt om het lokale beeld als volgt aan te passen

k
j(m)
+= k
i
l
i;j(m)
:
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Tenslotte worden de lokale coe¨fficie¨ntwaarden elementsgewijs opgeteld teneinde
de volledige terugprojectie fk
j
g
J
j=1
te verkrijgen.
De terugprojectie kan ook als volgt geparallelliseerd worden. Eerst verdelen
we de waarden fk
j
g
J
j=1
over de beschikbare processoren. Deze verdeling moet
zodanig gebeuren dat elke processor een balkvormig stuk van het beeld toege-
wezen krijgt. Vervolgens laten we elke processor de volledige terugprojectie van
f
k
i
g
i2I
k
over het hem toevertrouwde stuk van het beeld berekenen. Op het eerste
gezicht is er niets mis met deze werkwijze, nochtans hebben we ze niet gebruikt.
De reden hiertoe is eenvoudig: niettegenstaande de uit te voeren bewerkingen
gelijkmatig over de beschikbare processoren verdeeld worden cree¨ert men veel
extra bewerkingen. Zo moet elke processor voor de verwerking van een bepaalde
rechte de waarden 
min
en 
max
berekenen. Bij het gebruik van e´e´n processor
moet dit slechts e´e´n keer gebeuren. Verder intersecteren veel rechten niet e´e´n maar
verschillende stukken van het beeld. Hierdoor moet elke processor die voor een
dergelijk stuk verantwoordelijk is het algoritme van Siddon volledig doorlopen.
Het aantal bewerkingen dat hij hierbij moet verrichten is niet veel kleiner dan het
aantal bewerkingen dat e´e´n processor voor de verwerking van de volledige rechte
moet verrichten.
Merk op dat het berekenen van fk
i
g
i2I
k
, f
k
i
g
i2I
k
en fk
j
g
J
j=1
gecombi-
neerd kan worden door eerst de te verwerken meetgegevens gelijkmatig over de
beschikbare processoren te verdelen. Vervolgens verwerkt elke processor de hem
toevertrouwde meetgegevens. Voor de verwerking van een bepaald meetgege-
ven berekent hij eerst de indices fj(m)gM
m=1
en de bijhorende intersectielengten
fl
i;j(m)
g
M
m=1
met het algoritme van Siddon. Vervolgens gebruikt hij deze gege-
vens om het element k
i
van de voorwaartse projectie te berekenen. Daarna be-
rekent hij de waarde k
i
die hij vervolgens over het lokale beeld terugprojecteert.
Van zodra elke processor de hem toevertrouwde meetgegevens verwerkt heeft telt
men de lokale beelden elementsgewijs op teneinde het foutbeeld fk
j
g
J
j=1
te ver-
krijgen. Deze werkwijze biedt het voordeel dat de intersectielengten slechts e´e´n
keer berekend moeten worden. Het pakket eval3dpet maakt hier geen gebruik van!
Tenslotte wordt elk element k
j
met vk
j
gecombineerd teneinde vk+1
j
te verkrij-
gen. Deze elementen kunnen onafhankelijk van elkaar berekend worden, zodat de
berekening ervan geparallelliseerd kan worden door elke beschikbare processor
een deelverzameling van fvk+1
j
g
J
j=1
te laten berekenen.
Bij algoritmen zoals RAMLA en ART bestaan de verzamelingen I
k
uit e´e´n
element waardoor het zojuist besproken parallellisatieschema niet bruikbaar is.
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Er bestaan echter deelsequenties van L
i
1
; L
i
2
; L
i
3
; : : : waarvan de rechten elkaar
niet intersecteren. Zulke deelsequenties corresponderen met meetgegevens die
onafhankelijk van elkaar en dus in parallel verwerkt kunnen worden. We hebben
dit schema niet geı¨mplementeerd noch gevalideerd.
Parallellisatieschema’s voor 2D en 3D blobs
Zoals voor pixels en voxels maken we voor de parallellisatie van blobgeba-
seerde iteratieve reconstructiemethoden eveneens gebruik van gegevensparallel-
lisme om de verschillende deeltaken te parallelliseren. We bespreken enkel de
parallellisatie van de voorwaartse en de terugprojectie.
We hebben reeds aangetoond dat straalgedreven methoden ideaal zijn voor
het parallelliseren van de voorwaartse projectie. In tegenstelling tot het gebruik
van pixels en voxels bestaat er voor blobs echter geen efficie¨nte straalgedreven
methode, maar wel een efficie¨nte blobgedreven methode. Daarom bespreken we
nu de parallellisatie van de voorwaartse projectie met behulp van een blobgedre-
ven methode. We vestigen onze aandacht hierbij volledig op 3D blobs. Alvorens
het parallellisatieschema te bespreken vermelden we dat bij het gebruik van blobs
elke verzameling I
k
alle rechten bezit die loodrecht op een bepaald loodvlak staan
van zodra de verzameling e´e´n rechte bezit die loodrecht op dat loodvlak staat. Het
parallellisatieschema begint met elk element k
i
de waarde nul te geven. Vervol-
gens berekenen we voor een willekeurige basisfunctie b
j
(r) en een willekeurig
loodvlak (
n

; '
n
'
) behorende tot I
k
de volgende zes indices
(n
vmin
; n
vmax
; k
v
(n
vmin
) ; n
umin
; n
umax
; k
u
(n
umin
))
en passen we voor elke waarde
n
v
2 fn
vmin
; : : : ; n
vmax
g
en
n
u
2 fn
umin
; : : : ; n
umax
g
de volgende formule toe
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u
)
+= l
k
v
(n
v
);k
u
(n
u
)
v
k
j
:
De overige basisfuncties worden op een gelijkaardige manier verwerkt. Nadat alle
basisfuncties verwerkt zijn gaat men over tot het volgende projectievlak. Wanneer
alle indices uit I
k
voor alle basisfuncties verwerkt zijn hebben we de voorwaartse
projectie uitgewerkt. Vermits de loodvlakken onafhankelijk van elkaar verwerkt
kunnen worden, omdat ze met disjuncte deelverzamelingen van I
k
corresponde-
ren, kan men de voorwaartse projectie parallelliseren door de te verwerken lood-
vlakken over de beschikbare processoren te verdelen.
Wat betreft de terugprojectie hebben we reeds gezien dat deze het best kan ge-
parallelliseerd worden met een blobgedreven methode, die voorhanden is. Daarom
verdelen we de parameters fk
j
g
J
j=1
gelijkmatig over de beschikbare processoren
en laten we elke processor de hem toevertrouwde elementen berekenen. De bere-
kening van zo een element k
j
gebeurt als volgt. Eerst wordt de waarde van het
element gelijk aan nul gesteld. Vervolgens berekenen we voor de j-de basisfunc-
tie en een loodvlak (
n

; '
n
'
) behorende tot I
k
de zes bovenvernoemde indices.
Met behulp van deze indices wordt voor elke waarde
n
v
2 fn
vmin
; : : : ; n
vmax
g
en
n
u
2 fn
umin
; : : : ; n
umax
g
de volgende formule toegepast

j
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u
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u
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k
i(n
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;n
v
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u
)
:
De overige projectievlakken worden op een gelijkaardige manier verwerkt.
Merk op dat, zoals bij pixels en voxels, de eerste drie deeltaken gecombineerd
kunnen worden teneinde de zestallen slechts e´e´n keer te moeten berekenen. Dit
heeft echter een aantal nadelen. We zouden in dit geval de te verwerken projec-
tievlakken over de beschikbare processoren verdelen. Hierdoor dient men voor
elke beschikbare processor geheugen voor een lokaal beeld te voorzien, omdat de
meeste elementen k
j
van alle projectievlakken een bijdrage krijgen. Vervolgens
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dient men er rekening mee te houden dat de terugprojectie slechts kan berekend
worden van zodra de voorwaartse projectie volledig uitgewerkt is, hetgeen niet
het geval is bij het gebruik van pixels en voxels. Dit heeft tot gevolg dat men voor
alle basisfuncties en een gegeven loodvlak de corresponderende zestallen dient op
te slaan, hetgeen voor elke beschikbare processor extra geheugen vereist. Ten-
einde de geheugenvereisten te beperken hebben we van deze optie geen gebruik
gemaakt. Voor alle duidelijkheid worden in onze implementaties de zestallen twee
keer per iteratie berekend.
Evaluatie van verschillende parallellisatieschema’s
Een parallellisatieschema wordt met behulp van een parallelle computer geı¨m-
plementeerd. De computerarchitectuur die hiervoor gebruikt wordt heeft een aan-
zienlijke invloed op de versnelling die men verkrijgt. Daarom bespreken we nu
een aantal belangrijke basisprincipes betreffende dergelijke computers. Deze ba-
siskennis is van belang teneinde een optimale computerarchitectuur voor een ge-
geven parallellisatieschema te kunnen kiezen, of omgekeerd. Een parallelle com-
puter bezit enerzijds verschillende processoren en anderzijds e´e´n of meer geheu-
gens. De wijze waarop deze entiteiten verbonden zijn is van groot belang. Zo
bestaan er computers waarbij elke processor toegang heeft tot alle beschikbare ge-
heugens. Dit worden parallelle computers met een gemeenschappelijk geheugen
genoemd. Er bestaan ook computers waarbij elke processor uitsluitend toegang
heeft tot een lokaal geheugen. Dit worden parallelle computers met een gedistri-
bueerd geheugen genoemd. Tenslotte bestaan er hybride vormen waarbij enerzijds
elke processor een lokaal geheugen bezit dat niet toegankelijk is voor alle andere
processoren en waarbij anderzijds een gemeenschappelijk geheugen voorhanden
is. Een gemeenschappelijk geheugen biedt het voordeel dat er geen partie¨le resul-
taten tussen de verschillende geheugens getransfereerd moeten worden teneinde
deze resultaten voor elke processor beschikbaar te stellen. Een gedistribueerd ge-
heugen laat de processoren daarentegen toe om onafhankelijk van elkaar gegevens
te verwerken zonder dat hierbij een gemeenschappelijk geheugen aangesproken
moet worden. Een uitgebreide bespreking betreffende parallelle computerarchi-
tecturen valt buiten het kader van dit proefschrift [Quin94].
Indien men een 3D beeld uit verschillende sinogrammen wenst te reconstrue-
ren dan suggereren we het gebruik van een parallelle computer met een gedistribu-
eerd geheugen. Denk hierbij bijvoorbeeld aan een verzameling van computers. De
sinogrammen worden over de computers verdeeld en elke computer reconstrueert
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Figuur 6.2: Een schematisch overzicht van een parallelle implementatie van een
iteratieve reconstructiemethode op een parallelle computer met een gedistribu-
eerd geheugen. De rechthoeken stellen geheugen voor. De lichtste rechthoeken
zijn voorbehouden maar bezitten nog geen betekenisvolle inhoud en de donkerste
rechthoeken zijn zojuist aangepast.
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de overeenkomstige doorsneden. Nadien worden de gereconstrueerde doorsne-
den door een centrale computer verzameld en indien nodig verder verwerkt. Deze
werkwijze biedt het voordeel dat elke processor zijn werk kan verrichten zonder
hierbij door andere werkzame processoren belemmerd te worden.
Indien men een beeld uit e´e´n verzameling meetgegevens wenst te reconstru-
eren, dan is het wenselijk om een gemeenschappelijk geheugen ter beschikking
te hebben. Ongeacht het parallellisatieschema wordt er namelijk steeds een grote
hoeveelheid aan partie¨le resultaten gegenereerd die nadien gecombineerd moe-
ten worden. Zonder gemeenschappelijk geheugen leidt dit tot een overmaat aan
gegevensoverdracht tussen de lokale geheugens. Ter illustratie hebben we in fi-
guur 6.2 een mogelijke implementatie van een parallellisatieschema uit de vorige
paragraaf schematisch voorgesteld, zonder gebruik te maken van een gemeen-
schappelijk geheugen. Vooreerst moet men in elk lokaal geheugen een exemplaar
van de huidige schatting fvk
j
g
J
j=1
van het te reconstrueren beeld opslaan. Vervol-
gens doorlopen de processoren onafhankelijk van elkaar het schema tot de lokale
beelden fk
j
g
J
j=1
berekend zijn. Daarna moeten de lokale beelden elementsge-
wijs opgeteld worden teneinde het foutbeeld fk
j
g
J
j=1
te verkrijgen. Hiervoor is
een aanzienlijke hoeveelheid gegevensoverdracht nodig. Mits deze overdracht op
een goede manier door te voeren hoeft men voor de berekening van fvk+1
j
g
J
j=1
geen gegevens tussen de geheugens te transfereren. Na de vierde deeltaak bezit
elk lokaal geheugen een stuk van de nieuwe schatting van het te reconstrueren
beeld. Alvorens met de volgende iteratie te beginnen moeten we ervoor zorgen
dat elk lokaal geheugen een volledig exemplaar van dit nieuwe beeld bezit. Dit
zorgt terug voor een aanzienlijke hoeveelheid gegevensoverdracht die helemaal
niet optreedt in het geval dat men het te reconstrueren beeld in een gemeenschap-
pelijk geheugen opslaat. Gebaseerd op bovenstaande redenering suggereren we
het gebruik van een hybride computerarchitectuur teneinde de hoeveelheid gege-
vensoverdracht per iteratie te minimaliseren en de processoren zo veel mogelijk
onafhankelijk van elkaar te laten werken. Een dergelijke architectuur staat ons
namelijk toe het beeld fvk
j
g
J
j=1
in het gemeenschappelijk geheugen op te slaan.
Verder kunnen we voor elke processor geheugen voor een lokaal beeld fk
j
g
J
j=1
voorzien. Men kan ook de meetgegevens fd
i
g
i2I
k
en de tussentijdse resultaten
f
i
g
i2I
k
en f
i
g
i2I
k
gelijkmatig over de lokale geheugens verdelen. Indien de
verzamelingen I
k
disjunct zijn dan kan men de meetgegevens fd
i
g
I
i=1
zelfs zo-
danig over de lokale geheugens verdelen dat ze tijdens de reconstructie niet meer
tussen de lokale geheugens getransfereerd moeten worden. De manier waarop het
foutbeeld fk
j
g
K
k=1
berekend wordt kan men van figuur 6.2 overnemen. Tenslotte
kan men de nieuwe schatting van het te reconstrueren beeld meteen op de plaats
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van de oude schatting in het gemeenschappelijk geheugen opslaan.
We hebben MLEM, OSEM, RAMLA en ART op een parallelle computer met
een gemeenschappelijk geheugen geı¨mplementeerd en geparallelliseerd. Voor het
geval dat de invoer van het programma een verzameling sinogrammen is, die al
dan niet van een herverdelingsalgoritme afkomstig zijn, hebben we de algorit-
men op twee verschillende manieren geparallelliseerd. De eerste manier, die we
“implementatie A” noemen, correspondeert met het parallellisatieschema waarbij
de sinogrammen over de verschillende processoren verdeeld worden. De tweede
manier, die we “implementatie B” noemen, correspondeert met het parallellisa-
tieschema waarbij de verschillende sinogrammen na elkaar verwerkt worden en
de verwerking van elk sinogram in parallel gebeurt. Beide parallellisatieschema’s
hebben we zowel voor pixels als voor blobs geı¨mplementeerd. Vervolgens hebben
we elke implementatie met een Sun SPARC Station 20 met 4 SunSPARC processo-
ren gee¨valueerd. Hierbij hebben we de tijd gemeten die nodig is om elk meetgege-
ven e´e´n keer te verwerken. Dit wordt een cyclus genoemd en is enkel voor MLEM
hetzelfde als een iteratie. We hebben deze tijden gemeten voor het geval dat er 1,
2, 3 of 4 processoren ter beschikking zijn. Teneinde de invloed van andere compu-
tergebruikers te minimaliseren hebben we voor elke situatie de minimale tijd van
10 onafhankelijke metingen bepaald. Uit deze metingen hebben we vervolgens
de parallelliseerbaarheid van het algoritme voor 1, 2, 3 of 4 processoren bepaald.
In tabel 6.2 worden de resultaten samengevat. We vermelden dat we voor de ver-
werking van 2D meetgegevens de intersectielengten en de normalisatiefactoren
fc
j
g
J
j=1
op voorhand berekend en opgeslagen hebben teneinde de reconstructie-
tijd niet nodeloos te vergroten. De wijze waarop de intersectielengten opgeslagen
worden, wordt in de volgende paragraaf besproken.
We merken op dat de parallelliseerbaarheid van het eerste parallellisatieschema
over het algemeen beter is dan dat van het tweede en het derde schema. Dit wil
zeggen dat we bij het gebruik van een gedistribueerd geheugen voor de implemen-
tatie van het eerste schema niet veel verbetering kunnen verwachten. We merken
tevens op dat de reconstructietijden met betrekking tot OSEM relatief lang zijn
ten opzichte van de overige reconstructiemethoden. De factoren c
j
hebben we
weliswaar op voorhand berekend maar de factoren (
P
i2I
k
p
i;j
)
 1 voor OSEM
worden daarentegen tijdens de reconstructie berekend. Door deze factoren ook
voor OSEM op voorhand te berekenen en op te slaan kan men de reconstructietijd
voor e´e´n OSEM-cyclus tot die van e´e´n MLEM-cyclus reduceren. Mits deze laat-
ste opmerking merken we op dat de tijden voor e´e´n processor bijna onafhankelijk
zijn van de reconstructiemethode, inclusief gefilterde terugprojectie.
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algoritme 2D MLEM
basisfuncties pixels blobs
implementatie A B A B
# processoren RT PBH RT PBH RT PBH RT PBH
1 142 137 1142 1166
2 70 2.00 75 1.84 594 1.92 599 1.95
3 49 2.92 51 2.70 419 2.73 456 2.56
4 36 4.00 40 3.45 311 3.67 350 3.34
algoritme 2D OSEM
basisfuncties pixels blobs
implementatie A B A B
# processoren RT PBH RT PBH RT PBH RT PBH
1 248 242 1426 1503
2 124 2.00 133 1.83 708 2.00 1068 1.41
3 85 2.92 96 2.51 481 2.96 968 1.55
4 63 3.95 78 3.12 361 3.95 904 1.66
algoritme 2D RAMLA
basisfuncties pixels blobs
implementatie A B A B
# processoren RT PBH RT PBH RT PBH RT PBH
1 139 —– 1509 1251
2 71 1.97 —– —– 772 1.96 668 1.87
3 48 2.90 —– —– 594 2.54 522 2.40
4 36 3.83 —– —– 449 3.36 421 2.97
algoritme 2D ART
basisfuncties pixels blobs
implementatie A B A B
# processoren RT PBH RT PBH RT PBH RT PBH
1 131 —– 1313 1340
2 67 1.96 —– —– 678 1.94 703 1.91
3 45 2.89 —– —– 479 2.74 537 2.50
4 34 3.82 —– —– 358 3.67 443 3.03
Tabel 6.2: De reconstructietijd (RT in sec) en de parallelliseerbaarheid (PBH) van
2D MLEM, OSEM, RAMLA en ART in functie van het aantal processoren.
6.2. Iteratieve reconstructiemethoden 125
algoritme 3D MLEM
basisfuncties voxels blobs
# processoren RT PBH RT PBH
1 245 3810
2 134 1.8 2591 1.5
algoritme 3D OSEM
basisfuncties voxels blobs
# processoren RT PBH RT PBH
1 455 6180
2 293 1.6 4212 1.5
algoritme 3D RAMLA
basisfuncties voxels blobs
# processoren RT PBH RT PBH
1 324 4553
2 — — 3034 1.5
algoritme 3D ART
basisfuncties voxels blobs
# processoren RT PBH RT PBH
1 299 6195
2 — — 4386 1.4
Tabel 6.3: De reconstructietijd (RT in sec) en de parallelliseerbaarheid (PBH) van
3D MLEM, OSEM, RAMLA en ART in functie van het aantal processoren.
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We hebben dezelfde algoritmen ook voor de verwerking van 3D meetgegevens
geı¨mplementeerd en geparallelliseerd en dit zowel voor voxels als voor blobs.
Deze implementaties hebben we vervolgens met een Sun Ultra 2 Creator met 2
UltraSPARC processoren gee¨valueerd. De resultaten worden in tabel 6.3 samen-
gevat. De vermelde tijden corresponderen met de minimale tijd van 10 onafhan-
kelijke metingen. We vermelden nog dat de gee¨valueerde implementaties reeds
gebruik maken van de nog te bespreken symmetriee¨n in het meetproces en dat we
de normalisatiefactoren fc
j
g
J
j=1
op voorhand berekend en opgeslagen hebben.
Vooreerst merken we op dat het gebruik van 3D blobs ongeveer een factor
15 langer duurt dan het gebruik van voxels. Verder merken we op dat de paral-
lelliseerbaarheid van blobgebaseerde methoden steeds ongeveer 1.5 is en dat de
parallelliseerbaarheid van voxelgebaseerde methoden beter is. We wensen verder
op te merken dat we voor e´e´n MLEM-cyclus gebaseerd op 3D blobs ongeveer 1
uur nodig hebben en hierbij te vermelden dat we met de oorspronkelijke imple-
mentatie van eval3dpet meer dan 10 uur voor deze taak nodig hebben.
6.2.5 Symmetriee¨n in het meetproces
Door de manier waarop een scanner opgebouwd is bestaan er symmetriee¨n
in het meetproces. In deze paragraaf gaan we op zoek naar deze symmetriee¨n
met betrekking tot het gebruik van klassieke basisfuncties en blobs. Vervolgens
onderzoeken we hoe deze symmetriee¨n bij de implementatie van iteratieve re-
constructiemethoden aangewend kunnen worden teneinde het aantal uit te voeren
bewerkingen te beperken en hoe we ze kunnen gebruiken teneinde de projectie-
matrix op een efficie¨nte manier op te slaan. Beide aspecten worden gee¨valueerd.
Symmetriee¨n in het meetproces voor pixels en voxels
We hebben reeds uitvoerig besproken dat een efficie¨nte implementatie van een
pixel- of een voxelgebaseerde reconstructiemethode straalgedreven is. Daarom
gaan we in deze paragraaf op zoek naar rechten fL
i(n)
g
N
n=1
waarvoor enerzijds
de intersectielengten identiek zijn
fl
i(1);j(1;m)
= : : : = l
i(N);j(N;m)
g
M
m=1
en waarbij er anderzijds een eenvoudig verband tussen de indices fj(n;m)gN
n=1
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Symmetriee¨n in het 2D meetproces
' u x y
'  u  x  y
=2  ' u y x
=2  '  u  y  x
'  =2 u  y x
'  =2  u y  x
   ' u  x y
   '  u x  y
Symmetriee¨n in het 3D meetproces
 ' u v x y z
 =2  '  u v y x z
 '  =2 u v  y x z
    '  u v  x y z
  ' u  v x y  z
  =2  '  u  v y x  z
  '  =2 u  v  y x  z
     '  u  v  x y  z
 '  u  v  x  y  z
 =2  ' u  v  y  x  z
 '  =2  u  v y  x  z
    ' u  v x  y  z
  '  u v  x  y z
  =2  ' u v  y  x z
  '  =2  u v y  x z
     ' u v x  y z
Tabel 6.4: Symmetriee¨n in het 2D (boven) en 3D (onder) meetproces.
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bestaat. De grootheid N bepaalt het aantal symmetriee¨n. We gaan nu op zoek
naar dergelijke symmetriee¨n voor het 2D en het 3D PET-meetproces.
In x2.1 hebben we uitgelegd dat de ligging van een punt in een 2D beeld zowel
met twee r(x; y) als met drie r('; u; c) parameters voorgesteld kan worden en dat
het verband tussen deze parameters gegeven wordt door
x = u cos'+ c sin'; (6.5)
y = u sin'  c cos': (6.6)
Wetende dat bij het meetproces enkel hoeken ' 2 [0; [ gemeten worden en dat
het teken van c geen rol speelt omdat bij het meetproces geen zin aan de ver-
bindingslijn toegekend wordt, kan men met (6.5) en (6.6) equivalente viertallen
bepalen. Ze worden in tabel 6.4 samengevat. Mits deze tabel correct te interpre-
teren vinden we bijvoorbeeld de volgende symmetrie
l
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;n
u
);j(n
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;n
y
)
= l
i(N
'
 n
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 1 n
y
)
:
In x2.1 hebben we ook uitgelegd dat de ligging van een punt in een 3D beeld
zowel met drie r(x; y; z) als met vijf r(; '; u; v; c) parameters voorgesteld kan
worden en dat het verband tussen deze parameters gegeven wordt door
x = v sin  cos'+ c cos  cos'  u sin'; (6.7)
y = v sin  sin'+ c cos  sin'+ u cos'; (6.8)
z = v cos    c sin : (6.9)
Wetende dat bij het meetproces enkel hoeken ' 2 [0; [ en  2 [ 
max
; 
max
]
gemeten worden en dat het teken van c geen rol speelt, kan men met bovenstaande
relaties equivalente zeventallen bepalen. Ze worden in tabel 6.4 samengevat. Mits
deze tabel correct te interpreteren vinden we bijvoorbeeld de volgende symmetrie
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:
Alvorens het gebruik van symmetriee¨n verder uit te diepen bespreken we eerst
een aantal gegevensstructuren volgens dewelke een projectiematrix opgeslagen
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Figuur 6.3: Een schematisch overzicht van verschillende gegevensstructuren vol-
gens dewelke de projectiematrix voor pixels kan opgeslagen worden.
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kan worden. Voor het specifieke geval van een pixelruimte worden ze in figuur 6.3
schematisch voorgesteld. Voor pixel- en voxelgebaseerde reconstructiemethoden
is het van belang dat de gebruikte gegevensstructuur ons in staat stelt om op een
snelle manier alle gegevens met betrekking tot een gegeven rechte L
i
uit de struc-
tuur te extraheren. Daarom hebben we voor straalgedreven gegevensstructuren
gekozen. We vestigen onze aandacht op een pixelruimte en doorlopen stelselmatig
alle rechten waarvoor we gegevens wensen op te slaan. We beginnen met de eerste
rechte L
i
1
en berekenen hiervoor de overeenkomstige pixelindices fj
1
(m)g
M
1
m=1
en intersectielengten fl
i
1
;j
1
(m)
g
M
1
m=1
. De intersectielengten worden als vlottende-
kommagetallen (Engels: floating point) opgeslagen en de indices worden als be-
perkte gehele getallen (Engels: unsigned short integer) opgeslagen. Merk op dat
16 bits niet voldoende zijn om de indices van een 3D beeld op te slaan vermits er
ongeveer 220 verschillende voxels zijn. We gebruiken dus twee geheugenblokken,
e´e´n voor de intersectielengten en e´e´n voor de indices. Indien men symmetriee¨n
wenst te gebruiken dan is het van belang dat men niet de volledige index j(m)
maar de afzonderlijke indices n
x
(m) en n
y
(m) ter beschikking heeft. Daarom
slaan we voor deze situatie de afzonderlijke indices als twee 8-bit gehele getallen
(Engels: unsigned byte) op. Vervolgens bepalen we de indices fj
2
(m)g
M
2
m=1
en de
intersectielengten fl
i
2
;j
2
(m)
g
M
2
m=1
die bij de volgende rechte L
i
2
behoren en slaan
we deze gegevens op een gelijkaardige wijze achter de gegevens van de eerste
rechte op. Deze cyclus wordt herhaald tot alle rechten verwerkt zijn. Teneinde
het begin en het einde van de gegevens behorende tot een bepaalde rechte snel
te kunnen vinden, maken we gebruik van een extra geheugenblok dat uit 32-bit
gehele getallen (Engels: unsigned integer) bestaat. Het k-de element van dit blok
kennen we de waarde M
1
+M
2
+ : : : +M
k
toe. Het spreekt voor zich dat men
minder gegevens moet opslaan indien symmetriee¨n gebruikt worden. De vereiste
geheugenbehoefte kan nog verder gereduceerd worden door de intersectielengten
als geschaalde 15-bit gehele getallen op te slaan en het 16-de bit voor bijkomende
informatie betreffende de indices te gebruiken. De m-de index j(m) kan men
namelijk afleiden uit de vorige index j(m + 1) en de bijkomende informatie dat
we sindsdien een x- of een y-vlak gepasseerd zijn. Deze laatste informatie kan
met e´e´n bit gecodeerd worden. Hierdoor kunnen alle indices behorende tot een
bepaalde rechte stelselmatig uit de eerste index j(1) en de zojuist besproken extra
informatie afgeleid worden. Merk op dat we voor een 3D beeld niet e´e´n maar
twee bits moeten voorzien vermits de rechte ook een z-vlak kan passeren. We
hebben de bruikbaarheid van deze structuren nader onderzocht.
In hoofdstuk 5 hebben we gezien dat een 2D beeld door 16.4 103 coe¨fficie¨nten
bepaald wordt en dat een sinogram uit 12.3 103 elementen bestaat. Hieruit volgt
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dat de projectiematrix uit 2.0 108 elementen bestaat. Experimenteel hebben we
vastgesteld dat slechts 1.6 106 (=0.8%) projectie-elementen verschillend van nul
zijn. Voor de opslag van deze elementen vereisen de eerste en de tweede gegevens-
structuur respectievelijk 9.5 Mb en 1.2 Mb aan geheugen. De berekening van deze
structuren duurt op een Sun Ultra 2 Creator respectievelijk 0.4 en 0.05 seconden,
hetgeen verwaarloosbaar is ten opzichte van de totale reconstructietijd. Indien
symmetriee¨n gebruikt worden dan moet men tijdens de reconstructie de equiva-
lente indices berekenen, hetgeen de reconstructietijd nadelig beı¨nvloedt. Daarom
en omdat 9.5 Mb voor hedendaagse computers geen enkel probleem vormt hebben
we geopteerd om geen symmetriee¨n te gebruiken en de projectiematrix integraal
te berekenen alvorens het beeld te reconstrueren. Hierdoor hebben we de tijd
voor e´e´n MLEM-iteratie met een factor 2.4 kunnen reduceren. De tweede en de
derde gegevensstructuur leveren daarentegen een versnelling met respectievelijk
een factor 1.4 en een factor 0.9 op.
In hoofdstuk 5 hebben we eveneens vermeld dat een 3D beeld door 1.5 106
coe¨fficie¨nten bepaald wordt en dat een verzameling 3D meetgegevens uit 16.6 106
elementen bestaat. Hieruit volgt dat de projectiematrix uit 24.5 1012 elementen
bestaat. We weten echter dat niet alle meetgegevens een waarde bezitten vermits
eval3dpet een ringvormige detectorconfiguratie veronderstelt. Hierdoor bezitten
we eigenlijk 12.1 106 meetgegevens, hetgeen in een projectiematrix resulteert die
ongeveer uit 17.9 1012 elementen bestaat, waarvan er 1.74 109 (=0.0097%) een
waarde aannemen die verschillend van nul is. Voor de opslag van deze elemen-
ten vereisen de eerste en de tweede gegevensstructuur uit figuur 6.3 respectieve-
lijk 14 Gb en 1 Gb aan geheugen. De berekening van deze structuren duurt op
een Sun Ultra 2 Creator respectievelijk 336 en 25 seconden, hetgeen opnieuw
verwaarloosbaar is ten opzichte van de totale reconstructietijd. Niettegenstaande
1 Gb handelbaar wordt voor hedendaagse computers hebben we toch geopteerd
om enerzijds de projectie-elementen tijdens de reconstructie te berekenen en om
anderzijds zo veel mogelijk symmetriee¨n te gebruiken teneinde het aantal keer dat
we het algoritme van Siddon moeten doorlopen te beperken. Hierdoor hebben we
de tijd voor e´e´n MLEM-iteratie met een factor 1.7 kunnen reduceren.
De symmetriee¨n die we bij de implementatie kunnen gebruiken wordt door de
reconstructiemethode bepaald. Voor MLEM kunnen we alle symmetriee¨n gebrui-
ken vermits zowel de voorwaartse als de terugprojectie volledig berekend wordt.
Voor OSEM treedt er reeds een beperking op ten gevolge van de deelverzame-
lingen I
k
die hierbij gebruikt worden. Teneinde een optimaal beeld te verkrijgen
moeten opeenvolgende deelverzamelingen namelijk indices van rechten bevatten
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die zo ver mogelijk van elkaar verwijderd zijn. Hierdoor hebben we de symme-
trie tussen ' en =2   ' niet kunnen gebruiken. Voor RAMLA en ART wor-
den de meetgegevens sequentieel verwerkt. De volgorde waarin de meetgegevens
verwerkt worden moet zodanig gekozen worden dat opeenvolgende indices met
rechten overeenkomen die zo ver mogelijk uit elkaar liggen. Hierdoor hebben we
zowel de symmetrie tussen  en   als de symmetrie tussen ' en =2   ' niet
kunnen gebruiken. Merk op dat we in principe voor elke reconstructiemethode
alle symmetriee¨n kunnen gebruiken maar dat de kwaliteit van het gereconstru-
eerde beeld hierdoor nadelig beı¨nvloed wordt.
Symmetriee¨n in het meetproces voor blobs
We hebben reeds uitgelegd dat onze implementaties voor 2D-blobgebaseerde
reconstructiemethoden op drietallen zoals (n
umin
; n
umax
; k
u
(n
umin
)) gebaseerd
zijn. De betekenis van deze drietallen wordt uitvoerig in x6.2.2 besproken en zal
hier niet herhaald worden. We vermelden enkel dat een dergelijk drietal uitgaande
van een bepaalde projectierichting ' en de ligging van het middelpunt r(x; y) van
een bepaalde blob berekend wordt. Meer specifiek worden de indices eenduidig
door de projectie van dit middelpunt op de projectierichting bepaald. In x2.1
hebben we gezien dat de ligging van deze projectie eenduidig door de parameter
u
p
= x cos'+ y sin'
bepaald wordt. Wetende dat bij het meetproces enkel hoeken ' 2 [0; [ gemeten
worden kan men met deze relatie drietallen (' ; x; y) bepalen waarvoor de pro-
jectie u
p
onveranderd blijft of van teken verandert. De viertallen die men hierdoor
vindt worden in tabel 6.4 samengevat en komen overeen met de viertallen die we
voor pixels gevonden hebben. Teneinde ze voor blobs te gebruiken, moeten we ze
correct interpreteren. Zo vinden we bijvoorbeeld de volgende implicatie. Indien
met de projectierichting n
'
en het middelpunt (n
x
; n
y
) het drietal
(n
umin
; n
umax
; k
u
(n
umin
))
correspondeert dan kan men het drietal dat met de projectierichting N
'
  n
'
en
het middelpunt (n
x
; N
y
  1  n
y
) correspondeert als volgt neerschrijven,
(N
u
  1  n
umax
; N
u
  1  n
umin
; k
u
(n
umax
)):
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Voor het gebruik van 3D-blobgebaseerde reconstructiemethoden hebben we
reeds uitgelegd dat onze implementaties op zestallen zoals
(n
umin
; n
umax
; k
u
(n
umin
) ; n
vmin
; n
vmax
; k
v
(n
vmin
)):
gebaseerd zijn. Een dergelijk zestal wordt steeds voor een bepaald projectievlak
(; ') en het middelpunt r(x; y; z) van een bepaalde blob berekend. Meer speci-
fiek worden de indices door de projectie van het middelpunt op het projectievlak
bepaald. In x2.1 hebben we gezien dat een dergelijk projectiepunt eenduidig door
u
p
=  x sin'+ y cos'
v
p
= x cos' sin  + y sin' sin  + z cos 
bepaald wordt. Wetende dat er enkel voor hoeken ' 2 [0; [ en  2 [ 
max
; 
max
]
meetgegevens gegenereerd worden kan men met bovenstaande relaties vijftallen
(';  ; x; y; z) bepalen waarvoor de parameters u
p
en v
p
onveranderd blijven of
van teken veranderen. De vijftallen die men hierdoor vindt worden in tabel 6.4
samengevat en komen overeen met de vijftallen die we voor voxels gevonden
hebben. Teneinde deze vijftallen voor blobs te kunnen gebruiken moeten we ze
correct interpreteren. Zo vinden we bijvoorbeeld de volgende implicatie. Indien
met het projectievlak (n

; n
'
) en het middelpunt (n
x
; n
y
; n
z
) het zestal
(n
umin
; n
umax
; k
u
(n
umin
) ; n
vmin
; n
vmax
; k
v
(n
vmin
))
correspondeert dan kan men het zestal dat met het projectievlak (n

; N
'
 n
'
) en
het punt (n
x
; N
y
  1  n
y
; N
z
  1  n
z
) correspondeert als volgt neerschrijven,
(n
umax
; n
umin
; k
u
(n
umin
) ; N
v
  1  n
vmax
; N
v
  1  n
vmin
; k
v
(n
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)):
Indien men de projectiematrix op voorhand wenst te berekenen dan moet men
rekening houden met de aanzienlijk toename aan projectie-elementen waarvan de
waarde verschillend van nul is, namelijk 8.33 106 (= 4.1%) in plaats van 1.6 106
voor pixels. Verder verandert dit percentage naargelang de straal van de blob
verandert. Daarom hebben we geopteerd om bovenvermelde indices in plaats van
134 Hoofdstuk 6. Geoptimaliseerde implementaties van reconstructiemethoden
de projectie-elementen op te slaan. Dit wil zeggen dat we voor elke basisfunctie en
elke projectierichting drie indices moeten opslaan. We hebben hiervoor verkorte
gehele getallen (Engels: unsigned short integers) gebruikt. Zonder het gebruik van
symmetriee¨n vereist dit 9.1 Mb aan geheugen en met het gebruik van symmetriee¨n
vereist dit 1.1 Mb aan geheugen. De berekening van de drietallen duurt met een
Sun Ultra 2 Creator respectievelijk 6.9 en 0.8 seconden, hetgeen verwaarloosbaar
is ten opzichte van de totale reconstructietijd. Vermits 9.1 Mb voor hedendaagse
computers geen enkel probleem vormt hebben we geen symmetriee¨n gebruikt en
alle drietallen op voorhand berekend en opgeslagen.
Bovenstaande meetgegevens tonen aan dat het aantal van nul verschillende
projectie-elementen met een factor 5 toeneemt indien men blobs in plaats van
pixels gebruikt. Combineren we dit met het gegeven dat de projectiematrix voor
pixels 9.5 Mb vereist dan vormt 50 Mb een goede schatting voor de hoeveelheid
geheugen die vereist is om de projectiematrix voor blobs op een straalgedreven
manier op te slaan, hetgeen voor huidige computers geen enkel probleem vormt.
Een straalgedreven opslag van de projectiematrix biedt het voordeel dat de imple-
mentaties eveneens op straalgedreven methoden kunnen gebaseerd worden, zodat
we bijvoorbeeld RAMLA en ART ook voor 2D blobs correct kunnen implemente-
ren. Tevens biedt dit het voordeel dat de intersectielengten exact kunnen berekend
worden en dus niet met behulp van een beperkt aantal op voorhand berekende
waarden benaderd moeten worden. Tenslotte vermoeden we dat deze werkwijze
de reconstructietijd reduceert. Teneinde de projectiematrix op een straalgedre-
ven manier op te slaan gaan we als volgt te werk. Eerst bepalen we voor elke
blob b
j
(r) de rechten fL
i(n)
g
N
n=1
die deze blob intersecteren, hetgeen met bo-
venvermelde drietallen kan geı¨mplementeerd worden. Vervolgens berekenen we
voor deze rechten de overeenkomstige lijnintegralen fl
i(n);j
g
N
n=1
volledig ana-
lytisch. Daarna herordenen we deze gegevens tot een straalgedreven gegevens-
structuur. Hiervoor extraheren we voor elke rechte L
i
zowel de indices van de
blobs fb
j(m)
(r)g
M
m=1
als de lijnintegralen fl
i;j(m)
g
M
m=1
waarvoor i tot fi(n)gN
n=1
behoort. Merk op dat bij een blob- en een straalgedreven opslag respectievelijk
de kolommen en de rijen van de projectiematrix opgeslagen worden. Een straal-
gedreven opslag van de projectiematrix voor 2D blobs vormt stof voor verder
onderzoek.
Voor 3D blobs hebben we berekend dat ongeveer 3.0 109 (= 0.012%) projectie-
elementen verschillend van nul kunnen zijn. Hierbij hebben we geen rekening
gehouden met het feit dat sommige projectievlakken slechts partieel met meet-
gegevens gevuld zijn tengevolge van de veronderstelde detectorconfiguratie. We
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hebben wel rekening gehouden met het feit dat sommige blobs buiten het ge-
zichtsveld van de scanner gelegen zijn. We moeten echter wel in acht nemen
dat een blob waarvan het middelpunt buiten het gezichtsveld van een bepaald
projectievlak ligt toch de pseudoprojecties f
i
g
I
i=1
binnen dit gezichtsveld kan
beı¨nvloeden en omgekeerd. Het spreekt voor zich dat een volledige opslag van
de projectie-elementen te veel geheugen vereist. Daarom hebben we berekend
hoeveel geheugen men zou moeten voorzien indien men alle zestallen zou willen
opslaan. Zonder het gebruik van symmetriee¨n vereist dit 22.8 Gb aan geheugen
en met het gebruik van symmetriee¨n vereist dit 1.5 Gb aan geheugen. De bereke-
ning van de zestallen neemt met een Sun Ultra 2 Creator respectievelijk ongeveer
6 uur en 22 minuten in beslag. Niettegenstaande 1.5 Gb voor huidige compu-
ters handelbaar wordt hebben we toch geopteerd om enerzijds de symmetriee¨n te
gebruiken en anderzijds de zestallen tijdens de reconstructie te berekenen.
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Hoofdstuk 7
Training en evaluatie van
reconstructiemethoden
In hoofdstuk 5 hebben we het softwarepakket eval3dpet besproken dat ons
enerzijds in staat stelt om 3D softwarefantomen te genereren en er 3D meetgege-
vens voor te simuleren en dat ons anderzijds een protocol aanbiedt waarmee we
reconstructiemethoden op een taakgerichte wijze kunnen trainen en vergelijken.
In x7.1 gebruiken we eval3dpet om een optimale 2D blob uit een aantal kan-
didaatblobs te selecteren. De kandidaatblobs hebben we in hoofdstuk 4 bepaald
en hun parameterwaarden hebben we in tabel 4.2 samengevat.
In hoofdstuk 3 hebben we een aantal reconstructiemethoden besproken waar-
van de implementatie in hoofdstuk 6 beschreven wordt. De MIPG onderzoeks-
groep heeft deze reconstructiemethoden reeds met eval3dpet vergeleken voor het
geval dat men van een verzameling 3D meetgegevens vertrekt [Mate94]. We heb-
ben dit niet opnieuw gedaan. We hebben weliswaar dezelfde softwarefantomen
en meetgegevens gebruikt maar we hebben ze aangewend om met eval3dpet ver-
schillende reconstructiemethoden te vergelijken voor het geval dat de 3D meet-
gegevens eerst met het FORE-algoritme verwerkt worden. Merk op dat we onze
resultaten hierdoor met die van de MIPG onderzoeksgroep kunnen vergelijken.
Verder wensen we nog eens te benadrukken dat de evaluatie op het 3D beeld
gebaseerd is niettegenstaande men 2D reconstructiemethoden gebruikt. In x7.2
worden de reconstructiemethoden getraind en in x7.3 worden ze vergeleken.
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7.1 De optimale 2D blob
In hoofdstuk 4 hebben we criteria afgeleid waaraan goede basisfuncties moe-
ten voldoen. Vervolgens hebben we deze criteria gebruikt om de parameterwaar-
den van een optimale 2D blob te bepalen. Elk criterium leidde echter tot een
andere optimale blob. Daarom hebben we in plaats van e´e´n optimale blob ver-
schillende kandidaatblobs voorgesteld. Deze blobs worden in bijlage A grafisch
voorgesteld en hun parameterwaarden zijn in tabel 4.2 samengevat. In deze para-
graaf trachten we met eval3dpet de optimale blob te selecteren door de bruikbaar-
heid van deze blobs met MLEM-gereconstrueerde beelden te vergelijken.
Indien we de bruikbaarheid van blobs met behulp van gereconstrueerde beel-
den wensen te vergelijken dan moeten we ervoor zorgen dat het gereconstrueerde
beeld zo weinig mogelijk van de reconstructiemethode afhangt. Daarom hebben
we voor elke blob en voor elke taak waarvoor we de bruikbaarheid van de gere-
construeerde beelden wensen te valideren het aantal iteraties bepaald waarvoor de
gemiddelde FOM-waarde over vier verschillende gereconstrueerde softwarefanto-
men maximaal is. Het optimale aantal iteraties en de overeenkomstige gemiddelde
FOM-waarden worden in tabel 7.1 samengevat.
 Voor tFOM, HSD en CSD vinden we dat blobs met een grote straal, een
kleine orde en zo veel mogelijk nulpunten voor frequenties tussen de ny-
quist- en de bemonsteringsfrequentie de voorkeur genieten. Deze blobs vor-
men de derde groep van kandidaatblobs. Hierdoor concluderen we dat we
voor classificatietaken een sjabloonfunctie moeten gebruiken die een nul-
punt op de bemonsteringsfrequentie vertoont en zo weinig mogelijk energie
buiten het nyquistdomein bezit.
 Voor SA merken we op dat 20 iteraties nog steeds niet voldoende is om een
optimaal gereconstrueerd beeld te verkrijgen. Veronderstellen we echter dat
deze suboptimale SA-waarden een goede indicatie voor de optimale waar-
den zijn dan vinden we dat blobs met een kleine straal, een grote orde en zo
weinig mogelijk nulpunten tussen de nyquist- en de bemonsteringsfrequen-
tie de voorkeur genieten. Hierdoor kunnen we concluderen dat we voor
estimatietaken een sjabloonfunctie moeten gebruiken die een nulpunt op de
bemonsteringsfrequentie vertoont en zo weinig mogelijk energie buiten het
bemonsteringsdomein bezit. Dergelijke sjabloonfuncties hebben een mini-
male breedte op halve hoogte. We merken nog op dat tFOM geen goede
evaluatiefunctie voor de training van SA vormt.
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m a  tFOM SA
0 2.0 11.96795 10 0.85478 >20 0.92646
1 2.0 11.46905 10 0.85451 >20 0.92660
2 2.0 10.82623 10 0.85422 >20 0.92670
3 2.0 10.01652 10 0.85375 >20 0.92682
4 2.0 8.99860 9 0.85365 >20 0.92698
5 2.0 7.69333 9 0.85341 >20 0.92716
2 2.795 16.36154 12 0.85593 >20 0.92595
2 2.795 14.59893 12 0.85626 >20 0.92574
2 2.795 11.79029 13 0.85673 >20 0.92533
2 2.795 6.72351 19 0.85757 >20 0.92435
0 2.395 6.99489 17 0.85762 >20 0.92512
1 2.600 6.92488 17 0.85756 >20 0.92455
2 2.795 6.72351 19 0.85757 >20 0.92435
m a  HSD CSD
0 2.0 11.96795 12 0.86990 8 0.84767
1 2.0 11.46905 11 0.86903 8 0.84611
2 2.0 10.82623 11 0.86868 8 0.84319
3 2.0 10.01652 11 0.86749 8 0.84096
4 2.0 8.99860 10 0.86611 8 0.83854
5 2.0 7.69333 11 0.83166 8 0.83704
2 2.795 16.36154 11 0.87406 9 0.85406
2 2.795 14.59893 8 0.87633 9 0.85580
2 2.795 11.79029 15 0.87765 9 0.86176
2 2.795 6.72351 9 0.88117 11 0.86492
0 2.395 6.99489 9 0.88112 11 0.86350
1 2.600 6.92488 9 0.88109 11 0.86443
2 2.795 6.72351 9 0.88117 11 0.86492
Tabel 7.1: De gemiddelde FOM-waarden over 4 softwarefantomen die met
MLEM op basis van verschillende blobs en met de optimale reconstructiepara-
meterwaarden voor verschillende taken gereconstrueerd zijn. Het optimaal aantal
iteraties wordt telkens in de eerste kolom weergegeven en de overeenkomstige
gemiddelde FOM-waarde wordt telkens in de tweede kolom weergegeven.
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We moeten nu kiezen of we met e´e´n blob of met twee blobs verder werken,
dit is e´e´n voor classificatietaken en e´e´n voor estimatietaken. We hebben voor het
gebruik van e´e´n blob gekozen, namelijk de optimale blob voor classificatietaken.
De parameterwaarden van deze blob worden in tabel 4.2 en 7.1 vet gedrukt. De
profielfunctie van zijn sjabloonfunctie, van zijn projectiefunctie en van zijn fou-
riergetransformeerde worden in figuur 4.3 en figuur 4.4 voorgesteld.
7.2 Training van de reconstructieparameters
In deze paragraaf trainen we de 2D reconstructiemethoden die we in hoofd-
stuk 3 geformuleerd hebben en waarvan we de implementatie in hoofdstuk 6 be-
sproken hebben. Hiervoor gebruiken we het traningsprotocol van eval3dpet dat we
in hoofdstuk 5 besproken hebben. Concreet wil dit zeggen dat we voor elke recon-
structiemethode en voor elke taak waarvoor we de reconstructiemethode wensen
te trainen de parameterwaarden bepalen waarvoor de gemiddelde FOM-waarde
over vier verschillende softwarefantomen maximaal is.
De grafieken en de tabellen die we hiervoor gemaakt hebben zijn in bijlage B
samengevat. Teneinde de grafieken te kunnen vergelijken hebben we steeds de-
zelfde indeling voor de verticale as gebruikt. Vervolgens hebben we de grafie-
ken behorende tot gefilterde terugprojectie achteraan geplaatst, niettegenstaande
deze reconstructiemethode eerst besproken wordt, zodat de grafieken behorende
tot pixels en blobs naast elkaar staan en gemakkelijk vergeleken kunnen worden.
7.2.1 Training van gefilterde terugprojectie
Voor gefilterde terugprojectie moeten we enkel de parameters van het filter
trainen. Het filter dat we getraind hebben correspondeert met
H() = jj cos
2

s
2

;
waarbij  de genormaliseerde frequentie en s een gladheidsparameter voorstelt.
Een genormaliseerde frequentie die gelijk is aan 0.5 correspondeert met de ny-
quistfrequentie van het beeld. De gladheidsparameter s bepaalt de genormali-
seerde afsnijfrequentie 
c
= 1=s van het filter, die steeds kleiner dan de nyquist-
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frequentie moet zijn. Teneinde gefilterde terugprojectie te trainen moeten we dus
enkel de optimale afsnijfrequentie 
c
in het interval [0:0; 0:5] bepalen.
Alvorens verder te gaan bespreken we eerst de manier waarop we de optimale
waarde van een continue parameter bepalen. We veronderstellen hierbij dat de op-
timale parameterwaarde in het interval [X;Y ] gelegen is en dat we een geschikte
evaluatiefunctie ter beschikking hebben voor de taak waarvoor we de parameter
wensen te trainen. Eerst wordt het interval uniform bemonsterd
A
n
= X +
n
N
(Y  X);
met n = 0 : : : N . Met elke parameterwaarde A
n
reconstrueren we vier software-
fantomen en berekenen we de bijhorende FOM-waarden. Deze FOM-waarden
worden vervolgens over de verschillende fantomen uitgemiddeld, resulterend in
e´e´n getal F (A
n
) per parameterwaarde. Hiermee bepalen we de index n
1
waarvoor
n
1
=
8
>
<
>
:
1 indien F (A
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n
)  F (A
n+1
),
N   1 indien F (A
N 2
)  F (A
N 1
)  F (A
N
).
Met deze index kunnen we het interval waartoe de optimale parameterwaarde
behoort tot het interval [A
n
1
 1
; A
n
1
+1
] beperken. Vervolgens beschouwen we
een nieuwe reeks bestaande uit de volgende vijf parameterwaarden,
B
0
= A
n
1
+ 0:00 (A
n
1
+1
 A
n
1
 1
) = A
n
1
 1
;
B
1
= A
n
1
+ 0:25 (A
n
1
+1
 A
n
1
 1
) ;
B
2
= A
n
1
+ 0:50 (A
n
1
+1
 A
n
1
 1
) = A
n
1
;
B
3
= A
n
1
+ 0:75 (A
n
1
+1
 A
n
1
 1
) ;
B
4
= A
n
1
+ 1:00 (A
n
1
+1
 A
n
1
 1
) = A
n
1
+1
en bepalen we voor de nieuwe parameterwaarden B
1
en B
3
de overeenkomstige
gemiddelde FOM-waarden. Uitgaande van deze nieuwe reeks gemiddelde FOM-
waarden kunnen we het interval [A
n
1
 1
; A
n
1
+1
] verder tot [B
n
2
 1
; B
n
2
+1
] redu-
ceren waarbij n
2
op een gelijkaardige manier als n
1
bepaald wordt. Deze lus
wordt herhaald tot er aan een bepaald criterium voldaan is. Wij hebben geopteerd
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om het trainingsproces te stoppen van zodra de optimale parameterwaarde tot op
vier cijfers na de komma bepaald is.
De tabel in figuur B.11 geeft voor elke evaluatiefunctie de optimale afsnijfre-
quentie, de overeenkomstige gladheidsparameter en de gemiddelde FOM-waarde.
Ter illustratie hebben we voor elke taak de functie F (
c
) grafisch weergegeven.
Hierbij hebben we gebruik gemaakt van alle gemiddelde FOM-waarden die tij-
dens het trainingsproces berekend zijn. Zo hebben we voor de grafiek correspon-
derende met bijvoorbeeld de tFOM eveneens gebruik gemaakt van de gemiddelde
tFOM-waarden die tijdens de training van SA, HSD en CSD berekend zijn. De
evaluatiesoftware berekent namelijk alle FOMs voor een gegeven beeld en niet de
FOM die met e´e´n bepaalde taak correspondeert. We merken op dat de grafieken
voor HSD en CSD een ruw verloop vertonen. Dit ruwe verloop is enerzijds te
wijten aan de ruisgevoeligheid van de detecteerbaarheidsmaat en anderzijds aan
het verschillend effect dat ruis op de detecteerbaarheid van features met een ver-
schillende grootte heeft. Een kleine wijziging van de waarde van een bepaalde
reconstructieparameter kan de detectie van kleine features verbeteren en tegelij-
kertijd de detecteerbaarheid van grote features verslechteren. Globaal zou men
kunnen stellen dat voor elke taak 
c
= 0:25 een goede keuze is. We wensen hier-
bij op te merken dat dit weliswaar een goede keuze is voor de door ons gebruikte
softwarefantomen en het door ons gebruikte ruisniveau, maar dat dit niet veralge-
meend mag worden. De optimale afsnijfrequentie verandert namelijk in functie
van het ruisniveau en het is niet a priori te voorspellen hoe deze relatie verloopt.
7.2.2 Training van 2D MLEM
Voor MLEM moeten we het optimaal aantal iteraties K bepalen. Aange-
zien deze parameter enkel discrete waarden kan aannemen hebben we voor elke
waarde K = 1 : : : 50 de gemiddelde FOM-waarde F (K) over vier verschillende
softwarefantomen bepaald. Deze gemiddelde waarden worden voor pixels in fi-
guur B.1 en voor blobs in figuur B.2 grafisch voorgesteld. Merk op dat elke grafiek
twee curven bevat. De eerste curve, voorgesteld met vierkantjes, stelt de meetge-
gevens F (K) voor. De tweede curve, voorgesteld met kruisjes, stelt de meetge-
gevens voor nadat ze met een mediaan filter, bestaande uit 5 elementen, gefilterd
zijn. Het optimaal aantal iteraties hebben we op basis van de tweede curve bepaald
teneinde de optimale parameterwaarde minder ruisgevoelig te maken.
Vooreerst merken we op dat de tFOM-grafiek voor pixels een sterke daling
vertoont nadat ze haar maximum bereikt heeft en dat de overeenkomstige grafiek
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voor blobs deze daling niet vertoont. Dit kan als volgt verklaard worden. Het
MLEM-algoritme tracht de voorwaartse projectie te inverteren, rekening houdend
met het feit dat de meetgegevens van statistisch onafhankelijke poissonproces-
sen afkomstig zijn. Naargelang het aantal iteraties toeneemt is het gereconstru-
eerde beeld dus beter in staat om de meetgegevens te voorspellen, inclusief de
ruis op de meetgegevens. De meetruis veroorzaakt hierdoor coe¨fficie¨ntruis, dit
is ruis op de coe¨fficie¨ntwaarden, en de coe¨fficie¨ntruis veroorzaakt op zijn beurt
in het geval van een pixelbeeld een hoogfrequente ruis in het beeld. Deze hoog-
frequente beeldruis is nadelig voor de tFOM-waarde vermits zij volledig door
het verschil tussen beeldwaarden in het gereconstrueerde beeld en het gediscreti-
seerde softwarefantoom bepaald wordt. In tegenstelling tot een pixelgebaseerde
reconstructie heeft de coe¨fficie¨ntruis bij een blobgebaseerde reconstructie min-
der invloed op de beeldwaarden vermits elke beeldwaarde door verschillende
coe¨fficie¨ntwaarden bepaald wordt, hetgeen de tFOM-waarde ten goede komt. Te-
vens wordt de waarde van een blobcoe¨fficie¨nt door meer meetgegevens d
i
beı¨n-
vloed dan een pixelwaarde, hetgeen de coe¨fficie¨ntruis vermindert.
Vervolgens vergelijken we de SA-grafiek voor pixels met die voor blobs. Hier-
bij merken we op dat na 50 iteraties het maximum nog steeds niet bereikt is.
Daarom hebben we het aantal iteraties voor MLEM tot 20 beperkt. Verder mer-
ken we op dat beide grafieken gelijklopend zijn en dat men a priori geen voor-
keur kan uitspreken. Dit is mede te verklaren door het feit dat een hoogfrequente
beeldruis weinig invloed op de SA-waarde heeft vermits deze laatste door gemid-
delde beeldwaarden en niet door individuele beeldwaarden bepaald wordt.
Uit bovenstaande redenering zou men verkeerdelijk kunnen besluiten dat men
met pixels dezelfde resultaten kan verkrijgen als met blobs mits het gereconstru-
eerde beeld met een laagdoorlaatfilter te verwerken alvorens de evaluatie aan te
vangen. Deze gedachte wordt door de HSD- en de CSD-grafieken verworpen.
Vergelijken we deze grafieken voor pixels met die van blobs dan zien we name-
lijk dat blobs duidelijk beter presteren dan pixels, niettegenstaande deze FOMs
op basis van gemiddelde beeldwaarden berekend worden. Merk tevens op dat de
coe¨fficie¨ntruis ook hier vooral voor pixels zijn tol eist.
Tenslotte wensen we nog op te merken dat men voor blobs globaal meer ite-
raties moet uitvoeren dan voor pixels waardoor een reconstructie gebaseerd op
blobs veel langer duurt dan een reconstructie gebaseerd op pixels. Wenst men een
vaste waarde voor K te gebruiken dan suggereren we het gebruik van 10 iteraties
voor alle FOMs en voor beide basisfuncties.
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7.2.3 Training van 2D OSEM
Voor OSEM moeten we zowel het optimaal aantal iteraties K als de optimale
deelverzamelingen fI
k
g
K
k=1
bepalen. Teneinde niet te veel parameters te moeten
trainen hebben we voor de volgende werkwijze geopteerd. Vooreerst veronderstel-
len we dat de ganse verzameling meetgegevens een geheel aantal keer verwerkt
moet worden. We noemen de volledige verwerking van alle meetgegevens een
cyclus. Vervolgens bepalen we het optimaal aantal deelverzamelingen K
1
en K
2
waarin de verzameling meetgegevens tijdens de eerste respectievelijk de tweede
cyclus verdeeld moet worden. Voor de optimalisatie van K
2
gebruiken we de op-
timale waarde K
1
bij het uitwerken van de eerste cyclus. Daarna evalueren we het
gebruik van e´e´n cyclus ten opzichte van het gebruik van twee cycli. Indien hieruit
blijkt dat het gebruik van twee cycli de voorkeur geniet dan gaan we over tot de
training en de evaluatie van een derde cyclus, enzovoort.
Alvorens tot de training van OSEM over te gaan specifie¨ren we eerst op welke
wijze we een verzameling meetgegevens in een bepaald aantal K deelverzame-
lingen fI
k
g
K
k=1
hebben opgesplitst en in welke volgorde ze verwerkt worden. Bij
deze opsplitsing is het van belang dat elke deelverzameling zo veel mogelijk infor-
matie aan het reconstructieproces verschaft. Daarom hebben we voor 2D meetge-
gevens geopteerd om de projectierichtingen cyclisch over de groepen te verdelen,
dit wil zeggen dat de k-de deelverzameling als volgt opgebouwd wordt
I
k
=
(
i(n
'
; n
u
)





n
'
= k; k +K; : : : ; k + b
N
'
 1 k
K
cK
n
u
= 0; 1; : : : ; N
u
  1
)
:
Merk op dat deze opdeling niet mogelijk is indien men meetsymmetriee¨n met
betrekking tot ' wenst te gebruiken. Voor de verwerking van 2D meetgegevens
hebben we de projectiematrix opgeslagen waardoor dit geen belemmering vormt.
Voor de opsplitsing van 3D meetgegevens leidt dit wel tot problemen vermits we
in deze situatie de meetsymmetriee¨n wel wensen te gebruiken. Er is een compro-
mis nodig tussen het aantal symmetriee¨n dat we kunnen gebruiken en de hoeveel-
heid informatie die elke deelverzameling aan het reconstructieproces verschaft.
We hebben geopteerd om de symmetrie tussen ' en =2   ' niet te gebruiken.
Vervolgens hebben we de hoeken 0 : : : (N
'
=2  1) cyclisch over de verschillende
deelverzamelingen verdeeld en aan elke hoek n
'
in een bepaalde deelverzame-
ling de symmetrische hoek N
'
=2 + n
'
toegevoegd. We moeten nu enkel nog de
volgorde specifie¨ren waarin de verschillende deelverzamelingen verwerkt wordt.
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Hierbij merken we op dat elke deelverzameling eenduidig door de hoek '
k
be-
paald wordt zodat de volgorde waarin de deelverzameling verwerkt wordt vol-
ledig bepaald is van zodra men de volgorde '
k(0)
: : : '
k(K 1)
van deze hoeken
specifieert. Voor deze ordening gebruiken we de procedure uit [Herm93].
Eerst ontbinden we het getal K in een geordend product van priemgetallen.
We veronderstellen voor de eenvoud dat K = p
2
:p
1
:p
0
en dat p
2
 p
1
 p
0
.
Verder kan men aantonen dat
k = k
2
+ p
2
:k
1
+ p
2
:p
1
:k
0
;
een bijectie tussen de getallen
k = 0 : : : (K   1)
en de drietallen
(k
2
; k
1
; k
0
)
8
>
<
>
:
k
2
= 0 : : : (p
2
  1),
k
1
= 0 : : : (p
1
  1),
k
0
= 0 : : : (p
0
  1).
definieert. Hierdoor kan men de getallen ordenen door de drietallen te ordenen.
Hierop is de door ons gebruikte ordeningsprocedure gebaseerd. De ordening van
de drietallen wordt in tabel 7.2 voorgesteld. Ze biedt het voordeel dat opeenvol-
gende getallen en hierdoor de overeenkomstige hoeken ver van elkaar gelegen
zijn. Ter illustratie hebben we in tabel 7.2 de getallen 0 : : : 44 geordend.
In figuur B.3 en figuur B.5 hebben we de trainingsgrafieken en -resultaten voor
pixels samengevat. Analoog hebben we in figuur B.4 en figuur B.6 de trainings-
grafieken en -resultaten voor blobs samengevat. Tevens hebben we de verbetering
die men verkrijgt door twee cycli in plaats van e´e´n cyclus te gebruiken, relatief ten
opzichte van de maximale verbetering die men kan verkrijgen kwantitatief uitge-
drukt. We hebben namelijk de relevantie [Mate96a] (Engels: relevance) van het
verschil tussen F (K
2
) en F (K
1
) berekend, hetgeen als volgt gedefinieerd wordt
F (K
2
)  F (K
1
)
1  F (K
1
)
:
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drietallen uitgewerkt voor K = 45
k
2
k
1
k
0
i ! k(i)
0 0 0 0 ! 0 + 5x0 + 15x0 = 0
0 0 1 1 ! 0 + 5x0 + 15x1 = 15
.
.
.
.
.
.
.
.
.
0 0 p
0
-1 2 ! 0 + 5x0 + 15x2 = 30
0 1 0 3 ! 0 + 5x1 + 15x0 = 5
0 1 1 4 ! 0 + 5x1 + 15x1 = 20
.
.
.
.
.
.
.
.
.
0 1 p
0
-1 5 ! 0 + 5x1 + 15x2 = 35
.
.
.
0 p
1
-1 0 6 ! 0 + 5x2 + 15x0 = 10
0 p
1
-1 1 7 ! 0 + 5x2 + 15x1 = 25
.
.
.
.
.
.
.
.
.
0 p
1
-1 p
0
-1 8 ! 0 + 5x2 + 15x2 = 40
1 0 0 9 ! 1 + 5x0 + 15x0 = 1
1 0 1 10 ! 1 + 5x0 + 15x1 = 16
.
.
.
.
.
.
.
.
.
1 0 p
0
-1 11 ! 1 + 5x0 + 15x2 = 31
1 1 0 12 ! 1 + 5x1 + 15x0 = 6
1 1 1 13 ! 1 + 5x1 + 15x1 = 21
.
.
.
.
.
.
.
.
.
1 1 p
0
-1 14 ! 1 + 5x1 + 15x2 = 26
.
.
.
p
2
-1 p
1
-1 0 42 ! 4 + 5x2 + 15x0 = 14
p
2
-1 p
1
-1 1 43 ! 4 + 5x2 + 15x1 = 29
.
.
.
.
.
.
.
.
.
p
2
-1 p
1
-1 p
0
-1 44 ! 4 + 5x2 + 15x2 = 44
Tabel 7.2: Een efficie¨nte ordening van drietallen.
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Voor tFOM vinden we dat men slechts e´e´n cyclus mag gebruiken. Verder zien
we voor pixels dat de coe¨fficie¨ntruis die men bij een groot aantal MLEM-iteraties
aantreft terug belangrijk wordt van zodra men meer OSEM-iteraties uitvoert, dit
wil zeggen naargelang men de meetgegevens in meer deelverzamelingen verdeelt.
Dit verschijnsel is bij het gebruik van blobs veel minder aanwezig waardoor de
waarde van K
1
in voor blobs veel minder kritisch is dan voor pixels.
Voor SA vinden we dat het gebruik van twee cycli de voorkeur geniet. Dit is
niet verwonderlijk vermits we bij MLEM gevonden hebben dat men na 50 iteraties
het optimum nog steeds niet bereikt heeft. Bij de evaluatie van OSEM voor SA
beperken we het aantal cycli tot e´e´n teneinde de reconstructietijd niet nodeloos
te verlengen. Merk verder op dat de waarde van K
1
voor SA relatief groot is,
hetgeen suggereert dat sequentie¨le algoritmen zoals RAMLA en ART de voorkeur
genieten. Tenslotte merken we op dat de waarde vanK
2
zowel voor pixels als voor
blobs helemaal niet kritisch is. Men kan hem zelfs bijna willekeurig kiezen.
Voor HSD en voor CSD vinden we dat het gebruik van twee cycli hetzij nade-
lig is hetzij een verbetering oplevert waarvan de relevantie kleiner dan 5 procent
bedraagt. Daarom hebben we het aantal cycli tot e´e´n beperkt. Verder merken we
op dat de HSD- en CSD-grafieken, voorgesteld door vierkantjes, zeer veel ruis
bevatten van zodra het aantal deelverzamelingen toeneemt. Dit is te wijten aan de
steeds kleiner wordende hoeveelheid informatie die men bij elke iteratie verwerkt,
hetgeen tot gevolg heeft dat de meetruis een grotere invloed heeft. We wensen nog
op te merken dat de grafieken voor HSD en CSD vrij vlak verlopen, hetgeen aan-
toont dat de waarde van K
1
ook voor deze taken niet zo kritisch is. Dit wil zeggen
dat het trainingsproces geen grote invloed heeft op de bruikbaarheid van het gere-
construeerde beeld, hetgeen zeker in het voordeel van OSEM is. Wenst men een
vaste waarde voor K
1
dan suggereren we het gebruik van 8 deelverzamelingen
voor alle FOMs en voor beide basisfuncties.
7.2.4 Training van 2D RAMLA
Voor RAMLA moeten we het optimaal aantal iteraties K en de optimale se-
quenties fd
i
k
g
K
k=1
en fkgK
k=1
bepalen. Teneinde ook hier niet te veel parameters
te moeten trainen hebben we voor de volgende werkwijze gekozen. Vooreerst
hebben we aangenomen dat de ganse verzameling meetgegevens een geheel aan-
tal keer verwerkt moet worden, hetgeen wil zeggen dat we zoals bij de training van
OSEM het optimaal aantal cycli C moeten bepalen. Tevens hebben we aangeno-
men dat e´e´n welbepaalde relaxatieparameter c per cyclus voldoende is. Tenslotte
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dienen we de volgorde te specifie¨ren waarin de meetgegevens gedurende een cy-
clus verwerkt worden. Elk additioneel meetgegeven moet hierbij zo veel mogelijk
bijkomende informatie aan het reconstructieproces verschaffen. Zo dient men er-
voor te zorgen dat nabij gelegen hoeken niet na elkaar verwerkt worden.
Voor de verwerking van 2D meetgegevens hebben we de projectierichtingen
geordend volgens de in x7.2.3 besproken ordeningsprocedure [Herm93]. Na de
selectie van een bepaalde projectierichting hebben we de overeenkomstige u-
coo¨rdinaten volgens hun natuurlijke volgorde verwerkt. We hebben tevens ge-
tracht om bij het ordenen van de i-indices de '- en u-coo¨rdinaten te combineren
maar dit leidde meestal tot cirkelvormige artefacten in het beeld die door de aan-
wezigheid van gemeenschappelijke delers van N
'
en N
u
veroorzaakt worden.
Voor de verwerking van 3D meetgegevens wensen we zo veel mogelijk sym-
metriee¨n te behouden. Daarom hebben we voor de volgende werkwijze geko-
zen. In eerste instantie hebben we de indices 0 : : : (N
'
=2   1) geordend met de
in x7.2.3 besproken ordeningsprocedure. Na de selectie van een index n
'
hebben
we alle indices n

in een zo goed mogelijke volgorde verwerkt zonder hierbij de
symmetrie tussen  en   te gebruiken. Voor de verwerking van een bepaalde
projectierichting hebben we voor voxels en voor blobs een verschillende werk-
wijze gevolgd. De implementatie voor voxels is namelijk straalgedreven zodat
de verwerking van e´e´n meetgegeven meteen aanleiding geeft tot een aangepast
beeld. De implementatie voor blobs is daarentegen blobgedreven waardoor men
eerst alle meetgegevens behorende tot een gegeven projectievlak moet verwer-
ken alvorens men een nieuwe schatting van het te reconstrueren beeld verkrijgt.
Daarom hebben we voor voxels de verwerking van de projectievlakken (; ') en
(; =2 + ') gecombineerd teneinde de meetsymmetrie tussen deze vlakken te
gebruiken. Bij blobs hebben we deze projectievlakken sequentieel verwerkt.
In figuur B.7 en figuur B.8 hebben we de trainingsgrafieken voor respectieve-
lijk pixels en blobs samengevat. Vooreerst merken we op dat er geen informatie
betreffende het gebruik van twee cycli gegeven wordt. We hebben namelijk ge-
vonden dat twee cycli voor alle FOMs nadelig is. Voor tFOM merken we opnieuw
op dat de trainingsparameter voor blobs veel minder kritisch is dan die voor pixels.
Voor SA vinden we dat beide grafieken bijna gelijklopend zijn. Verder zien we
voor HSD en CSD dat het gebruik van blobs duidelijk de voorkeur geniet. Ten-
slotte merken we op dat de optimale relaxatieparameters voor de classificatietaken
veel kleiner zijn dan de overeenkomstige parameterwaarde voor de estimatietaak.
Een grote parameterwaarde verhoogt de hoeveelheid ruis in het beeld, hetgeen
wel nadelig is voor classificatietaken die op individuele beeldwaarden of op het
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contrast van een bepaald gebied gebaseerd zijn en niet voor estimatietaken die
op de gemiddelde beeldwaarde van een bepaald gebied gebaseerd zijn. Tenslotte
suggereren we het gebruik van de waarde  = 0.05 indien men slechts e´e´n para-
meterwaarde voor alle FOMs en beide basisfuncties wenst te gebruiken.
7.2.5 Training van 2D ART
De training van ART loopt volledig analoog met die van het RAMLA-algorit-
me. In figuur B.9 en figuur B.10 hebben we de trainingsgegevens voor respectie-
velijk pixels en blobs samengevat. Ook hier hebben we gevonden dat e´e´n cyclus
de voorkeur geniet omdat het gebruik van twee cycli voor alle FOMs nadelig is.
We vermelden enkel dat we de waarde  = 0.1 suggereren indien men slechts e´e´n
parameterwaarde voor alle FOMs en beide basisfuncties wenst te gebruiken.
7.3 Evaluatie van reconstructiemethoden
In deze paragraaf vergelijken we de reconstructiemethoden die in de vorige
paragraaf getraind zijn. Hiertoe hebben we 12 nieuwe softwarefantomen gege-
nereerd en hebben we voor elk softwarefantoom een verzameling 3D meetgege-
vens gesimuleerd. Vervolgens hebben we elk softwarefantoom met elke getrainde
reconstructiemethode gereconstrueerd en de overeenkomstige FOM-waarden be-
paald, hetgeen resulteert in 9x4x12=432 getallen. Vervolgens hebben we de FOM-
waarden behorend tot twee reconstructiemethoden statistisch vergeleken met be-
hulp van een gepaarde t-test. Alvorens verder te gaan bespreken we in het kort de
opzet van een dergelijke test [Moul89].
Een gepaarde t-test wordt gebruikt om twee methoden te vergelijken. Het is
hierbij van belang dat beide methoden aan de hand van identiek dezelfde test-
objecten kunnen gevalideerd worden, anders spreekt men namelijk niet van ge-
paarde meetgegevens. We veronderstellen dat er N testobjecten ter beschikking
zijn en dat de toepassing van de eerste en de tweede methode op het n-de test-
object in respectievelijk een waarde 
n
en een waarde 
n
resulteert. De nul-
hypothese van de gepaarde t-test veronderstelt dat er geen verschil tussen beide
methoden bestaat. Teneinde deze hypothese statistisch te verifie¨ren worden er
een aantal veronderstellingen gemaakt. Vooreerst neemt men aan dat de verzame-
ling f
n
g
N
n=1
met N exemplaren van een normaal verdeelde toevalsgrootheid 
overeenkomt. De waarschijnlijkheidsdichtheid van deze toevalsgrootheid wordt
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door Gauss(

; ) voorgesteld, met 

de verwachtingswaarde en  de stan-
daardafwijking van de toevalsgrootheid. Op gelijkaardige wijze veronderstellen
we dat de verzameling f
n
g
N
n=1
met N exemplaren van een normaal verdeelde
toevalsgrootheid  overeenkomt. De verwachtingswaarde van deze toevalsgroot-
heid wordt door 

voorgesteld. Wat betreft de standaardafwijking van deze toe-
valsgrootheid is het van belang dat deze identiek is aan de standaardafwijking
van de eerste toevalsgrootheid. Gebruik makend van deze veronderstellingen vin-
den we dat de nulhypothese impliceert dat het aritmetisch gemiddelde van elke
verzameling f
n
= 
n
  
n
g
N
n=1
een exemplaar van een normaal verdeelde toe-
valsgrootheid  voorstelt waarvan de verwachtingswaarde nul is en waarvan de
standaardafwijking met =pN overeenkomt. Deze standaardafwijking wordt de
standaardfout van het aritmetisch gemiddelde genoemd. Indien de nulhypothese
correct is vinden we dus dat de waarschijnlijkheid dat men een bepaald gemid-
delde (
P
N
n=1

n
)=N verkrijgt gelijk is aan de evaluatie van Gauss(0; 1) op
t =
1
N
P
N
n=1

n
r
1
N(N 1)
P
N
n=1


n
 
1
N
P
N
n=1

n

2
;
hetgeen de t-waarde genoemd wordt. Op een gelijkaardige wijze kan men de
waarschijnlijkheid p berekenen dat men een t-waarde groter dan een bepaalde
drempelwaarde t
p
verkrijgt. In de praktijk noemt men p het significantieniveau en
[t
p
;1[ het confidentie-interval. De confidentie-intervallen worden op voorhand
voor een beperkt aantal significantieniveaus berekend. Indien men vervolgens
een t-waarde in het interval [t
p
;1[ verkrijgt en indien een methode des te beter
is naargelang de meetwaarde groter is dan mag men hieruit concluderen dat de
eerste methode tot op het significantieniveau p beter is dan de tweede methode.
Het is gebruikelijk om de kleinste voorafberekende waarde p die hieraan voldoet
als significantieniveau op te geven. Hoe kleiner deze waarde des te kleiner de
waarschijnlijkheid dat beide methoden evenwaardig zijn en dus des te groter de
waarschijnlijkheid dat de nulhypothese incorrect is. Tenslotte merken we op dat
we slechts 12 softwarefantomen gebruiken. Een dergelijk aantal is te klein om een
normale verdeling van de t-waarden te veronderstellen. Daarom hebben we de t-
waarden op basis van de t-distributie gee¨valueerd. Deze distributie houdt namelijk
rekening met het beperkt aantal beschikbare meetgegevens. Meer bepaald is deze
distributie een functie van het aantal vrijheidsgraden dat in ons geval gelijk is aan
N   1 vermits we N meetgegevens hebben en vermits we de standaardafwijking
van de FOM-waarden hiermee geschat hebben.
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In bijlage C hebben we voor elke taak de volledige evaluatietabel samengevat.
Elke tabel bestaat uit vier delen. Het eerste deel bevat de t-waarden die we verkre-
gen hebben door alle reconstructiemethoden paarsgewijs te vergelijken. De eerste
methode wordt door de rij bepaald en de tweede methode wordt door de kolom
bepaald. In het tweede deel van elke tabel wordt voor elke verkregen t-waarde
het overeenkomstige significantieniveau weergegeven. De gebruikte symbolen
worden in tabel C.1 samengevat. Vervolgens hebben we de gemiddelde FOM-
waarden paarsgewijs vergeleken door telkens de relevantie
max(fom
1
; fom
2
) min(fom
1
; fom
2
)
1 min(fom
1
; fom
2
)
te berekenen. Deze waarden hebben we met 100 vermenigvuldigd teneinde per-
centages te verkrijgen. Tevens hebben we een plusteken voor deze waarde gezet
indien de reconstructiemethode die door de rij bepaald wordt beter is dan de recon-
structiemethode die door de kolom bepaald wordt. In de tegenovergestelde situa-
tie hebben we een minteken gebruikt. Tenslotte hebben we in het vierde deel van
elke tabel de reconstructiemethoden op basis van de gemiddelde FOM-waarden
geordend. Tevens hebben we naast elke reconstructiemethode de relevantie en
het significantieniveau geplaatst dat men verkrijgt door de reconstructiemethode
met de beste reconstructiemethode te vergelijken. Het vierde deel van elke tabel
hebben we in tabel 7.3 en tabel 7.4 samengebracht. Ze worden nu besproken.
Voor tFOM onderscheiden we drie duidelijk gescheiden groepen, namelijk
iteratieve technieken gebaseerd op blobs, gefilterde terugprojectie en iteratieve
technieken gebaseerd op pixels. Vooreerst merken we op dat de prestatie van alle
iteratieve technieken significant verbeterd kan worden door blobs in plaats van
pixels te gebruiken. Verder merken we op dat gefilterde terugprojectie beter pres-
teert dan pixels. Dit besluit wensen we toch een beetje te relativeren. We hebben
namelijk opgemerkt dat gefilterde terugprojectie gebieden met een verhoogde en
een verlaagde activiteit inderdaad correct weergeeft maar dat dit algoritme naar-
gelang de meetruis toeneemt bijkomende gebieden met een verhoogde en een ver-
laagde activiteit genereert, hetgeen tot vals positieve en vals negatieve classifica-
ties kan leiden (zie figuur 7.1). De wijze waarop de algoritmen vergeleken worden
is echter niet gevoelig voor zulke gebieden vermits de positie van de features per-
fect gekend zijn en vermits de evaluatie daar gebruik van maakt. Niettegenstaande
deze opmerking toont deze studie toch aan dat gefilterde terugprojectie de voor-
keur geniet ten opzichte van iteratieve technieken gebaseerd op pixels indien de
meetruis beperkt blijft. Tenslotte merken we op dat RAMLA gebaseerd op blobs
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tFOM
methode FOM relevantie in % significantieniveau
RAMLA-Blo 0.8551 0.00
MLEM-Blo 0.8544 0.43 < 0:005
OSEM-Blo 0.8540 0.74 < 0:005
ART-Blo 0.8522 1.95 < 0:0005
FB 0.8520 2.09 < 0:0005
MLEM-Pix 0.8446 6.73 < 0:0005
OSEM-Pix 0.8442 7.00 < 0:0005
RAMLA-Pix 0.8425 8.00 < 0:0005
ART-Pix 0.8375 10.81 < 0:0005
SA
methode FOM relevantie in % significantieniveau
RAMLA-Pix 0.9358 0.00
RAMLA-Blo 0.9340 2.77 < 0:05
OSEM-Pix 0.9327 4.64 < 0:005
MLEM-Pix 0.9289 9.67 < 0:0005
OSEM-Blo 0.9271 11.90 < 0:0005
MLEM-Blo 0.9252 14.18 < 0:0005
FB 0.9222 17.47 < 0:0005
ART-Blo 0.9206 19.17 < 0:0005
ART-Pix 0.9150 24.46 < 0:0005
Tabel 7.3: De finale volgorde van de getrainde en gee¨valueerde reconstructieme-
thoden voor tFOM en SA. Voor elke taak toont de bovenste rij de reconstructie-
methode die het beste presenteert. Vervolgens toont elke rij de relevantie en het
significantieniveau van het verschil tussen de gemiddelde FOM-waarde van de
overeenkomstige en de beste reconstructiemethode.
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HSD
methode FOM relevantie in % significantieniveau
RAMLA-Blo 0.8617 0.00
OSEM-Blo 0.8609 0.57
ART-Blo 0.8607 0.69
MLEM-Blo 0.8600 1.20
FB 0.8385 14.36 < 0:05
MLEM-Pix 0.8167 24.55 < 0:05
OSEM-Pix 0.8153 25.11 < 0:05
RAMLA-Pix 0.8116 26.54 < 0:005
ART-Pix 0.8070 28.31 < 0:005
CSD
methode FOM relevantie in % significantieniveau
FB 0.8828 0.00
OSEM-Blo 0.8826 0.16
MLEM-Blo 0.8810 1.52
RAMLA-Blo 0.8791 3.12
ART-Blo 0.8784 3.67
MLEM-Pix 0.8334 29.69 < 0:005
OSEM-Pix 0.8315 30.46 < 0:005
RAMLA-Pix 0.8311 30.62 < 0:005
ART-Pix 0.8182 35.56 < 0:005
Tabel 7.4: De finale volgorde van de getrainde en gee¨valueerde reconstructieme-
thoden voor HSD en CSD. Voor elke taak toont de bovenste rij de reconstructie-
methode die het beste presenteert. Vervolgens toont elke rij de relevantie en het
significantieniveau van het verschil tussen de gemiddelde FOM-waarde van de
overeenkomstige en de beste reconstructiemethode.
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duidelijk beter presteert dan alle andere reconstructiemethoden.
Voor SA vinden we eveneens drie duidelijk gescheiden groepen, namelijk ite-
ratieve statistische reconstructiemethoden, gefilterde terugprojectie en iteratieve
niet-statistische reconstructiemethoden. Bij de eerste groep merken we op dat de
methoden beter presteren naargelang het aantal iteraties per cyclus toeneemt. Dit
kan verklaard worden door de lagere gevoeligheid van SA voor de coe¨fficie¨ntruis.
Verder merken we op dat het gebruik van pixels de voorkeur geniet. Dit laatste
besluit wensen we te relativeren. Bij de training van MLEM hebben we namelijk
opgemerkt dat het optimale aantal iteraties voor blobs groter is dan voor pixels.
Dit suggereert dat men bij de evaluatie voor SA zowel voor pixels als voor blobs
het optimaal gereconstrueerde beeld niet bereikt heeft, hetgeen tevens bij de trai-
ning van deze algoritmen waargenomen werd, waardoor een vergelijking tussen
pixels en blobs niet echt eerlijk verloopt. Anderzijds merken we op dat we voor
MLEM wel het optimaal aantal iteraties gebruikt hebben en dat pixels daarbij veel
beter presteren dan blobs. Het is niet a priori duidelijk of we deze conclusie ook
voor RAMLA mogen toepassen.
Voor HSD vinden we de drie duidelijk gescheiden groepen die we voor tFOM
gevonden hebben. Merk hierbij op dat het verschil tussen de reconstructiemetho-
den minder significant is. In het bijzonder vinden we dat er geen statistisch ver-
schil meer bestaat tussen zowel de iteratieve reconstructiemethoden die op blobs
gebaseerd zijn als gefilterde terugprojectie en de iteratieve reconstructiemethoden
die op pixels gebaseerd zijn. Deze kleine significantieniveaus zijn te wijten aan
de grote fluctuatie tussen de 12 FOM-waarden die we hiervoor verkregen hebben.
Voor CSD vinden we twee duidelijk gescheiden groepen, namelijk gefilterde
terugprojectie met alle iteratieve reconstructiemethoden gebaseerd op blobs en
alle iteratieve reconstructiemethoden gebaseerd op pixels. Verder merken we op
dat er zoals bij HSD geen statistisch verschil tussen de reconstructiemethoden
behorende tot een bepaalde groep bestaat, maar dat er daarentegen wel een sig-
nificant verschil tussen de twee groepen bestaat. In het bijzonder presteren blobs
duidelijk beter dan pixels. Tenslotte zien we dat gefilterde terugprojectie het beste
presteert. Zoals bij de bespreking van tFOM merken we ook hier op dat deze
conclusie kan beı¨nvloed worden door de hoeveelheid meetruis te wijzigen.
Tot slot hebben we onze suggesties in tabel 7.3 samengevat. Deze sugges-
ties zijn enerzijds op de trainingsresultaten en anderzijds op de evaluatieresultaten
gebaseerd. Voor estimatietaken (SA) suggereren we het gebruik van RAMLA
gebaseerd op pixels. Indien er geen tijd of geen middelen zijn om een optimale
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relaxatieparameter te bepalen dan suggereren we het gebruik van OSEM geba-
seerd op pixels. Voor beide algoritmen hebben we het aantal cycli gelijk aan
twee gesteld omdat enerzijds het gebruik van twee cycli betere resultaten geeft en
omdat anderzijds de reconstructietijd geen belemmering vormt. Voor de detectie
van gebieden met een verhoogde activiteit (HSD) suggereren we het gebruik van
OSEM gebaseerd op blobs. Voor de detectie van gebieden met een verlaagde ac-
tiviteit (CSD) suggereren we het gebruik van gefilterde terugprojectie indien er
weinig meetruis aanwezig is en het gebruik van OSEM gebaseerd op blobs indien
er veel meetruis aanwezig is. De grens tussen beide suggesties moet nog bepaald
worden. Merk op dat we voor CSD slechts e´e´n cyclus suggereren vermits het
gebruik van twee cycli volgens de trainingsgegevens het gereconstrueerde beeld
nadelig beı¨nvloedt. Voor tFOM hebben we geen algoritme gesuggereerd vermits
deze grootheid niet met een bepaalde taak overeenkomt.
Ter illustratie hebben we in figuur 7.1 drie axiale doorsneden gereconstrueerd
uitgaande van ree¨le meetgegevens. De eerste twee figuren zijn afkomstig van
een statische PET-studie en de onderste figuur is afkomstig van een dynamische
PET-studie. De meetgegevens werden verkregen met een ECAT951 PET-scanner,
hetgeen een PET-scanner met een 2D detectorconfiguratie is. De linkse figuren
tonen de reconstructies met gefilterde terugprojectie en de middelste en de rechtse
figuren tonen de reconstructies met MLEM gebaseerd op respectievelijk blobs en
pixels. Voor blobs en pixels hebben we respectievelijk 15 en 10 iteraties uitge-
voerd. De opeenvolgende beelden die we verkrijgen hebben we voor een statische
studie in figuur 7.2 en voor een dynamische studie in figuur 7.3 getoond. We
merken hierbij een aantal zaken op die we reeds eerder besproken hebben. Voor-
eerst vertoont het beeld dat we met gefilterde terugprojectie verkregen hebben
streepvormige artefacten. Indien we dit beeld met de overige beelden vergelijken
dan zien we eveneens dat het vals positieve en vals negatieve activiteitsgebieden
vertoont. Verder merken we opdat de streepvormige artefacten verdwijnen in-
dien men iteratieve methoden gebaseerd op pixels gebruikt, maar dat de meetruis
duidelijk in beeldruis omgezet wordt indien het aantal iteraties toeneemt. Verder
merken we op dat bij blobs de invloed van de meetruis op de beeldruis inderdaad
niet toeneemt in functie van het aantal iteraties. De gebieden met een verhoogde
activiteit blijven namelijk duidelijk te onderscheiden van de rest. Samenvattende
kunnen we concluderen dat het gebruik van iteratieve reconstructiemethoden ge-
baseerd op blobs de streepvormige artefacten bij gefilterde terugprojectie vermijdt
en het slecht contrast bij pixelgebaseerde reconstructies verbetert.
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SA RAMLA pixels  = 0:2 K = 2
OSEM pixels K
c
= 25 C = 2
HSD OSEM blobs K
c
= 10 C = 2
CSD OSEM blobs K
c
= 10 C = 1
FB 
c
= 0:25 s = 4:0
Tabel 7.5: De reconstructiemethoden die wij suggereren.
Figuur 7.1: Drie verschillende 2D PET-beelden die met drie verschillende recon-
structiemethoden gereconstrueerd zijn. De meetgegevens zijn afkomstig van een
ECAT951 PET-scanner, hetgeen een PET-scanner met een 2D detectorconfigura-
tie is. De linkse figuren tonen de reconstructies met gefilterde terugprojectie en de
middelste en de rechtse figuren tonen de reconstructies met MLEM gebaseerd op
respectievelijk blobs en pixels. De laatste figuur is afkomstig van een dynamische
PET-studie en de overige figuren zijn afkomstig van een statische PET-studie.
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Figuur 7.2: De eerste 15 beelden die men verkrijgt tijdens een MLEM-iteratie
voor het geval dat men pixels (boven) en blobs (onder) gebruikt. De meetgegevens
bevatten ongeveer 106 tellen en zijn verkregen met een ECAT951 PET-scanner.
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Figuur 7.3: De eerste 15 beelden die men verkrijgt tijdens een MLEM-iteratie
voor het geval dat men pixels (boven) en blobs (onder) gebruikt. De meetgegevens
bevatten ongeveer 3000 tellen en zijn verkregen met een ECAT951 PET-scanner.
Hoofdstuk 8
Blobs en procestomografie
In dit hoofdstuk beschrijven we een initie¨le studie waarbij de kennis die we
gedurende dit doctoraatsonderzoek verworven hebben op procestomografie toege-
past wordt. Bij procestomografie tracht men een ontoegankelijk industrieel proces
te optimaliseren door zijn inwendige structuur te visualiseren. Zo tracht men bij-
voorbeeld het mengproces van korrels in een horizontaal ronddraaiende trommel
te optimaliseren door de baan van e´e´n positronenemitterende korrel gedurende
dit proces te visualiseren [Park95]. Een dergelijke studie is gelijkaardig aan een
medische 3D PET-studie waarbij de meetgegevens in list mode ter beschikking
zijn. Verder tracht men bijvoorbeeld de efficie¨ntie van een pneumatisch transport-
systeem te optimaliseren door de ruimtelijke verdeling van de hierbij gebruikte
gas/vloeistof-mengels te visualiseren [Brow95]. Hiervoor maakt men gebruik van
een meetopstelling die gelijkaardig is aan die van een medische CT-studie, mits
de ro¨ntgenstralenbron en -detectors door respectievelijk een ultrasone bron en ul-
trasone detectors te vervangen. Tenslotte vermelden we een toepassing waarbij
men de efficie¨ntie van een druppelbed bestaande uit gassen, vloeistoffen en vaste
stoffen wenst te optimaliseren door de ruimtelijke verdeling van de mengobjec-
ten te visualiseren [Toye95] met behulp van een meetopstelling die gelijkaardig is
aan die van een medische CT-studie. Bovenstaande drie toepassingen tonen dui-
delijk aan dat men bij procestomografie gelijkaardige reconstructieproblemen als
bij medisch gerichte tomografie aantreft. Er is echter e´e´n belangrijk verschil: bij
procestomografie heeft men veel minder meetgegevens ter beschikking.
Teneinde het gebruik van blobs ten opzichte van pixels voor procestomogra-
fie te evalueren hebben we de methodologie van eval3dpet aangepast [Jaco99a].
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We vermelden tevens dat een andere onderzoeksgroep deze methodologie reeds
voor elektronenmicroscopie aangepast heeft teneinde de bruikbaarheid van blobs
in dit domein te valideren [Mara98]. Een dergelijke aanpassing vereist het de-
finie¨ren van softwarefantomen, het formuleren van nuttige evaluatiefuncties en het
vastleggen van de manier waarop de verkregen FOM-waarden vergeleken moeten
worden. Al deze deelaspecten worden nu besproken.
Eerst definie¨ren we de taak waarvoor we de bruikbaarheid van blobs en pixels
wensen te vergelijken. De taak die ons interesseert is de mogelijkheid om gebie-
den met een verhoogde of een verlaagde activiteit van gebieden met een achter-
grondactiviteit te onderscheiden. We maken hiervoor gebruik van twee drempel-
waarden en veronderstellen dat alle pixels waarvan de waarde kleiner is dan de
kleinste drempelwaarde, CST (Engels: cold spot threshold) genoemd, tot een ge-
bied met een verlaagde activiteit behoren. Op gelijkaardige wijze veronderstellen
we dat alle pixels met een waarde die groter is dan de grootste drempelwaarde,
HST (Engels: hot spot threshold) genoemd, tot een gebied met een verhoogde
activiteit behoren. We veronderstellen dat de overige pixels tot een gebied met
achtergrondactiviteit behoren. Zowel CST als HST dienen getraind te worden.
Eenmaal de drempelwaarden vastliggen en de taak volbracht is verkrijgen we een
gereconstrueerd beeld waarvan elke pixel hetzij als warm, normaal of koud ge-
classificeerd is. De pixels die we warm, normaal en koud veronderstellen vor-
men verzamelingen die we respectievelijk met H
v
, N
v
en C
v
aanduiden. De mate
waarin we de taak correct hebben volbracht moet vervolgens in e´e´n of meer FOM-
waarden uitgedrukt worden, waarbij de waarde des te groter moet zijn naargelang
men de taak beter volbracht heeft.
We hebben twee evaluatiefuncties bepaald. Hiervoor definie¨ren we eerst de
verzamelingen H
e
, N
e
en C
e
die de pixels bevatten die respectievelijk warm,
normaal en koud zijn. Ze worden door het softwarefantoom bepaald. Het aantal
elementen in een bepaalde verzameling wordt door de functie N(:) aangeduid.
De eerste twee evaluatiefuncties bepalen de sensitiviteit voor warme en koude
gebieden en worden respectievelijk als volgt gedefinieerd:
sens
h
= N(H
v
\H
e
)=N(H
e
);
sens
c
= N(C
v
\ C
e
)=N(C
e
):
Merk hierbij op dat de sensitiviteit voor warme gebieden maximaal is indien men
zonder nadenken alle pixels als zijnde warm classificeert. Daarom maken we
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eveneens gebruik van de specificiteit voor warme en koude gebieden, die respec-
tievelijk als volgt gedefinieerd worden:
spec
h
= N(H
v
\H
e
)=N(H
v
);
spec
c
= N(C
v
\ C
e
)=N(C
v
):
Ze weerspiegelen bijvoorbeeld de mogelijkheid om warme pixels te selecteren
zonder hierbij een ander type pixel te selecteren. Bovenstaande evaluatiefunc-
ties moeten steeds zo groot mogelijk zijn. Indien men er zeker van wil zijn dat
geen enkel warm gebied als zijnde koud of normaal geclassificeerd wordt dan
dient men de sensitiviteit voor warme gebieden te maximaliseren. Indien men er
daarentegen zeker van wil zijn dat geen enkel normaal of koud gebied als zijnde
warm geclassificeerd wordt dan dient men de specificiteit voor warme gebieden te
maximaliseren. Het relatieve belang van beide evaluatiefuncties wordt eenduidig
bepaald door de kost die bovenstaande foutieve beslissingen teweeg brengen. In
dit hoofdstuk veronderstellen we dat beide fouten gelijkwaardig zijn.
Teneinde bovenstaande evaluatiefuncties te kunnen gebruiken hebben we een
verzameling statistisch gedefinieerde 2D softwarefantomen ontworpen. De eerste
kolom van figuur 8.1 toont een aantal voorbeelden. Elk softwarefantoom bestaat
uit een willekeurig aantal niet-overlappende schijfjes die over het gezichtsveld van
de scanner verdeeld zijn. Elk schijfje bezit een willekeurig gekozen straal en de
inhoud van een dergelijk schijfje correspondeert willekeurig met een warm, nor-
maal of koud gebied. Het contrast tussen warme en koude gebieden bedraagt 15
procent. Het gebied buiten het gezichtsveld van de scanner bevat geen activiteit.
De totale oppervlakte die door de schijfjes bedekt wordt bedraagt tussen de 10 en
de 15 procent van het volledige gezichtsveld van de scanner. De activiteit in elk
softwarefantoom wordt op voorhand bepaald, namelijk 104, 105 of 106 tellen.
Voor elk softwarefantoom hebben we een verzameling 2D meetgegevens ge-
genereerd. Hiertoe hebben we voor 4, 6 of 8 uniform verdeelde projectierich-
tingen en voor 64 bemonsteringswaarden per projectierichting de verwachtings-
waarde 
i
van het meetproces berekend. In tegenstelling tot eval3dpet gaan we
hiervoor uit van het gediscretiseerde softwarefantoom. Vervolgens hebben we elk
gesimuleerde meetgegeven d
i
verkregen door een exemplaar van een poissonver-
deelde toevalsgrootheid met verwachtingswaarde 
i
te genereren.
Bovenstaande methodologie hebben we aangewend om de bruikbaarheid van
blobs ten opzichte van pixels voor procestomografie te valideren. We hebben hier-
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voor RAMLA gebruikt vermits dit algoritme, gebaseerd op de vorige hoofdstuk-
ken, hoogstwaarschijnlijk tot de best gereconstrueerde beelden leidt. Alvorens
de bruikbaarheid van beide basisfuncties te kunnen vergelijken moeten we eerst
het algoritme en de drempelwaarden CST en HST voor de verschillende taken
trainen. Hiertoe hebben we 100 softwarefantomen met een bijhorende verzame-
ling meetgegevens gegenereerd. Vervolgens hebben we de 100 fantomen met een
ruwe schatting voor de optimale waarden van de reconstructieparameters gerecon-
strueerd. Daarna hebben we voor alle schijfjes in de gereconstrueerde software-
fantomen de gemiddelde pixelwaarde berekend, hetgeen in e´e´n getal per schijfje
resulteert. We hebben hiervoor gebruik gemaakt van de exacte kennis betreffende
de opbouw van de softwarefantomen. Vervolgens hebben we verondersteld dat de
gemiddelde waarde van een warm gebied een normaal verdeelde toevalsgrootheid
is. De verwachtingswaarde en de standaardafwijking van deze verdeling hebben
we aan de hand van de beschikbare gemiddelde pixelwaarden geschat. Op gelijk-
aardige wijze hebben we de verwachtingswaarde en de standaardafwijking voor
normale en koude gebieden geschat. Deze zes parameters hebben we vervolgens
gebruikt om de optimale drempelwaarden te berekenen. Voor de CST hebben
we bijvoorbeeld die drempelwaarde bepaald waarvoor de kans dat men een koud
gebied verkeerdelijk als normaal classificeert gelijk is aan de kans dat men een
normaal gebied verkeerdelijk als koud classificeert. Op gelijkaardige wijze heb-
ben we de optimale HST-waarde bepaald.
Na het optimaliseren van de drempelwaarden hebben we het RAMLA-algo-
ritme gebaseerd op pixels en blobs getraind. Hierbij hebben we voor beide recon-
structiemethoden en voor de vier gedefinieerde evaluatiefuncties die relaxatiepa-
rameter  bepaald waarvoor de gemiddelde FOM-waarde over 100 gereconstru-
eerde softwarefantomen maximaal is. Dit resulteert in 8 optimale relaxatiepara-
meters. We vermelden enkel nog dat we het aantal iteraties niet getraind hebben
en dat we daarentegen voor drie iteraties geopteerd hebben.
Tenslotte hebben we de bruikbaarheid van pixels en blobs voor de vier eva-
luatiefuncties met behulp van 25 nieuwe softwarefantomen vergeleken. Hiertoe
hebben we elk softwarefantoom met elke reconstructiemethode en voor elke eva-
luatiefunctie gereconstrueerd en de overeenkomstige 25 FOM-paren met de ge-
paarde tekentest van Wilcoxon statistisch vergeleken.
Bovenstaande procedure hebben we voor verschillende hoeveelheden meetge-
gevens en activiteit uitgevoerd, dit zijn respectievelijk 4, 6 of 8 projectierichtingen
en 104, 105 of 106 tellen. In tabel 8.1 hebben we de resultaten samengevat. We
merken hierbij op dat het gebruik van blobs duidelijk voordelen biedt voor de
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sensitiviteit voor warme en koude gebieden en voor de specificiteit voor warme
gebieden. Wat betreft de specificiteit voor koude gebieden vinden we daarente-
gen dat pixels significant beter presteren dan blobs. In figuur 8.1 tonen we voor
vier softwarefantomen de overeenkomstige gereconstrueerde beelden met pixels
en met blobs. Deze figuren tonen duidelijk de visuele verbetering die men met het
gebruik van blobs verkrijgt.
We vermelden nog dat sensitiviteit tussen 0.7 en 1.0 ligt en de specificiteit
tussen 0.1 en 0.3 ligt. De specificiteit kan echter verbeterd worden door de drem-
pelwaarden anders te optimaliseren. In de gereconstrueerde beelden merken we
namelijk op dat er zich bijna geen normaal gebied bevindt, hetgeen de specifi-
citeit doet dalen. Verder merken we op dat de resultaten ook verbeterd kunnen
worden door de classificatietaak anders te implementeren, bijvoorbeeld op basis
van gemiddelde pixelwaarden in plaats van individuele pixelwaarden. Tenslotte
merken we op dat drie iteraties voor het detecteren van koude gebieden misschien
niet voldoende zijn voor blobs. Verder onderzoek is dus noodzakelijk maar vormt
helemaal niet het doel van dit proefschrift. Met dit hoofdstuk wilden we enkel
aantonen dat de mogelijke toepassingsdomeinen van dit proefschrift zich niet tot
de medische beeldverwerking beperken.
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softwarefantoom reconstructie reconstructie
met pixels met blobs
Figuur 8.1: Verschillende softwarefantomen (links) en de overeenkomstig gere-
construeerde beelden met RAMLA gebaseerd op pixels (midden) en blobs (rechts)
nadat we elke pixel met een warm, normaal of koud gebied geassocieerd hebben.
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betekenis der symbolen
+++ < 0:005 blobs beter dan pixels
.++ < 0:025 blobs beter dan pixels
..+ < 0:05 blobs beter dan pixels
... geen statistisch verschil
..- < 0:05 pixels beter dan blobs
.-- < 0:025 pixels beter dan blobs
--- < 0:005 pixels beter dan blobs
significantieniveaus
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4 +++ +++ ...
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4 ..+ ... ---
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Tabel 8.1: Het statistisch verschil tussen de gemiddelde FOM-waarden die we met
RAMLA gebaseerd op pixels en blobs verkregen hebben en dit voor verschillende
hoeveelheden activiteit en voor verschillende hoeveelheden meetgegevens.
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Hoofdstuk 9
Besluiten en nabespreking
We zijn dit proefschrift begonnen met een overzicht van verschillende beeld-
modaliteiten die in de medische wereld gebruikt worden. Meer bepaald hebben
we het complementair karakter van de verschillende modaliteiten besproken. Ver-
volgens hebben we in hoofdstuk 2 de tomografische beeldmodaliteit PET in detail
besproken. Tomografische scanners genereren meetgegevens waaruit een beeld
gereconstrueerd wordt. De hiervoor gebruikte reconstructiemethoden hebben we
in hoofdstuk 3 besproken. Een deelgroep van deze methoden, iteratieve recon-
structiemethoden genoemd, stellen het te reconstrueren beeld voor door een line-
aire combinatie van een eindig aantal basisfuncties. De basisfuncties die gebruikt
worden beı¨nvloeden mede de bruikbaarheid van het gereconstrueerde beeld.
Hoofdstuk 4 bevat origineel werk en beschrijft een gedetailleerd onderzoek
naar de criteria waaraan goede basisfuncties voor iteratieve reconstructiemetho-
den moeten voldoen [Jaco98a, Jaco99b]. Deze criteria kunnen enerzijds aange-
wend worden om de bruikbaarheid van bepaalde basisfuncties te valideren. An-
derzijds kan men ze gebruiken om de parameterwaarden van vooropgestelde ba-
sisfuncties te optimaliseren, hetgeen ons heeft toegelaten om de in [Mate96b]
voorgestelde criteria te verbeteren. De verbeterde criteria hebben we gebruikt om
de parameterwaarden van 2D blobs te optimaliseren.
Vervolgens hebben we in hoofdstuk 5 eval3dpet besproken. Dit softwarepak-
ket staat ons toe om softwarefantomen en gesimuleerde meetgegevens voor 3D
PET te genereren. Tevens bevat dit pakket een trainings- en een evaluatieproto-
col voor een vergelijkende studie van verschillende reconstructiemethoden. Alle
kwantitatieve resultaten in dit proefschrift zijn met dit pakket verkregen.
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Hoofdstuk 6 bevat origineel werk en beschrijft verschillende aspecten met
betrekking tot het optimaal implementeren van iteratieve reconstructiemethoden
en dit zowel voor reconstructiemethoden op basis van de klassieke basisfunc-
ties als voor reconstructiemethoden op basis van blobs. Zo hebben we de pa-
rallelliseerbaarheid van verschillende reconstructiemethoden onderzocht en geva-
lideerd [Jaco97]. Ook hebben we de bruikbaarheid van symmetriee¨n in het meet-
proces onderzocht en gevalideerd. Verder hebben we verschillende gegevensstruc-
turen voor de opslag van de projectiematrix voorgesteld en gevalideerd. Tenslotte
hebben we het algoritme van Siddon met een factor 10 versneld [Jaco98b].
Ook hoofdstuk 7 bevat origineel werk. Hierin hebben we met eval3dpet de
bruikbaarheid van verschillende reconstructiemethoden voor het verrichten van
verschillende taken onderzocht [Jaco99b]. Elke onderzochte methode bestaat uit
de combinatie van het FORE-algoritme met een 2D reconstructiemethode.
Tenslotte bevat hoofdstuk 8 origineel werk. In dit hoofdstuk hebben we de
kennis die we gedurende dit doctoraatsonderzoek verworven hebben aangewend
om de bruikbaarheid van blobs voor procestomografie te valideren [Jaco99a].
Hierbij hebben we een statistisch ensemble van softwarefantomen gedefinieerd,
een rudimentaire meetsimulator ontworpen, nuttige evaluatiefuncties geformu-
leerd en een manier vooropgesteld waarmee de verkregen FOM-waarden vergele-
ken moeten worden. Vervolgens hebben we deze componenten gebruikt om, voor
verschillende hoeveelheden meetgegevens en voor verschillende ruisniveaus, het
RAMLA-algoritme gebaseerd op pixels en op blobs te trainen en te vergelijken.
We vermelden nog dat de resultaten van dit proefschrift reeds door MIPG in
Philadelphia gebruikt zijn [Obi99]. Zij hebben namelijk het gebruik van 3D blobs
in combinatie met een herverdelingsalgoritme voorgesteld en deze combinatie met
onze resultaten vergeleken. Deze nieuwe werkwijze biedt het voordeel dat ze een
kortere reconstructietijd vereist dan een volledige 3D reconstructie en dat men
de invloed van de door het herverdelingsalgoritme geı¨ntroduceerde fouten in de
sinogrammen reduceert. We hebben met een gepaarde t-test hun FOMs met onze
FOMs vergeleken en de resultaten in tabel 9.1 samengevat. We merken hierbij op
dat de nieuwe werkwijze de voorkeur geniet voor estimatietaken maar dat er voor
classificatietaken geen statistisch verschil merkbaar is.
Tot slot van dit proefschrift halen we nog enkele aspecten aan die verder on-
derzocht kunnen worden. In hoofdstuk 4 hebben we aangehaald dat het optima-
liseren van de parameterwaarden van basisfuncties afhankelijk is van de relatieve
waarde die men aan de verschillende frequentiecomponenten hecht. In dit proef-
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schrift hebben we twee extreme vormen onderzocht, namelijk de mogelijkheid dat
enkel de DC-component van belang is en de mogelijkheid dat alle frequentiecom-
ponenten even belangrijk zijn. Een combinatie van beide kan misschien tot kwali-
tatief betere beelden leiden. Tevens hebben we in hoofdstuk 4 de grondslag gelegd
voor het gebruik van iteratieve reconstructiemethoden voor MR-beeldvorming.
Verder hebben we in hoofdstuk 6 aangehaald dat de reconstructietijd van blobge-
baseerde reconstructiemethoden misschien gereduceerd kan worden door de pro-
jectiematrix op een straalgedreven wijze op te slaan. In ieder geval opent een
dergelijke opslag de mogelijkheid tot nieuwe reconstructiemethoden zoals een
straalgedreven implementatie van het blobgebaseerde RAMLA-algoritme.
Dit doctoraatsonderzoek heeft geleid tot een origineel artikel in een internati-
onaal tijdschrift [Jaco98b], drie bijdragen op internationale conferenties [Jaco96b,
Jaco99a, Jaco99b], een intern rapport [Jaco98a], een proefschrift [Jaco96a] en een
bijdrage in het boek [Jaco97] en dit telkens als eerste auteur.
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tFOM
methode FOM relevantie in % t-waarde significantieniveau
RAMLA-3D-Blo 0.8557
RAMLA-2D-Blo 0.8551 0.42 1.770
RAMLA-Pix 0.8425 8.39 19.515 < 0:0005
SA
methode FOM relevantie in % t-waarde significantieniveau
RAMLA-3D-Blo 0.9379
RAMLA-Pix 0.9358 3.22 4.234 < 0:005
RAMLA-2D-Blo 0.9340 5.89 4.916 < 0:0005
HSD
methode FOM relevantie in % t-waarde significantieniveau
RAMLA-3D-Blo 0.8722
RAMLA-2D-Blo 0.8617 7.61 1.363
RAMLA-Pix 0.8117 32.13 4.038 < 0:005
CSD
methode FOM relevantie in % t-waarde significantieniveau
RAMLA-3D-Blo 0.8862
RAMLA-2D-Blo 0.8791 5.91 1.334
RAMLA-Pix 0.8311 32.61 5.194 < 0:0005
Tabel 9.1: Een kwantitatieve vergelijking van verschillende RAMLA-gebaseerde
reconstructiemethoden teneinde de bruikbaarheid van 3D blobs in combinatie met
het FORE-algoritme te valideren, hetgeen aantoont dat deze nieuwe werkwijze
enkel voor SA statistisch significante voordelen biedt.
Bijlage A
Kandidaatparameterwaarden
In deze bijlage geven we een overzicht van de profielfuncties van alle kandi-
daatblobs en hun fouriergetransformeerden. Een genormaliseerde frequentie die
gelijk is aan 0.5 correspondeert met de nyquistfrequentie. In onderstaande tabel
geven we een overzicht van alle grafieken in deze bijlage. Voor elke blob wordt
tevens zijn FWHM en zijn procentuele energieinhoud buiten het nyquistdomein
gegeven. Verder wordt voor elke blob de RMSE-waarde tussen een uniforme
functie en zijn benadering met de respectievelijk blob gegeven. De blobs werden
hierbij zowel volgens een regulier als een hexagonaal rooster gepositioneerd. De
roosterafstand werd gelijk aan e´e´n verondersteld.
figuur m a  FWHM 100 regulier hexagonaal
A.1 0 2.0 11.96795 1.37 3.927 1.82e-05 2.60e-05
A.2 1 2.0 11.46905 1.34 4.654 3.42e-05 1.57e-05
A.3 2 2.0 10.82623 1.31 5.390 4.25e-05 1.13e-05
A.4 3 2.0 10.01652 1.28 6.130 2.33e-05 2.79e-05
A.5 4 2.0 8.99860 1.26 6.868 4.12e-05 2.69e-05
A.6 5 2.0 7.69333 1.24 7.600 1.34e-04 5.61e-06
A.7 2 2.795 16.36154 1.54 1.558 1.84e-07 8.65e-08
A.8 2 2.795 14.59893 1.61 0.974 5.29e-07 3.14e-07
A.9 2 2.795 11.79029 1.77 0.340 3.62e-06 2.40e-06
A.10 2 2.795 6.72351 2.19 0.003 1.13e-04 5.61e-05
A.11 0 2.395 6.99489 2.16 0.005 8.21e-04 8.98e-04
A.12 1 2.600 6.92488 2.18 0.003 2.92e-04 1.56e-04
A.10 2 2.795 6.72351 2.19 0.003 1.13e-04 5.61e-05
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Figuur A.1: n=2, m=0, a=2.0, =11.96795
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Figuur A.2: n=2, m=1, a=2.0, =11.46905
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Figuur A.3: n=2, m=2, a=2.0, =10.82623
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Figuur A.4: n=2, m=3, a=2.0, =10.01652
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Figuur A.5: n=2, m=4, a=2.0, =8.99860
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Figuur A.6: n=2, m=5, a=2.0, =7.69333
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Figuur A.7: n=2, m=2, a=2.795, =16.36154
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Figuur A.8: n=2, m=2, a=2.795, =14.59893
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Figuur A.9: n=2, m=2, a=2.795, =11.79029
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Figuur A.10: n=2, m=2, a=2.795, =6.72351 (optimale parameterwaarden)
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Figuur A.11: n=2, m=0, a=2.395, =6.99489
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Figuur A.12: n=2, m=1, a=2.600, =6.92488
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Bijlage B
Trainingsgegevens
In deze bijlage vatten we zowel de trainingsgrafieken als de optimale parame-
terwaarden samen. In onderstaande tabel geven we eerst een overzicht van alle
grafieken en tabellen in deze bijlage. Ze worden in hoofdstuk 7 besproken.
figuur algoritme basisfuncties
B.1 MLEM pixels
B.2 MLEM blobs
B.3 OSEM pixels
B.5 OSEM pixels
B.4 OSEM blobs
B.6 OSEM blobs
B.7 RAMLA pixels
B.8 RAMLA blobs
B.9 ART pixels
B.10 ART blobs
B.11 FB
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2D MLEM — pixels
iteraties FOM
tFOM 7 0.8450
SA >50 0.9356
HSD 6 0.8161
CSD 8 0.8130
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Figuur B.1: Training van het aantal iteraties voor 2D MLEM gebaseerd op pixels.
187
2D MLEM — blobs
iteraties FOM
tFOM 18 0.8576
SA >50 0.9343
HSD 9 0.8812
CSD 11 0.8649
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Figuur B.2: Training van het aantal iteraties voor 2D MLEM gebaseerd op blobs.
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1e iteratie — 2D OSEM — pixels
deelverzamelingen FOM
tFOM 7 0.8445
SA 26 0.9322
HSD 6 0.8203
CSD 8 0.8126
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Figuur B.3: Training van het aantal subsets voor 2D OSEM gebaseerd op pixels.
189
1e iteratie — 2D OSEM — blobs
deelverzamelingen FOM
tFOM 17 0.8576
SA 23 0.9268
HSD 8 0.8794
CSD 10 0.8581
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Figuur B.4: Training van het aantal subsets voor 2D OSEM gebaseerd op blobs.
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2e iteratie — 2D OSEM — pixels
deelverzamelingen FOM relevantie
tFOM 1 0.8422 slechter
SA 23 0.9361 0.058
HSD 1 0.8155 slechter
CSD 1 0.8179 0.019
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
0 5 10 15 20 25 30
tF
O
M
aantal iteraties
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
0 5 10 15 20 25 30
SA
aantal iteraties
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
0 5 10 15 20 25 30
H
SD
aantal iteraties
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
0 5 10 15 20 25 30
CS
D
aantal iteraties
Figuur B.5: Training van het aantal subsets voor 2D OSEM gebaseerd op pixels.
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2e iteratie — 2D OSEM — blobs
deelverzamelingen FOM relevantie
tFOM 1 0.8574 slechter
SA 30 0.9339 0.097
HSD 1 0.8822 0.023
CSD 1 0.8571 slechter
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Figuur B.6: Training van het aantal subsets voor 2D OSEM gebaseerd op blobs.
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2D RAMLA — pixels
 FOM
tFOM 0.0326 0.8443
SA 0.2727 0.9366
HSD 0.0285 0.8284
CSD 0.0365 0.8157
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Figuur B.7: Training van  voor 2D RAMLA gebaseerd op pixels.
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2D RAMLA — blobs
 FOM
tFOM 0.0770 0.8579
SA 0.3484 0.9347
HSD 0.0738 0.8801
CSD 0.0736 0.8609
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Figuur B.8: Training van  voor 2D RAMLA gebaseerd op blobs.
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2D ART — pixels
 FOM
tFOM 0.0889 0.8419
SA 0.1805 0.9205
HSD 0.0744 0.8219
CSD 0.1371 0.8199
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Figuur B.9: Training van  voor 2D ART gebaseerd op pixels.
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2D ART — blobs
 FOM
tFOM 0.0699 0.8549
SA 0.1438 0.9213
HSD 0.0336 0.8765
CSD 0.0602 0.8627
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Figuur B.10: Training van  voor 2D ART gebaseerd op blobs.
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Gefilterde Terugprojectie

c
s FOM
tFOM 0.1914 5.22 0.8557
SA 0.2402 4.16 0.9230
HSD 0.2811 3.56 0.8679
CSD 0.2152 4.65 0.8718
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Figuur B.11: Training van de afsnijfrequentie 
c
voor gefilterde terugprojectie.
Bijlage C
Evaluatiegegevens
In deze bijlage geven we een overzicht van alle evaluatietabellen. De sym-
bolen die we in deze tabellen gebruikt hebben worden hieronder verklaard en de
inhoud van de tabellen wordt in hoofdstuk 7 besproken.
symbool significantieniveau betekenis
[+++] 0.0005 methode 1 is heel veel beter dan methode 2
[.++] 0.005 methode 1 is beter dan methode 2
[..+] 0.05 methode 1 is een beetje beter dan methode 2
[...] geen statistisch verschil
[..-] 0.05 methode 2 is een beetje beter dan methode 1
[.--] 0.005 methode 2 is beter dan methode 1
[---] 0.0005 methode 2 is heel veel beter dan methode 1
Tabel C.1: De betekenis van de symbolen in de volgende tabellen.
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tFOM
t-waarden
FB MLEM OSEM RAMLA ART MLEM-BL OSEM-BL RAMLA-BL ART-BL
FB 0.000 9.022 9.603 15.307 22.785 -6.213 -5.697 -8.764 -1.096
MLEM -9.022 0.000 8.548 5.478 8.892 -13.769 -12.157 -17.833 -11.272
OSEM -9.603 -8.548 0.000 4.176 8.077 -14.886 -13.055 -19.163 -11.874
RAMLA -15.307 -5.478 -4.176 0.000 8.529 -18.182 -16.902 -24.075 -20.090
ART -22.785 -8.892 -8.077 -8.529 0.000 -19.274 -19.879 -22.742 -26.634
MLEM-BL 6.213 13.769 14.886 18.182 19.274 0.000 2.350 -3.906 4.926
OSEM-BL 5.697 12.157 13.055 16.902 19.879 -2.350 0.000 -4.260 4.020
RAMLA-BL 8.764 17.833 19.163 24.075 22.742 3.906 4.260 0.000 8.215
ART-BL 1.096 11.272 11.874 20.090 26.634 -4.926 -4.020 -8.215 0.000
significantieniveau
FB MLEM OSEM RAMLA ART MLEM-BL OSEM-BL RAMLA-BL ART-BL
FB [...] [+++] [+++] [+++] [+++] [---] [---] [---] [...]
MLEM [---] [...] [+++] [+++] [+++] [---] [---] [---] [---]
OSEM [---] [---] [...] [.++] [+++] [---] [---] [---] [---]
RAMLA [---] [---] [.--] [...] [+++] [---] [---] [---] [---]
ART [---] [---] [---] [---] [...] [---] [---] [---] [---]
MLEM-BL [+++] [+++] [+++] [+++] [+++] [...] [..+] [.--] [+++]
OSEM-BL [+++] [+++] [+++] [+++] [+++] [..-] [...] [.--] [.++]
RAMLA-BL [+++] [+++] [+++] [+++] [+++] [.++] [.++] [...] [+++]
ART-BL [...] [+++] [+++] [+++] [+++] [---] [.--] [---] [...]
relevantie (in %)
FB MLEM OSEM RAMLA ART MLEM-BL OSEM-BL RAMLA-BL ART-BL
FB -0.00 4.74 5.01 6.03 8.91 -1.67 -1.37 -2.09 -0.15
MLEM -4.74 -0.00 0.28 1.36 4.38 -6.33 -6.05 -6.73 -4.88
OSEM -5.01 -0.28 -0.00 1.08 4.11 -6.59 -6.31 -7.00 -5.15
RAMLA -6.03 -1.36 -1.08 -0.00 3.06 -7.60 -7.32 -8.00 -6.17
ART -8.91 -4.38 -4.11 -3.06 -0.00 -10.43 -10.16 -10.81 -9.05
MLEM-BL 1.67 6.33 6.59 7.60 10.43 -0.00 0.30 -0.43 1.52
OSEM-BL 1.37 6.05 6.31 7.32 10.16 -0.30 -0.00 -0.73 1.22
RAMLA-BL 2.09 6.73 7.00 8.00 10.81 0.43 0.73 -0.00 1.95
ART-BL 0.15 4.88 5.15 6.17 9.05 -1.52 -1.22 -1.95 -0.00
finale volgorde
methode FOM relevantie (in %) significantieniveau
RAMLA-Blo 0.8551 0.00
MLEM-Blo 0.8544 0.43 < 0:005
OSEM-Blo 0.8540 0.74 < 0:005
ART-Blo 0.8522 1.95 < 0:0005
FB 0.8520 2.09 < 0:0005
MLEM-Pix 0.8446 6.73 < 0:0005
OSEM-Pix 0.8442 7.00 < 0:0005
RAMLA-Pix 0.8425 8.00 < 0:0005
ART-Pix 0.8375 10.81 < 0:0005
Tabel C.2: Een vergelijkende studie van reconstructiemethoden voor tFOM.
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SA
t-waarden
FB MLEM OSEM RAMLA ART MLEM-BL OSEM-BL RAMLA-BL ART-BL
FB 0.000 -14.970 -13.633 -9.513 15.453 -6.237 -9.179 -12.088 5.997
MLEM 14.970 0.000 -6.495 -5.441 22.346 7.832 4.786 -6.093 13.383
OSEM 13.633 6.495 0.000 -3.716 17.567 7.660 6.651 -2.189 14.808
RAMLA 9.513 5.441 3.716 0.000 13.114 6.329 5.676 2.222 11.215
ART -15.453 -22.346 -17.567 -13.114 0.000 -19.103 -21.085 -15.580 -10.441
MLEM-BL 6.237 -7.832 -7.660 -6.329 19.103 0.000 -4.781 -7.375 6.913
OSEM-BL 9.179 -4.786 -6.651 -5.676 21.085 4.781 0.000 -6.527 9.142
RAMLA-BL 12.088 6.093 2.189 -2.222 15.580 7.375 6.527 0.000 14.429
ART-BL -5.997 -13.383 -14.808 -11.215 10.441 -6.913 -9.142 -14.429 0.000
significantieniveau
FB MLEM OSEM RAMLA ART MLEM-BL OSEM-BL RAMLA-BL ART-BL
FB [...] [---] [---] [---] [+++] [---] [---] [---] [+++]
MLEM [+++] [...] [---] [---] [+++] [+++] [+++] [---] [+++]
OSEM [+++] [+++] [...] [.--] [+++] [+++] [+++] [..-] [+++]
RAMLA [+++] [+++] [.++] [...] [+++] [+++] [+++] [..+] [+++]
ART [---] [---] [---] [---] [...] [---] [---] [---] [---]
MLEM-BL [+++] [---] [---] [---] [+++] [...] [---] [---] [+++]
OSEM-BL [+++] [---] [---] [---] [+++] [+++] [...] [---] [+++]
RAMLA-BL [+++] [+++] [..+] [..-] [+++] [+++] [+++] [...] [+++]
ART-BL [---] [---] [---] [---] [+++] [---] [---] [---] [...]
relevantie (in %)
FB MLEM OSEM RAMLA ART MLEM-BL OSEM-BL RAMLA-BL ART-BL
FB -0.00 -8.63 -13.45 -17.47 8.48 -3.83 -6.32 -15.12 2.06
MLEM 8.63 -0.00 -5.27 -9.67 16.38 5.00 2.47 -7.10 10.52
OSEM 13.45 5.27 -0.00 -4.64 20.79 10.01 7.62 -1.92 15.24
RAMLA 17.47 9.67 4.64 -0.00 24.46 14.18 11.90 2.77 19.17
ART -8.48 -16.38 -20.79 -24.46 -0.00 -11.98 -14.26 -22.31 -6.55
MLEM-BL 3.83 -5.00 -10.01 -14.18 11.98 -0.00 -2.59 -11.74 5.81
OSEM-BL 6.32 -2.47 -7.62 -11.90 14.26 2.59 -0.00 -9.40 8.25
RAMLA-BL 15.12 7.10 1.92 -2.77 22.31 11.74 9.40 -0.00 16.87
ART-BL -2.06 -10.52 -15.24 -19.17 6.55 -5.81 -8.25 -16.87 -0.00
finale volgorde
methode FOM relevantie (in %) significantieniveau
RAMLA-Pix 0.9358 0.00
RAMLA-Blo 0.9340 2.77 < 0:05
OSEM-Pix 0.9327 4.64 < 0:005
MLEM-Pix 0.9289 9.67 < 0:0005
OSEM-Blo 0.9271 11.90 < 0:0005
MLEM-Blo 0.9252 14.18 < 0:0005
FB 0.9222 17.47 < 0:0005
ART-Blo 0.9206 19.17 < 0:0005
ART-Pix 0.9150 24.46 < 0:0005
Tabel C.3: Een vergelijkende studie van reconstructiemethoden voor SA.
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HSD
t-waarden
FB MLEM OSEM RAMLA ART MLEM-BL OSEM-BL RAMLA-BL ART-BL
FB 0.000 1.038 1.164 1.367 1.676 -2.034 -1.972 -3.009 -3.154
MLEM -1.038 0.000 0.448 1.430 2.691 -2.224 -2.399 -2.502 -2.453
OSEM -1.164 -0.448 0.000 0.738 2.124 -2.343 -2.519 -2.703 -2.677
RAMLA -1.367 -1.430 -0.738 0.000 1.340 -2.738 -2.984 -3.038 -2.947
ART -1.676 -2.691 -2.124 -1.340 0.000 -2.888 -3.098 -3.299 -3.254
MLEM-BL 2.034 2.224 2.343 2.738 2.888 0.000 -0.380 -0.388 -0.105
OSEM-BL 1.972 2.399 2.519 2.984 3.098 0.380 0.000 -0.158 0.025
RAMLA-BL 3.009 2.502 2.703 3.038 3.299 0.388 0.158 0.000 0.241
ART-BL 3.154 2.453 2.677 2.947 3.254 0.105 -0.025 -0.241 0.000
significantieniveau
FB MLEM OSEM RAMLA ART MLEM-BL OSEM-BL RAMLA-BL ART-BL
FB [...] [...] [...] [...] [...] [..-] [..-] [..-] [.--]
MLEM [...] [...] [...] [...] [..+] [..-] [..-] [..-] [..-]
OSEM [...] [...] [...] [...] [..+] [..-] [..-] [..-] [..-]
RAMLA [...] [...] [...] [...] [...] [..-] [..-] [..-] [..-]
ART [...] [..-] [..-] [...] [...] [..-] [..-] [.--] [.--]
MLEM-BL [..+] [..+] [..+] [..+] [..+] [...] [...] [...] [...]
OSEM-BL [..+] [..+] [..+] [..+] [..+] [...] [...] [...] [...]
RAMLA-BL [..+] [..+] [..+] [..+] [.++] [...] [...] [...] [...]
ART-BL [.++] [..+] [..+] [..+] [.++] [...] [...] [...] [...]
relevantie (in %)
FB MLEM OSEM RAMLA ART MLEM-BL OSEM-BL RAMLA-BL ART-BL
FB -0.00 11.90 12.55 14.23 16.29 -13.32 -13.87 -14.36 -13.76
MLEM -11.90 -0.00 0.74 2.64 4.99 -23.63 -24.12 -24.55 -24.02
OSEM -12.55 -0.74 -0.00 1.91 4.28 -24.20 -24.68 -25.11 -24.59
RAMLA -14.23 -2.64 -1.91 -0.00 2.41 -25.65 -26.12 -26.54 -26.03
ART -16.29 -4.99 -4.28 -2.41 -0.00 -27.44 -27.90 -28.31 -27.81
MLEM-BL 13.32 23.63 24.20 25.65 27.44 -0.00 -0.64 -1.20 -0.51
OSEM-BL 13.87 24.12 24.68 26.12 27.90 0.64 -0.00 -0.57 0.12
RAMLA-BL 14.36 24.55 25.11 26.54 28.31 1.20 0.57 -0.00 0.69
ART-BL 13.76 24.02 24.59 26.03 27.81 0.51 -0.12 -0.69 -0.00
finale volgorde
methode FOM relevantie (in %) significantieniveau
RAMLA-Blo 0.8617 0.00
OSEM-Blo 0.8609 0.57
ART-Blo 0.8607 0.69
MLEM-Blo 0.8600 1.20
FB 0.8385 14.36 < 0:05
MLEM-Pix 0.8167 24.55 < 0:05
OSEM-Pix 0.8153 25.11 < 0:05
RAMLA-Pix 0.8116 26.54 < 0:005
ART-Pix 0.8070 28.31 < 0:005
Tabel C.4: Een vergelijkende studie van reconstructiemethoden voor HSD.
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CSD
t-waarden
FB MLEM OSEM RAMLA ART MLEM-BL OSEM-BL RAMLA-BL ART-BL
FB 0.000 3.239 3.428 3.288 4.384 0.358 0.045 0.750 0.793
MLEM -3.239 0.000 0.792 0.562 3.877 -2.847 -3.151 -3.300 -3.136
OSEM -3.428 -0.792 0.000 0.109 2.890 -3.056 -3.385 -3.478 -3.274
RAMLA -3.288 -0.562 -0.109 0.000 2.867 -2.976 -3.266 -3.404 -3.214
ART -4.384 -3.877 -2.890 -2.867 0.000 -3.880 -4.261 -4.627 -4.370
MLEM-BL -0.358 2.847 3.056 2.976 3.880 0.000 -0.836 0.379 0.512
OSEM-BL -0.045 3.151 3.385 3.266 4.261 0.836 0.000 0.750 0.821
RAMLA-BL -0.750 3.300 3.478 3.404 4.627 -0.379 -0.750 0.000 0.297
ART-BL -0.793 3.136 3.274 3.214 4.370 -0.512 -0.821 -0.297 0.000
significantieniveau
FB MLEM OSEM RAMLA ART MLEM-BL OSEM-BL RAMLA-BL ART-BL
FB [...] [.++] [.++] [.++] [.++] [...] [...] [...] [...]
MLEM [.--] [...] [...] [...] [.++] [..-] [.--] [.--] [.--]
OSEM [.--] [...] [...] [...] [..+] [..-] [.--] [.--] [.--]
RAMLA [.--] [...] [...] [...] [..+] [..-] [.--] [.--] [.--]
ART [.--] [.--] [..-] [..-] [...] [.--] [.--] [---] [.--]
MLEM-BL [...] [..+] [..+] [..+] [.++] [...] [...] [...] [...]
OSEM-BL [...] [.++] [.++] [.++] [.++] [...] [...] [...] [...]
RAMLA-BL [...] [.++] [.++] [.++] [+++] [...] [...] [...] [...]
ART-BL [...] [.++] [.++] [.++] [.++] [...] [...] [...] [...]
relevantie (in %)
FB MLEM OSEM RAMLA ART MLEM-BL OSEM-BL RAMLA-BL ART-BL
FB -0.00 29.69 30.46 30.62 35.56 1.52 0.16 3.12 3.67
MLEM -29.69 -0.00 1.09 1.32 8.35 -28.60 -29.58 -27.42 -27.01
OSEM -30.46 -1.09 -0.00 0.23 7.33 -29.39 -30.35 -28.22 -27.81
RAMLA -30.62 -1.32 -0.23 -0.00 7.12 -29.55 -30.50 -28.38 -27.97
ART -35.56 -8.35 -7.33 -7.12 -0.00 -34.56 -35.45 -33.48 -33.10
MLEM-BL -1.52 28.60 29.39 29.55 34.56 -0.00 -1.36 1.63 2.19
OSEM-BL -0.16 29.58 30.35 30.50 35.45 1.36 -0.00 2.97 3.52
RAMLA-BL -3.12 27.42 28.22 28.38 33.48 -1.63 -2.97 -0.00 0.57
ART-BL -3.67 27.01 27.81 27.97 33.10 -2.19 -3.52 -0.57 -0.00
finale volgorde
methode FOM relevantie (in %) significantieniveau
FB 0.8828 0.00
OSEM-Blo 0.8826 0.16
MLEM-Blo 0.8810 1.52
RAMLA-Blo 0.8791 3.12
ART-Blo 0.8784 3.67
MLEM-Pix 0.8334 29.69 < 0:005
OSEM-Pix 0.8315 30.46 < 0:005
RAMLA-Pix 0.8311 30.62 < 0:005
ART-Pix 0.8182 35.56 < 0:005
Tabel C.5: Een vergelijkende studie van reconstructiemethoden voor CSD.
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