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Abstract
Let T(n,d) be the set of trees on n vertices with diameter d. In this paper, the first
⌊
d
2
⌋
+ 1 Laplacian
spectral radii of trees in the set T(n,d) (3  d  n − 3) are characterized.
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1. Introduction
In this paper, we consider only connected finite graphs and, in particular, trees. Let G =
(V (G),E(G)) be a graph on vertex set V (G) = {v1, v2, . . . , vn}. Its adjacency matrix is defined
to be the n × n matrix A(G) = (aij ), where aij = 1 if vi is adjacent to vj ; and aij = 0, otherwise.
It follows immediately that if G is a simple graph, then A(G) is a real symmetric (0, 1) matrix in
which every diagonal entry is zero, all of its eigenvalues are real. We call the largest eigenvalue
of A(G) the spectral radius of the graph G.
Let d(vi) denote the degree of the vertex vi ∈ V (G) (i = 1, 2, . . . , n). The Laplacian matrix
L(G) = D(G) − A(G) is the difference of D(G) = diag(d(v1), d(v2), . . . , d(vn)), the diago-
nal matrix of vertex degrees, and the adjacency matrix. It is well known that L(G) is positive
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semidefinite symmetric and singular. Moreover, since G is connected, L(G) is irreducible. Denote
its eigenvalues by
µ1(G)  µ2(G)  · · ·  µn(G) = 0,
which are always enumerated in non-increasing order and repeated according to their multiplicity.
Fiedler [3] showed that the second smallest eigenvalue µn−1(G) of L(G) is 0 if and only if G is
disconnected. Thus the second smallest eigenvalue of L(G) is popularly known as the algebraic
connectivity of G. The largest eigenvalue µ1(G) of L(G) is usually called the Laplacian spectral
radius of the graph G, denoted by µ(G). Recent discoveries indicate that the Laplacian spectral
radius of trees plays an important role in the theory of the photoelectron spectra of saturated
hydrocarbons (see [9,10] and the references therein).
Throughout this paper, we shall denote by(B) = (B; x) = det(xI − B) the characteristic
polynomial of the square matrix B. In particular, if B = L(G), we write (L(G)) by (G; x) or
simply by (G). If v ∈ V (G), let Lv(G) be the principal submatrix of L(G) formed by deleting
the row and column corresponding to vertex v.
Let T(n,d) be the set of trees on n vertices with diameter d. In [11], Kirkland and Neumann
provided a lower bound on the algebraic connectivity over all such trees. Furthermore, in [2],
Fallat and Kirkland determined the trees with the maximum and minimum algebraic connectivity
in the set T(n,d), respectively.
Recently, the first
⌊
d
2
⌋+ 1 spectral radii of trees in the set T(n,d) (3  d  n − 4) were given
[6], where ⌊ d2⌋ denotes the largest integer no more than d2 . In this paper, the first ⌊ d2⌋+ 1 Laplacian
spectral radii of trees in the set T(n,d) (3  d  n − 3) are characterized.
2. Preliminaries
In this section, we list some known results which will be used in this paper.
Let G be a graph and let G′ = G + e be the graph obtained from G by inserting a new edge
e into G. It follows by the well-known Courant–Weyl inequalities [1, Theorem 2.1] that the
following is true.
Lemma 2.1. The Laplacian eigenvalues of G and G′ interlace, that is,
µ1(G
′)  µ1(G)  µ2(G′)  µ2(G)  · · ·  µn(G′) = µn(G) = 0.
From Lemma 2.1, we immediately have the following:
Corollary 2.1. If G1 is a subgraph of the graph G, then µ(G1)  µ(G).
Lemma 2.2 [13]. Let G be a graph. Then
µ(G)  max{di + mi : vi ∈ V (G)},
where mi =
∑
vi vj ∈E d(vj )
d(vi )
is the average of the degrees of the vertices of G adjacent to vi, which
is called average 2-degree of vertex vi .
Lemma 2.3 [12]. Let G be a connected graph on n vertices with at least one edge, then µ(G) 
(G) + 1, where (G) is the maximum degree of the graph G, with equality if and only if
(G) = n − 1.
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An internal path of a graph G is a sequence of vertices v1, v2, . . . , vk with k  2 such that:
(1) The vertices in the sequence are distinct (except possibly v1 = vk);
(2) vi is adjacent to vi+1, (i = 1, 2, . . . , k − 1);
(3) The vertex degrees d(vi) satisfy d(v1)  3, d(v2) = · · · = d(vk−1) = 2 (unless k = 2) and
d(vk)  3.
Lemma 2.4 [4]. Suppose that v1v2 · · · vk is an internal path of a tree T . Let T˜ be the tree obtained
from T by identifying the entire path and deleting the loops. Then µ(T˜ ) > µ(T ).
From Corollary 2.1 and Lemma 2.4, we have
Corollary 2.2. Let u be a vertex of a tree T with degree d(u)  3 and suppose that uv1, uv2, . . . ,
uvk (k  d(u)) are edges of T . Let Ti be the connected component (which is of course a subtree
of T ) of T − uvi containing the vertex vi (i = 1, . . . , k). Write |V (Ti)| = ni and n∗ = ∑ki=1 ni.
Let T̂ be the tree obtained from the subgraph of T induced by the vertex subset V (T )\⋃ki=1 V (Ti)
by attaching n∗ new pendant edges at the vertex u. Then we have µ(T )  µ(T̂ ), with equality if
and only if T̂ = T .
Lemma 2.5 [14]. Suppose that uv is an edge on an internal path of a tree T . Let Tuv be the graph
obtained from T by the subdivision of the edge uv (i.e., by deleting the edge uv, adding a new
vertex w and two new edges uw and wv). Then µ(T ) > µ(Tuv).
If G = v, then define (Lv(G)) = 1. We have the following:
Lemma 2.6 [5]. Let G = G1u : vG2 be the graph obtained by joining the vertex u of the graph
G1 to the vertex v of the graph G2 by an edge. Then
(G) = (G1)(G2) − (G1)(Lv(G2)) − (G2)(Lu(G1)).
Lemma 2.7 [7,14]. Let v be a vertex of a tree T with at least two vertices. Let Tk,l (k  l  1)
be the tree obtained from T by attaching two new paths P : vv1v2 · · · vk and Q : vu1u2 · · · ul
of length k and l, respectively, at v, where v1, v2, . . . , vk and u1, u2, . . . , ul are distinct new
vertices. Let Tk+1,l−1 = Tk,l − ul−1ul + vkul. Then
µ(Tk+1,l−1) < µ(Tk,l).
Let NG(u) = {w : w ∈ V (G), wu ∈ E(G)}. We have
Lemma 2.8 [7]. Let u, v be two vertices of a tree T . Suppose that v1, v2, . . . , vs (1  s  d(v))
andu1, u2, . . . , ut (1  t  d(u)) are some vertices ofNT (v)\NT (u) andNT (u)\NT (v), respec-
tively. Let
Tu = T − vv1 − vv2 − · · · − vvs + uv1 + uv2 + · · · + uvs
and
Tv = T − uu1 − uu2 − · · · − uut + vu1 + vu2 + · · · + vut ,
respectively. If both Tu and Tv are trees, then we have either µ(Tu) > µ(T ) or µ(Tv) > µ(T ).
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Let Bn = Lv(Pn+1) (n  1), where Pn+1 is a path on n + 1 vertices and v is one of end vertices
of Pn+1. Then
Lemma 2.9 [8]. Set (P0) = 0, (B0) = 1. We have
(1) (Pn+1) = (x − 2)(Pn) − (Pn−1), (n  1);
(2) (Pm)(Pn) − (Pm−1)(Pn+1) = (Pm−1)(Pn−1) − (Pm−2)(Pn),
(m  2, n  1, x /= 2);
(3) x(Bn) = (Pn+1) + (Pn).
The following result can be readily obtained from Lemma 2.9.
Corollary 2.3. For m  2, n  1 and x /= 0, 2, we have
(a) (Bm)(Pn) − (Bm−1)(Pn+1) = (Bm−1)(Pn−1) − (Bm−2)(Pn);
(b) (Bm)(Bn) − (Bm−1)(Bn+1) = (Bm−1)(Bn−1) − (Bm−2)(Bn).
3. The Laplacian spectral radius of trees with fixed diameter
In this section, we will give the first
⌊
d
2
⌋+ 1 Laplacian spectral radii of trees in the set
T(n,d) (3 d  n − 3). For this purpose, we first introduce several subsets
(
T ′(n,d), T
∗
(n,d) and T˜(n,d)
)
of the set T(n,d) of trees.
Let n, d, i be integers with 2  i  d  n − 2. Let T(n,d)(i) be the tree on n vertices (with
diameter d) obtained from a path Pd+1 : v1v2 · · · vdvd+1 (of length d) by attaching n − d − 1
new pendant edges vivd+2, vivd+3, . . . , vivn to the vertex vi (see Fig. 1). It is easy to see that
T(n,d)(i) = T(n,d)(d + 2 − i) (2  i  d).
Let
T ′(n,d) = {T(n,d)(i) : i = 2, 3, . . . , d}
be a subset of T(n,d) and let
T ′ = T(n,d)
(⌊
d
2
⌋
+ 1
)
.
Let T ∗(n,d)(i) (3  i  d − 1) be the tree on n vertices (with diameter d) obtained from a path
Pd+1 : v1v2 · · · vdvd+1 (of length d) by attaching a new path P3 : vivd+2vd+3 (of length 2) and
Fig. 1. T(n,d)(i) and T ∗(n,d)(i).
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n − d − 3 new pendant edges vivd+4, vivd+5, . . . , vivn to the vertex vi , respectively (see Fig. 1).
Then it is easy to see that
T ∗(n,d)(i) = T ∗(n,d)(d + 2 − i) (3  i  d − 1)
Let
T ∗(n,d) =
{
T ∗(n,d)(i) : i = 3, 4, . . . , d − 1
}
be a subset of T(n,d) and let
T ∗ = T ∗(n,d)
(⌊
d
2
⌋
+ 1
)
.
Let T˜(n,d)(i) be the tree on n vertices (with diameter d) obtained from a path Pd+1 : v1v2 · · ·
vi · · · vdvd+1 (of length d) and a star K1,n−d−2 by an edge joining the vertex vi (3  i 
d − 1) of Pd+1 and the center vd+2 of the star K1,n−d−2 (see Fig. 2). Then it is easy to see
that
T˜(n,d)(i) = T˜(n,d)(d − i + 2) for 3  i  d − 1
Let
T˜(n,d) = {T˜(n,d)(i) : i = 3, 4, . . . , d − 1}
be a subset of T(n,d) and let
T˜ = T˜(n,d)
(⌊
d
2
⌋
+ 1
)
.
Lemma 3.1. For any 2  j < i 
⌊
d
2
⌋+ 1, we have µ(T(n,d)(i)) > µ(T(n,d)(j)). Therefore,
for any tree T ∈ T ′(n,d), µ(T )  µ(T ′), with equality if and only if T is isomorphic to T ′.
Proof. In order to obtain the desired result, we only need to prove the case j = i − 1. Take
v = vi and take the two paths P = v1v2 · · · vi and Q = vivi+1 · · · vd+1 in Lemma 2.7, we obtain
the desired result. 
Corollary 3.1. The first ⌊ d2⌋ trees in the set T(n,d) with n = d + 2 by their Laplacian spectral
radii are as follows:
T ′ = T(n,d)
(⌊
d
2
⌋
+ 1
)
, T(n,d)
(⌊
d
2
⌋)
, . . . , T(n,d)(3), T(n,d)(2).
Fig. 2. T˜(n,d)(i).
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By reasoning similar to that of Lemma 3.1, we obtain the following two results:
Lemma 3.2. For any 3  j < i 
⌊
d
2
⌋+ 1, we have µ(T ∗(n,d)(i)) > µ(T ∗(n,d)(j)). Therefore,
for any tree T ∈ T ∗(n,d), µ(T )  µ(T ∗), with equality if and only if T is isomorphic to T ∗.
Lemma 3.3. For any 3  j < i 
⌊
d
2
⌋+ 1, we have µ(T˜(n,d)(i)) > µ(T˜(n,d)(j)). Therefore,
for any tree T ∈ T˜(n,d), µ(T )  µ(T˜ ), with equality if and only if T is isomorphic to T˜ .
Lemma 3.4. For d  4 and n  d + 3, we have
µ(T ∗)  µ(T˜ )
with equality if and only if n = d + 3.
Proof. If n = d + 3, it is easy to see that T ∗ = T˜ . Then we have µ(T ∗) = µ(T˜ ). In the following,
we suppose that n  d + 4. Consider the tree T˜ . Note that d(v⌊ d
2
⌋
+1
) = 3 and d(vd+2)  3. We
have from Lemma 2.4 that
µ(T˜ ) < µ
(
T(n−1,d)
(⌊
d
2
⌋
+ 1
))
.
Combining the above inequality with Corollary 2.1, we have
µ(T˜ ) < µ
(
T(n−1,d)
(⌊
d
2
⌋
+ 1
))
 µ(T ∗).
The proof is complete. 
Let n, d, i, j be integers with i /= j and 2  i, j  d  n − 3. Next, we introduce another
subset T ′′(n,d) of the set T(n,d) of trees. Let T(n,d)(i, j) be the tree on n vertices (with diameter d)
obtained from a path Pd+1 : v1v2 · · · vdvd+1 (of length d) by attaching n − d − 2 new pendant
edges vivd+2, vivd+3, . . . , vivn−1 to vi and a new pendant edge vjvn to vj , respectively (see Fig.
3). It is obvious that
T(n,d)(i, j) = T(n,d)(d + 2 − i, d + 2 − j) (2  i, j  d).
So without loss of generality, we may always assume in the following that i < j for T(n,d)(i, j).
Let
T ′′(n,d) = {T(n,d)(i, j) : 2  i < j  d}
be a subset of T(n,d) and let
T ′′ = T(n,d)
(⌊
d
2
⌋
+ 1,
⌊
d
2
⌋
+ 2
)
.
Fig. 3. T(n,d)(i, j).
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Lemma 3.5. For any 2  i < j  d  n − 3, we have
µ(T(n,d)(i, j))  µ(T ′′),
with equality if and only if T(n,d)(i, j) is isomorphic to T ′′.
Proof. In order to prove the result, we need to prove the following:
(1) For d  j  i + 2,
µ(T(n,d)(i, j)) < µ(T(n,d)(i, i + 1));
(2) For 2  i  ⌊ d2⌋,
µ(T(n,d)(i, i + 1))  µ(T(n,d)(i + 1, i + 2)),
with equality if and only if n = d + 3 and d = 2i (in this case, T(n,d)(i, j) is isomorphic to
T ′′);
(3) For d − 2  i  ⌊ d2⌋+ 1,
µ
(
T(n,d)(i, i + 1)
)
> µ
(
T(n,d)(i + 1, i + 2)
)
.
We first prove that the condition (1) holds. Note that the tree T(n,d)(i, j) can be obtained from
T(n−1,d−1)(i, j − 1) by the subdivision of the edge vivi+1 in an internal path vivi+1 · · · vj−1 of
T(n−1,d−1)(i, j − 1), and T(n−1,d−1)(i, j − 1) is a proper subgraph of T(n,d)(i, j − 1). So by using
Lemma 2.5 and Corollary 2.1, we have for j  i + 2,
µ
(
T(n,d)(i, j)
)
< µ
(
T(n−1,d−1)(i, j − 1)
)
 µ
(
T(n,d)(i, j − 1)
)
.
Thus by induction on j − i, we finally have for j  i + 2,
µ
(
T(n,d)(i, j)
)
< µ
(
T(n,d)(i, i + 1)
)
.
The proof of condition (1) is complete.
Secondly, we prove that condition (2) holds. Applying Lemma 2.6 two times to T(n,d)(i, i + 1)
(in the first time, take u = vi and v = vi+1; in the second time, take u = vi−1 and v = vi), we
have
(T(n,d)(i, i + 1))
= [(Pi−1)(K1,n−d−2) − (x − 1)n−d−2(Pi−1) − (Bi−2)(K1,n−d−2)]
× [(Pd−i+2) − (x − 1)(Bd−i )]− (x − 1)n−d−2(Bi−1)(Pd−i+2)
= (K1,n−d−2)(Pi−1)(Pd−i+2) − (x − 1)(K1,n−d−2)(Pi−1)(Bd−i )
− (x − 1)n−d−2(Pi−1)(Pd−i+2) + (x − 1)n−d−1(Pi−1)(Bd−i )
− (K1,n−d−2)(Bi−2)(Pd−i+2) + (x − 1)(K1,n−d−2)(Bi−2)(Bd−i )
− (x − 1)n−d−2(Bi−1)(Pd−i+2).
By similar reasoning as above, we have
(T(n,d)(i + 1, i + 2))
= [(Pi)(K1,n−d−2) − (x − 1)n−d−2(Pi) − (Bi−1)(K1,n−d−2)]
× [(Pd−i+1) − (x − 1)(Bd−i−1)]− (x − 1)n−d−2(Bi)(Pd−i+1)
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= (K1,n−d−2)(Pi)(Pd−i+1) − (x − 1)(K1,n−d−2)(Pi)(Bd−i−1)
− (x − 1)n−d−2(Pi)(Pd−i+1) + (x − 1)n−d−1(Pi)(Bd−i−1)
− (K1,n−d−2)(Bi−1)(Pd−i+1) − (x − 1)n−d−2(Bi)(Pd−i+1)
+ (x − 1)(K1,n−d−2)(Bi−1)(Bd−i−1).
Thus, from the above two equations, we have
(T(n,d)(i, i + 1)) − (T(n,d)(i + 1, i + 2))
= (K1,n−d−2)
[
(Pi−1)(Pd−i+2) − (Pi)(Pd−i+1)
]
+ (x − 1)(K1,n−d−2)
[
(Pi)(Bd−i−1) − (Pi−1)(Bd−i )
]
+ (x − 1)n−d−2[(Pi)(Pd−i+1) − (Pi−1)(Pd−i+2)]
+ (x − 1)n−d−1[(Pi−1)(Bd−i ) − (Pi)(Bd−i−1)]
+ (K1,n−d−2)
[
(Bi−1)(Pd−i+1) − (Bi−2)(Pd−i+2)
]
+ (x − 1)(K1,n−d−2)
[
(Bi−2)(Bd−i ) − (Bi−1)(Bd−i−1)
]
+ (x − 1)n−d−2[(Bi)(Pd−i+1) − (Bi−1)(Pd−i+2)].
Furthermore, from (2) of Lemma 2.9 and Corollary 2.3, we have for 2  i  ⌊ d2⌋ and x /= 2,
(T(n,d)(i, i + 1)) − (T(n,d)(i + 1, i + 2))
= −x(K1,n−d−2)(Pd−2i+2) + x(x − 1)(K1,n−d−2)(Bd−2i )
+ x(x − 1)n−d−2(Pd−2i+2) − x(x − 1)n−d−1(Bd−2i )
+ (K1,n−d−2)
[
(x − 1)(Pd−2i+3) − (Pd−2i+4)
]
+ (x − 1)(K1,n−d−2)
[
(Bd−2i+2) − (x − 1)(Bd−2i+1)
]
+ (x − 1)n−d−2[(x − 1)(Pd−2i+2) − (Pd−2i+3)].
Combining the above equation with (1) and (3) of Lemma 2.9, we have for x  µ(T(n,d)(i, i +
1)
)
 n − d + 1,
(T(n,d)(i, i + 1)) − (T(n,d)(i + 1, i + 2))
= (K1,n−d−2)[−(x − 1)(Pd−2i+1) + x(Pd−2i )]
+ (x − 1)n−d−2[x(x − 2)(Pd−2i+1) − 2x(Pd−2i )]
= x(x − 1)n−d−3[(n − d − 3)(x − 1)(Pd−2i+1)
+ (x2 − nx + dx − x + 2)(Pd−2i )]
 0
with equality if and only if n = d + 3 and d = 2i.
Thus, we have
µ(T(n,d)(i, i + 1))  µ(T(n,d)(i + 1, i + 2))
with equality if and only if n = d + 3 and d = 2i. The proof of (2) is complete.
By similar reasoning as above, we can prove that (3) holds. 
Lemma 3.6. For n  d + 3  7, we have µ(T ′′) > µ(T ∗).
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Proof. Applying Lemma 2.6 several times to T ∗ and T ′′, respectively, we have
(T ∗) − (T ′′) = x(x − 1)n−d−2
(
B
d−
⌊
d
2
⌋
−1
)

(
B⌊ d
2
⌋
+1
)
− (n − d − 2)x2(x − 1)n−d−3
(
B
d−
⌊
d
2
⌋
−1
)

(
B⌊ d
2
⌋)
− x(x − 1)n−d−3
(
B⌊ d
2
⌋
+1
)

(
P
d−
⌊
d
2
⌋)
+ x(x − 1)n−d−3
(
B⌊ d
2
⌋
+1
)

(
B
d−
⌊
d
2
⌋
−1
)
+ (n − d − 3)x2(x − 1)n−d−4
(
B⌊ d
2
⌋)(P
d−
⌊
d
2
⌋)
− (n − d − 3)x2(x − 1)n−d−4
(
B⌊ d
2
⌋)(B
d−
⌊
d
2
⌋
−1
)
+ x(x − 1)n−d−3
(
P
d−
⌊
d
2
⌋)(B⌊ d
2
⌋)
= x(x − 1)n−d−3
(
B⌊ d
2
⌋
+1
)[
x
(
B
d−
⌊
d
2
⌋
−1
)
− 
(
P
d−
⌊
d
2
⌋)]
− x(nx − dx − 2x − 1)(x − 1)n−d−4
(
B⌊ d
2
⌋)[x(B
d−
⌊
d
2
⌋
−1
)
− 
(
P
d−
⌊
d
2
⌋)].
From (3) of Lemma 2.9, we have
(T ∗) − (T ′′) = x(x − 1)n−d−3
(
B⌊ d
2
⌋
+1
)

(
P
d−
⌊
d
2
⌋
−1
)
− x(nx − dx − 2x − 1)(x − 1)n−d−4
(
B⌊ d
2
⌋)(P
d−
⌊
d
2
⌋
−1
)
= x
x − 1
(
P
d−
⌊
d
2
⌋
−1
)[
(x − 1)n−d−2
(
B⌊ d
2
⌋
+1
)
− (n − d − 2)x(x − 1)n−d−3
(
B⌊ d
2
⌋)]
+ x(x − 1)n−d−4
(
B⌊ d
2
⌋)(P
d−
⌊
d
2
⌋
−1
)
. (3.1)
LetL1(T ′′) be the matrix obtained fromL(T ′′) by deleting the rows and columns corresponding
to vertices v⌊ d
2
⌋
+2, . . . , vd+1 and vn. It is easy to see that
(L1(T
′′)) = (x − 1)n−d−2
(
B⌊ d
2
⌋
+1
)
− (n − d − 2)x(x − 1)n−d−3
(
B⌊ d
2
⌋).
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Substituting the above equation into Eq. (3.1), we have
(T ∗) − (T ′′) = x
x − 1
(
P
d−
⌊
d
2
⌋
−1
)
(L1(T
′′))
+ x(x − 1)n−d−4
(
B⌊ d
2
⌋)(P
d−
⌊
d
2
⌋
−1
)
> 0
for x  µ(T ∗).
Thus we have µ(T ′′) > µ(T ∗). The proof is complete. 
Lemma 3.7. For any treeT ∈ T(n,d)\{T ′(n,d)}withn  d + 3 andd  3,we haveµ(T )  µ(T ′′),
with equality if and only if T is isomorphic to T ′′.
Proof. Since T ∈ T(n,d), there exists a path, say Pd+1 : v1v2 · · · vdvd+1, of length d of T and
d(v1) = d(vd+1) = 1. And since n  d + 3, there exists at least one vertex, say vi(2  i  d),
such that d(vi)  3. We distinguish the following two cases:
Case 1. There exist at least two distinct vertices of v2, v3, . . . , vd (say, vi1 , . . . , vik with k  2)
having degree at least 3. By applying Corollary 2.2 to each vertex vij of T , (j = 1, . . . , k). we
can construct a tree T1 which is obtained from Pd+1 by attaching suitable stars at the vertices
vi1 , . . . , vik such that
µ(T )  µ(T1), (3.2)
with equality if and only if T = T1.
By applying Lemma 2.8 several times to T1, we can further construct a tree T2 which is of the
similar type as T1 in the special case k = 2 such that
µ(T1)  µ(T2), (3.3)
with equality if and only if T1 = T2.
Finally, applying Lemma 2.8 once more to T2, we can obtain a tree T3 in T ′′(n,d) such that
µ(T2)  µ(T3), (3.4)
with equality if and only if T2 = T3.
Now from Lemma 3.5, we have
µ(T3)  µ(T ′′), (3.5)
with equality if and only if T3 = T ′′.
Combining (3.2)–(3.5), we have µ(T )  µ(T ′′), with equality if and only if T = T ′′.
Case 2. There exists exactly one vertex in {v2, . . . , vd}, say vi (3  i  d − 1), having degree
d(vi)  3. Let w1, . . . , ws be all the vertices outside the path Pd+1 which are adjacent to vi ,
among which w1, . . . , wr are of degree at least two and wr+1, . . . , ws are pendant vertices. Then
r  1 since T /∈ T ′(n,d) by hypothesis. Furthermore, we have d  4.
(a) If there exists some vertex wj , (1  j  r) such that d(wj )  3, then from Corollary 2.2,
we can construct a tree T1 obtained from Pd+1 + viwj by attaching suitable stars at the
vertices wj and vi such that
µ(T )  µ(T1). (3.6)
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Now by applying Lemma 2.8 several times to T1, we can obtain a tree T2 either in T ∗(n,d) or
in T˜(n,d) such that
µ(T1)  µ(T2), (3.7)
with equality if and only if T1 = T2.
If T2 ∈ T ∗(n,d), then from (3.6), (3.7) and Lemmas 3.2, 3.6, we have
µ(T )  µ(T1)  µ(T2)  µ(T ∗) < µ(T ′′)
as desired.
If T2 ∈ T˜(n,d), then from (3.6), (3.7) and Lemmas 3.3, 3.4, 3.6, we have
µ(T )  µ(T1)  µ(T2)  µ(T˜ ) < µ(T ∗) < µ(T ′′).
(b) d(wj ) = 2, for all j = 1, 2, . . . , r . Let Hj be the connected component of T − viwj con-
taining the vertex wj (j = 1, 2, . . . , r).
(1) If |V (Hj )| = 2, for all j = 1, 2, . . . , r , then from Lemma 2.8, we can construct a tree T3
which is of the similar type as T1 of Case (a). By reasoning similar to that of (a), we obtain
the desired result.
(2) If there exists some vertex, saywj (1  j  r) such that |V (Hj )|  3, then we can construct
a tree T4 by attaching a new pendant vertex to wj such that |V (T4)| = |V (T )| + 1. Let T5
be the tree obtained from T4 by deleting viwj and identifying vertices vi and wj . Then from
Corollary 2.1 and Lemma 2.4, we have
µ(T )  µ(T4) < µ(T5).
Going on the above discussion to T5 for several times, we finally can construct a tree T6 either
satisfying the case (a) or the case (1) of (b). The proof is complete. 
Now, we can give the main result of this paper.
Theorem 3.1. The first ⌊ d2⌋+ 1 trees in the set T(n,d) with n  d + 3 and d  3 by their Lapla-
cian spectral radii are as follows:
T ′ = T(n,d)
(⌊
d
2
⌋
+ 1
)
, T(n,d)
(⌊
d
2
⌋)
, . . . , T(n,d)(3), T(n,d)(2), T ′′.
Proof. From Lemma 3.1, we have
µ(T ′) > µ
(
T(n,d)
(⌊
d
2
⌋))
> · · · > µ(T(n,d)(3)) > µ(T(n,d)(2)).
So from Lemma 3.7, we only need to prove that
µ(T(n,d)(2)) > µ(T ′′).
Note that n  d + 3. From Lemma 2.3, we have
µ(T(n,d)(2)) > n − d + 2.
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From Lemma 2.2, we have
µ(T ′′)  max
{
n − d + 1 + 3
n − d , 4 +
n − d
3
, 3 + n − d
2
, 3 + 3
2
, n − d + 1
}
 n − d + 2.
Thus, we have
µ(T ′′)  n − d + 2 < µ(T(n,d)(2)).
The proof is complete. 
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