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Diffusion of colloidal particles in a complex environment such as polymer networks or biological
cells is a topic of high complexity with significant biological and medical relevance. In such situa-
tions, the interaction between the surroundings and the particle motion has to be taken into account.
We analyze a simplified diffusion model that includes some aspects of a complex environment in
the framework of a nonlinear friction process: at low particle speeds, friction grows linearly with
the particle velocity as for regular viscous friction; it grows more than linearly at higher particle
velocities; finally, at a maximum of the possible particle speed the friction diverges. In addition to
bare diffusion, we study the influence of a constant drift force acting on the diffusing particle. While
the corresponding stationary velocity distributions can be derived analytically, the displacement
statistics generally must be determined numerically. However, as a benefit of our model, analytical
progress can be made in one case of a special maximum particle speed. The effect of a drift force
in this case is analytically determined by perturbation theory. It will be interesting in the future to
compare our results to real experimental systems. One realization could be magnetic colloidal par-
ticles diffusing through a shear-thickening environment such as starch suspensions, possibly exposed
to an external magnetic field gradient.
PACS numbers: 82.70.Dd,05.10.Gg,83.60.Fg,66.10.cg
I. INTRODUCTION
In a complex environment [1–6], diffusion of a col-
loidal particle shows properties different from those in
typical simple fluid surroundings. The latter case, i.e.
regular diffusion of non-interacting Brownian particles in
a Newtonian fluid, represents a classical textbook ex-
ample [7–10] with well-known characteristics: a mean
squared displacement that grows linearly in time as well
as a Gaussian velocity distribution and a Gaussian dis-
placement statistics. Interestingly, for diffusion in com-
plex surroundings, e.g. on membrane surfaces [1], in fila-
ment suspensions [1], or in a colloidal matrix environ-
ment [4], some of these features can persist, particu-
larly the linear growth of the mean squared displace-
ment with time. Then, the influence of the surroundings
is reflected by deviations of the higher-order displace-
ment moments, resulting in a non-Gaussian displacement
statistics [1, 4, 11]. In these cases, particle motion is
driven by the stochastic forces exerted by the thermally
fluctuating environment.
Non-Gaussian displacement statistics were observed in
several further contexts, for instance in glass-like states
[12], for actively driven particles [13], or for particles
exposed to nonlinear friction. One prominent class of
nonlinear friction models was used to characterize the
stochastic motion of rigid particles on vibrating rigid sur-
faces [14–16]. In contrast to the well-known viscous fric-
tion which increases linearly with the speed of the moving
object, the so-called dry friction between rigid objects is
∗ menzel@thphy.uni-duesseldorf.de
often modeled by a contribution of the Coulomb type [14–
31]. This frictional contribution assumes constant decel-
erating forces, independently of the actual speed of the
moving object. The corresponding displacement statis-
tics under stochastic motion was analyzed and showed
markedly non-Gaussian behavior [14–16, 23, 30], despite
a clear linear increase of the mean squared displacement
with proceeding time [23, 30].
Here, we likewise address the influence of a nonlinear
frictional contribution. When compared to the just de-
scribed dry friction, our nonlinear friction force shows
qualitatively opposite behavior. Yet, it may reflect sev-
eral properties of the motion in a complex environment.
In the limit of small particle speeds, our friction force
is linear as for regular viscous friction. This is in agree-
ment with a viscous low-frequency response of viscoelas-
tic surroundings. At higher velocities, our frictional force
increases more than linearly and finally diverges. Thus
there is a maximum speed by which a particle can be
dragged through its environment. Qualitatively, this re-
flects aspects of the response of a complex environment
that at high frequencies does not allow viscous motion
any more; instead it reacts by a counteracting force that
bounds the maximum attainable speed under a certain
driving force. Such characteristics reflect features of a
shear-thickening environment [32]. In contrast to that,
the previously investigated models of Coulomb friction
[14–31] could be interpreted as an extreme case of shear-
thinning environments.
What the simplified nonlinear friction model presented
here does not cover is the reversible character of the elas-
tic part of a viscoelastic environmental response. That
is, if an external force that pulls a particle is released
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2sufficiently quickly, the squeezed environment will to the
extent of its remaining stored elastic deformation par-
tially push back the particle. Memory terms [33] would
be necessary to include this effect and could be added in
a later expansion of our model. Thus, strictly speaking,
our present formulation of the model applies to the sit-
uation of a complex fluid environment, the viscosity of
which increases with the impact speed and diverges at a
certain maximum speed.
One example that motivates our study and where at
least part of the above ingredients might possibly ap-
ply stems from drug targeting for cancer treatment [34–
36]. To direct oncological drugs in the human body to
the place of application, i.e. to cancer tissue, magnetic
colloidal carrier particles were loaded with the medical
substance [37–39]. It was then demonstrated that strong
externally applied magnetic field gradients can be used to
direct an elevated fraction of the loaded carrier particles
to the target area [37, 38, 40, 41]. Our phenomenolog-
ical model might reflect some features of the process of
spatial spreading of magnetic colloidal particles in parts
of human tissue under a constant external magnetic field
gradient.
We will proceed in the following way. In Sec. II we
introduce the basic equations of our statistical nonlin-
ear friction model and determine the stationary velocity
distribution. Next, in Sec. III, we analyze the time evolu-
tion of the spatial particle distribution and illustrate the
influence of a constant drift force. Such a force could for
instance be generated by a constant magnetic field gradi-
ent acting on dipolar magnetic colloidal particles. After
that, in Sec. IV, we present an analytical treatment of
the problem, where progress can be made for a specific
value of the maximum diffusion velocity of the particle.
The influence of a constant drift force can be included by
perturbational analysis. We summarize our results and
conclude in Sec. V. In a first Appendix, we briefly con-
trast results from our nonlinear friction model to those
obtained for linear (viscous) friction. Finally, in a second
Appendix, some remarks on the influence of a confining
harmonic potential are added.
II. NONLINEAR STATISTICAL FRICTION
MODEL
As described in the Introduction, we are interested in
the statistics of the motion of a Brownian particle sub-
jected to a nonlinear friction force that may result from
a specific environment. For simplicity, we confine our
investigation of the particle diffusion to one spatial di-
rection only. Our expression for the friction force acting
on the diffusing particle then reads
Ffr(v) = −A tan
(piv
2a
)
. (1)
Here, v denotes the velocity. The constant A > 0 sets the
strength of the friction force, while the constant a > 0
sets the maximum speed that the particle can attain.
This expression for Ffr shows the requested features.
On the one hand, at low particle speeds |v|/a  1 it is
linear in the velocity v as for regular viscous friction,
Ffr(v) ≈ − piA
2a
v for
|v|
a
 1. (2)
Following Stokes’ law for a spherical particle of radius r
[42], the constant prefactor of −v in this expression sets
the friction coefficient and the constants A and a can
be related to an effective viscosity η of the surrounding
medium via
η =
1
12 r
A
a
. (3)
On the other hand, the expression in Eq. (1) diverges for
|v| → a. Thus, the constant a sets the maximum speed
that the particle can attain during its diffusive motion
through the complex environment. Between these two
limits, the friction force monotonously and stronger than
linearly increases with increasing particle speed.
In the present work, we only consider the dilute regime
of noninteracting Brownian particles. As a consequence,
the equations of motion for one such particle become
m
dv
dt
= −A tan
(piv
2a
)
+ γ(t) +M, (4)
dx
dt
= v. (5)
Here, m is the particle mass, t denotes time, and x gives
the spatial position. The stochastic force γ(t) is assumed
as a Gaussian white process of zero mean, 〈γ(t)〉 = 0,
and correlation 〈γ(t)γ(t′)〉 = 2KkBTδ(t − t′), where
the strength K in equilibrium is given by a fluctuation-
dissipation relation, kB denotes the Boltzmann constant,
T temperature, and δ(t− t′) the delta function. Finally,
M is a constant drift force that may for instance be re-
alized by an external magnetic field gradient acting on a
dipolar magnetic particle.
Next, we transform the Langevin Eqs. (4) and (5) by
the standard means [7–10, 43] to the continuum probabil-
ity picture in the framework of a Fokker-Planck equation.
We obtain for the probability density f(x, v, t) to find at
a certain time t a particle with velocity v at position x:
∂tf = −v ∂xf + ∂v
[
A
m
tan
(piv
2a
)
− M
m
]
f +
KkBT
m2
∂2vf,
(6)
together with the normalization condition∫∞
−∞ dx
∫ a
−a dv f(x, v, t) = 1. The equation is rescaled
by the following replacements: t = (KkBT/A
2) t′,
x = [(KkBT )
2/mA3]x′, v = (KkBT/mA) v′, thus
f = [m2A4/(KkBT )
3] f ′ to keep the normalization con-
dition, a = (KkBT/mA) a
′, and M = AM ′. Omitting
from now on the primes, our final stochastic model
equation becomes
∂tf = − v ∂xf + ∂v tan
(piv
2a
)
f −M ∂vf + ∂2vf. (7)
3From this equation, we find the stationary velocity dis-
tribution
fst(v) =
1
Z
exp
{
Mv +
2a
pi
ln
∣∣∣cos(piv
2a
)∣∣∣} , (8)
where the prefactor 1/Z follows from the normalization
condition
∫ a
−a dv fst(v) = 1. [Scaling back to the initial
units, the strength K associated with the stochastic force
in equilibrium can be obtained from the requirement of
equipartition m〈v2〉st = kBT in the absence of a drift
force, i.e. for M = 0.]
III. TIME EVOLUTION OF THE SPATIAL
PARTICLE DISTRIBUTION
We now investigate how the statistical spatial particle
distribution evolves over time. As indicated above, we
here consider a system of non-interacting (dilute) par-
ticles. In this sense, our approach coincides with the
analysis of the displacement statistics of a single isolated
particle.
Without loss of generality, we may presume that at an
initial time t = 0 a particle is found with high spatial
accuracy at position x = 0. To reflect this positional
certainty we assume an initial spatial localization in the
form of a sharp Gaussian peak. Furthermore, we may
assume that the only action taken at t = 0 is to start
our observation. Thus the velocity statistics at t = 0 is
determined by its steady-state distribution. Along these
lines, we set for the initial probability distribution
f(x, v, t = 0) =
1√
piσ
exp
{
−
(x
σ
)2}
fst(v), (9)
where we choose σ = 0.1 in our case. Starting from
this initial condition, we numerically integrated Eq. (7)
forward in time using a finite difference scheme. Com-
parable results were obtained by a simple Euler and
a fourth order Runge-Kutta method [44]. An upwind
scheme was employed to discretize the first-order spatial
derivatives. The calculation was performed on a regular
two-dimensional rectangular grid to cover the x-v space.
In v direction, this grid is bordered by v = ±a, where we
used no-flux boundary conditions to avoid leakage of the
probability density.
Some of our results were tested by direct particle-based
simulations. For this purpose, we rescaled Eqs. (4) and
(5) in the same way as described between Eqs. (6) and
(7). We consider N = 106 identical non-interacting parti-
cles initially located at positions x(t = 0) with velocities
v(t = 0) statistically distributed according to Eq. (9).
Then we iterate the particle positions and velocities for-
ward until we reach a requested time t. At that time, we
determine the velocity and spatial distribution functions
in the form of discretized histograms.
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FIG. 1. (Color online) Comparison of fst(v) ≡ f(v, t) as
obtained via numerical solution of Eqs. (7) and (9) as well
as analytically from Eq. (8). Numerical results are marked
by “(n)”, analytical ones by “(a)”. The drift force vanishes
M = 0 and different magnitudes of the maximum speed
a are considered. In this example, the time to determine
fst(v) ≡ f(v, t) was selected as t = 5, but is irrelevant. Nu-
merical and analytical results show good agreement.
A. Bare diffusion under nonlinear friction
First, we consider the case of vanishing drift force
M = 0. We can test our numerical iteration scheme by
integrating our numerical result for f(x, v, t) at a certain
time t, obtained by forward-iteration of Eq. (7), over x.
Analytically, together with our initial condition Eq. (9),
we find
f(v, t) :=
∫ ∞
−∞
dx f(x, v, t) ≡ fst(v) (10)
at all times, because Eq. (7) becomes ∂tf(v, t) ≡ 0 upon
integration over x and inserting fst(v). Numerically ob-
tained example data for f(v, t) are depicted in Fig. 1 and
show good agreement with the analytical results fst(v)
from Eq. (8).
In analogy to that, we find the time-dependent spa-
tial distribution function c0(x, t) by integrating out the
velocity v,
c0(x, t) :=
∫ a
−a
dv f(x, v, t). (11)
The notation c0(x, t) will become evident in Sec. IV.
Fig. 2 shows the time evolution of c0(x, t) for one ex-
ample case. As expected, the sharp initial density peak
described by Eq. (9) broadens and flattens over time.
We tested our results obtained from direct numerical
forward-iteration of the Fokker-Planck equation Eq. (7)
by particle-based simulations as explained above. Both
routes are in good agreement with each other. Since there
is no drift force M = 0 in Fig. 2, the distribution curves
remain symmetric with respect to x = 0. That is, odd
moments of c0(x, t) vanish. In particular, 〈x〉(t) = 0 at
all times.
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FIG. 2. (Color online) Time evolution of the spatial distri-
bution function c0(x, t) for vanishing drift force M = 0 and
maximum speed a = pi starting from Eq. (9). Results ob-
tained from direct numerical integration of the Fokker-Planck
equation Eq. (7), via the semi-analytical approach presented
in Sec. IV, and from particle-based simulations, marked by
“(n)”, “(sa)”, and “(p)”, respectively, show good agreement.
[Results from the particle-based simulations are all indicated
by the same symbol but are readily identified by the “(n)”-
and “(sa)”-curves behind which they hide.]
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FIG. 3. (Color online) Variance var(t) as a function of time t
for vanishing drift force M = 0 and different maximum speeds
a. We derived the results by numerical forward-iteration of
Eqs. (7) and (9), indicated by “(n)”. In the case of a = pi,
the results additionally follow from semi-analytical calcula-
tions “(sa)” in Sec. IV via Eqs. (30)–(35). There is good
agreement between the curves obtained in the two different
ways. The variance appears to grow linearly in time after an
initial transient has decayed. Since 〈x〉(t) = 0, the variance
here coincides with the mean squared displacement. Data for
a = 0.2pi and a = 5.0pi are multiplied by factors 10 and 10−1,
respectively, for better visualization.
When we plot the variance
var =
〈(
x− 〈x〉)2〉 , (12)
see Fig. 3, we observe a linear increase with time, after
an initial transient has decayed. Since 〈x〉(t) = 0 at all
times, the variance here coincides with the mean squared
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FIG. 4. (Color online) Kurtosis kurt(t) as a function of time t
for vanishing drift force M = 0 and different maximum speeds
a. The results are obtained by numerical forward-iteration of
Eqs. (7) and (9), which is indicated by “(n)”. For the case
of a = pi, results are also determined from semi-analytical
calculations “(sa)” in Sec. IV via Eqs. (30)–(35). The curves
obtained in the two different ways show good agreement. Ob-
viously, after an interval of significant non-Gaussian appear-
ance, the magnitude of the kurtosis decays back to zero, which
is the Gaussian value.
displacement. Thus, as for regular diffusive processes un-
der linear friction and after the initial transient has de-
cayed, the mean squared displacement here increases lin-
early with time, which is often still referred to as Brown-
ian diffusion. We observe that the slope of var(t) is much
smaller for lower values of a. That is, the spatial distri-
bution function broadens significantly less rapidly. This
is in accordance with the more bounded particle veloci-
ties at lower values of a, reducing the maximum possible
particle speed. As a consequence, the spatial probability
distribution remains more localized.
In the case of linear (viscous) friction, the velocity
and spatial distribution functions are of Gaussian shape
[8, 43], see also Appendix A. However, the nonlinear fric-
tion term Eq. (1) should lead to non-Gaussian spatial dis-
tribution functions on intermediate time scales, in anal-
ogy to what was previously observed for Coulomb fric-
tion [23]. To detect deviations from Gaussian shape, it is
useful to determine the kurtosis, which is related to the
fourth moment of the distribution function,
kurt =
〈(
x− 〈x〉)4〉〈(
x− 〈x〉)2〉2 − 3. (13)
In the Gaussian case, this expression for the kurtosis van-
ishes. Fig. 4 depicts the time evolution of the kurtosis for
different values of the maximum speed a in our case of
nonlinear friction. At early times, the kurtosis is small in
magnitude, i.e. c0(x, t) is of nearly Gaussian shape. The
reason is our initial condition Eq. (9), where we start
from a Gaussian distribution. Then, an obvious regime
of non-Gaussian shape follows at intermediate times as
5a consequence of our nonlinear friction force. Finally, at
later times, the central-limit theorem takes over [7] and
the curves become Gaussian again.
We observe that the kurtosis becomes negative at in-
termediate times. This indicates that the spatial distri-
bution functions remain more compact and less extended
than in the Gaussian case. In particular, it signals that
long tails are suppressed. Such properties of the distribu-
tion function are naturally caused by the bounds on the
possible range of velocities. High speeds are suppressed.
Thus, long tails in the spatial distribution functions that
result from high velocities are impeded when compared
to the Gaussian case, where no bounds on the velocity
range are present.
Interestingly, the non-Gaussian behavior is most ex-
plicit in Fig. 4 for the intermediate value of the maximum
speed a = 1.0pi. We can readily identify a reason why for
higher values of the maximum speed (here a = 5.0pi) the
behavior becomes more Gaussian again. Around v ≈ 0,
the argument of the tangent in Eq. (1) is smaller the
higher is a. Then the tangent can be approximated by
the first (linear) term of its expansion, see Eq. (2). This
corresponds to a linear (viscous) friction term in agree-
ment with Gaussian properties. Larger magnitudes of
the velocity are necessary to enter the nonlinear friction
regime, which are less likely under the same strength of
the stochastic force γ(t) in Eq. (4). We can also directly
infer this behavior from Fig. 1, where the stationary ve-
locity distribution fst(v) for a = 5.0pi is of nearly Gaus-
sian shape in agreement with a nearly linear friction.
Further comparison between the present results under
nonlinear friction and the Gaussian results under linear
(viscous) friction can be found in Appendix A. Apart
from that, we note that the buckled shape of the curve
for a = 5.0pi in Fig. 4 could indicate different time scales
for different processes determining the non-Gaussian be-
havior. At present, however, we cannot identify these
different processes.
In contrast to that, for a low magnitude of a (see
a = 0.2pi in Fig. 1), there must be a different reason
for the less explicit non-Gaussian behavior. We presume
that here another mechanism is at work. Due to the high
friction, the possibility to diffuse large distances is signif-
icantly hindered. Velocity magnitudes are restricted to
lower values. The probability to find a particle remains
much more concentrated around x ≈ 0. There, this leads
to significantly higher statistical overlay in probabilities
to encounter a particle. In turn, this adds to the central
limit theorem, which favors the Gaussian character.
B. Influence of a constant drift force
Next, we investigate the role of a nonvanishing drift
force M 6= 0. Fig. 5 again demonstrates that the
numerical results obtained from Eqs. (7) and (9) for
f(v, t) ≡ fst(v) agree with the analytically calculated
results from Eq. (8). From Fig. 6, we can identify by eye
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FIG. 5. (Color online) Comparison of fst(v) ≡ f(v, t) as ob-
tained via numerical solution of Eqs. (7) and (9) on the one
hand, with analytical results from Eq. (8) on the other hand.
Again, numerical results are marked by “(n)”, analytical ones
by “(a)”. Here, different magnitudes of the drift force M are
considered for the same magnitude of the maximum speed
a = pi. As before, the time to determine fst(v) ≡ f(v, t) was
chosen as t = 5, but is irrelevant. Numerical and analytical
results show good agreement.
the effect that the drift force has on the time evolution of
the spatial distribution function c0(x, t). Naturally, over
time, the distribution broadens and flattens as before for
M = 0. Now, however, due to the imposed drift M 6= 0,
the center of the distribution shifts along the direction
of M . Moreover, the distribution becomes asymmetric.
Again, particle-based simulations confirm our numerical
results. In the following, we quantify our observations by
the corresponding statistical measures.
Under the imposed M , the average particle position
〈x〉(t) starts to drift into the direction of the applied
force. We can directly obtain 〈x〉(t) from our numeri-
cal calculations via
〈x〉(t) =
∫ ∞
−∞
dx
∫ a
−a
dv x f(x, v, t). (14)
Corresponding numerical results for different values of
M are displayed in Fig. 7 and show the expected linear
increase of 〈x〉(t) with time.
In addition to that, for a = pi, we can calculate 〈x〉(t)
analytically. As noted before, integrating Eq. (7) and our
initial condition Eq. (9) over x leads us to Eq. (10). Next,
multiplying Eq. (7) by x and integrating over x and v,
together with Eq. (8) we find
∂t [〈x〉(t)] =
∫ a
−a
dv v fst(v) = ∂M lnZ. (15)
For a = pi, the integral can be solved analytically, and
we obtain
〈x〉(t) = pi
(
M +M3
)
coth (piM)− 3M2 − 1
M +M3
t. (16)
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FIG. 6. (Color online) Time evolution of the spatial distri-
bution function c0(x, t) for a non-vanishing drift force M = 1
and a maximum speed a = pi. The initial distribution is
again given by Eq. (9). Results obtained from direct numer-
ical integration of the Fokker-Planck equation Eq. (7), via
the semi-analytical approach combined with perturbation the-
ory presented in Sec. IV in Eqs. (30)–(31), where Eqs. (60)–
(63) are used as the right-hand sides of Eqs. (32)–(35), and
from particle-based simulations, marked by “(n)”, “(sa)”, and
“(p)”, respectively, show good agreement. [Results from the
particle-based simulations are all marked by the same symbol
but are readily identified by the “(n)”- and “(sa)”-curves be-
hind which they hide.] We remark that the drift force M > 0
is directed to the right and use a nonsymmetric interval on
the abscissa.
We find the intuitive limits limM→0〈x〉(t) = 0 and
limM→∞〈x〉(t) = pit. Example curves are indicated in
Fig. 7.
Fig. 8 contains the resulting drift velocities ∂t [〈x〉 (t)]
for a = pi. The analytical results follow directly from
Eq. (16) as 〈x〉(t)/t. We find that our numerical data
obtained via Eq. (14) well reproduce the analytical curve.
The small deviations for large drift forces (M = 10) are
attributed to our finite-difference discretization scheme.
Again, after an initial transient has decayed, the vari-
ance of the spatial distributions as defined in Eq. (12)
grows linearly in time, see Fig. 9. The increase in the
variance, i.e. the broadening of the distributions, is sig-
nificantly hindered for increasing magnitude of M . This
observation agrees with the curves shown in Fig. 5 for
the stationary velocity distributions. At higher M , the
velocity distributions become more narrow because the
drift force M > 0 pushes them towards the positive edge
of maximum velocity. This narrows the spectrum of dif-
ferent available velocities that would broaden the spatial
distribution.
The asymmetry arising in the curves of c0(x, t) in Fig. 6
can be quantified via the skewness,
skew =
〈(
x− 〈x〉)3〉〈(
x− 〈x〉)2〉 32 . (17)
We show examples for the time evolution of the skewness
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FIG. 7. (Color online) Drifting average position 〈x〉(t) as a
function of time t for a maximum speed a = pi and for differ-
ent drift forces M . We depict results obtained via numerical
forward-iteration of Eqs. (7) and (9) marked by “(n)” as well
as semi-analytical curves “(sa)” determined via our perturba-
tional analysis in Sec. IV by forward-iteration of Eqs. (30)–
(35) combined with Eqs. (60)–(63). For M = 5.0, where the
perturbational analysis breaks down, we include instead the
analytical result derived in Eq. (16) and label it by “(a)”. The
curves obtained in the different ways show good agreement.
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FIG. 8. (Color online) Comparison between three different
ways of determining the drift velocity ∂t [〈x〉 (t)] for a = pi
as a function of the drift force M : analytically via Eq. (16);
numerically by forward-iteration of Eq. (7) and via Eq. (14);
and from our perturbational analysis in Sec. IV by forward-
iteration of Eqs. (30)–(35) combined with Eqs. (60)–(63).
under imposed drift in Fig. 10. These results identify a
pronounced interval of asymmetry in the spatial distri-
bution functions. The skewness is negative in all cases,
which implies that the curves lean to the right. This
agrees with a positive M > 0 that drives the distribution
towards the positive x direction, see Fig. 6. At longer
times, the magnitude of the skewness decays again, i.e.
the curves return to more symmetric shapes.
Finally, we measure the kurtosis defined in Eq. (13)
under drift M 6= 0 and depict the results in Fig. 11.
During an intermediate time interval, the kurtosis in
Fig. 11 significantly deviates from zero, which indicates
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FIG. 9. (Color online) Variance var(t) as a function of time
t for a maximum speed a = pi and for different drift forces
M . Depicted results originate, on the one hand, from numer-
ical forward-iteration of Eqs. (7) and (9) marked by “(n)”; on
the other hand, they are calculated semi-analytically “(sa)”
via our perturbational analysis in Sec. IV by Eqs. (30)–(35)
combined with Eqs. (60)–(63). The curves obtained in the dif-
ferent ways show good agreement. Increasing M > 0 hinders
the broadening of the spatial distributions.
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FIG. 10. (Color online) Skewness skew(t) as a function of time
t for a maximum speed a = pi and for different drift forces M .
We depict results, on the one hand, from numerical forward-
iteration of Eqs. (7) and (9), marked by “(n)”, and, on the
other hand, from semi-analytical calculations “(sa)” via our
perturbational analysis in Sec. IV by Eqs. (30)–(35) combined
with Eqs. (60)–(63). As before, the curves obtained in the dif-
ferent ways show good agreement for not too high magnitudes
of M . Obviously, after an explicit interval of asymmetry in
the spatial distribution curves, the skewness decays again at
larger times.
non-Gaussian shape. For lower magnitude of M , the kur-
tosis is still negative as in the case of M = 0. That is, the
hindered motion due to the nonlinear increase in friction
at higher speeds still leads to a more concentrated par-
ticle distribution when compared to corresponding cases
of linear friction. Interestingly, however, higher values of
the drift force M 6= 0 counteract this trend. The kurto-
sis becomes positive, which implies more extended shapes
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FIG. 11. (Color online) Kurtosis kurt(t) as a function of time
t for a maximum speed a = pi and for different drift forces
M . Again, results obtained from numerical forward-iteration
of Eqs. (7) and (9), marked by “(n)”, are depicted on the one
hand. On the other hand, results are determined from semi-
analytical calculations “(sa)” via our perturbational analysis
in Sec. IV by Eqs. (30)–(35) combined with Eqs. (60)–(63).
As before, the curves obtained in the two different ways show
good agreement for not too high magnitudes of M . Obviously,
after an interval of pronounced non-Gaussian shape, the mag-
nitude of the kurtosis decays back to zero, i.e. the Gaussian
value.
(longer tails) than for comparable Gaussian distributions.
At longer times, the magnitude of the kurtosis decays to
zero again, which is the Gaussian value.
IV. ANALYTICAL TREATMENT
As an appealing aspect of our model, significant an-
alytical progress is possible for a specific value of the
rescaled maximum speed a in Eq. (7):
a = pi. (18)
We keep this specific choice during the whole section.
Eq. (7) can be written in the symbolic form ∂tf = Lf ,
with L the Fokker-Planck operator. To make analyti-
cal progress, we perform the conventional transformation
L¯ =
√
fst
−1
L
√
fst and f¯ =
√
fst
−1
f [43] by dividing
Eq. (7) through
√
fst, where fst is given by Eq. (8). Us-
ing a = pi allows to simplify the resulting equation to
∂tf¯ = −v∂xf¯ + ∂2v f¯ +
1
4
(
1−M2) f¯ + 1
2
M tan
(v
2
)
f¯ .
(19)
8A. Bare diffusion under nonlinear friction
In the absence of an externally imposed drift force, i.e.
M = 0, Eq. (19) simplifies to
∂tf¯ = −v∂xf¯ + ∂2v f¯ +
1
4
f¯ . (20)
We read off the reversible part L¯rev = −v ∂x and the irre-
versible part L¯ir = ∂
2
v+
1
4 of the remaining Fokker-Planck
operator. In general, the advantage of this procedure [43]
is that L¯ir is now Hermitian and its eigenvalues and eigen-
functions can be determined. We denote this problem in
the form
L¯irψµ(v) = −µψµ(v). (21)
This formulation reveals the well-known general connec-
tion between the irreversible part of the Fokker-Planck
equation and a corresponding Schro¨dinger equation [43].
Here, we obtain(
− ∂2v −
1
4
)
ψµ(v) = µψµ(v). (22)
We recall that our velocities are restricted to the inter-
val (−a, a) due to the divergence of the tangent in the
frictional force Eq. (1). Outside this interval, our veloc-
ity distribution vanishes. Thus, in our case, we find a
connection to the Schro¨dinger equation for a particle in
an infinite square-well potential that is constant within
(−pi, pi) and infinite outside [43]. The orthonormal eigen-
functions and eigenvalues corresponding to this situation
are well known, and we label them according to their
frequencies, respectively:
ψ
(0)
2n+1(v) =
1√
pi
cos
(
2n+ 1
2
v
)
, µ2n+1 = n(n+ 1),
(23)
where n = 0, 1, 2, . . . , and
ψ
(0)
2n (v) =
1√
pi
sin
(
2n
2
v
)
, µ2n = n
2 − 1
4
, (24)
with n = 1, 2, . . . .
As a benefit, we can now separate the spatial and ve-
locity dependences in f¯(x, v, t) by expanding f¯ in the
eigenfunctions of L¯ir:
f¯(x, v, t) =
∞∑
n=0
c2n+1(x, t)ψ
(0)
2n+1(v)+
∞∑
n=1
c2n(x, t)ψ
(0)
2n (v).
(25)
Realizing that
√
fst(v) = ψ
(0)
2·0+1(v), we notice
that our searched-for spatial distribution function∫ pi
−pi dv f(x, v, t) = c2·0+1(x, t).
Next, we include the reversible operator L¯rev = −v ∂x.
This leads to v-dependent terms of the kind v ψ
(0)
2n+1 and
v ψ
(0)
2n . To stay within our framework of orthonormal
eigenfunctions, we expand these contributions in terms
of ψ
(0)
2n+1 and ψ
(0)
2n :
v ψ
(0)
2n+1 =
∞∑
k=0
〈
ψ
(0)
2k+1
∣∣∣ v ψ(0)2n+1〉ψ(0)2k+1
+
∞∑
k=1
〈
ψ
(0)
2k
∣∣∣ v ψ(0)2n+1〉ψ(0)2k , (26)
v ψ
(0)
2n =
∞∑
k=0
〈
ψ
(0)
2k+1
∣∣∣ v ψ(0)2n 〉ψ(0)2k+1
+
∞∑
k=1
〈
ψ
(0)
2k
∣∣∣ v ψ(0)2n 〉ψ(0)2k . (27)
The scalar product 〈·|·〉 in our case is simply given by
the integral
∫ pi
−pi · · dv. Due to the symmetry properties
of the eigenfunctions, we immediately obtain〈
ψ
(0)
2k+1
∣∣∣ v ψ(0)2n+1〉 = 0 = 〈ψ(0)2k ∣∣∣ v ψ(0)2n 〉 . (28)
The only nonvanishing integrals can be solved analyti-
cally and read
Jnk :=
〈
ψ
(0)
2k
∣∣∣ v ψ(0)2n+1〉 = 〈ψ(0)2n+1∣∣∣ v ψ(0)2k 〉
=
1
pi
∫ pi
−pi
dv cos
(
2n+ 1
2
v
)
sin (kv) v
= − 32 (−1)
n+k k (1 + 2n)
pi [(1 + 2n)2 − 4k2]2 . (29)
Now inserting Eqs. (21) as well as (23)–(27) back into
Eq. (20) and projecting onto the eigenfunctions ψ
(0)
2m+1(v)
and ψ
(0)
2m(v), we obtain a coupled dynamic set of equa-
tions for the expansion coefficients:
∂t c2m+1(x, t) = −
∞∑
n=0
e2m+1,2n+1 ∂x c2n+1(x, t)−
∞∑
n=1
e2m+1,2n ∂x c2n(x, t)− µ2m+1 c2m+1(x, t), (30)
9∂t c2m(x, t) = −
∞∑
n=0
e2m,2n+1 ∂x c2n+1(x, t)−
∞∑
n=1
e2m,2n ∂x c2n(x, t)− µ2m c2m(x, t), (31)
where
e2m+1,2n+1 =
〈
ψ
(0)
2m+1
∣∣∣ v ψ(0)2n+1〉 , (32)
e2m+1,2n =
〈
ψ
(0)
2m+1
∣∣∣ v ψ(0)2n 〉 , (33)
e2m,2n+1 =
〈
ψ
(0)
2m
∣∣∣ v ψ(0)2n+1〉 , (34)
e2m,2n =
〈
ψ
(0)
2m
∣∣∣ v ψ(0)2n 〉 . (35)
In our case e2m+1,2n+1 = e2m,2n = 0, while e2m+1,2n =
e2n,2m+1 = Jmn. Eqs. (30) and (31) can be rewritten in
the form of a matrix equation
∂t c(x, t) = − e · ∂x c(x, t)− µ · c(x, t). (36)
Here, c(x, t) is a vector composed of the expansion co-
efficients c2m+1(x, t) and c2m(x, t) in this order and for
increasing m, respectively. e consists of the entries given
by Eqs. (32)–(35), ordered along lines and columns in
analogy to the vector c(x, t); it is real and symmetric. Fi-
nally, µ is a diagonal matrix with the eigenvalues µ2m+1
and µ2m listed along its diagonal.
Our initial condition in Eq. (9) sets c(x, t = 0): we
find that all ci(x, t = 0) = 0, except for
c0(x, t = 0) =
1√
piσ
exp
{
−
(x
σ
)2}
. (37)
Eq. (36) can then be solved by numerically iterating this
initial state forward in time.
In practice, the system of equations must be cut at a
certain finite order. As a benefit of this whole procedure,
only a relatively low number of equations is needed to
obtain decent results. For example, the semi-analytical
curves in Fig. 2 were determined by including expan-
sion coefficients c2m+1(x, t) and c2m(x, t) up to the or-
der m = 5 only in Eqs. (30) and (31). There is good
agreement with the results obtained by direct numerical
forward-iteration of the Fokker-Planck equation, Eqs. (7)
and (9). Likewise, calculating the first four moments
leads to results consistent with the direct numerical so-
lution. The first and the third moments vanish, the vari-
ance and kurtosis are compared to the fully numerical
approach in Figs. 3 and 4, respectively. We checked that
including more expansion coefficients does not noticeably
modify the obtained results.
The whole procedure leads to a significant numerical
speed-up: our expansion coefficients are restricted to the
one-dimensional x direction. In contrast to that, our ini-
tial Eq. (7) needed to be iterated on the two-dimensional
x-v plane.
B. Influence of a constant drift force
Next, we additionally take into account the exter-
nally imposed drift force M , i.e. we consider the full
Eq. (19). It is straightforward to include the factor
(1−M2) appearing in Eq. (19). This factor enters the ir-
reversible part of the Fokker-Planck operator, which be-
comes L¯ir = ∂
2
v +
1
4 (1 −M2). Thus, within the corre-
sponding Schro¨dinger equation, its only effect is to shift
the bottom level of the square-well potential from − 14
to − 14 (1 −M2). As a consequence, we obtain the same
functional form of the eigenfunctions as in Eqs. (23) and
(24). The only difference arises in the eigenvalues, which
are shifted by 14M
2:
µ
(0)
2n+1 = n(n+ 1) +
1
4
M2, n = 0, 1, 2, . . . , (38)
µ
(0)
2n = n
2 − 1
4
+
1
4
M2, n = 1, 2, . . . . (39)
The second contribution due to the externally imposed
drift force, i.e. the last term in Eq. (19), is more diffi-
cult to handle. We include it within the framework of
quantum-mechanical perturbation theory [45], which for
consistency is conducted up to the second order in M .
Thus we expand the corrections to the eigenvalues and
eigenfunctions up to second order in M , which implies
µ2n+1 = µ
(0)
2n+1 +Mµ
(1)
2n+1 +M
2µ
(2)
2n+1 + . . . , (40)
µ2n = µ
(0)
2n +Mµ
(1)
2n +M
2µ
(2)
2n + . . . , (41)
ψ2n+1 = ψ
(0)
2n+1 +Mψ
(1)
2n+1 +M
2ψ
(2)
2n+1 + . . . , (42)
ψ2n = ψ
(0)
2n +Mψ
(1)
2n +M
2ψ
(2)
2n + . . . . (43)
Following the quantum-mechanical analogy, our “Hamil-
tonian” is expanded as
H = H0 +MH1, (44)
where
H0 = −L¯ir = − ∂2v −
1
4
(
1−M2) , (45)
H1 = − 1
2
tan
(v
2
)
. (46)
[Strictly speaking, H0 also contains a contribution of or-
der M2. Yet, since its effect can be determined exactly
and does not affect the eigenfunctions, we include this
part into H0 and its influence into µ
(0)
2n+1 and µ
(0)
2n , see
Eqs. (38) and (39), respectively.] The lowest (zeroth) or-
der corresponding to the unperturbed Hamiltonian H0
has already been solved, with the eigenfunctions listed
in Eqs. (23) and (24) as well as the eigenvalues given by
Eqs. (38) and (39).
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Next, the first-order corrections to the eigenvalues are
given by
Mµ
(1)
2n+1 = M
〈
ψ
(0)
2n+1
∣∣∣H1 ψ(0)2n+1〉 = 0, (47)
Mµ
(1)
2n = M
〈
ψ
(0)
2n
∣∣∣H1 ψ(0)2n 〉 = 0. (48)
This can be directly inferred from the well-defined sym-
metries of the zeroth-order eigenfunctions in Eqs. (23)
and (24) and the uneven symmetry of H1 in Eq. (46).
In fact, we find along these lines that any integral of
the kind 〈
ψ
(0)
2m+1
∣∣∣H1 ψ(0)2n+1〉 = 0, (49)〈
ψ
(0)
2m
∣∣∣H1 ψ(0)2n 〉 = 0 (50)
vanishes. Apart from that, we introduce the abbreviation
Inm :=
∫ pi
−pi
dv cos
(
2n+ 1
2
v
)
sin (mv) tan
(v
2
)
. (51)
As a consequence, the first-order corrections to the eigen-
functions can be written as
Mψ
(1)
2n+1 = M
∞∑
m=1
ψ
(0)
2m
〈
ψ
(0)
2m
∣∣∣H1 ψ(0)2n+1〉
µ
(0)
2n+1 − µ(0)2m
= − M
2
√
pi
3
∞∑
m=1
Inm
n(n+ 1)−m2 + 14
sin (mv) , (52)
Mψ
(1)
2n = M
∞∑
m=0
ψ
(0)
2m+1
〈
ψ
(0)
2m+1
∣∣∣H1 ψ(0)2n 〉
µ
(0)
2n − µ(0)2m+1
= − M
2
√
pi
3
∞∑
m=0
Imn
n2 − 14 −m(m+ 1)
cos
(
2m+ 1
2
v
)
. (53)
To second-order perturbation, we find the following corrections to the eigenvalues:
M2µ
(2)
2n+1 = M
2
∞∑
m=1
〈
ψ
(0)
2m
∣∣∣H1 ψ(0)2n+1〉2
µ
(0)
2n+1 − µ(0)2m
=
M2
4pi2
∞∑
m=1
(Inm)
2
n(n+ 1)−m2 + 14
, (54)
M2µ
(2)
2n = M
2
∞∑
m=0
〈
ψ
(0)
2m+1
∣∣∣H1 ψ(0)2n 〉2
µ
(0)
2n − µ(0)2m+1
=
M2
4pi2
∞∑
m=0
(Imn)
2
n2 − 14 −m(m+ 1)
. (55)
Taking into account Eqs. (49) and (50), the second-order corrections to the eigenfunctions are given by
M2ψ
(2)
2n+1 = M
2
∞∑
k=0
k 6=n
ψ
(0)
2k+1
∞∑
m=1
〈
ψ
(0)
2k+1
∣∣∣H1 ψ(0)2m〉〈ψ(0)2m∣∣∣H1 ψ(0)2n+1〉(
µ
(0)
2n+1 − µ(0)2k+1
)(
µ
(0)
2n+1 − µ(0)2m
) − M2
2
ψ
(0)
2n+1
∞∑
k=1

〈
ψ
(0)
2n+1
∣∣∣H1 ψ(0)2k 〉
µ
(0)
2n+1 − µ(0)2k
2
=
M2
4pi2
√
pi
∞∑
k=0
k 6=n
∞∑
m=1
Ikm Inm
[n(n+ 1)− k(k + 1)] [n(n+ 1)−m2 + 14] cos
(
2k + 1
2
v
)
− M
2
8pi2
√
pi
∞∑
k=1
(
Ink[
n(n+ 1)− k2 + 14
])2 cos(2n+ 1
2
v
)
, (56)
M2ψ
(2)
2n = M
2
∞∑
k=1
k 6=n
ψ
(0)
2k
∞∑
m=0
〈
ψ
(0)
2k
∣∣∣H1 ψ(0)2m+1〉〈ψ(0)2m+1∣∣∣H1 ψ(0)2n 〉(
µ
(0)
2n − µ(0)2k
)(
µ
(0)
2n − µ(0)2m+1
) − M2
2
ψ
(0)
2n
∞∑
k=0

〈
ψ
(0)
2n
∣∣∣H1 ψ(0)2k+1〉
µ
(0)
2n − µ(0)2k+1
2
=
M2
4pi2
√
pi
∞∑
k=1
k 6=n
∞∑
m=0
Imk Imn
[n2 − k2] [n2 − 14 −m(m+ 1)] sin (kv)
− M
2
8pi2
√
pi
∞∑
k=0
(
Ikn[
n2 − 14 − k(k + 1)
])2 sin (nv) . (57)
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In summary, from Eqs. (38), (39), (47), (48), (54), and
(55) we have the perturbed eigenvalues
µ2n+1 = n(n+ 1) +
1
4
M2 +M2µ
(2)
2n+1, n = 0, 1, 2, . . . ,
(58)
µ2n = n
2 − 1
4
+
1
4
M2 +M2µ
(2)
2n , n = 1, 2, . . . , (59)
while Eqs. (23), (24), (42), (43), (52), (53), (56), and (57)
lead us to the perturbed eigenfunctions. It is straightfor-
ward to verify that these perturbed eigenfunctions form
again an orthonormal set.
In analogy to Eqs. (26) and (27) as well as Eqs. (32)–
(35), we expand the expressions vψ2n+1 and vψ2n into
our now perturbed orthonormal set and project onto
ψ2m+1 and ψ2m, respectively. Up to second order in M ,
we obtain:
〈
ψ2m+1
∣∣∣ v ψ2n+1〉 = M (〈ψ(0)2m+1∣∣∣ v ψ(1)2n+1〉+ 〈ψ(1)2m+1∣∣∣ v ψ(0)2n+1〉)
= − M
2pi
∞∑
k=1
(
Ink Jmk
n(n+ 1)− k2 + 14
+
Imk Jnk
m(m+ 1)− k2 + 14
)
, (60)
〈
ψ2m+1
∣∣∣ v ψ2n〉 = 〈ψ(0)2m+1∣∣∣ v ψ(0)2n 〉+M2 〈ψ(1)2m+1∣∣∣ v ψ(1)2n 〉+M2 (〈ψ(0)2m+1∣∣∣ v ψ(2)2n 〉+ 〈ψ(2)2m+1∣∣∣ v ψ(0)2n 〉)
= Jmn +
M2
4pi2
∞∑
k=1
∞∑
l=0
Iln Imk[
n2 − 14 − l(l + 1)
] [
m(m+ 1)− k2 + 14
] Jlk
+
M2
4pi2
( ∞∑
l=0
l 6=m
∞∑
k=1
Ilk Imk
[m(m+ 1)− l(l + 1)] [m(m+ 1)− k2 + 14] Jln
+
∞∑
l=1
l 6=n
∞∑
k=0
Ikl Ikn
[n2 − l2] [n2 − 14 − k(k + 1)] Jml
)
− M
2
8pi2
Jmn
( ∞∑
l=1
(
Iml
m(m+ 1)− l2 + 14
)2
+
∞∑
l=0
(
Iln
n2 − 14 − l(l + 1)
)2)
(61)
〈
ψ2m
∣∣∣ v ψ2n+1〉 = 〈ψ2n+1∣∣∣ v ψ2m〉 (62)〈
ψ2m
∣∣∣ v ψ2n〉 = M (〈ψ(0)2m∣∣∣ v ψ(1)2n 〉+ 〈ψ(1)2m∣∣∣ v ψ(0)2n 〉)
= − M
2pi
∞∑
k=0
(
Ikm Jkn
m2 − 14 − k(k + 1)
+
Ikn Jkm
n2 − 14 − k(k + 1)
)
. (63)
At the end of this whole procedure, we again obtain
a system of equations as in Eq. (36) for the expansion
coefficients c(x, t). As before, c0(x, t) corresponds to the
searched-for spatial distribution function. Furthermore,
it is straightforward to verify that
√
fst(v) = ψ2·0+1(v).
Thus, from Eq. (9), we again find the initial condition
described by Eq. (37). The entries of the matrix e are
set in analogy to Eqs. (32)–(35), now, however, with the
right-hand sides of these equations replaced by the cor-
responding expressions up to second order in M listed in
Eqs. (60)–(63). Unfortunately, the integrals in Eq. (51)
cannot be determined analytically, so we numerically
evaluate and tabulate their magnitudes. The infinite
sums in Eqs. (60)–(63) are cut at a certain index; we
chose a cut-off value of 100, which includes 201 eigen-
functions in the calculation of the entries of the matrix e.
As before, the benefit of this whole procedure is that the
numerical calculation can be significantly sped up. Cut-
ting the system of equations for the expansion coefficients
c in Eqs. (30) and (31) at order m = 5 is sufficient for
our purposes; we found that the results do not noticeably
change by including higher-order expansion coefficients.
We have indicated our results obtained in this way for
the spatial distribution function c0(x, t) in Fig. 6 and for
the resulting moments of x in Figs. 7–11, respectively.
They are marked by “(sa)” in the figures. For lower
magnitudes of the drift force, here M = 0.2, we find
good agreement with the direct numerical solution of the
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corresponding Fokker-Planck equation, Eqs. (7) and (9).
Since our approach is based on a perturbational expan-
sion, the agreement naturally decreases with increasing
magnitude ofM . Remarkably, forM = 1, we still observe
reasonable qualitative representation of the numerically
obtained data. For strong drift forces, here M = 5, the
perturbational approach breaks down; therefore, we did
not show any corresponding data.
V. SUMMARY AND CONCLUSIONS
In summary, we investigated the velocity and displace-
ment statistics resulting from a model of stochastic parti-
cle motion under nonlinear friction. We only considered
particles that do not interact with each other. At low
particle speeds, our friction grows approximately linearly
with the particle velocity as for regular viscous friction.
It grows stronger than linearly at higher speeds, while
it diverges at a certain maximum in the possible parti-
cle speed. Starting from according Langevin equations,
we derived the corresponding Fokker-Planck equation for
one-dimensional motion. Moreover, we included the in-
fluence of a constant drift force.
The resulting velocity distributions were calculated an-
alytically, while the displacement statistics were obtained
by particle-based simulations and, mainly, from solving
the Fokker-Planck equation numerically. As a benefit of
the model, a particular choice of the maximum particle
speed (a = pi in rescaled units) allows significant analyt-
ical progress. In this way, the two-dimensional problem
of solving the Fokker-Planck equation was reduced to a
system of dynamic equations in the spatial coordinate
only. Moreover, the resulting system of equations could
be truncated at relatively low order. This procedure al-
lows a significant speed-up in the overall calculation of
the displacement statistics. The influence of the external
drift force was included via perturbational expansion.
In both cases, i.e. with and without an imposed drift
force, we analyzed the resulting displacement statistics
by addressing the time behavior of its first four moments.
After an initial transient had decayed, the variance grew
linearly in time as for regular diffusion under linear vis-
cous friction. Nevertheless, the higher moments (via
skewness and kurtosis) highlighted intermediate intervals
of pronounced non-Gaussian displacement statistics.
As a possible experimental realization of the model,
we are thinking of the stochastic motion of colloidal par-
ticles in a complex fluid environment. If magnetic col-
loidal particles are used [37–39, 41, 46–50], a constant
drift force could be imposed by spatially homogeneous
external magnetic field gradients. The statistics of par-
ticle displacements during diffusion could be obtained
via single-particle tracking [1, 51–55]. An example of
appropriate complex fluid environments could be shear-
thickening suspensions such as starch solutions [32, 56].
We recall that a memory term reflecting elastic aspects
in the response of the surrounding medium has not yet
been included into our model. Thus memory effects are
not covered at the present stage of our description.
In closing, we add some more technical remarks. First,
we recall that significant analytical progress could only
be achieved close to one special value of the maximum
particle speed (a = pi in rescaled units). It might be pos-
sible to obtain approximative analytical solutions also for
other values by using yet another perturbative expansion.
In contrast to that, for linear viscous friction, the com-
plete problem can be solved analytically [8, 43]. However,
the corresponding procedure does not carry over to non-
linear friction. This becomes plausible, for instance, by
recognizing the central role that the Fourier transform
plays in corresponding derivations [8, 43]. In the case
of Coulomb friction, a path integral approach provided
further interesting insight into the dynamics and veloc-
ity statistics [22, 57, 58]. Yet this formalism would need
to be connected to the displacement statistics. Apart
from that, related investigations were performed using
the backward Fokker-Planck technique [59]. An advan-
tage of this method is that approximative analytical ex-
pressions for the displacement statistics are obtained [30].
It was applied for the piecewise linear Coulomb friction
model [30] and might be extended to address nonlinear
processes, possibly by approximating them by piecewise
linear models. Finally, one could think of including a
memory term into the model to cover elastic parts in the
environmental response. Instead of unbounded motion
of a colloidal particle, confinement for example in a har-
monic potential can be considered; some initial remarks
on this point are summarized in Appendix B. In addition
to that, the model could be extended to account for inter-
actions between the particles in less diluted systems. A
further natural step is to extend our description to more
than one spatial dimension.
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Appendix A: Comparison to the case of linear
(viscous) friction
In the following, we further compare the results found
in Sec. III A to those obtained for the corresponding case
of linear (viscous) friction. For this purpose, we expand
the friction force in Eq. (1) to linear order, leading us to
Ffr,lin(v) = −A piv
2a
. (A1)
This is the same result as in Eq. (2) but now considered
at all particle speeds |v|. The rescaled Fokker-Planck
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FIG. 12. (Color online) Comparison between fst(v) for the
nonlinear friction model and fst,lin(v) from Eq. (A3) for the
linear expansion of the friction force. In the case of nonlin-
ear friction, we plot again our numerical results from Fig. 1
marked by “(n)”. The Gaussian curves resulting for fst,lin(v)
are marked by “(g)”. There is no drift force, M = 0, and
different magnitudes of the parameter a are considered. For
a = 0.2pi, the distributions in the nonlinear and linear case
strongly differ from each other, while they become similar for
increasing magnitude of a.
equation then reads
∂tf = − v ∂xf + ∂v piv
2a
f + ∂2vf. (A2)
In this case, the stationary velocity distribution is of
Gaussian form,
fst,lin(v) =
1
2
√
a
exp
{
− pi
4a
v2
}
. (A3)
Fig. 12 compares this Gaussian form to the results ob-
tained from our nonlinear friction model in Eq. (8) and in
Fig. 1. For low magnitudes of a, here a = 0.2pi, the sta-
tionary velocity distributions in the nonlinear and linear
friction models are markedly different from each other.
With increasing magnitude of a, they become more and
more similar. This can easily be understood by recogniz-
ing that the expression for the nonlinear friction force in
Eq. (1) more and more approaches the linear expansion
in Eq. (A1) with increasing magnitude of a.
Eq. (A2) can be solved analytically [8, 43]. The re-
sulting propagator, or transition probability density, is
not explicitly reproduced here. It is of Gaussian func-
tional form. After convolution with the initial condition
Eq. (9), using fst,lin(v) from Eq. (A3) instead of fst(v),
and after integrating out the velocity variable, we obtain
an analytical expression for the time dependent spatial
distribution function under linear friction. It is again of
Gaussian form.
For a = pi, Fig. 13 compares the time evolution of the
spatial distribution function under nonlinear friction, see
Fig. 2, to the analytically calculated Gaussian one under
linear friction. At identical time, the spatial distri-
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FIG. 13. (Color online) Comparison between the time evolu-
tion of the spatial distribution function c0(x, t) under nonlin-
ear friction and under linear friction. In the case of nonlinear
friction, the results are obtained from direct numerical in-
tegration of the Fokker-Planck equation Eq. (7), marked by
“(n)”, and the same as in Fig. 2. The analytically calculated
Gaussian curves in the case of linear friction are marked by
“(g)”. Moreover, a = pi and M = 0.
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FIG. 14. (Color online) Variance var(t) as a function of time t
under nonlinear friction and under linear friction. For nonlin-
ear friction, the results are obtained numerically and marked
by “(n)”. They are the same as in Fig. 3. In the case of lin-
ear friction, the variances were calculated analytically from
the obtained Gaussian curves and are marked by “(g)”. We
consider vanishing drift force M = 0 and different values of
the parameter a. Since 〈x〉(t) = 0, the variances here coincide
with the mean squared displacements. Data for a = 0.2pi and
a = 5.0pi are multiplied by factors 10 and 10−1, respectively,
for better visualization.
bution curve under linear friction is broader than under
nonlinear friction. This is conceivable as our nonlinear
friction bounds the magnitude of the particle velocity,
which counteracts a rapid decay of the initially peaked
spatial distribution function.
Furthermore, we compare the moments of the spatial
distribution functions for nonlinear and linear friction.
In both cases, since here we do not consider an imposed
drift force, i.e. M = 0, the odd moments vanish. Thus
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FIG. 15. (Color online) Spatial distribution function c0(x˜, t)
under nonlinear friction, marked by “(n)”, and under linear
friction, marked by “(g)”, under confinement. For nonlinear
friction, the results are obtained from direct numerical inte-
gration of the Fokker-Planck equation Eq. (B3) starting from
the initial condition given by Eq. (9). Under confinement,
k = 1, a steady state is attained, whereas the distribution
function continues flattening without confinement, k = 0. In
the case of linear friction, an analytical solution exists for the
steady state, see Eq. (B4), which is of Gaussian shape. It is
less strongly peaked and less concentrated in the center of the
confinement than the solution under nonlinear friction. The
friction parameter is set to a = pi and the numerical curves
are obtained at time t = 10.
the variances in both cases are identical with the mean
squared displacements. The variances are compared to
each other in Fig. 14. There, one finds a situation similar
to Fig. 12. At low magnitude of a, the variances for both
types of friction markedly differ from each other. In con-
trast to that, they become similar at higher magnitude
of a. Furthermore, the kurtosis under nonlinear friction
was plotted in Fig. 4. Under linear friction, the spa-
tial distribution functions are of Gaussian shape. In this
case, and together with the Gaussian initial conditions,
the kurtosis vanishes at all times.
Appendix B: Confining harmonic potential
In addition to the nonlinear friction force in Eq. (1)
and the constant drift force M , we now briefly consider
the influence of a confining harmonic potential
U(x) =
1
2
kx2. (B1)
The constant k > 0 sets the strength of the confine-
ment. Again rescaling all quantities as described between
Eqs. (6) and (7), defining k = [mA4/(KkBT )
2]k′, and af-
terwards omitting the primes, the corresponding Fokker-
Planck equation reads
∂tf = − v ∂xf + ∂v tan
(piv
2a
)
f −M ∂vf
+ kx ∂vf + ∂
2
vf. (B2)
As an advantage, the influence of the drift force M is
now readily and exactly included by a simple coordinate
transform x = x˜ + M/k. Then the Fokker-Planck equa-
tion becomes
∂tf = − v ∂x˜f + ∂v tan
(piv
2a
)
f + kx˜ ∂vf + ∂
2
vf. (B3)
Due to the confinement, starting from the initial con-
dition Eq. (9), the spatial distribution function does not
continuously flatten any more as in Fig. 2. Instead, it at-
tains a steady state after an intermediate transient time.
An example is shown in Fig. 15.
There, we numerically iterate Eq. (B3) with initial con-
dition Eq. (9) forward in time until the steady state is
reached. In contrast to that, without confinement, i.e. for
k = 0, the spatial distribution function keeps on flatten-
ing, as indicated in the figure. We compare the situation
under nonlinear friction as given by Eq. (1) to the case of
linear (viscous) friction as formulated in Eq. (A1). In the
nonlinear case, the distribution function is peaked more
strongly. This is because higher velocity magnitudes are
less likely or completely prohibited, see Fig. 1. Therefore,
a particle under nonlinear friction cannot obtain as much
drive as a quick particle under linear friction. Thus the
spatial probability distribution cannot work as strongly
against the confining potential and remains more concen-
trated around the center. The linear case can be solved
analytically [43] and leads to a steady spatial distribution
function of Gaussian shape,
c0,lin(x˜, t→∞) = 1
2
√
k
a
exp
{
− k pi
4a
x˜2
}
(B4)
as indicated in Fig. 15.
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