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Constructive existence and uniqueness theorems are presented for the problem 
y” = f(x, y), y(0) = y,, y(I) = y,. Applications to several problems are also given 
including one in which the boundary values are y’(O) = y;, y(l) = y,. 
1. INTRODUCTION 
The nonlinear two-point boundary value problem of the form 
Y”(X) = J-(x, Y(X)>, o<x< 1, (la) 
a1 Y(O) + a2 Y’(O) = Cl 2 b, Y(l) + 6, Y’(l) = cz, (lb) 
has received much attention in the past. Although there is more interest at 
present in studying existence and uniqueness for the more general problem in 
which the gradient term is included in the argument list off, the purpose of 
this paper is to show how to obtain constructive existence and uniqueness 
results for specific problems of the type (1). We shall also show how they 
can be applied with several examples. 
We first note a theorem for the problem 
Y”(X) =fc% Y(X)>> o<x< 1, (24 
Y(O) = 0, Y(l) = 0, (2b) 
that was proved in [4]. The theorem centers on the following approach given 
by Keller [3]. First, subtract k*y from both sides of (2a) and consider the 
equivalent problem 
y” - k*y = j-(x, y) - k*y, y(O)=y(l)=O. (3) 
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Then, for k* # 0, (3) can be converted 
into the equivalent integral equation 
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by the Green’s function procedure 
Y(X) = j g,k W*yW - fK Y(O)) dk 
0 
(44 
where 
&(X5 0 = 
1 sinh kx sinh k( 1 - 0, o<x<r, 
k sinh k sinh k( 1 - x) sinh kr, r<x< 1. (4b) 
The theorem in [4] that we are referring to is the following. 
THEOREM 0. In the boundary value problem (2), let aflay be continuous 
for all x E [O, 1 ] and all y. Suppose that there exists N > 0 and 6 > 0 such 
that 0 < 6 < aflay < Nfor all x E 10, 1 ] and all y. Then a unique solution of 
of the convergent (2) exists. For k* = j(S + N), it is given by the limit 
sequence of functions 
y”(x) = 0, (54 
Y m+‘(x> =‘,’ g,(x, W*y”W -f(t,.V(O)l d<, 
Proof Let 
m = 0, l,... . (5b) 
em+‘(x) = ym+‘(x) - y”(x) (6) 
and 
lie m+‘II = ,yy~, lem+‘(x>l, m=O, 1, . . . . * . (7) 
Then for m = 1, 2,..., we can apply the mean-value theorem to f(x, y”(x)) - 
f(x, y”-‘(x)) to obtain 
P+‘(x) = if g&, <) [k* -g (t, y”‘(t) - e(t) e”YtO)] em(t) dt, (8) 
where 0 < 6’(c) < 1. Note that gk(x, <) >, 0, and with the choice 
k* = $(a + N) (9) 
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and the bounds on aflay, the bracketed term in the integrand of (8) satisfies 
0 < ( k* - aflay ] < f (N - S). Therefore, from (8), 
N-6 1 
<---- 
N+6 
l- 
cosh(k/2) ) 
I/em IIT m = 1, 2,... . (10) 
Since this relation holds for all x E [O, 11, 
Ile m+ll/ <illkllemIL (11) 
where 
Observe that ,uk < 1, and J]e”‘+‘]] <pu,” ]]e’]]. Thus (y”} is a Cauchy sequence 
in the space of continuous functions on [0, 1 ] with the norm defined by (7). 
Therefore, a continuous limit y(x) exists, to which {y”‘(x)} converges 
uniformly. Since the order of the limit operation and the integration can be 
interchanged the limit function satisfies the integral equation (3). To 
establish uniqueness, let U(X) and v(x) be two solutions to (2). Then they 
both satisfy (4) for k* = $(S + N). By the same analysis that leads to (1 l), 
~I”--~l~~kIIu--v/I~ s ince p, < 1, it follows that ]Ju - u]] = 0, or u = v. 
This theorem differs from a similar theorem given by Keller [3] in the 
following ways. First, in Keller’s theorem, the assumption of aflay is that 
0 < $/ay < N for all x E [0, 1 ] and all y. Second, the conclusion of the 
theorem is shown to hold for any k such that k* > N, with the resulting 
contraction parameter for the sequence (5) given by 
instead of ,uk given by (12). The conditions of Theorem 0 include the class of 
functions f(x, y) described by Keller’s assumption, but also distinguish 
between slightly more restrictive subsets of that class. 
The main theme in [4] was to show that the single choice of k* specified 
in Theorem 0 leads to a contraction parameter ,uk given by (12) which is 
smaller than pk given by (13) for any k in the range k* > N. An example was 
shown to illustrate that an iterative procedure used to compute the sequence 
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{y”(x)} numerically may in specific cases converge much faster with the 
contraction parameter ,uk given by (12). However, in the example shown, 
f(x, y) did not satisfy the conditions of Theorem 0 for all y. Another 
theorem was stated in [4] to show one example of how such cases could be 
covered. The solution for that theorem though turns out to be the trivial 
solution. This may have been avoided by considering nonhomogeneous 
boundary conditions. 
Keller also points out in his monograph [3] that the requirement that 
f(x, y) satisfy appropriate conditions for all y are very strict. He also gives a 
theorem to show how one weakening of the hypothesis can be stated to cover 
certain cases in which f(x, y) does not necessarily satisfy sufficient 
conditions for all y. We shall show several generalizations of Theorem 0 
which cover cases in which f(x, y) does not necessarily satisfy appropriate 
conditions for all y. These will be followed by applications of the results to 
several nonlinear problems in the literature. 
2. CONSTRUCTIVE THEORY 
Consider the problem 
Y”(X) = fk Y(X)>, o<x< 1, 
with the nonhomogeneous boundary conditions 
Y(O) = Yo 3 Y(l)= Yl. 
(144 
(14b) 
Subtract k2y from both sides of (14a) and consider the equivalent problem 
y” - k2 = j-(x, y) - k*y, Y(O) = Yo > y(l)= Y,- (15) 
Again, for k2 # 0, (15) can be converted into an integral equation by the 
Green’s function procedure for the operator (d’/dx* - k*), i.e., 
Y(X) = h(x) + j’ g&, W2y(t) -fK Y(G)) dt, 
0 
(164 
where 
&(X> t-1 = 
1 
! 
sinh kx sinh k( 1 - <), o<x<r, 
k sinh k sinh k( 1 - x) sinh kt, r<x< 1, 
(16b) 
and 
h(x) = 
y, sinh k( 1 - x) + y, sinh kx 
sinh k (16~) 
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Let us assume that 0 < min{ y,, y,} < max{ yO, y,) < M for some M. Then 
the kfollowing result can be established. 
THEOREM 1. Let M > 0 and N > 0. Suppose that af/lay is continuous 
and satisfies 0<6<of/lay<N for all xE [0, I] and all y such that 
0 ,< y(x) ,< M, 0 < x < 1. Suppose further that 0 < f(x, y) ,< i(o + N) . y for 
all x E [O, l] and all y such that 0 < y(x) GM, 0 < x < 1. Then there exists 
a unique solution of (14) satisfying O< y(x) <M, xE [0, l]. For k2 = 
f(8 + N), it is given by the limit of the convergent sequence of functions 
Y”(X) = h(x), (174 
Y m+‘(x) = h(x) + j,’ gk(x, <)[k*y”(O --f(T,ym(0)l d5, m = 0, I,.... (1Tb) 
Proof: First let us establish, by induction, that each member of the 
sequence (17) satisfies 0 < y”(x) < M, x E [0, 11. Observe that y” = h(x), 
and 
0 < h(x) < maxi Y,, Y, 1 sinh k( 1 - x) I- sinh kx sinh k 
GM 
cash k(f - x) 
cosh(k/2) 
<MM, x E [O, I]. 
Thus, 0 < y” GM. Assume that y’(x) satisfies 0 < y’(x) < M, 0 <x < 1, for 
some i > 0. Since 0 &f(x, y’) < j(N + 6)~’ and k* = f(N + S), we have 0 < 
k*y’-S(x, y’). Also, gk(x, c) is nonnegative on [O, 11. Therefore, the 
integrand in (17b) is nonnegative and 0 < yis l(x), 0 < x ,< 1. Since 
y’(x) < M, k’y’(Q - f(& y’(r)) < k2M, and therefore from (17b), 
yi+‘(x)<MM 
sinh k( 1 - x) + sinh kx 
sinh k 1 1 
+ *’ k’Mg,(x, 0 & 
-0 
=M sinhk(l-x)+sinhkx 
( sinh k 1 
sinh k( 1 - x) + sinh kx 1 
sinh k 2 
=M. (18) 
for all x E 10, 11. This proves each member of the sequence (y”(x), 
m = 0, 1, 2 ,...) satisfies 0 < y”(x) < M. 
Now, the difference em+’ (x) = y”’ ‘(x) - y”(x) for the sequence (17) will 
have the same form as (8). Since 0 < y”(x) < M for m = 0, l,..., we will have 
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0 ,< aflay(<, y”(l) - 0(<) e”‘(r)) < N. Thus the bracketed term in the 
integrand of (8) will satisfy 0 < ]k2 - aflay] < f(N- S), and by the same 
steps as in the proof of Theorem 0, we can show that 
where 
Ile *+‘II <i41emll, 
and ]]em+’ ]] is defined by (7). Finally, by the same arguments as in the proof 
of Theorem 0, the sequence (17) has a limit which is the unique solution of 
(14). 
The important generalization of Theorem 1 is that we have required 
f(x, y) to satisfy appropriate conditions only for all x E [0, 1 ] and all y such 
that 0 < y(x) < M. Many results in the literature require f to satisfy 
appropriate conditions on all of Z x R, where Z = 10, 11. Of course, the 
existence and uniqueness for Theorem 1 applies only to functions y(x) 
constrained to satisfy 0 < y(x) GM. Thus the solution search should be 
restricted to functions that satisfy this constraint. However, this kind of 
approach is well motivated for many problems which arise naturally in 
applied science. This is because one may know that the unknown is of one 
sign or bounded in absolute value. Examples are variables that represent, for 
instance, quantities like pressure or chemical concentrations. With that in 
mind, consider the following result which imposes a different condition on f 
than in Theorem 1 and a slightly more general constraint on y. 
THEOREM 2. In the boundary value problem (14), let max{ Iy,], 
I y, I} < M and let N > 0. Suppose that aflay is continuous and satisfies 
0 < 6 < aflay < N for all x E [0, 1 ] and all y such that I y(x)1 < M, 
x E [O, l]. Suppose further that 0 < f(x, y) < (6 + N)y, y > 0 and 
(6 + N)y < f(x, y) < 0, y < 0 for all x E [0, l] and all y such that 
/ y(x)1 < M. Then there exists a unique solution of (14) satisfying I y(x)1 < M, 
x E [O, 11. For k2 = f(8 + N), it is given by the limit of the convergent 
sequence of functions (17). 
Proof. It is sufficient to show that under the hypothesis of Theorem 2, 
each member of the sequence (17) satisfies / y(x)] GM, x E (0, 11. Then the 
arguments of Theorem 0 are applicable. To this end, observe that 
I Y~(x)I = I W)l G 
/y,(sinhk(l-x)+]y,]sinhkx 
sinh k 
<M 
sinh k( 1 - x) + sinh kx 
sinh k 
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= M cash k($ - x) 
cosh(k/2) 
GM. C-21) 
Assume that y’(x) satisfies ] y’(x)] GM, x E [0, 11. Then from (17b), 
I Y’+ ‘(xl < Ih(x)I + Jo’ g,& 8 I k2y’G3 - fG v’(OI & 
By hypothesis, if y’ > 0, 0 <f(<, y’(Q) < 2k2yi(t), which implies that 
I k*y’(Q -f(<, #(<))I < k2yi({) < k2M. Also, if y’ < 0, 2k2yi(<) < 
f(c, y’(Q) < 0, which implies that I k2yi(<) - f(t, y’(t))1 < k*M. Hence 
l~‘+‘@>l<M 
sinh k(1 - x) + sinh kx 
sinh k 1 J 
’ + g& t) & k2M 
0 
=M 
( 
sinh k( 1 - x) + sinh kx 
sinh k 1 
sinh k( 1 - x) + sinh kx 
sinh k 
=M. (22) 
Thus, by induction, 1 ym(x)] GM, m = 0, 1, 2 ,... . 
Before we illustrate several examples, we make the following remark. 
Results similar to Theorems 1 and 2 can be stated for other simple cases of 
the boundary conditions (lb) such as y(O) = y,, y’( 1) = yi, or y’(O) = yb, 
y(l) = yi. One of the examples shows the case y’(O) = yh, y( 1) = y,. 
3. APPLICATIONS 
EXAMPLE 1. The problem of steady-state, isothermal, reaction-diffusion 
of a substance involving nth order kinetics [ 1 ] leads to the two-point 
problem 
y” = $y”, n> 1, v2#0, Pa) 
Y’(O) = 0, Y(l) = 1, (23b) 
in dimensionless variables. The quantity 9’ is a nonzero constant dependent 
of geometry, concentration, and reaction rate. In [ 11, an asymptotic analysis 
is applied to (23). In [4], an application of Theorem 1 is shown. 
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Note that the case n = 1 can be solved by elementary methods to yield 
u(x) = cash px/cosh (4, n= 1. (24) 
Cases n > 1 will therefore be considered. Note that the function U(X) = 
cosh(firpx)/cosh(fio) satisfies U” = np’u > (p*u” if n > 1. By comparison, 
it can be shown that if a solution y(x) to (23) exists, then u(x) < y(x) on 
[0, 11. We shall look for solutions satisfying l/cosh(firp) < y(x) < 1. 
Following the approach summarized in Theorem I, we consider 
y" - k2y = q'y" - k2y, 
Y’(O) = 0, y(1) = 1. 
Then for k # 0, (25) can be converted into the equivalent integral equation 
Y(X) = -s;y +f g~(x,~)~k2y(~)-~2Z[y(~)l”J d<, 
0 
where 
‘!T& t-1 = 
1 sinh k( 1 - 0 cash kx, o<x<r, 
k cash k cash k< sinh k( 1 - x), r<x< 1. 
To solve (26) we form the sequence 
y’(O) = cash kx/cosh k Pa) 
y”“(x) = ;isy; + I,’ gdx, W2y”W - ~21~“(t)l”~ dt, 
m = 0, l,... 
Conditions in Theorem 1 are satisfied as follows: 
(a) For this problem, f(x, y) = (o’y” and, if n >, 2, 
O<n(o’(l/cosh V~(p)n-1 <af(x,y)/ay<ncp*, 
(26a) 
(26b) 
(27b 1
(28) 
for all x E [0, l] and all y such that l/cash fiu, < y(x) < 1 in [0, 11. Note 
the quantities that play the role of 6 > 0 and N in Theorem 1, i.e., 
6 = nrp’(l/coshfio)“- ‘, N = ny1*. (29) 
(b) For all x E [0, 1 ] and all y such that l/cash firp < y(x) < 1 in 
10, 1 I, 
0 < y,2(l/cosh v’h,” <f(x, Y) < q*. 
409/96/Z-20 
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(c) With the choice k2 = f(d + N), i.e., 
k2 = f(np2 + no’(l/cosh fip)“-I), (30) 
each member of the sequence (27) satisfies l/cash \/;;cJI < y”(x) < 1. This 
can be shown by induction. First observe that rp2 < k2 < ncp’, if n > 2. 
Therefore, k < fiu, which implies that l/cash \/;;u, < I/cash k < 
cash kx/cosh k < 1 for all x E [0, 11. Thus l/cash &CJI < y’(x) < 1. Next, 
assume that for some i > 0, y’(x) satisfies l/cash fiyl,< y’(x) < 1 for all 
x E [0, 11. Then, since rp2 < k2, n > 2, we will have from (27b) 
y’+ ‘(x) < ;;s;; + 1’ g,h, 4)k2 &
0 
cash kx 
= cash k + k2 
cash k - cash kx 
k2 cash k 
= 1. (31) 
Also, since (p2 < k2, 
k2yi(x) - p2(yi(x))” > q’y’(x) - cp’(y’(x))” > 0 (32) 
for all x E [0, 1] and all )2 > 2. This means that the integrand of (27b) will 
be nonnegative when m is replaced by i, and 
y’+ ‘(x) > cash kx/cosh k > l/cash fi~p (33) 
for all x E [0, 11. Thus by induction each member of the sequence (27) 
satisfies l/cash fi(p < y”‘(x) < 1 for all x E [0, I]. 
Finally, by the same way it was shown in Theorem 1, we can show that 
II Y m+‘-YmII~~kIIYm-Ym-lIl 
G elk)” II Y’ - YOIL (34) 
where 
1 
cash k (35) 
and N and 6 are defined as in (a) above. Thus by arguments similar to the 
arguments in the proof of Theorem 1, the limit of (27) exists and is the 
unique solution of (23) satisfying l/cash fiu, < y(x) < 1. 
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EXAMPLE 2. Consider Troesch’s problem, 
y ” = n sinh ny, n> 1, O<x<l, W-4 
Y(O) = 0, y(1) = 1. 
This problem has appeared frequently in recent literature [6-lo]. It has been 
studied by authors who consider the problem as an example for testing 
numerical schemes for solving unstable, nonlinear boundary value problems. 
An implicit closed-form solution in terms of elliptic functions is also known 
to exist [6, 8, Ill. 
Troesch [lo] has shown that the solution must satisfy y(x) < 
sinh nx/sinh n, 0 < x < 1. We shall look for a solution satisfying ] y(x)] < 1, 
x E [O, 11. First, write (36) as 
y” - k2y = n sinh ny - k2y, y(O)=O, y(l)= 1. 
Then, for kZ # 0, (37) can be converted into 
Y(X) = h(x) + f g,(x, W2y(t) - n sinh nv(t>) & 
0 
where 
,!a&~ a = 
1 
I 
sinh kx sinh k( 1 - r), o<x<t-, 
k sinh k sinh k( 1 - x) sinh kc, t-<x< 1, 
and 
h(x) = sinh kx/sinh k. (38~) 
Conditions of Theorem 2 are satisfied as follows: 
(a) For this problem, f(x, y) = n sinh ny and 
for all y such that ] y(x)] < 1, x E [0, 11. Note that 
6 = n2, N = n2 cash n, 
(37) 
(384 
WI 
(39) 
(40) 
in this case. Also, M= max{ y,, y,} = max{O, 1) = 1. 
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(b) If x E [0, 11, and y is such that ] y(x)1 < 1, x E [0, 11, then if y > 0, 
0 < f(x, y) = n sinh ny(x) = n2 cash n 
sinh nv(x) 
n cash n 
,< n2 cash n 
sinh ny(x) 
n cash ny(x) 
< n2 cash n i ny(x) 
Likewise, if y < 0, 
= n2 cash n2(cosh n)y(x) 
< (n’ cash n + n2) y(x) 
= (N + 6)y. (4la) 
(N + 6)~ = (n’ cash n + n2)y < n sinh ny < 0. (4lb) 
(c) According to the conclusion of Theorem 2, for 
k2 = i(S + N) = i(n2 + n2 cash n), 
the limit of the convergent sequence 
(42) 
y”(x) = sinh kx/sinh k, (@a) 
JP+yx)=~ + 1’ g,(x, O[k2f”(~) - n sinh v”(t)] dt, 
0 
m = 0, l,..., (43b) 
is the unique solution to (36) satisfying 1 y(x)1 < 1, x E [0, 11. 
In particular, for problem (36) and the sequence (43), we have 
le m+‘(xl <
n2 cash n - n2 
n2 cash n + n2 
l- sinh Ql --n;; sinh kx) ,,em ,,, 
or 
where 
lie m+lll <h lle”ll, 
cash n - 1 
iuk = cash n + 1 
l- 
(44) 
(45) 
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4. REMARKS ON COMPUTING THE SOLUTIONS 
To obtain a numerical solution of the limit of the sequence (27) and the 
limit of the sequence (43), y(x) can be approximated by the discrete solution 
wo = Y(O), WI = Y(Xl>,..., wp-, = y(x,-i), wP = y(l) on a uniform grid, 
h = l/p, x, = h, x2 = 2h ,..., xPP, = (p - 1)/z, xP = 1. By using the trapezoidal 
rule on the integrand, wi can be taken as 
wj = h(xi) + 2 Clj g,(Xi> Xi)[k2w,/ -f(xj, wj)]> i = 0, l,..., p, (46) 
j-0 
where a0 = aP = h/2, aj = h, j = l,..., p - 1, and h, g,, and f are given as in 
(26) for Example 1 and as in (38) for Example 2. Keller [3] has shown that 
this should yield accuracy on the order of h*. 
To compute the approximations, a sequence of net functions (WY}, 
m = 0, l,..., can be defined as 
WY = h(xi), (47a) 
WY+’ I? h(xi) + 2 aj g,(Xi, Xj)[k*WT -f(Xj, W,y)], i = 0, 1 ,..., p, (47b) 
j-0 
where a, = up = h/2, a,i = h, j = l,..., p - 1, and h, g,, and f are 
appropriately taken for each problem. By arguments similar to those given 
by Keller [3], one can show that for each particular case of h, g,, and f 
corresponding to Example 1 or 2, the limit of (47) exists and is the unique 
solution of (46). Also, as p--f 00, the contractive parameter for the sequence 
(47) will converge to the contractive parameter ,LI~ for the corresponding 
continuous sequence (27) or (43). 
The following tables indicate some values of the contration parameter ,uuk 
and the actual number of iterations required to achieve llemtl 11 < 10m4. To 
determine the value of m + 1 at which lle”“‘l~ < 10P4, programming was 
done in standard fortran on an IBM 3033. 
TABLE I 
Example 1: y” = q*y”, y’(O) = 0, y( 1) = I 
,* 
k2 
l/cash fiw Eq. (30) Eqfy35) m+l 
2 2.25 0.24 2.19 0.39 4 
4 2.25 0.10 4.50 0.76 1 
2 6.25 0.06 6.62 0.75 6 
4 6.25 0.014 12.50 0.94 15 
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TABLE II 
Example 2: y” = n sinh ny, y(O) = 0, y( 1) = I 
n cash n 
k* 
Eq. (42) Ec$45) m+l 
1 1.54 1.27 0.03 3 
2 3.16 9.52 0.34 6 
3 10.07 49.80 0.77 16 
5 74.21 940.12 0.97 100 
Consider Example 1 and the case op2 = 2.25, n = 2, Table I. Assume that p 
is sufficiently large that the contractive parameter for the sequence (47) is 
the same as ,u, for (27). Then, if ]]e’]] < 1, the relation ]]e*+‘]l < (JJ~)~ ]]e’]I 
implies that it should take at most 10 iterations to get ]]e”+ ’ ]I < 10m4. It 
actually took m + 1 = 4 with h = &. The worst case shown in Table I is the 
one for rp* = 6.25 and n = 4. The relation ]]e”” i I] < (,uJm ]]e’ I] tells us we 
could expect as many as 148 iterations to get ]le”“‘]] < 10P4. However, it 
only took m + 1 = 15 with h = &. 
Consider Example 2 and the case n = 2 in Table II. Again, assume p is 
sufficiently large that the contractive parameter for the sequence (47) is the 
same as for (43). The value of ,LJ~ for this case implies that it should take at 
most 8 iterations to get ]]e”‘+’ ]] < 10P4. It actually took m + 1 = 6 with 
h = &. The case n = 5 in Table II shows that as n becomes larger the value 
of pk becomes nearly one. It can then be expected that the sequence may 
converge very slowly. For n = 5, the relation lie*+’ ]/ < 1O-4 was not 
satisfied until m + 1 > 100 with h = A. Unfortunately, this problem is 
inherently troublesome numerically. According to 16, 111, this problem is a 
difficult one because the associated initial value problem has a pole at 
approximately x = (l/n) ln(B/y’(O)) which makes the solution by shooting 
methods difficult and unstable for II > 5. There is also difficulty in 
computing an approximation from the implicit closed form solution for 
higher values of n [6, 111. Kubecek and Hlavacek [ 81 and Troesch [lo] 
demonstrate modified initial value metods which seem to avoid difficulties 
with higher value of n and yield reasonable accuracy. As pointed out in [ 111. 
most methods in the references listed rely on some particular property of the 
problem or knowledge of the general shape of the solution. For the method 
here, it may help to use a quadrature formula on (43b) which uses fewer 
abscissae and yields higher acuracy than the trapezoidal rule. Also, the 
iterations can be reduced by choosing the initial approximation y”(x) closer 
to the solution limit thereby making ]]e’ I] smaller. 
Actually, the problem of Example 2 for large values of n is a singular 
problem. We are not interested here in presenting numerical aspects or 
TWO-POINT BOUNDARY VALUE PROBLEMS 597 
discussing computing difficulties at length. The emphasis in this paper is in 
demonstrating constructive existence and uniqueness. 
5. CONCLUSIONS 
There are some advantages and disadvantages in applying results similar 
to Theorems 1 and 2 and in computing solutions numerically. One disad- 
vantage, for instance, is that for more general boundary conditions, 
constructing Green’s functions can be difficult. On the other hand, one 
advantage is that boundary conditions are built right into the integral 
equation. One does not need the unknown and its derivative at one end as in 
initial value methods. In fact, it does not matter whether the unknown is 
specified at both ends or if the derivative is specified at one end and the 
function at the other. Computation of each member of the sequence (47) for 
instance is valid even at both ends. 
Another disadvantage is that just as Keller [3] points out for p, given by 
(13), the value of puk given by (20) can be very close to one. This may cause 
the number of iterations required to achieve a given error tolerance to be 
large. This is clearly seen for certain cases of Troesch’s problem, Example 2. 
On the other hand, in the application of results such as Theorems 1 and 2 we 
do have existence and uniqueness. Before numerical computation, one is 
assured that the limit of the sequence of successive approximations is the 
unique solution of the problem. Perhaps, results from research in the area of 
acceleration of convergence of vector sequences and series can be applied to 
(47). 
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