This paper gives a review of Connes-Kreimer formulation of perturbative renormalization in Quantum Field Theory. We begin with the derivation of the Feynman calculus, the Hopf algebra structure on Feynman diagrams and we show the natural occurence of Birkhoff decomposition in perturbative renormalization. Most of proofs is added in the present paper.
Introduction
In Quantum Field Theory, Feynman graphs are used to calculate correlation functions (or correlators) in the perturbative case. Due to Feynman rules, one can associate an (Feynman) amplitude to any graph, and correlators are their infinite sums.
In most of the cases (for interacting theories), these Feynman amplitudes are divergent quantities and become finite after renormalization. Among the renormalization techniques, those of Bogoliubov-Parasiuk-Hepp-Zimmermann (BPHZ) consists in eliminating divergences by adding counter-terms to amplitudes; the counter-terms are constructed in recursive way in the presence of subdivergent amplitudes: it is the Bogoliubov-Parasiuk (BP) preparation.
Later, Dirk Kreimer have shown that the BP preparation allows to define a Hopf structure on some set of Feynman diagrams. The co-product is done by the decomposition of diagrams in their divergent subdiagrams, whereas antipode exists due to connected grading on diagrams. Most important is the fact that counter-terms are given by some deformation of antipode.
More later, Alain Connes and Dirk Kreimer introduced a more natural picture for understanding in the same time the relations which give counter-term and renormalized amplitude 1 : it is the Birkhoff decomposition. Roughly speaking, counter-term and renormalized amplitude are the duals (in the sense of Gelfand-Naimark) of the Birkhoff decomposition components of a loop [5] .
An important physical concept which can be derived from this approach is the renormalization group. In physical theories, the renormalization group describes the evolution of physical parameter with the energy scale; it is described by one-parameter subgroup of the group of diffeomorphisms in the space of physical parameters, whose generator is called the beta function. In Connes-Kreimer theory, the renromalization group is a subgroup of the structure space of the Hopf algebra of graphs.
Feynman diagrams
In this section, we will recall the uses of Feynman diagrams in the perturbative calculus of correlation functions [1] . We will only examinate the case of quantum mechanics, where the field space is of finite dimension.
where S is the action function φ is a polynomial function on V, i.e.
< φ > is called the correlator of φ. 2 This is linear in φ so it suffices to calculate:
When φ = 1, a monomial of degree 0, we note Z := < 1 > and call it the partition function.
Free action correlators
It is the case where the action is free; for our purpose, it means that the action is a definite positive quadratic form B. The main result is that Z is finite and can be normalized (from the Lebesgue measure) to one. So, for V = R with the standard inner product and the standard measure dx, one have the normalized measuredx = dx/ √ π.
For V = R d with inner product B and the standard measure dx, one have:dx = dx/(det(B/π)) −1/2 .
Wick theorem
It permits to obtain the free action correlators from 'contractions', i.e. for even N:
where s , s'∈ S N , are identified when they define the same term of (1) (these terms are called Wick pairings); for odd N, it is zero.
Proof : The proof is subdivided in two parts and follows closely [1] .
1. Reduction to dimension one. As it stand, both sides of (1) are symmetric linear forms on (V * ) ⊗N , so it suffices to verify the equality for a symmetric element of (V * ) ⊗N . Further, any positive definite inner product can be diagonalized in many orthonormal basis, and taking f(x) = α, we see that the integral is a sum of 1D integrals of the form 2. Calculation of < x N >. This will be calculated from the linear perturbed action
Define the perturbed partition function
+J·x , so the free action correlator for x N is:
Now, we will check that: 1) Z(J) = e J 2 /2 ; 2) < x N > f ree vanishes for odd powers and for even N = 2p,
For 1), we complete to a square:
is zero for odd N, and for N = 2p, this is N ! times the coefficient of J N in e J 2 /2 ,i.e.
Remarks:
From the definition, we can write:
where Id is the identity form on V. On the other hand, noticing that the inverse form of Id by Id is 1, one have:
so < x N > verifies Wick theorem.
Perturbations of free actions.
Now, we consider the general case where the action is not free and is 'infinitesimaly' perturbed ,i.e. of the form:
where:
• Q m is a symmetric m-form on V, i.e. :
• g m 's are formal parameters used to separate the contributions from Q m 's,
Feynman graphs
Now, we will define Feynman graphs in order to use them in the calculation. A graph is a collection of vertices and edges; each edge 'contracts' two vertices and the number of edges incident on a vertex is called its valence.
A Feynman graph is a graph with: (a) 'external' (or labeled) vertices, which are all univalent.
We denote by G(N, n) the set of equivalence classes of all graphs which have N external vertices, and n m m-valent internal vertices , m ≥ 1, n m ∈ n. In order to calculate correlators, we associate to every Feynman graph Γ a Feynman amplitude F Γ following the so-called Feynman rules:
(1) Place at each vertex some symmetric tensor in V;
• At external vertex j place form f j ,
• At each m-valent internal vertex place tensor Q m (2) And contract the tensors along the edges of the graph using the form B −1 .
Example. Consider:
F Γ 1 can be expressed as product of B 1 terms, and it is not difficult to see that it is a term in the
More precisely, if we define the graph
we have:
This relation is due to :
• the symmetry of Q 4 , i.e. each pairing is equal to F Γ i , i = 1,2;
• the fact that the factor |Aut(Γ i )| −1 (4!) 2 2! is the number of pairings of each i-term needed to obtain the correlator:
-(4!) 2 gives terms generated by the symmetric tensor Q 4 ;
-2! provides terms from the discernability of the two Q 4 by the Wick formula;
-|Aut(Γ i )| −1 restricts permutation to pairings;
How to calculate |Aut(Γ)| for a graph Γ? From relation (2), we deduce that |Aut(Γ)| cures permutations from 1) |Q E (Γ)| := m (m!) nm and 2) |Q V (Γ)| := m n m !. 1) and 2) are relative with permutations of internal 1/2-edges, and internal vertices, respectively. So it is more convenient to write |Aut(Γ)| as:
where |Aut E (Γ)| is the number of edges permutations which preserve incidence on vertex (this construction leads to consider Feynman graph as ribbon graph, i.e. graph with cyclic ordering on the incident 1/2-edges of each vertex), and |Aut V (Γ)| a 'by hand' number (it is always 1 for nonvacuum graph). Now, we can derive the more general formula :
Feynman's theorem
Theorem. The correlator of monomial for the perturbated action
is a formal power series
where Aut(Γ) is the group of automorphisms of Γ which fix the external vertices.
Proof : First, it can be reduced to the calculation of free correlators. Indeed, we have: 
Hopf algebra on Feynman diagrams
Due to Gelfand-Naimark duality, a group structure on Hausdorff space generates an algebraic structure called co-group on the algebra of coordinates, then becomes a Hopf algebra. One can also find Hopf structures in combinatorial problems, where the co-product gives the decomposition mode of element in its components. In renormalization theory, the BP preparation, which is a combinatorial formula, is a deformation of the antipode of a Hopf structure on Feynman diagrams having as co-product the decomposition in subdivergences.
Hopf algebra
We recall that a Hopf algebra H is an algebra with a co-group structure (∆: H → H ⊗ H, ǫ: H → R, S: H → H), compatible with the algebra structure on H, i.e. On can define the antipode from an operation on the morphism set Mor(H,A) for A(m A ,η) an unital algebra: it is the convolution, denoted by * , which is dual to the pointwise product on Mor(Struct(A),Struc(H)), i.e.
We have:
and,
The last two equalities show that ηǫ is the neutral element of the convolution; consequently, the definition of co-inverse means that the antipode is the inverse of the identity function on H by the convolution, and then is unique.
Another structure which can give the antipode on a bi-algebra H ( a 'Hopf algebra' without antipode) is a connected grading on H, compatible with the bi-algebra structure, i.e.
Grading :
Connectedness :
Leaving aside this existence of the antipode, the connected grading implies a co-product of the form:
with deg(a ′ i ) and deg(a i ) between 1 and n-1 (*). Indeed, we have [8] :
and ∆a = αa
ǫ(a) = 0 and α = β = 1, ∀a ∈ A, deg(a) ≥ 1, and (α + β) = 1, ∀a ∈ A, deg(a) = 0.
And the antipode is given by the geometric series:
Indeed, the partial sum S i = i l=0 u l satisfies the following relation:
In the other hand,
Proof : For a = γ1, we have:
Suppose the claims holds for all b∈A | deg(b)≤ n-1, then
Then, we have:
Finally, from (*), we obtain the folllowing recursive formula:
This kind of formula (5) is present in combinatorial formulas of perturbative renormalization.
Bogoliubov-Parasiuk preparation and Hopf structure
In BPHZ renormalization, when the divergent amplitude does not contain any divergent subgraph, it suffices to add it a counter-term to obtain a finite (or renormalized) amplitude. In the case with subdivergences, one substract each subdivergence and after add to the resulting (or prepared) amplitude (with no subdivergence) the corresponding counter-term: it is the BP preparation.
Most precisely, for a divergent connected graph Γ, the prepared graph P(Γ) is given by:
where the sum is on all subdivergent graphs, (F is the Feynman amplitude map) the counter-term by:
and the renormalized amplitude by:
where T is the operation defining the counter-term for a graph without subdivergence. Now, let's construct a Hopf structure on Feynman diagrams with antipode in the form (6) . Consider the commutative real alegbra H generated by all unions of one-particle irreducible (or 1PI) Feynman graphs, with union as product.
Define on the basis 3 the co-product by:
where the sum is on all subdivergent graphs. Later, the second equality will be useful for the construction of the antipode. The next structure is the connected grading, that one can define, for a basis element Γ, by the number deg(Γ) = v(Γ) − 1, where v(Γ) is the number of internal vertices of Γ and compatible with the product on H.
From the previous section, there exists an antipode S on H, given by:
One can see that the counter-term is identical to the antipode (8) when T is the identity.
Note 3.1. In fact, there is many formulas giving counter-terms as those of Zimmermann, or those of Dyson-Salam, but they define all the same antipode (8), [7] .
Another relation between R and F is given by the convolution:
i.e.
4 Pertubative renormalization and (Birkhoff) decomposition
We will show that the BP formula (9) is dual, in the dimensional regularization, to the Birkhoff decomposition of a loop on the Riemann sphereĈ:= C∪ {∞} with value in G := Struc(H), the structure space of H. Recall that the Birkhoff decomposition of a loop γ : C → G, where C is a curve onĈ, is given by:
γ ± are boundary values of holomorphic maps γ h,± : C ± → G, with C + the connected component of the complement of C containing ∞ and C − the bounded component. Then when Γ can be extented into holomorphic mapΓ on C + ; one can take: γ h,+ =γ and γ − = 1.
The principal result is that Mor(Ĉ,G) equipped with pointwise product have as dual the set Mor(C(G)=H, C(Ĉ)) equipped with the convolution. Indeed, we have:
By definition of Feynman rules, the Feynman amplitude map preserves the product on H, then defines an element of Mor(H,A) for a commutative algebra A with unit, and in this way an element of Map(Struc(A),G) , Struc := C −1 . So, from (9), we have:
where · is the pointwise product on Mor(Struc(A),G), i.e.
Struc(F
In renormalization theory, the divergence or not of the amplitude U depends on its value, so by definition, the set A + 4 of 'finite' elements of A is composed by values of renormalized amplitudes 5 . 
The renormalization group
The renormalization group comes from the idea that (renormalized) physical parameters depend on the energy scale µ; this dependence is introduced, for example in dimensional regularization, from restauration of amplitude dimension after the extension D → D+ǫ =: z, ǫ ∈ C\ {0} 6 .
We will use the following propriety: the singular part of the Birkhoff decomposition is scaleindependent [4] . Because of this, one can construct an one-paramater subgroup rg t of group G := Struc(H) whose generator is the beta function of renormalized loops [3, 4] . By definition, renormalized loops are integral curves of the beta vector field.
Due to the linearity with rapport to graphs and the homogeneity with rapport to µ of amplitudes, the effect of scale variation µ → e t µ on amplitudes can be induced by the action on H defined by:
(The presence of graduation is necessary for θ to be a morphism) and we have:
So we obtain the one-parameter subgroup Struc(θ t ) of Diff(G). To study a flow of the form γ + µ (D), µ ∈R, one can consider the one-parameter subgroup: rg t = lim z→D γ − (z)θ t(D−z) (γ − (z) −1 ).
The limit exists because of he holomorphicity of γ µ+ in z = D, whereas the scale-independence of γ µ− induces the group structure on rg t , and we have: A the limit, we have:
then:
where ∂/∂µ is the vector field on R defined by: (∂/∂µ)(Id) := 1, and β the generator of rg t . The first equality means that γ + e (.) (D) is an integral curve of β. Here, as β is the generator of the subgroup rg t , then its flows are rg t -valued.
Conclusion
The Connes-Kreimer approach on renormalization theory allows to consider renormalized amplitudes and their counter-terms as being the terms of Birkhoff decomposition: in dimensional regularization, the BP preparation is dual to the Birkhoff decomposition. Moreover, the renormalization group is naturally expressed by a subgroup of the structure space of Feynman diagrams. However, the CK theory does not answer the following question: Can we explain more the scale dependence of physical theories? In our next paper, we will give a model which exhibits more naturally this propriety.
