Motivated by the direct-sum-decomposition of the r th tensor power of the defining representation of the special orthogonal group SO(2k + 1), we present a bijection between vacillating tableaux and pairs consisting of a standard Young tableau and an orthogonal Littlewood-Richardson tableau for SO(3).
Introduction
We solve a problem posed by Sundaram in her 1986 thesis [12] concerning the direct-sum-decomposition into irreducibles of tensor powers of the defining representation (also known as vector representation) of the special orthogonal group SO(3). In particular, our main result is a bijection for SO(3) between so called vacillating tableaux and pairs consisting of an orthogonal Littlewood-Richardson tableau (recently introduced by Kwon [5] ) and a standard Young tableau.
The question of finding such a bijection arises when we consider the decomposition of a tensor power V ⊗r of the defining representation V of SO(2k + 1) as an SO(2k + 1) × Sr representation,
where V (µ) is an irreducible representation of SO(2k + 1) and S(λ) is a Specht module. Considering the decomposition, we concentrate on U (r, µ). A basis of U (r, µ) can be indexed by vacillating tableaux. In dimension 3 these can be regarded as Riordan paths: lattice paths with north-east, east and south-east steps, no steps below the x-axis and no east steps on the x-axis. The multiplicities c µ λ can be obtained by counting orthogonal Littlewood-Richardson tableaux, while a basis of S(λ) is indexed by standard Young tableaux.
Our bijection is composed of two independent bijections. The first one, described by Algorithm 1 and its inverse Algorithm 2, considers orthogonal Littlewood-Richardson tableaux and standard Young tableaux and reduces the problem to the case of vacillating tableaux of shape ∅. To formulate it we give an explicit combinatorial description of Kwon's orthogonal Littlewood-Richardson tableaux, which are defined in a very general way, although, too abstract for our purposes. The second bijection, described by Algorithm 3 and its inverse Algorithm 4, is a bijection between vacillating tableaux of dimension 3 of shape ∅ and standard Young tableaux with 3 rows, all of even length or all of odd length.
The problem of finding a bijection explaining the decomposition of U (r, µ) has been attacked several times since Sundaram's thesis; in particular by Sundaram [13] , Proctor [7] and recently by Okada [6] .
Okada implicitly obtains the decomposition of U (r, µ) for the multiplicity free cases µ = ∅ and µ = (1) using representation theoretic computations in [6, Theorem 5.3(3) ] and proves that the associated combinatorial objects have the same cardinality in [6, Corollary 5.5(3) ]. Our bijection provides a proof for these results as a special case, which are on their part special cases of Okada's work. In fact, Okada asks for bijective proofs of his results. He speculates that Fomin's machinery of growth diagrams could be employed to find such bijections. Indeed, for the symplectic group, special cases of his results were obtained by Roby [8] and Krattenthaler [3] using this method. However, for the orthogonal group the situation appears to be quite different. In particular, at least a naive application of Fomin's ideas does not even yield the desired bijection between vacillating tableaux and the set of standard Young tableaux in question.
An advantage of our combinatorial, bijective proof is that we obtain several additional properties and consequences such as the following.
Our bijection preserves a suitably defined notion of descents: for vacillating tableaux the definition is new, whereas for standard Young tableaux we use the classical descent set introduced by Schützenberger. Thus, we obtain the quasi-symmetric expansion of the Frobenius character of the isotypic space U (r, µ), ch U (r, µ) = w a vacillating tableau F Des(w) , where FD denotes a fundamental quasi-symmetric function.
Among others, this property justifies our bijection to be called "Sundaram-like", as she described a similar bijection for the defining representation of the symplectic group in her thesis [12] . There exists a similar (but less complicated) definition for descents in oscillating tableaux, which are used in the symplectic case instead of vacillating tableaux, and which Sundaram's bijection preserves. Thus there also exists a similar quasi-symmetric expansion of the Frobenius character. Rubey, Sagan and Westbury obtained this result in [9] .
An essentially different description of our second bijection proves further properties. Vacillating tableaux of shape ∅ can be regarded as paths that end at the x-axis, and can thus be concatenated naively. We define concatenation on standard Young tableaux by writing them side by side and adjusting entries to obtain the following: concatenation of vacillating tableaux corresponds to concatenation of standard Young tableaux (see Theorem 41). A similar property holds for Sundaram's bijection.
Ignoring the orthogonal Littlewood-Richardson tableaux, our bijection describes an insertion algorithm of vacillating tableaux to standard Young tableaux describing the decomposition of U (r, µ) (see Corollary 56). So does Sundaram's bijection for the symplectic group, mapping oscillating tableaux to standard Young tableaux. Due to the exceptional isomorphism sl2 ∼ = so3, our algorithm can also be regarded as an insertion algorithm for the decomposition of the isotypic components in tensor powers of the adjoint representation of SL2. Thus, our algorithm is a first step towards a resolution of a closely related problem of Stembridge. He shows in [11, Theorem 6.2] that such an algorithm must also exist for the adjoint representation of GLn, but so far, no explicit description has been found.
Background
Although our bijection considers only k = 1 (thus n = 2k + 1 = 3) we provide the setup for general k, as this ensures a better understanding of the problem.
Schur-Weyl duality
Starting with the general linear group we have "classical Schur-Weyl duality"
as GL(V ) × Sr representations where V is a complex vector space of dimension n and
• GL(V ) acts diagonally (and on each position by matrix multiplication) and Sr permutes tensor positions
• V GL (λ) is an irreducible representation of GL(V ) and S(λ) is a Specht module.
Consider now the restriction from GL(V ) to SO(V ) for a vector space V of odd dimension n = 2k + 1 (
GL(V ) SO(V )
The isomorphism of SO(V ) representations (e.g. Okada [6, Cor. 3.6] ),
ℓ(λ)≤k λ=µ± or λ=µ and ℓ(µ)=k
implies that a basis of U (r, µ) can be indexed by so called vacillating tableaux of shape µ, defined in Section 2.2. Therefore, to explain the decomposition (1) combinatorially, we are interested in a bijection between vacillating tableaux and pairs that consist of a standard Young tableau and an orthogonal LittlewoodRichardson tableau, as a basis of S(λ) can be indexed with standard Young tableaux.
Moreover, we go further and follow the approach taken by Rubey, Sagan and Westbury [9] for the symplectic group, by introducing descent sets for vacillating tableaux; see Section 2.3. This enables us to describe the quasi-symmetric expansion of the Frobenius character. For more information on the Frobenius character see the text book by Stanley [10] .
Recall that the Frobenius character of a representation ρ of the symmetric group is
where p λ denotes the power sum symmetric function associated with λ. For D ⊆ {1, 2, . . . , r} the fundamental quasi-symmetric function FD is defined as
where s λ denotes a Schur function and Des(Q) is the descent set of a standard Young tableau, see Section 2.3. The Frobenius character can be also defined by this equation and the requirement that it be an isometry. For SO(3) we define a descent-preserving bijection. Therefore we obtain the following theorem.
where the sum runs over all vacillating tableaux w of length r and shape µ and Des(w) is the descent set of w.
The extension to the general case, SO(2k + 1), is work in progress and will be presented in another paper.
Vacillating Tableaux
We define two equivalent families of objects: vacillating tableaux (as defined by Sundaram in [13, Def. 4.1]) and highest weight words. Definition 2.
1. A ((2k + 1)-orthogonal ) vacillating tableau of length r is a sequence of partitions ∅ = µ 0 , µ 1 , . . . , µ r = µ each of at most k parts, such that:
• µ i and µ i+1 differ in at most one position,
• µ i = µ i+1 only occurs if the k th part of both partitions is non-empty.
We call the final partition µ the shape of the tableau.
A ((2k +1)-orthogonal )
highest weight word is a word w with letters in {±1, ±2, . . . , ±k, 0} of length r such that for every initial segment s of w the following holds (we write #i for the number of i's in s):
We call the partition (#1 − #(−1), #2 − #(−2), . . . , #k − #(−k)) the weight of a highest weight word. The vacillating tableau corresponding to a word w is the sequence of weights of the initial segments of w. By abuse of terminology we refer to both objects as vacillating tableaux.
For k = 1 we can regard vacillating tableaux as certain lattice paths (Riordan paths: Motzkin paths without horizontal steps on the x-axis). We therefore take a north-east step for every 1, a south-east step for every −1 and an east step for every 0. In this setting we want the path to be in the first quadrant and do not allow east steps on the x-axis. Example 3. The same object once written as a vacillating tableau, once as a highest weight word and once as a Riordan path.
(The significance of the circled points is discussed in the next section.)
Descents
Following Rubey, Sagan and Westbury [9] we define the descent set for standard Young tableaux and vacillating tableaux.
Definition 4. Let SYT(λ) be the set of standard Young tableaux of shape λ. For a standard Young tableau Q ∈ SYT(λ) we call an entry j a descent if j + 1 is in a row below j. We define the descent set of Q as: Des(Q) = {j : j is a descent of Q}. has descent set {2, 3, 6}.
Definition 6 (Rubey, personal conversation). We define descents for vacillating tableaux using highest weight words. We call a letter j of w a descent if there exists a directed path from wj to wj+1 in the crystal graph for the defining representation of SO(2k + 1)
and wjwj+1 = j(−j) if for the initial segment w1, . . . , wj−1 holds #j − #(−j) = 0. For k = 1 this means that j is a descent if the j th position is a 1 followed by a 0, or a 0 followed by a −1, or a 1 followed by a −1 if the numbers of 1's and −1's before the j th position are different. We define the descent set of w as Des(w) = {j : j is a descent of w}.
The vacillating tableau in Example 3 has descent set {2, 3, 6, 9, 12, 13}. The corresponding positions are circled.
Crystal Graphs
In this section we summarize some properties of crystal graphs. In particular, we describe a certain crystal graph, that we need for defining orthogonal Littlewood-Richardson tableaux. For more information on crystals see the text book by Hong and Kang [1] .
Crystal graphs are certain acyclic directed graphs where vertices have finite in and out degree and each edge is labeled by a natural number. We only use crystal graphs whose vertices are labeled with certain tableaux.
For each vertex C there is at most one outgoing edge labeled with i. If such an edge exists we denote its target by fi(C). Otherwise fi(C) is defined to be the distinguished symbol ∅. Analogously there is at most one incoming edge labeled with i and we define ei(C) as the tableau obtained by following an incoming edge labeled with i. We denote by ϕi(C) (respectively εi(C)) the number of times one can apply fi (respectively ei) to C.
We consider infinite crystal graphs. However, for the crystal graphs we consider, it holds that if we fix a natural number ℓ and delete all edges labeled with ℓ or larger, as well as all vertices that have incoming edges labeled with ℓ or larger, we obtain a finite crystal graph. Thus a lot of properties proven for finite ones hold also for our infinite crystal graphs.
Definition 7.
The crystal graph of one-column tableaux is defined as follows:
1. The vertices are column strict tableaux with a single column and positive integers as entries.
2. Suppose that i ∈ N, i > 0 is an entry in a tableau C but i + 1 is not. Then fi(C) is the tableau one obtains by replacing i by i + 1. Otherwise fi(C) = ∅.
3. Suppose that neither 1 nor 2 is an entry in a tableau C. Then f0(C) is the tableau one obtains by adding a domino 1 2 on top of C. Otherwise f0(C) = ∅.
See Figure 1 for an example.
Next we introduce the tensor product of crystal graphs, using the left-to-right opposite of most of the literature. The tensor product is associative.
Definition 8. The tensor product B1 ⊗ B2 of two crystal graphs B1 and B2 is a crystal graph with vertex set B1 × B2 and edges satisfying: Lemma 9. Consider a tensor b = b1 ⊗ b2, ⊗ · · · ⊗ bn and an index i.
We form a sequence of plus and minus signs according to ϕi and εi in the following way: (+, +, . . . , +, −, −, . . . , −, +, +, . . . , +, −, −, . . . , −, . . .
εi(bn) Now we cancel out adjacent pairs of "−, +" until we obtain a new sequence (+, +, . . . , +, −, −, . . . , −). Then fi acts on the bj corresponding to the rightmost "+" in the new sequence and ei on the leftmost "−". Moreover, the number of "+"s in the new sequence is ϕi(b) and the number of "−"s is εi(b).
Definition 10. The crystal graph B d (µ) where µ is a partition with at most k = 1 part, is defined as follows. The vertices are pairs of tableaux (T, C) where T is a two-column skew semistandard Young tableau and C is a column strict single column such that:
• The tail of a two-column skew semistandard tableau is the part of the tableau where only the first column exists. We require that the tail of T have length µ1.
• The residuum of a two-column skew semistandard tableau is the number of positions we can shift the second column down such that the result is still a skew semistandard tableau. We require that the residuum of T be less than or equal to 1.
To obtain the edges, we consider this as a subgraph of the tensor product of 3 = 2k + 1 one-column crystal graphs. Note that taking this point of view ϕi(b ℓ ) ∈ {1, 0} for ℓ = 1, 2, 3.
Proposition 11 (Defining Proposition). If the edges of a crystal graph are considered as a partial order, every connected component of the crystal graph has a unique maximum (see Kashiwara [2] ). We call those maxima the highest weight elements.
Orthogonal Littlewood-Richardson Tableaux
In order to define orthogonal Littlewood-Richardson tableaux we define a crystal graph, of which they are a part. A proof of the following lemma can be found in Kwon [5, Sec. 3 , pages 8, 9 and 13].
Lemma 12 (Defining Lemma, Kwon). For n = 3 the crystal graph T d (µ) consists of those elements of B d (µ) described in Subsection 2.4 that are in the same component as one of the following highest weight elements: [4, Def. 3.7] as the set of (for k = 1) pairs of a two-column skew semistandard Young tableaux where the tail has length µ1 and a column strict single column with certain dependencies characterized by a list of inequalities. This list was originally described by means of crystal graphs in the way it is stated in Lemma 12. For an example see Figure 3 . We give another equivalent definition in the next section that we use for our algorithms. As announced before, the set of orthogonal Littlewood-Richardson tableaux is counted by c
See [5, Theorem 5.3] . This is one of the main results of [5] . a is even, b and c are odd, µ = ∅, the residuum is 0.
We can regard orthogonal Littlewood-Richardson tableaux as skew semistandard Young tableaux, whose shape is as indicated.
Corollary 16. The residuum is 1 if and only if the leftmost line has one position in the tail and the middle column is not empty. In this case a > 0. The leftmost line cannot have more than one position in the tail as this would give a residuum higher than 1.
Example 17. For λ = (8, 5, 3) and thus r = 16 we have the following orthogonal Littlewood-Richardson tableaux: Table 3 in the appendix we provide a list of all pairs of λ and µ and their associated orthogonal Littlewood-Richardson tableaux for r ≤ 3.
For the proof of Theorem 15 we need another observation in order to concentrate on the right paths in a crystal graph. We call the corresponding path in a crystal graph a good path. The sequence of orthogonal LittlewoodRichardson tableaux on a good path is uniquely determined.
Proof. This follows from Proposition 11: as T d (µ) is a crystal graph, every component has a unique maximal element (its highest weight element). Each component of the graph obtained from T d (µ) by erasing the edges labeled with 0 is also a crystal graph and therefore has also a unique maximal element.
The following lemma describes orthogonal Littlewood-Richardson tableaux in T d (µ) and proves Theorem 15. . . .
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. . . (2)): illustration of the tensor product rule. There is no edge labeled 0 from the left top tableau to the right bottom one. Lemma 19. Let L be an orthogonal Littlewood-Richardson tableau in T d (µ). Define a gap to be an entry j > 1 in L such that j − 1 is not in the same column.
1. L has no gap in the rightmost column.
2. L is a skew semistandard Young tableau of the outer shape indicated in Theorem 15. Moreover the parity constraints are as indicated.
3. A gap in the middle column b2 of L can only occur in Case 3 and can only be the largest element of b2. Moreover in Case 3 the largest element of b2 is c + 1.
4. In Case 3 the tail has entries b − a + 1, c + 2, c + 3, . . . , c + µ1 with a ≥ 2. In particular, the residuum is 1.
5. In Cases 1 and 2 gaps can only occur in the tail. If j is a gap, then j − 1 is the largest entry in a column to the right.
6. In Case 2, the smallest entry of the tail is at most c.
Proof. Before proving the lemma we recall that:
• The length of the tail in T d (µ) is always µ1, thus constant.
1. Suppose that the rightmost column contains a gap j. Then the sequence in Lemma 9 ends with a "−" because εj−1(b3) > 0 and thus εj−1(b1
2. We use induction on the number of Littlewood-Richardson tableaux on a good path. Let us consider the highest weight elements of 
,
and
The first three of these belong to Case 2, the last belongs to Case 3. Together with L1, L23 and L4, these tableaux constitute the base case of the induction. Clearly, they are all skew semistandard of the required shape.
In the inductive step we show additionally that the Littlewood-Richardson tableaux on a good path all belong to the same case, with the exception of L23. For i > 0 the generators fi map skew semistandard Young tableaux to skew semistandard Young tableaux of the same shape (see [2] ). Thus it remains to consider f0, which adds a domino to one of the three columns and yields an orthogonal Littlewood-Richardson tableau. If the domino is added on top of the rightmost column there is nothing to check. Thus, suppose now that the domino is added to the middle column. We have to show that the result is a skew semistandard Young tableau of the same outer shape as the preimage. Item 1 shows that there are no gaps in the rightmost column. If the middle column is non-empty, its smallest entry has a right neighbor by induction, and is at least 3. Otherwise, the rightmost column contains at least two entries, because if it were empty, the domino could not be added to the middle column by Lemma 9. In both cases f0 preserves the outer shape and semistandardness. Moreover the resulting tableau belongs to the same case as the preceding orthogonal Littlewood-Richardson tableau on the good path. If the domino is added to the leftmost column, there is nothing to check because the first two columns are skew semistandard by definition of
Finally, in Case 2 we have b < c because c is odd.
3. If j is a gap in the middle column, εj−1(b2) > 0. Because of εj−1(L) = εj−1(b1 ⊗ b2 ⊗ b3) = 0, we have ϕj−1(b3) > 0. By item 1 there cannot be a gap in b3, so j − 1 must be b3's largest entry. In particular j = c + 1. Because of semistandardness, this implies that the cell containing the gap of b2 has no right neighbor. The only shape compatible with this requirement is that of Case 3. Suppose now that b2 contains no gap. By induction, b2 contains entries 1 and 2. Therefore, ε0(b2) = 1, and Lemma 9 implies that the domino was not added to the rightmost column to obtain L. Let L ′ be the orthogonal Littlewood-Richardson tableau preceding L on the good path. Then the rightmost columns of L and L ′ are the same. By induction, the largest entry in the middle column of L ′ is c + 1. Because the generators fi only increase entries, the largest entry of the middle column of L, is at least c + 1. The claim follows, since the length of the middle column is at most c + 1, and it contains no gaps.
4. Let t be the smallest entry of the tail and s = b − 1 the second largest element of the middle column.
We show t ≤ s for all tableaux on the good path. Suppose that t = s, and consider the action of ft.
If there is a gap in the middle column, ϕt(b2) > 0 and the smallest entry in the tail is not modified. Otherwise, the rightmost column also contains t = c, so ϕt(b3) > 0 and εt(b2) = 0, so the entry in the tail is not modified either. Because the residuum is at most 1, the second entry of the tail, if present, is at least c + 2. Because c + 2 − (b − a − 1) ≥ 2 it is a gap. However, an entry j > c + 2 cannot be a gap, because εj−1(L) = 0 but ϕj−1(b2) = ϕj−1(b3) = 0 for j > c + 2.
5. Suppose that j is a gap in b1. Because εj−1(L) = 0, either ϕj−1(b2) > 0 or ϕj−1(b3) > 0. Since there are no gaps in b2 and b3, in both cases j − 1 is the largest entry in its column. Semistandardness implies that j must be in the tail.
6. Let t = b − a + 1 be the smallest entry of the tail. We show that t ≤ c for all tableaux on the good path. Suppose that t = c and consider the action of ft. Since there is no gap in the middle column, εt(b2) = 0, so ft modifies the largest element of b3. Note that this argument does not hold for Case 1 due to the base case L1.
A descent-preserving bijection
In this section we describe our bijection for SO (3) . It maps pairs consisting of a standard Young tableaux with at most 3 rows and an orthogonal Littlewood-Richardson tableau for SO(3) to vacillating tableaux with at most one row. Moreover, it preserves descents. The bijection is composed of two parts. First we use the information of the orthogonal LittlewoodRichardson tableau to obtain a bigger standard Young tableau, all of whose row lengths have the same parity. In the second step we map this new standard Young tableau to a vacillating tableau of shape ∅. To obtain a vacillating tableau of the desired shape, we delete positions at the end of it such that the number of deleted positions corresponds to the number of added positions in the first part.
We formulate now our bijection using Algorithms 1 and 3, give a complete example as well as formulate the reversed bijection using the reversed Algorithms 2 and 4. In Table 1 we present notation used in Algorithms 3 and 4.
In Section 3.3 we examine the details of the algorithms describing the first part of the bijection. In Section 3.4 we give details for the second part. The strategy of our bijection outlined using our running example Now we distinguish two cases. If our resulting tableauQ consists of rows of even length this is the tableau we use in Algorithm 3. Otherwise, thus whenQ consists of three rows of odd length, we look for the largest entry e inQ and attach e + 1 to the first row, e + 2 to the second one and e + 3 to the third one. We obtain a standard Young tableau with rows of even length that we use in in Algorithm 3.
Formulation of the bijection
We continue using Algorithm 3 to obtain a vacillating tableauṼ of shape ∅ from our modified standard Young tableauQ.
Once again we distinguish the two cases from before. If we added entries toQ to obtain a tableau with rows of even length from one with rows of odd length, we delete now the last three positions ofṼ . Those are always 1, 0, −1, (see Lemma 38). Otherwise we do not changeṼ . Therefore we obtain once again a vacillating tableauṼ of shape ∅.
We finish our algorithm by deleting the last µ1 entries ofṼ to obtain a vacillating tableau V of shape µ and length r = |λ|. Those are always −1 steps (see Lemma 25 and Lemma 39).
In Figure 4 we illustrate the strategy of our bijection using our running example. In Table 3 in the appendix we provide a list of all pairs (Q, L), their associatedQ and their associated V for r ≤ 3.
As Algorithm 1 and 2 are inverse and Algorithm 3 and 4 are inverse, the reversed bijection is easily defined.
We start with a vacillating tableau V of shape µ = (µ1) and length r, add µ1 (−1)'s to obtain a vacillating tableau V of shape ∅. If this is of odd length we add 1, 0, −1. Next we apply Algorithm 4 to obtain a standard Young tableauQ. If we added 1, 0, −1 we delete the biggest 3 entries. Those are at the end of each row in increasing order (see Lemma 38). Then we apply Algorithm 2 to obtain an orthogonal Littlewood-Richardson tableau in LR µ λ (d) and a standard Young tableau in SYT(λ) where λ is a partition such that λ ⊢ r and µ ≤ λ.
The first Bijection
In this section we consider the first bijection consisting of Algorithm 1 and its inverse, Algorithm 2. The former maps a pair consisting of an orthogonal Littlewood-Richardson tableau in LR µ λ (d) and a standard Young tableau in SYT(λ) to a bigger standard Young tableau having µ1 additional cells that form a horizontal strip with at most one cell in the first row, whose row lengths have all the same parity. We start by giving two examples, the former is of Case 3, the latter, our running example, is of Case 2. Example 20. In this example our orthogonal Littlewood-Richardson tableau is of Case 3 with µ = (2), λ = (5, 1, 1) and r = 7: shift all cells that are marked to the leftmost column; separate the rightmost column from the other ones such that we obtain two tableaux; shift the leftmost column down such that the tail has length µ 1 ; if the second column has odd length and µ 1 = 0 then /* fix parity */ find the smallest entry in the two-column tableau, that can change columns, such that the resulting tableau, after shifting columns to obtain a tail of length µ 1 , is an orthogonal Littlewood-Richardson tableau; move this entry to the other column in the two-column tableau and shift the columns such that the tail has length µ 1 . return (L, Q) Example 21. In our running example we start with a standard Young tableau and an orthogonal Littlewood-Richardson tableau of Case 2 with µ = (2), λ = (4, 3, 2) and r = 9: We see that in both cases the added cells form a horizontal strip with at most one position in the first row that is filled from left to right increasingly. Moreover, we point out that same standard Young tableau Q and partition µ still can lead to different standard Young tableauQ. Thus there is essential information in the orthogonal Littlewood-Richardson tableau: We will see that every step in Algorithm 1 is reversible, and Algorithm 2 is its inverse (see Lemma 28).
To illustrate the latter we use our running example and give a full iteration Algorithm 2. Example 23. In our running example we have µ = (2) and the following standard Young tableauQ: Now we have the case that the two left columns are odd. Thus one element has to change column. In this case it is the 3 in the second column. What we obtain are our original tableaux: We proceed by formulating and proving properties of Algorithm 1 and 2. Since the filling is not mentioned in the algorithm, the following proposition is clear.
Proposition 24. Algorithm 1 does not depend on the filling of the standard Young tableau. Only the shape matters.
Lemma 25. Algorithm 1 is well-defined and returns a standard Young tableau, all of whose row lengths have the same parity, and a partition µ with a single part. The added cells in the standard Young tableau in Algorithm 1 form a horizontal strip with at most one position in the first row. They are filled from left to right increasingly.
Proof. Considering the classification in Theorem 15, we note that either µ1 cells or µ1 − 1 cells labeled x are added for those cells being shifted from one row to another. An additional cell labeled x is added to the third row if and only if L is of Case 1 or 2 and the residuum is 1. Thus Algorithm 1 is well-defined. We now show that, when "adjusting the parity", the third row ofL is non-empty if the total number of cells inL is odd. In Case 1L has an even number of cells (|Q| = µ1 + |λ| = µ1 + µ1 + 2b − a + c). In Case 2 and Case 3 the topmost entry of the tail cannot end up in the first row ofL (compare again with the classification in Theorem 15). So it either ends up in the third row or in the second row creating a cell labeled x in the third row.
By construction all rows ofQ have the same parity. It remains to show thatQ is indeed a standard tableau and that the added cells behave as described. This will follow from the fact that the added cells labeled x form a horizontal strip, which is later filled with the numbers |λ| + 1, |λ| + 2, . . . , |λ| + µ1 from left to right.
First we observe that the cells shifted into another row (from the tail or, in Case 3, from the bottom of the middle column) form a horizontal strip essentially because they all have different entries -compare with Theorem 15.
Thus, when the residuum is 0 or L is of Case 3, cells labeled x also form a horizontal strip, because they are added one row below. This strip only spans two rows. Therefore, after moving a cell to a higher row when "adjusting the parity", the cells labeled x still form a horizontal strip.
When the residuum is 1 (and thus a > 0 and as a is even a ≥ 2) and L is of Case 1 or 2, an additional cell labeled x is added to the third row. However in this case inspection of the classification of Theorem 15 shows that the third row including all the added cells (including the additional one) is at most as long as the middle line, that is, λ2. Now we can argue as above.
There cannot be more than one cell shifted to the first row, as we do not shift more than one cell.
Lemma 26. Algorithm 2 is well-defined.
Proof. We have to show that there are cells to mark and that there is a cell to shift in the case that the middle and leftmost column have odd length. As the cells labeled x form a horizontal strip before rotating, they form a vertical strip afterwards. Therefore there are always enough cells to mark in the column to the right. Note that in the rightmost column there is at most one cell labeled x. Thus, if something is marked, it is marked in the same column. Thus we have to consider the parts that mark cells in the same column, namely the columns with an odd number of cells labeled x.
If there is an odd number of cells labeled x in the leftmost column, either this marks something from the leftmost column or also from the middle one.
If there is an odd number of cells labeled x in the middle column we need to show that the middle column is longer than the number of cells labeled x in the leftmost one. Therefore we consider the original parity of the lines. As the number of cells labeled x in the middle column is odd, the number of unmarked cells has opposite parity from the original column. Thus the leftmost column contains at least one less box.
The same argument holds for the rightmost column. It remains to show that in "fix parity" there is a cell to shift if necessary. In particular we have to show that the middle column and the leftmost one are not the same if µ1 = 0. Suppose therefore that they are the same.
We consider cells that might been shifted to the tail, thus to the leftmost column. Cells shifted from the rightmost column need to have bigger labels than any cells originally in the middle column as we shift the bottommost cells and there where at least as many cells labeled x in the middle column. Thus there cannot be such cells in the tail.
There cannot be cells in the tail that are shifted from the middle column to the leftmost one as those columns are the same.
Finally there can be only one cell in the tail coming from the leftmost column. This happens if there is an odd number of x in the leftmost column. However as the leftmost column and the middle one have to be the same, this is not possible due to the parity of the lengths.
Therefore the tail is ∅. Proof. Algorithm 2 produces a standard Young tableau Q because its inputQ is a standard Young tableau from which the largest µ1 entries are deleted to obtain Q. Now we consider L. We point out that L has lines filled with 1, 2, . . . , λ ℓ . Moreover, there are gaps j only in the tail, or possibly in the middle column at the bottommost position. Those are always in such a way, that j − 1 is the last position of a column to the right. Furthermore, due to "fix parity" the parity of a and b is always even. The residuum is always less or equal 1 as there is at most one number from the original leftmost column in the tail.
Now if the rightmost column has even length, the middle one also has even length because label cells with x and mark and shift cells can only change parity if the leftmost line consists of exactly one position and this is labeled x and this does not change the parity of the rightmost line. Thus if the rightmost column has even length and if the tail has length 0, L is an orthogonal Littlewood-Richardson tableau.
If the rightmost column has odd length, there is no gap in the middle column and the middle column is shorter than the rightmost one, we show that this is Case 2, thus c + µ1 < λ1. Suppose the rightmost column has odd length and c + µ1 = λ1. Then there would have been no cell labeled x in the leftmost column. Thus the leftmost column with out the tail is has odd length. Thus the middle column has odd length. Thus "fix parity" is done. This has to move an element from the leftmost column to the middle one as otherwise the tail would get longer, and this has to be the topmost position of the tail. Thus we get either a gap in the middle column or a middle column that is longer than the right one.
It there is a gap in the middle column or the middle column is longer than the rightmost one, we have to show that this is Case 3, thus the residuum is 1, the middle line is only in the middle column and a > 0 and the rightmost column has odd length. If this occurs, there was some change from the leftmost column to the middle one in "fix parity". Therefore the rightmost column has odd length. Now the residuum is 1 and a > 0 as we shifted the leftmost column down by one. The middle line is only in the middle column as middle line elements in the leftmost column would have been smaller candidates to change column. Now we show the (perhaps surprising) fact that Algorithm 1 and Algorithm 2 are inverse.
Lemma 28. Algorithm 1 and Algorithm 2 are inverse.
Proof. We show first, that applying Algorithm 1 on a pair consisting of an orthogonal LittlewoodRichardson tableau L and a standard Young tableau Q with µ = ∅ and Algorithm 2 on the outcome (Q, µ) returns the original pair. This is obvious for the standard Young tableau Q as exactly the added cells are removed. For L we consider Cases 1 to 4 separately.
1. We start with Case 1. In this case the rows ofQ have even length (because |Q| = µ1 + |λ| = µ1 + µ1 + 2b − a + c). We show that Algorithm 2 marks precisely the cells coming from the tail. The following sketch illustrates the situation just before "adjust parity" in Algorithm 1. We display the three rows of the row-strict tableau obtained from L as three separate columns and distinguish the two possible values of the residuum. Now we have eight cases as ℓ1 and ℓ2 could be even or odd. We first consider the case of residuum 0 and ℓ1 and ℓ2 both even. In this case we mark ℓ1 position in the middle column and ℓ2 in the rightmost one, thus exactly those that came from the tail. If for example ℓ1 is odd and ℓ2 is even, we see that one cell labeled x will move to the middle column, and an even number of such positions will remain in the leftmost one. The moved position will mark one position in the middle column (there are now ℓ2 + 1 cells labeled x), the other ones (as there are even many left) will also mark one position each in the middle column, thus exactly those coming from the tail. The other cases are analogous so we only consider one more example: residuum 1 and ℓ1 and ℓ2 both odd. Now our leftmost column has odd length ((b − a) + 1 + ℓ1 + 1), our middle one has even length (b + ℓ1 + ℓ2) and out rightmost one has odd length (c + ℓ2). Thus a cell labeled x will move from the leftmost column to the rightmost one. Now there is an odd number of cells labeled x in the leftmost column (ℓ1), an odd number of cells labeled x in the middle column (ℓ2) and one thus an odd number of cells labeled x in the rightmost column. Thus one cell is marked in the leftmost column, ℓ1 − 1 + 1 in the middle column and ℓ2 − 1 + 1 in the rightmost one. Those are exactly those coming from the tail. There is no "fix parity" in Algorithm 2 in Case 1.
2. Case 2 is a little bit more complicated but similar. In this case the rows ofQ have odd length as c is odd. To illustrate the situation we get the same sketch as above, except that c is odd.
Again, we provide the details only for one of the eight different cases and leave the remaining to the reader. Let us consider the case of residuum 1, and ℓ1 and ℓ2 both even. In Algorithm 1 we move a cell labeled x from the leftmost column to the middle one to obtain odd length. Now the number of cells labeled x in the middle row is ℓ2 + 1. Thus in Algorithm 2 there are ℓ2 cells of the rightmost column and one cell of the middle column marked. The number of cells labeled x in the leftmost column is ℓ1. Thus ℓ1 further cells are marked in the middle column. We now have to show that after "fix parity", exactly the ℓ1 largest of the ℓ1 + 1 marked cells from the middle column end up in the tail. Because b − 1, the number of remaining non-marked cells in the middle column is odd and µ1 = 0 we have to "fix the parity" in Algorithm 2. Thus we consider the possible candidates for such a shift. The largest entry in the leftmost column not in the tail is smaller or equal to the largest entry in the middle column because this column is longer as the residuum is 1 and thus a > 0. Thus this cannot change. The largest entry in the middle column cannot change either, as this would make the tail longer by 1. Thus the smallest entry that was shifted from the middle column to the leftmost one has to change to the middle column. This is exactly what we wanted to show. Note that by moving it, we also get residuum 1.
3. Case 3 is also similar but has a slightly different illustration. In this case the rows ofQ have also odd length as c is odd and the residuum is always 1.
In this case µ1 elements of the rightmost column are marked. We have to show, that only the largest µ1 − 1 remain in the rightmost column. As the middle column has odd length b − 1 an element has to change column. The largest entry from the leftmost column not in the tail is smaller than b−1 which is the largest entry in the middle column because due to the residuum a > 0. Thus this cannot change column. The largest entry in the middle column cannot change column either, because this would give a tail, that is longer than µ1. Thus the smallest element in the tail, that is the smallest one that was shifted from the middle column to the left one, changes column. This is what we wanted to show.
In Case 4, L is not changed at all.
Now we show that applying first Algorithm 2 on a pair (Q, µ) and then Algorithm 1 on the outcome returns the original pair. Therefore we have to show that we add the same positions to Q as we deleted before to obtainQ. As they are filled from left to right increasingly and µ is encoded in the length of the tail, this is sufficient.
Throughout this proof we arrange L like we did in the first part of the proof, namely as three columns. The cells that are shifted to the tail in Algorithm 2 are exactly those that change column in Algorithm 1, except for the case that we have to "fix parity" in Algorithm 2.
In the former case exactly the same cells labeled x occur after Algorithm 1. One can prove this by the same case study as above. Once again we consider one case exemplarily:Q has rows of even length, there is one cell labeled x in the rightmost column, there is an even number e of cells labeled x in the middle column and there is an odd number o of cells labeled x in the leftmost column. Thus e + 1 cells are marked in the rightmost column, o − 1 cells are marked in the middle column and one position is marked in the leftmost column in Algorithm 2. Therefore, in Algorithm 1 there are e + 1 cells labeled x inserted in the middle column, and o − 1 + 1 inserted in the rightmost one. Thus when "adjust the parity" in Algorithm 1 one cell labeled x is shifted to the rightmost column.
In the latter case, that there is a "fix parity" in Algorithm 2 we have two cases.
If an element changes column that belonged to the leftmost column or the middle one, this does not change where the cells labeled x are added as those are added in both cases into the leftmost column. A word in {±1, 0}. Each letter of this word is labeled by an integer 1 ≤ i ≤ r strictly increasing from left to right. Thus each position consists of a label and an entry. A position in a labeled word is "on level ℓ" The minimum of the sum over all entries strictly to the left and the one over all entries to the left including the one of this position is ℓ.
Illustration of positions on level ℓ: ℓ A 0 is in "3-row-position" This 0 is either on level 2 or higher or it is the rightmost 0 of an odd sequence of 0's on level 1. We refer to positions by their labels and take instructions literally: "Insert e at m" into a given labeled word, which does not contain the label m
We insert a new position with entry e and label m such that the labels are still sorted. "The position to the right (or left) of m" in a labeled word, where m does not occur
The position of the right (or left) of the spot where we would insert m. We refer to processes in the algorithms in the following way: "Connect / Separate" "Connect" means that a sequence −1, 1 on level 0 is changed into a sequence 0, 0 on level 1: "Separate" means that a sequence 0, 0 on level 1 is changed into a sequence −1, 1 on level 0. This nomenclature is justified by Theorem 41.
If an element from the leftmost column is moved to the middle one that belonged to the rightmost column, this does not change anything, as this is still an element that is in the wrong column. Thus cells labeled x are put into the middle column and one of them is shifted right, if the parity demands it.
The second Bijection
In the second part of our bijection, we map three-rowed standard Young tableaux, all of whose row lengths have the same parity, to vacillating tableaux of shape ∅. Moreover, this bijection should preserve descents. This property restricts our choice, however does not define it by far. In Figure 5 in the appendix we see standard Young tableaux and the corresponding vacillating tableaux up to a size of r = 6. Algorithm 3 maps standard Young tableaux with three rows of even length to vacillating tableaux of even length and shape ∅. As we saw in Section 3.2.1, this is sufficient because for tableaux with rows of odd length we add three additional entries to the standard Young tableau.
We illustrate labeled words with labeled Riordan paths like we illustrate vacillating tableaux as Riordan paths. See Figure 6 in the appendix for a set of possible insertion scenarios.
We give now a full iteration of Algorithm 3 on our running example. Inserting the second row we begin with case 1 at inserting a and changing the pair of 1, −1 at 11, 12 into 0, 0: We obtained a word, where the only 0's are in pairs on level one. We will see that this is always the case after any insertion that comes from the second row (see Lemma 35).
Inserting the third row we start with at "insert a case 2" and "separate": We see that after each insertion from the third row we obtain a new 0 in 3-row-position (that is either on level two or higher or the rightmost one in an odd sequence of 0's on level one). This is indeed always the case, see Lemma 35.
In the end we forget the labels. So what we obtain is the following path:
As we will see, everything in Algorithm 3 is reversible, and Algorithm 4 is its inverse. To illustrate the latter we use our running example and give a full iteration of it. Example 30. We start searching for 0 entries in 3-row-position from left to right. The −1 entries to the right are our first a and b. This time we do not need to "undo connecting" as this is "done automatically". We extract a and b and put them into the third row of our tableau. We do the same again. However, this time we change the 1 right of the first 0 into a 0 and we find a separating point between a and b so we "undo separating": We do it again, this time the other case occurs. Moreover, we change the 0, 0 at 11, 12 into 1, −1: We see that we obtained our original standard Young tableau.
We proceed by formulating and proving properties of Algorithm 3 and 4. Remark 31. A (partial) standard Young tableau filled with elements of a totally ordered set produces the same vacillating tableau in Algorithm 3 as the standard Young tableau filled by 1, 2, . . . , r increasingly according to this totally ordered set. Thus the crucial information in the standard Young tableau is the relative order of the entries. Proof. To show that Algorithm 3 is well-defined we need to show that a −1 exists left of a when inserting the second row in case 2 and thatb andã exist when inserting the third row.
For inserting the second row consider the numbers directly above a and b in the tableau; call them c and d. We will see inductively that a and b may change the positions labeled with c and d but nothing to the left, thus nothing with smaller labels. There are two cases: c < a < d < b (this corresponds to "insert a case 1") and c < d < a < b (this can happen in both cases). In both cases we know that c and d were not changed before. So they are still 1, −1 and can be used.
Analogously, for inserting the third row we consider the numbers directly above a and b. The entry above b has been inserted as −1. The entry above a either as 0 or as −1.
To show that Algorithm 4 is well-defined we need to show thatb exists in extracting the third row provided that there is a 0 in 3-row-position. This holds because after deleting a and changingã there are an odd number of 0's left as the vacillating tableau needs to have even length.
Next we show that our algorithms produce the desired output.
Lemma 33. Algorithm 3 produces a vacillating tableau of even length and shape ∅.
Proof. We show this inductively. After inserting the first row we obtain (1, −1, 1, −1, . . . , 1, −1) which is a vacillating tableau. Moreover, after every insertion of a pair (a, b), the sum over all entries is zero. Thus it remains to show that the algorithm neither produces any 0 at level zero or lower nor any ±1 at level minus one or lower. We show that this is the case after every insertion of a pair (a, b).
The only steps in the algorithm at which the level of a position decreases occur when pairs (1, −1) between a and b are changed into (0, 0), or when "separating". In the first situation, the level is increased between a and b, so this does not produce a 0 on level zero. In the second situation, pairs (0, 0) at level one are changed into (−1, 1) at level zero.
Lemma 34. Algorithm 4 produces a standard Young tableau with at most three rows, all of even length.
Proof. The row lengths are even because elements are extracted in pairs. It remains to show that the row lengths are weakly decreasing and the tableau is standard.
Suppose we extract a pair (a, b) into the third (respectively second) row. We define two related elements a ′ < b ′ with a ′ < a and b ′ < b which will be extracted into the second (respectively first) row and end up weakly right of a and b.
We consider the second row first. We define b ′ to be the −1 created just before deleting a. The element a ′ is the 1 directly left of b ′ . Thus (a ′ , b ′ ) is a pair (1, −1) on level zero, such that everything to the left is also on level zero. Therefore it is extracted into the first row. Now we consider the third row. Supposeã is −1, then we define a ′ to beã. Otherwise, ifã is 0, we distinguish two cases. If there is no −1 extracted into the second row left ofã or the next −1 to the left is extracted into the second row as b then a ′ is the leftmost 0 in the sequence of 0's ofã. Otherwise it is the next −1 to the left. Similarly, ifb is a −1 on level one or higher, we define b ′ to beb. Otherwise, if it is a −1 on level zero, we distinguish two cases. If there is a −1 directly to the left of b, that is extracted as b into the third row, we define b ′ to be this −1 and otherwise we define b to beb. Finally we show that a ′ and b ′ get extracted into the second row. Therefore we describe the elements that are extracted into the second row. −1's on level one or higher are always such elements. −1's on level zero are extracted to the second row if and only if there is a −1 to the left that is extracted as a or there is a 0 directly to the left. 0's are extracted if and only if they are the leftmost in their sequence of 0's and the −1 to the left (if it exists) is extracted as b.
The following lemma is one of the key observations to show that Algorithms 3 and 4 are inverse.
Lemma 35. In Algorithm 3, after inserting a pair (a, b) from the second row, any 0's come in pairs on level one. Any third row insertion produces 0's in 3-row-position.
Proof. We consider inserting the second row first. There are two possible ways to produce 0's when inserting the second row: at "inserting a case 1", and changing pairs 1, −1 into 0, 0. Both produce them in pairs. Moreover, those are always right of the current a. As the next insertion happens strictly left of the next b, that is itself left of a, they cannot be isolated later by inserting the second row. Now we consider inserting the third row. Elements are inserted decreasingly, from right to left. Therefore left of the leftmostã so far there are no 0's in 3-row-position. Moreover, "separate" and "connect" only changes or produces pairs such that an even number of positions and thus an even number of 0's is to the left. Now we considerã andb of a pair to insert. If those are on level two or higher, they are 0s in 3-row-position. Ifb is a 0 on level one, it needs to be between a and b. If a is the −1 to end the sequence of 0s of b it could be the case that this sequence is even. In this case, the leftmost 0 of this sequence is thus at level two. Moreoverã is either another 0 on level two or a 1 next to an odd number of 0s on level one, as it deleted one. Nowã either produced a new 0 or it deleted one. In the former case, if this is on level one, it needs to be either a single 0 or part of a sequence that was there before. Thus, that sequence was even before adding a 0. In the latter case this deleted a 0 that was in an even sequence of 0's, hence is now a new odd sequence of 0's.
Lemma 36. Algorithms 3 and 4 are inverse.
Proof. Due to Lemma 35 and the fact that Algorithm 4 extracts third row elements only as long as there are 0's in 3-row-position, it suffices to show that inserting and extracting the second (respectively third) row are inverse. This is obvious for the second row. For the third row we point out that due to "connect" and "separate" between a and b in the third row a return to level zero between a and b can only be at odd points as we "connect" at even points and "separate" at odd ones.
We continue proving the following important property.
Lemma 37. Algorithm 3 is descent-preserving.
Proof. We show that the algorithm preserves descents after every insertion of a pair a, b in the sense that we consider the inserted numbers as a new total order.
In the first step we show that when we insert a pair (a, b), a and b cause a descent except for the case that a and b are neighbors in the set of already inserted numbers. To see why we want this to hold, we consider the partial standard Young tableau consisting only of already inserted numbers. The number smaller than a needs to be in a row below a as numbers in the same row to the right are bigger. The same holds for b except if a and b are neighbors in the current order.
In the case that a and b are neighbors, they are both inserted as −1's and we have to show that only a is a descent. Thus everything else is analogous to the general case.
If a or b is inserted as −1 the only way that this causes no descent is that the position to the left is a −1 or a 1 on level zero. A −1 directly to the left of a would change because it becomes anã when inserting the second row. A −1 directly to the left of b would change into 0, when inserting the second row. When inserting the third row, this −1 would beã orb and thus changed into 0. A 1 on level zero left of a or b would cause a to be inserted as 0 when inserting the second row and would be not on level zero anymore in any other case.
In the second step we show that we do not lose descents when inserting a pair (a, b). If an entry was a descent in the partial tableau before inserting (a, b) it is still a descent in the new partial tableau, either with the same number above, or with a or b. In the former case neither a nor b are inserted inbetween those. In the latter case either a or b is inserted inbetween. This creates a descent in the vacillating tableau and removes the other descent as (−1, x) can never be a descent. Choosingã orb changes a −1 into a 0 or a 0 into a −1. The latter cannot cancel a descent as the position left of this 0 needs to be also a 0. The former could only cancel a descent if there is a 0 directly to the left. This 0 needs to be on level one and therefore we "separate". Thus the descent (0, −1) is changed into the descent (1, 0) .
What remains to be shows is that "separate", "connect" and "change (1, −1) into (0, 0)" when inserting the second row preserves the descent set. For the latter this is clear as (1, −1) on level zero is not a descent. For "separate" we consider a 0 left or right of a position that was changed in "separate". Those need to be eitherã orb or they were changed in "connect", because otherwise they would have been "separated" also. In the former case we want a descent, in the latter too, as (1, 0) has changed into (0, −1) or the other way around. The same holds for 1's or −1's of "connect".
The following two lemmas about Algorithm 3 are essential for our bijection and hold as the algorithm is descent-preserving (see Lemma 37) and defines a bijection (see Lemma 36).
Lemma 38. Let e1 < e2 < e3 be the three biggest entries in the standard Young tableauQ. The last three positions of the corresponding vacillating tableau are 1, 0, −1 if and only ifQ has three non-empty rows and ei is the last position of row i for 1 ≤ i ≤ 3.
For the next lemma we point out that there are 1, −1 on level zero in the end of a vacillating tableau if and only if the two largest numbers in the corresponding standard Young tableaux are in the first row.
Lemma 39. The skew tableau formed by the cells containing the m largest entries of a standard Young tableau are a horizontal strip with at most one box in the first row that is filled increasingly from left to right, if and only if the last m positions of the corresponding vacillating tableau are a sequence of −1's.
We complete this section by stating further properties of Algorithm 3. To do so we need the concept of concatenating tableaux.
Definition 40. We obtain the concatenation Q of two standard Young tableaux Q1 and Q2 in the following way. First we add the largest entry of Q1 to each entry of Q2 to obtain the tableau Q2. Then we append the i th row Q2 to the i th row of Q1 to obtain Q. The concatenation of two vacillating tableaux is obtained by concatenating the words.
To see if a standard Young tableau Q can be written as concatenation of two standard Young tableaux Q1 and Q2, one has to check every possible Q1. Thus there is no easy way to see this.
Algorithm 3 has a nice property concerning concatenation that we prove later, using an alternative formulation of Algorithm 4. The following theorem follows directly from Corollary 52 and the fact that Algorithm 3 defines a bijection (see Lemma 36).
Theorem 41. Considering Algorithm 3, concatenation of vacillating tableaux of empty shape corresponds to concatenation of standard Young tableaux where all row lengths have the same parity.
In particular, the following holds:
• If a vacillating tableau is composed of two concatenated paths with weight 0, its corresponding standard Young tableau can be written as concatenation of two standard Young tableaux, such that each of those has row lengths of the same parity.
• On the other hand if a standard Young tableau can be written as concatenation of two standard Young tableaux, such that each of those has row lengths of the same parity, its corresponding vacillating tableau is also composed of two concatenated paths with weight 0.
Example 42. Concatenating the vacillating tableaux and yields .
Whereas concatenating the corresponding standard Young tableaux Remark 43. This is another reason why we attach elements e1 < e2 < e3 to a standard Young tableau Q where ei is i plus the largest entry of Q to deal with tableaux with rows of odd length:
correspond to each other and attaching these elements is just concatenation of Q with this column. Moreover, one might be interested in the pre-images of Dyck paths in Algorithm 3. We can answer this question also using the concept of concatenation.
Corollary 44. Considering Algorithm 3, Dyck paths, viewed as vacillating tableaux, correspond to those standard Young tableaux that have at most two rows, both of even length, which cannot be written as concatenation of two standard Young tableaux with two rows both of odd length.
Proof. As inserting the third row produces 0's (Lemma 35), the tableaux we are looking for have at most two rows.
First we consider paths of length r with 0's that correspond to two-rowed tableaux. Suppose we insert two numbers left and right of the rightmost such 0 at inserting the third row. Call the label of it c. This can be done by adding c − 1/2 and r + 1/2 into the third row of the corresponding two-rowed tableau. This would cause "separate". Thus the path would be composed of two concatenated paths. Thus we can write the new standard Young tableau as concatenation of two tableaux standard Young tableau. As there is only one position in the third row each, both have two odd rows. Thus the original tableau can be written as concatenation of two standard Young tableaux with two rows, both of odd length. Now we consider a two-rowed standard Young tableau that can be written as the concatenation of two two-rowed standard Young tableaux with rows of odd length. We add an entry in the third row of each. This corresponds to a concatenation of two odd length paths. Thus during the insertion process of this tableau we have "separating", and for "separating" we need two 0's. Thus the corresponding path for our two-rowed tableau cannot be a Dyck path.
Furthermore we suspect the following. Conjecture 45 (Rubey, personal conversation). Let T be a standard Young tableau with at most three rows all of even length or all of odd length. Suppose that ε(T ) denotes the evacuation of the T . Then the vacillating tableau (of shape ∅) corresponding to ε(T ) is the reversal of the vacillating tableau that corresponds to T . Proof. All we need is stated in the Sections 3.3 and 3.4. We point out that the second statement of Lemma 25, Lemma 38 and Lemma 39 play a crucial role when proving this for the parts of the bijection that are not described by Algorithm 1 or 3.
Alternative Formulation of the Second Bijection
In this section we present Algorithm 5, an alternative formulation for the inverse algorithm of the second bijection (Algorithm 4) which gives us a better understanding of Algorithms 4 and 3 and proves some further properties.
Theorem 48. Algorithm 5 is well-defined and equivalent to Algorithm 4 for vacillating tableaux of shape ∅ and even length.
Before we prove this we give some examples. Example 49. In our running example we can obtain the standard Young tableau directly. (Even though we do not need to, we label the edges for better readability.) Example 50. We give another example where a marked edge occurs and the vacillating tableau has weight ∅. We point out that while ordinary edges can be open when the path returns to level zero, double or marked edges are never open at such a point.
Algorithm 5: vacillating tableaux to standard Young tableaux: alternative algorithm input : vacillating tableau V in terms of a Riordan path output: standard Young tableau Q we build a graph, whose vertices are the steps of our Riordan path; we allow at most one incoming and at most one outgoing edge for each step; moreover, it is not allowed for an edge, that starts (respectively ends) at a step that has an incoming and an outgoing edge, to end (respectively start) at such a step also; we call those edges "double edges"; moreover, some (non double) edges might be marked; for entries i in V starting with the leftmost going to right do insert (half)edges for entry i between the entries of V as described in Table 2 ; connect as many (half)edges as possible with respect to the following rules (any such connecting is admissible); always connect outgoing edges with incoming edges and vice versa, moreover outgoing edges can only be connected to incoming ones to the right; outgoing edges from a −1 cannot be connected with incoming edges unless there are no open double or marked edges; incoming edges of 0's are not allowed to be connected with open double or marked edges; put i in the row of Q according to Table 2 ; To see this we show that once an active 0 occurs the next active 0 in the same sequence will be outgoing-only, as well as once an active 0 has an outgoing-only edge, until the next 1, all active 0's have outgoing-only edges.
Once there is an outgoing double or marked edge the height condition together with the rule that such edges can only be closed at −1's ensure that for all following active 0's the the third case for the level will be chosen.
Once there is an incoming-only edge the number of closed edges increases by one. Thus the parity changes. A height decrease also increases the number of closed edges such that we stay in the case of same parity. Moreover, because the number of active 0's is even, which is necessary for the incoming-only case, we stay in the case of outgoing-only edges.
Once there is an outgoing-only case the number of closed edges only increases at a loss of height. Now this is analogous to the former argument.
• Exactly in those steps where there is an incoming (or of course incoming and outgoing) edge introduced, there is exactly one connection of (half)edges. This is between a former outgoing edge and this new incoming one. In any other case it is not possible to connect (half)edges. To see this we show that there are always enough outgoing open edges. Every 1 produces an outgoing edge. Every −1 (except for the last one maybe) has an incoming one. Therefore without 0's this is regulated automatically with the level. The only 0 case where the number of outgoing edges is reduced is the one where there is only an incoming edge. However in this case the number of active 0's is even and due to the former point we know that an outgoing-only edge will follow before reaching the bottom level.
• There are never open double or marked edges when the vacillating tableau reaches a bottom point, thus level zero. This holds because there cannot be such new edges when there are as many open ones as the height and those edges need to be closed before an ordinary edge can be closed by a −1.
• The order in which the edges are closed makes no difference. Thus we can assume some firstcome-first-served principle to connect (half)edges, and do not consider open (half)edges left of the last 1 to the left on level zero. Moreover, this ensures that the map defined by the algorithm is well-defined.
Next we show that the theorem holds for vacillating tableaux without 0's in 3-row-position. Those are mapped to two-rowed standard Young tableaux in Algorithm 4.
In this case we have no 0's on a level higher than one and those at level one are always together in even numbers. Therefore we never have any double or marked edges. Thus nothing is put into the third row.
If we go through the path from left to right and find a −1 not on level zero, left of the leftmost 0, if a 0 exists, we will connect this with some 1. If we find a 0 left of the leftmost −1 not on level zero this will connect with the 1 to the left. In both cases it will get to the second row and be our a, exactly as it would be in Algorithm 4.
As the number of closed edges is now odd the next closed edge will end in a −1 which will also get to the second row and therefore be our b, exactly as it would be in Algorithm 4. Now it makes no difference if we extract those or not, because the number of closed edges is even now, there is a new area of active 0's and every other statistic is the same.
Moreover, −1's that belong to the first line are treated correctly as those are at level zero, and will not be considered as new a when the number of closed edges are even.
Next we show that the algorithm finds the 0's in 3-row-position and their associated −1's. It thus follows that the right numbers are put into the third row. We do this inductively. Finally we show that it makes no difference for the two-row-case of Algorithm 5 if we do not carry out changes done by extracting the third row.
When extracting a there are three cases:
•ã is a non active 0. It becomes a −1 on level one or higher, thus still is on level one or higher.
•ã is an active 0. It becomes a −1 on level zero. Whether this is placed in the second or the first row depends in both situations on the parity of closed edges.
•ã is a 1. Thus to the right there is an active 0 and the number of active 0's is odd. Again whether this is placed in the second or the first row depends in both situations on the parity of closed edges.
Extracting a changes the parity of closed edges. Thus in the situations where there is a dependency on the parity of closed edges, this change is considered. When "undoing connect" this happens between two active 0's. While the right one is always put into the first row, there are two possible ways for the left ones (as well as there are for −1's on level zero), depending on the parity of closed edges. Again everything holds due to the change of the parity when extracting a. The same argument holds for "separate".
When extracting b there are two cases that are analogous to the first two cases when extracting a. Note that ifã <b < a < b the level and the number of open double or marked edges is reduced by one.
After extracting a and b the parity of open double or marked edges is the same as before as well as the parity of closed edges. Moreover, there is no conflict with active 0's as in an area of active 0's there can be at most oneã orb.
Algorithm 5 proves the property about concatenation of tableaux we have stated before in Theorem 41. As there cannot be an open double or marked edge when the path reaches the bottom (thus has steps on level zero) due to level conditions, concatenated parts of paths are independent of each other.
Corollary 52. Concatenation of paths with weight 0 corresponds to concatenation of standard Young tableaux, all of whose row length have the same parity, when applying Algorithm 5. Therefore this also holds for Algorithm 3 and Algorithm 4.
We consider now another alternative formulation.
Corollary 53. Algorithm 6 is an alternative formulation of Algorithm 5. For an entry to insert, it only needs the current entry and four statistics we can calculate using only entries that are already inserted.
Proof. Algorithm 6 satisfies the mentioned properties due to its formulation.
We see that Algorithm 6 is equivalent to Algorithm 5 when pointing out that:
• a0 in Algorithm 6 is the number of active 0's in Algorithm 5.
• odm in Algorithm 6 is the number of open double or marked edges from Algorithm 5.
• h in Algorithm 6 is the height before some part of the path. Thus for a 0 or a −1 it is the level and for a 1 it is the level minus one. Although we use the level in Algorithm 5, this does not matter as the neither the height nor the level is considered for a 1 in any of the two algorithms.
• ce is the number of closed edges in Algorithm 5.
Algorithm 6: vacillating tableaux to standard Young tableaux: second alternative algorithm input : vacillating tableau V in terms of a Riordan path output: standard Young tableau Q a 0 = odm = h = ce = 0; for entries i in V starting with the leftmost going right do switch entry do case 1 do if a 0 odd then odm=odm+1; h = h + 1; a 0 = 0; put i in the first row of Q;
case 0 do switch odm do case < h − 1 do odm = odm + 1; ce = ce + 1; put i in the second row of Q; case = h − 1 do a 0 = a 0 + 1; if h ≡ ce mod 2 then ce = ce + 1; put i in the second row of Q; else put i in the first row of Q;
case > h − 1 do a 0 = a 0 + 1; put i in the first row of Q;
case −1 do h = h − 1; if a 0 odd and h = 0 then odm = odm + 1; a 0 = 0; switch odm do case > 0 do odm = odm − 1; ce = ce + 1; put i in the third row of Q; case = 0 do switch h do case > 0 do ce = ce + 1; put i in the second row of Q; case = 0 do if ce odd then ce = ce + 1; put i in the second row of Q; else put i in the first row of Q; return Q;
The main difference between Algorithm 5 and 6 is that in the latter the decision if an active 0 has an outgoing edge such that this is part of a double edge or a marked edge, is done at the next 1 or the next −1 where the path touches the bottom. However, this makes no difference because for active 0's it holds that for every −1 that is between them, there is another open double or marked edge that can connect with the −1. Besides, only −1's on level zero interrupt a sequence of active 0's. (This explains the h = 0 condition for odm = odm + 1.)
Moreover, only one active 0's can have a double or marked edge. This holds because once this occurs in the original algorithm, the number of those edges increases and so the last case for 0's occurs until the next 1.
Remark 54. One might think that this could be again rewritten in terms of an automaton. However as we need h and odm to be any positive natural number this could not be realized with a finite one. (As we need only the parity of the other statistics those could be implemented as boolean.) Remark 55. Furthermore, due to Corollary 53 we get:
• For a vacillating tableau of any shape Algorithm 6 produces the right standard Young tableau. For the information on the orthogonal Littlewood-Richardson tableau, we need to add −1's until shape ∅ is reached as we do in the reversed bijection.
• For vacillating tableaux of even length and shape ∅ we do not need to add 1, 0, −1 and delete the corresponding entries of the standard Young tableau afterwards. For higher dimensions we consider vacillating tableaux as tuples of paths with certain dependencies. We use an inductive approach to obtain an insertion algorithm for these paths. We start with the first row as in the SO(3) case. Then we insert rows in pairs using a variant of the insertion algorithm for the second and third row presented here. However we need to change the "separating" and "connecting" parts of the algorithm due to the dependencies between the paths. As this algorithm is far more complicated it will be presented in another paper.
Open problems
It would be interesting to do the same for the vector representation of other groups:
• SO(n), n even, vector representation -there is already a descent set conjectured by Rubey.
• G2, vector representation -there is already a descent set conjectured by Rubey.
• Sp(n), n even, vector representation using Kwon 
