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Abstract
The single interaction Monte Carlo code TRAX has been extended to describe low-energy elec-
tron creation and transport in solids. Electrons with energies below 1 keV have ranges in solids
on the nanometerscale. Complete sets of electron interaction cross sections for energies below
1 keV down to 1 eV have been compiled and assessed for various target materials. The appli-
cability of the cross sections has been validated by comparisons with experimental data as far
as available. The code has further been extended to handle the production of Auger electrons
and cascades. Furthermore, the capability to handle non-uniform targets has been added. With
the extended TRAX code, experimental data from GSI’s Toroid electron spectrometer have been
reproduced using thin solid state foils of carbon, nickel, silver and gold as targets. Further-
more, the radial dose distribution around ion tracks has been investigated on the nanometer
scale. The explicit consideration of Auger electron cascades has been used to evaluate whether
metallic nanoparticles can locally enhance the dose in combination with proton or electron
irradiation.
Zusammenfassung
Der Monte Carlo Code TRAX, der auf der Simulation von einzelnen Interaktionen basiert, wurde
erweitert, um die Erzeugung und den Transport von niederenergetischen Elektronen in Fes-
tkörpern zu beschreiben. Die Reichweite von Elektronen mit Energien unterhalb 1 keV liegt
auf der Nanometerskala. Es wurden komplette Sammlungen von Wirkungsquerschnitten für
Elektronen mit Energien unterhalb 1 keV, bis hin zu 1 eV, für verschiedenste Target Materialien
zusammengetragen und beurteilt. Die Anwendbarkeit und Gültigkeit der Wirkungsquerschnitte
wurde anhand von experimentellen Daten überprüft, sofern vorhanden. Der Code wurde zudem
im Hinblick auf die Erzeugung von Augerelektronen und -Kaskaden erweitert. Weiterhin wurde
die Berücksichtigung inhomogener Targets ermöglicht. Mit Hilfe des erweiterten TRAX Codes
konnten Daten des Toroid-Elektronenspektrometers der GSI reproduziert werden, bei dem als
Targets dünne Festkörperfolien aus Kohlenstoff, Nickel, Silber und Gold verwendet wurden.
Weiterhin wurde die Radialdosis um eine Teilchenspur auf der Nanometerskala berechnet. Die
Berücksichtigung von Augerelektronen-Kaskaden ermöglichte es zu untersuchen, ob metallis-
che Nanopartikel in Kombination mit Protonen- oder Elektronenbestrahlung zu einer lokalen
Dosiserhöhung führen können.
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1 Introduction
Radiotherapy with swift light ions (protons and/or carbon) is one of the most promising ap-
proaches for cancer treatment. This method offers significant physical and radiobiological ad-
vantages compared with conventional photon therapy. It allows to deliver a high dose to the
target volume while the exposure of healthy tissue can be kept to a minimum[Schardt2010]. By
now, about 30 clinical sites around the world apply ion beams for the purpose of radiotherapy.
Several more are planned or already under construction. Treatment planning systems (TPS),
such as GSI’s TRiP98 [Kraemer2000, KrSch2000] are used to obtain acceptable patient treat-
ment plans. Although they have been used clinically as well as for research purposes for the
past 15 years, several open problems still exist. One of the most challenging problems in ion
beam radiotherapy is an accurate description of the relative biological effectiveness (RBE) of
ion irradiation. The RBE depends on a large variety of parameters like the type and energy of
the particle as well as the irradiated cell type and its radiosensitivity. To predict the biological
effectiveness in radiotherapy with ion beams, the microscopic damage from ion irradiation is of
particular importance [LoDu2013].
The description of microscopic damage from ion or electron irradiation is directly linked to the
generation and transport of secondary electrons with low energies. When passing matter, ions
transfer a huge amount of their energy to secondary electrons. Considering the total energy de-
position of ions, about two thirds of the ion energy is not directly deposited but transferred into
kinetic energy of released electrons [Paretzke1988, Bethe1930]. Most of these electrons have
energies below 1 keV and the yields are increasing for lower electron energies. The mean ki-
netic energy of created secondary electrons is on the order of 100 eV [KrKr1994]. Electrons with
energies from 1keV down to a few electron Volts are stopped inside a liquid or solid material
after a travelling length of a few nanometers. Depositing all their energy within a small volume
results in a high local damage. Detailed knowledge about the interactions of these low-energy
electrons is necessary to explain radiation action at the micrometer or even nanometer scale
providing important insights into the basic nature of radiation action at a very low level. This
thesis is focussed on improvements in the description of low-energy electron interactions.
To predict biological effects due to particle irradiation, a radial dose is evaluated inside wa-
ter, which serves as a tissue equivalent material. The Local Effect Model (LEM) [SchKr1997,
SchKr2004] allows to describe the RBE for usage in commercial as well as research treatment
planning systems. The radial dose is used as an input parameter for radiobiological modelling
and relies on an accurate description of the track core, where local doses are highest. LEM
uses radial dose profiles relying on amorphous track structure to calculate RBE factors. The
predictions of the biological model might benefit from improvements in the physical input data.
Microscopic dose distributions with more physical details, in particular at nanometer distances
from the ion path could change resulting RBE values as the model is highly sensitive to that
region.
The radial dose distribution can further be used to estimate the possible effectiveness of metal-
lic nanoparticles (NPs) which have raised recent interest as it has been shown that they can
increase cell killing while acting as dose enhancers in combination with photon irradiation for
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radiotherapy [Hainfeld2004, Hainfeld2008]. High energetic X-rays can be absorbed by gold NPs
and enhance the dose in a small local volume around the NP through absorption and subsequent
emission of Auger electrons. The effect is expected to be smaller for ion beam irradiation, but
so far only a few experiments [Polf2011] have been performed. Evaluations concerning the por-
tion of damage related to Auger electron creation could provide further insight if NPs have the
potential to act as dose enhancer in combination with ion beam irradiation.
Furthermore, detailed track structure description is important for dosimetry, as it allows the cal-
culation of condensed phase detector responses with an approach similar to RBE estimations.
Detection systems such as thermoluminescent dosimeters (TLDs) [Horowitz1984, Geiss1999]
and radiographic films [Spielberger2002] are commonly used due to their high spatial resolu-
tion and non-disturbance of the radiation field. These devices are susceptible to the high dose
levels found in the track core as the dose response usually saturates at doses of a few gray up
to a few thousand gray. To describe their nonlinear response, a radial dose distribution on the
nanometer scale is necessary.
2 Motivation
2.1 Radiation transport in solids
One of the aims of this thesis is an improved description of low-energy electron creation and
transport in solids. A correct description is a necessary prerequisite to describe microscopic dam-
age. Measurements using solid state targets are difficult to perform and to analyze. In contrast
to experiments using gaseous targets, single collision conditions are not fulfilled. Secondary
electron spectra spectra show the energetic and/or angular distribution of electrons after ions
or electrons have travelled through a target with a certain thickness, suffering several collisions.
These collisions can be elastic (without energy losses) or inelastic (leading to energy losses).
Secondary electron energy spectra can be used as benchmarks for the combined description of
electron creation and transport.
Secondary electron spectra from solid state targets of a few nanometer thickness have been
measured in experiments using GSI’s Toroid spectrometer [Lineva2008, Lineva2009]. These
experiments are unique as it has been possible to measure low energy (50 eV-1 keV) electron
creation and transport systematically in solid state targets. Experimental data on electrons in
that energy range are extremely scarce and especially for solids in which nanometer distances
are hard to measure. Further details about the Toroid experiments are given in section 5.2.
Within the framework of this thesis, one major goal has been a better understanding of the
Toroid experiments through improved calculations to reproduce experimental data. Special fo-
cus has been given on the description of electron creation and transport in carbon, nickel, silver
and gold, target materials which have been used in the Toroid experiments.
In the framework of the Toroid experiments, it has been intended to use Auger electrons as
probes to study electron emission from inside as they are produced in ionization processes with
discrete energies and emitted isotropically. Auger electrons contribute significantly to secondary
electron yields at low energies which is why they have to be considered for nanoscale calcula-
tion. In secondary electron energy spectra Auger electrons can be observed as a peak with a
sharp edge at the initial Auger electron energy and a tail towards lower energies. The tail is
stemming from Auger electrons which have lost already a part of their energy in collisions inside
the target. Detailed evaluations of creation and transport of Auger electrons are necessary for
the Toroid experiments as their range is smaller than the used target thicknesses. Many Auger
electrons have been absorbed already inside the targets and most detected Auger electrons were
stemming from the target surfaces.
Furthermore, the Toroid experiments have shown that thin solid state targets can be non-
uniform which affects the secondary electron spectra significantly. This aspect has to be consid-
ered in the description of radiation transport in solids.
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2.2 Microscopic radiation damage
Being able to handle low-energy electron creation and transport allows to calculate microscopic
damage on the nanometer scale. A common quantity to describe the microscopic damage of
ion- or electron irradiation is the radial dose distribution. Ions and electrons do not deposit
their energy homogeneously inside the medium. In contrast, photons show an almost uniform
distribution of interaction events on the nanometer scale. Low-energy electrons contribute most
to local radiation damage in solid and liquid state targets due to their range in the micrometer
or nanometer scale. Radiation transport of charged particles and the resulting damage is of
interest for several applications ranging from biological damage relevant for particle therapy to
detector efficiencies and radiation protection.
The formulation of the radial dose distribution was introduced by Butt, Katz, Kobetich and
coworkers [BuKa1967, KoKa1968, KoKa1969]. The radial dose D(r) describes the deposited
energy at a certain radial distance from the center of an ion track. It is defined as the average
deposited energy per unit mass within a concentric cylindrical shell between the radii r and
r+dr, r being the radial distance from the path of the charged particle. See Fig. 2.1 for an illus-
tration.
Figure 2.1: A cylindrical shell with radial distances from the center of the ion track between r
and r+dr . In this shell, the radial dose D(r) is defined.
The radial dose is depending on the projectile (ion type and energy) as well as on the target
material. Inelastic collisions like excitations and ionizations caused by the primary ions lead
to dose depositions along the ion track at r=0. Secondary electrons deposit their energy far-
ther away from the ion track core. The maximum radius, at which radial dose distributions are
present, is limited by the maximum range of the secondary electrons. Usually, the track radius
increases with ion energy.
To obtain the radial dose distribution, one can distinguish between conceptional different ap-
proaches. It can be derived from analytical models, semi-empirical models, Monte Carlo (MC)
simulations and experiments. All methods more or less agree in their results for intermediate
radial distances. Differences can be observed at large radial distances as well as at radial dis-
tances below a few nanometers. Fig. 2.2 shows an evaluation for the radial dose of 2.57MeV/u
oxygen ions in H2O as an example to illustrate differences at small radii.
Figure 2.2: Radial dose distribution of 2.57MeV/u oxygen ions in H2O evaluated by di erent
methods. Experimental data [Varma1993] is shown with blue dots. Below a radius
of about 1 nm, the results from di erent theoretical approaches di er. The black
line shows analytical results according to [BuKa1967] and the dotted green line semi-
empirical results according to [ChSch1976]. TRAX results are shown for the classic
version of the TRAX Monte Carlo code.
In the analytical model of Katz et al. [BuKa1967], the radial dose is evaluated from a two body
Coulomb interaction. Assumptions include no deflections of electrons, all electrons emitted
perpendicular to the particle trajectory and a continuous slowing down of the projectile. The
energy dependence of the electron range and therefore the resulting maximum radius, at which
a radial dose is present, is approximated empirically. Assuming a constant energy loss for elec-
trons leads to a linear dependency between electron energy and range. The dose is evaluated
to be proportional to 1/r2 up to a maximum range rmax , r being the radial distance from the
core of the ion track. The problem resulting from this approach is that the dose at r=0 would
be infinite, which is unphysical.
The semi-empirical core-penumbra model of Chatterjee et al. [ChSch1976, MaCh1979,
ChHo1991] solves the problem of an infinite dose at r=0 by introducing a core region in
which the dose remains constant. A constant or energy dependent minimum cut-off radius
rmin defines the core from r=0 to r=rmin. Their assumption is that excitation events only occur
inside a core around the ion track and lead to a locally high energy deposition. Ionizations
on the other hand lead to the production of delta electrons which energy dissipated inside a
track halo which is frequently called penumbra. The dose in the penumbra falls of with 1/r2.
To calculate the dose inside the core, the energy is equally distributed between the core and
the penumbra, having 50% of the total dose deposited in the core. Different variations of this
models have either a constant core radius which is independent of the ion energy, or an energy-
dependent core size. In the case of an energy dependent core size, the diameters of core and
penumbra increase with particle energies. The sizes of core and penumbra are based on empir-
ical range relations. No details of elementary collision processes are considered.
The radial dose distribution can be obtained experimentally by measurements with gaseous tar-
gets. Usually the ionization current is measured within an ionization chamber which is filled
with gas at a low pressure. The ionization currents are converted to dose values by multiplica-
tion with constant W-values. Radial dose values in tissue (or liquid water with ⇢=1g/cm3 as
tissue equivalent material) can be calculated from the gaseous targets by density scaling. The
procedure is explained in detail in a review article [Varma1989]. By variations of the gas pres-
sure, the density changes and different measurement values for radial distances in tissue/liquid
water can be achieved. Several experiments exist for radial dose measurements in gases. For
solids, measured radial doses on the nanometer scale are not available.
Monte Carlo simulation codes can describe the tracks of ions and electrons and directly evaluate
the radial dose distribution. The MC method is further described in chapter 3. Within this thesis,
the TRAX MC code has been used to obtain a physically realistic description of the radial dose
inside the track core. Details about TRAX are given in chapter 4. Calculations for the radial dose
are presented in chapter 6.
2.3 Metallic nanoparticles in combination with particle therapy
The goal of radiotherapy is to deliver a high dose to the tumour tissue while minimizing the
dose delivered to the normal tissue. Metallic nanoparticles (NPs) are recently discussed as a
possible dose enhancer. For gold NPs it has been shown that the approach works in combi-
nation with photon radiotherapy [Hainfeld2004, Hainfeld2008]. The effect is enhanced due
to the selective uptake of NPs by tumour cells which can be much larger than for normal tis-
sue. Energetic X-rays can be absorbed by the gold NPs and lead to subsequent emission of
low-energy electrons which deposit their energy within a small volume around the NP, induc-
ing a more complex biological damage, which is more difficult to repair. While an advantage
of using gold NPs in combination with conventional photon radiotherapy in enhancing cell
killing has been already proven [Hainfeld2008], and can be partially explained by microscopic
mechanisms[McMahon2011], a benefit for ion or proton radiotherapy is not directly obvious.
With ion beam irradiation the advantage of producing a large number of secondary electrons
of low energies and therefore short ranges which lead to locally enhanced dose depositions is
already given. Apart from a few experiments [Polf2011] the effect for ions has not yet been
studied in detail. A recent computational study [Chow2012] for electron irradiation has not
found a real benefit for electrons in combination with gold NPs. The most promising source for
additional creation of secondary electrons are Auger cascades, which can be large in the case
of high Z (atomic number) materials. On the other hand, dense materials with a high Z have
also a high stopping power for low-energy electrons. So it has to be determined how many
electrons which are created inside the NP actually escape and deposit their energy in the sur-
rounding tissue. Besides gold, NPs made of Gd [Robar2002], Pt [Porcel2010, Usami2007] and
Fe [Kim2012], respectively have also been discussed to be used in radiotherapy.
Calculations concerning the creation of secondary electrons in metallic nanoparticles have been
performed in the framework of this thesis, including Auger electron cascades. Results for Auger
electron yields and the radial dose around metallic NPs after proton or electron impact are
presented in chapter 7. Further details about Auger electrons are given in section 4.3.
3 Computational methods to describe
radiation transport and damage
Radiation transport of charged particles and the resulting damage can be described with Monte
Carlo (MC) simulations as they can deal with the stochastic nature of electron interactions like
electron emission and transport. The method has been described extensively in [Berger1963].
One has to distinguish between MC simulations relying on condensed history and track struc-
ture MC codes relying on the single interaction approach. The approach based on condensed
random walk and multiple scattering is the basis for many conventional simulation packages as
introduced in [Berger1963]. MC simulations based on the continuous slowing down approxi-
mation rely on stopping powers as input parameters to determine the energy losses of particles
traversing matter and apply additional multiple scattering theories to obtain the angular dis-
tribution of projectiles after a certain travelling pathlength. In [Berger1963] the condensed
history approach is favoured as to that time it was computationally not feasibly to calculate all
single interactions separately. He also claims that even though the number of collision is high,
most of them will only lead to small energy losses and deflections [Berger1963]. He notices
the limitations of this condensed history approach for the case of electron backscattering from
foils [Berger1963].
However, codes relying on condensed histories are perfectly suited to describe radiation action
at high energies and large scales but are inappropriate for calculations concerning low-energy
electrons and the (sub) micrometer scale. The continuos slowing down approximation is only
justified if the number of collision processes to stop a projectile is large. For low-energy elec-
trons (E< 100 eV), which might suffer only a few collisions, this is not the case. Therefore, to
describe the tracks of electrons with energies of a few electron Volts, track structure MC simu-
lations based on the single interaction approach, sampling each interaction individually, should
be preferred. In a review article [Nikjoo2006], the differences between different types of MC
simulations for radiation transport are discussed. Track structure codes are suited to investi-
gate particle tracks of ionizing radiation for a huge variety of research fields. These include,
e.g., space radiation and shielding, radiotherapy and biological modelling as well as solid state
physics.
To evaluate the transport of ions and electrons in detail, cross sections are needed for basic
interactions (elastic scattering, excitation and ionization) inside the target material. To provide
further insights in the details of radiation action, shell-specific cross sections are needed for
inelastic interactions like ionization and excitation.
3.1 Track structure Monte Carlo simulations
Monte Carlo (MC) track structure simulations provide a useful tool to describe the tracks of
ions and electrons in various media [Nikjoo2006]. However, correct interaction cross sections
are needed as input which are not easily accessible in the case of low energy projectiles. Most
of the cross sections used for MC simulations are derived by combinations of experimental
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data and model calculations as there is no model which could generate cross sections over
the entire energy range starting from fundamental principles [Nikjoo2006]. Huge attention is
given to describe cross sections for very low-energy electrons inside biological target materials
like water and components of the DNA [Nikjoo2006, BoSa2002, BlGa2007, Dingfelder1999].
Biological damage is usually described considering water as a tissue-equivalent material and
many codes exist to calculate radiation action in water down to very low energies like KUR-
BUC [Uehara1993], PARTRAC [Friedland2003] and Geant4DNA [FrIn2011]. However, the situ-
ation is different for other target materials. Little knowledge exists about the interaction cross
sections of low-energy electrons with energies below 1 keV. There is neither a comprehensive
theory (free of any semi-empirical fitting parameters), nor there is a complete experimental
database covering low-energy electron cross sections for all important interactions (elastic scat-
tering, excitation and ionization) for a broad range of atomic or molecular target materials in a
neutral charge state. Especially information about electronic excitation is extremely scarce. It
is very difficult to measure electron excitation at low energies. Excitation channels can start at
energies as low as a few electron Volts and below and there exist numerous different excitation
channels which would be hard to distinguish.
Common theories describing the energy loss of electrons using the dielectric formal-
ism [Lindhard1954, Hubbard1955] are only suitable for electron energies above 1 keV as they
require the validity of the Born approximation [Penn1987]. Besides, calculations are based on
experimentally obtained optical data (with zero momentum transfer) and have to be expanded
for electron projectiles including momentum transfer. Another draw back of the dielectric for-
malism is, that the resulting cross sections are only given as total inelastic cross sections. No
differentiation between shell-dependent ionization cross sections and channel-resolved excita-
tions is provided.
Electrons in the energy range below a few 100 eV are of major importance in theoretical cal-
culations as many secondary electrons are created at these energies. A correct description of
their interactions leading to localized energy depositions is crucial. However, cross sections for
this energy region remain very uncertain as there exists no model to explain deviations from
the first Born approximations in a satisfactory way covering the whole range of energy loss and
momentum transfer [Nikjoo2006].
Due to the limitation in cross sections, many track structure codes like PENELOPE [Salvat2003,
Fernandez2012] or LEEPS [Fernandez1996] cannot perform calculations below a certain cut-off
energy (50 eV or 100 eV or even higher for electrons). When the energy of electrons falls below
a certain cut-off threshold they are usually removed from the calculation procedure. Setting
the electron cut-off energy to values as high as 50 eV or even 100 eV neglects the ends of the
electron tracks and therefore reduces the accuracy of simulation results on the nanometer scale.
The cut-off energy should be set as low as possible, as long as reasonable cross sections are
available.
Within this work, efforts were made to find reliable sets of cross sections for electron in-
teractions at energies from 1keV down to below 1-10 eV for several target materials of
interest ranging from light materials as carbon to heavy materials like gold. Therefore,
cut-off energy values for electrons could be set to values as low as a few electron Volts.
These cross sections have been implemented to be used with the track structure MC code
TRAX [KrKr1994, Kraemer1995, KrDu2010]. TRAX as a single-interaction track structure MC
code provides a dedicated tool to describe the interaction of low-energy electrons on the mi-
crometer or nanometer scale and is able to handle both electrons and ions as projectiles. Using
these low-energy electron cross sections with TRAX allows to follow electron transport and
evaluate resulting damage down to the nanometer scale. The cross sections are presented in
chapter 4. Simulations to validate their applicability are shown in chapter 5.
Cross sections and the mean free path
Track structure MC simulations rely on total and differential cross sections for individual in-
teractions as input parameters. To describe the transport of ions and electrons in matter, one
has to know which interactions take place at which positions inside the target material. These
interactions can be either elastic (with no energy loss) or inelastic (with energy loss of the pro-
jectile). In both kinds of scattering, the projectile can change its direction. Cross sections can
be used to determine the tracks of the projectiles through the considered target as they provide
a measure for the probability to undergo a certain type of collision. Interaction cross sections
are strongly dependent on energy. The total interaction cross sections depend on the projectile
type (electrons or ions (charge, mass)) and on the target material. For each interaction a cross
section has to be provided. Cross sections can also have an angular dependency as well as a de-
pendency on energy of a created secondary electron (released by ionization). Therefore, single
differential cross sections (SDCS) or double differential cross sections (DDCS) can be needed.
By integration, a total cross section (TCS) can be derived. In track structure MC codes, the track
length for the next interaction is determined deriving a mean free path (MFP) from the given
cross sections for a certain projectile energy. Each projectile is followed interaction by interac-
tion. To determine the travelling length for the next interaction, cross sections for all possible
interactions are summed to obtain a total interaction cross section:
 total =  elastic+ ionization+ excitation (3.1)
The MFP   is then derived using the total interaction cross section   and the particle density n
for a given target material:
  =
1
n ·  (3.2)
The particle density n and can be derived from the target material density ⇢ (in g/cm3) and the
molar mass Mmol (in g):
n=
NA ·⇢
Mmol
(3.3)
where NA is the Avogadro number.
In the simulation routine, after a MFP has been calculated from the given cross sections, an
interaction distance d can be sampled using a random number R between 0 and 1:
d =    · ln(R) (3.4)
After determination of the interaction length, the interaction type has to be determined. The
interaction type is chosen by creating a random number between 0 and  total while each inter-
action is weighted according to their partial contribution to the total cross section. Interactions
are then sampled and it is calculated whether the projectile suffers an energy loss and/or a
change of direction. In case of an energy deposition event, the deposited energy and its location
is stored. The possible creation of secondary particles is considered in case of an ionization
event and the secondaries are pushed on a particle stack to be followed later. The projectile is
then sent back to the main routine with its current energy, position and direction vector and a
new mean free path is sampled for the actual projectile energy. Projectiles (electrons, ions) are
followed until they leave the target volume of consideration or until their energy drops below a
certain cut-off energy which can be chosen as low as interaction cross sections are available.
Cut-o  value
In MC simulations, a cut-off value has to be chosen which determines the low-energy threshold
when an electron is finally absorbed and its track is no longer followed. It is usually the energy
below which no further inelastic cross sections are available. Considering the ionization thresh-
old, this value lies is of the order of 10 eV. The range of electrons with 10 eV is extremely small
(can be below 1nm depending on the target material) which might justify the choice of this
cut-off value. However, reducing this cut-off value to the energy corresponding to the minimum
energy loss provided by an excitation channel might better reflect reality. Certain interactions
like the production and recombination of radicals are linked to individual excitation transitions
or ionization of certain sub shells and could in principle be followed as long as these interac-
tions are sampled. Impacts of the choice of the electron cut-off value while calculating radiation
damage are discussed in chapter 6.
4 Extensions of the TRAX Code
The track structure MC code TRAX has been developed over several years at GSI by Michael
Krämer [KrKr1994, Kraemer1995, KrDu2010]. It has been extended extensively in the frame-
work of this thesis which will be discussed in this chapter. Further details about the TRAX code
are presented in section 4.1. The most important input parameters on which the calculations
are based are suitable interaction cross sections. The extended cross section database is pre-
sented in section 4.2. Details about the extension to follow the creation of Auger electrons are
discussed in section 4.3. Section 4.4 deals with the handling of non-uniform targets, another
new feature which has been developed.
4.1 TRAX
Input
TRAX is designed for the single interaction approach and can handle electrons and ions of any
charge state as projectiles. In the previous TRAX version, which is labelled as "TRAX classic"
within this thesis, interactions considered for electrons are elastic scattering and ionization for
all target materials and excitation for only a few materials (H2O, O, O2 and N2). For ion projec-
tiles, only ionization and excitation (covering H2O, O, O2 and N2) have been taken into account.
Excitation cross sections for ions can be obtained by scaling the cross sections for electrons.
Elastic scattering has been neglected. Hard-coded internal cross section calculations are pro-
vided as fall-back estimations but are intended to be extended or replaced by external tables if
improved cross sections are available for a certain material.
Internal cross section calculations rely on parameters for properties of the medium, like the
density and shell structure information (including binding energies, number of electrons in a
specific shell and their kinetic energy). This information is stored in external targetfiles which
are read in at the start-up of the code. As far as possible, parameters are described by experi-
mental values. A database of external target files exists, which covers various target materials
which can be atomic, molecular, compounds or a mixture. The database includes predefined
materials like e.g. air or plastics. This database can easily be extended to consider additional
target materials. For simulations in living systems, water is considered as a tissue equivalent
material.
The availability of excitation and ionization cross sections defines the lower energy limit for
electron calculations. Due to the scarce database for excitation cross sections, the lower limit
in TRAX classic has been of the order of the ionization threshold which lies around 10 eV, de-
pending on the material. For most target materials with unavailable excitation cross sections,
the ionization threshold has therefore been the limiting factor which had to be taken as cut-
off energy. For carbon, e.g., this has been 11.26 eV. Furthermore, with unavailable excitation
cross sections for many atomic materials, a significant contribution to the stopping power below
100 eV has been neglected. The higher energy limit of TRAX lies for ions at a few hundred
MeV/u and for electrons at a few MeV. Currently TRAX does not follow nuclear fragmentation
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and does not account for energy losses due to bremsstrahlung. However, for nuclear fragmenta-
tion the cross section is several orders of magnitude lower than for elastic scattering, excitation
and ionization which justifies this neglection.
Simulation geometries have to be defined and can be chosen as a combination of cylinders,
spheres or boxes and consist of any material which is present as targetfile in the database.
Calculation time is much larger using the single interaction approach rather than condensed
random walk. Therefore, although possible, it is not recommended to perform simulations for
high energies or volumes exceeding cm dimensions.
Output
TRAX follows the trajectories of ions and electrons interaction by interaction through the tar-
get material of consideration. Positions and energy depositions of each interactions can either
be evaluated immediately "on the fly" or be stored as binary listmode files for analysis at a
later stage. TRAX allows to extract various radiation quantities directly from the track structure
simulations. Electron backscattering and transmission coefficients, radial and depth dose distri-
butions, microdosimetric data like y- and z-distributions, electron spectra (energy and angular
resolved) as well as ionization distributions can be obtained.
4.2 Cross sections for ion and electron interactions with matter
The quality of the simulations for a certain target material depends on the used cross sec-
tion inputs, of course. Within this section, the standard input cross sections for TRAX classic
and their theoretical background are explained as well as cross section extensions that have
been performed in the framework of this thesis. Cross section models used in TRAX classic as
hard-coded fall-back estimations are usually valid for a large range of target materials while
for specific targets of interest, advanced methods or empirical corrections are used to obtain
improved cross sections. In the framework of this thesis, focus has been laid on describing
interactions for low energy electrons. Therefore, besides including elastic scattering for ions,
cross sections for ions have been left unchanged. For electrons, almost all cross sections have
been improved or extended. Covered interactions are electronic excitation, plasmon excitation,
ionization and elastic scattering. Complete sets of electron cross sections have been compiled
and assessed for C, Ni, Ag, Au, Al, Fe, Gd and Pt. Details are given in the following subsections.
Used cross sections allow the differentiation between ionization of certain sub-shells and handle
excitation as a separate interaction rather than using a complete description for inelastic scat-
tering. This allows to follow what happens after these events in more detail. The creation of
Auger electrons, e.g., is dependant on the shells which have been ionized. To be able to correctly
reproduce their creation, a shell specific ionization cross section is mandatory. In the framework
of this thesis, the handling of Auger electron has been implemented in TRAX and is described
in section 4.3. For extensions at a later stage, like the direct sampling of radical production and
recombination, knowledge is needed about the concrete type of ionization or excitation.
4.2.1 Electronic excitation
Information about individual electron or ion induced electronic excitation transitions is ex-
tremely scarce. In the classic TRAX version, electron induced excitation has been considered
only for H2O according to [PaBe1978] and for O, O2 and N2 according to [GrSt1972]. Green
and Stolarski provide a semi-empirical model to obtain excitation cross sections with parame-
ters from experimental data. In principle, their model could be applied to other materials as
well but only if the corresponding experimental information is available. Excitation plays a
major role in energy losses for electrons at energies lower than 100 eV. Therefore, to improve
the transport description of low energy electrons, consideration of excitation is mandatory for
all target materials of interest. From experimental results for electron induced excitation of
N2 [Trajmar1983] it can be deduced that the angular distribution of electrons exciting molecu-
lar levels is strongly peaked forward. Therefore it can be assumed that in electronic excitation,
deflection is negligible. In TRAX, excitation is therefore handled as an interaction where only
an energy loss occurs, while the projectile remains its propagation direction.
If one is not interested in the details after an excitation event, excitation can be considered as
accumulated cross sections of several possible excitation transitions, with an energy dependent
mean energy transfer. Using the approach with a mean kinetic energy transfer, the excited state
of a target molecule is not clearly defined and it cannot be followed what happens after a cer-
tain excited state is created. However, the sampling of an excitation event in its simplest form,
does consider only a transfer of a discrete amount of energy and the summation of different
excitation channels is therefore justified when following radical production and recombination
in detail is not required.
In the framework of this thesis, research has been done to assess low energy electron excitation
cross sections for separate channels and a broad range of target materials. Focus has been given
on assessing cross sections for individual transitions for single electron transitions from one sub-
shell to another.
As consideration of single excitation channels have not been important so far, an accumulated
excitation cross section for n channels was calculated. The resulting average energy loss ,which
is the same as a mean kinetic energy transfer, can be calculated from the specific energy losses
 Ei (for the i-th transition channel) with corresponding cross sections  i(T) as a function of
the kinetic energy T of the incoming projectile:
 total(T ) =
nX
i=1
 i(T )  Eav erage(T ) =
nX
i=1
 Ei · i(T )
 total(T )
(4.1)
This approach can be justified as the different excitation channels do only differ in the amount
of energy needed for the excitation. There is no qualitative difference which could be consid-
ered as long as the de-excitation process is not handled explicitly. However, to be able to follow
radical production in the future, cross sections for different excitation transitions have been
compiled separately to provide the information if needed.
For each atomic target material, the ground state electron configuration has been considered
to identify possible electron transitions through excitation events. To describe these transitions,
the state of the target atom before and after the excitation transition is defined in terms of the
electron configuration which describes the states of the electrons. In a multielectron atom, the
quantum state of an individual electron can be described with a set of four quantum numbers
n,l, ml and ms [HaReWa2005]. n ist the principal quantum number, l the orbital quantum
number, ml the orbital magnetic quantum number and ms the magnetic spin quantum num-
ber [HaReWa2005]. l can be an integral number between 0 and n-1 and for ml values between
-l and l are allowed [HaReWa2005]. The spin of an electron can be either up or down and
ms can have values -1/2 or 1/2 [HaReWa2005]. All quantum states having the same quan-
tum numbers n and l form a subshell [HaReWa2005]. In usual subshell notations, the orbital
quantum number l=0 is labelled as s, l=1 as p, l=2 as d, l=3 as f and higher quantum num-
bers are replaced alphabetically. Due to the Pauli exclusion principle it is not possible, that
electrons located in a certain subshell of the target atom have the exact same set of quantum
numbers [HaReWa2005]. Therefore, transitions due to electron excitation are only possible to
subshells which are not already filled and therefore closed. For a p shell, e.g., possibleml values
are -1, 0, 1 and ms can be -1/2 or 1/2. Therefore, up to 6 electrons can be located in a p shell.
As only single electron transitions are considered, only the quantum numbers for the single
electron changing its subshell (and therefore its quantum numbers) are needed to label the
transition of consideration. For individual electron excitation, the transition is usually labelled
only with quantum numbers n and l. So a single electron transition could be something like 2s-
2p or 3s-4s. As alsoml andms can change, transitions through excitation can also be something
like 2p-2p, if the electron subshell is not already filled.
Some excited states can lead to the emission of a target electron in their relaxation process.
This process is called auto-ionization. Many of these states lie above the first ionization poten-
tial [GrSt1972]. The process is difficult to describe in terms of the kinetic energy of the electron
created by auto-ionization.
A database covering reliable low-energy electron excitation cross sections for a broad range
of atomic or molecular target materials in a neutral charge state does not exist. NIST [NIST]
provides in its database "Electron-Impact Cross Sections for Ionization and Excitation" only ex-
citation cross sections for H, He and Li and covers only a few transitions (like single electron
transitions from 1s to 2p, 3p, ...10p for H, the same for He, and excitations from 2s to 2p,
3p, ...10p for Li). Therefore, required excitation cross sections have been compiled and assessed
from different approaches. As far as possible, experimentally measured cross sections have been
preferred rather than theoretical descriptions. In the case where various theoretical descriptions
existed, their results did not agree and validation is complicated or impossible. It has been found
that in general, electron-impact cross sections based on different theoretical methods show poor
agreement [SuKa2006].
For carbon, description of electron excitation is extensively discussed in a review of Suno
et al. [SuKa2006] which has been considered to calculate suitable cross sections. Fur-
ther details are described in section 4.2.1.1. For gold, experimental data exist to de-
scribe electron excitation [Maslov2008, Zatsarinny2008]. Descriptions for electronic excita-
tion of gold are discussed in section 4.2.1.3. For water, electron excitation is mentioned
in a review by Nikjoo [Nikjoo2006] and information about sub-excitations are given by
Michaud [Michaud2003]. Cross sections for electronic excitation of water are discussed in
section 4.2.1.4. For all other target materials of interest, as no further detailed information
has been available, calculated excitation cross sections have been extracted from the ACE (An-
other Collisional Excitation) code [Clark1988], which is based on distorted-wave methods and
allows calculation of excitation cross sections for atomic targets up to Z=74 down to the lowest
possible incident energies to induce an electron transition. Further details about calculations
using the ACE code are discussed in section 4.2.1.2.
4.2.1.1 Carbon targets
For atomic neutral carbon, cross sections for electron-impact excitation have been assessed using
the formula and parameters given in a review by Suno and Kato [SuKa2006] to obtain a calcu-
lated set of collision strengths. Calculations using the R-matrix method [Burke1971, BuDu1994]
provide cross section calculations for a large number of transitions between electron sub-
shells with n=2 and n=3 [Dunseath1993]. Parameters are provided in [SuKa2006] for 21
individual transitions from the ground state with energy losses between 1.26 eV for the
1s22s22p2 3P   2s22p2 1D transition and 14.9 eV for the 1s22s22p2 3P   2s2p3 1P transi-
tion. These parameters have been obtained by a fit to collision strengths from [Dunseath1993].
The channels are listed in table 4.1. The R-matrix method has been used for electron-atom
collisions by Burke [Burke1971]. Results from this method are recommended as they are best
suited for low energy electrons [SuKa2006, Burke1971]. However, the method is supposed to
be computationally expensive. To obtain cross sections from collision strengths, the following
relation between the collision strength ⌦ and the corresponding cross section   from a state i
to a state f can be used [SuKa2006]:
 i f [cm2] = 1.1969 · 10 15 · ⌦i f!i · Ee[eV ] = 1.1969 · 10
 15 · ⌦i f
!i · Vi f [eV ] · X (4.2)
The reduced energy X is the ratio of the energy of the incident electron Ee divided by the
excitation energy Vi f . ! is the statistical weight of the initial target atom state and can be
derived from the quantum numbers L and S of the atomic level (described by 2S+1LJ):
! = [(2L + 1)(2S + 1)] (4.3)
As the ground state of carbon can be described with the atomic level 3P0, the statistical weight
! for transitions from the ground state yields 9. Energy losses for all excitation channels have
been experimentally obtained by Moore [Moore1970] and are listed in the parameter table by
Suno and Kato [SuKa2006]. The excitations are all considered from the ground state of carbon
which is 1s22s22p2.
Another publication [Ganas1981] provides different theoretical cross sections for electron-
impact excitation of carbon based on the Born approximation and using generalized oscillator
strengths. Transitions are considered from the ground state to subshells 3s, 4s, 5s, 3p, 4p, 3d,
4d and 5d [Ganas1981]. As the Born approximation is not valid for low energies, the cross
sections from Ganas have not been considered. For energies below a few keV, cross sections
from [SuKa2006] are supposed to be more accurate. A comparison shows, that cross sections
mentioned in [Ganas1981] and [SuKa2006] agree in their energy dependency, but not in their
absolute values which can be seen in Fig. 4.1.
Figure 4.1: Cross sections for 2p-3s, 2p-3p and 2p-3d excitations are compared for the results
mentioned in [Ganas1981] (which have been digitized) and for the results calculated
according to [SuKa2006].
Figure 4.2: Summed cross section from six 2s-2p excitation channels are shown as a function
of incident electron energy. Energy losses from these channels vary from 4.18 eV to
14.9 eV. The energy dependencies are di ering as well.
Fig. 4.2 shows exemplarily the cross sections derived for six individual electron transitions that
can be summed to describe the 2s-2p transitions in carbon. Fig. 4.3 shows the sum for all 21
transitions as well as the contributions from different types of electronic excitation, like 2s-2p,
2p-2p, 2p-3s, 2p-3p and 2p-3d excitations. Fig. 4.4 shows the final sum of cross sections and
the corresponding mean energy transfer which has been derived as a function of the incident
electron energy T. The energy dependent energy loss for excitation has been calculated as an
average value of energy losses from all channels which has been weighted by the individual
cross sections according to formula 4.1.
Two of the 21 considered excitation transitions (channel 19 and channel 20) are considered to be
leading to auto-ionization [KiDe2002]. In Fig. 4.19 cross sections for these two excitation chan-
nels are shown which are added to the direct ionization cross section to reproduce experimental
ionization cross sections.
Figure 4.3: The sum over all 21 excitation channels is shown as well as the contributing sums over
certain channels for the di erent types of electron transitions.
Figure 4.4: On the left hand side, the summed cross section of all 21 excitation channels as a
function of incident electron energy is shown. On the right hand side, the corre-
sponding mean energy loss is shown which has been calculated as an average value
from energy losses for all transitions weighted by the cross sections of the individual
channels.
channel number transition to state type energy loss (eV)
1 2s22p2 1D 2p-2p 1.26
2 2s22p2 1S 2p-2p 2.68
3 2s2p3 5S 2s-2p 4.18
4 2s22p13s 3P 2p-3s 7.48
5 2s22p13s 1P 2p-3s 7.68
6 2s2p3 3D 2s-2p 7.94
7 2s22p13p 1P 2p-3p 8.53
8 2s22p13p 3D 2p-3p 8.64
9 2s22p13p 3S 2p-3p 8.77
10 2s22p13p 3P 2p-3p 8.85
11 2s22p13p 1D 2p-3p 9.00
12 2s22p13p 1S 2p-3p 9.20
13 2s2p3 3P 2s-2p 9.33
14 2s22p13d 1D 2p-3d 9.63
15 2s22p13d 3F 2p-3d 9.69
16 2s22p13d 3D 2p-3d 9.71
17 2s22p13d 1F 2p-3d 9.73
18 2s22p13d 3P 2p-3d 9.83
19 2s2p3 1D 2s-2p 12.2
20 2s2p3 3S 2s-2p 13.1
21 2s2p3 1P 2s-2p 14.9
Table 4.1: 21 excitation channels considered by Suno 2006. All transitions are considered from
the ground state 1s22s22p2 3P0. Information taken from Suno et al. [SuKa2006]. For
improved readability the 1s2 part has been left out in the description of the final state.
4.2.1.2 Various metallic targets
For the target materials Al, Fe, Ni, Ag and Gd, where no detailed information about excitation
cross sections has been available, excitation cross sections could be extracted from the ACE (An-
other Collisional Excitation) code [Clark1988] from the Los Alamos Laboratory which provides
theoretical cross sections for excitations describing single electron transitions between different
subshells. The ACE code uses distorted wave Born approximations according to [Mann1983].
Theoretical excitation cross sections based on distorted wave methods are considered to be
reasonable accurate at energies about two to three times higher than the ionization thresh-
old [Maslov2008]. The ionization threshold typically lies in the order of about 6-12 eV.
To obtain cross sections from the ACE code, the electron configurations before and after the
transition have to be chosen by the user. For wave functions of the ground states as well as
excited states, ACE calculations are based on the self-consistent Hartree-Fock approach with
relativistic corrections for each orbital of each input configuration according to [Cowan1981].
Incoming and outgoing free-electron continuum functions each "see" different potentials, those
of the spherically averaged initial and final target ion configurations.
ACE allows to choose between calculations in fine structure or configuration mode. The con-
figuration mode uses the term-to-term transition energy and sums over all transitions for the
same subshells involved, e.g. 2p-3p excitations. The fine-structure mode allows to distinguish
between several possible final states for the target atom which differ in energy and quantum
numbers using the level-to-level transition energy [Clark1988].
Using the ACE code, excitation transitions have to be defined by the user itself. All excitation
channels which have been compiled and assessed within this thesis are considered as transitions
from the ground state of a target atom. Therefore, single electron transitions to the nearest ly-
ing upper electron subshells have been calculated. According to the standard order of filling of
subshells for electron configurations, higher lying electron subshells have been determined. The
usual subshell order has been considered to be 1s-2s-2p-3s-3p-4s-3d-4p-5s-4d-5p-6s-4f-5d-6p-
7s-5f-6d-7p...
To determine which excitation transitions are possible, the ground state configuration of the
target material of consideration has to be known. The ground state of an iron atom, e.g., is
1s22s22p63s23p63d64s2. As a s-subshell can hold 2 electrons, a p shell 6 and a d shell 10 elec-
trons, the first 5 subshells and the 7th subshell are closed while the 6th subshell 3d is not.
Excitation transitions which are supposed to be strongest, involve transitions from the outer-
most subshells 3d and 4s to higher lying subshells. As the 3d subshell can hold 4 additional
electrons, transitions from the 4s subshell to 3d have to be considered as well. As 4s is closed,
transitions from 3d can not go to 4s. The groundstate electron configuration of Fe does not have
a 3d8 part in the electron configuration as 3d64s2 contribution lies energetically below 3d8. For
Fe, using the ACE code, cross sections have been obtained for 20 excitation channels including
12 excitation channels from the 4s shell and 8 channels from the 3d shell.
Where feasible, calculations have been performed using the fine-structure mode. For atoms
with low or intermediate Z values like Al, Fe and Ni, numerous channels are available, which
can exceed 100 transitions. In these cases the configuration mode has been preferred. Usually,
transitions have been considered to upper lying subshells until they contributed much less than
1% to the total excitation cross section at 100 eV. The contributions from the nearest lying upper
subshells are most significant. The energy loss for each excitation channel is provided by ACE
through the energetic difference between the initial and final state of the target atom. In the
following, tables and plots are given for excitations of each material of interest.
Figure 4.5: Electronic excitations from the outermost electrons levels 3d and 4s of Ni. The cross
sections were obtained using the ACE code with distorted wave approximation. Four
channels for excitations of electrons from the 3d subshell have been considered as
well as five channels for transitions for 4s electrons. The cross sections are dominated
by transitions to the (energetically) nearest lying electron subshells.
Figure 4.6: On the left hand side, the summed cross section of all considered excitation channels
as a function of incident electron energy is shown for nickel, calculated using the ACE
code. On the right hand side, the correspondingmean energy loss is shownwhich has
been calculated as an average value from energy losses for all transitions weighted
by the cross sections of the individual channels.
channel number transition type energy loss (eV)
1 4s-3d 0.12
2 4s-4p 3.28
3 4s-5s 5.47
4 4s-5p 6.34
5 4s-4d 6.41
6 3d-4p 8.17
7 3d-5s 11.34
8 3d-5p 12.29
9 3d-4d 12.46
Table 4.2: 9 excitation channels for electrons incident on Ni considered from ACE calcu-
lations [Clark1988] using distorted wave methods and the configuration mode.
All transitions were calculated from the ground state 1s22s22p63s23p63d84s2
3F4 [webelements].
Figure 4.7: On the left hand side, the summed cross section of all considered excitation channels
as a function of incident electron energy is shown for silver, calculated using the ACE
code. On the right, the corresponding mean energy loss is shown which has been
calculated as an average value from energy losses for all transitions weighted by the
cross sections of the individual channels.
channel number transition to state energy loss (eV)
1 5s-5p 3.28
2 5s-5p 3.36
3 4d-5s 3.78
4 4d-5s 4.32
5 5s-6s 4.78
6 5s-5d 5.45
7 5s-5d 5.45
8 5s-6p 5.46
9 5s-6p 5.48
10 5s-4f 6.13
11 5s-4f 6.13
Table 4.3: 11 excitation channels for electrons incident on Ag silver considered from ACE cal-
culations using distorted wave methods and the fine structure mode. All tran-
sitions were calculated from the ground state 1s22s22p63s23p63d104s24p64d105s1
2S1/2 [webelements].
Figure 4.8: On the left hand side, the summed cross section of all considered excitation channels
as a function of incident electron energy is shown for aluminium, calculated using
the ACE code [Clark1988]. On the right hand side, the corresponding mean energy
loss is shown which has been calculated as an average value from energy losses for
all transitions weighted by the cross sections of the individual channels.
channel number transition type energy loss (eV)
1 3p-3d 4.42
2 3s-3p 4.68
3 3p-4s 3.30
4 3p-4p 4.27
5 3p-5s 4.84
6 3p-4d 5.21
7 3p-4f 5.29
8 3p-5d 5.56
9 3p-5p 5.16
10 3p-6s 5.39
11 3s-4s 7.92
12 3s-4p 8.88
13 3s-5s 9.53
14 3s-4d 9.87
15 3s-4f 9.98
Table 4.4: 15 excitation channels for electrons incident on Al considered from ACE calcula-
tions [Clark1988] using distorted wave methods and the configuration mode. All tran-
sitions were calculated from the ground state 1s22s22p63s23p1 2P1/2 [webelements].
Figure 4.9: On the left hand side, the summed cross section of all considered excitation channels
as a function of incident electron energy is shown for iron, calculated using the ACE
code. On the right hand side, the correspondingmean energy loss is shownwhich has
been calculated as an average value from energy losses for all transitions weighted
by the cross sections of the individual channels.
channel number transition type energy loss (eV)
1 4s-4p 2.9
2 4s-5s 5.1
3 4s-4d 5.9
4 4s-5p 5.9
5 4s-6s 6.4
6 4s-4f 6.7
7 4s-5d 6.7
8 4s-6p 6.7
9 4s-7s 6.9
10 4s-5f 7.0
11 4s-6d 7.0
12 4s-7p 7.0
13 3d-4p 6.8
14 3d-5s 9.9
15 3d-4d 10.9
16 3d-5p 10.8
17 3d-6s 11.4
18 3d-4f 11.8
19 3d-5d 11.7
20 3d-6p 11.7
Table 4.5: 20 excitation channels for electrons incident on Fe considered from ACE calcu-
lations [Clark1988] using distorted wave methods and the configuration mode.
All transitions were calculated from the ground state 1s22s22p63s23p63d64s2
5D4 [webelements].
Figure 4.10: On the left hand side, the summed cross section of all considered excitation channels
as a function of incident electron energy is shown for gadolinium, calculated using
the ACE code. On the right hand side, the corresponding mean energy loss is shown
which has been calculated as an average value from energy losses for all transitions
weighted by the cross sections of the individual channels.
channel number transition type energy loss (eV)
1 6s-6p 1.99
2 6s-7s 3.73
3 6s-5f 4.94
4 6s-7p 4.37
5 6s-6d 4.40
6 6s-6f 5.26
7 6s-7d 5.03
8 6s-8s 4.77
9 6s-8p 5.01
10 5d-6p 1.50
11 5d-6d 4.53
12 5d-7s 3.77
13 5d-5f 5.13
14 5d-7p 4.47
15 5d-7d 5.20
16 6s-5d 1.39
17 4f-5d 6.39
18 6s-4f 1.52
19 4f-6p 8.84
Table 4.6: 19 excitation channels for electrons incident on Gd considered from ACE
calculations [Clark1988] using distorted wave methods and the config-
uration mode. All transitions were calculated from the ground state
1s22s22p63s23p63d104s24p64d105s25p64f75d16s2 9D2 [webelements].
4.2.1.3 Gold targets
For electron impact excitation of gold, measurements exist which provide cross sections for
the three most important electron transitions. Experimental data are preferred rather than
theoretical results. For three transitions, experimental cross sections are available and these
are transitions from the ground state to the (5d106p)2P1/2 state with an energy transfer of
4.6 eV, from the ground state to the (5d106p)2P3/2 state ( E=5.1 eV) and from the ground
state to the (5d96s2)2D3/2 state with an energy loss of 2.7 eV [Maslov2008, Zatsarinny2008].
Measurements have been performed at incident electron energies from the threshold up to
577 eV for the transitions to P states [Maslov2008] and up to 5.8 eV for the transition to the D
state [Zatsarinny2008]. As experimental values for the excitation cross sections are only given
up to certain energies, the cross sections have to be extrapolated to higher energies. For higher
energies the Bethe-Born approximation is valid and the cross sections can be described by atomic
units [BrJo1983, Maslov2008]:
 E = 4⇡ f0ln(E) (4.4)
f0 denotes the optical oscillator strength for the considered individual transition. From this
relation, a dependency of the cross section proportional to ln(E)/E can be derived (energy E
given in Ry). For the transition to the D state, another dependency has to be considered. The
transitions to the D state is optically forbidden and seen as a second order effect with an energy
dependency of   1/E2 at higher energies [Maslov2008]. Cross sections for forbidden transi-
tions show an early maximum (at less than two times the excitation threshold) and have a
rapid fall off with increasing energy [GrSt1972]. Transitions to P states are optically allowed,
stronger and the cross sections are therefore less rapidly decreasing with an energy dependency
of   ln(E)/E. These dependencies have been applied to extrapolate the excitation cross sections
and the results are shown in Fig. 4.11. The authors of the experimental cross sections consider
an uncertainty of their results of ±20% for the transitions to P states and a factor of 2 for the D
state transition [Maslov2008, Zatsarinny2008].
Theoretical approaches for excitations in Au exist are available as well [Maslov2008,
Zatsarinny2008] but it has been found, that these cross sections describe the measured en-
ergy dependency for energies above 100 eV, but not the absolute values. Theoretical approaches
for further transitions have therefore been neglected as they would disagree with the used ex-
perimental cross sections. For the experimentally determined resonance transitions, theoretical
cross sections are too large by a factor of about 2 [Maslov2008]. The neglection of further tran-
sitions than the three available from experiments is further justified, as from ACE calculations
for other materials, a general trend can be conducted, that transitions to higher lying electron
shells than those just above those included in the ground state configuration, do not contribute
significantly to the total excitation cross section. Therefore it is not expected that excitation
cross section would drastically increase when considering additional transitions like 6s-7s or
5d-6p. As ACE does only provide excitation cross sections up to Z=74, it is not possible to get
excitation cross sections for heavy atoms like Au and Pt. Validations for the used excitation cross
sections are performed indirectly by reproducing experimental data, e.g. for the stopping power
of electrons in gold (Fig. 5.4).
Figure 4.11: Experimental excitation cross sections have been extrapolated using theoretically
known energy dependencies to obtain values for higher incident electron energies.
The cross sections on the left hand side of the dashed lines are measured.
Figure 4.12: On the left hand side, the summed cross section of all considered excitation chan-
nels as a function of incident electron energy is shown for gold, obtained from
experiments. On the right hand side, the corresponding mean energy loss is shown
which has been calculated as an average value from energy losses for all transitions
weighted by the cross sections of the individual channels.
channel number transition to state energy loss (eV)
1 6s-6p (2P1/2) 4.63
2 6s-6p (2P3/2) 5.11
3 5d-6s (2D3/2) 2.66
Table 4.7: 3 excitation channels for resonance transitions from the ground state of Au which is
1s22s22p63s23p63d104s24p64d105s25p64f145d106s1 2S1/2 [webelements]. Data taken
from [Maslov2008, Zatsarinny2008].
4.2.1.4 Water
Excitation cross sections for electrons incident on water are discussed in a review of
Nikjoo [Nikjoo2006]. TRAX classic cross sections for electronic excitation of water are based
on parametrizations from Paretzke and Berger [PaBe1978, KrKr1994]. The corresponding mean
kinetic energy transfer rises from about 8 eV to 13 eV for incoming electron energies between
10 eV and 100 keV. TRAX classic cross sections for electrons incident on H2O have been replaced
by a more detailed set of cross sections from the same author, in which single excited states are
distinguished. According to [Paretzke1988] and [GrSt1972], 8 excitation transitions for elec-
trons incident on H2O should be considered. The energy losses to reach these possible excited
states range from 7.4 eV to 21.0 eV. The description used in the classic TRAX version, includes
a fit to these various excitation modes with fitting parameters determined by [BeWa1988]. For
the extended TRAX version, the cross sections for the excitation modes have been calculated
separately as described in [Nikjoo2006] and summed to compare with previous cross sections.
Formula 4.1 has been used to obtain an accumulated cross sections with corresponding mean
energy transfer.
Differences between the descriptions according to [PaBe1978] and [Paretzke1988] are minor,
except below the threshold of 7.4 eV and are displayed in Fig. 4.13. The TRAX classic excitation
cross section description seemed unrealistic for energies below the threshold.
In addition to the 8 channels for excitation, 9 channels for sub-excitation cross sections
down to very low energies have been considered according to measurements in amorphous
ice [Michaud2003]. These cross sections allow to consider sub-excitation channels down to
1.7 eV and allow to reduce the electron cut-off energy in simulations as without these channels,
the lowest possible energy transfer would be 7.4 eV. The cross section data for amorphous ice
is considered to have an uncertainty of 30-40% [Nikjoo2006]. The excitations considered as
sub-excitations are not electronic excitations, where an electron changes its subshell position,
but excitations leading to a certain vibrational, librational, translational, bending or stretching
mode of the molecule. The impact of including these sub-excitation cross sections to the existing
8 channels for excitation are shown in Fig. 4.14. The overall cross section increases slightly up to
100 eV and the mean energy loss reduces correspondingly, as sub-excitation modes lead to very
low energy losses ranging from 0.01 eV to 0.835 eV [Michaud2003]. They do not contribute
much to the total electron stopping power and an uncertainty in the cross section data does not
have a severe impact. However, for a complete description of low energy electron interactions
they should be included. Even though energy losses down to 0.01 eV are described, cross sec-
tion data have only been measured down to 1.7 eV which is the limiting factor for the minimum
possible cut-off value. The impact of a reduced cut-off energy will be discussed in chapter 6.
Figure 4.13: On the left hand side, the summed cross section of all considered excitation
channels as a function of incident electron energy is shown for water, while the
parametrization used in TRAX classic is compared to summation of 8 channels ac-
cording to [Paretzke1988]. On the right hand side, the corresponding mean energy
transfer is shown which is obtained by a parametrization in the case of TRAX classic,
while it has been calculated as an average value from energy losses for all transi-
tions weighted by the cross sections of the eight individual channels for the new
cross sections.
Figure 4.14: On the left hand side, the summed cross section of all considered excitation channels
as a function of incident electron energy is shown for water. On the right hand side,
the corresponding mean energy transfer is shown which has been calculated as an
average value from energy losses for all transitions weighted by the cross sections
of the individual channels. Including sub-excitation decreases the mean energy loss
while the cross sections increase.
4.2.2 Plasmon excitation
Plasmon excitation is a collective excitation of the valence electrons which is important for
solids. The strength of the volume plasmon excitation depends on the number of valence elec-
trons of the target material. Plasmon excitation has not been considered in the TRAX classic
version and belongs to the extensions performed within the framework of this thesis.
Formulas to calculate the plasmon energy loss and the mean free path for plasmon excitation
for metallic targets are given by Quinn [Quinn1962]. The formula has been considered for Al,
Fe, Ni, Ag, Gd, Au and Pt. Applying the given formulas allows to calculate cross sections and
corresponding energy losses for volume plasmon excitation for electrons incident on metallic
targets. Volume plasmon excitation describes the excitation of plasma oscillations by an excited
electron. The description allows only calculations for a very simple type of volume plasmon
excitation but it provides a method to obtain separate cross sections for plasmon excitation.
The plasmon frequency !p and the plasmon energy Ep , which is the energy loss for plasmon
excitation are dependent on the valence electron density n and can be calculated via:
Ep = ~h ·!p = h2 ·⇡ ·
»
n · e2
✏0 ·m (4.5)
e is the elementary charge and m the mass of an electron, ✏0 being the electrical field constant.
The contributing valence electron density nv can be calculated using the density of the target
material ⇢, its molar mass Mmol , the number of valence electrons Nv and the Avogadro number
NA via:
nv =
⇢ · NA · Nv
Mmol
(4.6)
For materials with an enhanced number of valence electrons, the plasmon energy is higher.
For atoms with only one valence electron, like Ag and Au, the plasmon energy is small (9.0 eV
for both). For atoms with more valence electrons, the plasmon energy loss increases (2 valence
electrons in Ni result in a Ep of 15.9 eV). Resulting plasmon energies for metallic target materials
considered here can be found in table 4.2.2. Sometimes plasmon excitation is described for
differing numbers of valence electrons for the same material. E.g., electrons from the two
outermost electron shells can be involved in plasmon excitation. Within this thesis, plasmon
excitation has been considered only for the "real" valence electrons from the outermost shell.
Target valence electrons responsible for plasmon excitation are considered to be acting like a
sea of conduction electrons interacting with the electron projectile [Quinn1962] and therefore
approximated with a quasi-free electron gas for which a Fermi energy can be defined. In metals,
the Fermi energy describes the highest occupied level at a temperature of 0 K. Fermi energies
for metals are given by [AMe1976] and can also be calculated via:
EF =
h2
8 ·m ·
✓
3 · n
⇡
◆2/3
· 1
e
(4.7)
Fermi energies for all considered metallic target materials are given in table 4.2.2. The Fermi
momentum can be derived from the Fermi energy EF via:
p0 =
p
2 ·m · EF (4.8)
The same formula (replacing EF with Epro j) can be applied to obtain the relativistic momen-
tum from the projectile energy. The Fermi momentum p0 of the target electrons, the projectile
energy Epro j and the projectile momentum p are needed to calculate the mean free path for
plasmon excitation which is according to [Quinn1962] (in SI units):
  =
2 · a0 · Epro j
~h ·!p ·
264ln
0B@Äp20 + 2 ·m ·!p ·~hä1/2  p0
p  Äp2  2 ·m ·!p ·~hä1/2
1CA
375 1 (4.9)
a0 is the Bohr constant and !p the plasmon frequency. From the mean free path  , the cross
section   can easily be calculated via:
  =
1
n ·⇢ (4.10)
Here n is the particle density (number of atoms per unit volume) and ⇢ the density of the target
material.
To handle plasmon excitation in the simulation, it is assumed that the electron projectile does
not change it’s direction while undergoing plasmon excitation and the energy Ep is lost. Plasmon
excitation is treated as an additional channel for excitation and is added to the channels for
individual electronic excitation. The corresponding energy loss for an excitation as a function of
incident electron projectile energy has been adapted to include this additional channel. At low
energies, electronic excitations have much higher cross sections than plasmon excitation which
is why the mean energy loss is almost not altered. At higher energies, plasmon excitation plays
a bigger role and the energy loss is slightly modified. Fig. 4.15 shows cross sections for plasmon
excitation and total excitation and explains the impact on the mean energy loss for excitation
when plasmon excitation is added.
On an absolute scale, plasmon excitation contributes much less to the overall cross sections than
individual excitations. Therefore, no significant uncertainties in the calculations are expected
even though considering only the most simplest type of volume plasmon excitation.
element # valence electrons Fermi energy plasmon energy
Al 3 11.7 eV 15.8 eV
Fe 2 11.1 eV 15.3 eV
Ni 2 11.74 eV 15.87 eV
Ag 1 5.49 eV 8.99 eV
Gd 3 7.36 eV 11.18 eV
Pt 1 5.90 eV 9.47 eV
Au 1 5.53 eV 9.00 eV
Table 4.8:Metallic elements with number of valence electrons that are involved in plasmon ex-
citations. The Fermi energy is given by [AMe1976] or derived from formula 4.7. The
plasmon energy has been calculated using formula 4.5.
Figure 4.15: On the left hand side, the summed cross sections of all considered excitation chan-
nels as a function of incident electron energy is shown for electronic excitation,
plasmon excitation and a sum of both. Exemplarily, Ag, Ni and Gd have been
chosen (top to bottom). On the right hand side, the corresponding mean energy
transfer is shown which has been calculated as an average value from energy losses
for all transitions weighted by the cross sections of the individual channels. Includ-
ing plasmon-excitation increases the mean energy loss slightly for higher projectile
energies.
4.2.3 Ionization
In ionization events, the projectile scatters inelastically with a target atom and energy is trans-
ferred to a target electron which is removed from the orbital of a target atom. This removed
electron will propagate as a secondary electron through the target medium and is treated in the
simulation as an additional projectile. Secondary electrons can lead to damage far away from
the track of the primary projectiles. The energy loss of the projectile is the sum of the binding
energy, which is needed to remove the electron, and the kinetic energy which is transferred to
the secondary electron. The binding energy of the outermost electron shell is the first ionization
threshold. Below this threshold, ionization is not possible. Most of the energy deposited by ions
is transferred indirectly by creation of secondary electrons after ionization events. Moreover,
electrons can create further electrons through ionization. Accurate electron ionization cross
sections are of high importance as ionization does not only contribute to the energy loss of
electrons but also provides a source of secondary electrons.
Ionic projectiles
The standard cross sections for ion induced ionization, used in TRAX, rely on the Binary En-
counter Approximation (BEA) [BoVr1970]. The cross sections can be calculated for all target
and projectile combinations. For light and structureless projectiles it is reasonable to apply this
theory [Kraemer1995]. The theory is based on a classic binary collision between a projectile
with velocity vp and a target electron with initial velocity ve  and yields to a triple-differential
cross section [KrKr1994]. The cross section is differential in the energy transfer E, the electron
ejection angle ✓ and the initial velocity of the target atom ve  [KrKr1994]:
d3 
d Ed⇥dve 
= F( E,vp,ve ,✓ ) (4.11)
By integration over the initial electron velocity distribution, the double-differential cross sections
(DDCS) can be obtained. The DDCS are used to determine the energy and angular distribution
of secondary electrons emitted in an ion induced ionization process. By integration over the
distributions for energy transfer and ejection angles, a total cross section (TCS) is derived. The
mean kinetic energy of the created secondary electrons is on the order of 100 eV [KrKr1994]. Bi-
nary collision kinematics determine the maximum energy transfer, which is maximal in forward
scattering, where an electron obtains twice the velocity of the projectile ion. For an ion with
10MeV/u, the produced electrons can have energies up to about 20 keV. A major deficiency of
the BEA theory lies in the underestimation of backward emission at high energies [KrKr1994].
Besides, BEA is known to generally overestimate the emission of very low energy electrons.
For ions incident on matter, an effective charge Ze f f according to Barkas [Barkas1963] is con-
sidered for heavy projectiles with nuclear charge Z0:
Ze f f = Z0
h
1  exp⇣ 125 Z 2/30 ⌘i (4.12)
with   = v /c, v being the velocity of the ion and c being the speed of light.
It is assumed that a charge equilibrium is reached after a few micrometer.
Another model implemented in TRAX is based on calculations according to Rudd [Rudd1988]
with shell dependent empirical corrections. The Rudd approach relies on parameters fitted to
experimental data and is therefore restricted to a few materials (He, Ne, Ar, Kr, H2, N2, O2, H2O,
CO2, CH4, C3H8, C2H4 and C). The Rudd model can be used to calculate improved ionization
cross sections for ions incident on water which is necessary to reproduce ion ranges with high
accuracy as needed for biological predictions.
Electron projectiles
Total and single differential ionization cross sections for electrons incident on atomic or molec-
ular targets can easily be calculated using a simple analytical formula which is based on the
Binary-Encounter-Bethe (BEB) model [KiRu1994]. The advantages of the BEB model are, that
it does not depend on empirical parameters, as the model is an ab initio theory. A simple ana-
lytical formula provides ionization cross sections for individual molecular orbitals and provides
reliable cross sections at low and at high incident electron energies [KiRu1994]. BEB is men-
tioned as the method of choice for electron ionization in the NIST database [NIST]. It does not
require substantial computational resources and can be used for multi-electron target atoms.
The BEB model provides reliable cross sections not only for intermediate and high incident elec-
tron energies, but also for low energies down to the ionization threshold which is not given for
most other theories [NIST]. Detailed information is needed to determine which electron shell
has been ionized to simulate the production of Auger electrons in the relaxation process which
is provided by the BEB model. TRAX classic uses cross sections for all atomic and molecular
target materials, which are present in the target database, based on the BEB model. The BEB
theory is based on Mott cross sections, considering the collision of two free electrons, and is
combined with the high energy behaviour of the Born approximation [KiRu1994]. It is possi-
ble to compute the single differential cross section which is providing the energy distribution
of ejected electrons as a function of the incident electron energy [KiRu1994]. This method is
labeled binary-encounter-dipole (BED) model. By integration over the ejected electron energy,
it is possible to calculate the total cross section [KiRu1994]. As the BED relies on optical oscilla-
tor strengths (OOSs) for individual orbitals, which are neither easily calculated nor measured,
a simplified expression has been derived in the BEB model to directly provide total ionization
cross sections [KiRu1994]. Necessary input parameters are the binding energy B, the orbital
kinetic energy U and the electron occupation number N. The formula to obtain the contribution
to the total ionization cross section from a certain electron shell is [KiRu1994]:
 (T ) =
S
t + (u+ 1)/n
·

ln (t)
2
✓
1  1
t2
◆
+
✓
1  1
t
  ln (t)
t + 1
◆ 
(4.13)
T is the incident electron energy, t=T/B, u=u/B and S = 4⇡a20N(R/B)
2 using the Bohr constant
a0=5.2918nm and the Rydberg constant R=13.6057 eV. The asymptotic behaviour predicted
by the Born approximation for high projectile energies is ln (t)/t and is correctly provided
by the BEB model [KiRu1994]. A relativistic extension of the BEB model has also been de-
rived [Kim2000] and is considered in TRAX. As it does only affect the cross sections for incident
electron energies at around 100 keV and higher, the importance for low energy electrons is
low. The binding energies as well as the other parameters U and N are properties of the
medium and can easily be derived from the ground state wave function. The cross sections
are strongly dependent on the values for the binding energy of the outermost orbitals. The
maximum contribution to the total cross section comes from the outer electron shells as the
cross section is increasing for decreasing binding energies. Summing over all orbital contribu-
tions leads to the total ionization cross section. For ionization, single differential cross sections
(SDCS) are needed to determine the ejection energy of a secondary electron. The emission
angles of primary and secondary electrons are sampled in TRAX according to Grosswendt and
Waibel [GrWa1978, KrKr1994].
To obtain cross sections based on the BEB, the electron occupation of shells and shell-specific
values of the binding energy and the kinetic energy are needed as input parameters. The infor-
mation of shell-specific parameters for each atomic or molecular material is stored in external
TRAX target files and the electron ionization cross sections are calculated using the parameters
which have been read in at start-up of the code. In TRAX, as far as possible, experimental values
are taken for the binding energies. Values for inner shells are widely known from experiments
and values are usually taken from tables providing the information for a broad range of atomic
materials [GwynWilliams, DanThomas, webelements]. For the outermost electron shell of each
target material, the first ionization potential is chosen for which a collection of experimental
values is given by [NIST]. For outer shells, just below the outermost shell, experimental values
are not always provided. For these shells, target files in TRAX classic used the same binding
energy as for the outermost electron shell. This approximation is extremely critical as the total
ionization cross section depends crucially on correct values for the binding energy of the out-
ermost electron shells. The impacts of this choice are discussed in the following. Within the
framework of this thesis, binding energy values have been replaced which are summarized in
table 4.9.
Experimental data exist for a few atomic target materials which could be used to validate the
low-energy electron impact ionization cross sections. Furthermore, measured electron ioniza-
tion cross sections are easily influenced by a variety of factors. Many experiments do not
distinguish between different final states of the produced ions. The measured ionization can
be a sum of single and multiple ionizations. Besides, experimental ionization cross sections
can include contributions from excitation-autoionization while the BEB model does only pro-
vide direct ionization cross sections. Therefore, comparison with BEB cross sections have to
be made with care. The impact of this neglection in the BEB model and ways to account for
this additional source of secondary electrons is explained for certain individual atomic materials
in [KiDe2002, KiSt2001].
Brook et al. [Brook1978] has measured the electron impact ionization of carbon using target
atoms which have been generated by neutralizing positive ions through charge exchange. In
a publication of the author of the BEB model [KiDe2002], the application of calculated ab ini-
tio electron ionization cross sections based on this model are discussed in the case of carbon
and compared with the experimental data of Brook et al.. Comparison of the cross sections
mentioned in this paper with TRAX calculations which are based on the same model revealed
differences due to a different choice of binding energy values. The BEB is extremely sensitive on
the choice of binding energy values and differences of a few electron Volts in binding energies
have a huge impact on the resulting cross sections.
As experimentally determined ionization cross sections might include multiple and indirect ion-
izations, they can be higher than calculated cross sections for direct ionization but should not
be lower. If calculations overestimate experimental ionization cross sections, as far as measure-
ments are correctly normalized, this can be a hint for unsuitable input parameters. TRAX classic
cross sections for electron impact ionization of carbon have been higher than the experimen-
tal data from Brook et al. [Brook1978] which is suspicious. Besides, in the publication dealing
explicitly with carbon ionization [KiDe2002], cross sections based on the BEB model using a
calculated set of input parameters resulted in much lower cross sections. The differences can
be seen in Fig. 4.16. In the case of carbon, the binding energy for the 2s electron shell was
Figure 4.16: Comparison of cross sections for electron induced ionization of carbon. Purple dots
represent the experimental data from Brook et al. [Brook1978]. The dashed blue
line shows TRAX classic direct ionization cross sections according to the theory
from [KiRu1994]. The same values have been taken for the binding energies of
the 2s and 2p shell. The red line shows results according to [KiDe2002] using the
same theoretical model to obtain direct ionization cross sections while deviations
from experimental data are due to contributions from auto-ionization. The di er-
ence lies only in the choice of the input parameters, especially due to a di erent
binding energy for the 2s shell. TRAX classic cross sections using the same binding
energy values for the 2s and the 2p shell overestimate the experimental data.
not available in the TRAX classic targetfile and so has been approximated to be equal to the
binding energy for the 2p shell. In [KiDe2002] these values are different. As a binding energy
value for the 2s shell of carbon is now available in one of the used binding energy data com-
pilations [DanThomas], the value of 11.26 eV has been replaced for a value of 16.59 eV which
is also mentioned in a recent paper [Simonetti2007]. Impacts of this choice on the resulting
ionization cross sections are shown in figure 4.17.
Fig. 4.18 shows the relative contributions from the different electron shells to the total ioniza-
tion cross section for electrons incident on carbon.
With the modified more realistic binding energy for the carbon 2s shell, TRAX calculations using
the BEB resulted in a reduced ionization cross section which is not overestimating experimental
results by Brook et al. [Brook1978]. The comparison can be seen in Fig. 4.19. The experimental
data of Brook contained contributions from excitation-autoionization. As cross sections based
on BEB do not include indirect ionization, these contributions have to be added to get the total
ionization cross section that can be compared with experimental data [KiDe2002]. For car-
bon, only 2s-2p excitations contribute significantly to excitation-autoionization [KiDe2002]. In
the publication by Kim et al. about ionization of carbon [KiDe2002], the transitions from the
ground state to the 2s2p3 3S and 2s2p3 1D state are considered for contributions. For a compar-
Figure 4.17: Di erences in total and shell dependent electron ionization cross sections for carbon
due to di erent values for the 2s binding energy.
Figure 4.18: Shell dependent carbon cross sections showing the relative contribution of the elec-
tronic shells to the total ionization cross section. The total ionization cross section is
dominated by contributions from the outermost shells.
ison of the cross sections used in TRAX, these two excitation channels, for which cross sections
have been derived according to Suno [SuKa2006], have been added to the ionization cross sec-
tions. Fig. 4.19 shows the comparison of TRAX cross sections and experimental data. It can
be seen that for carbon, excitation-autoionization does barely contribute to the total ionization
cross section. It should be noted, that for the for the TRAX calculations in Fig. 4.19 a different
set of parameters for B and U values has been used than in [KiDe2002]. TRAX calculations are
based on experimental values for B, while Kim et al. have used a different theoretical set of
parameters. As ionization cross sections for the parameters used in TRAX match experimental
data, neglecting further handling of excitation-autoionization can therefore be justified.
The example of carbon shows that replicating binding energy values from the outermost elec-
tron shell to the second shell from the outside can be critical. As the information of shell-specific
parameters for each atomic or molecular material is stored in external TRAX target files, replac-
ing binding energies with more accurate values can easily be done. Improved values have been
Figure 4.19: Comparison of cross sections for electron induced ionization of carbon. Lightblue
dots represent the experimental data from Brook et al. [Brook1978]. The black solid
line represents the total ionization from TRAX including direct ionization cross sec-
tions and two excitation channels leading to auto-ionization. The dashed blue line
shows TRAX direct ionization cross sections according to [KiRu1994]. The dashed
orange and red lines show TRAX excitation cross sections for two channels which
were calculated from collision strengths according to [SuKa2006].
taken from [DanThomas] as far as available. If not otherwise provided, theoretical binding en-
ergy values from the EADL database [PeCu1991] have been considered. For Au, where the same
binding energy has been taken for the 5d3/2 and 5d5/2 shells, the "classic" values have also been
replaced by values from EADL [PeCu1991]. An overview about the changes in binding energy
values is given in table 4.9.
Figures 4.20, 4.21 and 4.22 show exemplarily the effects of the changed values for other mate-
rials of interest, i.e. Ni, Ag and Au.
For aluminium, experimental data for electron induced ionization exists as well. But compar-
isons with calculations for aluminium is difficult as excitation-autoionization of the 3s3p2 2S and
2P terms is of high importance because the contribution to total ionization is almost as high as
from direct ionization of 3s and 3p electrons [KiDe2002]. For open-shell atoms, indirect ioniza-
tion can be possible, e.g. by excitation-autoionization [KiDe2002]. Excitations from inner shells
to the outermost orbital (in case it is not already fully occupied) can produce excited states
below or above the first ionization threshold. If the excited state lies above, it either decays by
emission of a photon or by auto-ionization while ejecting an electron. The cross sections for
excitation-autoionization tend to be large in case of electron transitions from an inner orbital
with the same principal quantum number as the outermost orbital [KiDe2002].
TRAX does not account for excitation-autoionization yet. In principle it would be possible, as
the input cross sections for excitation can be provided separately for each excitation channel.
The problem lies in the description of the kinetic energy for the secondary electrons to be emit-
ted via autoionization. If an excitation occurs in the simulation process, the energy needed for
the transition is deposited locally. While the energy needed for an excitation transition that will
lead to autoionization will be only slightly higher than the ionization threshold, released elec-
trons will have very low energies and therefore are supposed to be stopped immediately. For
element subshell previous Ebnd new Ebnd source
C 2s 11.26 eV = Ebnd(2p) 16.59 eV [DanThomas]
Al 3s 6.00 eV = Ebnd(3p1/2) 10.62 eV [DanThomas]
Fe 3d5/2 7.9 eV=Ebnd(4s) 12.91 eV EADL [PeCu1991]
Fe 3d3/2 7.9 eV=Ebnd(4s) 12.74 eV EADL [PeCu1991]
Ni 3d5/2 7.64 eV=Ebnd(4s) 14.66 eV EADL [PeCu1991]
Ni 3d3/2 7.64 eV=Ebnd(4s) 14.92 eV EADL [PeCu1991]
Ag 4d3/2 7.58 eV=Ebnd(5s) 11.86 eV EADL [PeCu1991]
Ag 4d5/2 7.58 eV=Ebnd(5s) 12.47 eV EADL [PeCu1991]
Au 5d3/2 11.66 eV =Ebnd(5d) 12.16 eV EADL [PeCu1991]
Au 5d5/2 11.66 eV =Ebnd(5d) 10.46 eV EADL [PeCu1991]
Table 4.9: Values for binding energies with respect to TRAX classic.
Figure 4.20: Di erences in total and shell dependent electron ionization cross section for nickel
and the 3d shells due to di erent values for the binding energies. Improved binding
energy values reduce total ionization cross sections.
the two excitation transitions considered to be leading to auto-ionization in carbon, e.g., energy
transfers are 12.2 eV and 13.1 eV, while the ionization threshold lies at 11.26 eV. Auto-ionized
electrons therefore are expected to have very low energies. Neglecting the energy transfer to
an autoionized electron and rather directly considering a local energy deposition by excitation
should therefore be a suitable approximation. Therefore, the neglection of the explicit handling
of excitation-autoionization is seen to be uncritical.
Experimental data for electron induced ionization of aluminium is provided by Freund et
al. [FrWe1990]. Comparisons with theoretical cross sections are shown in [KiSt2001] where
adding cross sections for the autoionizing excitation-transitions to the BEB ionization cross sec-
tions reproduced experimental results.
Very few experimental data for single ionization of neutral target atoms exist for comparison
with theoretical ionization cross sections. Even though validation through experimental data
is limited, electron ionization cross sections based on the BEB are seen to be the best possible
Figure 4.21: Di erences in total and shell dependent electron ionization cross section for silver
and the 4d shells due to di erent values for the binding energies.
Figure 4.22:Minor di erences in total and shell dependent electron ionization cross section for
gold and the 5d shells due to di erent values for the binding energies.
choice to describe the effect for low energies down to the ionization threshold. In contrast to
other theoretical approaches which are relying on the first Born approximation, the BEB model
does also consider higher order effects like the distortion of the incident wave and the polar-
ization of the target charge distribution [KiDe2002]. The BEB does contain elements of the
first Born approximation but includes higher oder effects by replacing the incident energy for a
shifted value (considering binding and kinetic energy of the target electrons) [KiDe2002]. An
uncertainty lies in the choice of binding energy values. These values have been chosen as ac-
curate as possible. For further validation of the ionization cross section, experimental data for
the electron stopping power can be used. Together with electron induced excitation, ioniza-
tion makes up almost completely the total electron stopping power at low energies (where only
electronic stopping plays a role). From the given energy losses per excitation channels, and
the energy losses per ionization (binding energy plus kinetic energy of released secondary elec-
trons), a stopping power or unrestricted LET value can be calculated. This procedure is used as
a validation for the used excitation and ionization cross sections and shown in subsection 5.1.1.
In the high energy region above electron energies of about 1-10 keV, the stopping power values
are known. As excitations dominate the stopping power at low energies and ionization at high
energies, a mismatching stopping power at high energies can be an indication for inaccurate
ionization cross sections due to inaccurate input parameters. This has been the case, e.g. for
nickel, where a change in binding energies solved the problem of overestimating experimentally
determined stopping powers at 10 keV. The effect can be seen in Fig. 5.2.
4.2.4 Elastic scattering
Electrons or ions undergoing elastic scattering suffer no energy loss. Although elastic scattering
does not contribute to radiation damage, it is important to be considered as it is responsible
for the spatial diffusion in matter. Besides, elastic scattering for electrons is important to obtain
correct backscattering and transmission factors.
Screened Rutherford cross sections
Elastic scattering for electrons is often described by Rutherford cross sections with screening
corrections [Molière1948, Berger1963, GrWa1978]. This is a conventional method for elastic
scattering and used as built-in standard in TRAX classic and is available for all kinds of target
materials. For some materials like water, empirical corrections are used to improve these cross
sections at low energies.
For elastic scattering, differential cross sections d /d⌦(E,✓ ) are needed to determine the an-
gular distribution. The differential cross section for elastic scattering of a charged particle by a
nucleus of charge Z · e using the screened Rutherford approach is [Berger1963]:
d 
d⌦
(E,✓ ) =
Z2 · e4
4 · E2(1  cos✓ + 2⌘)2 (4.14)
For electrons, the factor Z2 should be replaced by Z · (Z + 1) using a correction to Moliére’s
theory suggested by [Fano1954].
⌘ is a screening parameter which considers the screening of the nuclear charge by
the orbital electrons [Berger1963]. This parameter can be derived from the theory of
Moliére [Berger1963]:
⌘ = 1/4 · 2a = 1/4 · a · Z2/3
ñ
1.13+ 3.76
✓
Z
137 ·  
◆2ô
(4.15)
a = 6.8 ·10 5 for electrons and a = 6.8 ·10 5 · (m/M)2 for protons, withm being the (resting)
mass of an electron and M the mass of the proton projectile [Berger1963]. Within this work,
TRAX cross sections have been extended to account for the elastic scattering of ion projectiles
which is often neglected in track structure MC codes. The implementation and results due to
this interaction will be explained in chapter 6 of this thesis.
For some materials, semi-empirical adaptations for this screening parameter exist, varying ⌘c in
the description of ⌘, with velocity   = v /c:
⌘ = ⌘c · 1.7 · 10 5 · Z2/3 ·
✓
1
 2
  1
◆
(4.16)
The method of varying⌘c for a semi-empirical screening parameter is described in [Uehera1992],
where for electrons with energies below 50 keV incident on water ⌘c is set to 1.198. For higher
energies, the standard description of [Berger1963] is used:
⌘c = 1.13+ 3.76
✓
Z ·  
137
◆2
(4.17)
By integration of the differential cross section over the full solid angle (d⌦ = 2⇡ sin(✓ ) d✓), a
total cross section can be derived:
 (E) =
Z
2 ·⇡ · sin(✓ )
✓
d 
d⌦
◆
d✓ =
Z2 · e4
4 · E2 ·
⇡
⌘
 
⌘+ 1
  (4.18)
For high Z materials, screened Rutherford differential cross sections (SRDCS) are usually re-
stricted to medium (E>500 eV) and high (E>few keV) energy regions, where the first Born
approximation is valid. But for low Z materials they can be used also at lower energies. To
check the validity of the Born approximation, the condition v/c >> Z/137 should be ap-
plied [Liljequist2012]. The condition gives E >> 200 eV for Be(Z=4), but it has been found
that the SRDCS is still usable down to about 100 eV. So as a first reasonable approach, for
electrons incident on low Z-materials like carbon, the elastic scattering can be described by
Rutherford cross sections with screening corrections, which is a conventional method for track
structure calculations. The screening correction is obtained by applying the Born approximation
to the Wenzel model for the atomic scattering potential [Liljequist2012]. Screened Rutherford
cross sections e.g. ignore the spin of the incident projectile and therefore subsequent polariza-
tion effects.
The accuracy of the screened Rutherford cross sections is also connected to the choice
of the screening parameter. Various approaches exist to improve the applicability of the
screened Rutherford cross sections by changing the screening parameter to semi-empirical val-
ues [Nigam1959, Joy1995a, KyEm2013].
For water and electron energies above 500 eV, Rutherford cross sections can be ap-
plied [KrKr1994]. At lower energies, screened Rutherford cross sections underestimate back-
ward scattering. Therefore, experimental data from experiments for H2O (and for H2 and O2
where no water data has been available) is used to replace these cross sections. Elastic scatter-
ing on molecules is treated using the additivity rule. Therefore, cross sections for water can be
obtained by summing hydrogen and oxygen contributions.  H2O =  H2 + 1/2  O2. Theoreti-
cal cross sections are replaced by a polynominal function which has been fitted to experimental
data [KrKr1994].
TRAX classic has been used mainly for simulations in low Z target materials like carbon and
water for which cross sections for elastic electron scattering could have been described using
screened Rutherford calculations. However, simulations for higher Z materials have in principle
been possible for TRAX classic, but were limited in precision due to available cross sections.
For high Z materials, the screened Rutherford cross sections are less suitable for low energetic
electrons and should be replaced by cross sections based on a more suitable model.
Cross sections based on partial wave analysis
As a more sophisticated method, cross sections can be provided using partial wave analysis
(PWA) or the partial wave expansion method (PWEM). These cross sections are often de-
noted as Mott cross sections. As far as the scattering potential is correctly described and
the summation over all terms up to infinity is provided, cross sections based on PWA should
be in principle exact [Liljequist2012]. PWA based cross sections should provide a better re-
production of backscattering at low energies and for medium to high Z (Z: atomic number)
materials. In the framework of this thesis, cross sections relying on PWA from the NIST ELAST
database [JaSa2010] have been assessed for many target materials of interest. Considered in
the framework of this thesis are cross sections from the ELAST code version 3.2. The ELAST
input is described in the following sentences. Walker [Walker1971] describes the method of rel-
ativistic Dirac partial wave analysis which is the basis for the calculations. Further, a scattering
and an exchange potential is needed to obtain the cross sections. The scattering potential is pro-
vided by self-consistent Dirac-Hartree-Fock electron densities for free atoms using the approach
from [Desclaux1977]. The local exchange potential which is used for ELAST has been provided
by Furness and McCarthy [FuMc1973]. An exchange potential takes into account that the in-
cident electron is not distinguishable from the atomic electrons of the target [Liljequist2012].
The accuracy of the cross sections provides by ELAST is discussed in [JaSa2004]. Resulting
cross sections are given for electron energies between 50 eV and 20 keV (in steps of 1 eV) with
differential cross sections (in angle) for 0o - 180o in steps of 1o. An extension allows to obtain
different cross sections for energies above 20 keV up to 300 keV.
Within this thesis, full sets of differential cross sections for elastic scattering have been extracted
from ELAST and formatted to be used as input files with TRAX. The code has been extended
to assure correct read-in of the differential cross sections as well as calculation of total cross
sections by integration over all possible scattering angles.
Comparison of models
The cross sections from ELAST are considered to be more accurate for high Z materials and
show significant differences to screened Rutherford cross sections, especially at low energies.
To estimate possible errors of screened Rutherford cross sections and to observe the impact of
changing the elastic scattering model in TRAX, both TCS and SDCS have been compared for low
Z (carbon, Z=6 and aluminium, Z=13), medium Z (Fe, Z=26 and Ni, Z=28) as well as for high
Z materials (Ag, Z=47 and Au, Z=79). The comparisons for the TCS can be see in Fig. 4.23.
From the comparison of the TCS (Fig. 4.23) one can estimate the applicability of the screened
Rutherford cross sections. As carbon is a very low Z material, screened Rutherford cross sections
should be suitable even at low energies.Only minor deviations exist between the TCS based on
screened Rutherford calculations or PWA. With increasing Z values, screened Rutherford cross
sections differ a lot from those based on PWA, especially at low energies. As Au is a very high
Z material, screened Rutherford cross sections are less suitable at low energies. For Au and
incident energies of around 100 eV, the difference between the TCS of the two approaches is
a factor of about 7. At higher energies, the cross sections for Au from the two models are ap-
proaching and eventually become equal at around 20 keV. As the cross section model for the TCS
based on PWA changes at 20 keV, it is not clear which cross sections are more accurate at higher
energies, after the intersection point of both TCS. Cross sections based on screened Rutherford
calculations are supposed to be accurate at higher energies. Besides, even with the changed
model, ELAST does only provide elastic scattering cross sections up to 300 keV. Therefore, in
cases where cross sections for higher electron energies are needed for TRAX calculations, the
intersection point of the elastic scattering TCS from both models has been used to combine cross
sections relying on PWA for lower energies with cross sections relying on screened Rutherford
calculations for higher energies. This method had to be applied as the TCS for high Z materials
differed largely below and above this intersection point. The intersection point of the TCS from
both methods has been chosen at 2.7 keV for Fe, 7.4 keV for Ag, 7.4 keV for Gd, 15 keV for Pt and
20 keV for Au. As no cross sections from ELAST have been available at energies below 50 eV, and
the TCS seem to reach a maximum at these energies (according to Fig. 4.23), constant SDCS
and TCS have been assumed for energies below 50 eV.
The main difference between cross sections relying on screened Rutherford approximations or
PWA, besides their absolute TCS values, lies in the shape of the differential cross sections. Sig-
nificant differences are expected for the SDCS also for low Z materials. Cross sections based
on PWA show details of the elastic scattering interaction which is resulting in lobes at certain
angles. More or less pronounced lobes can be seen, as the scattering probability is enhanced
at these angles. The lower the electron energy, the stronger this feature is. The number and
position of these lobes depends on electron energy and the target material [VaNi1984]. Fig-
ure 4.24 shows SDCS for electrons incident on carbon while for cross sections based on PWA
an enhanced scattering cross section is visible at around 180o for an incident energy of 50 eV.
At higher energies, differences between screened Rutherford cross sections and those based on
PWA vanish. At energies above 1 keV there are no significant differences which shows that for
low Z materials, screened Rutherford cross sections can be used.
For higher Z materials, differences in the SDCS are also visible at higher energies. With increas-
ing Z, the lobes at angles with enhanced scattering probabilities become more dominant at low
energies. Fig. 4.25 shows the SDCS for electrons incident on nickel which has been chosen as
an intermediate Z example. Fig. 4.26 shows the SDCS for electrons on gold, chosen as a high Z
example. For such high Z materials, obvious differences in the SDCS are visible even at energies
above 1 keV.
To validate the applicability of elastic scattering cross sections, simulations for the electron
backscattering coefficient can be used. A correct description of the cross sections for elastic
scattering is mandatory to reproduce experimentally determined backscattering coefficients.
Simulations including the new extended cross sections for inelastic electron interactions but
the previous elastic scattering cross sections based on the screened Rutherford approach, are
supposed to be failing to describe the electron backscattering coefficients for high Z materials.
Exactly this behaviour can be found in section 5.1.2 where TRAX with its current set of inelastic
scattering cross sections and both methods for elastic scattering has been used to reproduce
experimental data.
Figure 4.23: Total cross sections for elastic scattering of electrons incident on carbon, aluminium,
iron, nickel, silver and gold. Screened Rutherford cross sections are compared with
cross sections based on partial wave analysis which have been extracted from the
NIST ELAST database.
Figure 4.24: Di erential cross sections for elastic scattering of electrons incident on carbon for
four di erent energies (50 eV, 500 eV, 1 keV and 5 keV). Screened Rutherford cross
sections show significant di erences at 50 eV from cross sections based on partial
wave analysis. At higher energies, the di erences start to vanish and both di eren-
tial cross sections are approaching each other.
Figure 4.25: Di erential cross sections for elastic scattering of electrons incident on nickel for
four di erent energies (50 eV, 500 eV, 1 keV and 5 keV). Screened Rutherford cross
sections show significant di erences at low energies from cross sections based on
partial wave analysis. At higher energies above 1 keV, the di erences start to vanish
and both di erential cross sections are approaching each other.
Figure 4.26: Di erential cross sections for elastic scattering of electrons incident on gold for four
di erent energies (50 eV, 500 eV, 1 keV and 5 keV). Screened Rutherford cross sec-
tions di er a lot from those based on partial wave analysis as they show no struc-
ture. Especially at low energies, partial wave analysis includes resonance e ects,
leading to an enhanced cross section at certain angles. At higher energies, these
lobes flatten and the shapes of both di erential cross sections are approaching
each other. But even at energies as high as 5 keV, for a very high Z material like
gold, significant di erences persist.
4.3 Auger electrons
One major extension of the TRAX code that has been performed in the framework of this thesis
has been the handling of the Auger effect which is mandatory for a correct description of low
energy electron transport. As Auger electrons usually have energies below 1 keV, they have a
crucial impact on secondary electron spectra (low-energy yields) as well as on microscopic or
nanoscopic damage. In measured electron spectra, e.g. from the Toroid [Lineva2009] experi-
ment, Auger electrons can be seen as a peak with a relatively sharp edge at the initial Auger
electron energy and a longer tail towards lower energies. The tail is a result from Auger elec-
trons undergoing inelastic interactions, losing energy while travelling through the target. To
correctly describe the emission and transport of electrons and to reproduce corresponding ex-
perimental data with TRAX, Auger electrons cannot be neglected.
Auger electrons are low-energy electrons which can be emitted during the relaxation after an
ionization event took place. If an inner shell of an atom is ionized, a secondary electron is
emitted and creates a vacancy. The created vacancy can be filled with another electron from an
upper shell of the ionized atom. The excess energy can then either be transferred to a photon or
to another electron that will be emitted. The latter is called an Auger electron. The Auger pro-
cess therefore produces a secondary electron additionally to that one released by the ionization
process itself. Auger electrons are emitted isotropically. Besides, they have a discrete energy
which is directly linked to the difference in binding energies of the involved shells. Auger elec-
trons can be distinguished by the shells involved. A KL1L2 Auger electron is an electron, where
the K shell has been ionized first and the vacancy has then been filled by an electron from the
L1 shell. An electron from the L2-shell is then emitted as an Auger electron and carries away
excess energy. Its kinetic energy is the difference in binding energies of the involved shells:
Ekin,KL1L2 = |EK |  |EL1|  |EL2|. The process is illustrated in figure 4.27.
As the energy of an Auger electron depends on the difference in binding energies, which are
a property the target material, it is possible to identify materials through characteristic Auger
electrons in their electron spectra.
The fluorescence yield !(Z) describes the probability to emit a photon after ionization of a
certain electron shell. The fluorescence yield is dependent on Z and dependent on the electron
shell. For the the K-shell, the fluorescence yield depends on the atomic number approximately
as Z4 [Wentzel1927, Bambynek1972]. Here, Auger emission competes with photon production
and the probability to emit an Auger electron rather than a photon is 1   !(Z). For low Z
materials, the probability to create an Auger electron after K-shell ionization is high and photon
production can almost be neglected. Probabilities to emit a photon rather than an Auger elec-
trons are only 0.2% for carbon and 0.58% for oxygen [Bambynek1972]. The fluorescence yield
after K-shell ionization increases for high Z-materials and reaches about 97% for gold. For the
L-shells and above, dependencies are different. A review about fluorescence yield dependencies
for various shells is given by Hubbel et al. [Hubbel1994]. Even though the proportionality to
Z4 is approximately valid also for ! of the L and M shells, the absolute value of the fluores-
cence yield is much lower than for the K shell. For the L-shell and atoms with 11<Z<36, the
fluorescence yield is supposed to be about 2 · 10 8 · Z4 [Hubbel1994], while for the M-shell and
76<Z<92, the fluorescence yield can be parametrized as 1.29 ·10 9 ·(Z 13)4. For outer shells,
absolute values of fluorescence yields decrease rapidly. Even for high Z materials, fluorescence
yields for shells other than the K shell can therefore be much lower than the Auger electron
Figure 4.27: The Auger process is shown schematically for a K-L1-L2 transition. A neutral atom
su ers a primary ionization event in the K-shell. An electron from the L1-shell fills
the hole in the K-shell and energy is transferred to another electron in the L2-shell
which is then ejected as an Auger electron.
probabilities. The average fluorescence yield for the L-shell of gold, e.g., is about 30%, which
means that the probability to emit an Auger electron is 70% for the L shell. For outer shells,
Auger electron emission probabilities are increasing and reach almost 100% for the outmost
shells. Therefore it is possible to obtain a high number of emitted Auger electrons even for high
Z materials where the K-shell fluorescence yield is high. Besides, outer shells are much more
likely to be ionized than the K-shell which can be seen by consideration of shell dependent ion-
ization cross sections according to [KiRu1994].
For high Z materials with complex electronic shells there is also the possibility of emission of
Auger electron cascades (release of more than one Auger electron after one primary ionization
event) as many electrons are present that can fill up holes in lower lying shells. If an inner shell
of a high Z atom is ionized, many different Auger electron transitions are possible and for one
primary ionization event, many Auger electrons can be released which can easily be more than
10. However, as inner shells are more difficult to be ionized by electron or ion projectiles, the
total contribution of these "multiple" Auger electrons to all secondary electrons is expected to
be rather small.
Within the framework of this thesis, the handling of Auger electrons and cascades in TRAX has
been developed as a new feature. For the probabilities of different Auger electron transitions
and shell dependent fluorescent yields, data has been compiled from the Sigma Database of BNL
National Nuclear Database [BNL] which uses data from the Livermore Evaluated Atomic Data
Library [PeCu1991]. For H2O, experimentally determined Auger transition probabilities after
K-shell ionization have been considered according to [Siegbahn1975]. These data have been
included in TRAX target files. Among other specific atomic information like density and shell
structure information, Auger transition probabilities and fluorescence yields are now included
in the basic target material information.
The production of Auger electrons is not directly dependent on projectile energies. The Auger
process occurs after ionization events and it does depend on the ionized shell of a certain target
material. Therefore, to handle the Auger effect, the determination of the electron shells which
are ionized is a necessary prerequisite. The Auger effect is handled in the TRAX simulation in the
sampling function for ionization. The previous version of the function calculated the energy and
angle of the emitted secondary electron and the change in energy and direction of the primary
particle which caused the ionization. In the new version, possible Auger electrons are handled
as additional secondary electrons which are evaluated in energy and angle and returned to the
main simulation routine at the end of the function. As TRAX provides shell dependent ioniza-
tion cross sections, the ionized shell can be checked. When the ionized shell is identified, a
check is performed whether Auger electron data for the target material of consideration and
the specific shell exists. If not, the Auger routine ends and returns only the secondary electron
created by ionization itself as well as the primary projectile to the main routine. If Auger data
exists, a transition is chosen by random numbers according to Auger electron probabilities and
fluorescence yield for the shell of consideration. The energy of the Auger electron is calculated
by the difference in binding energies of the involved shells. So if an Auger transition labelled
1-2-3 occurs, the kinetic energy is Ebnd(shell 1) - Ebnd(shell 2) - Ebnd(shell 3). Auger electrons
are always emitted isotropically and therefore their emission angle is chosen by two random
numbers. The starting coordinates for the Auger electron are copied from the position of the
primary projectile.
The correctness of the sampled Auger electron energies also depends on correct electron binding
energies. Depending on the chosen energy resolution, Auger transitions at similar energies can
appear as discrete lines or a broader peak in the electron spectra.
While for low Z materials, like carbon and oxygen, known Auger transitions lead to the emission
of single Auger electrons, for high Z materials with many electron shells, Auger cascades have
to be considered. The sampling of Auger electron cascades is performed after the sampling of a
primary Auger electron. Created holes in electron shells are followed and stored in an array. The
innermost electron shell with a hole is considered to sample the next possible Auger electron
creation. If an Auger electron is created, the hole is filled by an electron from an outer electron
shell in which a new hole is created. By emission of an Auger electron, a second hole is created
as the Auger electron leaves a hole in the shell of its origin. It is always assured that Auger tran-
sitions are only possible involving shells that are not empty. If a transition is sampled, which
is not possible, a new possible transition is chosen by random numbers and if no transition is
possible, the routine ends. Holes are handled from inner to outer shells until no more Auger
transitions are possible, due to empty outer electron shells. For each created Auger electron, a
random direction is calculated. At the end of the ionization routine, all created Auger electrons
are returned to the main simulation routine along with the projectile and the initial secondary
electron from the ionization process.
A difficulty in the correct sampling of Auger electron creation lies in the consideration of energy
conservation. Without the production of Auger electrons it is assumed in the ionization process
that the full binding energy needed to remove the secondary electron is deposited locally. Con-
sidering the emission of an Auger electron, a part of this energy is is not locally deposited but
transferred to the Auger electron in terms of its kinetic energy.
4.4 Non-uniform targets
Solid state targets can be non-uniform or inhomogeneous. This can be a geometrical or a com-
positional non-uniformity. A geometrical non-uniformity means that the target has pinholes or
irregular surfaces. Fig. 4.28 shows an electron microscope picture of a thin carbon foil target
which has a rough surface consisting of several "rocks" with slits and holes in between. Produc-
tion of a thin solid state target with a thickness of a few nanometer is very difficult. Polishing
of the rough surface might destroy the target. In the analysis of experiments using thin solid
state targets, the non-uniformities have to be considered as they affect the measurement results.
Figure 4.28: Electron microscope picture of an unpolished carbon foil with a thickness of around
20nm which has been used in the Toroid experiment [Lineva2009].
Most MC codes treat the target as an uniform volume of one material. On the macroscopic scale
this assumption might be justified but on the microscopic scale deviations might occur. Within
this thesis, methods have been developed to describe non-uniformities of solid state targets in a
simple way while accounting for the resulting effects from the non-uniformities.
TRAX was designed to be able to handle a target consisting of several sub-volumes which are
defined in the geometry file which is read in at start-up of the code. This method is not stan-
dard for MC track structure codes. The defined sub-volumes can consist of different materials
(atomic, molecular, mixtures or compounds), and each sub-volume can have a different density
and a different cut-off energy for a certain particle type (electron or ion). The sub-volumes
can be placed anywhere in the coordinate system while dimensions can be chosen freely for a
cuboid, cylindrical or spherical volume. It is also possible to define cylindrical or spherical shells
or incomplete cylinders or spheres, covering only a partial angular range.
To create an artificial non-uniform target, several sub-volumes are defined which are chosen to
be rectangular blocks. Block arrangements are generated by a dedicated script which creates a
geometry file. Different types of non-uniformities can be introduced. The first non-uniformity
feature is that the individual blocks can be placed in a way to leave holes or slits in between
which is then treated as a vacuum. Slits allow the projectiles to pass through the target with-
out undergoing any kind of interaction. Projectiles passing slits do not lose energy and do
not change their propagation direction. They can also cross a slit on their way through the
target which results in a reduced energy loss compared to projectiles propagating through a
solid target without holes. A second possibility to create a non-uniformity, is to change the
thickness of some of the sub-volumes. As the thickness of targets with a rough surface might
be non-uniform, some projectiles passing the targets will experience a lower target thickness
than others resulting in different energy losses. A third non-uniformity feature is to rotate the
sub-volumes which is possible around any axis. Rotating the surfaces will alter the incidence
angle. Backscattering coefficients depend on the angle of incidence. A non-perpendicular angle
of incidence will increase the amount of projectiles being backscattered instead of propagating
through the target. Simulations for backscattering coefficients are shown in section 5.1.2.1. A
restriction which has to be assured for geometries using TRAX, is that the volumes cannot touch
or overlap. This is due to the fact that the volume in which the particle transport is followed is
determined by crossing the volume’s surfaces. The minimum space that has to be left between
the centers of two rotated blocks to avoid touching is a/cos↵ with a being the edge length and
↵ the angle of rotation. By packing blocks as closely together as possible considering an equal
rotation with angle ↵, the surface increases by a factor of 1/cos↵ independent on edge length.
Fig. 4.29 shows a sketch for a simple non-uniform target in contrast to an uniform target which
is standard in MC simulations.
Figure 4.29: Schematic picture showing a uniform unrotated target at the left and a non-uniform
target at the right side. The non-uniform target consists of several blocks which are
rotated by 45 degrees creating an artificial rough surface. Holes are included as
well by increasing the space between the centers of the two blocks which allows
projectiles travelling through the target without or with reduced energy losses.
Simulations to reproduce experimental backscattering coefficients for an unpolished carbon foil
which are affected by non-uniformities of the target are shown in section 5.1.2.1. These will
validate the handling of non-uniform targets in TRAX. The procedure to handle non-uniform
targets is considered to analyze data from the Toroid experiment in section 5.2.1. It became
apparent in the previous part of the analysis of the Toroid experiment [Lineva2008, Lineva2009]
that thin solid state carbon targets can be non-uniform and that analysis of the data is not
possible without consideration of non-uniformities.
The handling and resulting effects using non-uniform targets in the TRAX MC code is mentioned
in [Waelzlein2013a].
5 Simulations of Microscopic Radiation
Transport
The correct handling of radiation transport is the prerequisite to be able to calculate microscopic
radiation damage with MC simulations. Understanding the radiation transport delivers basic in-
sight into the radiation action at a very low level. The most important input parameters for the
MC simulation of radiation transport are correct interaction cross sections. The main focus lies
on low energy electrons as they are directly linked to the nanometer scale due to their short
ranges and mean free paths.
One major goal of this thesis is a better understanding of low energy electron interactions (cre-
ation and transport) in solids by analyzing the Toroid experiment [Lineva2009] where carbon,
nickel, silver and gold have been used as target materials. These experiments were quite unique
as they could measure secondary electron spectra energy and angular resolved at energies down
to about 50 eV. The observed energy spectra however are a combination of the effects of electron
creation and transport even though the target thicknesses have been in the order of only a few
nanometers. Measurements covered electrons incident on carbon as well as protons incident on
carbon. Additional measurements have been performed for irradiation with C2+ ions incident
on C, Ni, Ag and Au. Special focus have been given to the detection of Auger electrons which
were intended to be used as probes for the creation and transport processes inside the targets.
TRAX was extended to improve calculations to reproduce data from the Toroid experiment
which is shown in section 5.2. Previous simulations have been performed using the classic
TRAX version [Lineva2008] but could not handle several important phenomena like the Auger
electrons and non-uniform targets. Incomplete cross section sets for the investigated target
materials did not allow to fully understand electron interactions.
5.1 Simulations to validate TRAX input
Full sets of interaction cross sections for electrons incident on various materials of interest have
been assessed. The data collection of D. C. Joy [Joy1995] has been used to find appropriate
experimental data for validation of cross sections for electron-solid interactions. Electron stop-
ping powers and electron backscattering coefficients are given for a broad range of materials.
D.C. Joy does not give accuracies for the experimental values in his collection and unfortunately
not all original publications were available. Moreover, it is a common observation that different
experimental data for the same quantity do not agree. Nevertheless, simulations to reproduce
these data serves as a crucial step to validate the cross section sets used in this thesis. Due to
these uncertainties this could not be done with high assurance. However, the data has been
taken for comparison with TRAX simulations as no other data has been available. Additionally
to the data of Joy, transmission measurements from Reimer and Drescher [ReDr1977] have been
used to verify electron cross sections for specific targets. In the following subsections, data for
electron stopping powers are used to test ionization and excitation cross sections. Experiments
for the electron backscattering coefficient are used to test the elastic scattering cross sections
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and the ratio between elastic and inelastic cross sections. Data from transmission experiments
are used to test the applicability of both elastic and inelastic cross sections.
5.1.1 Stopping Power
The stopping power S defines the linear energy transfer of a projectile traversing a given ma-
terial. It is defined as the energy loss per unit path length dE/dx and usually given in units of
keV/µm. The stopping power is a measure for the sum of all inelastic scattering contributions.
Data from stopping power measurements given in [Joy1995] have been used as a validation for
the inelastic cross sections used in TRAX. Alternatively to conventional theoretical approaches
to determine the stopping power, the stopping power can also be obtained if cross sections and
corresponding energy losses are known for each inelastic interaction. The sum of the stopping
power contribution of each considered inelastic scattering interaction should result in the total
stopping power. Both ionization and excitation contribute to the energy loss of electrons in the
target material of consideration. From all considered ionization and excitation channels, a total
stopping power S(E) can be calculated:
S(E) =
X
i
 Ei · i(E) +
X
j
Z
(T + I j) · d  j(E, T )dT dT (5.1)
where  i are the cross sections for the i excitation channels and  Ei the corresponding energy
losses.
d  j (E)
dT are the energy differential ionization cross sections for the j shells, depending
on both projectile energy E and kinetic energy of the ejected secondary electron T. I j denotes
the ionization potential for shell j. The results from formula 5.1 are benchmarked against data
from [Joy1995]. The stopping power is often given normalized to the target density in units of
MeV cm2/g.
At high incident electron energies (>10 keV) the total stopping power is reasonably well known
as it can be described with the Bethe theory [Bethe1930, Bethe1932, Bloch1933]. However, it
depends on the correct choice of the mean excitation potential <I> which is usually obtained
by a fit on experimental data, values are given in [ICRU1984]. Recommended <I>-values for a
given material can change over time. NIST [Berger2005] provides values for the stopping power
of electrons incident on various atomic materials starting at energies above 1 keV, with best con-
fidence above 10 keV. NIST calculations are based on the Bethe theory and apply density effect
corrections according to Sternheimer [Sternheimer1952, Sternheimer1982]. The high energy
region of the stopping power resulting from TRAX cross sections can be validated using NIST
values for comparison. NIST values "automatically" agree with measured stopping power values
as the I-values were obtained by fits to experimental results. Above 1 keV, excitation plays a
minor role, so a mismatch in stopping powers at high energies is supposed to be due to inap-
propriate ionization cross sections. For electrons incident on Fe and Ni, the stopping powers
around 10 keV calculated from TRAX classic ionization cross sections overestimated the NIST
values even without consideration of excitation as an additional energy loss (Fig. 5.2). A more
appropriate choice of binding energy values yields a different ionization cross section allowing
to reproduce the well known stopping power at high energies.
Below 1 keV, the Bethe theory is no longer applicable. Experimental data (as far as existing) can
be used to validate calculated stopping powers at low energies. Different sets of experimental
data for the same target material, can show a spread at a given energy by a factor of more than
Figure 5.1: Stopping power values are a means to verify inelastic scattering cross sections. The
symbols represent experimental values obtained by Luo et al. [Luo1991] and Hoving-
ton et al. [Hovington1996]. The red solid line represents the total stopping power
from ionization (i) and excitation (x) as implemented in TRAX. The dashed part of
the red line indicates that only excitation contributes to the stopping power at this
energy region. The green dotted line shows the stopping power obtained from the
cross sections in the Evaluated Electron Data Library [PeCu1991a]. The dashed black
line shows semi-empirical calculations from the Penn algorithm [Shinotsuka2012].
NIST [NIST] values are only available at energies above 1 keV and are shown with
a purple solid line.
two. Experiments are usually performed measuring transmission electron energy loss spectra
from thin films or by calorimetric measurements. In the low energy region around 100 eV, elec-
tronic excitation, plasmon excitation and ionization contribute significantly to the total stopping
power. In this energy region, a mismatch of the TRAX stopping power to experimental data is
not easily to attribute to a source of disagreement. The latter can be due to large uncertainties
in experimental data or it can be due to inappropriate cross sections. An underestimation of the
total stopping power only at low energies can be due to missing excitation channels.
Published sets of stopping power data often have large uncertainties and/or differ from each
other below 1 keV. The Evaluated Electron Data Library (EEDL) [PeCu1991a] is used, e.g., by
GEANT4 [AgAl2003, Geant4] down to 250 eV. It should be noted that the stopping power con-
tributions from ionization and excitation below 100 eV in the EEDL might be uncertain of up
to 1000% as they were obtained from differential energy spectra which were normalized to the
excitation stopping power at 100GeV [PeCu1991a]. Above 100 eV an uncertainty of 20-50%
for excitation and 10-20% for ionization stopping powers between 100 eV and 1 keV is consid-
ered [PeCu1991a]. Comparisons with stopping powers from EEDL have been made for carbon
targets (Fig. 5.1). Experimental data from Luo [Luo1991] and Hovington [Hovington1996] de-
viate from each other below 100 eV but their precision is not known. Both data sets are part of
the collection of Joy [Joy1995] where no attempt was made to determine accuracies. The stop-
ping power values of Luo and Hovington have been determined by measurements of transmis-
sion electron energy-loss spectra through thin films using 100 or 200 keV electrons as primary
projectiles [Shinotsuka2012].
Further comparisons have been made with semi-empirical calculations from Shinotsuka et al.
using the full Penn algorithm [Shinotsuka2012] to calculate stopping powers based on param-
eters fitted to experimental data (optical energy loss functions (ELFs)). Low energy values are
extrapolated. The Penn algorithm ignores low-energy effects like electron exchange and corre-
lation. The calculations are based on the dielectric formalism which does require the validity of
the first Born approximation (FBA) to give accurate results. Only if the FBA is valid, the probabil-
ity of energy transfer E and momentum transfer ~hK are proportional to the energy loss function
Im[ 1/✏(E,K)] [Dingfelder1998]. This is well known from publications dealing with inelastic
cross sections of charged particles at low energies [Inokuti1994, Dingfelder1998, ?]. Based on
comparisons with experimental data, cross sections based on the FBA are often overestimated
by a factor of two around energies of about 100 eV, the region in which ionization cross sec-
tions reach their maximum[Inokuti1994, Dingfelder1998]. Therefore, the accuracy of results
from the Penn algorithm in the low energy region (<1 keV) is questionable and deviations from
TRAX results are considered to be uncritical in this energy region. However, above 1 keV, TRAX
results should match the results from conventional tables. Comparisons of stopping power val-
ues are shown exemplarily for all Toroid target materials, carbon (Fig. 5.1), nickel (Fig. 5.2),
silver (Fig. 5.3) and gold (Fig. 5.4). It can be seen, that in the high energy region, TRAX results
agree with reported values. In the low energy region, TRAX cross sections are supposed to be
applicable.
Comparing stopping power values for gold to other calculations and experimental data, the val-
Figure 5.2: Stopping power values for electrons in Ni. One can clearly see that even without con-
sidering excitations, the TRAX classic stopping power from ionization was too high
compared to reported values above 1 keV. The fact that TRAX can now reproduce the
stopping power above 1 keV is indicating a correct ionization cross section. The semi-
empirical Penn algorithm is supposed to be accurate only at energies above 1 keV.
Di erences to TRAX are considered uncritical. See text for details.
ues agree within a factor of less than 10, as shown in Fig. 5.4. For Au, semi-empirical stopping
power values are given by [Fernandez1993] which are based on a generalized oscillator strength
Figure 5.3: Comparison of stopping power values for electrons on silver. TRAX values agree with
experiments and well accepted values at high energies. For low energies (< 1keV), a
reasonable comparison is di cult. The experimental data are taken from [Luo1991].
The results based on the Penn algorithm are discussed to be mismatching with exper-
imental results, even at high energies, where the FBA is valid, due to uncertainties in
experimental ELF [Shinotsuka2012].
model using optical and photoelectric data. This method is not very accurate for low energies as
it is again depending on the validity of the FBA. Although stopping powers are calculated down
to 15 eV, they note that their formula is not appropriate below 790 eV [Fernandez1993]. The
stopping power from TRAX below 10 eV is obtained from experimental excitation cross sections
according to [Maslov2008, Zatsarinny2008] and deviates from experimental stopping power
values. The uncertainty of the excitation cross sections is known (indicated by an error band
in Fig. 5.4), while the uncertainty of stopping power values from measurements in [Luo1991] is
unclear. The uncertainty of measurements for energies above 1 keV from [AlWa1983] is known
and supposed to be around 15%. From discrepancies between experimental data below 100 eV,
it can be concluded, that the electron stopping power in gold is not reasonably well known at
this energy region. In summary, the cross sections chosen for TRAX calculations are supposed
to represent best the most important energy region around 100 eV.
As other theoretical approaches require the validity of the FBA, comparisons of TRAX stopping
power values to other models can reasonably be made only above 1 keV.
Figure 5.4: Comparison of values for stopping power of electrons on gold. The light-
blue error band indicates the stopping power uncertainties resulting from uncer-
tainties in experimentally obtained excitation cross sections. Dots and squares
present experimental data from [Luo1991] and [AlWa1983] respectively. Calcula-
tions from [Fernandez1993] are supposed to be appropriate above 790 eV, which is
indicated by a vertical line in this plot. Stopping powers using the Penn algorithm are
fitted to experimental data [Shinotsuka2012].
5.1.2 Electron backscattering coe cients
The electron backscattering coefficient can be a useful benchmark method to verify the electron
cross section input of a MC simulation. The energy dependent backscattering coefficient ⌘(E)
is conventionally defined as the amount of electrons with energies above 50 eV which leave a
semi-infinite target at the entrance surface, divided by the amount of incoming electron projec-
tiles.
Electron backscattering coefficients are not only influenced by the elastic scattering cross sec-
tions but also by the ratio between elastic and inelastic cross sections. Inelastic cross sections
can indirectly enhance or reduce the number of elastic scattering events as a concurrent inter-
action. According to D.C. Joy [Joy1995], measurements of electron backscattering coefficients
provide a useful method to verify the correct ratio between elastic and inelastic cross sections.
If the inelastic cross sections are too small (which can be the case if important inelastic channels
are not considered), the simulated backscattering coefficients can be too high as the probability
for elastic scattering increases while the number of inelastic collisions is decreased. Inelastic in-
teractions may prevent an electron from escaping the target by being absorbed before reaching
the exit surface. Higher inelastic cross sections on the other hand reduce the amount of elastic
scattering events. With high inelastic cross sections, electrons lose their energy faster so that
more electrons are absorbed before they can be backscattered outside the target. Therefore, in-
elastic cross sections can indirectly reduce the contribution of elastic scattering events. If elastic
scattering cross sections are incorrect, for example if scattering to backward angles is under-
estimated, a deeper penetration into the target material will occur, leading to more inelastic
interactions. The amount of electrons which are backscattered and eventually escape the target
at the entrance surface is therefore diminished.
The data collection of Joy [Joy1995], which provides measured stopping power values, also
provides a collection of measured electron backscattering coefficients which have been used to
verify the employed cross sections for elastic and inelastic scattering. In standard backscattering
measurements, only electrons with energies above 50 eV are detected to get the "real" primary
backscattered electrons rather than a mixture of secondary and primary electrons. The choice
of 50 eV is rather arbitrary. However, in reality secondary electrons can be also produced with
energies above 50 eV. This threshold is usually realized in experiments by the use of a grid re-
pelling electrons back to the target as a voltage of -50V is applied [Verma1977].
Calculations using the TRAX classic cross section set (consisting of ionization as only inelas-
tic interaction and elastic scattering described by screened Rutherford cross sections) generally
result in high backscattering coefficients. For a range of target materials of interest, backscatter-
ing coefficients have been calculated with TRAX and compared to experimental data. Both the
experimentally common threshold of 50 eV and the realistic threshold of 0 eV have been used.
Including excitations enhances the total inelastic cross sections and reduces therefore the ratio
of elastic versus inelastic cross sections. This leads to a reduction of calculated backscattering
coefficients. The impact of excitation on backscattering coefficients is large, even for primary
projectile energies above 1 keV, an energy at which excitation is supposed to have a minor con-
tribution to the total electron stopping power. But the backscattering coefficient includes also
secondary electrons with lower energies, which are affected by excitations. Changing the elas-
tic scattering cross section model from screened Rutherford cross sections to those based on
PWA also changes the simulation results (more effectively for higher Z materials where devi-
ations between the two models are larger). Comparisons are shown for aluminium (Fig. 5.5),
iron (Fig. 5.6), nickel (Fig. 5.7), silver (Fig. 5.8) and gold (Fig. 5.9). Carbon has been handled
separately as it shows discrepancies between measurements of polished and unpolished targets
which are explained in section 5.1.2.1.
Generally it has been found, that experimental data from different experiments concerning
Figure 5.5: Energy dependent electron backscattering coe cients for Al (Z=13). On the left hand
side, di erent TRAX versions are compared. The red line correspond to TRAX classic,
using screened Rutherford cross sections and neglecting excitation cross sections.
Orange lines show results for screened Rutherford cross sections and including exci-
tations cross sections from the ACE code. Black lines show results for elastic scattering
cross sections based on PWA and included excitation. On the right hand side, com-
parison with experimental data is shown. Experimental data deviate from each other
considerably. TRAX values lie in between experimental results.
the backscattering coefficients for electrons incident on the same material show discrepancies
that can be large. One explanation can be that the target conditions have not been equal. Ex-
periments using different target geometries are not consistent. Non-uniform targets or slightly
changed electron beam incident angles can alter the backscattering coefficients. The impact of
incident angles and non-uniform targets are discussed in more detail in section 5.1.2.1. It is
also possible, that targets might have surface contaminations, altering the backscattering co-
efficient. Some experiments might have used an oil diffusion pump which has been shown to
alter backscattering coefficients as a thin oil film can build up on a target [Sternglass1954].
Certain elements react strongly with oxygen. An oxygen layer altering backscattering coeffi-
cients is another possible explanation of disagreement in experimental backscattering coeffi-
cients [Gomati2008] ,as well as poor vacuum conditions. Usually a potential of 50 Volts is
applied to stop electrons with energies below 50 eV from being detected as the backscattering
coefficient is usually defined as the ratio of electrons with energies above 50 eV. A minor change
in this potential can alter the backscattering coefficient, as the yield of secondary electrons with
energies around 50 eV is high. TRAX simulations show a large difference between backscatter-
ing coefficients including electrons with energies above 0 eV or 50 eV.
In comparisons of simulation results with experimental data, even though the spread in experi-
mental data is large, it becomes obvious that using screened Rutherford cross sections for high
Z materials cannot reproduce experimental backscattering data. The quantitative mismatch is
Figure 5.6: Comparisons of backscattering coe cients for electrons incident on iron. On the
left hand side, di erent TRAX versions are compared. The right hand side shows a
comparison of calculations with experimental data. There is a noticeable spread of
the experimental data as well.
large and also a qualitatively mismatch exists. Experimental data for high Z materials, like
silver or gold, show an increase of backscattering coefficients increase for increasing energies
until the backscattering reaches saturation. Simulations based on screened Rutherford cross
sections show an inverse profile with a maximal backscattering coefficient at low energies and
a decrease with energy down to a saturation plateau. Simulations using elastic scattering cross
sections based on PWA can correctly reproduce the shape which is observed from experimental
data for high Z materials. This justifies the effort of using the much more elaborate method for
elastic scattering cross sections. Especially when wanting to correctly describe electrons with
energies much lower than 100 eV, this approach is mandatory.
The differential elastic scattering cross sections will determine the angular distribution and the
amount of elastic scattering events which will be reflected in the backscattering coefficients. The
standard cross section in TRAX are based on screened Rutherford cross sections (SRCS). How-
ever, for low energies and medium to high Z (atomic number) values, screened Rutherford cross
sections, which are based on the Born approximation (BA), are not optimal to correctly describe
the angular differential elastic scattering of electrons. Further details of the SRCS and PWA are
discussed in chapter 4. In the framework of this thesis, differential elastic scattering cross sec-
tions relying on partial wave analysis (PWA) have been assessed. Details on the improvement
and calculation method are described in chapter 4 where the input of the NIST ELAST database
is discussed. These cross sections show a qualitatively different shape for the differential cross
sections (especially for high Z materials and low energies) and can differ largely also in the total
cross sections in the case of high Z materials. Screened Rutherford cross sections overestimate
the forward elastic scattering for low energetic electrons, especially for high Z materials. For
all simulations shown later in this thesis it is explained whether elastic scattering cross sections
for PWA have been used rather than SRCS. In general, SRCS have been only used for very
low Z materials like carbon and water (applying empirical corrections). For medium to high Z
materials like Fe, Ni, Ag, Au, Pt and Gd, cross sections based on PWA have been preferred.
Figure 5.7: Comparisons of backscattering coe cients for electrons incident on nickel. On the
left hand side, di erent TRAX versions are compared. The right hand side shows a
comparison of calculations with experimental data. There is a large spread of the
experimental data. TRAX results using elastic scattering cross sections based on PWA
agree best with experimental data of [Thomas1969, Palluel1947, Wittry1966].
Figure 5.8: Comparisons of backscattering coe cients for electrons incident on silver. Exper-
imental data are inconsistent. Switching from screened Rutherford cross sections
to those based on PWA changes the TRAX results not only quantitatively but also
qualitatively. The shape of experimental data can be reproduced only using cross
sections based on PWA. TRAX results agree well with experiments from [Bishop1963,
PhWe1963, Bronstein1969]
Figure 5.9: Backscattering coe cients for electrons incident on gold. TRAX calculations have
been performed using screened Rutherford cross sections or PWA for elastic scatter-
ing. Resulting backscattering coe cients from TRAX using excitation cross sections
and elastic scattering cross sections based on PWA reproduces qualitatively the shape
of the energy behaviour of the backscattering coe cient from experimental data.
However, results from TRAX are still slightly too high for energies above 1 keV which
might be due to target conditions.
5.1.2.1 Backscattering from non-uniform targets
Solid state targets, especially graphite targets, can be non-uniform, which has been observed
within the Toroid experiments [Lineva2009] and has been discussed in section 4.4. An electron
microscope picture of a thin carbon target (Fig. 4.28) shows clearly the possibility of holes and
a "rock"-like structure creating a rough target surface. Backscattering coefficients can be largely
affected by the roughness of the target as they are dependent on the angle of incidence. The
backscattering coefficient is lowest for perpendicular incidence considering the target at a rota-
tion angle of 0o relative to the plane perpendicular to the beam. Rotating the target by a certain
angle, increases the backscattering coefficients up to a rotation angle of 45o where a maximum
is reached. The trend is shown in Fig 5.10 where backscattering coefficients for electrons inci-
dent on carbon have been calculated with TRAX (using screened Rutherford cross sections for
elastic scattering and the new inelastic cross section set) using an uniform target.
Holes inside the bulk target on the other hand, let incident electrons traverse the target with-
Figure 5.10: Simulated backscattering coe cient ⌘ of electrons incident on a rotated uniform
carbon target. Backscattering coe cients are shown from top to bottom for rotat-
ing angles of 45, 40, 30 and 5degrees. Zero degree correspond to perpendicular
incidence of the beam on the target. It can clearly be seen that the backscattering
increases with increasing rotation angle. The backscattering is at its maximum at an
incident angle of 45 degrees to the plane.
out or with reduced interactions. Holes or slits can therefore reduce the number of scattering
events and reduce the backscattering coefficient as electrons can penetrate deeper inside the
target or even pass through rather than being backscattered. In section 4.4 TRAX extensions are
explained which allow the handling of a non-uniform target that can consist of several rotated
blocks aligned in a way to create slits in between. Fig. 5.11 shows TRAX calculations for the
electron backscattering on carbon in the presence of slits of varying thicknesses, while larger
slits obviously decrease the backscattering coefficients. A laterally extended source has been
assumed.
A non-uniform target is considered to alter the backscattering coefficient in both directions. An
increase due to rough surfaces non-perpendicular to the incident electron beam and a decrease
through holes and slits.
Figure 5.11: Simulated backscattering coe cient ⌘ for electrons incident on a non-uniform car-
bon target. The curves are shown depending on the slit sizes of the target. Blocks
of a size of 5µm(x) · 10µm(y) are rotated by 45 degrees and aligned with a certain
slit size in between. It can clearly be observed that the backscattering coe cient de-
creases with enhanced slit size. Simulations have been performed with the electron
beam impinging perpendicular to the target.
The backscattering coefficient for electrons on carbon has been measured by various
authors [HuKü1979, Bishop1963, PhWe1963, Heinrich1966, Sternglass1954, Palluel1947,
Wittry1966, Bronstein1969, Gomati1997]. Verma [Verma1977] explicitly measured the
backscattering coefficient for polished and unpolished targets, showing a clear difference due
to a smooth or rough surface. The experimental data from Verma for electron energies between
0.5 keV and 10 keV has been used as a benchmark for the handling of non-uniform targets in
TRAX. Therefore, TRAX calculations have been performed assuming both uniform carbon as
well as non-uniform targets. The non-uniform target has been artificially simplified to show
a qualitative trend of an enhanced backscattering due to a rough surface. Rectangular blocks
of 5µm·10µm surface area (x·y) have been rotated by 45o around the y-axis. The blocks were
aligned with 0.1µm gaps in between (in x- and y-direction). The comparison of TRAX calcula-
tions with experimental data can be seen in Fig. 5.12.
Below 4 keV, TRAX simulation results for the polished target deviate from the results of
Verma [Verma1977] but agree well with data from [Bronstein1969, PhWe1963, Wittry1966,
Bishop1963]. Between certain sets of experimental results from different authors, large dis-
crepancies can be observed. This can be explained as target conditions differed. A target
below saturation thickness results in a backscattering coefficient which is too low. The tar-
get of Verma [Verma1977] has been a graphite target which was cut from a carbon electrode
rod. He reports an accuracy of 5%-10% for his measured values obtained by the deviations
from mean values for measurements of different graphite samples. Sternglass [Sternglass1954]
used a totally different target production-wise. It was prepared from an aquaeous solution
of colloidal graphite deposited on a nickel disk and baked out [Sternglass1954]. Sternglass
wanted to show that the backscattering coefficient for low Z-materials was independent on en-
ergy. Sternglass also mentions that he observed backscattering coefficient shifts due to different
temperatures and performed his experiments at 200-400 oC. The target of Hunger [HuKü1979]
has been mechanically polished and an accuracy of 2% is assumed. Exact experimental con-
Figure 5.12: Back scattering coe cients for electrons incident on carbon polished and un-
polished. Experimental data from di erent authors show a large spread.
TRAX calculations for the uniform target are consistent with experimental data
from [Bronstein1969, PhWe1963, Wittry1966, Bishop1963]. Other data are sup-
posed to be taken under di erent target conditions. The qualitative trend of an
increased backscattering coe cient for the unpolished target is reproduced by
TRAX. Deviations are supposed to stem also from an extremely simplified descrip-
tion of the non-uniform target, which not necessarily reflects the poorly known
experimental situation.
ditions for the unpolished target of Verma [Verma1977] are unknown. Therefore a qualitative
reproduction of differences of the backscattering coefficients between polished and unpolished
targets by TRAX is seen to be sufficient to show that TRAX can handle non-uniform solid state
targets. A fairly reasonable qualitative agreement is achieved considering the largely simpli-
fied non-uniform target for the simulations and the lack of knowledge about the exact target
conditions in the experiment.
5.1.3 Electron transmission
Measurements of electron transmission through thin foils can serve as a further validation for
correctness of elastic and inelastic cross sections. Experiments on low-energy electrons are
scarce. In the framework of the Toroid experiments, scaling measurements for electrons inci-
dent on Al, Ni, Ag and Au have been performed but the data could not be analyzed.
Reimer and Drescher [ReDr1977] performed experiments using thin aluminium and gold foils.
They used electrons with energies of 10 - 100 keV as projectiles and defined transmitted elec-
trons as electrons with exit energies above 50 eV [ReDr1977]. The experiments have been per-
formed under normal incidence and transmission coefficients are given as a function of foil
thickness for several electron projectile energies. TRAX simulations have been performed for
Al and Au foils of various thicknesses for an energy of 9.37 keV, which is the lowest considered
in [ReDr1977] and which experiments are mentioned in [Browning1994] with a focus of using
proper cross sections for elastic electron scattering. As TRAX is designed to be suitable especially
for low-energy electrons, this energy, as it is the lowest present in the experiments, is the most
suitable for validations. The experimental results of [ReDr1977] have been carefully digitized
from the plots presented in [Browning1994]. Simulations have been performed using complete
sets of ionization and excitation cross sections as assessed in the framework of this thesis. For
elastic scattering, the "classic" screened Rutherford cross sections as well as the newly assessed
cross sections from ELAST have been used in comparison. Fig. 5.13 shows calculation results
together with experimental data. The thicknesses given in units of µg/cm2 correspond to thick-
nesses of around 200nm-1100µm for Al and 25nm-155nm for Au.
In the case of gold it is obvious, that TRAX with the current set of cross sections including those
Figure 5.13: Transmission coe cients for 9.3 keV electrons incident on aluminium (left picture)
and gold (right picture) foils of varying thicknesses compared with TRAX simula-
tions. The experimental values are digitized from [Browning1994] and shown with
black dots. The red lines show results from TRAX simulations using the new in-
elastic cross sections but the previous standard cross sections for elastic scattering
(screened Rutherford). The blue lines show the results considering also new elastic
scattering cross sections based on PWA.
for elastic scattering based on PWA can reproduce the experimental results. Simulations using
elastic scattering cross sections based on screened Rutherford calculations deviate a lot from ex-
perimental transmission results as for high Z materials these cross sections are not appropriate.
The calculations based on screened Rutherford cross sections underestimate the transmission
significantly. For aluminium, as a low Z materials for which screened Rutherford cross sections
should not be too wrong, a change in the elastic scattering cross sections does not lead to a sig-
nificant change in transmission results for the chosen projectile energy. However, for both cross
section choices, TRAX underestimates the experimental results slightly. This can be explained
by experimental uncertainties as the authors report uncertainties due to incomplete detector
efficiencies [ReDr1977]. Therefore, the agreement between experimental data and simulation
results is considered to be good. The choice of elastic scattering cross sections based on PWA
is once more justified and the inelastic cross sections seem to be accurate as otherwise the
transmission experiment could not have been reproduced.
5.2 Simulations for the Toroid experiment
Experiments using the Toroid spectrometer [Lineva2009] are some of the very few experi-
ments concerning low-energy electrons (<1 keV ) emitted and transported in solids. These
experiments were performed at the Atomic Physics department at GSI by N. Lineva et
al. [Lineva2008, Lineva2009] and are well suited to gain further knowledge about low-energy
electron interactions in solids and to verify the extended TRAX simulation code. The spectrom-
eter allows to measure angular and energy electron spectra of electrons which are emitted from
thin target foils after electron or ion bombardment. It was designed to perform systematic in-
vestigations of low energy electron emission for energies below 1 keV down to about 50 eV. The
experiments included calibration measurements with 0.5 keV and 1 keV electrons incident on
carbon. Furthermore, experiments have been performed for 8.77MeV protons on carbon and
3.6MeV/u and 11.4MeV/u C2+ ions on carbon, nickel, silver and gold. Target thicknesses have
been 4.7µg/cm2 (C), 45µg/cm2 (Ni), 38µg/cm2 (Ag) and 40µg/cm2 (Au). Even though these
targets had thicknesses in the nanometer range, they still comprised several atomic layers. In all
experiments, secondary electron energy spectra have been measured, which reflect a combina-
tion of electron creation and transport as emitted electrons are stopped or slowed down before
leaving the target. For the carbon target, angular spectra have also been measured. Transmitted
as well as backscattered electrons could be detected.
In the PhD thesis of N. Lineva [Lineva2008] pioneering attempts to reproduce the experimental
data from the Toroid with the classic TRAX version have been performed. However, several
issues remained unsolved. Experimental data showed evidence for non-uniformities in the car-
bon target as transmitted electrons could be detected without any energy loss. The handling of
non-uniform targets has not been considered in TRAX classic simulations. Auger electrons were
visible in the secondary electron spectra but were not included in previous simulations. Besides,
the electron cross sections for all target materials (C, Ni, Ag and Au) have been incomplete (no
electronic excitation) or based on insufficient models (for elastic scattering on Ni, Ag and Au).
Additionally, also the electron ionization cross sections have been modified within this thesis.
Several simulations have been repeated using the extended TRAX code that has been devel-
oped in the framework of this thesis. Some simulations results are compared for TRAX classic
and the extended version. Furthermore, new simulations have been performed to extend the
understanding of the Toroid experiments. In subsection 5.2.1, simulations are shown for the
calibration experiments with electron projectiles and carbon targets. Special focus has been
given on the non-uniformity of the target. Subsection 5.2.2 deals with the description of elec-
tron energy losses in the target materials of consideration. Detailed knowledge about electron
interactions is mandatory when describing more complex experiments using ion projectiles. In
subsection 5.2.3, simulations are shown for experiments with protons, the most simple type of
ion projectiles. Auger electron creation is discussed in detail. In the following subsection 5.2.4,
further details about the range of Auger electrons are investigated, which have been discussed as
probes for electron transport processes. Subsection 5.2.5 shows the most complex experiments,
where carbon ions have been used as projectiles to study electron emission cross sections.
5.2.1 Electron yields and transmission spectra
Although the ultimate goal is to describe production and transport of electrons after irradiation
of solid state targets with ions, a useful prerequisite is to observe the effects of irradiation with
electrons as primary projectiles. Being able to correctly describe electron transport processes
is necessary before handling more complicated scenarios with ions projectiles. For calibration
purposes, measurements were performed using mono-energetic electrons from an electron gun
with 500 eV and 1keV [Lineva2009]. Carbon targets with a nominal thickness of 4.7µg/cm2 and
11µg/cm2 were bombarded with 1 keV electrons and the energy and angular resolved yields be-
hind the target were measured.
As it has been discovered that the thin carbon foils showed non-uniformities (already discussed
in section 4.4), simulations have to account for resulting effects to reproduce experimental data.
To be able to perform simulations for the carbon target without spending too much effort on
the details of the non-uniformity, an effective thickness has been derived. The electron yields
as a function of the emission angle have been measured for the used carbon targets bombarded
with 1 keV electrons. The measurements of the angular yields have been used as a calibration
measurement to determine an effective thickness as production of a thin uniform carbon target
has not been possible. The angular electron yields are integrated over all possible electron en-
ergies up to the primary energy of 1 keV. The yields have been compared to TRAX simulation
results for varying target thicknesses. From TRAX classic simulations an effective thickness of
3.6µg/cm2 (=15.9 nm) has been concluded to match the experimental yields for the carbon tar-
get with a nominal thickness of 4.7µg/cm2 (=20.7 nm). The uncertainties in the experimental
yields are assumed to be in the order of 15-25% [Lineva2008]. A comparison between TRAX
classic simulations and experimental results is shown in Fig. 3.11 in [Lineva2008]. As electron
cross sections for carbon have been modified for the present TRAX version and Auger electrons
are now considered which present an additional source of low energy electrons, the simulation
has been repeated. As differences in the yields due to different cross sections have not been
significant (see Fig. 5.14), the assumed effective thickness should be still valid and has been
taken for further simulations concerning the Toroid experiment.
An important observable after the transport of electrons through a material is the transmission
spectrum. Energy-differential electron yields have been measured behind the carbon target af-
ter incidence of 1 keV electrons. Electron spectra are integrated over a certain angular interval.
The angular zones which have been used in the Toroid experiments have a width of 30 degrees
and are explained in Fig. 5.15. To obtain electron spectra for transmission and backscattering,
several angular zones have been analyzed.
Previous TRAX classic calculations evaluated transmission and backscattering spectra and
showed several deviations from experimental results. Two main aspects have been impor-
tant for the transmission spectra which were supposed to be caused by the non-uniformities
Figure 5.14: Simulations of the angular yield of electrons for 1 keV electrons incident on a carbon
target for the TRAX classic and the extended version with modified cross sections.
The comparison is needed to assure if the e ective thickness 3.6µg/cm2 considered
from TRAX classic simulations is still valid for the extended TRAX. As there are no sig-
nificant deviations the assumption of an e ective thickness is considered to remain
valid.
of the target. A zero-energy loss peak at the primary electron energy of 1 keV has been observed
in the experimental spectra which could not be reproduced with TRAX classic. As this peak
is clearly caused by holes or slits in the target, it has been necessary to introduce this kind of
target non-uniformity in TRAX. After implementing the possibility of holes in the target, the
experimental observation could be reproduced (Fig. 5.16). Furthermore, the position and width
of the centroid of the energy distribution of electrons behind the target differed in simulation
results and experimental data. In the experimental data, the position of the centroid appears at
higher energies and is broader than in TRAX classic simulations. This shift in energy position
can be explained by a decreased energy loss for electrons travelling through the target with fluc-
tuating densities. Therefore, the extended TRAX version has been used to perform simulations
with non-uniform targets accounting for varying densities. Four different target geometries have
been used in TRAX simulations to show differences between a uniform target and targets with
slits and varying thicknesses. The results are shown in Fig. 5.16. A uniform target shows no
zero-energy loss peak at 1 keV and the position of the centroid of the energy loss peak is around
600 eV. The non-uniform target is represented by slits of 5 nm thickness between blocks with a
length of 10µm. The experimentally observed zero-energy loss peak is reproduced by simula-
tion results. Introducing blocks with varying thicknesses (5% of the blocks with 8 nm or 10 nm
instead of 15.9 nm thickness) leads to a shift of the centroid of the energy loss peak to higher
energies. For the geometry type where 5% of the blocks had 8nm thickness, the position and
shape of the energy loss peak of the experimental data can clearly be reproduced. A reduced
target thickness reduces the number of energy loss interactions. As different paths through the
target are possible, electrons experience different target thicknesses. This leads to a broadening
of the energy loss peak as the mean energy loss is smeared out. The chosen non-uniform ge-
ometries are largely simplified but allow to break down the effects on an electron transmission
Figure 5.15: In the Toroid experiments, electron spectra have been measured in angular zones
width a width of 30 degrees. In zone V, VI and VII, electron spectra are measured
in forward (transmission) direction. In zone I, XII and XI, spectra are measured in
backward direction. The target was rotated by 70degrees with respect to the beam
axis.
spectrum due to a non-uniform target in two basic considerations: slits to observe zero-energy
loss electrons and thickness fluctuations to alter the mean energy loss.
Figure 5.16: Energy resolved transmission spectra after incidence of 1 keV electrons on a 15.9 nm
thick carbon target. Experimental data from the Toroid experiment are shown with
black dots. The data have been obtained by carefully digitization of the VI sec-
tion in Fig. 3.14. from [Lineva2008]. It shows the angular region 0-15 degrees from
Fig. 5.15. The height of the electron loss peak was renormalized as absolute yields
are unknown due to uncertainties in experimental scaling factors. TRAX simulated
electron spectra are shown in pink for an uniform target, while the blue squares
describe the result for a target with 5 nm slits between blocks of 10µm length. The
data set represented by green triangles shows the results for a target with a reduced
thickness of 8 nm/10nm for 5% of the blocks.
5.2.2 Electron stopping powers
To determine the electron energy losses in the targets of interest for the Toroid experiment (C,
Ni, Ag and Au), one has to use the correct cross sections, from which electron stopping powers
can be derived. These stopping powers can be directly calculated from the cross sections and
energy losses for electron ionization and electron excitation as shown in 5.1.1. The concept of
using stopping powers to determine the energy loss of electrons inside a material rather than
using individual cross sections is a very crude approximation for low energy electrons and does
not contain important details around the ionization threshold. N. Lineva [Lineva2008] shows
the result for a simple parametrized approximation for the stopping powers in Fig. 5.2 of her
thesis. These values have been digitized and are shown with the resulting stopping power values
from TRAX which are more sophisticated in Fig. 5.17. Absolute values for the stopping power
deviate at energies below 200 eV and the shape of the TRAX curves is different. The region
around 1-200 eV is the most critical where simple parametrizations can not give a realistic stop-
ping power. TRAX includes all the details about shell-specific and individual excitation channels.
Therefore, the start of an excitation channel at the energy threshold which is needed to allow
this excitation is visible as an irregular edge in the stopping power curve. At low energies be-
low the ionization threshold, excitation cross sections can show a pronounced maximum with
a sudden decrease for increasing projectile energies. These details are usually not covered by
simple parametrizations of the stopping power.
From the stopping power values which are a measure for energy loss in a material, one can
Figure 5.17: Stopping power values for electrons incident on target materials used in the Toroid
experiments: C, Ni, Ag and Au. The values were calculated from cross sections and
energy losses used in TRAX. Dashed extensions of the solid lines indicate that at
these energies, only excitation does contribute to the energy loss. Dotted lines for C,
Ag and Au are digitizations of the lines in Fig. 5.2 of [Lineva2008] and show largely
simplified values for the electron stopping powers.
estimate which target thickness is needed to fully stop an electron of a certain energy by absorp-
tion. One idea of the Toroid experiment has been to use Auger electrons as probes for emission
and transport processes. They are emitted isotropically at discrete energies. Auger electrons
created in carbon have energies around 260 eV. For carbon and electron energies around 200 eV,
the stopping power is about 200 eV·cm2/µg. Therefore, a target with a thickness of around
1µg/cm2 is needed to absorb an electron of this energy. Thicker targets require a more com-
plex simulation scenario to account for Auger electrons created at varying depths. The targets
used in the Toroid experiment had a nominal thickness of 4.7µg/cm2. Therefore, most Auger
electrons observed in experimental data are created near the surface, rather than deep inside
the target. The extended TRAX version allows to perform complex simulations as it can directly
account for the production and transport of Auger electrons.
5.2.3 Secondary electron creation and Auger electrons
Proton projectiles are the simplest type of ions as they have Z=1 (Z: atomic number) and consist
only of one nucleon. Protons incident on carbon targets create secondary electrons inside the
target through ionization processes. When analyzing the secondary electron spectrum behind
the carbon targets, we have to consider a combination of proton transport (ionization lead-
ing to the emission of secondary electrons) and electron transport (electrons losing energy on
their way to the surface leaving the target). In a Toroid experiment described in [Lineva2008],
carbon targets with a thickness of 4.7µg/cm2 have been irradiated with 8.77MeV protons
to measure the secondary electron production. Experimental data have been compared with
TRAX simulations using the previous code version [Lineva2008]. An effective thickness of
3.6mug/cm2 has been assumed in the simulations for the carbon target according to the previ-
ous electron experiments. Secondary electron spectra have been measured up to an energy of
1000 eV [Lineva2008]. For comparisons with previous TRAX calculations, simulated yields have
been renormalized to match experimental yields around 1000 eV, as the scaling of experimen-
tal data is not well known. Previous TRAX classic calculations could reproduce the part of the
secondary electron spectra between 550 eV and 1000 eV, where no Auger electron peaks were
visible. Below 550 eV, Auger electron peaks of oxygen and carbon were clearly visible in the
experimental data but simulations with TRAX classic could not reproduce them. Auger electron
peaks have been measured with edges at an energy of around 260 eV, which corresponds to an
Auger transition after K-shell ionization in carbon, as well at an energy of around 540 eV, which
corresponds to an Auger transition after K-shell ionization in oxygen. Therefore it has been con-
cluded [Lineva2008], that the target surface has been contaminated with molecules containing
carbon and oxygen from the residual gas in the measurement chamber, while the amount and
exact composition of these molecules has not been further analyzed. Fig. 5.3 of [Lineva2008]
shows the experimental data together with the TRAX classic simulations. The simulation from
TRAX classic is shown in comparison with experimental data in Fig. 5.19. For enhanced visibility
of the Auger electron peaks, the spectrum is not shown as an energy dependent yield dN/dE,
but as an energy weighted yield EdN/dE. While the measurements only covered the solid angle
with polar angle ✓ from -180o to 180o and azimuthal angle -1.3o to 1.3o, the TRAX simulations
have been performed for azimuthal angle 0o and polar angle 0o to 180o [Lineva2008].
With the extended TRAX code, Auger electrons are accounted for in the simulation. To account
for the contaminations of the target including carbon and oxygen (i.e. CO resulting from surface
oxydation), a simplified non-uniform target was assumed in the simulation (sketch Fig. 5.18).
Figure 5.18: Simplified target geometry composed of 13 nm carbon plus 3 nm of carbon and
oxygen, attached behind the exit surface of the carbon target. The carbon and
oxygen attachments were simple solid blocks, each covering half of the irradiated
target area.
A total target thickness of 16 nm is matching the effective target thickness of 3.6µg/cm2 which
has been used in previous simulations. A more sophisticated target geometry does not seem to
be necessary, as neither the amount nor the exact composition of the contaminating molecules
containing C and O is known. With the new simulations, the reproduction of the experimental
spectrum could be largely improved as seen in Fig. 5.19. Auger electron peaks from carbon
and oxygen are clearly visible in the TRAX simulation. This is also a proof of principle that the
Auger process can be handled by TRAX. However, the exact shape, especially for the oxygen
Auger electron loss peaks could not be reproduced. From the long tail of the Auger electron
peaks towards lower energies, it can be guessed, that the Auger electrons must have been emit-
ted deeper inside the material which could be explained by molecules which have not been
attached to the surface but have penetrated inside the target material. As the carbon target has
shown clear indications for non-uniformities (including slits and holes), it might be possible that
molecules attached to the carbon target inside these holes. A long tail of an energy loss peak is
caused by a broad distribution of energy losses of the Auger electrons. According to the used
database for Auger electron probabilities [PeCu1991], a K shell ionization in oxygen leads to the
production of three different Auger electron energies from five transitions. By reducing the en-
ergy bin size for the histogram produced by TRAX, these transitions become visible as separate
peaks. In the experiment, the energy resolution is considered to be smaller than the difference
in energy between these transitions. Table 5.1 shows the Auger transition probabilities and en-
ergies for oxygen and carbon after K-shell ionization. Considering in detail all possible Auger
electron transitions for carbon and oxygen allows to reproduce the indication of a multiple peak
structure in the simulated spectra.
Further deviations between experimental and simulation results, especially in the low energy
region below 100 eV are supposed to be caused by non-perfect proton cross sections. The ion-
ization description, based on the binary encounter approximation, should be improved in the
future.
Figure 5.19: Secondary electron energy spectra after incidence of 8.77MeV protons on a
4.7µg/cm2 carbon target. The experimental data, shown in black, have been scaled
to match the simulated yield around 1 keV according to [Lineva2008]. While the
nominal target thickness has been 4.7µg/cm2, TRAX simulations have been per-
formed for 3.6µg/cm2. TRAX classic calculations are shown in green. Auger elec-
trons are not included in the classic simulation but the energy dependency of the
electron yields above about 550 eV can be reproduced. Simulation results based
on the extended version are shown in red. The yields inside the Auger electron
peaks do not perfectly match as the exact composition and amount of adsor-
bents is not known. Simple atomic C and O was attached to the target to result
ion Auger electron peaks from both materials. The chosen energy resolution for
TRAX is 15.62 eV/bin.
oxygen carbon
transition probability (%) energy (eV) transition probability (%) energy (eV)
1-2-2 17.86 460 1-2-2 41.36 251
1-2-3 11.62 488 1-2-3 40.73 256
1-2-4 23.04 488 1-3-3 17.72 262
1-3-4 29.11 516
1-4-4 16.68 516
Table 5.1: Auger transitions after K-shell ionization of oxygen and carbon with probabilities
given by [PeCu1991]. As for oxygen, shell 3 and 4 are considered to have the same
binding energy, the corresponding Auger transition energies do not di er.
5.2.4 Range of Auger electrons
As Auger electrons have been intended to be used as probes for electron transport processes,
further investigations have been performed. To obtain information about their creation point
and about their energy losses, the energy distribution in the Auger electron peak could be used.
A problem with this approach appeared in the Toroid experiments as the range of carbon Auger
electrons is lower than the target thickness. Some Auger electrons are stopped already inside
the target and the secondary electron spectrum shows only Auger electrons created at the sur-
face and in outer layers of the target.
Previous simulations have been performed [Lineva2008] to determine the range of electrons
with 262 eV in carbon with the classic TRAX code. These simulations have been repeated with
the extended TRAX version since due improved cross sections, stopping powers have changed.
Newly included excitations enhanced the electron stopping power resulting in a reduced elec-
tron range. Fig. 5.20 shows simulated angular electron yields for isotropically emitted monoen-
ergetic electrons with 262 eV after travelling through a carbon target of a certain thickness.
Simulation results are compared for TRAX classic and the new extended version. Yields are
decreasing faster with increasing target thickness in the new simulation results due to the en-
hanced inelastic cross sections.
To further investigate the propagation of Auger electrons in carbon, additional simulations
Figure 5.20: Angular yields of 262 eV carbon KLL Auger electrons in carbon, normalized per
projectile. The depths in µg/cm2 correspond to depths 0 nm, 1.2 nm, 2.4 nm and
4.8 nm, respectively. At a depth of 4.8 nm, almost all Auger electrons are absorbed
in the target.
with the new TRAX version have been performed to obtain energy resolved transmission spec-
tra. Again, a mono-energetic electron source with an energy of 262 eV has been used and trans-
mission spectra have been calculated after a certain target thickness. The results are shown in
Fig. 5.21 . The transmission spectra show, that not only the yield of Auger electrons is very much
decreased already for a target thickness of about 2 nm, but that also the energy distribution of
the Auger electrons shifts to lower energies as their mean energy is decreased by several inelas-
tic collisions. Furthermore, their energy distribution does not only change in the position of the
centroid, but also broadens, leading to the effect that Auger electrons emitted from 4nm inside
the target cannot identified by their energy as no clear maximum can be observed.
The range of 262 eV Auger electrons in carbon is not precisely defined due to range strag-
Figure 5.21: Energy dependent yields of 262 eV carbon KLL Auger electrons in carbon after trav-
elling through layers of varying thickness. The yields for larger depths have been
scaled by the indicated factor as the total yield is reduced by absorption. One can
clearly see how much the Auger peak flattens, due to a broad range of energy
losses.
gling. However, a transmission probability can be considered to determine the range of Auger
electrons in carbon. TRAX simulations have been performed to determine the transmission co-
efficients as a function of target thickness. Simulation results are shown in Fig. 5.22 and show
the ratio of electrons of all energies that could be detected in the forward half plane behind the
carbon target normalized by the number of incident projectiles. For a target thickness of 4 nm,
the transmission rate drops below 0.1%.
Additionally to the considerations for the carbon Auger electrons, further simulations have been
evaluated to determine the range of oxygen Auger electrons in carbon. This can be useful to
determine how deep inside the target, oxygen contaminations must have been present to create
an oxygen Auger electron peak as seen in the experimental data from the Toroid spectrometer.
The same simulations as for carbon Auger electrons have been performed for oxygen Auger
electron with an energy of 516 eV using the extended TRAX version. The angular electron yield
as a function of target thickness can be seen in Fig. 5.23. The range of 516 eV is high enough
that electrons emitted isotropically from a source depth of around 4.8 nm can leave the target
through the backward plane. For the simulation of angular dependent yields, a carbon target
with a thickness of 15.9 nm has been assumed.
Transmission spectra for 516 eV electrons incident on a carbon target with varying thickness
can be seen in Fig. 5.24. Oxygen Auger electrons transmitted through 4nm of carbon still show a
defined energy loss peak rather than a broad distribution. However, the peak broadens with in-
creasing target thickness and the centroid is shifted to lower energies as the average energy loss
Figure 5.22: Transmission factor ⌘ for 262 eV carbon KLL Auger electrons in carbon as a function
of depth. The transmission yields have been integrated over all forward directed
polar angles (0-90 deg).
increases. The spectrum of one of the Toroid experiments, showing secondary electrons emitted
from carbon after proton incidence (Fig. 5.19), shows enhanced secondary electron yields due
to oxygen Auger electrons around 270 eV-520 eV. The oxygen Auger peak is clearly visible with a
long tail toward lower energies caused by oxygen Auger electrons which suffered energy losses.
Even below 300 eV, the yield is significantly enhanced and must be induced by oxygen Auger
electrons emitted at various depths. The transmission spectra for oxygen Auger electrons in
Fig. 5.24 show, that a target thickness of at least 4 nm is needed to obtain a significantly large
electron yield at energies of around 300 eV. Therefore, it can be concluded, that oxygen Auger
electrons must have been emitted at depths as high as 4 nm. This would mean that the con-
taminations of the target in the Toroid experiments from molecules consisting of carbon and
oxygen might have penetrated inside the carbon target through holes and slits. ANother expla-
nation would be that some parts of the target must have been as thin as around 4nm to obtain
the additional electron yield from surface contaminations at the other side of the target. TRAX
simulations accounting for these contaminations used an already generous 3 nm oxygen layer
on the surface and could not reproduce the experimental yields around 300 eV. Transmission
coefficients for 516 eV electrons through carbon are shown in Fig. 5.25. A transmission of less
than 0.1% of the oxygen Auger electrons is reached after 9.5 nm of carbon.
Figure 5.23: Yields of 516 eV oxygen KLL Auger electrons in carbon. The indicated depths in
µg/cm2 correspond to depths 0 nm, 1.2 nm, 2.4 nm and 4.8 nm, respectively. The
yield is higher at lower energies for small depths as the electrons produce further
low energy secondary electrons and the yield is integrated over all electron ener-
gies. At larger depths, the range of oxygen KLL Auger becomes larger than the
total target thickness minus the source depth which leads to electrons escaping the
target at the other surface as the electron source is isotropically.
Figure 5.24: Yields of 516 eV oxygen KLL Auger electrons in carbon after travelling through a
certain thickness. The yields for higher depths have been scaled by the indicated
factors as the total yield is reduced by absorption.
Figure 5.25: Transmission factor ⌘ for 516 eV oxygen KLL Auger electrons in carbon as a function
of depth. At a depth of 9.5 nm, the transmission rate drops below 0.1%.
5.2.5 Electron emission cross sections for carbon projectiles
In the framework of the Toroid experiments, C2+ ions with an energy of 3.6MeV/u
and 11.4MeV/u were used as projectiles incident on targets consisting of C, Ni, Ag and
Au [Lineva2008]. This experiment has been intended to serve as a pilot project to measure
electron emission from solids [Lineva2008]. From the measured emitted electron yields, an
energy dependent electron production cross section has been calculated. Many scaling factors
have to be applied to obtain a cross section from the measured electron yields in each chan-
nel (=energy bin). In [Lineva2008] the normalization formula is given including scaling factors
considering the number of projectiles, the number of active target electrons (scattering centers),
the energy acceptance of the spectrometer for the given energy, the covered solid angle and the
detection efficiency.
Within the Toroid experiments, this is the most complex experiment concerning analysis, as
both ion transport and secondary electron transmission and transport have to be understood.
For comparison, cross sections for electron emission have been calculated using the modified
Rutherford formula which is valid for electron emission from gaseous targets [Lineva2008]. The
formula depends on electron binding energies for all shells of the considered target material.
As the binding energies used in [Lineva2008] could not be obtained, the results for the mod-
ified Rutherford formula have been digitized from Fig. 5.6 and Fig. 5.7 of [Lineva2008]. The
mentioned modified Rutherford formula to calculate electron emission cross section includes a
parameter to adjust to smaller energies and is given by [StDu1997]:
d 
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(5.2)
Ebnd denotes the electron binding energy, while Ee  is the kinetic energy of ejected electrons.
Zp corresponds to the projectile charge, while ✏p is the projectile energy. The logarithmic de-
pendency on projectile energy ✏p is included in parameter c.
The main drawback of the modified Rutherford formula is that it can not reproduce the relative
magnitudes of the experimentally obtained electron emission cross sections for C, Ni, Ag and
Au. Theoretical emission cross sections for 3.6MeV/u C2+ ions from the modified Rutherford
formula have been highest for nickel, followed by carbon, silver and gold. Experimental data
showed a different order, with highest emission cross sections for carbon, followed by gold,
silver and nickel. Due limited availability of cross sections, simulations with TRAX classic have
only been performed for carbon as a target material.
Therefore, new simulations have been performed using the extended TRAX version to obtain
electron energy spectra which have to be converted to emission cross sections by a range of
normalization factors. In the simulations, an effective charge has been assumed as TRAX cur-
rently does not handle projectile ionization and electron capture. The effective charges to be
used are given in [Lineva2008] and are listed in table 5.2. TRAX allows the calculation of an
electron energy distribution which is given as an energy dependent yield dN/(dE·d⌦) with units
[1/(keV·sr)]. To convert this yield to a cross section d /dE with units [cm2/eV], the yield has
been multiplied with the following normalization factor:
1 keV
1000 eV
· 4⇡
Ntarget atoms ·Nactive e  (5.3)
with
1
Ntarget atoms
=
Mmol[g/mol]
target_thickness[g/cm2] ·NAvogadro[1/mol] (5.4)
In [Lineva2008], the number of active electrons are given in a table which have been used
to obtain normalization factors to obtain electron emission cross sections from TRAX electron
spectra. The calculated normalization factors are given in table 5.2.
target thickness (µg/cm2) active e  normalization factor projectile
C 3.6 6 1.159E-20 3.6MeV/u C4+
C 4.7 6 8.879E-21 3.6MeV/u C4+
Ni 45 26 1.047E-21 3.6MeV/u C5+
Ag 38 37 1.274E-22 3.6MeV/u C4.2+
Au 40 51 1.600E-22 3.6MeV/u C3.5+
C 3.6 6 1.159E-20 11.4MeV/u C4+
C 4.7 6 8.879E-21 11.4MeV/u C4+
Ni 45 26 1.047E-21 11.4MeV/u C5.1+
Ag 38 45 1.048E-22 11.4MeV/u C4.4+
Au 40 69 1.185E-22 11.4MeV/u C3.7+
Table 5.2: Used targets and projectiles for the simulations in Fig. 5.27 and Fig. 5.28. The results
for the normalization factors are given with which TRAX energy dependent electron
yields have been scaled to obtain electron emission cross sections.
Carbon target
In previous simulations (Fig.5.8 in [Lineva2008]) using the classic TRAX version, the cross sec-
tions for electron emission after incidence of C2+ ions on the carbon target could not be re-
produced satisfactorily. TRAX results have been scaled at an energy of around 50 eV to match
experimental cross sections (derived from measured electron yields) as the correct scaling of
the experimental data is unknown. However, above an energy of around 100 eV, TRAX failed
to match the shape and absolute values of the experimentally measured curve. Besides, TRAX
classic simulations could not consider a rotated target, while the target in the experiments has
been tilted by -20 degrees as indicated in Fig. 5.15. Using the new TRAX version allowed to
improve on this. The comparison between experimental data and TRAX results can be seen
in Fig. 5.26 on the left hand side. The consideration of the rotation of the target has a minor
influence on the results, it leads to a slight increase in overall values. The carbon Auger electron
peak at around 260 eV can now be reproduced qualitatively. The target assumed in the simu-
lations contained no C- and O-contaminations, which resulted in a higher Auger electron peak
than in the measurement results. In contrast to previous calculations, the cross sections from
simulations and experiment are now matching in the range between about 260 eV and 600 eV.
Above 600 eV TRAX still underestimates the measured results which is supposed to be caused by
the cross sections for the carbon projectiles which are based on a simplified method to describe
electron emission.
For carbon ions with an incident energy of 11.4MeV/u, previous TRAX classic calculations could
already reproduce the results for electron emission cross sections apart from the Auger electron
peaks. Simulations using the new TRAX version allowed to reproduce the experimental data
including the Auger electron peak which can be seen on the right hand side of Fig. 5.26. An
adaptation that had to be made has been the use of an effective charge of 4+ instead of the
experimental value of 2+ or the theoretical value of 3+ [Lineva2008]. The value of 2+ is
supposed to be the charge state of ions leaving the accelerator. Due to electron capture and
projectile ionization, the charge state can change. The effective charge represents the average
value inside the target. The experimentally observed Auger peak is slightly lower in intensity.
This can be explained by oxygen contaminations which can alter the carbon Auger electrons. In
the experimental data, a structure indicating the Auger electron peak from oxygen is visible. In
this simulation, a basic carbon target without any additional contamination material has been
used.
Figure 5.26: Electron emission spectra for 3.6MeV/u (left plot) and 11.4MeV/u (right plot) C2+
ions incident on carbon. TRAX results have been scaled to match experimental data
at around 50 eV as mentioned in [Lineva2008]. A constant charge of 4+ has been
considered inside the target as it has been done in [Lineva2008].
Nickel, silver and gold targets
For nickel, silver and gold targets, no previous simulations existed. TRAX simulations using the
extended code have been performed and scaled with the derived normalization factors given in
table 5.2. Experimental data as well as theoretical cross sections using the modified Rutherford
formula have been digitized from Fig. 5.6 of [Lineva2008]. The comparison between simulations
and experiments can be seen in Fig. 5.27 and TRAX results allow to reproduce the experimen-
tally observed order of magnitudes reasonably well. Emission cross sections are highest for
carbon, followed by gold, silver and nickel. However, the absolute magnitude of carbon differs
a lot between simulation results and experiments. As the experimental scaling is not known
precisely, this can be an explanation for deviations. No C- and O-contaminations have been
added to the targets in the TRAX simulations which explain deviation from experimental result
which contain peaks with large tails towards lower energies with an edge at around 260 eV and
516 eV. Emission cross sections are based on the binary encounter approximation to account for
ionization through carbon projectiles. The binary encounter approximation is known to overes-
timate the emission at small energies which might explain further deviations in the low energy
region.
For the other projectile energy of 11.4MeV/u, TRAX simulations have been performed as well.
Figure 5.27: Electron energy spectra from 3.6 MeV/u C ions incident on C,Ni,Ag and Au. Left:
TRAX simulations using the extended cross sections and elastic scattering descrip-
tion according to PWA. Right: Experimental data and theoretical results from mod-
ified Rutherford formula from Fig. 5.6 of [Lineva2008].
The comparison with experiments can be seen in Fig. 5.28. Again, TRAX can reasonably repro-
duce the correct order of magnitudes for the emission cross sections for all target materials,
which has not been possible using the modified Rutherford cross section. As the targets have
not been thin enough to contain only a few atomic layers, a combination of electron emission
and transport is seen in the spectra. The normalized emission cross sections, obtained from the
measured electron yields, are modified by energy losses and absorption and should therefore be
lower than the predicted theoretical emission cross sections. As TRAX can follow all the details
of electron emission and transport, TRAX simulation results are in much better agreement with
experimental data than analytical estimates. The accuracy of the simulation results is limited
by the electron emission cross sections for carbon ions. At low energies, electron emission cross
sections are higher for Ag than for Ni. At increasing energy, the order changes. This trend can be
reproduced by TRAX simulations which is an indication for a correct choice of the used electron
cross sections correctly describing the transport of low energy electrons.
In [Lineva2008], the visibility of Auger transitions in experimental data for electron emission
from nickel and silver foils has been mentioned. For the Ag-target, MNN-transitions around
approximately 250 eV, 280 eV and 320 eV are supposed to be visible in the secondary electron
energy spectra. For the Ni-target, LMM transitions are supposed to be visible at energies of
around 700 eV, 780 eV and 880 eV [Lineva2008]. As the extended TRAX considers the produc-
tion of Auger electrons, simulations have been performed to obtain electron spectra containing
energy dependent yields for secondary electrons after incidence of 11.4MeV/u C ions on Ag
and Ni. Auger transitions that can occur are numerous. Considering MNN-transitions in Ag,
there are 5 shells labelled as M shells and 5 shells labelled as N shells between which a total
number of 55 possible Auger transitions have been considered, while some are more probable
than others. Therefore, sharp peaks cannot be expected in the spectra. However, regions of
Figure 5.28: Electron energy spectra from 11.4 MeV/u C ions incident on C, Ni, Ag and Au. Left:
TRAX simulations using the extended cross sections and elastic scattering descrip-
tion according to PWA. Right: Experimental data and theoretical results from mod-
ified Rutherford formula from Fig. 5.7 of [Lineva2008].
enhanced electron yields can be identified which are marked in the Ag spectrum (see Fig. 5.29),
caused by Auger electrons from MNN-transitions.
Figure 5.29: TRAX simulated secondary electron energy spectra for 11.4 MeV/u C ions incident
on Ni (left) and Ag (right) are shown using the extended cross sections and elas-
tic scattering description according to PWA. For illustration, simulations have been
performed with and without consideration of the Auger e ect. LMM-transitions
for Ni and MNN-transitions for Ag are visible in the simulations. However, numer-
ous transitions are possible, slightly di erent in their energies which is why Auger
electrons can not always be observed as sharp peaks. Dashed lines indicate the en-
ergies at which transitions have been observable in experimental data of the Toroid
experiment [Lineva2008].
6 Microscopic radiation damage
A common tool to describe microscopic damage is the radial dose distribution which has been
described in section 2.2. As different approaches to obtain the radial dose distribution do not
agree at small radial distances below about 10 nm and this area is of special importance for
several applications, one goal of this thesis has been to find a physically realistic dose for small
radii down to r=0 using the TRAX simulation code.
The radial dose distribution can be directly obtained as an output parameter of TRAX without
having to make any assumptions. A large number of tracks is evaluated by repeating the simu-
lation with many projectiles. The average effect per single projectile can then be calculated by
normalization. From the position of the inelastic scattering events, a radial distance from the
track center can be derived. The radial dose is evaluated inside a cylinder. Usually, radial bin
sizes are chosen with a logarithmic spacing as the dose falls off rapidly approximately as 1/r2.
To obtain the dose in Gray, the energy deposition is divided by the cylindric volume, the density
of the target material (1g/cm3 for H2O) and normalized to a single ion. The following formula
is applied in TRAX [Kraemer1995]:
Dr(r)[G y] =
P
z D(r
2, z)[keV cm 3] · 1.602189 · 10 13
2 ·⇡ · r · r · (zmax   zmin) ·⇢ · Nions (6.1)
MC simulations usually reproduce the 1/r2 dependency predicted by analytical models at in-
termediate radial distances. But in the innermost part of the track, large uncertainties in the
radial dose distribution can occur. In this chapter, different considerations are discussed which
can influence the simulation results for the radial dose distribution at small radii. Further TRAX
extensions have been performed to provide further insights in the microscopic radiation damage.
6.1 Choice of rmin
For the evaluation of D(r) with TRAX, a radial binning has to be defined including a minimum
radius rmin for the first bin. The binning is usually chosen logarithmically as the radial dose
decreases rapidly with increasing radii. The zero radius bin contains the dose at r=0 which
considers all energy depositions between r=0 and r=rmin. All energy depositions directly caused
by the primary projectile are considered to be along the ion track at r=0. If the choice of rmin is
very small, the volume of consideration decreases. As the radial dose is calculated by division
by the cylindric volume, the result will lead to a larger dose values. Effects due to a different
chosen rmin on TRAX results for the radial dose distribution of 1MeV/u protons incident on
water can be seen in Fig. 6.1. Considerations about a reasonable choice of rmin are discussed
in the following sections. Experimental data exist [WiBa1976] which have been obtained from
measurements in gaseous targets scaled to liquid water density. TRAX calculations agree with
experimental results which are only available down to simulated distances around r=1nm.
TRAX allows the calculation for smaller radii. As a minimum radius has been chosen for the
first bin, all dose which is deposited at radii below rmin is accounted for in the r=0 bin. Thus
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a "step" in the dose distribution can be observed between the zero radius bin and the following
bins. The question is, whether this "step" is realistic or if any reasonable physical effects can
change the dose distribution, smoothening the transition from the zero bin to the first bin. The
step can cause problems as several models like LEM use the radial dose as an input parameter
and are very sensitive on values for the radial dose at r=0. In the following sections, physical
considerations that have an impact on the radial dose distribution at radial distances below a
few nanometers are discussed.
Figure 6.1: In TRAX, a minimum radius rmin below which the "zero" radial bin is evaluated has
to be defined. All energy depositions below this radius are considered to be inside
the core. The choice of the minimum radius changes the radial dose in the zero bin
critically. A smaller radius leads to a lower value and therefore an increased dose.
6.2 Elastic Scattering of Ions
The elastic scattering of ions is often neglected in track structure Monte Carlo simulations as
the effect is small compared to electron elastic scattering. The contribution of elastic ion
scattering is small on the macroscopic scale as the scattering width is much smaller than 1%
compared to the travelling distance. Most MC codes consider the so called multiple scatter-
ing effect of ions by folding a distribution to the simulation results at the end of a simulation
process to get the correct width of the ion beam. For the latter procedure, parametrizations
for multiple scattering are needed. Molière describes the effects of multiple scattering on the
angular distribution of ions [Molière1948]. The result is a shape similar to a Gaussian dis-
tribution with a larger tail. Much simpler parametrizations for the angular width of an ion
beam after a given target thickness are provided by simple formulas given by Highland and
Lynch and Dahl [Highland1975, LyDa1991]. The parametrizations differ for thin or thick tar-
gets and rely on parameters like the radiation length in a certain target material. The accuracy
of parametrized descriptions is limited. By considering the elastic scattering of ions directly in
the Monte Carlo simulation it is possible to obtain a much higher accuracy as long as all inter-
actions are correctly described. It is possible to directly extract the angular width of the beam
at any surface of the target geometry.
TRAX has been extended to include this interaction using screened Rutherford cross sections
as mentioned by Berger [Berger1963]. A factor in the description of the screening parameter
has been changed to adapt the parametrization from electrons to protons or ions. The factor
includes a term accounting for the difference in projectile mass. The screening parameter for
ions can be described as:
⌘ = Z2/3Tar get · 1,75 · 10 5 ·  Me /Mion 2 ·⌘c · Ä1/ 2  1ä (6.2)
The resulting total cross section for the elastic scattering of ions then is:
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✓
1
2 ·⌘  
1
2 ·⌘+ 1
◆
·2 ·⇡ · (↵ ·~h · c)
2 · 10 26
(Ekin + E0 ·  2)2 ·N · ZTar get · (ZTar get+1) · Zpro j · Zpro j (6.3)
with constants ↵=1/137 and c being the speed of light, E0 the rest mass of the projectile and N
being the neutron number of the target material.
A technical difficulty in the implementation of hard-coded differential cross sections for the
elastic scattering of ions is the choice of reasonable angular stepsizes to handle all kinds of ions.
Usual deflection angles are small and they decrease with increasing mass of the ion projectile.
To avoid sampling of too large angles, a linear tabulating of angles cannot be used. A loga-
rithmic step size is also not suitable as low angles should be distinguished with more precision.
Depending on the chosen ion projectile, a different scale for probable scattering angles can be
necessary. Therefore, a semi-logarithmic tabulating method has been chosen. Six different inter-
vals are defined in which the angle step size is chosen to be linear and 128 values per interval are
defined. The intervals themselves are somehow spaced in a semi-logarithmic way: [0,0.0001],
[0.00011, 0.001], [0.0011, 0.01], [0.11,1], [1.1, 180]. The intervals are combined, leading to
a feasible table size of 768 angular values for which differential cross sections are calculated.
In the simulation routine, an angular value from the table is derived when a scattering event is
sampled. The implementation has been tested extensively to assure that simulations results do
not depend significantly on the choice of table step sizes. Illustrations of the simulated tracks
of ions through the target material of consideration show, that for a geometry with a length of
a few micrometer, the typical size of a biological cell, the elastic scattering of ions does deflect
the ion tracks by a few nanometers in lateral direction. A TRAX simulation showing tracks of
11.9MeV/u carbon ions in water can be seen in Fig. 6.2.
6.2.1 Validation simulations
To validate the correct implementation of the elastic scattering of ions, comparisons of simu-
lation results with experimental results have been made. Additionally, comparisons with mul-
tiple scattering parametrizations by Highland and Lynch and Dahl [Highland1975, LyDa1991]
have been performed. Gottschalk et al. [Gottschalk1993] have measured the angular spread of
158.6MeV protons after passage through solid state targets. The target materials ranged from
low Z materials such as beryllium to high Z materials such as uranium. Different thicknesses
were used, from thin targets, where energy losses were negligible, up to targets with thicknesses
above the mean proton range [Gottschalk1993]. Gottschalk quantified his results through the
width of the angular distribution and concluded that in the small angular region the differences
between a Moliére scattering distribution and a Gaussian shape are small. Therefore it is pos-
sible to perform a fit of a Gaussian distribution to the experimental or simulated data, which is
Figure 6.2: Tracks of twenty individual carbon ions with 11.9MeV/u with central incidence on
water. The lateral displacement due to elastic scattering is in the order of a few
nanometer over a travelling distance of 10µm. This distance corresponds roughly to
the diameter of biological cell nuclei. x and z axes are scaled di erently for illustration
purposes.
much easier to handle than the Moliére distribution.
By simulating the passage of protons through a certain target, the protons are either elasti-
cally scattered or undergo an ionization event. So the resulting angular distribution of protons
is affected by both the correct description of elastic scattering and ionization. Excitation cross
sections for protons incident on solids are not included due to non-availability. Screened Ruther-
ford cross sections for elastic scattering have been observed to be less suitable for low-energy
electrons incident on high Z materials than for low Z materials. As a first description these cross
section have nevertheless been applied to ions incident on any materials. Comparisons with
experimental data should give insights in the applicability of these cross sections for the elastic
scattering of ions.
Fitting a Gaussian distribution
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Ç
 0.5 ·
✓
⇡ µ
 
◆2å
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with µ=0, the parameters N and   are obtained from simulation results. A nonlinear least
square fit relying on the Levenberg-Marquardt algorithm [Marquardt1963] has been used. The
value of   from the fit has been compared with the values for   from Gottschalk. Comparisons
for a range of target materials and thicknesses are shown in table 6.1 and Fig. 6.3. Within the
uncertainties, a very good agreement between TRAX results and experimental data is found for
all kinds of target materials and thicknesses. Uncertainties for the TRAX calculations are directly
provided by the uncertainties of the fit parameter  . Additionally there has been an uncertainty
due to the chosen bin size for the simulation. The agreement is best for low and medium Z
target materials. The resulting angular proton distribution from the simulation is affected by
both elastic scattering and ionization cross sections for protons. For high Z target materials, pro-
ton cross sections for elastic scattering based on screened Rutherford calculations are supposed
to be less suitable. However, even for high Z materials like Pb, the agreement between TRAX
results and Gottschalk’s experiment is rather good.
Additionally, the results were compared with parametrizations according to the Highland for-
mula [Highland1975] which is a crude parametrization of Molière’s theory [Molière1948]:
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The radiation length X0 and the thickness of the target X are needed and the momentum p
has to be inserted in units of MeV/c. z is the charge of the projectile. The momentum in
units of MeV/c has been calculated via
p
(Ekin + E0)2  E20 with energies given in MeV. For
158.6MeV protons, p=568.056MeV/c and  =0.58152. The radiation length can be obtained,
e.g. from [Gupta2010]. It is usually given in units of g/cm2. The target thickness X in units
of g/cm2 can be derived from the target thickness in cm by division through the density of the
material. Highland’s formula is supposed to have an accuracy of about 17%. [LyDa1991].
Figure 6.3: Angular distribution of protons after passage through carbon target. Shown in blue
is the TRAX simulation result as a histogram while the fit result for a Gaussian to the
TRAX data is indicated with a dashed black line. The red line indicates a Gaussian
with the width determined experimentally by Gottschalk [Gottschalk1993].
target TRAX fit Gottschalk Highland’s
thickness experiment formula
Be 0.05(1)o 0.06(1)o 0.05o
0.309 mm bin size 0.01o
Be 0.08(1)o 0.09(1)o 0.07o
0.602 mm bin size 0.02o
Be 0.20(1)o 0.21(1)o 0.19o
3.475 mm bin size 0.03o
Be 0.30(1)o 0.30(1)o 0.27o
6.584 mm bin size 0.03o
Be 0.37(1)o 0.37(1)o 0.34o
9.822 mm bin size 0.03o
Be 0.46(1)o 0.44(1)o 0.40o
13.006 mm bin size 0.03o
Be 0.73(4)o 0.68(1)o 0.66o
25.677 mm bin size 0.07o
Be 1.06(4)o 1.03(2)o 0.93o
51.117 mm bin size 0.07o
Be 1.42(11)o 1.41(2)o 1.14o
76.794 mm bin size 0.07o
C 0.18(1)o 0.18(1)o, 0.19(1)o 0.16o
1.423 mm bin size 0.03o
C 0.28(1)o 0.26(1)o 0.24o
3.018 mm bin size 0.03o
C 0.46(1)o 0.44(1)o 0.40o
7.279 mm bin size 0.03o
Al 0.21(1)o 0.20(3)o 0.18o
0.800 mm bin size 0.015o
Al 0.45(1)o 0.44(3)o 0.39o
3.226 mm bin size 0.05o
Al 0.73(1)o 0.75(1)o 0.65o
8.048 mm bin size 0.07o
Cu 0.13(1)o 0.13(1)o 0.11o
0.050 mm bin size 0.015o
Cu 0.19(1)o 0.18(1)o 0.16o
0.102 mm bin size 0.02o
Pb 0.14(1)o 0.13(1)o 0.12o
0.026 mm bin size 0.01o
Pb 0.23(1)o 0.19(1)o 0.18o
0.051 mm bin size 0.02o
Pb 0.70(1)o 0.64(1)o 0.57o
0.400 mm bin size 0.07o
Table 6.1: Gaussian width   of angular distribution in degrees for 158.6MeV protons. TRAX
uncertainties result directly from the fit result.
6.2.2 E ect on radial dose distribution
Elastic scattering of ions causes a slight lateral deflection of ion tracks away from the initial
direction. The lateral deflection of the ions changes the position of excitation and ionization
events and therefore the position of the resulting damage. When analyzing the radial dose dis-
tribution, a diffusion of the radial dose can be observed at nanometer distances, shifting dose
contributions from r=0 to larger radii. The maximum radius at which an elevated dose contri-
bution due to the lateral ion deflection can be observed is consistent with the maximum lateral
deflection. With increasing travelling length, the deflection increases. To evaluate the radial
dose distribution with TRAX, an integration inside a cylinder over a given length is performed.
Correspondingly, the effect on the radial dose distribution depends on the evaluation length
chosen for integration of simulated energy depositions. From comparisons with experimental
data, where the radial dose has been evaluated inside ionization chambers, the cylinder length
in liquid water can be estimated. According to the experiments for the evaluation of the radial
dose of 1MeV protons in water [WiBa1976], a cylinder of a length of 100nm is considered to be
appropriate. The value has been approximated from the dimensions of the ionization chamber
and the conversion factors which are used to scale the radii from gaseous to condensed phase
media. In Fig. 6.4 TRAX simulations are compared with and without consideration of the elastic
scattering of ions for an integration length of  Z=100nm. Some energy depositions are shifted
from the core to radii of up to around 0.2 nm which increases the radial dose in the correspond-
ing bins. The lateral deflection of 1MeV protons over a travelling length of 100 nm seems to
be negligible on a macroscopic scale, but on the nanometer scale, the radial dose distribution
is affected. Fig. 6.5 shows changes on the radial dose profile of 1MeV protons in water for
integration lengths of 50 nm, 100nm and 200nm.
There is no clear rule from which an appropriate integration length could be determined. In
Figure 6.4: For 1MeV protons incident on H2O, a radial dose has been calculated with TRAX
classic (shown in red, neglecting the elastic scattering of ions) and the recent TRAX
version(shown in blue). The dose at the r=0 bin decreases slightly if elastic scattering
is considered. Deviations show up below 0.2 nm. The evaluation has been performed
inside a cylinder with height z=100 nm.
experiments, the size of an ionization chamber or gas counter is known and the needed evalu-
Figure 6.5: For 1MeV protons incident on H2O, a radial dose has been calculated with TRAX
including the elastic scattering of ions. rmin has been chosen to be 0.1 nm in each
simulation. Di erent integration lengths have been chosen to determine the radial
dose. The evaluation has been performed in cylinders with height 50 nm, 100 nm or
200 nm, di erences exist at radii below 0.4 nm. If a larger cylinder height would be
chosen, the smear out of the radial dose would be visible at larger radii.
ation length to compare with simulation results can be derived from density scaling. However,
the ion beam does not necessarily enter the ionization chamber with zero angular spread. Usu-
ally, it has already a lateral deflection which has to be considered. The simulation geometry or
the evaluation length to analyze the radial dose distribution would have to be chosen larger,
enhancing the diffusion effect.
To theoretically estimate an appropriate cylinder length, two factors are important. The incident
projectile should not lose a significant amount of its initial energy and the buildup of secondary
electrons should be complete. The last factor is especially important to obtain reasonable results
from MC simulations. Higher statistics can reduce the length needed for an appropriate radial
dose evaluation. An ion projectile with a kinetic energy of 1MeV/u can produce electrons with
kinetic energies up to around 2 keV. Statistics and the cylinder length have to be chosen to assure
the consideration of electrons up to 2 keV. The range of these electrons directly corresponds to
the maximum radius at which a contribution to radial dose distribution is present. Including the
elastic scattering of ions, secondary electrons are created at slightly different positions which
can slightly increase the maximum radius at which contributions to the radial dose are present.
Another possibility to chose the evaluation length is to chose standard values. These can be
considered to be equal to typical volumes in which the evaluation the radial dose is important.
Typical targets of biological interest are the distance between two strands of the DNA which is
about 2 nm, a cell nucleus with a size of ⇡1µm and a cell which has a size of about 10µm. In
the case of 11.9MeV/u carbon ions on water, a typical energy present in particle therapy, the
size to obtain an energy loss of about 1% is 5.31µm which is comparable to the order of the cell
nucleus diameter.
Even though the effect of the elastic ion scattering on the radial dose distribution is noticeable
only at (sub) nanometer radii, it is supposed to have an impact on biological damage for critical
target sizes are on the nanometer scale. The effect is considered to be important also for de-
tector simulations. TLD efficiencies [Horowitz2001] critically depend on correct values for the
radial dose values on the nanometer scale. A full simulation considering the lateral spread of
ions along their path through a TLD might be necessary to evaluate the appropriate radial dose
distribution.
6.3 Discrete interaction distances
In MC simulations, distances between interactions are usually chosen randomly inside a medium
considered as uniform. The actual interaction length is determined by the mean free path, which
has been derived from the interaction cross sections, and by a random number. Any interaction
point is possible, no matter whether a target atom is actually located at that point or not. This
approach is appropriate for gaseous targets where atoms move very fast and on a macroscopic
scale their exact current position is unimportant. In solid or liquid targets, densities are high
in contrast to gaseous targets and therefore atoms or molecules are placed closer to each other.
Besides, the motion of atoms or molecules is slowed down compared to a gaseous state, so as an
approximation one could consider that they do not move on a short timescale. As a very simple
model assumption one could consider a cubic grid where the atoms or molecules are located
with constant average interatomic or intermolecular distances. With the density of a material
it is possible to calculate the average distance between atoms/molecules. Considering water
with a density of ⇢=1g/cm3, and a molar mass of 18 g, the number of molecules per cubic
centimeter can be estimated:
#molecules
cm3
=
NAvogadro ·⇢
Mmol
=
6.023 · 1023
18
⇡ 3.35 · 1022 (6.6)
From this one can estimate the average molecular distance d, assuming a distribution of
molecules on a cubic grid:
d=
✓
#molecules
cm3
◆ 1/3
= 3.1 · 10 8cm= 0.31nm (6.7)
The same estimation performed for amorphous carbon with a molar mass of 12 g and a density
of 2.267 g/cm3 results in an average inter-atomic distance of 0.27 nm. Graphite has a different
atomic arrangement, with atoms arranged in hexagons forming layers in which the inter-atomic
distance is about 0.14 nm and a distance between two layers of around 0.34 nm. So for our
simulation purposes the minimum distance between carbon atoms is considered to be about
0.14 nm.
To consider the differences between solid and gaseous targets, TRAX has been extended to ac-
count for the possibility of having discrete interaction distances. As usual, a mean free path
is derived and the actual interaction distance is sampled using a random number. As an ap-
proximation, atoms are considered to be arranged at a cubic grid. Therefore, the x- y- and
z-coordinates of the sampled interaction point are compared with multiples of the inter-atomic
or inter-molecular distances. Considering water as a target material, the sampled interaction
point is changed to the nearest located point which coordinates are a multiple of 0.31 nm. The
shift is performed individually for all three coordinates. Therefore, interaction points are shifted
to the center position of the nearest located molecule. With this modification, radial dose distri-
butions have been calculated for 1MeV protons in water. Results show a non-continuous profile
Figure 6.6: TRAX results for the evaluation of the radial dose for 1MeV protons in H2O in a
cylindrical volume with a height of 100 nm. The blue histogram show standard TRAX
calculations while the green histogram shows results including the consideration of
discrete interaction distances. As only multiples of 0.31 nm are allowed for x and
y coordinates, the radius which is calculated via r=
p
x2+ y2 can have only values
resulting from the discrete x and y values. The minimum radius at which a dose
contribution can be found is therefore 0.31 nm, at (0.31 nm,0 nm) or (0 nm,0.31 nm).
with dose values appearing at the multiples of the assumed molecular distances (see Fig. 6.6).
Therefore, the choice of a minimum radius for D(r) smaller than the inter-molecular distance
is considered to be inappropriate. Although the approach is largely simplified for liquids as
usually molecules are not strictly arranged in a cubic grid and still have a certain possible range
of movement. For solids the approach is considered to be reasonable. The considerations show
that there must be a a lower limit for a reasonable choice of the minimum radius since an energy
deposition at distances smaller than the atomic radius is not possible. However, several models
relying on radial dose profiles as input parameters, like the biophysical LEM [SchKr2004] as-
sume a continuous dose profile starting at rmin=0.1 nm. As the radial dose distribution in LEM
is considered to describe the average energy deposition per unit mass, a conceptual problem
arises. A distribution of local energy depositions might describe the situation in solids closer to
reality than the definition of a radial dose distribution. This concept is not compatible with LEM.
The approach of discrete interaction distances could be investigated further in a full simulation
describing damage in biological targets or detector materials.
6.4 Gaussian di usion of radicals
Ionization and excitation can lead to the production of radicals. It is known that in water a
variety of radicals is produced, like OH, H, HO2, H2O2, OH  and others [Nikjoo2006]. These
radicals can travel inside the target material and interact with other radicals or target atoms.
Radicals can recombine or create further radicals and will diffuse the resulting damage around
their point of creation. Through radical diffusion, energy can be deposited apart from the initial
interaction point for the ionization or excitation which produced the radical. The description of
radical transport is more complicated than for secondary electrons. Therefore, one could con-
sider the effect of radical diffusion by a random diffusion of damage around the initial inelastic
interaction point. A TRAX versions has been created which considers the effect by distributing
the damage by ionization or excitation events randomly inside a Gaussian distribution with a
width   of 4 nm. This width has been chosen according to a similar approach which has been
considered in an extension of LEM III [Elsässer2008] where the complete radial dose distribu-
tion has been folded with a Gaussian profile assuming a constant   of 4 nm. In the evaluation of
the radial dose distribution with TRAX, the coordinates of the damage deposition are modified.
As for the evaluation of the radial dose, an integration over z is performed and only x and y
coordinates are needed to determine the radius r by
p
x2+ y2, x and y have been altered. Two
random numbers g1 and g2 are created with values between 0 and 1, while the probability of
their values is weighted according to a normalized Gaussian profile, with a value of 1 at the
maximum and a width   of of 1. The random numbers have been obtained by a Box-Muller
transformation. The new shifted x- and y-coordinates are calculated via x = x +   · g1 and
y = y +   · g2 with  =4nm. The approach using TRAX and shifting the damage deposition
coordinates allows more variability as it can be distinguished between excitation, ionization
and cut-off events and the possibility to change diffusion width for a certain type of inelastic
interaction is given. Besides, excitation and ionizations do not only take place at the center of
the track, they can also be induced by secondary electrons farther away. The method of con-
sidering the diffusion in the simulation code, allows to diffuse also these dose contributions. A
TRAX simulation for the radial dose distribution resulting from 1MeV protons in water, shows a
substantial dilution of the core dose and is compared with TRAX classic results in Fig. 6.7. The
version considering the diffusion of radicals shows an approximately constant dose around the
center of the track and an almost identical profile at larger radii. Minor differences are visible
which are caused by the diffusion of dose created by secondary electrons.
Figure 6.7: Radial dose for 1MeV protons incident on H2O evaluated with TRAX in a cylindrical
volume with height 100nm. Compared are standard TRAX results (blue histogram)
for rmin=0.31 nm with those including the radical di usion in the evaluation (pink).
6.5 Cut-o  energy dependence
The cut-off energy for electrons determines the energy below which the tracks of electrons are
no longer followed. It is reasonable to assume a certain cut-off value, as electrons below a cer-
tain energy have ranges that can be less than a nanometer. For energies below 10 eV, the most
probable interaction is elastic scattering. Further following of electrons would lead to a high
number of events which increases calculation time without contributing to energy degradation.
However, for some applications, details on the (sub)nanometer scale might be relevant. To fol-
low the ends of the electron tracks, a reduced cut-off value can be reasonable, if the description
of inelastic interactions is still possible. The lower limit is the lowest possible energy transfer
present in one of the inelastic interactions and the lowest projectile energy for which the cross
section for the interaction is known. A standard value for the cut-off which has been chosen in
TRAX classic is the ionization threshold. In the case of H2O this has been 11.5 eV. Excitation cross
sections for electrons in water are available for 8 channels down to 7.4 eV while sub-excitation
cross sections can be obtained down to 1.7 eV. As the extended TRAX uses these excitation cross
sections, evaluations of the radial dose distribution are possible using lower cut-off energies.
The radial dose distribution evaluated by TRAX, contains contribution from cut-off events.
Figure 6.8: TRAX calculations for the radial dose from 10MeV protons in water. The total dose in
the lowest bin is dominated by ion contributions. For larger radii, secondary electrons
create the dose contributions.
To illustrate the impact of a certain cut-off energy, contributions from different energy depo-
sition events have been distinguished. A differentiation from dose contributions between ions
and electrons has also been implemented. Fig. 6.8 shows the contributions for the radial dose
distribution for 10MeV/u protons in water. The majority of the contribution in the lowest bin
is induced by the primary projectiles. At larger radii, all contributions stem from electron in-
teractions. For this simulation, the elastic scattering of ions has been neglected, therefore no
contributions from ions are present at larger radii. At smaller radii, the maximum contribution
to the electron dose stems from cut-off events. The plot shows results for the standard cut-off
value of 11.5 eV which is used by TRAX classic. The dose in the zero radius bin which goes
from r=0 to the minimum radius shows a much higher value than the first bin starting from
rmin=0.1 nm. Apart from the ion contributions to the dose, also from electron contributions a
step is visible. The step is considered to be caused by the rather high cut-off energy. Many
produced electrons at radii below 0.1 nm, which is the chosen rmin value, have energies below
11.5 eV, as the electron dose contribution is dominated by cut-off events.
As improved cross sections for electron excitation of water are available, the simulation has been
repeated with the reduced cut-off energy which can be seen in Fig. 6.9. The step between elec-
tron contributions to the total dose inside the lowest bin to the following bins almost completely
vanishes. Cut-off contributions no longer dominate the dose contributions from electrons. There
is a bump in the radial dose profile at around 20nm for contributions from cut-off events. At the
same radius, there is a shift in the order of relevance of ionization and excitation contributions.
Probably, at this point most ionizations created by secondary electrons are caused by electron
with an energy already high enough to induce an ionization but without much energy left that
could be transferred to the tertiary electron in form of kinetic energy. Therefore, all tertiary
electrons are directly absorbed by cut-off events. At increasing radii, secondary electrons have
higher energies and can create tertiary electrons with kinetic energies high enough to be not
directly stopped.
Other MC track structure simulations like PENELOPE [Salvat2003] often have cut-off energies
Figure 6.9: TRAX radial dose contributions from secondary electrons created by 10MeV protons
in water. Reducing the cut-o  energy to 1.7 eV allows a more realistic description.
Both ionization and excitation contribute significantly to the total dose. There is
almost no step between the zero radius bin and the following bins.
as high as 50 eV or even 100 eV. Most TLD efficiency calculations are based on simulations using
a cut-off energy as high as 50 eV [Avila1999, Horowitz2001]. To illustrate the resulting effect of
a high cut-off energy of 100 eV on the radial dose distribution, the total dose contribution from
secondary electrons, created by 10MeV protons incident on water, is shown in Fig. 6.10. A very
large step in the dose profile is visible at the lowest bin.
To illustrate the resulting differences in the radial dose distribution, total electron dose contri-
butions have been compared for cut-off values of 100 eV, 50 eV, 11.5 eV, 7.4 eV and 1.7 eV. The
energy of 7.4 eV corresponds to the lowest possible energy loss for an electronic excitation while
1.7 eV is the lowest energy for which electron cross sections are available for sub-excitations.
Reducing the cut-off energy to energies below the ionization threshold, enhances the amount of
Figure 6.10: TRAX radial dose contributions from secondary electrons created by 10MeV pro-
tons in water. The dose is almost completely stemming from cut-o  events as most
produced electrons have energies below 100 eV, which is the chosen cut-o  energy.
excitation and elastic scattering events and the dose contribution from excitation while reducing
the dose contribution from cut-off.
This differentiation of contributions to the radial dose calculation shows the importance of the
use of a cut-off energy as low as possible for radial dose calculations on the (sub) nanometer
scale.
Figure 6.11: Dose contributions from secondary electrons, created by 10MeV protons in water.
For a larger cut-o  energy, a huge step is visible between the dose in the zero radius
bin and the following bins. For illustration purposes, the radial dose distribution is
only shown down to a value of 0.1Gy. Choosing a high cut-o  energy does not only
result in a large step at rmin=0.1 nm but also influences the radial dose at small radii
above rmin.
6.6 Impact on RBE
In [Elsässer2008] it has been shown that calculations for the RBE with LEM are significantly
affected by a change of the radial dose profile in the ion track center at radii below a few
nanometers.
Usually, LEM uses simplified radial dose profiles based on amorphous track structure calcula-
tions to determine the radiobiological effectiveness of ion irradiation. These amorphous track
structure radial dose profiles have a constant dose core, while the radial size of this core is
depending on the energy of the projectiles. rmin is chosen as  ion · rc with  ion = v/c, v being
the velocity of the particle and c the speed of light. rc is considered to be the largest extension
for the inner part of the track at v = c [Elsässer2008]. The value is chosen according to a fit
to experimental data for a given cell type. Above this core, the dose falls off with 1/r2 until
a maximal radius is reached. The maximal radius is a parametrized value. A justification of
the choice of a constant dose core is given by geometrical considerations. The DNA in the cell
nucleus is supposed to be the critical target for cell inactivation [Elsässer2008]. It is considered
that differences in the radial dose at distances smaller than the target area cannot be assigned.
Deviations from this simple amorphous track structure model and TRAX results for the radial
dose distribution can be seen for 11.9MeV/u carbon ions incident on water in Fig. 6.12. Results
from amorphous track structure differ from TRAX results for the radial dose at small radii up to
a few nanometers. Furthermore, the maximum radius at which dose contributions are present is
significantly different. It should be noted that calculations based on amorphous track structure
do not account for the energy depositions directly caused by the primary ions in the core (which
is about 1/3 of the total dose). This contribution is simply added to the radial dose distribution
in order to correctly reproduce known LET values by integration of D(r) over r.
It has been planned to improve the radial dose profile which is used as an input in LEM by a
physically more realistic external radial dose profiles which have been calculated with TRAX. As
input, radial dose distributions with a minimum radius of 0.1 nm for the innermost radial bin
are needed, using a semi-logarithmic scaling for the radial bins. The calculation of the RBE is
very sensitive on changes of the radial dose profile at radii below a few nanometers. Therefore
the goal should be to be as accurate as possible in the innermost part of the track. TRAX radial
dose profiles from the classic version have already been used as input for LEM[Elsässer2008].
Using radial dose profiles without considering radical diffusion, unrealistic parameters had to be
chosen in order to use these radial dose profiles in combination with LEM to obtain reasonable
RBE values. In TRAX classic calculations the dose value for the zero-radius bin has been much
higher than the value for the next radial bins, which can be seen in Fig. 6.12. Including the
diffusion of radicals externally by folding the radial dose distribution with a Gaussian profile
affected the resulting RBE values significantly. For a similar analysis using the new approach for
radical diffusion handled directly in the simulation leads to a difference up to a factor of 2 in
the resulting RBE values around LET=70 keV/µm.
Unfortunately, conceptual problems arise between LEM and track structure MC codes. LEM is
based on the average dose induced by an incident ion. Reducing the value of rmin to a value on
the nanometer scale can lead to a conflict in the approach of an average value. As the dose is
defined as energy/(volume · density), the dose increases with decreasing volume. Considering
very small volumes can result in single molecules located in the volume of interest. Defining an
average dose for a single molecule is not a reasonable concept.
Figure 6.12: Radial dose profiles using di erent model assumptions: The current version of LEM
uses a simple amorphous track structure model, "optimized" to reproduce experi-
mental RBE results (labeled EDR6.5). TRAXIL is the TRAX version including the elas-
tic scattering of ions. Another TRAX version includes the di usion of radicals by
folding the energy deposition events with a Gaussian profile with  =4 nm. For all
TRAX simulations, rmin has been set to 0.1 nm which results in the non-physical step.
The step is also visible in the version considering radical di usion, as the di usion
has not been considered for energy depositions due to cut-o .
As the implementation of the multiple scattering of the primary ions has an impact on the differ-
ence between the dose in the zero-radius bin and the next bins, it has been hoped to evaluate the
effects using these radial dose profiles with LEM. Unfortunately, radial dose profiles accounting
for this effect cannot be translated to the LEM because they are not compatible with the assump-
tions on which the LEM is based. LEM assumes the radial dose profile to be defined relative to
the actual scattered ion path, rather than along the original direction of incidence when entering
the sensitive volume. In LEM, the origin of the radial dose profile is always matching the actual
center of the ion track, and is not defined around the initial direction. As LEM considers the av-
erage radial dose distribution created by a single ion traversal, the effect of multiple scattering
cannot be taken into account. In TRAX, the average of a single ion is evaluated by the calcula-
tion of multiple ion tracks which are then normalized to the number of incident ions. However,
in reality, the theoretical definition considered in LEM is not justified. Applying ions beams for
irradiation, a target of consideration will always be affected by the traversal of multiple ions.
The effect of ion irradiation and following ion and electron interactions has a stochastic nature
which is reproduced in MC simulations. The scenario which is simulated by TRAX resembles the
situation which is usually found in microdosimetry experiments. Ions traversing an ionization
chamber will scatter elastically which will lead to a nanoscopic lateral broadening of the beam.
The radial dose can only be evaluated around the original center of the ion track as a change of
the center of a single track cannot be followed experimentally. Theoretically one can define the
radial dose center along the axis of a cylinder around the actual ion path. But in measurements
or actual applications where the radial dose distribution is used to describe damage in biologi-
cal systems or inside a detector (TLD), it will not be possible to define this actual axis and the
scenario which TRAX simulates will be appropriate.
A solution to consider physical effects like the multiple scattering of ions in a biophysical model
would be to modify the whole concept. It would be necessary to directly include the sampling
of single interactions like it is done in the MC simulations. To account for single inelastic events
in a biophysical model rather than using an average radial dose distribution would be more
realistic.

7 Simulations on metallic nanoparticles
Metallic nanoparticles (NPs) have been considered as possible "dose enhancers" in combination
with radiotherapy. In combination with photon irradiation, a local dose enhancement is proven
and can be assigned to the creation of a high amount of secondary electrons by Auger electron
cascades. Ion irradiation causes the creation of a large amount of secondary electrons, even
without the vicinity of a metallic NP. It has to be evaluated whether metallic NPs irradiated by
ions lead to an excess secondary electron creation, which could be caused by Auger electron
cascades. To elucidate whether metallic NPs can lead to an dose enhancement in combination
with ion irradiation, the radial dose distribution around the NP has to be determined. Then it
has to be compared with the radial dose distribution without the presence of a metallic NP. Be-
fore evaluating microscopic damage, the radiation transport has to be followed. It is interesting
to observe the secondary electrons which are created inside the NP. Secondary electrons can be
produced either directly by ionization processes or indirectly after an ionization event in the
form of Auger electrons. Both processes are qualitatively different as direct secondary electrons
have a continuous energy distribution while Auger electrons are emitted with discrete energies.
Auger electrons are seen as a promising source of additional electrons as their yields can be
large in the case of high Z (Z = atomic number) materials. In high Z materials like gold, a
huge amount of electrons are located in various electron shells. Therefore it is conceivable, that
not only one Auger electron is emitted in the relaxation process after an ionization event, but
rather a cascade. But dense, high Z materials can not only produce a large number of secondary
electrons. The same properties also lead to a high stopping power and therefore a short range of
electrons inside the material. Therefore, it is important to evaluate which secondary electrons
actually escape the NP so that they can deposit energy outside the NP in the surrounding tissue.
The extended TRAX code allows the calculation of electron creation and transport in several
metallic target materials. The detailed calculation allows to observe which process dominates.
Besides, the detailed production of Auger electron cascades can be simulated. As Auger electrons
are supposed to play an important role in this process, focus has been given on the evaluation
of the emission of Auger electrons and cascades inside metallic NPs. Description of resulting
damage of ions and electrons inside water (as a tissue equivalent material) is possible using
the radial dose distribution. This allows to perform simulations for metallic nanoparticles and
to estimate their impact when used in radiotherapy. A publication about TRAX calculations
concerning the effect of metallic nanoparticles in combination with ion beam irradiation is in
preparation [Waelzlein2013b].
In the following TRAX simulations, a monoenergetic proton source with 80MeV has been used.
The NPs used in the simulations have a radius of either 2 nm or 22 nm and have been sur-
rounded by a hollow water sphere. These values have been chosen according to experimental
data [Polf2011] and the energy is a typical value inside the spread out Bragg peak. The nanopar-
ticle sizes are supposed to result in a high cellular uptake. The water sphere has an inner radius
of 2.1 nm or 22.1 nm respectively and an outer radius of 1µm. The outer radius corresponds
roughly to the diameter of a biological cell nuclei. The proton source has been spatially dis-
tributed across a thin disk with the same diameter as the NP. To evaluate the pure effect of
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proton irradiation on the NP, the source has been placed in a vacuum of 0.1 nm thickness be-
tween the inner NP sphere and the outer water sphere. Proton projectiles hit the NPs in straight
forward direction while covering the whole surface of the NP. Fig. 7.1 shows a sketch of the
geometry used for the simulations.
Figure 7.1: Sketch of the geometry used for TRAX simulations.
7.1 Auger electron energy distributions
Auger electron production in several high Z metallic materials is evaluated for NPs consisting of
Au, Pt and Gd. Fig. 7.2 shows histograms as a function of energy for produced Auger electrons
in r=22nm NPs after incidence of 80MeV protons. Auger electrons are recorded with their
initial energies (before suffering inelastic collisions) at the point of creation, neglecting possible
energy losses during their transport through the NPs. The overall yield is much higher for Au
and Pt than for a Gd NP. The integrated energy of Auger electrons created per projectile further
fortifies this observation. Gd Auger electrons have an integrated energy of 11 eV which is much
lower than the integrated energy for Au (52 eV) and Pt (76 eV).
Analyzing the amount of created Auger electrons per projectile for the different NP materials,
shows that for Pt and Au the number of ionizations is enhanced compared with Gd, and the
enhancement in Auger electron yields is even larger. Table 7.1 compares for Au, Pt and Gd NPs
with r=22nm and proton projectiles with 80MeV, the number of ionizations, total cumulated
number of produced Auger electrons (including cascades), number of single Auger electrons
and number of produced photons per incident projectile. The number of produced X-rays per
projectile is extremely small which shows their insignificance. X-rays can be produced in com-
petition to Auger electrons after an ionization event. The current TRAX version does not follow
the transport of photons, which is justified for these simulations as the X-ray contribution is less
than 0.1% in this simulation, even for high Z materials. Pt shows the highest ionization and
Auger electron yield in this comparison. Due to the presence of Auger electrons, the number of
secondary electrons is enhanced by a factor of about 10% in the case of Pt, but only about 2%
in the case of Gd. Comparisons for the Auger electron yields as a function of cascade size are
presented in Fig. 7.3.
Figure 7.2: Initial energy spectra of Auger electrons created in various materials after incidence
of 80MeV protons on a r = 22 nm NP. Considered are Auger electrons created any-
where in the full NP with their initial energies. Upper left: Au. Upper right: Pt.
Bottom: Gd, which shows yields lower by an order of magnitude. Integrated ener-
gies for all produced Auger electrons with initial energies up to 3 keV are shown per
projectile.
Figure 7.3: Yield of Auger electrons created in various materials after incidence of 80MeV pro-
tons on a r = 22 nm NP. The yields are shown for single Auger electrons and cascades
as a function of the size of the cascade.
material ionizations primary Auger e  all Auger e  photons
Au 10.0 0.85 0.91 0.001
Pt 16.5 1.46 1.61 0.0002
Gd 7.7 0.13 0.13 0.00008
Table 7.1: Number of ionizations, number of primary Auger electrons and produced Auger elec-
trons including cascades per incident 80MeVp projectile on a r = 22 nm NP. Auger
electrons created by secondary electrons are included. For Gd, almost only primary
Auger electrons are created.
7.2 Secondary electron spectra outside the NP
For a possible local dose enhancement in the tissue surrounding the NPs, secondary electrons
created inside the NPs have to escape. Evaluations of the energy spectra of secondary electrons
escaping the NP have been made after having suffered transport collisions inside the NP. The
spectra are compared with and without the consideration of Auger electron production. Addi-
tionally, electron spectra have been evaluated by replacing the metallic NP with water or water
with the same density as the metallic material. This is designed to show differences through
an enhancement in electron yields in the presence of a metallic NP in tissue. Water is used as
a tissue equivalent material. The comparison with the artificial "dense water" is used as a ref-
erence to distinguish between pure density effects and real differences arising from the specific
properties of the metallic material. Fig. 7.4 shows secondary electron spectra for Pt, Au and Gd
where significant differences can be observed.
The spectra of Au and Pt show similar Auger electron distributions. Several transitions are visi-
ble at energies below 100 eV and a few additional Auger electrons at around 200 eV and around
2 keV. The spectra for Gd show dominant Auger transitions around 150 eV and slightly below
1 keV which can be identified by two prominent edges. From the edge at 150 eV, a long tail
towards lower energies can be observed which is caused by Auger electrons created anywhere
in the Gd NP. Depending on their creation point, they lose different amounts of energy during
their transport to the surface of the NP. As Gd has high excitations cross sections for low energy
electrons, these electrons are easily absorbed. Therefore, in the region below 20 eV, Gd shows
no enhancement for the electron yield compared to water. For Pt and Au, clear enhancements
are visible compared to water in the same energy region.
7.3 Radial dose distributions
The resulting excess dose distribution from electrons escaping the NP can be evaluated in sur-
rounding water using radial dose distributions. Rather than analyzing the radial dose inside
a cylinder along the ion track, the radial dose has been analyzed in spherical shells around
the center of the NP. This kind of dose distribution allows to study local dose enhancements
close to the NPs as a function of distance from the NP. In analogy to the secondary elec-
tron spectra, NPs which have been placed inside the surrounding water, have been replaced a
sphere of water (⇢=1g/cm3) and by a sphere consisting of dense water (⇢= ⇢Fe=7.874 g/cm3,
⇢Ag=10.49 g/cm3, ⇢Gd=7.901 g/cm3, ⇢P t=21.09 g/cm3 or ⇢Au=19.3 g/cm3 respectively) for
comparisons. The simulations are again performed for NPs with r=22nm and protons with
80MeV. Additionally, 2MeV and 300MeV have been chosen as projectile energies to cover the
whole energy range which can be present along the penetration depth of protons used for ra-
diotherapy. The higher energy corresponds to the entrance energy of protons for deep seated
tumours while the lower energy corresponds to the Bragg peak region, close to the final stop-
ping of proton projectiles. Fig. 7.5 shows radial dose distributions outside various metallic NPs
in comparison with water and dense water. Pt and Au appear to be the most efficient materials
in terms of dose enhancement, followed by Ag and Gd. In the vicinity of these NPs, an obvious
dose enhancement is visible up to radial distances of around 50nm from the center of the NP.
These 50 nm correspond to a radial range of around 18nm outside the NP as the dose evaluation
has been performed outside the NP starting at r=22.1 nm. The results for 2MeV and 300MeV
protons are qualitatively the same as for 80MeV protons, showing an overall enhancement of
local dose for metallic NPs, where Au and Pt lead to the highest enhancement compared with
water or dense water. Quantitatively, the overall dose has been enhanced for 2MeV protons but
the enhancement has been equal for the metallic NP and the water replacement. Therefore the
result is just changed by scaling factors due to different cross sections for the proton projectiles
at different velocities. For 300MeV the doses are reduced accordingly.
The same simulations have been repeated using smaller NPs with a radius of 2 nm. Results are
shown in figure 7.6 and are qualitatively the same as for NPs with a radius of 22 nm. A dose
enhancement is visible at radial distances up to around 5nm away from the metallic NPs for
all materials except Fe. The enhancement is maximal for Au and Pt. In the simulation results
the range of dose enhancement outside the r=2nm NP is smaller than for a r=22nm NP. This
might be caused by statistical reasons. For the same number of projectiles incident on a NP
with a certain size, the buildup of higher energetic secondary electrons can be incomplete for a
small NP. From physical considerations it can be concluded that for 80MeV protons secondary
electrons with energies up to around 160 keV can be produced. The maximum energy present in
the simulated secondary electron spectra depends on a combination of the choice of the target
thickness and the choice of the number of incident projectiles. Low energetic electrons are much
more probable to be created than high energetic electrons. For a nanoparticle with a radius as
small as 2 nm, the maximum energy of possibly created secondary electrons, which is the least
probable to be sampled in the simulation process, requires an extreme high numbers of incident
projectiles to be visible in the simulation results.
7.4 Protons versus electrons
Electrons with the same velocity as protons are expected to have a roughly similar behaviour
when interacting with matter. Due to different masses and charges, differences can be never-
theless existing. Therefore, simulations have been compared for 80MeV protons with electrons
with an energy of 44 keV, which have an equal velocity. To evaluate differences between elec-
trons and protons, the total and shell specific ionization cross sections have been compared for
gold as an exemplary target material. The ionization cross sections are responsible for the yields
of secondary electrons through primary ionization events and indirectly, for the yields of Auger
electrons. The cross sections are shown in Fig. 7.7, as well as the yield of ionized shells leading
to Auger electron creation and the accumulated yield of produced Auger electrons as a function
of their initial energy. Most of the Auger electron cascades stem from primary ionizations of
intermediate electron shells. Larger Auger electron cascades can be produced after ionization
of inner electron shells. From the comparison, it has been observed that total ionization cross
sections are higher for protons than for electrons at the same velocity. For certain subshells,
electron cross sections can exceed the proton cross section, e.g. for shell 10 and 11. For shell
number 15 and 16, proton cross sections are higher, leading to an enhanced number of Auger
electrons emitted after the ionization of these shells. Resulting Auger electron yields are higher
for proton projectiles than for electron projectiles for transitions with energies around 65 eV.
Electrons lead to a higher yield of Auger electrons with energies around 35 eV. These transitions
can be related to primary ionizations of shell 10 and 11, for which electron subshell ionization
cross sections exceed those for protons.
In addition to the comparison of Auger electrons created by protons or electrons with the same
velocity, secondary electron spectra and radial dose distributions have been compared. Fig. 7.8
shows evaluations for a small NP with r=2nm. It could be observed that for electrons, the
Auger effect plays a bigger role in enhancing the dose near the NP than in the case of pro-
tons. However, the question is, if these differences are justified, as the ionization cross sections
used for protons incident on all target materials (besides H2O) rely on the Binary Encounter
Approximation (BEA) [BoVr1970], which is known to overestimate the emission of very low
energy electrons. However, the differences between secondary electron spectra created from
metallic NPs in comparison to those from a H2O NP remained, even when the cross sections for
H2O are calculated with BEA as well. Therefore, these tentative results showing a local dose
enhancement in the vicinity of a metallic NP are supposed to be valid.
Figure 7.4: Spectra of electrons escaping a NP (r =22 nm) are shown with histograms in black.
From top to bottom, simulations are shown for Pt, Au and Gd, respectively. The NPs
have been irradiated with a disk source of 80MeV protons covering the whole NP.
For further comparisons, the metallic NPs have been replaced by water (⇢=1g/cm3,
lightblue histogram) and water with the same density as the metal (green). Red
histograms represent simulations neglecting Auger electrons.
Figure 7.5: Radial dose distribution evaluated in spherical shells of 80MeV protons hitting a
nanosphere (r=22 nm) consisting of either Fe, Ag, Gd, Au, Pt, H2O or H2O with the
densities of the corresponding metals. The dose has been evaluated in water sur-
rounding the nanosphere. The radius is measured from the centre of the NP. The
e ect of an enhanced dose in the presence of a metal NP is maximal in the case of
Au and Pt. The bottom figure on the right hand side compares the doses created by
all metal NPs.
Figure 7.6: Radial dose distribution evaluated in spherical shells of 80MeV protons hitting a
nanosphere (r=2 nm) consisting of either Fe, Ag, Gd, Au, Pt, H2O or H2O with the
densities of the corresponding metals. The dose has been evaluated in water sur-
rounding the nanosphere. The radius is measured from the centre of the NP. The
e ect of an enhanced dose in the presence of a metallic NP is maximal in the case of
Au and Pt. The bottom figure on the right hand side compares the doses created by
all metal NPs.
Figure 7.7: In the upper picture on the left hand side, total ionization cross sections for Au and
electron or proton projectiles are shown. The projectiles are shown with their rela-
tivistic beta-factors to compare electrons and protons with equal velocities. A dashed
vertical line indicates the beta-squared value corresponding to 80MeV protons or
44 keV electrons. Shell specific ionization cross sections are shown exemplarily for
shells 2, 10, 15 and 19. The upper picture on the right hand side shows ionized shells
leading to at least a single Auger electron creation. The lower picture shows pro-
duced (not necessarily escaping) Auger electrons inside a r = 22 nm Au NP are shown
per projectile for 80MeV protons (red) and 44 keV electrons (blue).
Figure 7.8: In the upper panel, secondary electron spectra of electrons escaping a r = 2 nm NP
are shown. The lower pictures show the radial dose distribution evaluated in spher-
ical water shells outside the NP. On the left hand side, the simulations have been
performed for 80MeV proton projectiles, while on the right side, 44 keV electrons
hit the NP. In all simulations, the NP has either been gold (red histograms), water
(light blue) or dense water (green). For comparison, the black histograms represents
simulations without Auger electrons.

8 Summary and Outlook
8.1 Description of radiation transport
One of the aims of this thesis is an improved description of low-energy electron creation and
transport in various solid target materials. Ions traversing a material produce a large amount
of secondary electrons with low energies which can cause a high local damage. To analyze the
effects of ion irradiation, the emission and transport of electrons has to be understood with high
accuracy. Describing the transport is a necessary prerequisite to predict damage through ion
or electron irradiation on the nanometer scale which is important for various aspects ranging
from radiobiology to detector efficiencies. The single interaction track structure MC code TRAX
is perfectly suited to study electron interactions down to very low energies. Needed input are
appropriate interaction cross sections, which are scarce for energies below 1 keV. Nevertheless,
complete sets of electron cross sections down to energies as low as a few electron Volts
have been compiled and assessed for a broad range of target materials ranging from low-Z
materials like carbon, to high Z-materials like gold. The cross sections cover elastic scatter-
ing, ionization of sub-shells, electronic excitation and plasmon excitation. The collected sets
have been used for simulations with the MC code TRAX and allow to study electron transport
in detail. As far as existing, experimental data for electron stopping power, transmission and
backscattering have been used to validate these cross sections. Comparisons with experimental
data show that for electrons below 1 keV, very few or inconsistent data exists for backscatter-
ing and transmission. Basic experiments, measuring electron transmission spectra for primary
electron energies below a few keV incident on thin solid state foils (e.g. Al, Fe, Ni, Ag, Au),
would be helpful as further benchmarks. The extended code considers Auger electron emis-
sion and transport in detail which is important for comparisons with measured secondary
electron energy spectra. A further extension allowed to handle non-uniform targets, a feature
which can be important for the description of solid state targets, especially for carbon targets.
This may be an important application also for diamond detectors. The extended TRAX code
allows to reproduce data from GSI’s Toroid electron spectrometer. However, a comparison of
absolute yields has not been possible due to uncertainties in experimental scaling factors. The
overall good agreement with TRAX calculations justifies the neglection of more "exotic" solid
state effects such as track potentials [Schiewietz1992], electron jets [Zäpfel2002] and wake ef-
fects [RoGe2006]. Besides plasmon excitation, all interaction cross sections are based on single
particle collisions. However, with the consideration of non-uniform targets, an important solid
state feature has been considered which is necessary to reproduce experimental data for car-
bon targets. Further evaluations concerning Auger electrons revealed that the usage of Auger
electrons as probes for electron emission and transport is limited to target thicknesses of a few
nanometers. Nevertheless, TRAX is able to follow the whole tracks of Auger electrons, which al-
lows to interprete Auger electron spectra emitted from a thicker target. As most Auger electrons
stem from the surface, care should be taken to avoid contaminations in experiments.
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8.2 Microscopic damage
Being able to follow the transport of low-energy electrons allows to predict microscopic damage.
The local damage can be described in terms of a radial dose distribution. While different meth-
ods to obtain the radial dose distribution differ in their results at radii below a few nanometers,
MC calculations should provide a physically realistic result for the radial dose at nanometer
distances.
Several aspects have been evaluated that have an impact on nanoscopic damage, like the elastic
scattering of the primary ions which leads to a natural diffusion of the innermost part of the
radial dose distribution. The consideration of discrete interaction distances in solids shows
that the choice of a minimum radius for the radial dose distribution below interatomic or inter-
molecular distance is not considered to be realistic. Another aspect that has been evaluated is
the diffusion of radicals. The coordinates of energy deposition events by excitation and ion-
ization have been randomly shifted following a Gaussian distribution with a constant diffusion
width of  =4nm (according to [Elsässer2008]), which changed the radial dose profile consid-
erably at low radii. An extension to directly follow radical production and recombination could
help to explain the Oxygen Enhancement Ratio effect [Barendsen1966] for particle therapy on
the track structure level, i. e. as a function of LET.
Moreover, the impact of the cut-off energy value for electrons on the radial dose distribution
has been evaluated. In the case of water as a target material, reducing the cut-off value from an
already low value of 11.5 eV down to 7.4 eV or even down to 1.7 eV has a large impact on the
radial dose distribution in the sub nanometer region. Considering a MC cut-off value of 50 eV
or 100 eV (as used e.g. in PENELOPE [Salvat2003]), differences become even larger. Provided
accurate cross sections for this energy region are given, the cut-off value should be chosen as
low as possible for the evaluation of the radial dose. However, considering electrons with en-
ergies as low as a few electron Volts might make it necessary to consider effects like quantum
interference. This effect might play a role if the de Broglie wavelength of an electron becomes
comparable to interatomic distances. The consequences are so far not quantifiable.
E. g., LEM can be used to predict biological damage of ion irradiation in terms of RBE values.
It relies on radial dose distributions as input parameters with a rmin value of 0.1 nm . LEM is
very sensitive on dose values at small radii.
However, calculating a radial dose distribution with a MC simulation down to a minimum ra-
dius rmin on the nanometer scale leads to conceptual problems. A dose is an average value for
an energy deposition per unit mass. Considering small volumes by the choice of a small value
for rmin, the volume of consideration might contain only a few single molecules. The energy
depositions in this volume would be accumulated to single molecules. Calculating an average
dose for a single molecule is not reasonable. Considerations of local energy depositions rather
than the calculation of a local dose would be appropriate. To predict the biological damage
of ions in radiotherapy, a full simulation covering single inelastic interactions rather than us-
ing an average radial dose distribution might be necessary. This might be also true for radial
dose calculations concerning detector efficiencies, e.g. for TLDs. If the radial dose value at
sub nanometer distances has to be known, all physical effect have to be considered, including
the fact that ions passing the dosimeter can scatter elastically changing their initial travelling
direction.
8.3 Metallic nanoparticles in combination with ion beam radiotherapy
TRAX now allows to study Auger electron creation and transport in all details, which is why it
is perfectly suited to examine the importance of Auger electrons and cascades emitted in metal-
lic nanoparticles under ion or electron irradiation. This aspect has so far not been studied for
ion beam irradiation by theoretical calculations. For protons incident on metallic nanoparti-
cles, a local dose enhancement of up to a factor of 2 can be found for energies 2MeV, 80MeV
and 300MeV. The most beneficial materials seem to be Au and Pt, followed by Gd and Ag.
However, the enhancement is only partially due to Auger electron cascades. Even though cas-
cades can comprise many electrons, most significant dose contributions stem from single Auger
electrons. TRAX allows to obtain detailed information about produced Auger electrons in all
considered materials. Quantitative and qualitative differences have been observed. While Au
and Pt nanoparticles emit many Auger electrons at energies well below 100 eV, Auger electrons
emitted from Gd are higher in energy but have a significantly lower yield. Moreover, for Au
and Pt nanoparticles, a generally enhanced low-energy secondary electron yield causes addi-
tional dose contributions. These tentative studies show the potential to use Pt, Au, Gd and Ag
nanoparticles as dose enhancing agents in ion beam radiotherapy.

9 Appendix
9.1 Radial dose calculations for TLDs
The radial dose at distances a few nanometer away from an ion track is of crucial knowledge
for dosimetry using condensed phase detection systems like thermoluminescence dosimeters
(TLDs). TLDs provide a high spatial resolution and do not disturb the radiation field. To obtain
the efficiency of these dosimeters, the radial dose serves as an input parameter. Especially the
region of a few nanometers around the ion track is of high importance as the dose response of
TLDs usually saturates at doses of a few Gray up to a few thousand Gray. Therefore TLDs are
susceptible to high dose levels which can be found inside the core of an ion track. TLDs respond
nonlinearly due to the saturation effects. Hence, the radial dose distribution has to be known
with high precision, escpecially for low energetic ions with high atomic numbers.
Most TLDs are based on LiF. The radial dose profiles of ions incident on LiF can therefore be
used to calculate the efficiency of these detectors [Horowitz1984, Horowitz2001]. Usually,
radial dose calculations are performed in water which are scaled with the density of LiF.
To obtain radial dose calculations for TLDs, without having to scale results for water, cross
sections for LiF have been assessed. As cross sections for LiF itself have not been available, cross
sections for Li and F have been calculated separately and combined using the Bethe summing
rule:
 (LiF) =  (Li) + (F) (9.1)
Lithium
Electronic excitation cross sections for lithium have been compiled from calculations using the
ACE code. Ionization has been calculated using the BEB. Elastic scattering cross sections have
been obtained from screened Rutherford calculations.
ACE does not only provide excitation cross sections based on distorted wave approximations,
but also ionization cross sections. The total stopping power derived from a summation of con-
tributions from ACE excitations and ionizations based on the BEB is higher than the NIST values
which are supposed to be appropriate at high energies. Stopping power values considering ACE
ionization cross sections are supposed to provide a better agreement. As BEB cross sections
are supposed to be suitable for the ionization of electrons over a larger energy range, a possible
choice of inappropriate input parameters might be assumed (B or U values) to explain deviations
in the resulting stopping power.
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Figure 9.1: Cross sections for the 2s-2p electron excitation of Li. ACE calculations are compared
with calculations provided on the NIST [NIST] webpage as well as existing experi-
mental results mentioned by NIST. ACE cross sections are based on distorted wave
approximations and NIST cross sections on plane wave Born approximations which
have been scaled in order to be more suitable for low energies.
Figure 9.2: Complete set of cross sections for electrons on Li.
Figure 9.3: Comparison of values for stopping power of electrons on Li.
9.1.1 Fluoride
Electronic excitation cross sections for fluoride have been compiled from calculations using the
ACE code. Ionization has been calculated using the BEB. Elastic scattering cross sections have
been obtained from screened Rutherford calculations.
Figure 9.4: Cross sections for electrons on F
Figure 9.5: Comparison of values for stopping power of electrons on F
9.1.2 Lithiumflouride
The cross sections for lithium and flouride have been summed to obtain cross sections for LiF.
Figure 9.6: Cross sections for electrons on LiF
Figure 9.7: Comparison of values for stopping power of electrons on LiF. TRAX stopping powers
include contributions from ionization (i) and excitation (x). In total, 43 excitation
channels from Li and F are considered from ACE calculations.
9.1.3 Radial dose calculations
TRAX simulations have been performed to determine the radial dose of 0.65MeV/u He ions
in LiF and H2O. TRAX calculations use an electron cut-off energy of 10 eV. For the calculations
in LiF, electron cross sections mentioned in this sections have been used. Cross sections for
ionization by helium ions are based on BEA. To account for excitations by the helium ions,
excitation cross sections for electron projectiles have been scaled. For TRAX calculations scaled
from H2O, the results for the radial dose distribution have been multiplied by a factor of 2.19 to
account for differences in density to LiF.
The calculations mentioned in [Horowitz2001] are based on MC calculations in LiF, where a
cut-off energy of 50 eV has been used. The radial dose profile shown in comparison to TRAX
calculations in Fig. 9.8 has been digitized from a plot shown in [Horowitz2001]. This radial dose
profile has been calculated by a code mentioned in [Avila1996, Avila1999]. The calculations are
based on the dielectric formalism to account for solid state features in LiF.
Figure 9.8: Comparison of radial dose distributions for 0.65MeV/u He ions in LiF and H2O.
9.2 Complete sets of electron cross sections
Complete sets of electron cross sections are shown for carbon and gold. They show the relevance
of excitation at low energies compared to ionization which becomes more important as a source
of energy loss at higher energies.
Figure 9.9: Complete set of cross sections for electrons incident on carbon.
Figure 9.10: Cross sections for electrons on gold.
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