Abstract-Quadratic stability has enabled, mainly via the linear matrix inequality framework, the analysis and design of a nonlinear control system from the local matrices of the system's Takagi-Sugeno (T-S) fuzzy model. It is well known, however, that there exist stable differential inclusions, hence T-S fuzzy models whose stability is unprovable by a globally quadratic Lyapunov function. At present, literature in the broader area of stability analysis suggests piecewise-quadratic stability as a means to avoid such conservatism. This paper generalizes the idea and proposes a framework that supports less conservative sufficient conditions for the stability of the T-S model by using piecewise-quadratic generalized Lyapunov functions. The advocated approach results in the formulation of the controller synthesis, which, herein, aims for robust stabilization, as a problem of bilinear rather than linear matrix inequalities. Simulation studies, which include an algorithm for solution of bilinear matrix inequalities, demonstrate the proposed method.
I. INTRODUCTION

L
YAPUNOV functions have been the main tool for the methodology of analysis and design of control systems that uses Takagi-Sugeno (T-S) fuzzy models. Because T-S models are differential inclusions, most methods of fuzzy-model-based control naturally resort to stability by means of a globally quadratic Lyapunov function [1] - [7] . This approach seeks a positive definite (p.d.) matrix that satisfies the Lyapunov inequality for each linear subsystem of the T-S model. The appeal of this idea lies in the formulation of the stabilization problem as a convex optimization program with linear matrix inequality (LMI) constraints [8] . Interior point algorithms for solving such convex programs in polynomial-time are indeed available as part of computer-aided design (CAD) software, for example, [9] . There are, however, examples of stable differential inclusions whose stability is unprovable by a globally quadratic Lyapunov function [10] , [11] . Quadratic stability is restrictive because it requires that a set of global constraints, the Lyapunov inequalities, holds with a common p.d. matrix.
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wise-quadratic Lyapunov functions have found application in the analysis of hybrid systems, whose dynamic behavior changes discretely in accordance with a partition of their state space. To reduce conservatism, this line of research relaxes the Lyapunov inequalities by taking into account the state-space partition and using the -procedure [10] . The feasibility of the resulting problem, however, still depends on the existence of a single matrix that satisfies a set of LMIs.
Because the relaxation of the Lyapunov inequalities implies a priori knowledge of the state-space partition, the aforementioned approach is, in general, unsuitable for T-S fuzzy models. To treat such models, the main objective of this paper is the development of a piecewise-quadratic stability method where the partitioning of the state space is intrinsic. The approach we take has more similarities to the idea of combining several Lyapunov functions presented in [13] . The basis of our method is the requirement that each component of a multiple function satisfies the Lyapunov inequality for the T-S model inside only a subset of the state space. For a piecewise-quadratic multiple function, whose components are, in effect, constant matrices, verification of the above requirement implies solving for a set of matrices instead of a single matrix, as with quadratic stability. Moreover, our method leads to a nonconvex optimization program that is subject to bilinear matrix inequality (BMI) rather than LMI constraints. BMIs have emerged in many control system synthesis problems unamenable to LMIs [14] . Unlike their LMI counterparts, the BMI problems are NP-hard, i.e., it is unlikely to find polynomial-time algorithms for their solution [15] .
The problem formulation follows next. Therein, to analyze stability using nonsmooth (e.g., piecewise quadratic) functions, we employ the concept of the generalized Lyapunov function. In Section III, we use the T-S fuzzy model to approximate nonlinear systems in the presence of uncertainty. Section IV presents the main result of our paper: synthesis of robust stabilizing controllers, based on T-S models, via BMI optimization. In Section V, we demonstrate the above result and the solution of the associated BMI on simulation examples. The paper concludes with Section VI.
II. PROBLEM FORMULATION
Consider nonlinear systems described by (1) where is sufficiently smooth in and affine in . Let a piecewise continuous function be an input to (1 is a trajectory of (1), if for each such that is defined, satisfies (1). In the presence of control discontinuities, it is possible that certain trajectories exist only for finite .
To establish stability using nonsmooth Lyapunov functions, we review the concept of the generalized Lyapunov function [16] . Herein, we obtain a global generalized Lyapunov function after we find its restrictions to a certain collection of subsets of . For , we denote as Int the interior of and Bdy its boundary [17] . Let be the index set and consider a collection of closed subsets of such that: 1) 0 , ; 2) ; and 3) Int , for . In the sequel, we refer to such collection as a partition of . Let us define and note that ; thus, is either a hypersurface in or the singleton . The following lemma constitutes the basis of the piecewisequadratic stability framework that we develop hereafter.
Lemma 1: Let be a partition of . A continuous function is a generalized Lyapunov function for the system (1), if it is continuously differentiable on and, for each , its restriction to , , satisfies the properties i) and ii) with replacing , and iii) For each , there exists some such that . Proof: Given in the Appendix. In this paper, we address the stabilization of (1) using controls in the following feedback form:
. Existence of a global generalized Lyapunov function for the system (1) when the controls are in the feedback form implies that the closed-loop system, , is globally asymptotically stable (g.a.s.) [16] .
III. UNCERTAIN T-S FUZZY MODELS
Let be arbitrarily large but compact. There exists a T-S fuzzy model that approximates the vector field of the system (1) inside the compact set [18] . Such model assumes the form (2) where the uncertainty , satisfies the sector bounds (3) and consolidates perturbations due to modeling error as well as parametric variations. For the matrix-valued functions and , we have and (
The Fuzzy Basis Functions (FBFs) are given by (5) where are the Fuzzy Membership Functions (FMFs). By definition, the FBFs satisfy and (6) for each . Thus, and where denotes the convex hull. The pairs are known as the local (linear) models, the FBFs, , are also referred to as the interpolation functions, and the FMFs, , represent the local model validity functions. The controllability of each pair is prerequisite for the solvability of the synthesis problem of the next section.
Herein, we use (2) to design a stabilizing controller for the system (1). Because the model (2) is invalid outside , such approach needs to guarantee that a stabilized trajectory never leaves . Consider to be a generalized Lyapunov function associated with (2). Let , , and . It is readily seen that . At the same time, is an invariant set, i.e., if , then , for all . Therefore, all closed-loop trajectories that start in remain in . By selecting the geometry of , one is able to enlarge . With this in mind, we present our results omitting the restriction .
IV. FUZZY-MODEL-BASED CONTROL
Using the fuzzy model (2), we write the closed-loop system as follows: (7) where satisfies the sector bounds (8) The following lemma provides a sufficient condition so that (7) is (robustly) g.a.s. The underlying generalized Lyapunov function is piecewise quadratic. For brevity, we introduce the following notation:
, where is sufficiently smooth on , , and a con- (7), subject to (8), is g.a.s.
Proof: Given in the Appendix. To use Lemma 2 as an analysis tool for T-S fuzzy models, the partition needs to be available. In addition, for to be continuous, it is necessary that , for each , . To meet both of the above requirements, we construct the candidate generalized Lyapunov function as follows: (9) The above piecewise quadratic form defines the partition where (10) Note that such -otherwise the corresponding is superfluous in the right-hand side (RHS) of (9). Moreover, for , it follows that ; thus, the candidate function (9) is continuous. Using the candidate function (9), we have, in effect, coupled the sufficient condition of Lemma 2 with the formation of the state-space partition (10) . The aforementioned coupling leads to the relaxed form of Lemma 2 delineated later in the paper.
To obtain a synthesis result, the state-dependent gain , which, in general, is discontinuous on , , requires additional structure as well. Herein, we assume that the gain matrix switches between constant matrices as follows: (11) It is possible that the variable structure controller (11) results in a system with sliding surfaces, where trajectories from either side flow toward the switching surface. Since (7) no longer holds on a sliding surface, a trajectory that flows toward such surface is well defined only until it reaches the surface. In the sequel, we consider the general case of trajectories that are defined for all . Those trajectories that stay on a sliding surface and hence are undefined after time can be treated as a special case using the approach of Filipov.
The next theorem formulates the synthesis of a robustly stabilizing controller for the system (2) as BMI problem. The definition of the following symmetric matrix facilitates presentation (12) Theorem 1: Consider the system (2), whose T-S fuzzy model is the expansion (4), and the switching controller (11) , where the 's are according to the partition (10). Suppose there exist , , , and , , , such that (13) Then, the closed loop (2) and (11), subject to (8), admits (9) as a global generalized Lyapunov function; thus, it is g.a.s.
Proof: Given in the Appendix. For brevity, let us consolidate the matrix inequalities (13) in a single one as follows: (14) where is the block-diagonal matrix that comprises each LHS of the total of matrix inequalities in (13) and , , . As with LMIs, we determine the feasibility of the matrix inequalities (14) by solving for the unknown variables , , and the following problem:
where denotes the maximum eigenvalue. From (13), it is clear that the unknown matrices enter (14) in terms such as and ; thus, the matrix-valued function is bilinear. Therefore, the above formulation leads to BMI optimization, a nonconvex programming problem. Nonconvexity implies existence of local minima and, naturally, has led to the development of local optimization approaches, for example, [19] . Other works use branch and bound algorithms and have resulted in global optimization methods for the BMI [20] , [21] . In the following section, we solve a BMI problem using an algorithm that treats the BMI as a double LMI.
V. SIMULATION STUDIES
First, we show that the proposed method is able to prove the stability of a T-S fuzzy model whose local linear systems have no common Lyapunov function. Second, we illustrate the proposed robust stabilization method as well as an algorithm for solving the resulting BMI problem using the inverted pendulum on a cart.
A. Comparison of the BMI with LMI Method
Consider the T-S fuzzy model below where which is stable for all . The stability of the model is independent of the shape of the FBFs . It can be verified that the LMI constraints are infeasible, i.e., there exists no common positive definite matrix ; thus, the LMI method fails to predict the stability of the T-S fuzzy model. The method of this paper, however, is successful in proving that the system is stable. Indeed, the BMI constraints (13) or, equivalently, are feasible. For example, the positive definite matrices and the numbers satisfy the BMI. Therefore, using Theorem 1, we infer that the T-S fuzzy model at hand is stable.
B. Stabilization of the Inverted Pendulum on a Cart
Consider the following T-S fuzzy model of the inverted pendulum on a cart [4] where , the angular displacement of the axis of symmetry from the upward vertical equilibrium, the angular velocity, the external force on the cart, and . The above matrices are Each FBF, , is obtained by substituting into the definition (5) the FMFs Herein, we take into account uncertainty in the input matrix through the perturbation term where ; thus, satisfies the sector bound (3). To maintain the pendulum in its upward vertical position, we synthesize a state-feedback controller that stabilizes the above T-S fuzzy model against sector-bounded uncertainty, whose measure is . We use the variable structure controller and the associated generalized Lyapunov function where and are dominant in and , respectively. From Theorem 1, we find and by solving the BMI (13), which, using the notation of (14) , assumes the following form:
As mentioned earlier, is bilinear in and -the subscripts are omitted for brevity. Therefore, if is fixed, finding becomes an LMI problem and vice versa. Table I depicts a summary of the algorithm that solves the BMI as a double LMI, known as alternating minimization [19] .
In the simulation runs that follow, we investigate the effect of the magnitude of the input vector uncertainty on the behavior of the closed loop by designing the variable structure controller twice for and , respectively. Table II summarizes the results of the BMI optimization for the two cases of input uncertainty. The simulation runs, wherein we use a (discrete) random variable on the set to generate , reveal two patterns of closed-loop behavior.
For , Fig. 1 shows a single switching between and along a stabilized state trajectory. This is evident from the plot of the control effort as well-the time gap facilitates presentation. After s, the closed-loop state vector is in the vicinity of the origin. Fig. 2 depicts the partition of the state space and shows the relationship between the switching action and the regions and , where and are, respectively, dominant.
In the case of , the stabilized state trajectory of Fig. 3 shows infinite albeit countable switching between and . Because the input uncertainty is larger, stabilization requires larger feedback gains, which, in turn, result in the sawtooth pattern. The faster switching pace is also evident from the remaining plots on Fig. 3. Finally, Fig. 4 depicts the state-space partition into and along with two stabilized state trajectories.
In the final simulation runs, we demonstrate the synthesis of feedback gains for prescribed decay rate . To incorporate the decay rate into the BMI constraints (13), we add the term to the (1,1) entry of the matrix in (12) . For the purposes of this demonstration, we set and solve twice the BMI (13) without any specification on the decay rate, i.e.,
, and with decay rate , respectively. Fig. 5 shows that the latter solution leads to a faster response for the pendulum's position .
VI. CONCLUSION
In this paper, we proposed the synthesis of nonlinear control systems using the T-S fuzzy model and piecewise-quadratic generalized Lyapunov functions. By means of such multiple Lyapunov functions, our method solves for a set of matrices that individually verify the derivative condition on a well-defined subset of the state space. Stability by a quadratic common Lyapunov function, which searches for a single matrix that satisfies the Lyapunov inequality for each vertex of the T-S convex hull, is a special case of the proposed method. The resulting optimization problem is nonconvex for it is subject to BMIs rather than LMIs. From the computational complexity point of view, solving the BMI problem amounts to a more difficult task. The proposed framework, however, is as general as its LMI counterpart and provides, as well, for the development of other control design techniques and methods such as observer-based state feedback and optimal control.
APPENDIX
Proof of Lemma 1: Clearly, i) and ii) are also properties of . Furthermore, for each , , we have . Therefore, from iii), it follows that property iii) holds for each initial state . The gradient however, is undefined on the hypersurfaces that form the , such as , . Suppose that , then evolves inside, say, before it crosses another boundary; thus, for small , . In addition, let us select such that property iii) holds at . For small , consider the control on with . By continuity of and on , we are able to choose small enough so that for all . Therefore, for all . Moreover, as , , hence, . In turn, for all .
Proof of Lemma 2:
The restriction of the candidate generalized Lyapunov function to , , is proper and positive definite. Thus, for stability of the closed loop (7) it suffices that satisfies property iii) with , i.e., for all , where satisfies the sector bound (8) . Equivalently, for each ,
where is some multiple of and, rewriting (8)
Applying the -procedure [8] , we find that (15) holds for all and satisfying (16) , if there exists such that, for each , as shown in the first equation at the bottom of the next page. For some , let and the above inequality stems from the hypothesis of the theorem.
Proof of Theorem 1: From Lemma 2, the candidate function (9) is a generalized Lyapunov function if, for each , , and any Substituting the matrices and by their respective T-S expansions in (4), the above inequality becomes From the properties of the FBFs in (6), the above holds if for all such that and any . Using the -procedure [8] , the preceding conditions follow, if there exist such that as shown in the second equation at the top of the page. The next step is necessary to eliminate the quadratic term from the above inequality and convert it to a BMI in the unknowns , , and . Employing the Schur complement lemma [8] , we have (17) Writing as applying the Schur complement lemma once more, and using (12) , (17) is equivalent to (13) , the hypothesis of the theorem.
ACKNOWLEDGMENT
The author would like to thank the anonymous reviewers for their valuable and insightful comments and suggestions, which were useful in the revision of this paper.
