Multiplication of polynomials modulo xn  by Cenk, Murat & Özbudak, Ferruh
Theoretical Computer Science 412 (2011) 3451–3462
Contents lists available at ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
Multiplication of polynomials modulo xn
Murat Cenk a, Ferruh Özbudak b,∗
a Institute of Applied Mathematics, Middle East Technical University, Ankara, Turkey
b Department of Mathematics and Institute of Applied Mathematics, Middle East Technical University, Ankara, Turkey
a r t i c l e i n f o
Article history:
Received 26 July 2009
Received in revised form 2 August 2010
Accepted 14 February 2011
Communicated by V.Y. Pan
Keywords:
Multiplication of polynomials
Multiplicative complexity
Multiplication algorithms
Multiplication of power series
a b s t r a c t
Let n, ℓ be positive integers with ℓ ≤ 2n − 1. Let R be an arbitrary nontrivial ring, not
necessarily commutative and not necessarily having a multiplicative identity andR[x] be
the polynomial ring overR. In this paper,we give improved upper bounds on theminimum
number of multiplications needed to multiply two arbitrary polynomials of degree at most
(n−1)modulo xn overR. Moreover, we introduce a new complexity notion, theminimum
number of multiplications needed to multiply two arbitrary polynomials of degree at most
(n − 1) modulo xℓ over R. This new complexity notion provides improved bounds on
the minimum number of multiplications needed to multiply two arbitrary polynomials of
degree at most (n− 1)modulo xn overR.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Multiplication of polynomials has many applications such as integer arithmetic algorithms, finite field multiplication
and computer algebra systems. Moreover, finite field arithmetic is crucial in cryptography and coding theory. Polynomial
multiplication and finite field multiplication were widely studied in [2–7,9,11–16].
For a ring we use the definition in [10, page 11]. In particular, we assume that an arbitrary ring R is not necessarily
commutative and not necessarily having a multiplicative identity. Let R be an arbitrary ring. For a polynomial over R we
use the definition in [10, page 18]. We also keep the definition of a polynomial ring R[x] as in [10, page 19]. For a deeper
discussion of those topics the reader may also refer to [8].
If R has an identity, then x ∈ R[x]. Otherwise, R can be embedded in a ring S with identity as in [8, Theorem 1.10 of
Chapter III]. Note thatR is a subring of S and upper bounds onmultiplication complexity over S hold also for upper bounds
on multiplication complexity overR. Therefore, by abuse of notation, we can consider the indeterminate x as an element of
R[x] (which is actually in S[x] ifR has no multiplicative identity). Using the definition of the product of two polynomials
in [10, page 19], for the polynomials a ∈ R ⊆ R[x] and x ∈ R[x]we note that ax = xa. This means that the indeterminate
x commutes with the elements of R. Therefore, if n is a positive integer then the left ideals xnR[x] and the right ideals
R[x]xn are equal. Hence we can use the notion mod xn, which means mod xnR[x] and we will use it throughout the
paper.
We recall thatR is a trivial ring if ab = 0 for all a, b ∈ R (see also Example 1.30 (i) in [10]). It is easy to observe that ifR is
a trivial ring, then the polynomial ringR[x] is also a trivial ring. Hence there is no need to define multiplication complexity
ifR is a trivial ring. Throughout the paper we also assume thatR is a nontrivial ring.
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Nowwe introduce the notion of n-termpolynomial thatweuse in this paper. For a positive integer n, an n-termpolynomial
corresponds to a sequence of n coefficients a0, a1, . . . , an−1 inR representing the polynomial a0 + a1x+ · · · + an−1xn−1.
It is well known that multiplying n-term polynomials overR requires at least 2n− 1 multiplications ifR is a field [16].
Note that if n-term polynomial multiplication is performed over a finite field Fq then the lower bound is obtained if and
only if q ≥ 2n − 2. A detailed analysis of such results can be seen in [16]. Recently, it has been shown in [3–5,13] that
multiplication of polynomials modulo xn plays an important role in finding efficient polynomial multiplication and finite
field multiplication formulas. Therefore, efficient bounds for multiplication of polynomials modulo xn provides improved
bounds for both polynomial multiplication and finite field multiplications (see for example, (6) in [3] and (3.2) in [4]). In
[1], it is shown that all optimal algorithms for computing coefficients of the product of two n-term polynomials modulo xn
over a field require at least 2n − 1 multiplications. If n-term polynomial multiplication is performed over an infinite field
such as Q or R, the lower bound 2n − 1 holds. However, multiplication of n-term polynomials modulo xn overR does not
always hold the bound 2n− 1. For example, Oseledets obtained formulas for multiplication of polynomials over finite fields
with 2 elements modulo xn for n = 6 and n = 7 with 14 and 18 multiplications, respectively in [12]. Note that those results
are not optimal but they are the best known results as far as we know on May 31, 2010. Throughout the paper, this date
should be understood whenever we use ‘‘the best known". Before explaining the contribution of our paper, we give the
notation.
Let n, ℓ be positive integers with 1 ≤ ℓ ≤ 2n− 1. Throughout the paper, we will use the following notation.
• R: an arbitrary nontrivial ring not assumed to be commutative and not assumed to have multiplicative identity.
• Fq: a finite field with q elements where q is a prime power.
• M(n): the minimum number of multiplications inR needed to multiply two n-term polynomials overR.
• M(n, ℓ): the minimum number of multiplications inR needed to multiply two n-term polynomials modulo xℓ overR.
Moreover, we will use M(n, n) = M(n).
• Mq(n): the minimum number of multiplications in Fq needed to multiply two n-term polynomials over Fq.
• Mq(n, ℓ): the minimum number of multiplications in Fq needed to multiply two n-term polynomials modulo xℓ over Fq.
Moreover, we will use Mq(n, n) = Mq(n).
• MC(ci1 , ci2 , . . . , cij): the multiplicative cost of computing the coefficients ci1 , ci2 , . . . , cij of the product of two
polynomials where
∑2n−2
i=0 cixi =
∑n−1
i=0 aixi
 ∑n−1
i=0 bixi

∈ R[x] and 0 ≤ i1, i2, . . . , ij ≤ 2n− 2.
In [12], it is given that M2(6) ≤ 14 and M2(7) ≤ 18 by using exhaustive search type methods. In our paper, we find
explicit formulas having M(6) ≤ 14 and M(7) ≤ 18 with the use of less computational power than exhaustive search type
given in [12]. Note that our formulas are valid overR. Moreover, we introduce a new complexity notion M(n, ℓ) . This new
complexity notion provides improved bounds on M(n) for n = 8, 9, 10, 11 without using search method. More specifically,
we obtain M(8) ≤ 22, M(9) ≤ 27, M(10) ≤ 31 and M(11) ≤ 36.
The rest of the paper is organized as follows: in the next section we give the known bounds on M(n). In Section 3,
the improvements on M(n) are obtained. A new complexity notion and further improvements are introduced in Section 4.
Finally, we give the conclusion in Section 5.
2. Known bounds
In this section we will give the known bounds on M(n). It is clear that we can useM(n) ≤ M(n). (2.1)
Recall thatM(n) above is defined in the notation of Section 1.
To the best of our knowledge, the best knownM(n) bounds are given in [11]. But since M(n) is related to the first n-term
of the product of polynomials, computing coefficients of xℓ for ℓ ≥ n will be superfluous. It is not difficult to obtain useful
upper bounds on M(n) for certain values of n. For example, the Karatsuba algorithm described in [15] gives better bounds
as follows. Consider the product overR
n−1
i=0
aixi

n−1
i=0
bixi

=

2n−2−
i=0
cixi

.
Let Di = aibi, Ds,t = (as + at)(bs + bt). The coefficients ci for 0 ≤ i ≤ 2n− 2 can be computed by using
c0 = D0, c2n−2 = Dn−1
ci =

−
s+t=i;t>s≥0
Ds,t −
−
s+t=i;n>t>s≥0
(Ds + Dt) for odd i,−
s+t=i;t>s≥0
Ds,t −
−
s+t=i;n>t>s≥0
(Ds + Dt)+ Di/2 for even i,
(2.2)
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where 0 < i < 2n− 2. This formula gives
c0 = D0,
c1 = D01 − D0 − D1,
c2 = D02 + D1 − D0 − D2,
c3 = D03 + D12 − D0 − D1 − D2 − D3,
c4 = D04 + D13 + D2 − D0 − D1 − D3 − D4,
c5 = D05 + D14 + D23 − D0 − D1 − D2 − D3 − D4 − D5,
c6 = D06 + D15 + D24 + D3 − D0 − D1 − D2 − D4 − D5 − D6,
c7 = D07 + D16 + D25 + D34 − D0 − D1 − D2 − D3 − D4 − D5 − D6 − D7,
...
...
...
For example, c0, c1, c2 give us
M(3) ≤ #{D0,D1,D2,D01,D02} = 5. (2.3)
Compare that Montgomery [11] givesM(3) ≤ 6 and here only M(3) ≤ 5.
Remark 2.1. One can reduce the number of the addition and the subtraction in the computation of ci’s for 0 < i < 2n− 2
without affecting the number of multiplications by defining Ds,t = (as − at)(bs − bt) and
c0 = D0,
c1 = D0 + D1 − D01,
c2 = D0 + D1 + D2 − D02,
c3 = D0 + D1 + D2 + D3 − D03 − D12,
...
...
...
The content of this remark is due to one of the anonymous referees.
When we write values of M(n) obtained by (2.2), we obtain the following pattern:
n M(n)
1 1
2 1+ 2
3 1+ 2+ 2
4 1+ 2+ 2+ 3
5 1+ 2+ 2+ 3+ 3
6 1+ 2+ 2+ 3+ 3+ 4
7 1+ 2+ 2+ 3+ 3+ 4+ 4
8 1+ 2+ 2+ 3+ 3+ 4+ 4+ 5
9 1+ 2+ 2+ 3+ 3+ 4+ 4+ 5+ 5
10 1+ 2+ 2+ 3+ 3+ 4+ 4+ 5+ 5+ 6
11 1+ 2+ 2+ 3+ 3+ 4+ 4+ 5+ 5+ 6+ 6
...
...
From this pattern we obtain that
M(n) ≤ 1+ 2+ · · · + n
2
+ 1

+ 2+ 3+ · · · + n
2
, for even n.
On the other hand, we get
M(n) ≤ M(n− 1)+ n+ 1
2
, for odd n.
Therefore, we get
M(n) ≤

n2 + 4n
4
if n is even,
n2 + 4n− 1
4
if n is odd.
(2.4)
The bounds obtained by (2.4) are tabulated in Table 1.
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Table 1
Upper Bounds for M(n).
n n1 M(n1) n2 M(n2) New M(n) M(n) M(n) M2(n) M2(n)
[11] (2.4) (3.1) (2.4) [11] [7] [3]
3 2 3 1 1 5 5 6 6 6
4 3 6 1 1 8 8 9 9 9
5 4 9 1 1 11 11 13 14 13
6 5 13 1 1 15 15 17 18 18
7 6 17 1 1 19 19 22 22 22
8 6 17 2 3 23 24 27 26 26
9 6 17 3 5 27 29 34 31 30
10 7 22 3 5 32 35 39 35 35
11 8 27 3 5 37 41 46 40 39
12 8 27 4 8 43 48 51 44 44
13 10 39 3 5 49 55 60 49 48
14 11 46 3 5 56 63 66 53 53
15 12 51 3 5 61 71 75 59 57
16 13 60 3 5 70 80 81 64 63
17 14 66 3 5 76 89 94 69 68
18 15 75 3 5 85 99 102 75 73
3. New bounds
To the best of our knowledge, the bounds given in (2.4) are the best known bounds over R. Note that there are better
bounds in [7] and [3] over F2 for n ≥ 11. However, bounds given in (2.4) are valid overR while bounds in [7] and [3] are
valid only over F2. Now, we will give a theorem which improves the bounds (2.4) overR.
Theorem 3.1. Let n, n1 and n2 be positive integers such that n = n1 + n2. Then we haveM(n) ≤ M(n1)+ 2M(n2). (3.1)
Proof. Let A(x) = ∑n−1i=0 aixi and B(x) = ∑n−1i=0 bixi be n-term polynomials over R. In order to find a bound on M(n) we
write
A(x) = (a0 + a1x+ · · · + an1−1xn1−1)+ xn1(an1 + an1+1x+ · · · + an1+n2−1xn2−1).
For simplicity let us denote
A0 = a0 + a1x+ · · · + an1−1xn1−1, A1 = an1 + an1+1x+ · · · + an1+n2−1xn2−1.
We can write A(x) = A0 + xn1A1 where A0 is an n1-term polynomial and A2 is an n2-term polynomial overR. After writing
B(x) similarly, we get
A(x)B(x) mod xn = (A0 + xn1A1)(B0 + xn1B1) mod xn
= [A0B0 + xn1((A0 + A1)(B0 + B1)− A0B0 − A1B1)+ x2n1A1B1] mod xn. (3.2)
Note that (3.2) requires 3-multiplications A0B0, (A0 + A1)(B0 + B1) and A1B1. But we do not need to find all coefficients
of (A0 + A1)(B0 + B1) and A1B1. Since (A0 + A1)(B0 + B1) is multiplied by xn1 , it is enough to find the first n2-term of it.
Therefore, we can take the complexity of (A0 + A1)(B0 + B1) as M(n2). Similarly, we find the complexity of A1B1 in the
coefficient of xn1 as M(n2). Once we compute the product A1B1 in the coefficient of xn1 , then there is no need to compute
A1B1 in the coefficient of x2n1 . Finally, since the polynomials A0 and B0 are n1-term polynomials A0B0 can be computed with
M(n1)multiplications. Therefore, we find M(n) ≤ M(n1)+ 2M(n2). 
Remark 3.2. Themultiplication A0B0 in (3.2) is amultiplication of n1-termpolynomialsmodulo xn, where n1 < n. Therefore,
the computation of A0B0 in (3.2) can be strictly less thanM(n1). In fact, if 2n1 − 2 ≥ n, then there is no need to consider all
coefficients of A0B0. In this case, it is enough to consider the first n-term of A0B0. This notion will be discussed in detail in
Section 4.
We give an example to show how one can get improved bounds using Theorem 3.1.
Example 3.3. Consider M(8). The best known bound on M(8) is 24 from (2.4). If we take n1 = 5 and n2 = 3 in Theorem 3.1,
we get M(8) ≤ M(5)+ 2M(3) = 13+ 2 · 5 = 23,where we useM(5) ≤ 13 [11] and M(3) ≤ 5 (2.3). We will improve this
bound to M(8) ≤ 22 in the next section.
We search the values of n1 and n2 which produces the best bounds using (3.1) for 3 ≤ n ≤ 18.We summarize the new
bounds in Table 1 by comparing with (2.4) and (2.1) together with [11]. The last two columns show the bounds over F2 for
which there are some better cases for certain values of n.
In the next section we define a new complexity notion and we give further improvements.
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4. A new complexity notion and further improvements
Remember that the multiplicative complexity of computing the product A0B0 in (3.2) was considered to be less than
or equal to M(n1). However, this product, A0B0 was the multiplication of n1-term polynomials modulo xn where n1 < n.
Therefore, we can find better bounds for themultiplicative complexity of computing the product A0B0 in (3.2) if 2n1−2 ≥ n.
Now, we will investigate this complexity in detail overR.
Notation 4.1. Let n, ℓ be positive integers with ℓ ≤ 2n−1. Let M(n, ℓ) denote the multiplicative complexity of the product
of n-term polynomials modulo xℓ overR. This is equivalent to say that M(n, ℓ) denotes themultiplicative cost of computing
the first ℓ coefficients of the product of n-term polynomials overR.
Note that we haveM(n, ℓ) ≤ M(n). (4.1)
Therefore, we rewrite Theorem 3.1 as follows.
Theorem 4.2. Let n, n1 and n2 positive integers such that n = n1 + n2. Then we haveM(n) ≤ M(n1, n)+ 2M(n2). (4.2)
Now we will give some basic results for M(n, ℓ). Let a(x) =∑n−1i=0 aixi and b(x) =∑n−1i=0 bixi be two n-term polynomials
overR and c(x) =∑2n−2i=0 cixi be the product of polynomials a(x) and b(x). LetMC(ci1 , ci2 , . . . , cij) be themultiplicative cost
of computing the coefficients ci1 , ci2 , . . . , cij where 0 ≤ i1, i2, . . . , ij ≤ 2n− 2. From the definition of M(n, ℓ), the following
results can be easily deduced.M(n, ℓ) = M(ℓ) for n ≥ ℓ.M(n, ℓ) ≤ M(ℓ) for n < ℓ.M(n, ℓ) ≤ M(n)+MC(cn, cn+1, . . . , cℓ−1) for n < ℓ. (4.3)
We have the following proposition which is better than Theorem 4.2 for certain cases.
Proposition 4.3. Let a(x) and b(x) be two polynomials overR and ai and bi be the coefficients of xi in a(x) and b(x), respectively.
1. Let the multiplicative complexity of the formula for multiplying (n− 2)-term polynomials modulo xn overR which uses a0b0
and a1b1 be µ. Then we have M(n) ≤ µ+ 5.
2. Let the multiplicative complexity of the formula for multiplying (n− 3)-term polynomials modulo xn overR which uses a0b0,
a1b1 and a2b2 be ν . Then we have M(n) ≤ ν + 9.
3. Let the multiplicative complexity of the formula for multiplying (n− 4)-term polynomials modulo xn overR which uses a0b0,
a1b1, a2b2 and a3b3 be η. Then we have M(n) ≤ η + 14.
Proof. Wewill prove only M(n) ≤ µ+ 5. The proofs of the other bounds are similar. Consider the product of (n− 2)-term
polynomials mod xn overR.
n−3
i=0
aixi

n−3
i=0
bixi

mod xn =

n−1
i=0
cixi

. (4.4)
Coefficients ci for 0 ≤ i ≤ n − 1 in (4.4) are given by ci = ∑j+k=i ajbk, where 0 ≤ j, k ≤ n − 3. Let the multiplicative
complexity of the formula for computing ci’s for 0 ≤ i ≤ n − 1 that uses a0b0 and a1b1 be µ. On the other hand, for M(n)
we need to find all coefficients c i for 0 ≤ i ≤ n− 1 in the following equation:
n−1
i=0
aixi

n−1
i=0
bixi

mod xn =

n−1
i=0
c ixi

. (4.5)
When we compare (4.4) and (4.5), we see that the coefficient cn−2 in (4.5) has two more multiplications a0bn−2 and an−2b0
than the coefficient cn−2 in (4.4). In fact, cn−2 has the extra sum a0bn−2 + an−2b0. Similarly, the coefficient cn−1 in (4.5)
includes two more sums a0bn−1 + an−1b0 and a1bn−2 + an−2b1. We can write
a0bn−2 + an−2b0 = (a0 + an−2)(b0 + bn−2)− a0b0 − an−2bn−2,
a0bn−1 + an−1b0 = (a0 + an−1)(b0 + bn−1)− a0b0 − an−1bn−1,
a1bn−2 + an−2b1 = (a1 + an−2)(b1 + bn−2)− a1b1 − an−2bn−2.
Under the assumption that the formula for multiplying (n − 2)-term polynomials modulo xn over R uses a0b0 and a1b1,
note that cn−2 and cn−1 in (4.5) have five more multiplications which are (a0 + an−2)(b0 + bn−2), (a0 + an−1)(b0 + bn−1),
(a1 + an−2)(b1 + bn−2), an−2bn−2 and an−1bn−1 than cn−2 and cn−1 in (4.4). 
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In [12], Oseledets proposed two exhaustive search typemethods which find improved M2(n) values for n = 6 and n = 7.
Using this search method, it is found that M2(6) ≤ 14 and M2(7) ≤ 18. Now we will use Theorem 4.2 which provides the
same upper bounds M(6) ≤ 14 and M(7) ≤ 18 with the use of less computational power than exhaustive search type and
those bounds are valid over R. Moreover, we will obtain improved M(n) values for n > 7 over R without using search
method.
Let us start with n = 6, and n1 = 5. Using (4.2), we can writeM(6) ≤ M(5, 6)+ 2M(1) = 13+ 2 = 15.
Here, M(5, 6) ≤ M(5) ≤ 13 is used for the multiplicative complexity of the product of 5-term polynomials modulo x6. In
other words, in order to find the first 6 terms of the product of 5-term polynomials, we use the bound for finding all terms of
the product of 5-term polynomials. If we can find a bound M(5, 6) ≤ 12 then we find M(6) ≤ 14. In fact, we find a formula
which gives the first 6 coefficients of the product of 5-term polynomials with 12 multiplications inR by using exhaustive
search. Explicit formula for M(5, 6) ≤ 12 is given in Section 4.1. Therefore, we findM(6) ≤ M(5, 6)+ 2M(1) = 12+ 2 = 14.
This bound is the same bound given in [12] and valid over R. The explicit formula for M(6) ≤ 14 is given in Section 4.3.
Note that instead of searching the first 6 coefficients of the product of 6-term polynomials, we search the first 6 terms of the
product of 5-term polynomials. To show how we decrease the search space, we will compare them. There are 26 − 1 = 63
bilinear forms for 6-term polynomials.Whenwe use exhaustive search, we should choose 14 bilinear forms from 63 choices.
Then we will check whether those 14 bilinear forms span the coefficients of the first 6 terms of the product of 6-term
polynomials. There are
63
14
 = 37, 387, 265, 592, 825 choices. On the other hand, the proposed method uses the first 6
terms of the product of 5-term polynomials. In this case, there are 25− 1 = 31 bilinear forms and we choose 12 of them. So
there are
31
12
 = 141, 120, 525 choices and as it is seen this case uses less computational power than the former one. Now
we will give the explicit formulas for M(n, ℓ) and M(n) for n = 5, 6, 7, 8, 9, 10, 11 and for certain ℓ values.
4.1. Explicit formula for M(5, 6) ≤ 12
Consider the product overR,
4−
i=0
aixi

4−
i=0
bixi

mod x6 =

5−
i=0
cixi

.
The coefficients ci, 0 ≤ i ≤ 5 can be computed using the following formula:
m1 = a0b0, m2 = a1b1, m3 = (a0 + a1)(b0 + b1), m4 = a2b2,
m5 = (a0 + a2)(b0 + b2), m6 = a3b3, m7 = (a1 + a3)(b1 + b3),
m8 = (a2 + a3)(b2 + b3), m9 = (a0 + a1 + a2 + a3)(b0 + b1 + b2 + b3), m10 = a4b4,
m11 = (a0 + a4)(b0 + b4), m12 = (a1 + a4)(b1 + b4),
c0 = m1,
c1 = m3 −m1 −m2,
c2 = m5 −m1 +m2 −m4,
c3 = m1 +m2 −m3 +m4 −m5 +m6 −m7 −m8 +m9,
c4 = −m1 −m2 +m4 −m6 +m7 −m10 +m11,
c5 = −m2 −m4 −m6 +m8 −m10 +m12.
4.2. M(5, ℓ) ≤ 13 for ℓ = 7, 8, 9
Using (4.1) and [11], for ℓ = 7, 8, 9 we write M(5, ℓ) ≤ 13.
4.3. M(6) ≤ 14
Consider the product overR,
5−
i=0
aixi

5−
i=0
bixi

mod x6 =

5−
i=0
cixi

. (4.6)
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Using Theorem 4.2, we obtain M(6) ≤ M(5, 6) + 2 = 12 + 2 = 14. The explicit formula can be obtained as follows: the
coefficients ci in (4.6) are the same with the coefficients ci in Section 4.1 for 0 ≤ i ≤ 4. For the coefficient c5 we have two
more multiplications. Letm13 = (a0 + a5)(b0 + b5), m14 = a5b5. Then we have
c5 = −m2 −m4 −m6 +m8 −m10 +m12 +m13 −m14 −m1
wheremi’s are multiplications defined in Section 4.1.
4.4. M(6, 7) ≤ 16
Consider the product overR,
5−
i=0
aixi

5−
i=0
bixi

mod x7 =

6−
i=0
cixi

.
Using (4.3), we can write M(6, 7) ≤ M(6)+MC(c6) = 14+2 = 16,whereMC(c6) requires twomoremultiplications since
c6 = (a1 + a5)(b1 + b5)− a1b1 − a5b5 + (a2 + a4)(b2 + b4)− a2b2 − a4b4 + a3b3
and a1b1, a2b2, a3b3, a4b4, a5b5 are used in the computation of M(6). So, let us define m15 = (a1 + a5)(b1 + b5), m16 =
(a2 + a4)(b2 + b4). Then we have
c6 = m15 +m16 +m6 −m4 −m2 −m10 −m14,
wheremi’s are multiplications defined in Sections 4.1 and 4.3.
4.5. M(6, ℓ) ≤ 17 for ℓ = 8, 9, 10, 11
Using (4.1) and [11], for ℓ = 8, 9, 10, 11 we write M(6, ℓ) ≤ 17.
4.6. M(7) ≤ 18
Consider the product overR,
6−
i=0
aixi

6−
i=0
bixi

mod x7 =

6−
i=0
cixi

. (4.7)
Using Theorem 4.2, we obtain M(7) ≤ M(6, 7) + 2 = 16 + 2 = 18, where we use M(6, 7) ≤ 16 given in Section 4.4. The
explicit formula can be obtained as follows: the coefficients ci in (4.7) are the same with the coefficients ci in Section 4.4
for 0 ≤ i ≤ 5. For the coefficient c6 in (4.7) we have two more multiplications than the coefficient c6 in Section 4.4. Let
m17 = (a0 + a6)(b0 + b6), m18 = a6b6. Then we have
c6 = m15 +m16 +m6 −m4 −m2 −m10 −m14 +m17 −m18 −m1,
wheremi’s are multiplications defined in Sections 4.1, 4.3 and 4.4.
4.7. M(7, 8) ≤ 21
Consider the product overR,
6−
i=0
aixi

6−
i=0
bixi

mod x8 =

7−
i=0
cixi

.
Using (4.3), we can write M(7, 8) ≤ M(7) + MC(c7) = 18 + 3 = 21 where MC(c7) requires at most three more
multiplications since c7 = (a1+a6)(b1+b6)−a1b1−a6b6+(a2+a5)(b2+b5)−a2b2−a5b5+(a3+a4)(b3+b4)−a3b3−a4b4
and a1b1, a2b2, a3b3, a4b4, a5b5, a6b6 are used in the computation of M(7). Let us definem19 = (a1+ a6)(b1+ b6), m20 =
(a2+ a5)(b2+ b5) andm21 = (a3+ a4)(b3+ b4). Then we have c7 = m19−m2−m18+m20−m4−m14+m21−m6−m10,
wheremi’s are the same as in Sections 4.1, 4.3, 4.4 and 4.6.
4.8. M(7, ℓ) for ℓ = 9, 10, 11, 12, 13
Using (4.1) and [11], for ℓ = 9, 10, 11, 12, 13 we write M(7, ℓ) ≤ 22.
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4.9. M(8) ≤ 22
Consider the product overR,
7−
i=0
aixi

7−
i=0
bixi

mod x8 =

7−
i=0
cixi

. (4.8)
Using Proposition 4.3, we obtain M(8) ≤ µ+ 5 = 17+ 5 = 22 where we use µ = M(6, 8) ≤ 17 given in Section 4.5. The
explicit formula for M(8) ≤ 22 is given in the Appendix.
4.10. M(8, 9) ≤ 25
Consider the product overR,
7−
i=0
aixi

7−
i=0
bixi

mod x9 =

8−
i=0
cixi

. (4.9)
We have M(8, 9) ≤ M(9) by (4.3). Therefore, we can write M(8, 9) ≤ 27 from Section 4.12. However, note that the
formula for M(9) given in the Appendix contains a8 and b8 while we have a8 = 0 and b8 = 0 in (4.9). Therefore, we ignore
the multiplicationsm25 andm26 in the formula given in the Appendix for M(9) and we get M(8, 9) ≤ 25.
4.11. M(8, ℓ) for ℓ = 10, 11, 12, 13, 14, 15
Using (4.1) and [11] for ℓ = 10, 11, 12, 13, 14, 15 we write M(8, ℓ) ≤ 27.
Remark 4.4. Using (4.1), [7,3], M2(8, ℓ) ≤ 26 for ℓ = 10, 11, 12, 13, 14, 15.
4.12. M(9) ≤ 27
Consider the product overR,
8−
i=0
aixi

8−
i=0
bixi

mod x9 =

8−
i=0
cixi

.
Using Proposition 4.3, we have M(9) ≤ µ + 5 = 27 where we use µ = M(7, 9) ≤ 22 given in Section 4.8. The explicit
formula is given in the Appendix.
Remark 4.5. One can write M(9) ≤ M(6, 9) + 9 = 17 + 9 = 26 by using Proposition 4.3 and [11]. Note that the formula
given in [11] for 6-term polynomials does not use the product a2b2. Therefore, M(9) ≤ 26 does not hold. However, if there
exists a formula for M(6, 9)with 17 multiplications that contains a0b0, a1b1 and a2b2 then we have M(9) ≤ 26.
4.13. M(9, 10) ≤ 29
Consider the product overR,
8−
i=0
aixi

8−
i=0
bixi

mod x10 =

9−
i=0
cixi

. (4.10)
We have M(9, 10) ≤ M(10) by (4.3). Therefore, we can write M(9, 10) ≤ 31 from Section 4.16. However, note that the
formula for M(10) given in the Appendix contains a9 and b9 while we have a9 = 0 and b9 = 0 in (4.10). Therefore, we ignore
the multiplicationsm28 andm29 in the formula given in the Appendix for M(10) and we get M(9, 10) ≤ 29.
4.14. M(9, 11) ≤ 31
Consider the product overR,
8−
i=0
aixi

8−
i=0
bixi

mod x11 =

10−
i=0
cixi

. (4.11)
We have M(9, 11) ≤ M(11) by (4.3). Therefore, we can write M(9, 10) ≤ 36 from Section 4.19. However, note that the
formula for M(11) given in the Appendix contains a9, a10, b9 and b10 while we have a9 = 0, a10 = 0, b9 = 0 and b10 = 0 in
(4.11). Therefore, we ignore the multiplicationsm28,m29,m32,m33, andm34 in the formula given in the Appendix for M(11)
and we get M(9, 11) ≤ 31.
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Table 2
Upper Bounds for M(n, ℓ).
ℓ \ n 4 5 6 7 8 9 10 11
1 1 1 1 1 1 1 1 1
2 3 3 3 3 3 3 3 3
3 5 5 5 5 5 5 5 5
4 8 8 8 8 8 8 8 8
5 9 11 11 11 11 11 11 11
6 9 12 14 14 14 14 14 14
7 9 13 16 18 18 18 18 18
8 13 17 21 22 22 22 22
9 13 17 22 25 27 27 27
10 17 22 27 29 31 31
11 17 22 27 31 34 36
4.15. M(9, ℓ) ≤ 34 for ℓ = 12, 13, 14, 15, 16, 17
Using (4.1) and [11], for ℓ = 12, 13, 14, 15, 16, 17 we write M(9, ℓ) ≤ 34.
Remark 4.6. Note that using (4.1) and [3], for ℓ = 11, 12, 13, 14, 15, 16, 17 we write M2(9, ℓ) ≤ 30.
4.16. M(10) ≤ 31
Consider the product overR,
9−
i=0
aixi

9−
i=0
bixi

mod x10 =

9−
i=0
cixi

.
Using Proposition 4.3, we have M(10) ≤ ν + 9 = 31 where we use ν = M(7, 10) ≤ 22 given in Section 4.8. The explicit
formula is given in the Appendix.
4.17. M(10, 11) ≤ 34
Consider the product overR,
9−
i=0
aixi

9−
i=0
bixi

mod x11 =

10−
i=0
cixi

. (4.12)
We have M(10, 11) ≤ M(11) by (4.3). Therefore, we can write M(10, 11) ≤ 36 from Section 4.19. However, note that the
formula for M(11) given in the Appendix contains a10 and b10 while we have a10 = 0 and b10 = 0 in (4.12). Therefore, we
ignore the multiplicationsm32 andm33 in the formula given in the Appendix for M(11) and we get M(10, 11) ≤ 34.
4.18. M(10, ℓ) ≤ 39 for ℓ = 12, 13, 14, 15, 16, 17, 18, 19
Using (4.1) and [11], we get M(10, ℓ) ≤ 39 for ℓ = 12, 13, 14, 15, 16, 17, 18, 19.
Remark 4.7. Note that using (4.1) and [3], for ℓ = 12, 13, 14, 15, 16, 17 we write M2(10, ℓ) ≤ 35.
4.19. M(11) ≤ 36
Consider the product overR,
10−
i=0
aixi

10−
i=0
bixi

mod x11 =

10−
i=0
cixi

.
Using Proposition 4.3, we have M(11) ≤ η + 14 = 36 where we use η = M(7, 11) ≤ 22 given in Section 4.8. The explicit
formula is given in the Appendix.
We summarize our results of Section 4 in Table 2. For 4 ≤ n ≤ 11 and 1 ≤ ℓ ≤ min{2n−1, 11}, the corresponding entry
of Table 2 gives the upper bound we obtain for M(n, ℓ) in this section. Note that when ℓ = n, we have M(n, ℓ) = M(n).
Hence the entries in boldface in Table 2 correspond to the upper bounds on M(n). In particular, we obtain improved upper
bounds on M(n) for n ∈ {8, 9, 10, 11}.
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5. Conclusion
We find explicit formulas having M(6) ≤ 14 and M(7) ≤ 18 with the use of less computational power than exhaustive
search type given in [12]. Note that our formulas are valid overR. Moreover, we introduce a new complexity notionM(n, ℓ).
This new complexity notion provides the best known bounds on M(n) for n = 8, 9, 10, 11 without using search method.
More specifically, we obtain M(8) ≤ 22, M(9) ≤ 27, M(10) ≤ 31 and M(11) ≤ 36.
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Appendix
A.1. Explicit formula for M(8) ≤ 22
Consider the product over R,
∑7
i=0 aixi
 ∑7
i=0 bixi

mod x8 =
∑7
i=0 cixi

. The explicit formula for M(8) ≤ 22 is
the following:
m1 = (a1 + a2 + a4 + a5)(b1 + b2 + b4 + b5), m2 = (a0 + a1 + a3 + a4)(b0 + b1 + b3 + b4),
m3 = (a0 − a2 − a3 + a5)(b0 − b2 − b3 + b5), m4 = (a0 − a2 − a5)(b0 − b2 − b5),
m5 = (a0 + a1 + a2)(b0 + b1 + b2), m6 = (a3 + a4 + a5)(b3 + b4 + b5),
m7 = (a2 + a3)(b2 + b3), m8 = (a1 − a4)(b1 − b4), m9 = (a1 + a2)(b1 + b2),
m10 = (a3 + a4)(b3 + b4), m11 = (a0 + a1)(b0 + b1), m12 = (a4 + a5)(b4 + b5),
m13 = a0b0, m14 = a1b1, m15 = a4b4, m16 = a5b5, m17 = (a0 + a3 − a5)(b0 + b3 − b5),
m18 = (a0 + a6)(b0 + b6), m19 = a6b6, m20 = (a0 + a7)(b0 + b7),
m21 = (a1 + a6)(b1 + b6), m22 = a7b7,
c0 = m13,
c1 = −m14 +m11 −m13,
c2 = −m9 + 2m14 −m11 +m5,
c3 = −m3 + 2m13 − 2m5 − 3m14 +m12 + 3m9 +m10 −m15 +m7 + 2m11 −m4 + 2m16 −m6,
c4 = m3 +m2 +m8 − 3m11 +m14 − 2m13 − 2m10 + 2m5 −m7 − 2m9 +m4 −m12 − 2m16 +m6,
c5 = −m3 + 3m13 − 2m5 −m17 −m14 + 2m9 + 2m10 −m8 + 2m7 −m4 + 2m11 + 2m12 + 3m16 − 2m6 −m15,
c6 = −2m13 +m5 +m17 −m7 − 2m10 − 3m12+m1 − 2m9 −m11 +m8 +m3 + 2m6 − 2m16 +m15 +m18
−m13 −m19,
c7 = −m5 + 3m10 −m17 +m11 + 2m12 + 2m13 −m14 − 2m6 −m3 +m7 +m9 − 3m15 + 2m16 +m20 −m22
−m13 +m21 −m14 −m19.
A.2. Explicit Formula for M(9) ≤ 27
Consider the product over R,
∑8
i=0 aixi
 ∑8
i=0 bixi

mod x9 =
∑8
i=0 cixi

. The explicit formula for M(9) ≤ 27 is
the following:
m1 = a6b6, m2 = a5b5, m3 = a4b4, m4 = a3b3, m5 = a2b2, m6 = a1b1,
m7 = a0b0, m8 = (a5 + a6)(b5 + b6), m9 = (a4 − a6)(b4 − b6),
m10 = (a3 + a5)(b3 + b5), m11 = (a2 − a6)(b2 − b6), m12 = (a1 + a3)(b1 + b3),
m13 = (a0 − a4)(b0 − b4), m14 = (a0 − a2)(b0 − b2), m15 = (a0 + a1)(b0 + b1),
m16 = (a1 + a2 − a4 − a5)(b1 + b2 − b4 − b5),
m17 = (a0 + a1 − a3 − a4 + a6)(b0 + b1 − b3 − b4 + b6),
m18 = (a0 − a2 − a3 + a5 + a6)(b0 − b2 − b3 + b5 + b6),
m19 = (a0 − a2 − a3 − a4 + a6)(b0 − b2 − b3 − b4 + b6),
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m20 = (a0 + a1 − a3 − a4 − a5)(b0 + b1 − b3 − b4 − b5),
m21 = (a1 + a2 + a3 − a5 − a6)(b1 + b2 + b3 − b5 − b6),
m22 = (a0 + a1 + a2 + a3 + a4 + a5 + a6)(b0 + b1 + b2 + b3 + b4 + b5 + b6),
m23 = (a0 + a7)(b0 + b7), m24 = a7b7, m25 = (a0 + a8)(b0 + b8),
m26 = a8b8, m27 = (a1 + a7)(b1 + b7),
c0 = m7,
c1 = m15 −m7 −m6,
c2 = m7 +m5 −m14 +m6,
c3 = −m12 −m9 +m8 −m5 + 2m4 +m16 +m15 +m19 −m18 −m20,
c4 = −m4 +m3 +m5 −m13 +m12 +m7 −m6,
c5 = −4m19 − 5m8 − 5m4 + 2m18 − 3m3 + 3m14 − 2m5 − 3m16 +m11 − 3m7 +m6
+ 2m13 +m17 + 2m20 +m22 +m10 − 2m1 + 2m21 + 4m9 − 4m15,
c6 = 6m8 −m22 − 2m11 − 3m21 + 4m16 −m12 − 5m14 + 6m19 − 2m18 + 3m5 −m10 + 8m4
− 2m17 − 3m20 − 5m9 + 3m1 + 3m3 + 3m7 + 6m15 − 2m13,
c7 = m22 − 3m16 − 5m15 − 4m19 + 2m17 +m12 +m2 − 4m8 + 4m14 − 3m5 + 2m21
+ 2m20 +m13 − 5m4 − 2m3 +m18 + 3m9 + 2m11 − 2m7 − 3m1 +m23 −m24 −m7,
c8 = −m11 +m5 −m2 +m10 +m1 −m4 +m3 +m25 −m26 −m7 +m27 −m24 −m6.
A.3. Explicit Formula for M(10) ≤ 31
Consider the product overR,
∑9
i=0 aixi
 ∑9
i=0 bixi

mod x10 =
∑9
i=0 cixi

. The explicit formula is the following:
m1 = a6b6, m2 = a5b5, m3 = a4b4, m4 = a3b3, m5 = a2b2, m6 = a1b1,
m7 = a0b0, m8 = (a5 + a6)(b5 + b6), m9 = (a4 − a6)(b4 − b6),
m10 = (a3 + a5)(b3 + b5), m11 = (a2 − a6)(b2 − b6), m12 = (a1 + a3)(b1 + b3),
m13 = (a0 − a4)(b0 − b4), m14 = (a0 − a2)(b0 − b2), m15 = (a0 + a1)(b0 + b1),
m16 = (a1 + a2 − a4 − a5)(b1 + b2 − b4 − b5),
m17 = (a0 + a1 − a3 − a4 + a6)(b0 + b1 − b3 − b4 + b6),
m18 = (a0 − a2 − a3 + a5 + a6)(b0 − b2 − b3 + b5 + b6),
m19 = (a0 − a2 − a3 − a4 + a6)(b0 − b2 − b3 − b4 + b6),
m20 = (a0 + a1 − a3 − a4 − a5)(b0 + b1 − b3 − b4 − b5),
m21 = (a1 + a2 + a3 − a5 − a6)(b1 + b2 + b3 − b5 − b6),
m22 = (a0 + a1 + a2 + a3 + a4 + a5 + a6)(b0 + b1 + b2 + b3 + b4 + b5 + b6),
m23 = (a0 + a7)(b0 + b7), m24 = a7b7, m25 = (a0 + a8)(b0 + b8),
m26 = a8b8, m27 = (a1 + a7)(b1 + b7), m28 = (a0 + a9)(b0 + b9), m29 = a9b9
m30 = (a1 + a8)(b1 + b8), m31 = (a2 + a7)(b2 + b7),
c0 = m7,
c1 = m15 −m7 −m6,
c2 = m7 +m5 −m14 +m6,
c3 = −m12 −m9 +m8 −m5 + 2m4 +m16 +m15 +m19 −m18 −m20,
c4 = −m4 +m3 +m5 −m13 +m12 +m7 −m6,
c5 = −4m19 − 5m8 − 5m4 + 2m18 − 3m3 + 3m14 − 2m5 − 3m16 +m11 − 3m7 +m6
+ 2m13 +m17 + 2m20 +m22 +m10 − 2m1 + 2m21 + 4m9 − 4m15,
c6 = 76m8 −m22 − 2m11 − 3m21 + 4m16 −m12 − 5m14 + 6m19 − 2m18 + 3m5 −m10 + 8m4
− 2m17 − 3m20 − 5m9 + 3m1 + 3m3 + 3m7 + 6m15 − 2m13,
c7 = m22 − 3m16 − 5m15 − 4m19 + 2m17 +m12 +m2 − 4m8 + 4m14 − 3m5 + 2m21 + 2m20
+m13 − 5m4 − 2m3 +m18 + 3m9 + 2m11 − 2m7 − 3m1 +m23 −m24 −m7,
c8 = −m11 +m5 −m2 +m10 +m1 −m4 +m3 +m25 −m26 −m7 +m27 −m24 −m6
c9 = m8 −m14 +m19 −m10 −m21 −m17 + 2m4 +m16 +m15 −m3 +m28 −m7
−m29 +m30 −m6 −m26 +m31 −m5 −m24.
3462 M. Cenk, F. Özbudak / Theoretical Computer Science 412 (2011) 3451–3462
A.4. Explicit Formula for M(11) ≤ 36
Consider the product overR,
∑10
i=0 aixi
 ∑10
i=0 bixi

mod x11 =
∑10
i=0 cixi

. The explicit formula is the following:
m1 = a6b6, m2 = a5b5, m3 = a4b4, m4 = a3b3, m5 = a2b2, m6 = a1b1, m7 = a0b0,
m8 = (a5 + a6)(b5 + b6), m9 = (a4 − a6)(b4 − b6), m10 = (a3 + a5)(b3 + b5),
m11 = (a2 − a6)(b2 − b6), m12 = (a1 + a3)(b1 + b3), m13 = (a0 − a4)(b0 − b4),
m14 = (a0 − a2)(b0 − b2), m15 = (a0 + a1)(b0 + b1),
m16 = (a1 + a2 − a4 − a5)(b1 + b2 − b4 − b5),
m17 = (a0 + a1 − a3 − a4 + a6)(b0 + b1 − b3 − b4 + b6),
m18 = (a0 − a2 − a3 + a5 + a6)(b0 − b2 − b3 + b5 + b6),
m19 = (a0 − a2 − a3 − a4 + a6)(b0 − b2 − b3 − b4 + b6),
m20 = (a0 + a1 − a3 − a4 − a5)(b0 + b1 − b3 − b4 − b5),
m21 = (a1 + a2 + a3 − a5 − a6)(b1 + b2 + b3 − b5 − b6),
m22 = (a0 + a1 + a2 + a3 + a4 + a5 + a6)(b0 + b1 + b2 + b3 + b4 + b5 + b6),
m23 = (a0 + a7)(b0 + b7), m24 = a7b7, m25 = (a0 + a8)(b0 + b8),
m26 = a8b8, m27 = (a1 + a7)(b1 + b7), m28 = (a0 + a9)(b0 + b9), m29 = a9b9,
m30 = (a1 + a8)(b1 + b8), m31 = (a2 + a7)(b2 + b7), m32 = (a0 + a10)(b0 + b10),
m33 = a10b10, m34 = (a1 + a9)(b1 + b9), m35 = (a2 + a8)(b2 + b8),
m36 = (a3 + a7)(b3 + b7),
c0 = m7,
c1 = m15 −m7 −m6,
c2 = m7 +m5 −m14 +m6,
c3 = −m12 −m9 +m8 −m5 + 2m4 +m16 +m15 +m19 −m18 −m20,
c4 = −m4 +m3 +m5 −m13 +m12 +m7 −m6,
c5 = −4m19 − 5m8 − 5m4 + 2m18 − 3m3 + 3m14 − 2m5 − 3m16 +m11 − 3m7 +m6 + 2m13
+m17 + 2m20 +m22 +m10 − 2m1 + 2m21 + 4m9 − 4m15,
c6 = 6m8 −m22 − 2m11 − 3m21 + 4m16 −m12 − 5m14 + 6m19 − 2m18 + 3m5 −m10 + 8m4
− 2m17 − 3m20 − 5m9 + 3m1 + 3m3 + 3m7 + 6m15 − 2m13,
c7 = m22 − 3m16 − 5m15 − 4m19 + 2m17 +m12 +m2 − 4m8 + 4m14 − 3m5 + 2m21 + 2m20
+m13 − 5m4 − 2m3 +m18 + 3m9 + 2m11 − 2m7 − 3m1 +m23 −m24 −m7,
c8 = −m11 +m5 −m2 +m10 +m1 −m4 +m3 +m25 −m26 −m7 +m27 −m24 −m6
c9 = m8 −m14 +m19 −m10 −m21 −m17 + 2m4 +m16 +m15 −m3 +m28 −m7 −m29
+m30 −m6 −m26 +m31 −m5 −m24
c10 = m3 −m9 +m2 +m1 +m32 −m33 −m7 +m34 −m29 −m6 +m35 −m26
−m5 +m36 −m24 −m4.
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