Optimal relaxation parameters are obtained for red-black GaussSeidel relaxation in multigrid solvers of a family of elliptic equations. The resulting relaxation schemes are found to retain very high efciency over an appreciable range of coe cients of the elliptic differential operator, yielding simple, inexpensive and fully parallelizable smoothers in many situations where less cost-e ective block-and alternating-direction schemes are commonly used.
Introduction
An important part of multigrid algorithms for the solution of discretized elliptic boundary-value problems is relaxation, whose purpose is to smooth the current error in the approximation, i.e., to e ciently reduce all error Fourier components that cannot be approximated on the coarser grids employed. For de nite elliptic operators, the smoothing factor (de ned below) normally provides an excellent prediction of the convergence factor that the two-grid cycle can achieve.
A well-known technique for improving the convergence properties of relaxation, when it is used as an iterative solver, is relaxation parameters (overSupported in part by the Loewengart Research Fund. or under-relaxation). In the context of multigrid solution, where the main role of relaxation is to smooth the error rather than reduce it, it has been observed that such modi cations are not cost-e ective in many situations, particularly when applied to Gauss-Seidel relaxation (e.g., 1, x3.4], 5, 
x9.2]).
(Of course in other relaxation schemes a relaxation parameter may be essential for smoothing, such as the necessary damping in Jacobi relaxation). For example, some improvement in the smoothing properties of Gauss-Seidel relaxation has been shown with slight over-relaxation in the case of the twodimensional Laplace operator, but the two additional oating-point operations required rendered this modi cation ine ective 5] .
It is a fundamental observation that any local relaxation process must lose its e ciency as the operator becomes anisotropic. Standard treatments of this problem are global methods, such as incomplete LU decomposition and line (or plane) relaxation or semi coarsening (or both), sometimes together with alternating-direction relaxation 2, 5, 7, 9, 10]. Frequently, the resulting solver is far more expensive (per relaxation sweep) than the usual solver which employs point relaxation and standard coarsening. This is especially true in parallel computation, where the more elaborate methods cannot always be implemented e ciently.
In making the analyses that led to the conclusions that a) over-relaxation is ine cient, and b) elaborate methods are necessary for anisotropic operators, a signi cant \middle ground" has often been neglected. Thus, while it is true that over-relaxation is not particularly helpful for the 2-D Poisson problem, and also that special measures are required when the ratio of coe cients di ers from one by several orders of magnitude, it will be shown that relaxation parameters are quite useful when the anisotropy is moderate. This is also true in the case of isotropic operators in higher dimensions.
We consider scalar elliptic partial di erential operators of the type
on a rectangular periodic domain, where c i (i = 1; : : : ; n) are real positive constants. The discretization of L is assumed to be the usual second-order accurate central di erences involving only nearest neighbors (producing a 2n+1{point \star"). Throughout this study, n 2 is assumed. We denote the set of coordinate indices by I = f1; : : : ; ng, the position labels by a vector of integers k = (k 1 ; : : : ; k n ), and the meshsize by h. A square mesh is assumed for simplicity, but rectangular-mesh problems are trivially reduced to equivalent square-mesh problems by replacing the coe cients c i withc i = c i (~h h i ) 2 , where h i is the meshsize corresponding to c i , andh is chosen to be such that P n i=1c i = 1. For the square mesh, x i = hk i ;
We compute optimal relaxation parameters for Gauss-Seidel relaxation Otherwise, it is rough.
De nition 2 A Fourier mode is smooth if all its elements i are smooth.
Otherwise it is rough. We shall denote the set of smooth 's by s and the set of rough 's by r .
Fourier modes that are rough on the ne grid cannot be approximated on the twice-coarser grid that is assumed to provide the coarse-grid correction, since they alias with other components. Hence, they need to be treated e ciently by the relaxation on the ne grid. Evidently, all pairs ( ;~ ) consist of either two rough modes or one rough and one smooth mode. Without loss of generality, it will be our convention that~ is always rough.
The relaxation operator, S( ;~ ) = fs ij g, is a two by two matrix which gives the amplitude of error Fourier components (exp(i k);exp(i~ k)) T after one full relaxation sweep, when multiplied by their amplitudes before the sweep. It can be obtained by multiplying the operators of the two weightedJacobi half-sweeps performed over the Black points (de ned as gridpoints for which the sum of the indices k i is odd) and the Red points (whose indexsums are even). Now, a sweep over the Black points ampli es components of Black-point errors by the weighted-Jacobi symbol s ! (see (6-7) below), without a ecting the Red-point errors, and vice versa. And since Red-point and Black-point error components can be expressed as sums and di erences of the pairs of Fourier components, each half-sweep operator can be written as a two by two matrix. These are given by 
and ! is the relaxation parameter. In the special case of ! = 1, s 1 ( ) = ?s 1 (~ ) = C, and S is simpli ed appreciably.
In relaxation operators for which the Fourier components are eigenfunctions (such as damped Jacobi relaxation for the present problem), S is a scalar, and the smoothing factor is naturally de ned as the largest absolute value of S over the space of rough modes. must give some information on the asymptotic reduction of rough error components by the relaxation, but the other parts of the multigrid cycle are idealized. This motivation led to the following highly successful extension to general S, introduced in 1] and 5] (see also 7, 8, 10]): apply S and then annihilate the smooth modes, while leaving the rough modes unchanged, by projecting on the space of rough modes. When S is a two by two matrix, the projection operator Q, which acts as the idealized coarse-grid operator, is given by
where q = 0 for a smooth argument and 1 otherwise. (Hence, our roughconvention implies q(~ ) = 1). The smoothing factor , when a single relaxation sweep is performed between successive coarse-grid corrections, is de ned by = sup h max (QS) ; (9) where denotes spectral radius. The implication of the supremum is that is allowed any value in (? ; ]. This will henceforth be implicitly assumed, and sup h will be omitted for brevity. 
Now, 2 s implies by (7) that C can take on any value between 0 (when all components of equal 2 ) ; and 1 (when all components of equal zero). Hence, (5), (6) and (11) yield after rearrangement
In order to nd the maximum of the right-hand side of (12) over C in the relevant range, we must check the end-points, C = 0 and C = 1, and the point at which the derivative with respect to C vanishes. Setting C = 0 yields j! ? 1j. This implies, by (10), 0 < ! opt < 2. 
Now, 2 r implies that at least one of 's components is rough (by De nition 2), but also that at least one of its components is smooth, else~ would be smooth, by (4) , in contradiction to our convention. Hence, by (7), the relevant range of C in (14) is given by jCj C max def = 1 ? c min :
(15) Here, C = C max is obtained when all of 's components vanish, except that which corresponds to c min , which equals ? 2 : Note that 0:5 C max < 1 : (16) Note also in (14) that 1 (C) = 2 (?C) ; so it su ces to consider nonnegative values of C, and this will be assumed henceforth for convenience. Note that the upper-bound values of !, which are shown below to be nearly optimal, are precisely of the form of the corresponding optimal values when SOR is used as a solver 6], but with C 2 max (the smoothing factor of Red-Black Gauss-Seidel) replacing the spectral radius of the Gauss-Seidel iteration matrix. Furthermore, it can easily be shown that , which is of the form of the optimal convergence factor for SOR when used as a solver (with the same substitution) is a lower bound on opt .
Comparing opt to (!=1) in (10), we nd that the former grows far more slowly as c min decreases than the latter. This implies that employing overrelaxation allows point Gauss-Seidel relaxation in Red-Black ordering to retain high e ciency over a much larger range of coe cients c i than the usual relaxation (see Figure 2) .
There seems to be no simple way to express ! opt and opt explicitly, although some implicit relations (whose simple proofs are omitted) are given below. However, Figures 1 and 2 compare the optimal and upper-bound values of ! and , respectively, and demonstrate that the upper-bound values provide excellent approximations (see also below). This is also tested in numerical examples in x4.
Some implicit relations for ! opt and opt are ! opt is the only ! 2 1; 2) which yields The smallness of the last term (especially as C max tends to one, and ! ub to two) plus the moderate sensitivity of ! opt (and opt ) to variations in C max , which is veri ed by di erentiation of the above-mentioned implicit equation, imply that the upper-bound values are close to the optimal values. This derivation is omitted, as the result is more clearly evident in Figures 1 and 2. 3 Several relaxation sweeps Unlike methods of relaxation for which Fourier components are eigenfunctions, the smoothing factor of Red-Black Gauss-Seidel relaxation depends on the number of sweeps performed between successive coarse-grid corrections. Let denote the number of sweeps. Then the smoothing factor is naturally de ned by 1, 5 
As is increased, s ( ) 22 has more and more terms, and we resort to numerical calculation in order to obtain (s) , and consequently : Figures 3 and 4 show ! opt and opt for = 1; 2; 3. It is seen that there is some deterioration in performance (per relaxation sweep) when the number of sweeps performed between coarse-grid corrections is increased (as is generally the case with no over-relaxation too). However, this e ect diminishes as c min becomes small. Also, optimal ! is smaller for larger , but it is demonstrated below that this e ect should be ignored in practical use, and ! ub given in Theorem 1 is a very good working value.
Two-level analyses and numerical tests
The predictions of the smoothing analysis were compared with two-level analyses (which here predict the two-level performance exactly), and with results of numerical calculations. In all the examples, bi-linear interpolation was Figure 3 , and ! best |the over-relaxation parameter which yielded the best two-level results. In the sixth column is the smoothinganalysis prediction of Figure 4 , and the last column shows the usual ! = 1 performance. denotes the number of relaxation sweeps performed between successive coarse-grid corrections.
used for prolongation and its adjoint full-weighting operator for residualrestriction, with vertex-centered discretization and standard coarsening. Bicubic interpolation was also tested, with results that were usually slightly better only in the more isotropic cases, and somewhat worse otherwise. (Figure 3) , and ! best , which denotes the over-relaxation parameter that yielded the best two-level results obtained. The sixth column shows the prediction of the smoothing analysis, using ! opt (Figure 4) , and the nal column shows the usual ! = 1 performance. It is seen that there are only very minor di erences between the results with the di erent near-optimal over-relaxation parameters, and that ! ub is a very good ! E.R.F 1.
0.240 1.146 (! ub ) 0.128 1.114 (! opt ) 0.147 1.164 (! best ) 0.113 Table 2 : Asymptotic error-reduction factors per V(1,1) cycle for the Poisson problem in three dimensions. In comparison, a V(2,1) cycle with ! = 1 yields an error reduction factor of 0.150. working value. Indeed, in some cases it yields even better results than the optimum predicted by the smoothing analysis. In all cases over-relaxation yielded a large improvement in performance, but of course the relative gain is greater as c min is smaller.
Example 2. V(1,1) cycles were implemented for the Poisson problem in three dimensions, on a triply-periodic cube. The nest resolution was 64 3 and ve levels were employed. The initial eld was random with uniform distribution. The right-hand side was set to 0, and 100 cycles were performed, renormalizing the solution after every cycle so as to avoid roundo -errors. (Of course, due to the linearity of the problem, the asymptotic convergence factors are independent of the choice of right-hand side function). Asymptotic error-reduction factors per cycle are compared for over-relaxation parameters 1, ! ub , ! opt , and ! best . Even in this fully isotropic problem over-relaxation yields a signi cant improvement. ! ub is slightly better than ! opt , as ! best is somewhat larger than predicted (as was the case for c min = 1=3 shown in Table 1 ). A V(2,1) cycle with ! = 1 (which is of course more expensive then the over-relaxed V(1,1) cycles even in the case of the simple Poisson operator) yielded an error-reduction factor 0.150. Table 3 : Error reduction factors of V(2,1) cycles.
implemented for the variable-coe cient two-dimensional (n=2) problem, (1 + sin x)u xx + (1 + sin y)u yy = 0 ; (24) and three-dimensional (n=3) problem (1 + sin x)u xx + (1 + sin y)u yy + (1 + sin z)u zz = 0 : (25) The domain of solution was a square (cube) of side 2 . In the threedimensional problem the same speci cations as in Example 2 were used. In the two-dimensional problem we solved both with periodic and Dirichlet boundary conditions. The latter were homogeneous, to avoid roundo errors, and again 100 cycles were implemented. The nest resolution in the two-dimensional problem was 128 2 (127 2 not including boundary points in the Dirichlet problem), and six levels were employed. The error-reduction factors per cycle are shown in Tables 3 and 4 for various values of , which controls the anisotropy, with ! = 1 and ! = ! ub locally. Evidently, over-relaxation improves the usability of point relaxation very signi cantly. Indeed, in three dimensions, even moderate anisotropy necessitates over-relaxation for obtaining a useful algorithm. Table 4 : Error reduction factors of V(2,2) cycles.
elsewhere is approximately cos , where is the latitude (ranging from 0 at the equator to =2 at the poles One can apply more relaxation sweeps in regions that are far from the equator, but at some stage line relaxation (along latitude lines) is used. Overrelaxation can be employed to reduce the region where line relaxation needs to be used, while also reducing the number of sweeps that need to be performed where point relaxation is used. A particular example occurs in the Shallow-Water equations, especially when semi-Lagrangian discretization is used. The principal part of the matrix operator is then normally composed of three Laplace operators. In 4], over-relaxation is introduced for this problem, with the result that the total work spent on line-relaxation is reduced to about 1/3, while the total work spent on point-relaxation remains about the same (with less sweeps per latitude-line on the average, but more lines to sweep over). Here, V( ; ) cycles are employed, where is varied according to latitude, given some desired convergence factor. Line relaxation is used (with = 1) whenever point relaxation would require > 4 for the desired convergence rate. The relative gain quoted is not sensitive to the required convergence factor. These tests were performed at a resolution of 128 by 65 points along lines of latitude and longitude, respectively.
Concluding remarks
Optimal over-relaxation parameters for Red-Black Gauss-Seidel in Multigrid algorithms were calculated for (1) , and an upper bound, which was shown to provide a good working value, was established in Theorem 1. Employing over-relaxation is always more cost-e ective than the usual Red-Black GaussSeidel in three dimensions or higher. In two dimensions over-relaxation is also better, unless the operator is very isotropic.
The extra cost required for over-relaxing, assuming that the optimal parameters are precomputed and stored, is about one or at most two operations. This may not be negligible in the case of the Laplace operator in two dimensions, but is quite unimportant in almost any relevant \real" problem.
The relative gain in using over-relaxation, compared to the usual relaxation, grows rapidly as the problem becomes more anisotropic. But of course the overall e ciency of the solver then decreases even when over-relaxation is used. Hence, full robustness can only be achieved by more elaborate global techniques, which are also more expensive (sometimes much more expensive on parallel machines). However, when the anisotropy is known to be moderate (perhaps only in part of the domain, as in Example 4|solution on a sphere), SOR should be employed. An example of this is large-scale, stably strati ed planetary ows (e.g., Quasigeostrophic equations), where c min will usually be about an order of magnitude smaller than one at worst.
Varying the relaxation parameter in space as a function of the anisotropy was found to perform well, especially if the over-relaxation parameters are precomputed and stored. One can then also use the prediction of ub to choose the number of sweeps performed in various regions, as was done in Example 4 4]. 
