We show how pointwise values of a function, f(x), can be accurately To this end we employ a highly oscillatory smoothing kernel in contrast to the more standard positive unit-mass mollifers.
To this end we employ a highly oscillatory smoothing kernel in contrast to the more standard positive unit-mass mollifers.
In particular, post-processing of a stable Fourier method applied to hyperbolic equations with discontinuous data recovers the exact solution modulo a spectrally small error. Numerical examples are presented. Here and below, C stands for (possibly different) generic constant S bounds, and l]f]l(s) denotes the largest maximum norm of f and its first s derivatives, the maximum taken over the whole domain.
We thus see that the decay rate of the truncation error on the
2-'-'----
left of (1.3) is restricted only by the degree of smoothness of the function f . In this sense, the spectral approximation is termed to be s_Dectrallyaccurate. If, in particular, f is a C -function, the truncation error is rapidly decaying, faster than any fixed (m independent of N ) polynomial rate. Thus, the spectral approximation of C=-functions enjoys the so-called infinite order of"accuracy; this is in constrast to the usually slower convergence rate due to a fixed degree polynomial accuracy.
Next. assume only the gridvalues f = f(y_) are known, at the 2N equidistant gridpoints Yv -_ + vh , h = 2_/2N , _ = 0,1,...,2N-I.
Invoking the trapezoidal rule, the (exact) Fourier coefficients in (I.i) are approximated by discrete sums of these known gridvalues
The difference between the exact Fourier coefficients and their discrete approximation is also known to be spectrally small
As a substitute to the (exact) Fourier coefficients appearing in the spectral approximation (1.2), f(k) , let us use their discrete counter-
The resulting new approximation is found to be exact at the gridpoints x = y_ In other words, we arrive at the trigonometric
The two type of errors committed in this case--the original truncation error in (1.3) padded with the aliasing errors in (1.5)--both are spectrally small. Hence, if f is smooth over the whole domain, then its pseudo-spectral approximation (1.6) is spectrally accurate even in between the gridpoints
We also note that as in the spectral and pseudo-spectral cases (1.3) and (1.7) similar error decay is obtained with higher derivatives and in more space variables; the norm on the right-hand side of (1.3), (i.5),and (1.7) should be "raised" accordingly. Moreover, if the function is in particular analytic, then the spec_:ralaccuracy is further improved to be exponential: let 2n > 0 be the width of analyticity strip with maximum modulus [[flin; then an error bound of the form e-Nn
Cnllfl n follows, e.g. [7] . For such pointwise recovery, we should dismantle the above localglobal coupling limitation, associated with the (pseudo-) spectral approximations. To this end, we employ a regularization kernel which is convoluted against the (pseudo-) spectral approximation in the usual fashion. Our regularization kernel consists of the product of two terms: first we introduce a cut-off function to localize the kernel in the spirit advocated above; secondly, it is multiplied by the spectral approximation of the delta function (_ Dirichlet kernel), so that spectral accuracy is guaranteed. Convolution with the resulting kernel has then the effect of (locally) smoothing the spectral and pseudo-spectral approximations.
The paper is organized as follows: in Section 2 we briefly discuss those fundamentals of Fourier summation which will be later needed. Smoothing of the spectral approximation is described in post-processing kernel with a finite number of vanishing higher moments.
Our spectral smoothing is motivated by the Mock and Lax discussion --indeed, our regularization kernel based on the Legendre spectral approximation is intimately related to their kernel. Majda and McDonough and Osher [S] on the other hand, extending their previous study [4] with regard to the same problem, have employed a spectrally accurate smoothing procedure by operating directly in the Fourier space. Our smoothing in the real space rather than in the transformed one seems to offer more robustness, resulting from the use of physical space localization; the latter is in fact the key element which enables us to apply our smoothing procedure to pseudo-spectral approximations. Moreover, it is also applicable in conjunction with orthogonal families other than the trigonometric one.
This work has been motivated by the numerical studies of (pseudo-) spectral s_mulation of shock waves, tlowever,in this paper we restrict our attention to the level of approximation only; applications to P.D.E. will be discussed elsewhere.
PRELIMINARIES ON FOURIER SUMMATION
Given a 2_-periodic function _ with Fourier coefficient 
for later purpose, we quote here the special case x = 0,
The above error bound is not the sharpest bound possible: let _( ; ) denote the function's modulus of continuity, then Kolmogorov's result yields an asymptotr]ally exact bound (2) 
in agreement with (1.5), taking (_,p) = (f,N). Hence, the aliasing
..,p , adds up to a contribution similar to that of the truncation error, yielding in view of (2.5)
in agreement with (1.7), taking (_,p) = (f,N). It should be noted, (e.g. [3] ), that there is no qualitative difference between the spectral and pseudo-spectral approximations.
RECOVERING POINTWISE VALUES FROM THE SPECTRAL APPROXIMATION
In this section, we show how to extract highly accurate approximation to the point values of a discontinuous function from its first N Fourier coefficients in regions where the function is smooth. The basic idea is that these coefficients are moments of the functions and consequently, the integral of any smooth function against the spectral approximation is highly accurate with that against the function itself. We therefore construct an auxiliary function such that when the spectral approximation is integrated against it, the desired original point value at a given point is recovered.
To do that, let O(Y) be a cS-function vanishing outside the interval (-_,_) and normalized to take the value one at the origin
We recall that the Dirichlet kernel in (2.1b) is given by multiplying the two we obtain
We now set as our regularization kernel _e,p(y) _ e-l_l,p(e-ly) = e-lo(e-ly)op(e-!y) , (3.4) depending on a yet to be determined free parameter 6 , 0 g @ g 1 A Given the spectral approximation, fN , we smooth its value via convolution with the above regularization kernel, computing fN* ce'P(x) = f fN(y') 'P(x-y')dy' (3.S)
In order to estimate the error, we decompose.
The first term on the right vanishes in view of the orthogonality be- and the regularization error in the third term,
With regard to the truncation error T_'P_Young inequality implies
and in the view of (1.3) we conclude that this term is spectrally small
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Turning to the regularization error, R@'p , we compute at a given
and making use of (2.1c), the regularizaChanging variables Y -0 tion error is simplified into
where the auxiliary function oO,X(y) is given by
In view of the normalization Then, the following error estimate holds
The following two lemmas, whose technical proofs are postponed to the end of this section, provide us with the necessary explicit bounds on the two terms appearing on the right of (3.10). 
RECOVERING POINTWISE VALUES FROM THE PSEUDOSPECTRAL APPROXIMATION
In this section we treat the case where the discrete gridvalues f = f(yu) are given so that a pseudo-spectral approximation _ collocating these gridvalues is uniquely determined; see (l._,). The observation here is that the integrand A fN(y,)_O,P(x_y,) in key The computed error at a fixed point x , amounts to
There are two sources of errors in this case: the aliasing error due to the use of the trapezoidal rule in the first difference
and as before, the regularization error in the second difference RO,P = f , oO,p _ f .
(4.2c)
The aliasing error estimate in (l.5)i0)andthe regularization error estimate in (3.9d) yield: 
ly-xl e 0$k$2s
In analogy with Corollary 3.6, we also have: In view of the Christoffel-Durboux identity, we can rewrite
The resulting spectral smoothing via the above Legendre-type regularization kernel was introduced in [i], and is intimately related to
Mock and Lax [6] post processing: indeed, @@'P serves as a locally supported kernel with vanishing higher moments and unit mass -modulo a negligible spectral error.
Similarly, we can use Tchebyshev ortho_onal expansion where
We note that the (pseudo-) spectral smoothing done with the Tchebyshev kernel is not translated to the usual cut-off in the transformed space.
NUMERICALEXAMPLES
In this section we demonstrate the efficacy of the smoothing pro- Next, we turn to the post-processing for the pseudo-spectral }N(X) which is simpler than (6.4). In fact, in this approximation
Note that carrying out the smoothing procedure defined in (6.8) does not involve any extra evaluation of _(y) in points other than yu , in contrast to spectral smoothing procedure in (6.4). As before, the parameter 0 was chosen according to (6.5).
We have yet to determine the parameters p and _ The parameter p must be equal to NB for 0 < B < ! in view of (3.14), in order to assure infinite accuracy.
(In our computations B • .8.)
Finally we feel that a is problem dependent and we chose a = 10. We have not tuned the parameters to get optimal results; further tuning may improve the quality of our filtering procedure.
In Tables I, II, III, or the pseudo-spectral approximation _N(X) , N = 128 in Table I and II  and N = 64 in Tables III and IV. The third column gives the smoothed   results, when filtered by (6.4) on (6.8), at the same points as in column I.
The results indicate the dramatic improvement obtained by the smoothing procedure. Moreover, note that the error committed by 9128
(or f128) is better than the one committed by 364 (or f64 ) only by a factor of 2 whereas after the post-processing the error improves by a factor of 104. Table I .
Results of smoothing of the spectral approximation of f(x), N = 128. Table II. as Table I ?N(X,+¢iIf-v equals at x = x)+½
