Abstract. Let A be an elementary abelian r-group with rank at least 3 that acts faithfully on the finite r ′ -group G. Assume that G is A-simple, so that G = K 1 × · · · × Kn where K 1 , . . . , Kn is a collection of simple subgroups of G that is permuted transitively by A. The purpose of this paper is to characterize G and the collection of fixed point subgroups {C G (a) | a ∈ A # }. An application of this result will be a new proof of McBride's Nonsolvable Signalizer Functor Theorem.
Introduction
Throughout this paper, r is a prime and A is an elementary abelian r-group with rank at least 3. Suppose that A acts faithfully on the finite r ′ -group G and that G is A-simple. Then G = K 1 × · · · × K n where K 1 , . . . , K n is a collection of simple subgroups of G that is permuted transitively by A. The type of G is defined to be the isomorphism class of K 1 . Let a ∈ A # and suppose that K 1 is one of the known simple groups. Since A is elementary abelian, exactly one of the following holds:
(a) a acts semiregularly on K 1 , . . . , K n and C G (a) is A-simple with the same type as G. (b) a normalizes each K i , E(C Ki (a)) is simple, F (C Ki (a)) = 1 and E(C G (a)) is A-simple. (c) a normalizes each K i and C G (a) is solvable. Moreover in cases (a) and (b), C A (E(C G (a))) = a .
These facts are established in [2] . For all a, b ∈ A # we have
since in (b), C G (a)/E(C G (a)) is solvable. In addition
The purpose of this paper is to prove that these conditions characterize G and the collection of fixed point subgroups { C G (a) | a ∈ A # }. We shall prove:
Theorem A. Let r be a prime and A an elementary abelian r-group of rank at least 3 that acts on the group G. Suppose that for each a ∈ A # that θ(a) is a finite A-invariant r ′ -subgroup of C G (a) and that the following hold:
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(a) If a ∈ A
# with E(θ(a)) = 1 then E(θ(a)) is an A-simple K-group, F (θ(a)) = 1 and
Then G is a finite r ′ -group, it is A-simple and a K-group. Moreover
A number of remarks are in order.
• The first condition on (b) asserts that θ is an A-signalizer functor on G.
The conclusion asserts that θ is complete. Theorem 1 is therefore a special case of the Nonsolvable Signalizer Functor Theorem.
• The Nonsolvable Signalizer Functor Theorem was proved by McBride [6, 7] and plays a fundamental role in the proof of the Classification of the Finite Simple Groups, see [4] for example. This paper is one of a sequence of papers on automorphisms of K-groups, one of whose aims is to give a new proof of the Nonsolvable Signalizer Functor Theorem. In both his papers, McBride proves results similar to Theorem 1. Hence this paper may be regarded as a revision of part of McBride's work.
• Theorem 1 is analogous to the standard form problems that arise in the proof of the Classification of the Finite Simple Groups.
• Recall that a K-group is a finite group all of whose simple sections are known simple groups. Since the main application of the Nonsolvable Signalizer Functor Theorem is to the Classification, the K-group assumption in (a) causes no difficulty. A crucial consequence is that if a is an automorphism with order r of the simple r ′ -group K then C K (a) has a unique minimal normal subgroup. It would be interesting to see if it possible to establish this without the K-group assumption.
Preliminaries
Proof. (a) and (b) follows from [2, Theorem 4.1] .
(c). TO DO. This reduces quickly to the case when J is simple and B has order r.
Lemma 2.2. Suppose that A acts coprimely on the K-group X and that X is A-simple. Suppose also that B ≤ A is noncyclic. Then
# and C X (b) is A-simple with the same type as X .
Proof. If C B (X) = 1 then X = C X (b) for any b ∈ B # and there is nothing to prove. Hence we may assume that C B (X) = 1. Then we may replace A by A/C A (X) and assume that C A (X) = 1. Set A ∞ = ker(A −→ Sym(comp(X))). [2, Lemma 6.4 
[2, Lemma 6.5] implies that C X (b) is A-simple with the same type as X for all
Lemma 2.3. Let R be a group that acts coprimely on the group G. Assume that
Proof. [8, Theorem 9.8, p.250 ] implies that G is finite. Now O r (Z(G)) is a normal Hall subgroup of G. Apply the Schur-Zassenhaus Theoren and the fact that G is perfect.
Part 1
Henceforth we assume the hypotheses of Theorem 1. For each a ∈ A # set
.
Consider the types of E a as a ranges over A # and choose a type K of maximal order. Note that K exists because
). The conclusion follows by symmetry.
Proof. By hypothesis, E a is the direct product of simple groups that are permuted transitively by A. Since A is elementary abelian, it follows that A a /C A (E a ) is isomorphic to a subgroup of the automorphism group of a component of E a . Hence A a /C A (E a ) has order at most r by Lemma 2.1. Also by hypothesis, C A (E a ) = a , hence the result.
Lemma 3.3. Let a ∈ A max and b ∈ A # with a = b . Exactly one of the following holds:
Proof. We have
Suppose b ∈ A a . Then b acts as the product of α/r cycles of length r. Visibly
Suppose that E b = 1. Then E(C Ea (b)) = 1 so the previous paragraph implies b ∈ A a . By the definition of A b we have A = A b so a ∈ A b and (c) holds. Hence we may assume that E b = 1.
We have
. . , J β } are the components of E b and β = | A : A b |. Let J be the type of E b . Then there are expressions for E(C E b (a)) analogous to (1) and (2) .
Assume
contrary to the choice of K, hence this case does not arise. The only remaining possibility is (c).
Proof. (a). We may suppose a = b . Lemma 3.2 implies A a = a, b . Now b ∈ A a so only case (c) of Lemma 3.3 may hold. Thus a ∈ A b and
Proof. Choose b ∈ A \ A a . This is possible since | A a | = r or r 2 by Lemma 3.2 and since rank(A) ≥ 3. Lemma 3.4(c) implies C Ea (b) is A-simple and
The components of C Ea (b) correspond to the orbits of b on comp(E a ). Since A a acts trivially on comp(E a ) it follows that A a acts trivially on comp(C Ea (b)). Then (1) implies that A a acts trivially on the set of orbits of a on comp(E b ). Now A/A b is abelian and regular on comp(E b ) so it follows that a and A a induce the same group on comp(E b ). Consequently
Henceforth we set
Then using Lemma 3.5, we have:
Theorem 3.6. Exactly one of the following holds:
Remark. We will eventually show that G is A-simple of type K. The two possibilities in Theorem 3.6 corresponds to whether A acts faithfully on comp(G) or not; with A ∞ being the kernel of this action. Moreover, we have established that the subgroups E(θ(a)) have the same structure as the corresponding subgroups in the target group.
Part 2
Lemma 4.1. Suppose B satisfies A ∞ < B ≤ A. Then
is A-simple with the same type as E a .
. . , K n are the components of E a . Suppose e ∈ A # ∞ . Theorem 3.6 implies that e normalizes each K i so C Ea (e) = C K1 (e)× · · ·× C Kn (e). By assumption, C A (E a ) = a so as a ∈ A \ A ∞ we have C Ki (e) = K i . It follows that C Ea (e) is not A-simple with the same type as E a . Suppose b ∈ B # and C Ea (b) is A-simple with the same type as E a . Then b ∈ A ∞ . Lemma 3.1 implies C Ea (b) ≤ E b ≤ H and the claim follows.
Suppose e ∈ A # ∞ . We claim that E e ≤ H. Theorem 3.6 implies A ∞ is cyclic so as rank(A) ≥ 3 we may choose D ≤ A with D noncyclic and D ∩ A ∞ = 1. Lemma 2.2 implies
Recall that if B acts on the group X then the B-components of X are the groups generated by the orbits of B on comp(X). The set of B-components of X is denoted by comp B (X).
Lemma 4.2. Suppose that B satisfies A ∞ < B < A. Suppose also that "does not commute" is an equivalence relation on Ω(B). Then:
(a) G is the direct product of | A : B | perfect subgroups. These subgroups are permuted transitively by A and the A-stabilizer of any of them is B.
Proof. Let ∼ be the equivalence relation "does not commute" on Ω(B) and let n = | A : B |. Let b ∈ B \ A ∞ . Theorem 3.6 implies that comp(E b ) consists of | A |/r| A ∞ | copies of K that are permuted regularly by A/ b, A ∞ . Now b, A ∞ ≤ B so B has n orbits on comp(E b ) and we have
where X 1 , . . . , X n are the B-components of E b . Note that A is transitive on { X 1 , . . . , X n } and for each i, B = N A (X i ). We claim that { X 1 , . . . , X n } is a set of representatives for the equivalence classes of ∼.
For each i let G i be the group generated by the equivalence equivalence class of X i . Since B-components are perfect, so is each
Then A is transitive on { G 1 , . . . , G n } and for each i, B = N A (G i ). In particular, (a) holds.
Then G i is the group generated by the equivalence class of Y i . The previous paragraph, with (b ′ , Y 1 ) in the role of (b, X 1 ) implies Y 1 ≤ E a π 1 . It follows that
and then we have equality.
Observe that G 1 is a finite r ′ -group since it is the image of the finite r ′ -group θ(a). Then G is a finite r ′ -group. Now G is perfect since it is generated by the perfect subgroups G i . Lemma 2.4 implies that G is a finite r ′ -group so (b) holds. Since a is semiregular on { G 1 , . . . , G n } we have C G (a) ∩ ker π 1 = 1 so the previously proved equality forces
In particular, E a (Z(G)∩C G (a)) = C G (a). Lemma 2.3 implies that C G (a) is perfect. Consequently E a = C G (a). Since E a ≤ θ(a) we obtain E a = θ(a) = C G (a). Also as E a = 1 we have F (θ(a)) = 1 so C Z(G) (a) = 1 and (c) holds. • For each i, A ∞ < B i < A and "does not commute" is an equivalence relation on Ω(B i ).
In particular, θ is complete.
Proof. Let a ∈ A \ A ∞ . Then there exists i with a ∈ B i so Lemma 4.2 implies θ(a) = C G (a) and C Z(G) (a) = 1.
Choose D < A with D ∩ A ∞ = and rank(A) = 2. Suppose 1 = e ∈ A ∞ . Now G is an r ′ -group by Lemma 4.2 so by considering the action of D on C G (e) we have
Hence
Since G is perfect, so is each K i and this decomposition is unique by the KrullSchmidt Theorem. In particular, A permutes { K 1 , . . . , K l }.
Recall that a ∈ A \ A ∞ . Choose i with a ∈ B i . Now Z(G) = 1 so Lemma 4.2 implies there exists a decomposition
and that a acts semiregularly on the factors. Let 1 ≤ i ≤ l. Writing each G j as a direct product of indecomposable groups, we see that there exists k with K i ≤ G k . Now a does not normalize G k so it does not normalize K i . Consequently a acts semiregularly on { K 1 , . . . , K l }. In particular, C G (a) is a direct product of groups, one for each orbit of a on { K 1 , . . . , K l }. Now C G (a) = θ(a) = E a and E a is A-simple of type K. If 1 = e ∈ A ∞ then since E e is not A-simple of type K, we see that e normalizes each K i . Consequently
completing the proof.
Part 3
In order to complete the proof of Theorem 1, by the previous theorem it suffices to show that if A ∞ < B < A with | A : B | = r then "does not commute" is an equivalence relation on Ω(B). If rank(A) ≥ 4, then rank(B) ≥ 3 so as θ is also a B-signalizer functor, this follows from [2, The Global Theorem, Theorem 10.2] . However, more work is needed to establish this fact if rank(A) = 3.
Hypothesis 5.1.
• A ∞ < B < A with rank(B) = 2.
• a, b ∈ B \ A ∞ with B = a, b .
• E a = K 1 ×· · ·×K α and E b = J 1 ×· · ·×J α where α = | A |/r 2 and K 1 , . . . , K α and J 1 , . . . , J α are the B-components of E a and E b respectively.
To justify the assertion made in the third part consider first the case that A ∞ = 1. Theorem 3.6 implies that E a is the direct product of | A |/r copies of K and A a = a . Since a ∈ B and | B | = r 2 it follows that B has α orbits on comp(E a ). Consider the case | A ∞ | = r. Theorem 3.6 implies that E a is the direct product of | A |/r 2 copies of K and A a = A ∞ , a . Then B = A a so B is trivial on comp(E a ). Again, B has α orbits on comp(E a ). 
# and E a = E(θ(a)) it follows that AN normalizes E a . In fact, as AN centralizes B, it follows that AN permutes the B-components of E a . Now E a is A-simple so A acts transitively. Moreover, N AN and N is an r ′ -group. This implies that N acts trivially. Consequently
Similarly
We have also shown that C Ki (B) normalizes J j and C Jj (B) normalizes K i for all i, j.
After a suitable renumbering, we have
for all i and [C Ki (B), C Jj (B)] = 1 for all i = j. To prove (b) suppose that i = j. At the beginning of the proof, we observed that C Ki (B) normalizes J j . Then (b) follows from Lemma 2.1(b)(ii).
Henceforth, whenever we assume Hypothesis 5.1, we assume the ordering has been chosen on accordance with Lemma 5.2. 
for all i.
Proof. Without loss i = 1. Choose c ∈ A \ B. Now A/A ∞ is regular on comp(E b ) and J 1 , . . . , J α are the subgroups generated by the orbits of B on comp(E b ). It follows that c is semiregular on { J 1 , . . . , J α }. Then visibly C E b (B) ∩ C G (c) induces the same group on C J1 (B) as does C J1 (B). Also, c is semiregular on { K 1 , . . . , K α } so using Lemma 5.2 we see that C Ea (B) ∩ C G (c) induces the same group on C J1 (B) as does C K1 (B). Using Lemma 3.4(c) , with (b, c) in the role of (a, b), we have
Similarly, C Ea (B) ∩ C G (c) = C Ec (B). We deduce that C K1 (B) and C J1 (B) induce the same group on C J1 (B).
Let X = C θ(B) (C J2 (B) × · · · × C Jα (B)). Lemma 2.1(b)(ii) implies that [X, J 2 × · · · × J α ] = 1. Moreover, F (θ(b)) = 1 so F * (θ(b)) = J 1 × · · · × J α and it follows that X is faithful on C J1 (B). Clearly C J1 (B) ≤ X. By Lemma 5.2, C K1 (B) ≤ X. Since C J1 (B) and C K1 (B) induce the same group on C J1 (B), we deduce that C J1 (B) = C K1 (B). Recall that by hypothesis, θ is an A-signalizer functor on G. Also if p is a prime then a (p, θ)-subgroup of G is an A-invariant p-subgroup P with the property C P (a) ≤ θ(a) for all a ∈ A # . The set of maximal (p, θ)-subgroups is denoted by Syl p (G; θ). The Transitivity Theorem, [5, p. 309] asserts that θ(A) acts transitively by conjugation on Syl p (G; A). Consequently C P (a) ∈ Syl p (θ(a)) for all P ∈ Syl p (G; θ) and a ∈ A # .
Lemma 5.5. Assume Hypothesis 5.1. Let p be a prime and P ∈ Syl p (G; θ). Then
Proof. For each c ∈ A \ A ∞ set P c = P ∩ E c . Now E c θ(c) so the preceding discussions imply P c ∈ Syl p (E c ; A).
Let c ∈ A \ B. We claim that C Z(Pa) (c) = C Z(Pc) (a).
Note that P a is the direct product of its intersections with the components of E a . Since c ∈ A \ B and A a = A ∞ , a ≤ B we have c ∈ A a so c is semiregular on comp(E a ) and hence on the factors of P a . It follows that Z(C Pa (c)) ≤ Z(P a ). Consequently Z(C Pa (c)) = C Z(Pa) (c).
