Adaptive schemes, where tasks are assigned based on the data collected thus far, are widely used in practical crowdsourcing systems to efficiently allocate the budget. However, existing theoretical analyses of crowdsourcing systems suggest that the gain of adaptive task assignments is minimal. To bridge this gap, we investigate this question under a strictly more general probabilistic model, which has been recently introduced to model practical crowdsourcing datasets. Under this generalized Dawid-Skene model, we characterize the fundamental trade-off between budget and accuracy. We introduce a novel adaptive scheme that matches this fundamental limit. A given budget is allocated over multiple rounds. In each round, a subset of tasks with high enough confidence are classified, and increasing budget is allocated on remaining ones that are potentially more difficult. On each round, decisions are made based on the leading eigenvector of (weighted) non-backtracking operator corresponding to the bipartite assignment graph. We further quantify the gain of adaptivity, by comparing the tradeoff with the one for non-adaptive schemes, and confirm that the gain is significant and can be made arbitrarily large depending on the distribution of the difficulty level of the tasks at hand.
parameter q i ∈ [0, 1] (for the i-th task), which is drawn i.i.d. according to some prior distribution G . When a worker j is assigned a task i, the task is perceived as a positive task with probability q i , and as a negative task otherwise. Hence, if q i is close to a half then it is confusing and difficult to correctly classify, and easy if close to one or zero. When task i is assigned to worker j, the response is a noisy perception of the task:
A ij = 1, w.p. q i p j +q ipj , −1, w.p.q i p j + q ipj . ,
whereq i = 1 − q i andp j = 1 − p j . Each worker is parametrized by p j ∈ [0, 1] representing how likely the worker is to respond as he perceives. Presented with a task that he perceives as positive, a worker labels it as positive with probability p j , and otherwise makes a mistake and gives the opposite label. Hence, if p j is close to one then he tells the truth (in his opinion) and if it is close to half he gives random answers. If it is zero, he is also reliable, in the sense that a requester who can correctly decode his reliability can extract the truths exactly. The q i 's capture the heterogeneous difficulty of the tasks. We define the ground truth of a task as what the majority of the workers agree on, had we asked all the workers. Accordingly, we assume that E F [p j ] > 1/2 and the true labels are defined as t i = I {qi>(1/2)} − I {qi<(1/2)} .
Otherwise, we do not impose any condition on the distribution of p j 's. However, we assume q i 's are discrete random variables with support at K points. Our results do not directly depend on this support size K, and therefore K can be made arbitrarily large. Note that we focus on only binary tasks with two types of classes, and also the workers are assumed to be symmetric, i.e. the error probability does not depend on the perceived label of the task. The original Dawid-Skene model introduced in [6] and analyzed in [15] is a special case, when all tasks are equally easy, i.e. q i 's are either one or zero. This makes inference easier as all tasks are perceived their true class; the only source of error is in workers' noisy responses. Let p and q represent the vector of all the p j 's and q i 's respectively. Our analysis holds for any deterministic sequence of m-dimensional p (m) ∈ [0, 1] m and n-dimensional q ∈ [0, 1] n indexed by the dimensions m ∈ Z + and n ∈ Z + , but for notational convenience we assume p j 's and q i 's are drawn i.i.d. according to some distribution.
Given this mixture of easy and hard tasks, and also reliable and noisy workers, we want to correctly classify the tasks from the collected responses conveniently represented by a matrix A ∈ {0, ±1} m×n . We assume the following task assignment scenario to model practical crowdsourcing systems. It is a discrete time system, where at the beginning of each time step the requester can create a batch of tasks. This batch is picked up by a new arriving worker, and his/her responses are collected. To model real-world constraints we assume there is a limit on how many tasks a single worker can complete, which we denote by r. The requester (also called task master) has no control over who is arriving next, but he has control over which of the m tasks are to be solved by the next arriving worker. This allows for adaptive task assignment schemes, where the requester can choose to include those tasks that he is most uncertain about based on all the history of responses collected thus far.
In practical crowdsourcing systems, the task requester has some control over the task assignment, as long as it is done in an online-fashion and does not require reusing any particular worker. We consider both a non-adaptive scenario, in which all the questions are asked simultaneously and all the responses are collected simultaneously, and an adaptive scenario in which the taskmaster may adaptively choose which tasks to assign to the next arriving worker based on all the previous answers collected thus far. However, we emphasize that the workers are fleeting and cannot be reused based on the their response; in particular, we cannot explore reliable workers and exploit them, using techniques similar to multi-armed bandits.
We consider all randomized task assignment schemes, whose expected number of assignment per task is , and all inference algorithms. We study the minimax rate when the nature chooses the worst case priors F and G (from a family of priors parametrized by average worker reliability σ 2 and average task difficulty λ defined in (3)), and we choose the best possible adaptive task assignment together with the best possible inference algorithm. We further propose a novel adaptive approach that achieves this minimax rate up to a constant factor. Our approach is different from existing adaptive schemes in [11] , and a detailed comparison is provided in Section 6.
Related work. Existing work on crowdsourcing systems study the standard Dawid-Skene (DS) model [6] , where all tasks are equally difficult and hence q i ∈ {0, 1} for all tasks. Several inference algorithms have been proposed [6, 26, 12, 25, 10, 13, 19, 33, 18, 30, 5, 14, 23, 2, 3] , and the question of task assignment is addressed in [15] , where the minimax rate on the probability of error is characterized and a matching task assignment scheme and an inference algorithm are proposed. Perhaps surprisingly, for the standard DS model, a non-adaptive task assignment scheme achieves the fundamental limit. Namely, given m tasks and a total budget for m responses, the requester first constructs a bipartite task-assignment graph with m task nodes, n = m /r worker nodes, and edges drawn uniformly at random with degree for the task nodes and r for the worker nodes. Then, j-th arriving worker is assigned a batch of r tasks that are adjacent to the j-th worker node. Together with an inference algorithm explained in detail in Section 2, this achieves a near-optimal performance. Namely, to achieve an average probability of error ε, it is sufficient to have total budget O((m/σ 2 ) log(1/ε)), where
is the quality of the workers defined in (3). Perhaps surprisingly, no adaptive assignment can improve upon it. Even the best adaptive scheme and the best inference algorithm still requires Ω((m/σ 2 ) log(1/ε)) total budget. Hence, there is no gain in adaptivity. This negative result relies crucially in the fact that under the standard DS model, all tasks are inherently equally difficult. Hence, adaptively assigning more workers to relatively more ambiguous tasks has only a marginal gain. However, simple adaptive schemes are widely used in practice, where significant gains are achieved; in real-world systems, tasks are widely heterogeneous. To capture such varying difficulties in the tasks, generalizations of the DS model were proposed in [28, 27, 32, 24] and significant improvement has been reported on inference problems for real datasets.
The generalized DS model serves as the missing piece in bridging the gap between practical gains of adaptivity and theoretical limitations of adaptivity. We investigate the fundamental question of "do adaptive task assignments improve accuracy?" under this generalized Dawid-Skene model of Eq. (1).
On the theoretical understanding of the original DS model, the dense regime has been studied first, where all workers are assigned all tasks. Spectral method was first analyzed in [10] and an EM approach followed by spectral initial step is analyzed in [30] to achieve a near-optimal performance. The minimax error rate of this problem was identified in [9] by analyzing the MAP estimator, which is computationally intractable. However, in this dense regime, all tasks are assigned a growing number of workers as the problem size increases and eventually all tasks are labelled correctly with high probability.
In this paper, we are interested in a more challenging setting where each task is assigned only a small number of workers = O(log n), where n is the total number of workers used by the taskmaster. For a non-adaptive task assignment, a novel spectral algorithm based on the non-backtracking operator of the matrix A has been analyzed under the original DS model in [13] , which showed that the proposed spectral approach is near-optimal. [15] showed that any non-adaptive task assignment scheme will have only marginal improvement in the error rate under DS model. Hence, there is no gain in adaptivity under the original DS model. Although the new spectral method provably achieves near-optimal performance, there is still a small but non-zero gap of a constant factor in the upper and lower bound on the required budget. This gap was closed in a recent work in [23] , where belief propagation for this model is analyzed and proven to be exactly optimal under certain conditions. Precisely, it was proven that there is no algorithm that can achieve a smaller error probability than belief propagation for crowdsourcing under the DS model. However, one of the main weakness of the model is that it does not capture how some tasks are more difficult than the others. To overcome this challenge, several practical models have been proposed recently [12, 28, 27, 32] . However, for all these generalized models, the standard inference algorithms are typically computationally intractable, and heuristics are widely used. Such ad-hoc inference algorithms can potentially significantly improve over those based on the simple Dawid-Skene model on real-world datasets. However, there is no analysis on their performance under adaptive or non-adaptive task assignment. In this work, we close this gap by providing a theoretical analysis of one of the generalizations of the DS model, namely the one proposed in [32] .
Contributions. To investigate the gain of adaptivity, we first characterize the fundamental lower bound on the budget required to achieve a target accuracy. To match this fundamental limit, we introduce a novel adaptive task assignment scheme. Our approach consists of multiple rounds of non-adaptive schemes, and we provide sharp analyses on the performance at each round, which guides the design of the task assignment in each round adaptively using the data from previous rounds. The proposed adaptive task assignment is simple to apply in practice, and numerical simulations confirm the superiority compared to state-of-the-art non-adaptive schemes. Under a certain assumption on the choice of parameters in the algorithm, which requires a moderate access to an oracle, we can prove that the performance of the proposed adaptive scheme matches that of the fundamental limit up to a constant factor. Finally, we quantify the gain of adaptivity by proving a strictly larger lower bound on the budget required for any non-adaptive schemes. Precisely, we show that the minimax rate on the budget required to achieve a target average error rate of ε scales as Θ((m/λσ 2 ) log(1/ε)). The dependence on the prior F and G are solely captured in σ 2 (the quality of the crowd as a whole) and λ (the quality of the tasks as a whole). We show that the fundamental tradeoff for non-adaptive schemes is Θ((m/λ min σ 2 ) log(1/ε)), requiring a factor of λ/λ min larger budget for non-adaptive schemes. This factor of λ/λ min is precisely how much we gain by adaptivity, and this gain can be made arbitrarily large in the worst case distribution G .
Main Results
The following quantities are fundamental in capturing the dependence of the minimax rate on the distribution of task difficulties and worker reliabilities:
Let n denote the total number of workers used, and T j denote the set of all tasks assigned to worker j ∈ [n] and W i denote the set of all workers assigned to task i ∈ [m] until the adaptive task assignment scheme has terminated. We consider discrete distribution G with K types of tasks of varying difficulty levels. Define effective difficulty level of each task i to be λ i ≡ (2q i − 1) 2 , and λ min = min i∈[m] λ i . A task with a small λ i is more difficult, since q i close to 1/2 means the task is more ambiguous. Let δ a denote fraction of total tasks having difficulty level λ a for a
Fundamental limit under the adaptive scenario
We prove a lower bound on the minimax error rate: the error that is achieved by the best inference algorithmt using the best adaptive task assignment scheme τ under a worst case worker distribution P and the worst-case true answers t for the given distribution of difficulty level λ i 's. Note that given λ i , either
and t i = −1. Let T be the set of all task assignment schemes that use at most m queries in total, and let P σ 2 be the set of all the worker distributions such that expectation of worker quality is σ 2 , i.e.
Then we can show the following lower bound on the minimax rate on the probability of error. A proof of this theorem is provided in Section 5.1. 
This proves a lower bound on per task probability of error that decays exponentially with exponent scaling as
The easier the task (λ i large), the more reliable the workers are (σ 2 large), and the more workers assigned to that task (|W i | large), the smaller the achievable error. To get a lower bound on the average probability of error, suppose we know the difficulties of the tasks and assign a workers to tasks of difficulty λ a . With average
where the equality follows from solving the optimization problem. Note that the summand in the bound does not depend upon the budget , and it is lower bounded by δ min > 0. The error scales as e (3), and captures how difficult the set of tasks are collectively. This gives a lower bound on the budget Γ required to achieve error ε; there exists a constant C such that if
then no task assignment scheme (adaptive or not) with any inference algorithm can achieve error less than . Intuitively, σ 2 captures the (collective) quality of the workers as specified by F and λ captures the (collective) difficulty of the tasks as specified by G . This recovers the known fundamental limit for standard DS model where all tasks have λ i = 1 and hence λ = 1 in [15] , i.e.
Γ ε > C m σ 2 log 1 .
Upper bound on the achievable error rate
We present an adaptive task assignment scheme and an iterative inference algorithm that asymptotically achieve an error rate of
, when m grows large and = Θ(log m) where C 1 = log 2 (2δ max /δ min ) log 2 (λ 1 /λ K ). This matches the lower bound in (4) and the expected number of queries (or task-worker assignments) is bounded by m . Comparing it to a fundamental lower bound in Theorem 2.1 establishes the near-optimality of our approach, and the sufficient condition to achieve average error ε is for the average total budget to be larger than,
Adaptive algorithm
Since difficulty level is varying across the tasks, it is intuitive to assign fewer workers to easy tasks and more workers to hard tasks. Suppose we know the difficulty levels, then optimizing the lower bound (4) over˜ i 's, it suggests to assign˜ i (λ/λ i ) workers to the task i with difficulty λ i , when given a fixed budget of workers per task on average. However, the difficulty levels are not known. Non-adaptive schemes can be arbitrarily worse (see Theorem 2.4). We propose a novel approach of adaptively assigning workers in multiple rounds, refining our belief on λ i , and making decisions on the tasks with higher confidence.
The main algorithmic component is the sub-routine in line 8-13 of Algorithm 1. For a choice of the (per task) budget t , we collect responses according to a ( t , r t = t ) regular random graph on |M | tasks and |M | workers. The leading eigen-vector of the non-backtracking operator on this bipartite graph, weighted by the ±1 responses reveals a noisy observation of the true class and the difficulty levels of the tasks. Let x ∈ R |M | denote the top left eigenvector, computed as per Algorithm 2. Then the i-th entry x i asymptotically converges in the large number of tasks m limit to a Gaussian random variable with mean proportional to the difficulty level (2q i − 1), with mean and variance specified in Lemma 5.1. This non-backtracking operator approach to crowdsourcing was first introduced in [13] for the standard DS model, is a single-round non-adaptive scheme, and uses a threshold of zero to classify tasks based on the sign of x i 's. We generalize their analysis to this generalized DS model in Theorem 2.3 for finite sample regime, and further give a sharper characterization based on central limit theorem in the asymptotic regime (Lemma 5.1).
This provides us a sub-routine that reveals (2q i − 1)'s we want, corrupted by additive Gaussian noise. This resembles the setting in racing algorithms introduced in [20] where the goal is to choose the variable (i.e. task) with largest mean (i.e. easiest) with minimal budget. However, our goal is to identify the sign of the mean of the variables (i.e. classes) with sufficient accuracy. The key idea is to classify the easier tasks first with minimal budget, and then classify the remaining more difficult tasks with more budget allocated per task. We can set a threshold X t,u at each round, and make a permanent decision on a subset of tasks that have large x i 's in absolute value, since those are the tasks we are most confident about in its class, i.e. sign(2q i − 1). We are now left to choose the budget t and the threshold X t,u for each round.
We prescribe a choice using following notations. Assume that λ a 's are indexed such that
first bin it to get another distribution {λ a ,δ a } a∈ [T ] which is supported at most at T points. We takeλ 1 = λ 1 and λ a+1 =λ a 2 −1 for each a ∈ [T − 1].δ a is the total fraction of tasks whose difficulty λ i is smaller than λ 1 2
and larger than λ 1 2
. The choice of 2 for the ratio ofλ a 's is arbitrary and can be further optimized for a given distribution of λ i 's. For ease of notations in writing the algorithm, we re-index the binned distribution to get
We start with a set of all tasks M = [m]. A fraction of tasks are classified in each round and the un-classified ones are taken to the next round. At round t ∈ {1, . . . ,T }, our goal is to classify sufficient fraction of those tasks in the same difficulty group {i ∈ M : λ i = λ t } to be classified with desired level of accuracy. If t is too low and/or threshold X t,u too small, then misclassification rate will be too large. If t is too large, we are wasting our budget unnecessarily. If X t,u is too large, not enough tasks will be classified. We choose t = C δλ /λ t and an appropriate X t,u to ensure that the misclassification probability is at most C 1 e −(C δ /4)λσ 2 based on the central limit theorem on the leading eigen vector (see (27) ). We run this sub-routine s t = max{0, log 2 (δ t (1 + γ t )/δ t+1 γ t+1 ) } times to ensure that enough fraction from t-th group is classified. We make sure that the expected number of unclassified tasks is at most equal to the number of tasks in the next group, i.e., difficulty level λ i = λ t+1 . We provide a near-optimal performance guarantee for γ t = 1 for all t ∈ [T ], and γ t provides an extra degree of freedom for practitioners to further optimize the efficiency.
Note that statistically, the fraction of the t-th group (i.e. tasks with difficultyλ t ) that get classified before the t-th round is very small as the threshold set in these rounds is more than their absolute mean message. Most tasks with λ t will get classified in round t. Further, the binning of the original given distribution to get {λ a ,δ a } ensures that t+1 ≥ 2 t . It ensures that the total extraneous budget spent onλ t tasks is not more than a constant times the allocated budget of those tasks, and the constant can be made one, by changing the initial choice of 1 by a constant factor.
Performance Guarantee
Since we are not wasting any budget on any of the tasks, with the right choice of the constant C δ , we are guaranteed that this algorithm uses at most m assignments in expectation. One caveat is that, the threshold X t,u depends on ρ
, which is the average difficulty of the remaining tasks. As the remaining tasks are changing over the course of the algorithm, we need to estimate this value in each sub-routine. We provide an estimator of ρ 2 t,u in Algorithm 3 that only uses the sampled responses that are already collected. All numerical results are based on this estimator. However, analyzing the sensitivity of the performance with respect to the estimation error in ρ 2 t,u is quite challenging, and for a theoretical analysis, we assume we have access to an oracle that provides the exact value of ρ 2 t,u , replacing Algorithm 3. 
where C 1 = log 2 (2δ max /δ min ) log 2 (λ 1 /λ K ), and for (λσ 2 ) scaling as 1/ such that λσ 2 = Θ(1).
A proof of this theorem is provided in Section 5.2. This shows the near-optimal sufficient condition of our approach in (6) . The constant C δ can be improved by optimizing over the choice of γ a 's by minimizing the expected number of queries that the algorithm makes.
In Figure 1 , we compare performance of our algorithm with majority voting and also non-adaptive version of our Algorithm 1, where we assign to each task (the given budget) number of workers in one round and set classification threshold X t,u = 0 so as to classify all the tasks. This non-adaptive special case has been introduced for the standard DS model in [15] .
We make a slight modification to Algorithm 1. In the final round, when the classification threshold is set to zero, we include all the responses collected thus far when running the message passing Algorithm 2, and not just the fresh samples collected in that round. This creates dependencies between rounds, which makes the analysis challenging. However, in practice we see improved performance and it allows us to use the given fixed budget efficiently.
We run synthetic experiments with m = 1800 and fix n = 1800 for the non-adaptive version. The crowds are generated from the spammer-hammer model with hammer probability equal to 0.3. In the left panel, we take difficulty level λ a to be uniformly distributed over {1, 1/4, 1/16}, that gives λ = 1/7. In the right panel, we take λ a = 1 with probability 3/4, otherwise we take it to be 1/4 or 1/16 with equal probability, that gives λ = 4/13. As predicted from the theoretical analysis, our adaptive algorithm improves significantly over its non-adaptive version. In particular, for the left panel, the non-adaptive algorithm's error scaling depends on smallest λ i that is 1/16 while for the adaptive algorithm it scales with λ = 1/7. In the figure, it can be seen that the adaptive algorithm requires approximately (7/16) queries to acheive the same error as achieved by the non-adaptive one using queries. This gap widens in the Algorithm 1 Adaptive Task Assignment and Inference Algorithm
s t ← max 0, log
for all u = 1, 2, · · · , s t do
Draw E ∈ {0, 1} |M |×n ∼ ( t , r t )-regular random graph 9: Collect answers {A i,j ∈ {1, −1}} (i,j)∈E 10:
12:
I{t <T } + 0 I{t =T } 13:
end if 15: end for 16: end for right panel to approximately (13/64) as predicted, and the adaptive algorithm achieves zero error as the number of queries increase. For a fair comparison with the non-adaptive version, we fix total budget to be m and assign workers in each round until the budget is exhausted. C δ is 1 and s t = 1 for t ∈ {1, 2, 3}. 
Achievable error rate under the non-adaptive scenario
Consider a non-adaptive version of our approach where we apply it for one round using an ( , r) random regular graph, where is the given budget. Naturally, the classification threshold is set to X t,u = 0 so as to classify all the tasks. We provide a sharp upper bound on the achieved error, that holds for all (non-asymptotic) regimes of m. Define σ
This captures the effective variance in the sub-Gaussian tail of the messages x i 's after k iterations of the inference algorithm (Algorithm 2), as shown in the proof of the following theorem in Section 5.4.
Algorithm 2 Message-Passing Algorithm
Require:
Initialize y
for all (i, j) ∈ E do 6:
end for 8: for all (i, j) ∈ E do 9: 
14: end for Theorem 2.3. For any > 1 and r > 1, suppose m tasks are assigned according to a random ( , r)-regular graph drawn from the configuration model. If µ > 0,ˆ rρ 4 σ 4 > 1, andrρ 2 > 1, then for any t ∈ {±1} m , the estimatê t i = sign(x i ) after k iterations of Algorithm 2 achieves
Therefore, the average error rate is bounded by
The second term, which is the probability that the resulting ( , r) regular random graph is not locally tree-like, can be made small for large m as long as k = O( √ log m) (which is the choice we make in Algorithm 1). Hence, the dominant term in the error bound is the first term. Further, when we run our algorithm for large enough numbers of iterations, σ 2 k converges linearly to a finite limit σ
which for large enoughrρ 2 σ 2 andˆ r is upper bounded by a constant. Hence, for a wide range of parameters, the average error in (10) is dominated by
2 λa . When all δ's are strictly positive, the error is dominated by the difficult tasks with λ min = min a λ a , as illustrated in Figure 2 . Hence, it is sufficient to have budget Γ ε ≥ C m/(λ min σ 2 ) log(1/ε) to achieve an average error of ε > 0. Such a scaling is also necessary as we show in the next section. This is further illustrated in Figure 2 . The error decays exponentially in and σ 2 as predicted, but the rate of decay crucially hinges on the difficulty level. We run synthetic experiments with m = n = 1000 and the crowds are generated from the spammer-hammer model where p j = 1 with probability σ 2 and 1/2 otherwise. We fix σ 2 = 0.3 and vary in the left figure and fix = 30 and vary σ 2 in the right figure. We let q i 's take values in {0.6, 0.8, 1} with equal probability such that ρ 2 = 1.4/3. The error rate of each task grouped by their difficulty is plotted in the dashed lines, matching predicted e
2 ) . The average error rates in solid lines are dominated by those of the difficult tasks, which is a universal drawback for all non-adaptive schemes.
Fundamental limit under the non-adaptive scenario
Theorem 2.3 implies that it suffices to assign ≥ (c/(σ 2 λ i )) log(1/ε) to achieve an error smaller than ε for a task i. We show in the following theorem that this scaling is also necessary. Hence, applying one round of Algorithm 1 is near-optimal in the non-adaptive scenario compared to a minimax rate where the nature chooses the worst distribution of worker p j 's among the set of distributions with the same σ 2 . We provide a proof of the theorem in Section 5.6. 
2 ] = σ 2 s.t. when λ i < 1, if the number of workers assigned to task i by any non-adaptive task assignment scheme is less than (C /(σ 2 λ i )) log(1/ ), then no algorithm can achieve conditional probability of error on task i less than for any m and r.
Since in this non-adaptive scheme, task assignments are done a priori, there are on average workers assigned to any set of tasks of the same difficulty. Hence, if the total budget is less than
then no algorithm can achieve average error less than ε, where λ min = min a λ a . Compared to the adaptive case in (5) (nearly achieved in (6)), the gain of adaptivity is a factor of λ/λ min . The RHS is negative when δ min < ε, and can be tightened to C (m/λ a σ 2 ) log( 
Spectral interpretation of Algorithm 2 and parameter estimation
In this section, we give a spectral analysis of the proposed algorithm, which leads to a spectral algorithm for estimating ρ 2 , to be used in the inner-loop of Algorithm 1. The message passing algorithm of Algorithm 2, is a state-of-the-art spectral method based on non-backtracking operators, first introduced for inference in [13] . A similar approach has been later applied to other inference problems, e.g. [17, 4] . This is a message passing algorithm that operates on two sets of messages: the task messages {x i→j } (i,j)∈E capturing how likely the task is to be a positive task and the worker messages {y j→i } (i,j)∈E capturing how reliable the worker is. In each round, all messages are updated as
The first is taking the weighted majority according to how reliable each worker is, and the second is updating the reliability according to how many times the worker agreed with what we believe. The precise description is given in Algorithm 2. Perhaps a spectral interpretation of this algorithm provides a natural explanation of what it does. Precisely, we are computing the top eigenvector of a matrix known as weighted non-backtracking operator, via standard power method. Note that the above mapping is a linear mapping from the messages to the messages. This mapping, if formed into a 2m × 2m dimensional matrix B is known as the non-backtracking operator. Precisely, for (i, j), (i , j ) ∈ E,
The spectrum, which is the set of eigenvalues of this square but non-symmetric matrix B illustrates when and why spectral method might work. First consider decomposing the data matrix as
). Simple analysis shows that E[A|q, p], where the expectation is taken with respect to the randomness in the graph and also in the responses, is a rank one matrix with spectral norm E[A|q, p] = rρ 2σ2 , wherê
Also, typical random matrix analyses, such as those in [16, 14] , shows that the spectral norm of the noise (A − E[A|q, p]) is bounded by C( r) 1/4 with some constant C. Hence, when E[A|q, p] > (A − E[A|q, p]) , the top eigenvector of this matrix A corresponds to the true underlying signal, and we can hope to estimate the true labels from this top eigenvector. On the other hand, if E[A|q, p] < (A − E[A|q, p]) , one cannot hope to recover any signal from the top eigenvector of A. This is known as the spectral barrier.
This phenomenon is more prominent in the matrix B. Similar spectral analysis can be applied to show that when we are above the spectral barrier, the top eigenvalue is real-valued and concentrated around the mean λ 1 (B) ( − 1)(r − 1)ρ 2σ2 and the mode of the rest of the complex valued eigenvalues are bounded within a circle of radius: |λ i (B)| ≤ (( − 1)(r − 1)) 1/4 . Hence, the spectral barrier is exactly when ( − 1)(r − 1)ρ 4σ4 = 1, and this will play a crucial role in the performance guarantee in Theorem 2.3. Among other things, this interpretation gives a estimator for the problem parameter ρ 2 , to be used in the innerloop of Algorithm 1. Consider the data matrix A defined below. Again, a simple analysis shows that E[ A|q, p] is a rank one matrix with E[ A|q, p] = rρ 2σ2 . Since the spectral norm of the noise matrix A − E[ A|q, p] is upper bounded by C( r) 1/4 for some constant C, we have A / √ rσ 2 = ρ 2σ2 /σ 2 + O(( rρ 4σ4 ) −1/4 ). We know and r, and assuming we know σ, this provides a natural estimator forρ 2 . Note thatσ 2 = σ 2 + O(log(n)/ √ n) with high probability. The performance of this estimator is empirically evaluated, as we use this in all our numerical simulations to implement our adaptive scheme in Algorithm 1.
Algorithm 3 Parameter Estimation Algorithm
Require: E ∈ {0, 1} |M |×n , {A ij } (i,j)∈E , , r, σ 
. 2: Set σ 1 ( A) to be the top singular value of matrix A 3:
Alternative inference algorithm for the generalized DS model
Our main contribution is a general framework for adaptive crowdsourcing: starting with a small-budget, classify tasks with high-confidence, and then gradually increase the budget per round, classifying remaining tasks. If we have other inference algorithms with which we can get reliable confidence level in the estimation of the task labels, we can replace Algorithm 2. In this section, we propose such a potential candidate and the computational challenges involved.
Under the original DS model, various standard methods of Expectation Maximization (EM) and Belief Propagation (BP) provide efficient inference algorithms that also work well in practice [19] . However, perhaps surprisingly, under the generalized DS model, both approaches fail to give computationally tractable inference algorithms. The reason is that both tasks and workers are parametrized by continuous variables. We propose another approach based on alternating minimization, and numerically compare the performance with the proposed Algorithm 2 in Figure 4 .
We propose to maximize the posterior distribution,
Although this function is not concave, maximizing over q (or p) fixing p (or q) is simple due to the bipartite nature of the graph. Define a function g :
The logarithm of joint posterior distribution (14) is
With properly chosen prior distributions G and F , in particular Beta priors, it is easy to see that given q the log likelihood is a concave function of p and vice-versa. Further, each coordinate p j (and q i ) can be maximized separately. We start with q i = |W In Figure 4 , we compare our algorithm with alternating minimization and majority voting on simulated data and real data. The first plot is generated under the same settings as the first plot of Figure 2 except that here we use n = m = 300 and σ 2 = 0.2. It shows that our algorithm and alternating minimization performs almost the same after the spectral barrier, while the proposed Algorithm 2 fails below the spectral barrier as expected from the spectral analysis of Section 3. For the figure on the left, we choose σ 2 = 0.2, ρ 2 = 1.4/3. From the analyses in Section 3, we predict the spectral barrier to be at = 11. In simulation results it is around = 14. In the second plot, we compare all the three algorithms on real data collected from Amazon Mechanical Turk in [15] . This dataset considers binary classification tasks for comparing closeness in human perception of colors; three colors are shown in each task and the worker is asked to indicate "whether the first color is more similar to the second color or the third color." This is asked on 50 of such color comparison tasks and 28 workers are recruited to complete all the tasks. We take the ground truth according to which color is closer to the first color in pairwise distances in the Lab color space. The second plot shows probability of error of the three algorithms when number of queries per task is varied. We generated responses for different values of by uniformly sub-sampling. The alternating minimization and iterative algorithm perform similarly. However, for very small , alternating minimization outperforms the iterative algorithm. 
Proofs
In this section, we provide the proofs of the main technical results.
Proof of Theorem 2.1
We will show that there exists a family of worker reliability distributions P such that for any adaptive task assignment scheme that assigns E[|W i ||q i ] workers in expectation to a task i conditioned on its difficulty q i , the conditional probability of error of task i conditioned on q i is lower bounded by exp (−C λ i σ 2 E[|W i ||q i ]). We define the following family of distributions according to the spammer-hammer model with imperfect hammers. We assume that σ 2 < a 2 and
denote the expected number of workers conditioned on the task difficulty q i , that the adaptive task assignment scheme assigns to the task i. We consider a labeling algorithm that has access to an oracle that knows reliability of every worker (all the p j 's). Focusing on a single task i, since we know who the spammers are and spammers give no information about the task, we only need the responses from the reliable workers in order to make an optimal estimate. Let E i denote the conditional error probability of the optimal estimate conditioned on the realizations of the answers {A ij } j∈Wi and the worker reliability {p j } j∈Wi . We have
The following lower bound on the error only depends on the number of reliable workers, which we denote by i .
Without loss of generality, let t i = +1. Then, if all the reliable workers agreed on "-" answers, the maximum likelihood estimation would be "-" for this task, and vice-versa. For a fixed number of i responses, the probability of error is minimum when all the workers agreed. Therefore, since probability that a worker gives "-" answer is
for any realizations of {A ij } and {p j }. By convexity and Jensen's inequality, it follows that
When we recruit |W i | workers, using Doob's Optional-Stopping Theorem [29, 10.10] , conditional expectation of reliable number of workers is
Therefore, from (18) and (19), we get
Maximizing over all choices of a ∈ (0, 1), we get,
for a = 0.8/(2q i − 1) which as per our assumption of σ 2 < a 2 requires that σ 2 (2q i − 1) 2 < 0.64. By changing the constant in the bound, we can ensure that the bound holds for any value of σ 2 and q i . Theorem readily follows from Equation (21) .
To verify Equation 19 : Define X i,k for k ∈ [|W i |] to be a Bernoulli random variable, for a fixed i ∈ [m] and fixed task difficulty q i . Let X i,k take value one when the k-th recruited worker for task i is reliable and zero otherwise. Observe that the number of reliable workers is i = |Wi| k=1 X i,k . From the spammer-hammer model that we have considered,
is a martingale with respect to the filtration
Further, it is easy to check that the random variable |W i | for a fixed q i is a stopping time with respect to the same filtration F i,k and is almost surely bounded assuming the budget is finite. Therefore using Doob's Optional-Stopping Theorem [29, 10 .10], we have
Since this is true for any fixed task difficulty q i , we get Equation (19).
Proof of Theorem 2.2
First we show that the messages returned by Algorithm 2 are normally distributed and identify their conditional mean and conditional variance in the following lemma. Assume the number of tasks is m, the number of workers used is n, and the task assignment is performed according to ( , r) regular random graph. To simplify the notation, letˆ ≡ − 1, r ≡ r − 1, and define µ ≡ E[2p j − 1]. When and r are increasing with the problem size, the messages converge to a Gaussian distribution due to the central limit theorem. We provide a proof of this lemma in Section 5.3.
Lemma 5.1. Suppose for = Θ(log m) and r = Θ(log m), tasks are assigned according to ( , r)-regular random graphs. In the limit m → ∞, if µ > 0, then after k = Θ( √ log m) number of iterations in Algorithm 2, the conditional mean µ (k) q and the conditional variance ρ (k) q 2 conditioned on the task difficulty q of the message x i are
We will show that the probability of misclassification for any task in any round in Algorithm 1 is upper bounded by e −(C δ /4) λσ 2 and the expected total number of worker assignments is at most m when {γ a = 1} a∈ [T ] . Since, there are utmost C 1 = s maxT = log 2 (2δ max /δ min ) log 2 (λ 1 /λ K ) rounds, using union bound we get the desired probability of error.
Let's consider any task i ∈ [m] having difficulty λ i . Without loss of generality assume that t i = 1 that is q i > 1/2. Let us assume that the task i gets classified in the (t, u)-round, t ∈ [T ], u ∈ [s t ]. That is the number of workers assigned to the task i when it gets classified is t = ( C δλ )/λ t and the threshold X t,u set in that round for classification is X t,u = λ t µ t ( t − 1)(r t − 1)ρ 2 t,u σ 2 kt−1 . From Lemma 5.1 the message x i returned by Algorithm 2 is Gaussian with conditional mean and conditional variance as given in (22) . Therefore in the limit of m, the probability of error in task i is
where Q(·) in (23) is the tail probability of a standard Gaussian distribution, and (24) uses the Chernoff bound. (25) follows from substituting conditional mean and conditional variance from Equation (22), and using t = Θ(log m), k = Θ( √ log m) where m grows to infinity. (26) uses t = ( C δλ )/λ t and (27) uses the fact that for the binned
We have established that our approach guarantees the desired level of accuracy. We are left to show that we use utmost m assignments in expectation. We upper bound the expected total number of workers used for tasks of difficulty levelλ a 's for each 1 ≤ a ≤T . Recall that our adaptive algorithm runs inT rounds indexed by t, where each round t further runs s t sub-rounds. The total expected number of workers assigned toδ a fraction of tasks of difficultyλ a in t = 1 to t = a − 1 rounds is upper bounded by mδ a a−1 t=1 s t t . The upper bound assumes the worst-case (in terms of the budget) that these tasks do not get classified in any of these rounds as the threshold X set in these rounds is more than absolute value of the conditional mean message x of these tasks.
Next, in s t=a sub-rounds the threshold X is set less than or equal to the absolute value of the conditional mean message x of these tasks, i.e. X ≤ |µ
2 =λ a . Therefore, in each of these s a sub-rounds, probability of classification of these tasks is at least 1/2. That is the expected total number of workers assigned to these tasks in s a sub-rounds is upper bounded by 2mδ a a . Further, s a is chosen such that the fraction of these tasks remaining un-classified at the end of s a sub-rounds is utmost same as the fraction of the tasks having difficultyλ a+1 . That is to get the upper bound, we can assume that the fraction ofλ a+1 difficulty tasks at the start of s a+1 sub-rounds is 2δ a+1 , and the fraction ofλ a difficulty tasks at the start of s a+1 sub-rounds is zero. Further, recall that we have set sT = 1 as in this round our threshold X is equal to zero. Therefore, we have the following upper bound on the expected total number of worker assignments.
Equation (28) uses the fact that t = ( C δλ )/λ t whereλ t 's are separated apart by at least a ratio of 2 (recall the binning distribution), therefore a−1 t=1 t ≤ a . Equation (29) follows from the choice of s t 's in the algo-rithm. Equation (30) follows from using t = ( C δλ )/λ t andλ = ( a∈[T ] (δ a /λ a )) −1 , and Equation (31) uses
Proof of Lemma 5.1
We will prove it for a randomly chosen node I, and all the analyses naturally holds for a specific i, when conditioned on q i . In our algorithm, we perform task assignment on a random bipartite graph
, E) that includes all the nodes that are within k distance from the the "root" i. If we run our inference algorithm for one run to estimatet i , we only use the responses provided by the workers who were assigned to task i. That is we are running inference algorithm only on the local neighborhood graph G i,1 . Similarly, when we run our algorithm for k iterations to estimatet i , we perform inference only on the local subgraph G i,2k−1 . Since we update both task and worker messages at each iteration, the local subgraph grows by distance two at each iteration. We use a result from [15] to show that the local neighborhood of a randomly chosen task node I is a tree with high probability. Therefore, assuming that the graph is locally tree like with high probability, we can apply a technique known as density evolution to estimate the conditional mean and conditional variance. The next lemma shows that the local subgraph converges to a tree in probability, in the limit m → ∞ for the specified choice of , r and k.
Lemma 5.2 (Lemma 5 from [15] ). For a random ( , r)-regular bipartite graph generated according to the configuration model,
Density Evolution. Let {x For brevity, here and after, we drop the superscript k-iteration number whenever it is clear from the context. Let x q,a 's and y p,b 's be independent random variables distributed according to x q and y p respectively. We use a and b as indices for independent random variables with the same distribution. Also, let z p,q,a 's and z p,q,b 's be independent random variables distributed according to z p,q , where
This represents the response given by a worker conditioned on the task having difficulty q and the worker having ability p. Let P 1 and P 2 over [0, 1] be the distributions of the tasks' difficulty level and workers' quality respectively. Let q ∼ P 1 and p ∼ P 2 . Then q a 's and p b 's are independent random variables distributed according to q and p respectively. Further, z p,qa,a 's and x qa,a 's are conditionally independent conditioned on q a ; and z 
Similarly, the worker messages (conditioned on the latent worker quality p) are distributed as the sum of r−1 incoming messages that are i. 
For the decision variable x (k)
I on a task I chosen uniformly at random, we havê
Mean and Variance Computation. Define m
2 ],ˆ = − 1, and r = r − 1. Then from (34) and (35) and using E[z p,q ] = (2p − 1)(2q − 1) we get the following:
Define
From (37) and (38), we have the following recursion on the first moment of the random variable x
From (39) and (40), and using E q [(m
2 (from (38)) , we get the following recursion on the second moment:
Sincem (0) p = 1 as per our assumption, we have m
q =ˆ µ(2q − 1) and m (1) =ˆ µρ 2 . Therefore from (41), we have
After some algebra, we have that
we have a/c < 1 and
By a similar analysis, mean and variance of the decision variablex q . Gaussianity of the messages follows due to Central limit theorem.
Proof of Theorem 2.3
The proof uses the results derived in the proof of Lemma 5.1. Lett
denote the resulting estimate of task i after running the iterative inference algorithm for k iterations. We want to compute the conditional probability of error of a task I selected uniformly at random in [m], conditioned on its difficulty level, i.e.,
In the following, we assume q I ≥ (1/2), i.e. the true label is t i = 1. Analysis for q I ≤ (1/2) would be similar and result in the same bounds. Using the arguments given in Lemma 5.1, we have,
G I,2k−1 is a tree, q I + P G I,2k−1 is not a tree .
To provide an upper bound on the first term in (45), let x (k) i denote the decision variable for task i after k iterations of the algorithm such thatt
Then as per our assumption that t i = 1, we have,
Next, we apply "density evolution" [22] and provide a sharp upper bound on the probability of the decision variable x (k)
I being negative in a locally tree like graph given q I ≥ (1/2). The proof technique is similar to the one introduced in [15] . Precisely, we show,
is defined in Equations (34)-(36) using density evolution. We will prove in the following that when
Theorem 2.3 follows by combining Equations (45), (32), (46) and (47). we show thatx (k) is sub-Gaussian with some appropriate parameter and then apply the Chernoff bound. A random variable x with mean µ is said to be sub-Gaussian with parameter σ if for all λ ∈ R the following bound holds for its moment generating function:
Define,σ
, and m k,q ≡ (2q − 1)m k for k ∈ Z, where q ∼ P 1 . We will show that,
q is sub-Gaussian with mean m k,q and parameterσ
Analyzing the Density. Notice that the parameterσ 2 k does not depend upon the random variable q. By definition ofx
Using the Chernoff bound with
Note that, with the assumption that q ≥ (1/2), m k,q is non-negative. Since
it follows that |λ| ≤ 1/(2m k−1r ρ 2 ). The desired bound in (48) follows. Now, we are left to prove Equation (51). From (34) and (35), we have the following recursive formula for the evolution of the moment generating functions of x q and y p :
E[e λy (k)
wherep = 1 − p andq = 1 − q. We apply induction to prove that the messages are sub-Gaussian. First, for k = 1, we show that x (1) q is sub-Gaussian with mean m 1,q = (2q − 1)µˆ and parameterσ 
where the inequality follows from the fact that ae z + (1 − a)e −z ≤ e 
For |λ| ≤ 1/(2m kr ρ 2 ), using the assumption thatrρ 2 > 1, we have m k λ ≤ (1/2). Applying Lemma 5.3 on the term in (58), with s = (2q − 1)
2 , z = m k λ and t = (2p − 1), we get 
Discussion
Recent theoretical advances in crowdsourcing systems has not been able to explain the gain in common practice of adaptive task assignments. This is mainly due to the fact that existing models of the worker responses failed to capture the heterogeneity of the tasks, while the gain in adaptivity is signified when tasks are widely heterogeneous. To bridge this gap, we propose studying the gain of adaptivity under a more general model recently introduced in [32] , which we call the generalized Dawid-Skene model. We identify that the minimax error rate decays as e
−Cλσ

2
, where the dependence on the heterogeneity in the task difficulties is captured by the error exponent λ defined as (3). This is proved by showing a fundamental limit in Theorem 2.1 analyzing the best possible adaptive task assignment scheme, together with the best possible inference algorithm, where the nature chooses the worst-case task difficulty parameters q = (q 1 , . . . , q m ) and the worst-case worker reliability parameters p = (p 1 , . . . , p m ). We propose an efficient adaptive task assignment scheme together with an efficient inference algorithm that matches the minimax error rate as shown in Theorem 2.2. To characterize the gain in adaptivity, we also identify the minimax error rate of non-adaptive schemes decaying as e −C λminσ 2 , where λ min is strictly smaller than λ and the gap can be made arbitrarily large. We show this fundamental limit in Theorem 2.4 and a matching efficient scheme in Theorem 2.3.
Adaptive task assignment schemes for crowdsourced classifications have been first addressed in [11] , where a similar setting was assumed. Tasks are binary classification tasks, with heterogeneous difficulties, and workers arrive in an online fashion. One difference is that, [11] studies a slightly more general model where tasks are partitioned into a finite number of types and the worker error probability only depends on the type (and the identity of the worker), i.e. P(A ij = t i ) = f (T (i), j) where T (i) is the type of the task i. This includes the generalized Dawid-Skene model, if we restrict the difficulty q i 's from a finite set. [11] provides an adaptive scheme based on a linear program relaxation, and show that the sufficient condition to achieve average error ε is for the average total budget to be larger than, Γ ε ≥ C m λ min λσ 2 log(1/ε) 3/2 .
Compared to the sufficient condition in (6), this is larger by a factor of (1/λ min ) log(1/ε). In fact, this is larger than what can be achieved with a non-adaptive scheme in (11) . On the other hand, there are other types of expert systems, where a finite set of experts are maintained and a stream of incoming tasks are assigned. This clearly departs from typical crowdsourcing scenario, as the experts are identifiable and can be repeatedly assigned tasks. One can view this as a multi-armed bandit problem with noisy feedback [7, 31, 8, 21] , and propose task assignment schemes with guarantees on the regret.
We have provided a precise characterization of the minimax rate under the generalized Dawid-Skene model. Such a complete characterization is only known only for a few simple cases: binary classification tasks with symmetric Dawid-Skene model in [15] and binary classification tasks with symmetric generalized Dawid-Skene model in this paper. Even for binary classification tasks, there are other models where such fundamental tradeoffs are still unknown: e.g. permutation-based model in [24] . The analysis techniques developed in this paper does not directly generalize to such models, and it remains an interesting challenge.
Technically, our analysis could be improved in two directions: finite regime and parameter estimation. First, our analysis is asymptotic in the size of the problem, and also in the degree which increases as log m. This is necessary for applying the central limit theorem. However, in practice, we observe the same error rate when does not necessarily increases with m. In order to generalize our analysis to finite regime, we need sharp bounds on the tail of a sub-Gaussian tail of the distribution of the messages. This is partially plausible, and we provide an upper bound on this tail in (62). However, the main challenge is that we also need a lower bound on this tail, which is generally difficult. Secondly, we empirically observe that our parameter estimation algorithm in Algorithm 3 works well in practice. It is possible to precisely analyze the sample complexity of this estimator using spectral analysis. However, such an error in the value of ρ 2 t,u used in the inner-loop can result in accumulated errors over iterations, and it is not clear how to analyze it.
