ABSTRACT. The so-called gambler's ruin problem in probability theory is considered for a Markov chain having transition probabilities depending on the current state. This problem leads to a non-homogeneous difference equation with non-constant coefficients for the expected duration of the game. This mathematical expectation is computed explicitly.
Introduction
We consider a Markov chain {X n , n = 0, 1, . . .} having state space S := {0, . . . , N} and for which the (time-homogeneous) transition probabilities 
for i = 1, . . . , N − 1. The states 0 and N are assumed to be absorbing, so that p 0,j = δ 0,j and p N,j = δ N,j . Moreover, because p i,j ∈ [0, 1] for all i, j ∈ S and the state N must be accessible from N − 1, the positive constant c must satisfy the condition c < 1
Using the results in C o x and M i l l e r (1965, p. 213), we can state that the Markov chain defined above may be regarded as a discrete version of the Ornstein-Uhlenbeck process. Various discrete versions of the Ornstein-Uhlenbeck process have been considered by, in particular, R e n s h a w (1997), A n i s hc h e n k o et al. 
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Assume that X 0 = i ∈ {1, . . . , N −1}, and let T := inf{n > 0 : X n = 0 or N }. We want to determine the value of
The quantity D i is thus the expected value of the time (that is, the number of transitions) needed for the Markov chain to hit either 0 or N , starting from i. 
that is,
The boundary conditions are
When {X n , n = 0, 1, . . .} is a random walk, that is, when
It is not difficult to find the solution to this difference equation that satisfies D 0 = D N = 0 (see for instance F e l l e r , 1968, p. 348). However, it turns out that solving (5) , (6) is much more difficult. In Section 2, we will compute D i explicitly, and we will end this work with a few remarks in Section 3.
Expected duration of the game
In L e f e b v r e and G u i l b a u l t (2008), the authors calculated the first hitting place probability
This probability is the solution of
for i = 1, . . . , N − 1, that satisfies the boundary conditions p 0 = 0 and p N = 1.
To obtain an explicit expression for p i , the authors first set x = i − 1 and let y(x) = p i−1 , so that equation (8) could be rewritten as
The boundary conditions were y(0) = 0 and y(N ) = 1. Notice that (9) is a hypergeometric difference equation (see B a t c h e l d e r , 1967, p. 68). Next, they transformed (9) into its normal form:
where a := . They found (see B a t c h e l d e r , 1967, Chapter III) that a fundamental system of solutions of equation (10) is
in which F (·, ·, ·, ·) is a hypergeometric function (see A b r a m o w i t z and S t e g u n, 1965, p. 556). Finally, they showed that the general solution of (10) can be expressed as
where [ ] denotes the integer part, and c 1 and c 2 are arbitrary constants.
Remarksº
i) The integer part of x was used because the function y(x) must be realvalued in the application considered. Moreover, the constants c 1 and c 2 are also assumed to be real.
ii) When the constant c is of (10) 
Therefore, y 1 (x) ≡ 1 and y 2 (x) are not linearly independent. However, y 2 (x) being a continuous function of the parameter c, the authors could take the limit as c tends to 1/(N + j) to obtain the solution for this value of c. Now, with x = i − 1 as above, and z(x) := D i−1 , the normal form of equation (5) is
We already know the general solution of the corresponding homogeneous equation. Hence, we must find a particular solution of (13) to obtain its general solution. To do so, we will make use of a method that is similar to the method of variation of parameters for ordinary differential equations. We assume that the constant c is different from 1/(N + n). As mentioned above, the solution for this value of c is obtained as a limit.
If z 1 (x) and z 2 (x) form a fundamental system of solutions for the associated homogeneous equation, and if D(x) is the Casorati determinant, then a particular solution of (13) is (see B a t c h e l d e r , 1967, p. 13)
where
and M 2n (x) is the cofactor of the second element in the nth column of
Hence,
and
Remarkº In the sequel, we assume that
2.1º
When c − a = 0 and z = 0,
P r o o f. The result follows directly from the following relation (see A b r a m ow i t z and S t e g u n, 1965, p. 558):
and from the fact that F (a, 0, c, z) ≡ 1.
ON A NON-HOMOGENEOUS DIFFERENCE EQUATION FROM PROBABILITY THEORY
Next, for equation (13) the Casorati determinant is
and, making use of Lemma 2.1, we may write that
Hence, the determinant is never equal to zero if c = 1/(N + n), with n ∈ N. Furthermore, from equation (15),
is not an integer and the Casorati determinant is never equal to zero for all admissible values of x, as should be. In this case,
However, if
is a polynomial of degree a = 2(N + n), which is zero over the set S 1 = {1, 2, . . . , a}, but non-zero over N \ S 1 , that is, to the right of the singularity at x = a. Now, an inverse difference Δ −1 f (x) of the function f (x) is known every time either of the following formal series:
converges (see B a t c h e l d e r , 1967, p. 6). However, these series usually diverge. Nevertheless, they enable us to demonstrate the following proposition.
Then, everywhere the limit lim →0
Γ(x+ +α) Γ(x+ +β) exists, we have
or, equivalently,
provided that η < 1 or that β −α > 1 if η = 1. In the case of the second equation, η must be strictly smaller than 1.
P r o o f. Making use of the formal series, we may write that
We can show (see E r dé l y i et al., 1953, p. 68) that this function is entire when |η| < 1. The series remains convergent when η = 1 if β − α > 1. Moreover, by analytic continuation, this formula is valid for any η < 1 and can then be written as in (17) (see A b r a m o w i t z and S t e g u n, 1965, p. 558), which is an entire function for any η < 1.
Remarkº When η < 0, it is better to take the integer part of x and write η [x] instead of η x , in order to obtain only real values.
Next, from the previous proposition, if c = 1/(N + n), with n ∈ N, we have
Finally [see equation (11)], 
The term Δc 1 (x) can be written as follows [see equation (14) ]:
In order to obtain an explicit expression for c 1 (x), we will use the Fundamental Theorem on summations. 
ON A NON-HOMOGENEOUS DIFFERENCE EQUATION FROM PROBABILITY THEORY
Now, since
we have
(with the convention that a−1 t=a f (t) = 0). Using this principle, equation (14) and the linearity of the inverse difference operator Δ −1 , we deduce that
, where the summation
elements. Furthermore, because z 1 (x) ≡ 1, we have c 1 (x)z 1 (x) = c 1 (x), which is indeed a difference.
From the preceding results, we may state that a particular solution of equation (13) 
