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ON THE ISOMETRY GROUP OF RCD∗(K,N)-SPACES.
LUIS GUIJARRO AND JAIME SANTOS-RODRI´GUEZ
ABSTRACT. We prove that the group of isometries of a metric measure space that satisfies the
Riemannian curvature condition, RCD∗(K,N), is a Lie group. We obtain an optimal upper
bound on the dimension of this group, and classify the spaces where this maximal dimension is
attained.
1. INTRODUCTION.
The notion of synthetic lower Ricci curvature bounds was independently defined for met-
ric measure spaces by Sturm ([37], [38]) and by Lott-Villani ([39]). This condition, called
curvature-dimension condition CD(K,N), is given in terms of the optimal transport between
probability measures on a metric space and of the convexity of an entropy functional. It is
known that a Riemannian manifold (M, g) having Ricci curvature bounded below is equivalent
to the metric measure space (M, dg, d volg) being a CD(K,N) space.
We say that a metric measure space (X, d,m) satisfies the Riemannian curvature dimension
condition RCD(K,N) (also called infinitesimally Hilbertian) if the associated Sobolev space
W 1,2 is a Hilbert space [16]. This condition rules out Finsler geometries and provides good
structural results such as an extension of the classical Splitting theorem of Cheeger-Gromoll
done by Gigli [15]. In fact, this last result does not extend to the larger class of CD(K,N)
spaces as one can see by considering the case of (Rn, d‖·‖,Ln), where d‖·‖ is a distance induced
by a non-Euclidean norm and Ln is the Lebesgue measure. If the norm does not come from a
interior product then the space is CD(0, n), has plenty of lines, but does not split. For details
we refer the reader to [39].
In [4] Bacher-Sturm defined via some distortion coefficients a curvature dimension con-
dition that has better local-to-global and tensorization properties. This condition is called
reduced curvature dimension condition and is denoted by CD∗(K,N). It is worth noting
that every CD(K,N) space is also a CD∗(K,N) space, and that a CD∗(K,N) space is
CD(N−1
N
K,N). A space that is bothCD∗(K,N) and infinitesimally Hilbertian will be denoted
asRCD∗(K,N). Gigli-Mondino-Rajala [17] proved that almost any point in anRCD∗(K,N)-
space has a tangent cone (not necessarily unique) that is Euclidean. This was later improved
by Mondino and Naber [28] to an stratification of the space into subsets of points with unique
Euclidean tangent spaces, though the dimension of such tangents might vary point-wise.
Isometric actions on Riemannian manifolds have been a useful tool to investigate the inter-
action between the topology and the geometry of a Riemannian metric. A major result in this
area is the theorem of Myers-Steenrod [31] stating that the isometry group of a Riemannian
manifold is a Lie group. A good reference for this and similar results is [23].
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The aim of this paper is to study the isometry group of RCD∗(K,N)-spaces. We start by
obtaining an analogue of the Myers-Steenrod Theorem.
Theorem A. Let (X, dX ,m) be an RCD
∗(K,N)−space with K ∈ R, N ∈ [1,∞). Then the
isometry group of X is a Lie group.
This theorem was proved in [9] for non-collapsed Gromov-Hausdorff limits of Riemannian
manifolds with lower Ricci curvature bounds.
We also bound the dimension of the isometry group in terms of N .
Theorem B. Let (X, dX ,m) be an RCD
∗(K,N) space withK,N ∈ R andN <∞. Then the
Hausdorff dimension of the isometry group of X is bounded above by ⌊N⌋(⌊N⌋+1)
2
.
Finally, we describe the spaces whose isometry group attains the maximal dimension de-
scribed in the previous Theorem.
Theorem C. Let (X, dX ,m) be an RCD
∗(K,N)–space . If the dimension of the isometry
group of X is ⌊N⌋(⌊N⌋ + 1)/2, then X is isometric to one of the following space forms:
(1) An ⌊N⌋–dimensional Euclidean space R⌊N⌋.
(2) An ⌊N⌋–dimensional sphere S⌊N⌋.
(3) An ⌊N⌋–dimensional projective space RP ⌊N⌋.
(4) An ⌊N⌋–dimensional simply connected hyperbolic space H⌊N⌋.
For Alexandrov spaces, Theorem A was proven in [12], and Theorems B and C were proven
in [14].
The paper is organized as follows: Section 2 gives preliminaries and general facts needed
in the rest of the paper; Section 3 gives some background on the isometry group of a general
metric space, while in Section 4, we prove that the isometry group of an RCD∗(K,N)-space
is a Lie group; in Section 5, we bound the maximal dimension of the isometry group of an
RCD∗(K,N), and finally, Section 6 deals with the rigidity of a space when the dimension of
its isometry group is maximal.
After a first version of this work was completed and posted to the ArXiv, Gerardo Sosa (MPI,
Leipzig) posted a preprint with a result similar to our Theorem A. His approach is different to
ours, and applies to a broader class of metric spaces, although he does not studies Theorems B
and C.
2. PRELIMINARIES.
We present here some of the background necessary for the rest of the paper.
2.1. Dimension theory. A standard reference for much of this section is [21]. To simplify, we
assume that X is a metric space.
Let O an open covering of X; its order is defined as the smallest integer n such that every
point inX is contained in at most n members of the cover.
Definition 2.1. The topological dimension of X , dimT X is defined as the minimum value n
such that any open covering of X has an open refinement with order n + 1 or less.
The topological dimension of n-dimensional manifolds agrees with n; thus, for a Lie group
with a closed subgroupH , we have that
dimT G = dimT G/H + dimT H.
A subspace Y of X satisfies dimT Y ≤ dimT X; thus, if f : Z → X is a topological
embedding, we have dimT Z ≤ dimT X . Therefore, if Z is compact, and f : Z → X is a
continuous bijection onto its image, we get that dimT Z ≤ dimT X .
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Since X is a metric space, there is also the Hausdorff dimension dimHX; the relation be-
tween them is given by the inequality dimT X ≤ dimHX (see [21, Page 107]).
2.2. Metric measure spaces. We will only consider metric measure spaces (X, d, ν) where ν
is a Radon measure over Borel sets. Two metric measure spaces (X, dX , µ) and (Y, dY , ν) are
isomorphic if there exists an isometry T : (supp(µ), dX)→ (supp(ν), dY ) such that T#µ = ν.
Observe that every metric measure space (X, dX , µ) is isomorphic to (supp(µ), dX , µ), so from
this point on we will assume that supp(µ) = X . We will denote by P2(X) the space of
probability measures onX with finite second moments, that is∫
X
d2(x0, x)dµ(x) <∞,
for some (and hence for all) x0 ∈ X.
Let µ0, µ1 ∈ P2(X). A measure π ∈ P(X × X) is a coupling between µ0 and µ1 if for the
projections proji : X ×X → X, i = 1, 2, we have proj1# π = µ0, proj2# π = µ1. We define
the L2-Wasserstein distance between µ0 and µ1 as:
W
2
2(µ0, µ1) := inf
π
{∫
X×X
d(x, y)2dπ(x, y)
∣∣∣∣π is a coupling of µ0, µ1
}
.
A measure π that satisfies the infimum will be called an optimal coupling between µ0 and µ1.
A curve γ : [0, l] → X is a geodesic if its length coincides with the distance between its
endpoints. We will call a metric space (X, d) a geodesic space if for any two points inX there
exists a geodesic that connects them.
If (X, d) is a Polish geodesic space, then the L2-Wasserstein space (P2(X),W2) is also
Polish and geodesic (see for example [37], [39]). Let Geo(X) denote the set of constant speed
geodesics from [0, 1] to (X, d) equipped with the sup norm.
We can lift any geodesic (µt)t∈[0,1] ∈ Geo(P2(X)) to a measure ν ∈ P(Geo(X)), in such a
way that (et)#ν = µt, where et : Geo(X) → X is the evaluation map at t ∈ [0, 1]. We will
then denote by OptGeo(µ0, µ1) the space of probability measures ν ∈ P(Geo(X)) such that
(e0, e1)#ν is an optimal coupling between µ0 and µ1.
We will say that an optimal coupling ν ∈ P(Geo(X)) is essentially non-branching if it is
concentrated on a set of non-branching geodesics.
2.3. Pointed Gromov-Hausdorff convergence.
Definition 2.2. Let (X, dX , pX), (Y, dY , pY ) be Polish metric spaces. For ǫ > 0 we will call a
function fǫ : BpX (1/ǫ,X)→ BpY (1/ǫ, Y ) a pointed ǫ-Gromov-Hausdorff approximation if:
(1) fǫ(pX) = pY ,
(2) for all u, v ∈ BpX (1/ǫ,X), | dX(u, v)− dY (fǫ(u), fǫ(v)) | < ǫ, and
(3) for all y ∈ BpY (1/ǫ, Y ), there exists x ∈ BpX (1/ǫ,X) such that dY (fǫ(x), y) < ǫ.
Note that we do not assume that fǫ is continuous.
The pointed Gromov Hausdorff distance between two pointed metric spaces (X, dX , pX),
(Y, dY , pY ), denoted by dGH((X, dX , pX), (Y, dY , pY )), is by definition equal to the infimum of
all ǫ such that there exist ǫ-Gromov-Hausdorff approximations from (X, dX , pX) to (Y, dY , pY ),
and from (Y, dY , pY ) to (X, dX , pX).
2.4. Equivariant Gromov-Hausdorff convergence. Next, we introduce the notion of equi-
variant Gromov-Hausdorff convergence as appears in [13]. For r > 0 and Γ, a group acting by
isometries on a pointed metric space (X, dX , p), we define Γ(r) := {γ ∈ Γ | γp ∈ Bp(r)}.
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Definition 2.3. Let (X, dX , p,Γ) and (Y, dY , q,Λ) be two metric spaces and Γ,Λ groups acting
isometrically on X and Y respectively. An equivariant pointed ǫ–Gromov-Hausdorff approxi-
mation is a triple (f, ϕ, ψ) of maps
f : Bp(1/ǫ,X)→ Bq(1/ǫ, Y ), ϕ : Γ(1/ǫ)→ Λ(1/ǫ), ψ : Λ(1/ǫ)→ Γ(1/ǫ)
such that
(1) f(p) = q;
(2) the ǫ–neighbourhood of f (Bp(1/ǫ,X)) contains Bq(1/ǫ, Y );
(3) if x, y ∈ Bp(1/ǫ,X), then
| dX(x, y)− dY (f(x), f(y)) | < ǫ;
(4) if γ ∈ Γ(1/ǫ) and both x, γx ∈ Bp(1/ǫ,X), then
dY (f(γx), ϕ(γ)f(x)) < ǫ;
(5) if λ ∈ Λ(1/ǫ) and both x, ψ(λ)x ∈ Bp(1/ǫ,X), then
dY (f(ψ(λ)x), λf(x)) < ǫ.
As usual, we do not assume that f is continuous or that ϕ, ψ are group homomorphisms.
Definition 2.4. A sequence (Xi, dXi, p,Γi) converges to (Y, dY , q,Λ) if there are equivariant
pointed ǫi-Gromov-Hausdorff approximations with ǫi → 0.
The next result links the usual Gromov-Hausdorff convergence to its equivariant version.
Theorem 2.5 (Proposition 3.6, [13]). Let (Xi, dXi, p,Γi) such that (Xi, dXi, p) converges to
(Y, dY , q) in the pointed Gromov-Hausdorff distance. Then there exist some group of isometries
of Y , Λ, such that by passing to a subsequence if necessary, we have that
(Xik , dXik , p,Γik)→ (Y, dY , q,Λ).
2.5. Measured Gromov-Hausdorff convergence.
Definition 2.6. If (Xk, dk,mk, pk), k ∈ N, and (X∞, d∞,m∞, p∞) are pointed metric measure
spaces, we will say thatXk converges toX∞ in the pointed measured Gromov-Hausdorff topol-
ogy if there exist Borel measurable ǫk–Gromov-Hausdorff approximations such that ǫk → 0
and
(fǫk)#mk ⇀ m∞
weakly.
Let (X, dX ,m) be a metric measure space, x0 ∈ X and r > 0; we consider the rescaled and
normalized pointed metric measure space (X, drX ,mr, x0) where drX(x, y) := rd(x, y) for all
x, y ∈ X and mr is given by
(1) mr :=
(∫
Bx0 (1/r,X))
1− drX(·, x0) dm
)−1
m.
Definition 2.7 (Tangent cone). Let (X, d,m) be a metric measure space and x0 ∈ X . A
pointed metric measure space (Y, dY , n, y0) is a called a tangent cone of X at x0 if there exists
a sequence {ri} ⊂ R, ri → ∞ so that (X, driX ,mri , x0) converges to (Y, dY , n, y0) in the
pointed measured Gromov-Hausdorff topology. We denote the collection of all tangent cones
of X at x0 by Tan(X, x0).
It is important to notice that tangent cones, unlike their analogues in Riemannian manifolds
or Alexandrov spaces, may depend on the sequence one considers; examples of this behaviour
are studied in [8].
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2.6. Ricci curvature bounds on metric measure spaces.
Next we define the distortion coefficients σ
(t)
K,N(θ) forK ∈ R and N ∈ [1,∞) :
σ
(t)
K,N(θ) :=


∞ if Kθ2 ≥ Nπ2,
sin(tθ
√
K/N)
sin(θ
√
K/N)
if 0 < Kθ2 < Nπ2,
t if Kθ2 = 0,
sinh(tθ
√
−K/N)
sinh(θ
√
−K/N)
ifKθ2 < 0.
Definition 2.8 (CD∗(K,N) curvature condition). Let K ∈ R and N ∈ [1,∞). A metric
measure space (X, d,m) is said to be a CD∗(K,N) space if for any two measures µ0, µ1 ∈
P2(X) with bounded support contained in supp(m) and with µ0, µ1 ≪ m, there exists an
optimal coupling π ∈ OptGeo(µ0, µ1) such that for every t ∈ [0, 1] and N ′ ≥ N one has,
−
∫
ρ
1− 1
N′
t dm ≤ −
∫
σ
(1−t)
K,N ′ (d(γ0, γ1))ρ
− 1
N′
0 + σ
(t)
K,N ′(d(γ0, γ1))ρ
− 1
N′
1 dπ(γ),
where t ∈ [0, 1], and ρt is the Radon-Nikodym derivative d(et#π)/dm.
Let Lip(X) denote the set of Lipschitz functions on X . For every f ∈ Lip(X), the local
Lipschitz constant at x, |Df |(x), is defined by
|Df |(x) := lim sup
y→x
|f(x)− f(y)|
d(x, y)
,
when x is not isolated; otherwise |Df |(x) :=∞.
For f ∈ L2(X,m) we define the Cheeger energy of f as
Ch(f) :=
1
2
inf
{
lim inf
n→∞
∫
X
|Dfn|2dm
∣∣∣∣ fn ∈ Lip(X), fn → f in L2
}
.
Set D(Ch) := {f ∈ L2(X,m); Ch(f) <∞}.
We say that (X, d,m) is infinitesimally Hilbertian if the Cheeger energy is a quadratic form.
It is equivalent to the Sobolev space W 1,2(X, d,m) := {f ∈ L2 ∩D(Ch)} equipped with the
norm ‖f‖21,2 := ‖f‖22 + 2Ch(f) being a Hilbert space.
Definition 2.9 (RCD∗(K,N) curvature condition). If a CD∗(K,N)–space is infinitesimally
Hilbertian then it is called an RCD∗(K,N) space.
For a fixed (K,N) with N ≥ 1, the set of normalized RCD∗(K,N)–spaces is precom-
pact for the pointed measured Gromov-Hausdorff topology. As a consequence, every possible
tangent cone at a point of an RCD∗(K,N)–space lies in RCD∗(0, N).
2.7. Structure of RCD∗(K,N)–spaces.
To finish this section we state some structure results about RCD∗(K,N) spaces.
Theorem 2.10 (Hausdorff dimension [38]). Let (X, d,m) be a CD∗(K,N) space, withK ∈ R
and N ≥ 1. Then the Hausdorff dimension of X is bounded above by N .
The next three results were obtained by Gigli-Rajala-Sturm in [19] and regard essential non-
branching on RCD∗(K,N)−spaces. The first gives concerns optimal plans in RCD∗(K,N)-
spaces.
Theorem 2.11 ([19]). ForK ∈ R, and N ∈ [1,∞), let (X, d,m) be an RCD∗(K,N)−space.
Then for every µ, ν ∈ P2(X) with µ ≪ m there exists a unique plan π ∈ OptGeo(µ, ν). Fur-
thermore, this plan is induced by a map and concentrated on a set of non-branching geodesics,
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i.e. there is a Borel set Γ ⊂ C([0, 1], X) such that π(Γ) = 1 and for every t ∈ [0, 1) the map
et : Γ→ X is injective.
The second yields absolute continuity of measures appearing in interior points of geodesics
in the Wasserstein space.
Corollary 2.12 ([19]). Let K ∈ R, N ∈ [1,∞) and (X, d,m) be an RCD∗(K,N)−space. If
µ, ν ∈ P2(X) with µ≪ m and π ∈ OptGeo(µ, ν) is the optimal plan given by Theorem 2.11,
then et#π ≪ m for all t ∈ [0, 1).
The third assures that any given point can be connected by at most one geodesic to almost
every other point.
Corollary 2.13 ([19]). Let K ∈ R, N ∈ [1,∞) and (X, d,m) an RCD∗(K,N) space. Then
for every x ∈ supp(m) the following holds: form−a.e. y there is only one geodesic connecting
y to x.
Finally, we will also need the stratification developed by Mondino and Naber.
Theorem 2.14 ([28]). Let (X, d,m) be an RCD∗(K,N)-space with 1 ≤ N ≤ ∞, K ∈ R.
Define for 1 ≤ k ≤ ⌊N⌋,
Rk :=
{
x ∈ X |Rk ∈ Tan(X, x) but Rk+j /∈ Tan(X, x) for every j ≥ 1} .
Then
(1) EveryRk is m−measurable and m
(
X −⋃1≤k≤⌊N⌋Rk) = 0.
(2) For m−a.e. x ∈ Rk the tangent cone of X at x is unique and isomorphic to the
k−dimensional Euclidean space.
This stratification can be rewritten asRk = ∩ǫ>0 ∪δ>0 (Rk)ǫ,δ, where
(Rk)ǫ,δ := { x ∈ X | dGH(Bx(1, r−1X), B0(1,Rk)) < ǫ, 0 < r < δ },
which is the form that we will use in the rest of the paper.
3. THE ISOMETRY GROUP OF A METRIC SPACE
We will denote by Iso(X) the isometry group of a metric space X . The natural topology
when working with Iso(X) is the compact-open topology; [20] contains a good summary of it.
For the particular case of isometry groups, the following result is specially useful:
Theorem 3.1 ([10], [23]). Let (X, d) be a connected, locally compact metric space and Iso(X)
its isometry group. For each p ∈ X , denote by Iso(X)p the isotropy group of Iso(X) at p. Then
Iso(X) is locally compact with respect to the compact open topology, and Iso(X)p is compact
for every p. Moreover, if X is compact, Iso(X) is compact.
We will assume from now on that the space X satisfies the hypothesis of Theorem 3.1.
The action of Iso(X) onX is effective, so {Id} = ∩p∈X(Iso(X))p. Thus, we have that {Id}
is closed, and then that Iso(X) is Hausdorff. Standard results as in [11, Theorem 11.8] give us
that each isotropy group Iso(X)p admits a Haar measure.
The isometry group of an arbitrary metric space is a topological group, but there are many
examples where it lacks a differentiable structure, as the reader can see in [12]. In order for
Iso(X) to be a Lie group, the metric space needs to have additional structure, as happens, for
instance in Riemannian manifolds and Alexandrov spaces.
The main tool to distinguish Lie groups from generic topological groups is the following
useful fact.
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Theorem 3.2 (Gleason-Yamabe). LetG be a locally compact topological group. Suppose that
G is not a Lie group. Then, for every neighbourhood U of the identity element inG, there exists
a nontrivial compact subgroup of G contained in U .
In the rest of the paper, and when G is not a Lie group, we will refer to the sequence of
subgroups obtained by the above Theorem when taking a basis of neighbourhoods of G at the
identity as small subgroups.
Actions of the isometry group. Recall that an action G×X → X is called proper if the map
G×X → X ×X, (g, x)→ (g · x, x)
is a proper map.
Theorem 3.3. If X is a complete metric space, the action of Iso(X) onX is proper.
A proof of this can be found, for instance, in [1]; although their proof is for Riemannian
manifolds, all their arguments are metric and can be carried out to the context of metric spaces.
Recall thatGeo(X) denotes the set of constant speed geodesics from [0, 1] to (X, d) equipped
with the sup norm, and et : Geo(X)→ X is the evaluation map at t ∈ [0, 1], defined as
et(γ) = γt.
Since isometries carry geodesics to geodesics, there is a natural action
Iso(X)×Geo(X)→ Geo(X), (g · γ)t = g · γt
that is itself isometric. Moreover, for every t ∈ [0, 1], geodesic γ and g ∈ Iso(X), we have that
et ◦ g(γ) = g ◦ et(γ).
Iso(X) also acts on P2(X) by isometries, and so if (µt)t∈[0,1] is a Wasserstein geodesic,
g ∈ Iso(X) then (g#µt)t∈[0,1] is also a Wasserstein geodesic.
Quotient spaces by the action of the isometry group. We know that G := Iso(X) acts
properly on (X, d,m), so [32, Theorem 4.3.4] yields that
d∗(G · x,G · y) := inf{ d(x, gy) | g ∈ G }
is a metric onX/G.
It is a well-known fact that the quotient map π : X → X/G is an open map as well as a
submetry (i.e, sendings balls Bp(R,X) to balls Bπ(p)(R,X/G) for small R’s depending on p,
see [6]).
Proposition 3.4. (X/G, d∗) is locally compact.
Proof. Let G · p ∈ X/G. For small ǫ > 0, the ball A := Bp(ǫ,X) is precompact, and π(A)
is a compact set. Since π is open, π(Bp(ǫ/2, X)) is an open neighbourhood of G · p. Then
the closure of π(Bp(ǫ/2, X)) is a subset of the compact set π(A), and therefore it is itself
compact. 
Proposition 3.5. (X/G, d∗) is a complete metric space.
Proof. 1 Let {G · xi}i∈N be a Cauchy sequence in X/G. Consider an increasing sequence of
indices, {nj}j∈N , such that:
d∗(G · xi, G · xnj ) <
1
2j
, ∀i ≥ nj .
1This proof appears as Theorem 1.100 in some upublished notes by Holopainen.
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We will define now a Cauchy sequence {yj}j∈N inX. For y1 pick any point in Gx1 . The rest of
points are defined recursively as:
yj ∈ G · xnj ∩ Byj−1(
1
2j−1
, X).
It is clear that the resulting sequence is Cauchy in X , and by completeness, there exists some
y ∈ X such that yj → y. Finally notice that
d∗(G · yj, G · y) ≤ d(yj, y),
so then the original sequence converges to G · y. 
Proposition 3.6. (X/G, d∗) is a length space.
Proof. 2 Take G · x 6= G · y so then d∗(G · x,G · y) > 0. Recall that the length L(σ) of any
curve σ inX/G, with endpoints G · x and G · y, is greater or equal than d∗(G · x,G · y).
Let ǫ > 0. Consider points x1, y1, · · · , xk, yk ∈ X such that:
• x1 ∈ G · x, yk ∈ G · y.
• G · yj = G · xj+1, for j = 1, · · ·k − 1.
• ∑kj=1 d(xj, yj) < d∗(G · x,G · y) + ǫ2 .
Consider now curves σj : [0, 1]→ X joining xj to yj such that L(σj) < d(xj , yj) + ǫ2k . Define
σ¯ : [0, k]→ X/G as the concatenation of the curves π ◦ σ1, π ◦ σ2, · · · , π ◦ σk. Since the map
π : X → X/G is a submetry we have that:
L(σ¯) =
k∑
j=1
L(π ◦ σj) ≤
k∑
j=1
L(σj) <
k∑
j=1
d(xj , yj) +
ǫ
2
< d∗(G · x,G · y) + ǫ.
So we can conclude that
d∗(G · x,G · y) = inf{L(σ) | σ has endpoints G · x,G · y}.

Propositions 3.4, 3.5, and 3.6 let us conclude by [7, Theorem 2.5.23] that
Theorem 3.7. (X/G, d∗) is a geodesic space.
Corollary 3.8 (Existence of geodesic lifts). Let x, y ∈ X , and suppose that d∗(G ·x,G ·y) = ℓ.
Then there are geodesics γ∗ : [0, ℓ]→ X/Gwith γ∗(0) = G·x, γ∗(ℓ) = G·y and γ : [0, ℓ]→ X
with γ(0) = x such that π ◦ γ = γ∗.
Proof. Recall that π : X → X/G is a submetry, so π(Bp(ℓ,X)) = Bπ(p)(ℓ,X/G); choose
some y′ ∈ Bp(ℓ,X) in the fiber of π overG·y. Since π does not increase distances, d(x, y′) = ℓ.
Let γ be a geodesic inX between x and y, and γ∗ = π ◦ γ. It is clear now that γ and γ∗ satisfy
the requirements of the Corollary. 
4. THE ISOMETRY GROUP OF AN RCD∗(K,N)–SPACE.
In this section, we show that the isometry groups of RCD∗(K,N)–spaces are Lie groups.
As mentioned in the introduction, this result has also been proved by G. Sosa in [36], but our
proof differs from his.
Lemma 4.1 in [36] states the following Lemma for a more general class of metric spaces;
our proof here is different from that in [36].
2The proof is the same as that of Proposition 3.2 in some unpublished notes of U.Lang
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Lemma 4.1. Let X be an RCD∗(K,N)–space, and let g ∈ Iso(X) with g 6= Id. Then Fix(g),
the fixed point set of g, has m−measure zero.
Proof. The proof proceeds by contradiction. Suppose that m(Fix(g)) > 0 where g 6= Id.
Choose some point m–density point x0 ∈ Fix(g) and some R > 0 such that
0 < m(Fix(g) ∩Bx0(R,X)) <∞.
Define
F := Fix(g) ∩Bx0(R,X)
and the measure
µ0 :=
mxF
m(F )
≪ m.
We will denote the isotropy group of a point x by Gx. Since X − Fix(g) is a non-empty
open set, there exists a ball Bx(r
′, X) ⊂ X − Fix(g). Consider H the Haar measure of Gx0
and define the measure µ1 onX as
µ1 :=
∫
Gx0
h#δx dH(h).
Since g ∈ Gx0 , g#µ1 = µ1, and µ1(X) = µ1(Gx0 · x) = 1. We also have that, since
d(x0, Gx0 · x) = d(x0, x), µ1 actually belongs to the set P2(X).
Observe that Gx0(x)
∼= Gx0/Gx0 ∩ Gx, so for the quotient map p : Gx0 → Gx0/Gx0 ∩ Gx
and for ǫ > 0, it follows that p−1(Bx(ǫ,X) ∩Gx0(x)) ⊂ Gx0 is open. Then
µ1(Bx(ǫ,X)) =
∫
Gx0
h#δx(Bx(ǫ,X)) dH(h) = H(p
−1(Bx(ǫ,X) ∩Gx0(x))) > 0.
So we have that µ1(X−Fix(g)) > 0. Therefore Theorem 2.11 yields a unique optimal plan
Π ∈ OptGeo(µ0, µ1) concentrated on a non-branching set of geodesics Γ. Furthermore, the
evaluation maps et : Γ→ X are injective for all t ∈ [0, 1).
The two measures µ0 and µ1 are left fixed by g, and by uniqueness of the plan Π, we must
have that Π = g#Π. But because g#Π is concentrated on gΓ, it must follow that Γ agrees (as a
set) with gΓ.
Finally, since µ1(X − Fix(g)) > 0, there exist geodesics γ, gγ ∈ Γ such that γ1 6= gγ1 (i.e.
γ 6= gγ) and γ0 = gγ0. This contradicts the fact that e0 : γ → X is injective.

Lemma 4.1 implies that if Γ is a compact non-trivial subgroup of Iso(X), then X − Fix(Γ)
is a set of full measure. Therefore, if Γn is a countable collection of subgroups of Iso(X), there
is a full measure set of points inX that are not fixed by any of the Γn’s.
Definition 4.2. Given a compact subgroup Γ ≤ Iso(X), R > 0, and a point p ∈ X , we define
the displacement function
Disp(Γ, R, p) := max{ d(gq, q) | g ∈ Γ, q ∈ Bp(R/2, X) }.
For R = 0 we define the displacement in a compatible way as
Disp(Γ, 0, p) := max{ d(gp, p) | g ∈ Γ }.
Lemma 4.3. Let {Γn}n∈N ⊂ Iso(X) be a sequence of compact non-trivial small subgroups,
and let p 6∈ Fix(Γn) for all n. Then for every δ > 0, there exists a positive integer n, and some
0 < λ < δ such that
Disp(Γn, λ, p) =
λ
20
.
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Proof. From the definition of small groups and of the compact-open topology, it is clear that
for every p ∈ X ,
(2) lim
n→∞
Disp(Γn, δ, p) = 0.
Thus there exists n ∈ N such that
0 < Disp(Γn, 0, p) ≤ Disp(Γn, δ, p) ≤ δ
20
.
On the other hand, for any θ with 0 < θ < Disp(Γn, 0, p), we have
0 < θ < Disp(Γn, 0, p) ≤ Disp(Γn, θ, p),
thus
θ
20
≤ Disp(Γn, θ, p).
Remember that for fixed n ∈ N and p ∈ X, the map s 7→ Disp(Γn, s, p) is continuous. By
the intermediate value theorem there exists θ < λ < δ such that Disp(Γn, λ, p) =
λ
20
. 
We prove now the first main result of this paper.
Theorem A. Let (X, dX ,m) be an RCD
∗(K,N)−space with K ∈ R, N ∈ [1,∞). Then the
isometry group of X is a Lie group.
Proof. We will proceed by contradiction. Assume that Iso(X) is not a Lie group, and let
{Γn}n∈N ⊂ Iso(X) denote the sequence of compact non-trivial small subgroups provided by
Theorem 3.2.
From Lemma 4.1, we have that m(Fix(Γn)) = 0 for every n ∈ N, and then the set
∩n∈N(X − Fix(Γn))
is of full measure. From the definition of the strata R, for any p ∈ ∩n∈N(X − Fix(Γn)) ∩ R
and any ǫ > 0, there exists some δ > 0 and 1 ≤ k ≤ ⌊N⌋ such that p ∈ (Rk)ǫ,δ. Choose some
such p in what follows.
Now consider a sequence ǫn → 0. By Lemma 4.3, we can find sequences of subgroups {Γn}
and of positive numbers {λn} approaching zero such that
Disp(Γn, λn, p) =
λn
20
, dGH(Bp(1, λ
−1
n X), B0(1,R
k)) < ǫn.
By Theorem 2.5, there exists a closed subgroup Γ in the isometry group of Rk such that
(Bp(1, λ
−1
n X),Γn, p) Gromov-Hausdorff converges equivariantly to (B0(1,R
k),Γ, 0). Con-
sider the functions:
• fn : Bp(1, λ−1n X)→ B0(1,Rk),
• ϕn : Γn( 1ǫn )→ Γ( 1ǫn ),
• ψn : Γ( 1ǫn )→ Γn( 1ǫn ),
appearing in the definition of equivariant Gromov-Hausdorff convergence.
For each n ∈ N there exist xn ∈ Bp(1/2, λ−1n X) and gn ∈ Γn such that
d(gnxn, xn) = Disp(Γn, λn, p) =
λn
20
.
Then
1
20
= λ−1n d(gnxn, xn) < ǫn + dE(fn(xn), fn(gnxn))
< 2ǫn + dE(fn(xn), ϕn(gn)fn(xn)),
so the group Γ is not trivial.
10
Take y ∈ B0(1/2,Rk) and h ∈ Γ. For n large enough h ∈ Γ( 1ǫn ). By Remark 27.18 of
Villani [39] there also exists x ∈ Bp(1/2, λ−1n X) such that dE(fn(x), y) < 3ǫn. So we have
dE(y, hy) ≤ dE(y, fn(x)) + dE(fn(x), hy)
≤ 3ǫn + dE(h−1fn(x), fn(ψn(h−1)x)) + dE(fn(ψn(h−1)x), y)
≤ 8ǫn + λ−1n d(ψn(h−1)x, x)
≤ 8ǫn + 1
20
.
Since ǫn → 0, it follows that Disp(Γ, 1, 0) ≤ 120 . This contradicts well-known properties of
the isometry group of the Euclidean space, that rule out the existence of nontrivial compact
subgroups in Iso(Rk) with such a displacement function. 
5. UPPER BOUNDS ON THE DIMENSION OF THE ISOMETRY GROUP
In this section, we will find upper bounds for the dimension of the isometry group of an
RCD∗(K,N)-space. To facilitate the reading, we start by bounding the dimension of the
isotropy group of a point; recall that this is defined as the subset of elements of Iso(X) fixing
that point.
Proposition 5.1. Let (X, d,m) be an RCD∗(K,N)-space with N ≥ 1, K ∈ R. For any
p0 ∈ X , the topological dimension of the isotropy group Gp0 is bounded above by ⌊N⌋(⌊N⌋−1)2 .
Proof. Denote by n the Hausdorff dimension of X; from Theorem 2.10, and the relation be-
tween the topological and Haudorff dimensions of X , we get the inequalities
dimT X ≤ ⌊n⌋ ≤ n ≤ N.
From [18] and [22], there exist p0 ∈ X and R > 0, such that the ball B := Bp0(R,X) has
n-dimensional Hausdorff measure 0 < HnXB <∞. We define the function
F1 : B → R, F1(q) := d(p0, q).
This function is 1-Lipschitz, so [3, Proposition 3.1.5] on the Hausdorff dimension of level sets
of Lipschitz maps gives a constant C > 0 such that∫
[0,R]
Hn−1X (F−11 (t)) dH1(t) ≤ CHnX(B) <∞.
This implies that for H1-a.e. t ∈ R, the measure Hn−1X (F−11 (t)) < ∞ and the Hausdorff
dimension dimH F
−1
1 (t) ≤ n − 1. We pick p1 ∈ B such that dimH F−11 (d(p0, p1)) ≤ n − 1;
notice that the orbit Gp0 · p1 ⊂ F−11 (d(p0, p1)), thus dimT Gp0 · p1 ≤ ⌊n⌋ − 1.
Recall that for a compact topological group H ,H · p ≃ H/Hp, so using this withH = Gp0 ,
we obtain
dimT Gp0 = dimT Gp0 · p1 + dimT Gp0 ∩Gp1
≤ ⌊n⌋ − 1 + dimT Gp0 ∩Gp1.
Next, we define recursively the following functions for 1 < ℓ ≤ ⌊n⌋,
Fℓ : B → Rℓ, Fℓ(q) := (Fℓ−1(q), d(pℓ−1, q)).
These functions are again Lipschitz, so as before, for Hℓ–a.e. point x ∈ Rℓ, we have that
Hn−ℓX (F−1ℓ (x)) <∞ and the (n− ℓ)–Hausdorff dimension of F−1ℓ (x) ≤ n− ℓ. The next point
pℓ is chosen in one of such level sets. Observe that at each ℓ, the orbit(
Gp0 ∩ · · · ∩Gpℓ−1
) · pℓ ⊂ F−1ℓ (Fℓ−1(pℓ), d(pℓ−1, pℓ)),
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and since
Hn−ℓX (F−1ℓ (Fℓ−1(pℓ), d(pℓ−1, pℓ))) <∞,
we get that
dimT
(
Gp0 ∩ · · · ∩Gpℓ−1
) · pℓ ≤ ⌊n⌋ − ℓ.
Notice that, since(
Gp0 ∩ · · · ∩Gpl−1
) · pl ≃ (Gp0 ∩ · · · ∩Gpl−1) / (Gp0 ∩ · · · ∩Gpl) ,
we get
dimT
(
Gp0 ∩ · · · ∩Gpl−1
)
=dimT
(
Gp0 ∩ · · · ∩Gpl−1
) · pl + dimT (Gp0 ∩ · · · ∩Gpl)
≤ ⌊n⌋ − ℓ+ dimT (Gp0 ∩ · · · ∩Gpl) .
So, after iterating the above procedure enough times, we reach
dimT Gp0 ≤
⌊n⌋(⌊n⌋ − 1)
2
+ dimT
(
Gp0 ∩ · · · ∩G⌊n⌋−1
)
.
Observe that 0 ≤ n−⌊n⌋ < 1, and that forH⌊n⌋-a.e. point x ∈ R⌊n⌋,Hn−⌊n⌋(F−1⌊n⌋(x)) <∞;
this implies that dimT F
−1
⌊n⌋(x) = 0. Then for all points in the set
D := { q ∈ B | Hn−⌊n⌋(F−1⌊n⌋ (F⌊n⌋−1(q), d(p⌊n⌋−1, q ) ) ) <∞},
we have
dimT Gp0 ∩ · · · ∩Gp⌊n⌋−1 = dimT Gp0 ∩ · · · ∩Gp⌊n⌋−1(q) + dimT Gp0 ∩ · · · ∩Gp⌊n⌋−1 ∩Gq
= dimT Gp0 ∩ · · · ∩Gp⌊n⌋−1 ∩Gq.
We consider now the connected components of the identity in these groups, that we denote
(Gp0 ∩ · · · ∩Gp⌊n⌋−1)0 and (Gp0 ∩ · · · ∩ Gp⌊n⌋−1 ∩ Gq)0. Since they have the same topological
dimension, they must be equal, so(
Gp0 ∩ · · · ∩Gp⌊n⌋−1
)
0
· q = q,
and all of D is fixed by
(Gp0 ∩ · · · ∩Gp⌊n⌋−1)0.
Now we prove that D is dense in B: let q ∈ B and ǫ > 0, and notice that for every
q′ ∈ Bq(ǫ,X) we have
| d(pl, q)− d(pl, q′) | < ǫ, for all 1 ≤ ℓ ≤ ⌊n⌋ − 1,
so we can easily find a q′ ∈ D ∩Bq(ǫ,X).
With this it is easy to see that the whole ball B is fixed by (Gp0 ∩ · · · ∩ Gp⌊n⌋−1)0: for any
q ∈ B, choose a sequence (qi)∞i=1 ⊂ D such that qi → q; then for h ∈ (Gp0 ∩ · · · ∩ Gp⌊n⌋−1)0,
qi → q implies that hqi → q.
Finally suppose that (Gp0 ∩ · · · ∩ Gp⌊n⌋−1)0 was not trivial. Then for a nonidentity element
h ∈ (Gp0 ∩ · · · ∩Gp⌊n⌋−1)0, there would exists x ∈ X − B that is not fixed by h and such that
there exists a unique non-branching geodesic γ from p0 to x. Then hγ is a geodesic from p0 to
hx, and for all t ∈ [0, 1) such that γt ∈ B, we have that hγt ∈ B and γt = hγt; this means that
γ must branch and we have a contradiction.
We conclude that (Gp0 ∩ · · · ∩Gp⌊n⌋−1)0 must be trivial and then
dimT Gp0 ≤
⌊n⌋(⌊n⌋ − 1)
2
≤ ⌊N⌋(⌊N⌋ − 1)
2
.

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Remark 5.2. In Section 6, we will need to return to the proof of the above Proposition and
consider the case when the equality is reached, i.e,
dimT Gp0 =
⌊N⌋(⌊N⌋ − 1)
2
.
If this happens, then the above proof gives ⌊n⌋ = ⌊N⌋.
We are now ready to prove the second main result of this paper.
Theorem B. Let (X, dX ,m) be an RCD
∗(K,N) space withK,N ∈ R andN <∞. Then the
Hausdorff dimension of the isometry group of X is bounded above by ⌊N⌋(⌊N⌋+1)
2
.
Proof of Theorem B. Choose some p0 ∈ X , and consider theMyers-Steenrod map
F : G→ X, F (g) := gp0.
It is easy to see that it is continuous. The quotient map π : G → G/Gp0 is a fibration, thus
we can find a compact subset V of G/Gp0 with nonempty interior, and a continuous section
s : V → G of π passing through the identity. The map F˜ = F ◦ s is injective and since V
is compact, it is a topological embedding. Then the dimension of V , that agrees with that of
G/Gp0 , is bounded above by ⌊N⌋.
With this we conclude that
dimG = dimG/Gp0 + dimGp0 ≤
⌊N⌋(⌊N⌋ + 1)
2
as desired. 
The Myers–Steenrod map was also used in [14] to obtain Theorem B for the case of Alexan-
drov spaces.
Remark 5.3. Observe that the above proof gives that there are compact sets V in G/Gp0 with
nonempty interior that embed topologically in X .
Remark 5.4. It is interesting to notice that the arguments in this section apply to measured
metric spaces more general than RCD∗(K,N)-spaces; in fact, we only need for the space to
have finite Hausdorff dimension, and such that any nontrivial isometry does not leave fixed an
open set.
Remark 5.5. We could give an alternative proof to Theorem B using slices for the action of
Iso(X) onX that was pointed to us by A. Lytchak. The outline of the proof, with many details
missing, is as follows: Since G := Iso(X) is a Lie group and the action of Iso(X) on X is
proper, X is a Cartan space in the terminology of [32]. Proposition 2.3.1 in [32] assures the
existence of local slices for the action ofG through any point p ofX; moreover, by Proposition
2.1.4 in the same reference, the slice can be taken invariant for the action of the isotropy group
of p.
Since G is a Lie group, standard arguments give the existence of principal orbits for the
action of G on X . Choose some p in such a principal orbit, and a slice S through p such that
G · S is an open neighbourhood U of G/Gp; once again, standard arguments show that for any
point x ∈ S, Gx = Gp.
Consider an arbitrary element g ∈ G and its restricted action on G · p; if it were trivial, then
g would fix the open set U , which is impossible because of Lemma 4.1. Thus, the action of G
on G · p is faithful and the required bound dimension follows easily.
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6. RCD∗(K,N)-SPACES WITH LARGE ISOMETRY GROUPS
In this section, we study whatRCD∗(K,N)-spaces have isometry group of maximal dimen-
sion. We structure the proof in a series of Lemmas.
Lemma 6.1. The topological dimension of any RCD∗(K,N)-space is less or equal than ⌊N⌋.
Proof. Theorem 2.10 says that the Hausdorff dimension of X does not exceed N ; on the other
hand, Szpilrajn’s inequality gives that the Hausdorff dimension of X is greater or equal than
the inductive dimension of X (see [21, Chapter 7]). But for Polish spaces, the topological and
the inductive dimension coincide ([33, Ch.4, corollary 5.10]). 
Lemma 6.2. Let (X, dX ,m) be anRCD
∗(K,N)-space . If the dimension of the isometry group
of X is ⌊N⌋(⌊N⌋ + 1)/2, then
(1) X has topological dimension equal to ⌊N⌋;
(2) each orbit G · p0 has topological dimension equal to ⌊N⌋;
(3) dimGp0 =
⌊N⌋(⌊N⌋−1)
2
Proof. For the Lie group action of G = Iso(X) on X , we have that
dimG/Gp + dimGp = dimG.
Since there are compact neighbourhoods in the orbit G/Gp that embed topologically inX (see
Remark 5.3), we have that dimG/Gp ≤ dimT X , and then
(3)
⌊N⌋(⌊N⌋ + 1)
2
= dimG ≤ dimT X + dimGp ≤ ⌊N⌋ + dimGp.
From Proposition 5.1 and equation (3), we deduce that
dimGp0 =
⌊N⌋(⌊N⌋ − 1)
2
.
Once we have this, the first two claims follow from Remark 5.2.

Lemma 6.3. If X is an RCD∗(K,N)-space with isometry group G of maximal dimension,
then G acts transitively on X .
Proof. We will proceed by contradiction. Suppose there are two different orbits G · p0 and
G · p1. From Corollary 3.8 , we know that there is a geodesic γ∗ : [0, ℓ] → X/G connecting
G · p0 to G · p1 that lifts to a geodesic γ : [0, ℓ]→ X with γ(0) = p0 and γ(ℓ) ∈ G · p1. Without
loss of generality, we can assume that γ(ℓ) = p1.
Consider the map
Φ : G× [0, ℓ]→ X, Φ(g, t) = g · γ(t).
Observe that for fixed t, the image Φ(G, t) is the orbit of G through γ(t), and coincides with
the set of points in the image of Φ at distance t from G · p0.
Choose the function f : X → R, f(p) = d(p,G · p0), and restrict it to ImgΦ; its level sets
are clearly the orbits G · γ(t). Since f is Lipschitz, we can use again [3, Proposition 3.1.5]
to conclude that almost every orbit G · γ(t) has Hausdorff dimension less or equal to n − 1,
where n is the Hausdorff dimension ofX (technically, we should restrict f to a compact subset
of ImgΦ with non empty interior; this can be easily reached using a section of the fibration
G→ G/Gp0 , but we will skip details to facilitate the reading).
Using Lemma 6.2, we get the chain of inequalities
dimHG · γ(t) ≤ n− 1 ≤ N − 1 < ⌊N⌋ = dimT G · γ(t)
which gives a contradiction. 
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We are finally ready to prove the last main result of the paper:
Theorem C. Let (X, dX ,m) be an RCD
∗(K,N)–space . If the dimension of the isometry
group of X is ⌊N⌋(⌊N⌋ + 1)/2, then X is isometric to one of the following space forms:
(1) An ⌊N⌋–dimensional Euclidean space R⌊N⌋.
(2) An ⌊N⌋–dimensional sphere S⌊N⌋.
(3) An ⌊N⌋–dimensional projective space RP ⌊N⌋.
(4) An ⌊N⌋–dimensional simply connected hyperbolic space H⌊N⌋.
Proof. Choose some p0 ∈ Rm where m ∈ [1, N ] ∩ N. Lemma 6.3 says that G acts transi-
tively on X , therefore X is homeomorphic to G/Gp0 and locally contractible. Berestovskii [5,
Theorem 3] characterizes X as isometric to the quotient of G by Gp0 endowed with a Carnot-
Carathe´odory-Finsler metric dcc that corresponds to a k−dimensional tangent distribution ∆,
and a normF defined over it. In order to ensure that the metric is actually Riemannian, we now
look at the tangent spaces corresponding to these structures.
On the one hand, the tangent spaces ofX at p0 are of the form (R
m, dE,Lm, 0), obtained by
means of measured Gromov-Hausdorff convergence; note that the Hausdorff dimension of this
space ism.
On the other hand, the tangent spaces of spaces of the form (G/Gp0, dcc) are Carnot groups
whose Hausdorff dimension is, by [29] , greater or equal than ⌊N⌋, with equality being achieved
if and only if the dimension of ∆ is exactly ⌊N⌋. Note that this tangent space is obtained by
using Gromov-Hausdorff convergence without any requirement on a measure.
By uniqueness of the tangent spaces we have that these must be isometric, so they must
have the same Hausdorff dimension. It follows then that the distribution ∆ has dimension
⌊N⌋. From this we have by Theorem 7 of [5] that X is actually a Finsler manifold; since
it is also an RCD∗(K,N)-space, it must have quadratic Cheeger energy, and therefore be in
fact a Riemannian manifold [2]. The Theorem follows now from Theorem 3.1 of [23], that
characterizes Riemannian manifolds with maximal isometry groups.
Finally note that by [9] the measure n that we give to the resulting Riemannian manifold and
the ⌊N⌋−dimensional Hausdorff measure are mutually absolutely continuous. 
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