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ABSTRACT 
We relate the graph isomorphism problem to the classical problem of equivalence 
of integer quadratic forms. We give some necessary number theoretic conditions that 
the isomorphic graphs have to satisfy. 
1. INTRODUCTION 
Let G be a graph on n vertices. Then G is represented by 0- 1 
symmetric matrix A(G) with zero diagonal. Two graphs G and H on n 
vertices are called isomorphic if A(H) = P’A(G)P for some permutation 
matrix P. One of the unresolved problem of complexity theory is to classify 
the complexity of determining if two given graphs are isomorphic. Consult [8] 
for a good introduction on the theory of NP-completeness, and [9] for a 
survey on the graph isomorphism problem. In this paper we relate the graph 
isomorphism problem to the classical problem of equivalence of real quadratic 
forms over the integers. Although we do not have any new, definite results 
on the graph isomorphism problem, we think that this direction of research is 
interesting and promising. As an example of the fruitful relation between 
number theory and graph theory we refer the reader to [14] and its 
references. 
We now briefly survey the contents of this paper. Section 2 is devoted to 
quadratic forms over special fields-finite fields, p-adic fields, and the field 
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of rational numbers. In Section 3 we study quadratic forms over the integers. 
Most of the results of these two sections are well known. We put together the 
known facts on this subject in a convenient form with the references for the 
interested reader. Section $-the heart of our paper-relates the graph 
isomorphism problem to the equivalence of quadratic forms. More precisely, 
Theorem 4.1 shows that the graph isomorphism problem is a special case of 
the equivalence of special positive definite integer quadratic forms. Section 5 
is devoted to remarks, conjectures, and problems on integer quadratic forms, 
the graph isomorphism problem, and orthogonal similarity over the rstionals. 
2. QUADRATIC FORMS OVER F,,,Q,,,Q 
Let I be an integral domain. Denote by M,(I), S,,(T) and CJ,i,,(r) the ring 
of n x n matrices with entries in I’, the set of n x n symmetric matrices with 
entries in I, and the group of n x n invertible matrices T such that 
T, I’-’ E M,(T). Let A, B E S,,(T). We say that A and B are equivalent over 
I if B = T’AT for some T E U,,(I), and denote it by A L B. Let H c U,,(r) 
be a subgroup fixed under transposition: HT = H. We then let A E B if 
B = TTAT, T E H. With each A E S,,(r) we associate the quadratic form 
A(x, X) = xrAx, x E r’, and more generally the inner product A(x, y> = yrAx, 
X, y E I”. Then A L B iff the corresponding quadratic forms A(x, xl and 
B(x,r) are equivalent. A [A(x,x)] is called nondegenerate if det(A) z 0. 
Otherwise A [A(x, x)] is called degenerate. As usual let orbJA) be the class 
of all B L A. The basic problem in this area is to find out if A L B. This can 
be achieved sometime by finding a “canonical” representation (Y E orb,(A). 
If a = a(A) is unique and can be determined effectively, then A L B iff 
cu(A) = a(B). This is true in many cases. However, in the more difficult cases 
the unique form does not exist. We now will discuss briefly certain relevant 
cases. We present short proofs of some known and fairly easy results. The 
deeper results are only stated, and references are given for the interested 
reader. 
We first discuss the case where I is a field F. Let p = char(F) be the 
characteristic of F. Denote by F* the multiplicative Abelian group F \ (01. As 
usual, let F*” denote the subgroup of squares, {x, x = y2, y E F*l. Let 
F*/F*” be the group of the quadratic residues. The following two lemmas 
are obvious: 
LEMMA 2.1. Let A, B E S,(F) be two nondegenerate symmetric matrices. 
Assume that A z B. Then det(A)/det(B)E F*“. 
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LEMMA 2.2. Let A E S,(F) he a degenerate quadratic form of rank m. 
Thenanysplitting F” = U@keriA) induces thesplittingA(x,x)= A,(y, y)@O, 
y E U, where A,( y, y) is the unique nondegenerate quadratic form on 
F”/ker(A) induced by A(x, x). In particular, A L B ifl dim(ker(B)) = n - m 
and A, 2 B,. 
LEMMA 2.3. Assume that char(F) + 2. Then any A E S,,(F) is F-eyuizj- 
alent to a diagonal matrix. 
Proof. Consider the quadratic form 
II 
A(x,x) = caijxixI. 
1 
Suppose first that some a,i + 0. By renaming the coordinates we may assume 
that a,, # 0. Then 
‘+A,(y,y), y=(x, ,..., x,,)~. (2.4) 
If all a,i = 0 but ai i # 0 for some i < j, we replace the variables x,xj by 
yi = xi + xj, yj = r, L xj and we are in the previous case. [Note that this 
transformation in two variables is applicable iff char(F) # 2.1 Finally, if A = 0 
there is nothing to prove. Use this procedure to obtain an equivalent diagonal 
form to A relatively fast. n 
We now recall the well-known results. Let R be the field of real numbers. 
THEOREM 2.5. (Sylvester’s law of inertia). Let A E S,(R). Then A z D 
where D is a diagonal matrix with entries (1, - l,O}. The numbers of 1, - 1,O 
are uniquely determined by A. In particular S,(R) splits to u disjoint union of 
(n + l)( n + 2)/2 eyuicalence classes. 
For A E S,(R) denote by (rr, V, f> the inertia triple of A. That is, 7, V, { 
are the numbers of 1, - 1,0 respectively in the above diagonal matrix D 5 A. 
As usual, denote by u = ?T - v the signature of A. Let p be a prime, y = p”‘, 
and denote by Fq the finite field with 4 elements. It is known that Fq* is a 
cyclic group. Furthermore, if p = 2 then F,,*” = F,:, and if p > 2 then and 
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F*’ is a subgroup of index two. See for example [15]. In the last case choose 
p; E F<; \F<;“. As usual, let I,,, he the m X m identity matrix. 
THEOREM 2.6. Let A E S,,(F,). Assume first that char(F,,) > 2. Then 
0 # A 2 D, where D is a unique diagonal matrix (up to a permutution of its 
diagonal entries) whose first n - 1 entries are either 0 or 1. The lust entry is 
either 1 or p,. In particular S,(F,,) splits to u disjoint union of 2n + 1 
equivalence classes. 
cr 
Assume that char(F,) = 2. Then either A - I,,,@ 0 or 
. . . @H, @O, 
. / 
In that case S,(F,) splits to a disjoint union n + 1 + [n/2] equivulence 
classes. 
Proof. For n = 1 the theorem is obvious. Assume that n > 1. According 
to Lemma 2.2, it is enough to consider the nondegenerate A. Suppose first 
that char(lj;,) > 2. According to Lemma 2.3 we may assume that A is a 
diagonal matrix. It is left to show that any 2 X2 nondegenerate diagonal 
matrix diag(a, b) is equivalent to a diagonal matrix diag(I, c}. We claim that 
the equation ax’ + by2 = 1 has a solution in F,,. Indeed, each of the two sets 
u = {e, z = a?, x E F,), v= (z, z =I-by’,yEF,) 
has (q + 1)/2 distinct elements. Hence, U n V #0 and the above equation is 
solvable. Then 
diag{I,c) =Trdiag(a,b]T, T=(; ,Fj, 
and the theorem follows in this case. 
Assume that char(F,) = 2. Suppose first that all diagonal entries are equal 
to zero. It then follows that A(x, x) = 0 for all vectors x E F,‘“. We now 
choose the following orthogonal basis in F, with respect to the inner product 
A(%, y). Choose any e, # 0. Since A is nondegenerate, we must have e, f 0, 
so that A(e,, e,)# 0. As A(e,,e,)= 0, we deduce that e,,e, are linearly 
independent. W.1.o.g. assume that Ace,, e,) = 1. Let U C F,” consist of all 
vectors x such that A(x, e,) = A( x, e,) = 0. Clearly, dim(U) 2 n -2, and U 
QUADRATIC FORMS 427 
does not contain any nonzero element of the subspace [el, e,] spanned by 
e,, e,. Hence, F” = U@[e,, e2]. Apply this argument to U to deduce that 
n=2m and A 
F: 
- H,@ . . . CB If,. Assume finally that ai, # 0. We claim that 
F,, 
A - I,,. First note that there exists e, such that A(e,, e,) # 0. Since F,,%” = 
F,J”, we may assume that Ace,, e,) = 1. Let U={x, A(x,e,) = 0) be the 
orthogonal complement of e,. Clearly, F,: = U@[e,]. If A(x,x) is not identi- 
cally zero for all .r E U, we are done by the induction. Suppose that A(x, X) is 
identically zero for all x E U. The induction argument still works using the 
previous result and the observation 
i 
1 1 1 
I, = T’( I,@H,)T, T= 1 0 
0 1 
1. I n 
1 
Let p be a prime, and denote by Q,, the field of p-adic numbers. As 
usual, let Q stand for the rationals. In what follows we consider the quadratic 
forms over Q,, and Q. We state without proof the classical results on this 
subject. A good concise reference on this topic is [15]. 
Let u,l~ E Qz. Then the Hilbert symbol (u,!?),, = + 1 is defined as 
follows: 
i 
1 if z2 - us’ - lyp = 0 has a solution 
(u,l&,= (z> X, Y) f (O,O,O) E Q;, 
-1 otherwise. 
Let D = diag{d,, . , d,,} E S,,(Q,,>, n > 2, be a diagonal nondegenerate form. 
We then define the Hilbert invariant: 
Q,, 
It is known that if D, - D, are two nondegenerate diagonal matrices, then 
E,,( 0,) = E,,( D,). According to Lemma 2.3, any nondegenerate A E S,,(Q,,> is 
equivalent to a diagonal D. Hence, we can let E,,(A) = E,~(D). For simplicity 
of notation let E,,(U) = 1, u E 0:. Recall that the group Qz,/Qz” is a finite 
group with eight elements for 11 = 2 and four elements for p > 2. 
TIIEOKEM 2.7. Let A, B E S,(Q,,> be two nondegenerate symmetric ma- 
trices. Then A 2 B iff det(A)/det(B) E Qz”, E,,(A) = Ed,. Moreoz;er, 
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e,,(A)=1 z#-AQ’I,,_,@{a}, UEQ~. Furthermore,forn >2 und e,,(A)= -1 
one has A 
Q,, 
-I,,_,@diag(a,b,c), u,b,c~Q ,y. Finally, the number of nonde- 
generate equivalence classes for p > 2 (p = 2) is equal to 4 (8) if n = 1, to 7 
(15) if n = 2, and to 8 (16) $n > 2. 
TIE~REM 2.8. Let A, B E S,,(Q). Then A 2 B @A E B und A %‘Bfor all 
primes p. In purticulur, if A, B are nondegenerute, A 5 B, und det(A)/ 
det(B) E Q*‘, then A 2 B iff E,,(A) = Ed, for all primes p. 
Given a nondegenerate A E S,,(Q), th en Hilbert’s invariants satisfy the 
following condition: 
+4) f 1 for a finite number of primes. (2.9) 
For n = 2 there is an additional condition. See for example [15, p. 441. 
Furthermore, given d E Q* and numbers E,, = _t I such that a finite number 
of E,’ are equal to - 1 and two nonnegative integers r, V, r + v = n > 2, 
there exists a nondegenerate A E S,,(Q) with these invariants: 
det( A) 
A%,@-ll,,, ____ E Q*‘, 
U 
E,,(A)=E,,, p=2,3,5 ,.... 
For n = 2 we have a similar result provided that the additional necessary 
condition holds. Thus, for n > 3 we can have a seminormal form for a 
nondegenerate A E S,,(Q) which basically depends on a 3 X 3 diagonal ma- 
trix: 
TIIEOKEM 2.10. Let A E S,(Q), n > 3, be a nondegenerute mutrix with 
the inertiu triple (7r, v, O), r + v = n. Then A 2 N@diag{a, b, c}, (I, b, c E Q*, 
where 
I,, - 3 if V,<l, 
N= - I,,-, if 7r<l, 
I,_,@-I,_, if 7T>,2. vz=2. 
Proof. For n = 3 there is nothing to prove. Assume that n 2 4. If 
r 2 n -3, then find B E S,(Q) with the inertia (r - n +3, v,O) and with the 
invariants det(A) and E,,(A), p = 2,3,5,.. . We may assume that B is a 
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diagonal matrix. As e,(diag{I, a]) = 1, a E Q*, it follows that A 2 I,_,@B. If 
Q 
v > n - 3, use the previous result for - A to deduce that A N - I,_,@B. 
Finally, if rr, v > 2, then the above observations imply that A 2 I,_,@B, 
where B E S,_,+&Q) is a diagonal matrix with the inertia (2, Y, 0). Then the 
previous argument shows that B 2 - I,_,@ D. n 
Given A E S,(Q), it is a computationally important problem to find fast 
all primes p for which er,(A) = - 1. 
3. QUADRATIC FORMS OVER INTEGERS 
Denote by Z the ring of integers. Let A, B E S,,(Z). Then A 2 B iff 
B = Z’rAT for some unimodular matrix T E U,,(Z). In particular, det(A) = 
det(B). In what follows we assume that A (B) is nondegenerate and 
det(A) = det(B) unless otherwise stated. Given n and d E Z*, it is known 
that there are only a finite number of equivalence classes of A E S,(Z), 
det(A) = d. See for example [l, $9.11. Let p be a prime number, and denote 
by Z, the ring of p-adic integers. That is, every a E Qf is the form p’“b, 
b, b-’ E Z,, and a E Z, iff m > 0. It is customary to let Z, = R. Clearly 
AZB 
Z,J 
d A - B, p = 2,3,5 ,..., w. 
One says that A and B belong to the same genus and denote it by A - *OcB if 
the RHS of the above condition holds. A E S,(Z) is called type (II) if all 
diagonal entries are divisible by 2. Otherwise A is called type (I). The 
following result is well known, (e.g. [l, $8.3-8.41) and is an extension of 
Theorem 2.6. 
THEOREM 3.1. Let A, B E S,(Z), det(A) = det(B). Assume that p is a 
?I 
prime and p does not divide det(A) = det(B). Then A - B if either p > 2 or 
p = 2 and A, B are both of type (II). 
Let A E S,(Z), and denote by genus(A) the set of all B ‘EA. Then 
genus(A) can be subdivided to finer classes spin(A)-the spinor genera-by 
introducing the Clifford algebra corresponding to a nondegenerate inner 
product A(x, y). The number of spinor genera in a given genus is finite and 
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is a power of 2. If p S(pz”) ‘r det(A) for every prime p, then genus(A) contains 
one spinor genus. See [l, Theorem 1.5, p. 2031. Here 
8(&n) 
n(n -3) n+l 
= + 2 [ 2 1 > 6(p,n) n(n-I) = for 2 p> 2. (3.2) 
The “spin” invariant of A is also considered to be “local” invariant. Recall 
that A E S,(R) is called indefinite if the first two numbers in the inertia 
triple (7r, V, 5) are different from zero. The following theorem gives the exact 
conditions under which local implies global. See for example [I, $11.11. 
THEOREM 3.3. Let n 2 3, and assume that A E S,(Z) is a nondegenerate 
indefinite matrix. Then B 2 A e B E spin(A). 
We now discuss in detail the unimodular forms, i.e. A E S,,(Z), det(A) = 
or 1. Note that if the inertia triple of a symmetric unimodular A is (r, Y, O), 
then det(A) = ( - 1)“. Clearly, the matrix I,,@ - I, is a unimodular matrix of 
type (I) with prescribed inertia triple (rr, u,O>. We now consider type (II) 
unimodular matrices. Clearly, the 2 ~2 matrix H2 introduced in Theorem 2.6 
is type (II) with zero signature. Hence, H, @ . . . 63 Hz is a type (II) unimod- 
ular matrix of even dimension with (+ = 0. It is known that the signature of 
type (II) unimodular matrix is divisible by 8. See for example [l]. The 
foIlowing matrix is a type (II) positive definite unimodular matrix. 
Es = (eij)y, 
e,i = 2, 
ePq = eClp = -I, either q=p+l, p=l,.,., 6, or p 
e PC/ = 0 otherwise. 
The following is known (e.g. [Is]): 
5, q = 8, 
(3.4) 
THEOREM 3.5. Let A, B E S,(Z) be two indefinite unimodular matrices. 
Then A 2 B iff A and B have the same type and the same inertia. In 
particulqr, if A E S,(Z) is indefinite and unimodular, then A is Z equioalent 
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either to the type (I) matrix I,@ - I,, v,v > 1, or to one of the type (II) 
matrices 
LEMMA 3.6. Let A, B E S,(Z) b e t wo unimodular matrices having the 
same type and inertia. Then A and B belong to the same genus and hence to 
the same spinor genus. 
Proof. If A, B are type (II), then this lemma is a consequence of 
Theorem 3.1. If A, B are indefinite, then this lemma is a consequence of 
Theorem 3.5. It is enough to consider the case where A, B are positive 
definite type (I) matrices. Theorem 3.1 yields that A 2 B for p > 2. Accord- 
ing to Theorem 3.5 A@ - I, 5 Be - I,. In particular A@ - I, 
z, 
- B@ - I,. 
Then the appropriate generalization of Witt’s lemma [l, Chapter 8, Lemma 
z, 
4.21 implies that A - B. n 
It is possible to prove Lemma 3.6 directly without invoking Theorem 3.5. 
In that case Theorem 3.5 follows from Lemma 3.6 and Theorem 3.3 for 
n 2 3. 
The (positive) definite unimodular forms (matrices) A(x, xl have much 
richer structure. According to Eichler, e.g. [13, $2.61, definite unimodular 
forms decompose uniquely (up to a permutation of factors) to a direct sum of 
indecomposable definite unimodular forms. For n < 7 there is one equiva- 
lence class (given by the identity matrix). For n = 8 one has two 
classes-orb(Z,), orb(E,). Kneser showed that there are exactly seven inde- 
composable nonequivalent positive definite unimodular matrices for n < 16. 
The number of equivalence classes of definite unimodular matrices seems to 
grow exponentially with n. See [13] or [15]. Thus, the complete classification 
of definite unimodular matrices for general n is considered to be impossible. 
In what follows we give a seminormal form for a unimodular positive definite 
matrix with at most three eigenvalues different from 1. See [5] for details. 
THEOREM 3.7. Let A(x, x> and B(x,x) be two positive definite integer 
unimodular forms. Then A and B are equkalent ooer integers to A, = (aii); 
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and B, = (bij)r respectively, so that aij = bij, 1~ i, j < n -2. Furthermore, 
B is equivalent to the matrix 
(Z+&?)(I+qfT)-hh’, 5-f-1, f?‘g=l, 
Here, r is an integer, and f, g, and h are column vectors with n integer 
coordinates. It follows that the above matrix has at least n -3 eigenvalues 
equal to 1. 
We deduce Theorem 3.7 by carefully analyzing the equivalent indefinite 
forms A@ - I, and B@ - I,. In this analysis the use of the Smith normal 
form is crucial. If A and B are positive definite unimodular matrices of the 
same type, then Lemma 3.6 and Theorem 3.3 yield that A@( - a) 2 B@ (- a) 
for any a 2 1, p 6(pxn)%a, p=2,3,5 ,.... In that case we conjecture that the 
matrices A,, B, in Theorem 3.7 can be chosen to have the same principal 
submatrix of order n - 1. Furthermore, we conjecture that if B P orb(Z,) is 
of type (I) then B is equivalent to a matrix with n -2 eigenvalues equal to 1. 
Consult also with the recent results of [2, Chapter 261. 
Let A E S,,(Z) be a positive definite matrix. That is, X%X > 0 for 0 + x E 
R”. Then A is equivalent to a Minkowski reduced form B E S,,(Z), which can 
be found as follows. Consider the lattice Z” with the inner product (x, y) = 
yrAx. First, find the shortest nonzero vector in this lattice with respect to the 
above metric: 
min x’Ax = e:Ae,. (3.81 
OfxEZ” 
(Note that e, does not have to be unique,) Clearly, e, = (err,. , , el,l)T is 
primitive. That is, gcd(e,,, . , e,,) = 1, and e, can be completed to a basis in 
Z”. Assume that we have found k vectors e,, . . , ek, 1 Q k < n, which form 
the first k vectors in the preferred basis of Z”. W.1.o.g. we may assume that 
e, = (ai, ,..., Sj,)‘, i = I,..., k. Then ek+r is a solution to the minimal prob- 
lem 
min (x,x) = (ek+L3ek+l). (3.9) 
x=(x ,,..., r,,)‘~Z”,pcd(x~+ ,I.... I,,)‘1 
In the Minkowski reduced basis the inner product (x, y) is represented by 
yTBx. It is known that A has a finite number of Minkowski reduced forms. 
In many cases the Minkowski reduced basis is unique. Hence the Minkowski 
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reduced form is unique. See for example [l, Chapter 121. However, in the 
most interesting cases from our point of view the Minkowski form is never 
unique, as we shall see in the next section. 
4. PERMUTATIONAL EQUIVALENCE 
Denote by Il,, the group of n X n permutation matrices. Let A, B E S,(F). 
We say that A, B are permutationally equivalent, and denote it by A = B, if 
B = PTAP, P E II,,. It is straightforward to show that permutational equiva- 
lence over any integral domain I is equivalent to permutational equivalence 
of A, B E S,(Z+ ). Here we denote by Z, and S,,(Z+ ) the sets of nonnegative 
integers and nonnegative symmetric matrices with integer entries respec- 
tively. Indeed, for A E S,,(T) denote by w(A) the set of distinct elements 
composed of the elements of A. Suppose that A = B. Then o(A) = w(B) = 
{(Y) ,..., (Ye}. Let C, DE S,,(Z+) be th e matrices obtained from A, B by 
replacing the entries equal to oj with j - 1 for j = 1,. . , k. Clearly, A = B - 
C = D. Denote by O,(Z) the orthogonal group of n X rr matrices over the 
integers. That is, T E O,(Z) iff T = PD where P E II, and D is a diagonal 
matrix with the diagonal entries equal to f. 1. Let A, B E S,(Z). Recall that 
O(Z) 
A - B iff B = TTAT, T E O,(Z). Note that in this case A, B are similar over 
O(Z) 
R. Hence, A, B have the same characteristic polynomial. Also, A - B 0 A 
O(Z) O(Z) 
+ Al, - B + AI,. Clearly, A z. B - A - B. On the other hand, if all 
nonzero off-diagonal entries of A and B have the same sign, then a 
O(Z) 
straightforward argument shows the equivalence A = B - A - B. For A E 
S,(R) let A, > A, > . . . > A,, be the eigenvalues of A. Assume that A E 
S,(Z+ ). Then Perron’s theorem implies that A,(A) z - A,,(A). If A is an 
irreducible matrix, then A,(A) = - A,(A) iff A” is a reducible matrix. That is, 
the irreducible graph induced by A is bipartite. The following theorem 
relates the permutational equivalence to the equivalence over the integers: 
THEOREM 4.1. Let A, B E S,(Z) h sue the same characteristic polynomial. 
Assume furthermore that 
0 <A,(A) <2A,,(A). (4.2) 
Suppose that A E B. Then A 
O(Z) 
- B. lf in addition the nonzero offdiagonal 
elements of A and B haoe the same sign, then A = B. 
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Proof. The condition (4.2) yields that A and B are positive definite 
matrices. Suppose that B = T*AT. Let x E Z” be a column of T. So x*Ax is 
a some diagonal entry bji of 8. Thus, 
As x is a nonzero vector with integer coordinates, it follows that all the 
coordinates of x except one are equal to 0. The nonzero coordinate is f 1. 
Since T is an invertible matrix, we deduce that T E O,(Z). Assume in 
addition that the nonzero off-diagonal entries of A and B have the same sign. 
Note that T = PD, P E II,, and D is a diagonal matrix with & 1 on its 
diagonal. It then follows that B = PTAP. N 
Recall that A E S,(R) is called an M-matrix if A is nonnegative definite 
[h,(A) > 0] and all off-diagonal entries of A are nonpositive. For example, 
the matrix E, given by (3.4) is an M-matrix. For A E S,(Z) let ri(A) be the 
ith row sum of A. Set R(A) = max ri(Al. Let 
L(A) = diag{r,(A) ,..., r,,(A)} - A, A ES,(Z) (4.3) 
be the Laplacian matrix corresponding to A. It is straightforward to check 
that A = B - L(A) = L( 9). The advantage in introducing L(A) is that 
L(A)e = 0, where e = (1,. . . , l>*. Assume that A E S,,(Z+). Then the follow- 
ing facts are well known: /hi(A)/ < R(A). If A is irreducible, then we have 
strict inequalities for all i unless Ae = R(A)e. The matrix L(A) is a singular 
M-matrix. If A is irreducible, then 0 is a simple eigenvalue of L(A). The 
following lemma is straightforward, and its proof is left to the reader: 
LEMMA 4.4. Let C E S,(Z). Assume that A > max( - A,(A), A,(A)- 
2A,,(A)}, A E Z. Then the matrix C + AI,, sutisfies the condition (4.2). In 
particular, zfC E S,,(Z+), thenfor A > 3R(A)(A > 2R(A)) the matrix C + Al, 
(L(A)+ Al,) satisfies th e condition (4.2). Zf in addition A is irreducible and 
either Ae # R(A)e or Ae = R(A)e and the graph corresponding to A is not 
bipartite, then it is enough to choose A = 3R(A) ( = 2R(A)). 
LEMMA 4.5. Let A E S,(Z) be a positive definite matrix satisfying the 
condition (4.2). Assume that e,, . . , e, E Z” is a Minkowski basis for A. Then 
fwsomechoiceofthesigns,{+e,,..., + e,} is a permutation of the standard 
basis in Z”. 
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Proof. Note that if x?‘x = 1 then xrAx < A ,(A). On the other hand, if 
xrx > 2 then xrAx >, h,,(A)zTx > A,(A). n 
Assume that A satisfies the assumptions of Lemma 4.5. If all the diagonal 
entries of A are pairwise distinct, then the Minkowski basis is unique (up to 
a sign in each basis element). On the other hand, if all the diagonal entries 
are equal, then the ambiguity of the Minkowski basis is precisely up to the 
action of II,,. 
Let G be a simple undirected graph on rr vertices. Then G is repre- 
sented by O-l, n X n symmetric matrix A = A(G) with zero diagonal. The 
representation matrix A is unique up to permutational equivalence. One yet 
unresolved problem in the theory of computation is whether the problem of 
determining when given two O-l symmetric matrices A, B with zero diagonal 
are permutationally equivalent is NP-complete. Consult [S] for a good 
introduction to the theory of NP-completeness and [9] for a survey on the 
graph isomorphism problem. Roughly speaking, it is the problem of deter- 
mining if A = B is fast (polynomial in n) or not. Note that since A(G) has 
zero diagonal, then for any matrix A(G)+ AI, which satisfies the conditions 
of Lemma 4.5, the Minkowski basis consists of all possible permutations of 
the standard basis. If G is not regular [A(G)e f R(A(G))e] or G is regular 
but not bipartite, we can choose A = 3R(A(G)). Here RCA(G)) is the 
maximal degree of the vertices of G. On the other hand, we can also consider 
the Laplacian matrix L(A(G)). Here, the diagonal entries form the degree 
sequence of G. Then a Minkowski basis of L(A(G))+ AI, is determined up 
to a permutation between the vertices with the same degrees. So if G is 
regular, the ambiguity is again up the action of II,,. 
We now point out to a few “local” tests for A = B. Clearly, the matrices 
A and B belong to the same similarity class over the unimodular matrices 
U,2(Z). However, the problem of determining if A and B are similar over 
U,,(Z) does not seem to be a simple problem either. We now describe a 
known result which is less then unimodular similarity but is easy to verify. 
Let I be a Euclidean domain, and assume that A, B E M,(P). The 
relatively easy problem to solve over lY is the conjugacy problem. We say 
that A, B E M,,(T) are conjugate and denote it by A L B if B = QAT, 
Q, T E U,,(r). That is, A and B have the same Smith normal form over l7. 
Clearly, 
A=B j A+Al,,iB+AI, VAEI. (4.6) 
We do not know what kind of conditions the RHS of (4.6) implies on (A, B). 
Consider the following linear operator on M,(T): X ++ AX - XB. It is well 
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known that this operator is represented by the matrix I @A - B’@I. A 
simple computation shows that if A and B are similar over I, i.e. B = T-‘AT, 
T E U,,(T), then 
IQA-AT~IfI~A-BT~I~Z~B-B’.~l. (4.7) 
Furthermore, (4.7) implies that A and B are similar over the quotient field F 
of I’. See [4, Theorem 3.31. In particular, if A, B E S,(Z) are permutationally 
equivalent, then 
The above condition is fast to check. Of course, if A = B, then the above 
three matrices are also permutationally equivalent. But this is the problem 
we are trying to simplify! Note that (4.8) yield that 
FV F,l 
I@A - A@1 = I@A - B@I = I@B - B@l. (4.9) 
Here, F, is the residue field modulo prime p. Hence, A and B are similar 
over Fp. That is, 3T E M,(Z), AT - TB = 0, p Jr det(T). It then follows that 
T E Un(Z,J>. Hence, we deduce: 
TIIE~REM 4.10. Let A, B E S,(Z) satisfy the condition (4.8). Then A, B 
are similar over Z,, p = 2,3,. ~ ., a. 
In what follows we assume that A, B E S,(Z) satisfy (4.8). We now apply 
some of the results of previous sections to the problem of permutational 
equivalence of A, B. Clearly, 
A=B a A+AI,EB+hZ, VAEZ 
zv 
- A+Al,, _ B-t/U,, VAEZ. 
(4.11) 
Assume first that p > 2. Then, according to Theorem 3.1, if p t det(A + AZ,), 
then the third condition of (4.11) is satisfied. Note that if all the diagonal 
entries of A, B and A have the same parity, then we can still use Theorem 
QUADRATIC FORMS 437 
3.1 for p = 2. We say that a prime p is critical if A and B have eigenvalues 
in F, considered as matrices in S,(F,). That is, 
3A E z, p I det( A + AZ,,). (4.12) 
It then follows that we should check the last condition of (4.11) only for p, A 
satisfying (4.12). Note that if A does not have integer eigenvalues, then the 
number of critical primes is finite. [It will be the subset of all primes for 
which at least one irreducible factor of det(A + AI,,) over Z splits over F,,.] 
On the other hand, if A is an integer eigenvalue of A, then every prime p is 
critical. Hence, in permutational equivalence we should consider the split- 
ting of det(A + Al,,) over the integers and the corresponding splitting of Z” 
into the direct sum of the invariant eigenspaces. We elaborate this aspect 
very briefly. Consult [7, Chapter 71 for further discussion. 
Let A E S,,(Z). Set 
det(AZ, - A) = 41(A)r”‘. . * 4k(A)“lk, dt(A) EZIYAI, (4i,4j)=‘r 
i# j=l,...,k, (4.13) 
Xi =(x, x E Z", #Jam = 0}, i=l,...,k. 
That is, Xi is the invariant sublattice of A corresponding to the irreducible 
factor 4i(A> of the characteristic polynomial of A. The trivial example of 
2 X2 matrix with all entries equal 1 shows that in general X,@ . . . @X, # Z”. 
Let ei,,..., ein, E Xi be a basis of the lattice Xi. Then er,, , eknk forms a 
basis in Q”. Furthermore, eL.ejr = 0 for i # j. Assume that B E S,(Z) has the 
same characteristic polynomial as A. Let Y,, . . , Yk c Z” be the invariant 
sublattices of B corresponding to irreducible polynomials (br( A), . . . , c#J~( A) 
respectively. Let f,r, ,f,,, be a basis of Yi for i = 1,. . , k. Set 
Bf,, = 2 b$‘fit, Bt = (b::‘):;,=,. 
t=1 
(4.14) 
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Note that the matrices A,E,, B,F, are symmetric. It is straightforward to 
deduce: 
TI~EOREM 4.15. Let A, B E S,,(Z). Assume that A = B. Let Ei, F,, A;, Bj, 
i=l , . . , k, be defined as above. Then 
/_LA,E, + AE, z pBiF, + hFi, V~,AEZ, i=l,..., k. (4.16) 
In particular 
det(A,Ei + AE,) = det(B,F, + AF,), i=l >.“> k. (4.17) 
We remark that under the assumption of Theorem 4.15 the three sym- 
metric matrices appearing in (4.8) are permutationally equivalent. Hence we 
can apply Theorem 4.15 to these three matrices. Note that the matrix 
I@A - AC91 has a trivial eigenvalue. The sublattice corresponding to 4,(h) 
= A is the lattice of all integer valued matrices commuting with A. 
5. REMARKS AND OPEN PROBLEMS 
Let A E S,(Z) be a positive definite matrix. We then can associate with A 
the theta function 
@( t,A) = C evlt*‘A’. 
x EZ” 
The above series converge for Im t > O.It is trivial to see that if A E B then 
@(t,A) = @(t, B). If we let y = e*lt, then for Im t > 0 the above theta 
function has a power series in y such that the coefficient of y”’ is the 
number of distinct representations m = x’Ax, x E Z”. Recently, some deep 
results in graph theory were obtained using the theta function. See [14] and 
the references there. 
For the permutational equivalence it is obvious that one has to consider a 
theta function in two variables: 
@(s, t, A) = c e~i(t~TA~+s~Tx), Imt>O, Ims>O. 
XEZ” 
Again, if A ?‘B then O(s, t,A) = O(s, t, B). We now expand this approach 
slightly without using the theta functions explicitly. 
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Let 
S n.lrL = x, x E Z”, xTx = m E Z,} I 
Let A E S,(Z). Then A : S”,“’ -+ Z is given by x +-+ xTAx. Assume that A, B E 
,n 
S,(Z). We let A =: B if the two discrete maps A : S”,“’ + Z, B : Sn3’” + Z are 
conjugate. That is, for any t E Z the sets 
{x, x E Z", xTx = m, xTh = t,], (x, x E Z", xTx = m, xTBx = t} 
have the same cardinality. We let A x B if A G B Vm E Z,. Clearly, 
oti3 
A- B * A x B. We conjecture 
CONJECTURE 5.1. Let A, B E S,(Z). Then A x B * A”F)B. 
Numerically, to find whether A x B one checks the conditions 
rn 
A x B, m=l ,...,k. (5.21 
Assume that A = A(G), B = B(H), w ere h G and H are graphs. Suppose 
furthermore that R(A(G)) = R(B(G)) =g d where d is fixed. It may be 
possible that there exists 6 = 6(d) such that if the condition (5.2) holds for 
k = 6(d) we deduce that A =: B. If also Conjecture 5.1 held, we would obtain 
an alternative proof to the result of [12]. 
The condition (5.2) extends conveniently to simultaneous equivalence. 
Let A,, . . . , A,, B,, . , B, E S,i(Z). Denote 
(A,,...,A,) ‘~)(B~,...,B~) - Bi=T’AiT, i= l,..., E, T EON, 
(A, ,..., A,)=(B, ,..., B,) CJ Bi=TTAiT, i=l,..., 1, TEII,. 
An I-tuple (A,,..., A,) defines a discrete map 
(A ,,..., ~~):s”~“I+z~, x - (T~A~x,...,x~A~x). 
We then let (A, ,..., A,) E (B, ,..., B,) if for any (t,,. . . , t,) E Z1 the following 
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two sets have the same cardinality: 
I x, x E Z”, xTx = m rrAir=tiri=l ,..., I), 
{x, x E Z”, xTx = m, rTBix = ti, i = l,..., I}. 
Let 
(A,,...,A,) =: (B,,...,B,) CJ (A, ,..., Al) E(B, ,..., B,) VmEZ+. 
Finally, from a computational point of view we have a similar condition to 
(5.2): 
1?1 
(A,,...,A,) x(R,,...,B,), m = l,...,k. (5.3) 
According to our recent results [6], 1’ simultaneous permutational equiva- 
lence is closely related to permutational equivalence. Indeed, let A, B E S,(Z). 
In[6]weshowthatA=Bo(A, ,..., A,)=(B, ,..., B{),whereA, ,..., Aland 
B ,,. . ., B, represent two sets of edge disjoint graphs which partition the 
complete graph on n vertices in a very special way. Using Theorem 4.1 and 
its proof, we state a natural extension of Conjecture 5.1: 
CONJECTURE 5.4. Let A,,. . ., A,, B,, . . , B, E S,,(Z) be O-l matrices. Then 
(A ,,..., A~) =: (B, ,...> B,) + (A, ,..., A,)=(B, ,..., B,). 
So far we have showed how the graph isomorphism problem can be 
treated in terms of equivalence of quadratic forms over the integers. We now 
show how the results on the graph isomorphism problem give rise to 
interesting results on the integer quadratic forms. Consider an n dimensional 
lattice L,. We can identify this lattice with Z”. Then a metric on L, is 
induced by the inner product (x, y)= yrAx, x,y E Z”. Here, A E S,(Z) is a 
positive definite matrix. The unresolved complexity problem is finding the 
shortest nonzero vector in L,, that is, min, + x E z” xTAx. See for example [lo]. 
This problem is exactly the problem of finding the first vector in Minkowski’s 
reduced basis that we discussed briefly in Section 3. Recall that an NP-hard 
problem is a computational problem which is at least as complex as an 
NP-complete problem. 
THEOREM 5.5. The problem offinding the Minkowski basis for a positive 
definite integer valued matrix is NP-hard. 
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Proof. Let A = A(G), and consider the problem of finding a permuta- 
tion matrix P with zero diagonal so that PTAP = A That is, we are asking if 
the group of automorphisms of the graph G contains an automorphism which 
does not fix any vertex of G. It is known that this problem is NP-complete 
[II]. It is left to show that by finding the Minkowski basis of a certain 
positive matrix B E S,(Z) we can find out if G has an automorphism with no 
fixed points. Considering the following sublattice L, c M,(Z) X Z: 
L,={(X,t)_X=(Xij)l’EM,(Z),xii=O,i=l )...) n, tEZ, 
Xe=XTe=te,AX-XA=O}. (5.6) 
Here, e = (1,. . . , 1)‘. For (X, t>,(Y, s) E L, we let ((X, t>,(Y, s)) = 
trace(XYT). It then follows that this inner product is positive. Let 
(X,, t,), . .,(X,, tM) be the Minkowski basis of this inner product. Suppose 
that (X,, ti> is the first vector in the Minkowski basis such that ti # 0. Then it 
is straightforward to check that G has an automorphism with no fixed points 
iff trace(XiXT) = n. In particular, ti = * 1. n 
We close this paper with a problem which is slightly more restrictive 
O(Q) 
than a rational equivalence. Let A, B E S,,(Q). We let A N B if B = TTAT, 
T Ed),. That is, T IS a orthogonal matrix with rational entries. Clearly, if 
A- B, then A and B have the same characteristic polynomial. 
PROHLEM 5.7. Let A, B E S,,(Q) h ave the same characteristic polyno- 
mial. When is A 
o$) B? 
Clearly, it is enough to assume that A, B E S,,(Z) by multiplying A and B 
by some positive integer t. Note that a solution to Problem 5.7 immediately 
otz1 
yields necessary conditions for A - B. In the following case a solution to 
Problem 5.7 is relatively simple: 
TIIEOREM 5.6 Let A, B E S,,(Z). Assume that A and B have the same 
characteristic polynomial. Suppose furthermore that 
det(Al,-A)= fi(~-h~)“.‘. 
i=l 
hiEZ, A,+hj, i+j=l,..., k. 
Let Xi, Y, c Z” he the invariant sublattices of A and B corresponding to the 
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eigenvalue Ai. Denote by Ei, Fi the matrices given by (4.14). Then 
A 
O(Q) 
-B a EizFi, i=l,..., k. (5.9) 
Proof. Clearly, the LHS of (5.9) implies its RHS. Since Xi (Yi) is 
orthogonal to Xj (Ti) for i # j and since Ai = A,I, B, = Ail, the RHS of (5.9) 
implies its LHS. n 
Theorem 5.8 gives rise to rational invariants of strongly regular graphs 
whose eigenvalues are integers. It seems that Problem 5.7 should have a 
reasonably nice solution in the case where det(hl,, - A) splits over a 
quadratic extension of Q. Such a solution will give rise to rational invariants 
on strongly regular graphs. Consult for example [3] for the definition and the 
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