This paper presents a new adaptive control architecture to achieve stabilization and command following of uncertain dynamical systems with improved transient performance. The proposed framework is predicated on a new and novel controller architecture involving an artificial basis function in the update law. Specifically, the proposed artificial basis function allows to shape the system error, which is between the uncertain dynamical system and a reference system capturing a desired closed-loop dynamical system behavior, during the learning phase of an adaptive controller for improving the transient performance. The efficacy of the proposed architecture is illustrated on a numerical example.
I. Introduction
Although adaptive control theory offers mathematical tools to achieve system performance without excessive reliance on dynamical system models, its applications to safety-critical systems can be limited due to poor transient performance. To elucidate this point, consider an adaptive control design for a scalar system given byẋ (t) = ax(t) + bu(t), x(0) = x 0 ,
x r (t) = a r x r (t) + b r c(t), x r (0) = x r0 ,
u(t) = −ŵ T (t)σ x(t), c(t) , σ x(t), c(t) x(t), c(t) T ,
w(t) = γσ x(t), c(t) x(t) − x r (t) ,ŵ(0) = w 0 ,
where x(t) is the state available for feedback, u(t) is the control input, a and b are unknown system parameters with b > 0, x r (t) is the reference state, c(t) is a given uniformly continuous bounded command,ŵ(t) is a time varying gain satisfying the update law (4), σ x(t), c(t) is a basis function, and γ > 0 is a learning rate.
The performance of this adaptive control design is illustrated in Figure 1 investigate this issue, let e(t) x(t) − x r (t) be the system error satisfyinġ e(t) = a r e(t) − bw T (t)σ x(t), c(t) , e(0) = e 0 x 0 − x r0 ,
wherew ŵ(t) − w with w b −1 (a − a r ), −b −1 b r T being the unknown constant gain. Obviously, the unknown magnitude of the mismatch term bw T (t)σ x(t), c(t) in (5) can lead to a large deviation of the state from the reference state during the learning phase of the adaptive controller given by (3) and (4).
The poor transient performance problem can be addressed by increasing the learning rate of the update law, and hence, the system uncertainties can be suppressed rapidly during the transient time. However, update laws with high learning rates may yield to signals with high-frequency content (see, for example, Figure 2 ), which can violate actuator rate saturation constraints 1 and/or excite unmodeled system dynamics 2, 3 resulting in system instability for practical applications. Therefore, a critical trade-off between system stability and control adaptation rate exists in most adaptive control approaches, with notable exceptions 
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American Institute of Aeronautics and Astronautics available for some applications, the actual upper bound may chance and exceed its conservative estimate, for example, when an aircraft in a flight control application undergoes a sudden change in dynamics. In such circumstances, the performance of these adaptive controllers may be poor, because tuning them online with a new conservative bound is not possible.
In this paper, we address the poor transient performance problem without resorting to a high learning rate in the update law, which constitutes a major distinction than the results reported in Refs. 4 and 5.
Specifically, the proposed framework is predicated on a new and novel controller architecture involving an artificial basis function in the update law. To elucidate this point, consider a new adaptive control design for the scalar system given by (1), (2),
where σ a (t) is a time varying artificial basis function satisfying (8) contained in both the basis σ T x(t), c(t) , σ a (t) of (6) and the update law (7), S 0, 0, 1 , γ > 0 is a learning rate, and µ 1 > 0, µ 2 > 0, and κ > 0 are design parameters. Note that the reason why we entitled σ a (t) as artificial basis function is due to the fact that (1) does not have an uncertain term depending on σ a (t). In particular, the purpose of introducing the artificial basis function to adaptive control design is to minimize the effect of any mismatch terms appearing in the system error dynamics, and therefore, it allows to shape the system error in order to The contribution of this paper is to develop the theory of artificial basis functions for adaptive control architectures to achieve stabilization and command following of high-order uncertain dynamical systems with improved transient performance. In addition, we analyze stability guarantees of the proposed theoretical framework. We further make connections to the gradient minimization to show that the proposed artificial basis functions suppress the effect of mismatch terms appearing in the system dynamics to shape the system error in transient time. An illustrative numerical example is provided to demonstrate the proposed concept.
II. Problem Formulation
Consider the uncertain dynamical system given bẏ
where x(t) ∈ R n is the state vector available for feedback, u(t) ∈ R m is the control input restricted to the class of admissible controls consisting of measurable functions, δ : R n → R m is an uncertainty, A ∈ R n×n is a known system matrix, and B ∈ R n×m is a known control input matrix such that det(B T B) = 0 and the pair (A, B) is controllable.
Assumption 1. The uncertainty in (9) is parameterized as
where W ∈ R s×m is an unknown weight matrix and σ : R n → R s is a known basis function of the form
Next, consider the reference system capturing a desired closed-loop dynamical system performance given
where x r (t) ∈ R n is the reference state vector, c(t) ∈ R m is a bounded command for tracking (or c(t) ≡ 0 for stabilization), A r ∈ R n×n is the Hurwitz reference system matrix, and B r ∈ R n×m is the command input matrix. The objective of the adaptive control problem is to construct a feedback control law u(t) such that the state vector x(t) asymptotically follows the reference state vector x r (t) subject to Assumption 1.
For the purpose of solving the adaptive control problem, consider the feedback control law given by
where u n (t) and u a (t) are the nominal feedback control law and the adaptive feedback control law, respectively. Let the nominal feedback control law be given by
where K 1 ∈ R m×n and K 2 ∈ R m×m are the nominal feedback and the nominal feedforward gains, respectively, such that A r = A + BK 1 and B r = BK 2 hold. Now, using (12) and (13) in (9) with Assumption 1 yieldṡ
Next, let the adaptive feedback control law be given by
whereŴ (t) ∈ R s×m is the estimate of W satisfying the weight update laẇ
where γ ∈ R + is the learning rate matrix, e(t) x(t) − x r (t) is the system error state vector, and P ∈ R n×n + ∩ S n×n is a solution of the Lyapunov equation
where R ∈ R n×n + ∩ S n×n can be viewed as an additional learning rate. Now, using (15) in (14) yieldṡ
and the system error dynamics is given by using (11) and (18) aṡ
whereW (t) Ŵ (t) − W and e 0 x 0 − x r0 .
Remark 2. The weight update law given by (16) can be derived using Lyapunov analysis by considering the Lyapunov function candidate
Note that V(0, 0) = 0 and V(e,W ) > 0 for all (e,W ) = (0, 0). Now, differentiating (20) yieldṡ
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which guarantees that the system error state vector e(t) and the weight errorW (t) are Lyapunov stable, and hence, are bounded for all t ∈ R + . Since σ(x(t)) is bounded for all t ∈ R + , it follows from (19) thatė(t)
is bounded, and hence,V(e(t),W (t)) is bounded for all t ∈ R + . Now, it follows from Barbalat's lemma that lim t→∞V e(t),W (t) = 0,
which consequently shows that e(t) → 0 as t → ∞.
Remark 3. For the case when the nonlinear uncertain dynamical system given by (9) includes bounded exogenous disturbances, measurement noise, and/or the uncertainty in (9) cannot be perfectly parameterized, then Assumption 1 can be relaxed by considering
where W (t) ∈ R s×m is an unknown time-varying weight matrix satisfying W (t) F ≤ w and Ẇ (t) F ≤ẇ with w ∈ R + andẇ ∈ R + being unknown scalars, σ :
is the system modeling error satisfying ε(t, x) 2 ≤ with ∈ R + being an unknown scalar, and D x is a compact subset of R n . In this case, the weight update law given by (16) can be replaced bẏ
to guarantee the uniform boundedness of the system error state vector e(t) and the weight errorW (t), where Proj denotes the projection operator 7 .
III. Artificial Basis Functions in Adaptive Control
This section develops artificial basis functions for the adaptive control design introduced in the previous section. For this purpose, we write (19) equivalently aṡ e(t) = A r e(t) + B u a (t) + W T σ(x(t)) , e(0) = e 0 ,
which can be rewritten aṡ
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which yieldsė
whereŴ a (t) ∈ R m×q andW a (t) Ŵ a (t) − W a (t) =Ŵ a (t). We are now ready to develop update laws for the artificial basis function σ a (t) and the artificial weight estimateŴ a (t).
A. Artificial Basis Function Update Law Based on Gradient Minimization
The unknown magnitude of the mismatch term
in (29) can lead to a large deviation of the state from the reference state during the learning phase of the adaptive controller given by (28). For this purpose, our aim is to derive an update law for σ a (t) in order to minimize this mismatch term. For this purpose, consider the cost function given by
and note that the negative gradient of (31) with respect to σ a (t) is given by
since W a ≡ 0. We now construct the update law for the artificial basis function aṡ
with k ∈ R + and σ a0 = 0. Here, one can immediately notice that (33) has unknown terms, and hence, it can not be implemented. To solve this problem, by resorting to the ideas presented in Ref. 6 , one can use (29) to write
7 of 14
American Institute of Aeronautics and Astronautics
Therefore, the realizable update law for the artificial basis function can now be given aṡ
Remark 4. The proposed artificial basis function allows to shape the system error by suppressing the mismatch termW
in (29) due to gradient minimization. Therefore, by adjusting k in (35), the uncertain dynamical system response and the reference system response can be made close to each other for all time including the transient phase.
B. Artificial Weight Estimate Update Law Based on Lyapunov Stability
In the previous subsection, we developed an update law for the artificial basis function in order to improve the transient performance of the system error dynamics. In this subsection, we choose an appropriate artificial weight estimate update law based on Lyapunov stability in order to guarantee that e(t) → 0 as t → ∞. For this purpose, let the estimate of W bė
where µ ∈ R + . Furthermore, let the update law for the artificial weight estimate bė
where γ a ∈ R + andŴ a0 = 0. Now, considering the Lyapunov function candidate V(e,W ) = e T P e + γ −1 trW
where V(0, 0, 0, 0) = 0 and V(e,W ,W a , σ a ) > 0 for all (e,W ,W a , σ a ) = (0, 0, 0, 0), it follows thaṫ
which guarantees that (e(t),W (t),W a (t), σ a (t)) is Lyapunov stable, and hence, is bounded for all t ∈ R + .
By resorting to the analysis in Remark 2 and using Barbalat's lemma, we can conclude that
IV. Illustrative Example
In order to illustrate the proposed adaptive control architecture based on artificial basis functions, consider the nonlinear dynamical system representing a controlled wing rock dynamics model given bẏ
where x 1 represents the roll angle in radians and x 2 represents the roll rate in radians per second. In (43), δ(x) representing an uncertainty of the form δ(x) = α 1 x 1 + α 2 x 2 + α 3 |x 1 |x 2 + α 4 |x 2 |x 2 + α 5 x 
V. Conclusion
Although adaptive control theory offers tools to achieve system performance without excessive reliance on dynamical system models, its applications to safety-critical systems are limited due to poor transient perfor- 
