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The thermodynamic quantities which are related to energy-level statistics are used to characterize
the real-space topology of the Rice-Mele model. Through studying the energy spectrum of the
model under different boundary conditions, we found that the non-normalizable wave function for
the infinite domain is reduced to the edge state adhered to the boundary. For the finite domain
with symmetric boundary condition, the critical point for the topological phase transition is equal
to the inverse of the domain length. In contrast, the critical point is zero for the semi-infinite
domain. Additionally, the symmetry of the energy spectrum is found to be sensitive to the boundary
conditions of the Rice-Mele model, and the emergence of the edge states as well as the topological
phase transition can be reflected in the thermodynamic properties. A potentially practical scheme is
proposed for simulating the Rice-Mele model and detecting the relevant thermodynamic quantities
in the context of Bose-Einstein condensate.
I. INTRODUCTION
The investigation of quantum simulation in photonic
systems has received much attention in the past decade
[1–17]. In particular, there has been great interest in
mimicking the topological phase transition with ultra-
cold atom which provides a convenient controllable plat-
form for studying condensed-matter physics via photonic
processes. Recently, one of the simplest one-dimensional
models with nontrivial topology, namely, the Rice-Mele
model [18], has been experimentally constructed with ul-
tracold bosons in optical lattices [19–21] and the corre-
sponding Zak phase was measured. The Rice-Mele model
originally arising from the study of conducting polymers
[18, 22–31] is particularly interesting owing to its unusual
topological properties characterized by a nontrivial Zak
phase [23, 32], gauge-invariant cumulants and moments
[33, 34], domain-wall solitons [24, 35], and a fractional
charge [25, 26].
In this work, the real-space topology of the Rice-Mele
model is characterized by thermodynamics. Here, we
study the Rice-Mele model from the thermodynamic as-
pect. We first consider the model in the infinite, semi-
infinite, and finite domains to obtain the energy spec-
trum in different boundary conditions. It is found that
the edge state arises from the non-normalizable state in
the infinite domain. The Rice-Mele model itself satisfies
time-reversal-mirror (TRM) symmetry which leads to the
symmetric energy spectrum of the bulk, however, we find
that the spectral symmetry is sensitive to the boundary
conditions. Several thermodynamic quantities, such as
the particle and energy fluctuations as well as the en-
tropy, are used to describe the statistical properties of the
model, and the differences of these thermodynamic quan-
tities can be used to characterize the edge state as well
∗ ywl@wipm.ac.cn
as the topological property of the system. We find that
when the semi-infinite domain is considered, the in-gap
peak stemming from the edge state in the fluctuations
and entropy profiles is asymmetric; however, the finite
domain with symmetric boundary condition (SBC) leads
to symmetric in-gap peaks in the thermodynamic quan-
tities when the system is in the topological phase. Ex-
perimentally, several thermodynamic quantities, such as
temperature, pressure, energy, entropy, position, and mo-
mentum distributions could be measurable and inferred
from the density profile of the condensate, by using the
time-of-flight technique and absorption imaging in the
cold atom experiments [36–39].
The manuscript is organized as follows. In Sec. II, we
calculate the energy spectrum in infinite, semi-infinite,
and finite domains to study the real-space topology in
the Rice-Mele model. In Sec. III, we use the thermody-
namic quantities to further describe the edge state and
topology in the model. In Sec. IV, we discuss the experi-
mental realization and thermodynamic measurements of
the Rice-Mele model in the cold atom setup. In Sec.
V, we conclude that the thermodynamics can be used
to characterize the real-space topology of the Rice-Mele
model.
II. ENERGY SPECTRUM AND REAL-SPACE
TOPOLOGY IN DIFFERENT BOUNDARY
CONDITIONS
The Hamiltonian of the Rice-Mele model can be ex-
pressed as H = σz∆ + σxδJ + iσyJ∂x, which could be
reduced to the celebrated Su-Schrieffer-Heeger model [24]
with chrial symmetry σzHσz = −H if ∆ = 0. Although
the chiral symmetry is broken in the general case with
∆ 6= 0, the TRM symmetry of the Rice-Mele model
still holds: SˆHSˆ = H, where the anti-unitary operator
Sˆ = iσyKmx satisfies Sˆ2 = −1. Here K is the complex
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2conjugation operator and the mirror symmetry is given
by mx : x → −x. From this symmetry, it is easy to
check that if HΨ = EΨ, then H(SˆΨ) = −E(SˆΨ), where
Ψ = (ψ1, ψ2)
T. Thus the energy spectrum of the bulk is
symmetric. Next we will investigate the real-space topol-
ogy in the present model based on the complete solution
to the boundary-value problem of the Rice-Mele model,
in the infinite, semi-infinite, and finite domains, respec-
tively. First of all, we consider the model in the infinite
domain x ∈ (−∞,+∞), and then
(δJ + J∂x)ψ2(x) = (E −∆)ψ1(x),
(δJ − J∂x)ψ1(x) = (E + ∆)ψ2(x). (1)
Here the two components of wave function Ψ are decou-
pled in the case of E 6= ±∆. The Schro¨dinger equation
for each component is −J2∂2xψi = (E2−a2)ψi, (i = 1, 2),
where a =
√
∆2 + δJ2. The general solution is given by[
ψ1(x)
ψ2(x)
]
∼
[
c1e
γ
J x + c2e
− γJ x√
E2−∆2
E+∆ (c1e
γ
J x−ζ + c2e−
γ
J x+ζ)
]
, (2)
where tanh ζ = γδJ and γ =
√
a2 − E2 > 0. This state
may be interpreted as an in-gap state |E| < a localized
at edges (x = ±∞). Similarly, the bulk states can be
obtained by the substitutions: γ→iλ and ζ→iξ, where
λ =
√
E2 − a2 > 0. One can obtain the other two in-gap
states in the case of E = ±∆ as follows: for E = −∆,
the solution is[
ψ1(x)
ψ2(x)
]
∼
[ −c1e δJJ x
c1
∆
δJ e
δJ
J x − c2e− δJJ x
]
; (3)
and for E = ∆, the solution is[
ψ1(x)
ψ2(x)
]
∼
[
c1
∆
δJ e
− δJJ x + c2e
δJ
J x
c1e
− δJJ x
]
. (4)
Note that the above-mentioned in-gap solutions from
Eq. (2) to Eq. (4) are all blown up at either edge
(x = ±∞), thus the wave functions are indeed non-
normalizable in the infinite domain. To make sense of
the non-normalizable wave functions, we can at least add
one boundary to cut off the wave function and make it
normalizable. The non-normalizable in-gap wave func-
tion now becomes an edge state adhered to the boundary.
Furthermore, the symmetry of the boundary conditions
will lead to the symmetry of the energy spectrum of the
Hamiltonian.
Concretely, consider the wave function Eqs. (2)-(4) in
the semi-infinite domain x ∈ [0,+∞). To ensure the en-
ergy spectrum is real, 〈Ψ|HΨ〉 = 〈HΨ|Ψ〉, the boundary
condition at x = 0 can be chosen as ψ1(0) = 0, and the
asymptotic behavior satisfies [ψ∗1ψ2 − ψ1ψ∗2 ]|x→+∞ = 0.
From Eq. (2) we have c1 = −c2 in the case of E 6= ±∆.
Thus for λ =
√
E2 − a2 > 0, the bulk state is a plane
wave of the form[
ψ1(x)
ψ2(x)
]
= N
[
sin λxJ√
E2−∆2
E+∆ sin (
λx
J − ξ)
]
, (5)
where tan ξ = λδJ and N is the normalization factor.
Thus the bulk spectrum is symmetric and continuous,
E = ±√λ2 + a2 with a full gap 2a. When E2 − a2 ≤ 0,
no normalizable solution exists for Eq. (2). It is found
that the in-gap edge state of Eq. (4) still blows up when
E = ∆; while there exists a normalizable edge state for
Eq. (3) when E = −∆ as well as δJJ > 0,[
ψ1(x)
ψ2(x)
]
=
√
2 δJJ
[
0
e−
δJ
J x
]
. (6)
Therefore, the energy spectrum is symmetric when δJJ ≤
0 but asymmetric when δJJ > 0, although the bulk spec-
trum satisfying TRM symmetry is always symmetric. It
implies that a topological phase transition happens when
the gap closes at δJ = ∆ = 0. Here we find that whether
∆ is zero or not, the energy spectrum is qualitatively
different when δJJ across 0 as shown in Fig. 1(a). The
spectrum is related to the topology of the Hamiltonian
which can be characterized by the fractional Zak phase
[19].
Now we consider the model in the finite domain x ∈
[l1, l2]. Again we impose [ψ
∗
1ψ2 − ψ1ψ∗2 ]|l2l1 = 0 to en-
sure the energy spectrum is real. Accordingly only two
types of boundary conditions are available. There are
SBC: ψ1(l1) = 0, ψ2(l2) = 0 and asymmetric boundary
condition (ASBC): ψ1(l1) = 0, ψ1(l2) = 0. For SBC,
one can find from Eq. (1) that the boundary condition
for ψ1 is ψ1(l1) = 0, (δJ − J∂x)ψ1(l2) = 0 and simi-
lar to ψ2 when E 6= ±∆. This is Robin boundary con-
dition, which is essentially different from the boundary
condition of the infinite potential well. Via Eq. (2), we
have −c2/c1 = e2i λJ l1 = e2i( λJ l2−ξ) and ξ = λJL where
L = l2 − l1. Thus the bulk state is[
ψ1(x)
ψ2(x)
]
= N
[
sin λJ (x− l1)√
E2−∆2
E+∆ sin
λ
J (x− l2)
]
, (7)
where λ is quantized and given by the solution to
tan λJL =
λ
δJ (λ ≥ 0) as shown in Fig. 1(c). Simi-
larly, the edge state can be obtained by replacing λ by
−iγ in Eq. (7), where γ is given by the solution to
tanh γJL =
γ
δJ (γ > 0). For this transcendental equa-
tion, from Fig. 1(d), we find that only one nonzero so-
lution γ0 exists when
δJ
J >
1
L . It is easy to check from
Eqs. (3) and (4) that there is no nontrivial solution for
E = ±∆. Therefore, the eigensystem of the Hamiltonian
can be described by the quantum number λn. When
δJ
J ∈ [−∞, 1L ], λn ∈ {λn| tan λnJ L = λnδJ , n = 0, 1, 2, · · · };
when δJJ ∈ [ 1L ,+∞], λn ∈ {λ0 = −iγ0| tanh γ0J L =
γ0
δJ } ∪ {λn| tan λnJ L = λnδJ , n = 1, 2, · · · }. Notice that
each λn corresponds to a pair of wave functions with
TRM symmetry, thus the energy spectrum is symmetric
for SBC. Consider a series of Hamiltonians with the pa-
rameter δJ ∈ [δJ i, δJ f]. When δJ i < JL < δJ f, we can
define a map from tn ∈ [0, 1] to λn which connects the
3Hamiltonian with parameters δJ i and δJ f:
λn = λ
f
ntn + λ
i
n(1− tn), n = 1, 2, · · · ,
λ0 =
{ λi0(1− t0tc ), t0 ∈ [0, tc],−iγf0 t0−tc1−tc , t0 ∈ [tc, 1]. (8)
Note that the map is not holomorphic at tc (δJ =
J
L ).
However, when δJ i,f are both greater or lesser than JL ,
there exists a holomorphic map connecting the Hamilto-
nian with parameters δJ i and δJ f. Therefore, for finite
size L with SBC, the topological phase transition hap-
pens at δJJ =
1
L . Furthermore, we can see that only the
state with quantum number λ0 is topologically nontrivial;
all the other states |λn〉, (n = 1, 2, · · · ) are trivial. The
evolution of state |λ0〉 across the critical point δJ = JL
is shown in Fig. 1(b). It is found that the bulk state
becomes edge state when the parameter δJ crosses the
critical point.
For ASBC, if E 6= ±∆, via Eq. (2), we have −c2/c1 =
e2i
λ
J l1 = e2i
λ
J l2 and λ is quantized as λn =
piJ
L n, (n =
1, 2, · · · ). Thus when E2 − a2 > 0, the bulk state is[
ψ1(x)
ψ2(x)
]
= N
[
sin λnJ (x− l1)√
E2−∆2
E+∆ sin [
λn
J (x− l1)− ξ]
]
, (9)
where tan ξ = λnδJ . When E
2 − a2 ≤ 0, no nontrivial
solution exists. For the edge state, when E = −∆, there
exists one solution,[
ψ1(x)
ψ2(x)
]
=
√
2 δJJ
e−2
δJ
J l1 − e−2 δJJ l2
[
0
e−
δJ
J x
]
. (10)
However, when E = ∆, no nontrivial solution exists.
Therefore, the energy spectrum is asymmetric as shown
in Fig. 1(a). For ASBC, we find that there is always
an edge state for any δJJ , but it does not have topologi-
cal phase transition. The symmetry of energy spectrum
is sensitive to the boundary conditions as shown in Fig.
1(a). For the finite domain, SBC leads to a symmetric
energy spectrum, whereas ASBC leads to an asymmetric
energy spectrum. For the semi-infinite domain, the spec-
trum is symmetric when δJJ ≤ 0 but asymmetric when
δJ
J > 0. For the infinite domain, it is always symmetric.
III. THERMODYNAMIC PROPERTIES FOR
CHARACTERIZING THE TOPOLOGY OF THE
MODEL
The emergence of edge states across critical point δJJ
is related to the topology of the Rice-Mele model. It is
found that this emergence can be reflected by the thermo-
dynamic properties of the Hamiltonian. We first consider
the problem in the semi-infinite domain. The energy
spectrum has two continuous branches, E = ±√λ2 + a2
(λ > 0) and a discrete level E = −∆ (when δJJ > 0).
After some calculations, the density of states (DOS) is
D(E) = Db(E) + Θ(
δJ
J )δ(E + ∆), (11)
0 5 10
0
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FIG. 1. (a) Illustration of the symmetry of the en-
ergy spectrum in three different boundary conditions
(J > 0); (b) evolution of the wave function (un-normalized)
when δJ crosses the critical point δJ = J
L
. The pa-
rameters are J = 0.5, ∆ = 1, L = 10, and δJ =
−0.25(green,◦), 0(purple,.), 0.05(yellow,/), 0.15(red,O), 0.5(blue,4);
(c) and (d) are secular equations for Eq. (7). Here region A
is in trivial phase while region B is in topological phase.
where the DOS of the bulk is Db(E) =
1√
1−a2/E2 and
Θ( δJJ ) is the Heaviside function. The grand canonical
partition function is lnZ = −∑s lnhs , where s runs
over all microstates. The Fermi-Dirac distribution for
the electron with energy s is ps =
1
eβ(s−µ)+1 and for
the hole is hs = 1 − ps , where β = 1kBT and µ is the
chemical potential. Since the Fermi sea contains an in-
finite number of negative energy states, the expectation
values of particle number and energy are divergent; how-
ever, the fluctuations of them are well-defined quantities.
By the standard technique of partition function, the fluc-
tuation of particle number is given by
〈(δN)2〉 =
[ ˆ −a
−∞
+
ˆ ∞
a
]
dEDb(E)pEhE
+ Θ( δJJ )p−∆h−∆,
(12)
and the fluctuation of energy is
〈(δE)2〉 =
[ ˆ −a
−∞
+
ˆ ∞
a
]
dEDb(E)(E − µ)2pEhE
+ Θ( δJJ )(−∆− µ)2p−∆h−∆.
(13)
Note that the fluctuations of energy and particle num-
ber are observable; they relate to the heat capacity and
isothermal compressibility by
C = kBβ
2〈(δE)2〉, κ = βLn2 〈(δn)2〉, (14)
4FIG. 2. Thermodynamic quantities for semi-infinite domain.
The parameters are J = 1, ∆ = 1, β = 3 and (a) µ = −0.5;
(c) µ = −2. J = 1, ∆ = 1, β = 4 and (b) δJ = 4; (d)
δJ = −4. (e) J = 1, ∆ = 1, and µ = −0.5. (f) J = 1, ∆ = 1,
and β = 4.
where n = N/L is the particle density of the Rice-
Mele chain. The entropy of the system is given by
S = −kBβ2 ∂∂β [ 1β lnZ], thus we have
−S/kB =
[ ˆ −a
−∞
+
ˆ ∞
a
]
dEDb(E)[pE ln pE + hE lnhE ]
+ Θ( δJJ )[p−∆ ln p−∆ + h−∆ lnh−∆].
(15)
The results for the semi-infinite domain are shown in
Fig. 2. Comparing Fig. 2(b) with Fig. 2(d), we can
see that there is an in-gap peak in the topological phase
and the energy spectrum becomes asymmetric for the
semi-infinite case. From Figs. 2(a) and 2(c), we can find
that whether the edge state is occupied or not, there is a
discontinuity at the phase transition point δJ = 0. Fur-
thermore, we observe that the thermodynamic quantities
in the limit of δJJ → −∞ and δJJ → +∞ are different.
From Figs. 1(c) and 1(d), it is easy to check that the bulk
spectra are the same, but there are two more edge states
when δJJ → +∞. Particularly, by defining the difference
as ∆δJ/Jf = f(
δJ
J → +∞)− f( δJJ → −∞), we have
∆δJ/J〈(δN)2〉 =
∑

ph,
∆δJ/J〈(δE)2〉 =
∑

(− µ)2ph,
∆δJ/JS = −kB
∑

(p ln p + h lnh),
(16)
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FIG. 3. Thermodynamic quantities for finite domain with
SBC. We set the size L = 10. The parameters are J = 1,
∆ = 1, β = 3 and (a) µ = 0; (c) µ = −2. J = 1, ∆ = 1, β = 4
and (b) δJ = 4; (d) δJ = −4. (e) J = 1, δJ = 15, ∆ = 1,
and µ = −0.5. (f) J = 1, δJ = 10, ∆ = 1, and β = 4.
where  = −∆ for the semi-infinite domain and  =
±
√
a2 − γ20 for the finite domain with SBC. Note that
these differences are always zero for ASBC. Figures 2(e)
and 2(f) show the differences as a function of tempera-
ture and chemical potential. The differences are always
present as long as the temperature is not zero or the
chemical potential is near the edge state. They imply
the emergence of edge states across the critical point. To
investigate the thermodynamic properties of the Rice-
Mele model in the finite domain with SBC, we can re-
place the integral
´
dED(E) for the semi-infinite domain
by
∑
n, where n runs over all the states in the energy
spectrum. From Figs. 3(a) and 3(c), we can see that
the discontinuity at the critical point shown in Fig. 2
of the semi-infinite case disappears. However, the differ-
ences ∆δJ/Jf are still not vanished. This is an indication
of the emergence of edge states across the critical point.
Similar to the semi-infinite case, the differences always
exist when the temperature is not zero. The dependence
with respect to temperature is shown in Fig. 3(e). For
the finite domain with SBC, there are two peaks corre-
sponding to the two edge states inside the gap in the
topological phase as shown in Figs. 3(b) and 3(d). The
edge spectrum in the topological phase is symmetric in
5SBC which is different from the case of semi-infinite do-
main. The differences ∆δJ/Jf as a function of chemical
potential are shown in Fig. 3(f). The differences are not
zero when the chemical potential is near the edge states,
but there are two peaks in contrast to the case of semi-
infinite domain as shown in Fig. 2(f).
IV. EXPERIMENTAL REALIZATION
In the experiment, we could realize the fermionic Rice-
Mele Hamiltonian by loading a Bose-Einstein condensate
(BEC) of 87Rb into a one-dimensional optical superlat-
tice potential [19, 20, 40]. The system is then driven
into the Tonks-Girardeau limit to mimic the fermionic
model by BEC [1, 19, 41–43]. The superlattice potential
is formed by superimposing two optical standing waves
of wavelengths λs = 767nm and λl = 2λs = 1534nm
which are constructed as a stationary lattice (short lat-
tice) and dynamical interferometric lattice (long lattice),
respectively. As a result, these laser beams create a lat-
tice potential of the form V (x) = Vl sin
2(klx + φ/2) +
Vs sin
2(2klx+ pi/2), where kl = 2pi/λl, Vs is the depth of
the short lattice, Vl is the depth of the long lattice, and
φ is the phase difference between the two lattices whose
phase is stabilized and controlled by a Michelson inter-
ferometer. Note that Vs and Vl could be controlled by
the respective laser powers and φ by changing the optical
path difference between the two interfering beams with a
piezo-transducer-mounted mirror. Phase control between
these two standing-wave fields enables us to fully control
φ. For example, switching between φ = 0 and φ = pi
allows us to rapidly access the two different dimerized
configurations with ∆ = 0, whereas by tuning φ slightly
away from these symmetry points, we can introduce a
controlled energy offset ∆.
Calorimetric studies have long been valuable tools for
rigorous tests of physical law [37, 38, 44–53], such as the
measurements of heat capacity, entropy, and isothermal
compressibility of BEC. To measure the heat capacity,
we have to transfer a known quantity of energy to the
BEC and measure the resulting temperature change.
The energy can be precisely added to the atoms by
releasing the cloud from the trap with the influence of
gravity and permitting it to expand for a short time theat
(typically 0 ∼ 1000µs), after which the atoms are recap-
tured and rethermalized [37, 52]. The transferred energy
is comprised of three contributions: (i) the atoms fall
under gravity and gain kinetic energy; (ii) the displace-
ment h = 12gt
2
heat during fall leads to a potential energy
gain when the trap is reinstated; and (iii) the larger cloud
size after the expansion results in greater potential energy
when the trap potential is restored. Energy from the first
two contributions is Efall = NRb(
1
2mω
2
zh
2 +mgh), where
ωz is the trap frequency parallel to the direction of grav-
ity [52]. The expansion energy of the cloud is given by
Eexp =
NRbµTF
7 [2 − 5γ¯1.2 +
∑
i γ
2
i λ
2
i (theat)](i = x, y, z),
where γi = ωi(theat)/ωi(0) is the ratio of trapping fre-
quencies before and after theat, γ¯ = (γxγyγz)
1/3, and
µTF is the Thomas-Fermi (TF) chemical potential of
the initial condensate. Here λi is governed by equation
λ¨i =
ω2i (0)
λiλxλyλz
−ω2i (t)λi with λi(0) = 1 [54]. Other meth-
ods for transferring energy include an optical phase grat-
ing [52, 55] or Bragg scattering [54, 56–59].
On the other hand, the temperature could be measured
by time-of-flight imaging with resonant absorption [37].
For both the noninteracting and interacting samples, the
column density is obtained by absorption imaging of the
expanded cloud after 1 ∼ 10ms time of flight, using a
two-level states-elective cycling transition [60, 61]. The
resulting absorption image of the cloud can then be ana-
lyzed to determine the temperature of the sample. Ther-
mometry of noninteracting Fermi gas can be simply ac-
complished by fitting the spatial distribution of the ex-
panded cloud with a TF profile, which is a function of
the Fermi radius RF,x and the reduced temperature T/TF
below 0.5TF, or of the product R
2
F,x×T/TF above 0.5TF
where the Maxwell-Boltzmann limit is approached. Spa-
tial profiles of strongly interacting Fermi gas closely re-
semble TF distributions, which were observed experimen-
tally [51, 60] and were predicted [62]. The profiles of the
trapped and released gas are related by hydrodynamic
scaling to a good approximation. Similar to the nonin-
teracting case, an experimental dimensionless tempera-
ture parameter T˜ can be introduced by fitting the cloud
profiles with a TF distribution while holding the Fermi
radius of the interacting gas R′F,x constant [63]. The tem-
perature calibration is necessary for the above data fit-
ting procedure. We can subject the theoretically derived
density profiles [62, 64] to the same one-dimensional TF
fitting procedure that was used in the experiments [37].
In addition, the entropy of weakly interacting gas is
essentially the entropy of an ideal gas in a harmonic trap
which can be calculated in terms of the mean-square axial
cloud size 〈z2〉 [39, 65]. For the entropy of the strong in-
teracting gas, we can adiabatically turn up the bias mag-
netic field until the weakly interacting limit is achieved.
Since the process is adiabatic, the entropy during this
course is unchanged [64]. It is easy to check that the
isothermal compressibility in Eq. (14) can be recast into
κ = 1n2
dn
dµ |T . Since the change in the local chemical po-
tential is given by the negative change in the local poten-
tial, dµ = −dV , the compressibility follows as the change
of the density n with respect to the local potential V ex-
perienced by the trapped gas, κ = − 1n2 dndV |T [38, 44].
V. CONCLUSION
In conclusion, the thermodynamic quantities have been
used to characterize the real-space topology of the Rice-
Mele model. We systematically study the energy spec-
trum of the model in the infinite, semi-infinite, and fi-
nite domains. The non-normalizable wave function for
the infinite domain is reduced to the edge state when
6we add boundaries to the Hamiltonian of the Rice-Mele
model. The emergence of this edge state is a signal for the
topological phase transition. Furthermore, for the finite
domain with SBC, the critical point is δJJ =
1
L rather
than 0 as for the semi-infinite domain. In particular,
we have studied the model in several different bound-
ary conditions. We find that the symmetry of energy
spectrum is sensitive to the symmetry of boundary con-
dition. When the semi-infinite domain or finite domain
with ASBC is applied, the edge state is unpaired so that
the energy spectrum is asymmetric; whereas when the
infinite domain or finite domain with SBC is considered,
the energy spectrum is symmetric. The thermodynamic
properties which are only related to energy-level statis-
tics can be used to characterize the emergence of the edge
state, and subsequently the topological phase transition
in the model. We discuss an experimental realization
of the Rice-Mele model in the ultracold atom setup and
propose the measurements of thermodynamic quantities
through the density profile of the condensate.
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