Abstract: In National Toxicology Program (NTP) studies, investigators want to assess whether a test agent is carcinogenic overall and specific to certain tumor types, while estimating the dose-response profiles. Because there are potentially correlations among the tumors, joint inference is preferred to separate univariate analyses for each tumor type. In this regard, we propose a random effect logistic model with a matrix of coefficients representing log-odds ratios for the adjacent dose groups for tumors at different sites. We propose appropriate nonparametric priors for these coefficients to characterize the correlations and to allow borrowing of information across different dose groups and tumor types. Global and local hypotheses can be easily evaluated by summarizing the output of a single MCMC chain. Two multiple testing procedures are applied for testing local hypotheses based on the posterior probabilities of local alternatives. Simulation studies are conducted and a NTP tumor data set is analyzed illustrating the proposed approach.
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Introduction
In a typical 2-year toxicology and carcinogenesis study conducted by the National Toxicology Program (NTP), male and female mice and rats are randomly assigned to a control group and three different dose groups having an increasing concentration of a test agent. These rodents are examined for tumors in different organ sites in a necropsy examination occurring after these animals die naturally or are sacrificed at 2 years. The main purpose of the study is to assess the evidence that the test agent is carcinogenic overall and specific to some types of tumors. The current standard analysis considers each tumor type separately and uses the Poly-3 adjustment to the survival time (Bailer and Portier, 1988 ) modifying the Cochran-Armitage trend test (Cochran, 1954; Armitage, 1955) . However, separate analyses for many tumor types introduces multiplicity in testing and causes an inflated type I error rate. In this article, we propose to analyze the multiple tumor types jointly using a Bayesian approach to assess overall and site-specific evidence of carcinogenicity.
Multiple testing has been a popular research area in statistics, with the primary goal being to control the type I error rate without greatly reducing power. Many procedures have been proposed by either controlling familywise error rate (FWER) (e.g., Holm, 1979; Hochberg, 1988; Hommel, 1988; Westfall and Young, 1993 among others) or controlling false discovery rate (FDR) (Benjamini and Hochberg, 1995; Genovese and Wasserman, 2001; Storey, 2002 Storey, , 2003 Storey et al. 2004 among others) at a nominal level. For reviews on multiple hypothesis testing, we refer to Shaffer (1995) and Dudoit et al. (2003) .
As noted by Westfall and Wolfinger (1997) , incorporating correlations into multiplic-ity adjustments could greatly improve the power of the test. Bayesian methods have been strongly recommended for multiple testing (Freedman 1996) because Bayesian methods automatically characterize the dependence structure among the hypotheses. Berry and Hochberg (1999) and Scott and Berger (2006) provided reviews of Bayesian perspectives on multiple comparisons. Gopalan and Berry (1998) , Dahl and Newton (2007) and MacLehose et al. (2007) proposed use of Dirichlet process priors (Ferguson, 1973 (Ferguson, , 1974 to accommodate multiple comparisons. Müller et al. (2004) investigated the optimal sample size for multiple testing problems and developed Bayesian decision rules under different loss functions.
While there are numerous papers in the literature about multiple testing focusing on the case of continuous responses, there are rather limited papers considering the same problem for binary responses. We refer to Knoke (1976) , Bristol (1993) , and Chuang- Stein and Tong (1995) in frequentist literature and Chen and Sarkar (2004) in Bayesian literature. Chen (1996) proposed an estimating equations-based global test for assessing dose effects on multiple tumor sites. In this paper, we study correlated multivariate binary responses.
One difficulty of using Bayesian methods for multiple testing lies in specifying priors to characterize the dependence among the hypotheses (Freedman 1996) . In this paper we overcome this difficulty through the following two steps. (1) We specify local null hypotheses as corresponding to elements in a matrix being set to zero. (2) We assign appropriate priors to the matrix of parameters so that these parameters have a positive probability to be equal to zero. The proposed priors induce correlations among the matrix of parameters and also allow borrowing information across the rows and columns of the matrix, which correspond to different dose groups and tumor types in the motivating application.
Logistic regression has been widely used for modeling binary responses. To model all the tumor types jointly, we consider the following nested and crossed random effect logistic model,
where p ij is the probability of having the jth tumor for animal i, d i ∈ {1, . . . , k} is the dose group of animal i, andφ i is an animal-specific tumor susceptibility latent variable. In addition,α j is the log-odds of the jth tumor in the control group, and β lj is the change in log-odds of tumor j attributable to increasing from dose group l − 1 to dose group l.
The frailtiesφ i 's characterize the heterogeneity among subjects, and are restricted to have mean zero for identifiability. Assuming that the test agent does not have a beneficial effect, we restrict β lj ≥ 0. Generalizations to allow down-turns at higher doses, which is common when dose affects survival times of animals, are straightforward using the ideas of Hans and Dunson (2005) .
Model (1) is related to the random effects models of Meng and Dempster (1987) and Coull et al. (2001) , which use normal prior distributions to borrow strength across dose effects on related outcomes, while also allowing dependence in the multiple outcomes. The normality assumption is questionable when a test agent can have no effect for some tumors, while having dramatic effects for other tumors. Hence, one of the goals of this article is to more flexibly borrow information across animals, tumor types and dose group comparisons using nonparametric Bayes machinery. For articles on parametric multiple tumor modeling, we refer to Lu and Malani (1995) and Dunson and Dinse (2002) .
To test whether the test agent is carcinogenic overall, we can formulate the following global hypothesis:
To test whether the test agent is carcinogenic to specific tumor types, we construct the following local hypotheses,
Clearly, the global null hypothesis is the intersection of all the local null hypotheses. Rejecting any local hypothesis results in rejecting the global null hypothesis. In addition to global and local hypothesis testing, our proposed method allows estimation of tumor site-specific dose response and identification of posterior distributions for low observed adverse effect levels (LOAEL). LOAELs are often of interest from a regulatory perspective, as the lowest dose for which there is a change relative to control.
Model and method
Let y ij denote the binary indicator for tumor type j and subject i, with 1 indicating that the jth type tumor is observed in animal i and 0 otherwise. Denote
Then we can rewrite (1) as
where α j = exp(α j ) for j = 1, · · · , J and φ i = exp(φ i ) for i = 1, · · · , n. The global null hypothesis H 0 is equivalent to letting β = 0 k×J , while the local null hypothesis H 0j sets the jth column of β equal to zero.
Since our main interests focus on testing hypotheses, which amounts to checking whether the corresponding β lj 's equal zero, the priors for β lj 's play an essential role. The desirable priors should induce general dependence structures among the β lj 's while also allowing efficient posterior computation.
Prior structure for β lj 's
We consider the following hierarchical priors for the elements of β = {β lj }
where δ 0 is a point mass probability measure at 0, π(c|c 0 ) is a general prior for c with parameter c 0 , andG l ind ∼ DP (M lG0l ) denotes that distributionG l is assigned a Dirichlet process (DP) prior with base distributionG 0l and precision parameter M l . DP priors were originally proposed for use in multiple testing by Gopalan and Berry (1998) , who used the DP to allow equalities in the distribution in different treatment groups. Dahl and Newton (2007) recently proposed a closely-related specification to Gopalan and Berry (1998) , but they used the DP to borrow information across multiple outcomes in performing treatment group comparisons, motivated by gene expression applications. MacLehose et al. (2007) instead used a mixture of a DP and a point mass at zero as a flexible shrinkage prior for the coefficients in a high-dimensional logistic regression model. In the multiple tumor testing application, such specifications are not appropriate, since instead of having a high-dimensional vector of coefficients for exchangeable predictors, we have a matrix of coefficients characterizing treatment group contrasts for each tumor.
The primary difference between (3) and the specification of MacLehose et al. (2007) is the inclusion of a separate zero-inflated DP (ZI-DP) prior on the distribution of the coefficients characterizing the increase in log-odds of tumor attributable to each increment in dose. In Note that (3) assigns equal prior probability to all of the local null hypotheses, which is reasonable given that it is seldom the case that one has prior knowledge of tumor sites that are more likely to be affected by the chemical exposure. Because of the assumption of equal prior probabilities, differences in the estimated posterior probabilities are entirely driven by the data. The prior specification (3) assigns a positive dependence among all β lj 's. For example, knowing the event β lj = 0 (β lj > 0) will enlarge the chance of
since it is easy to verify
and
for any l = l, j = j. Such a positive dependence structure is well motivated in the multiple tumor application, since the β lj s all correspond to increments on the log odds of tumor development given increments on dose in a common exposure. Knowledge that one β lj is high will naturally lead to an increased prior expectation that the chemical is carcinogenic
and hence other β lj s may be high as well.
Under the prior specification in (3), the probabilities of local and global null hypotheses are in the following forms:
In (4), E c denotes expectation with respect to c. Since c 0 is the only parameter in the prior distribution of c, we can easily assign the prior probability of the global null hypothesis to be approximately 0.5 by choosing an appropriate value of c 0 . We also specify priors for the other parameters in (2). For example, we assign a DP prior to α j 's in order to borrow information across tumor types in a related manner to Dahl and Newton (2007) . Posterior computation is efficient relying on the data augmentation approach of Dunson and Stanford (2005) combined with the blocked Gibbs sampler of Ishwaran and James (2001) . All these details are shown in Appendices A and B.
Based on draws from the Gibbs sampler, we can calculate the posterior probability of the global null hypothesis as
, and the posterior of the local null hypothesis as
where m is the total number of iterations, m 0 is the number of iterations in burn-in period, and β 
Bayesian multiple testing procedures
To determine which tumor types are significantly affected, we need to conduct local hypotheses testing. Posterior probabilities can be used for decision-making since these probabilities measure the evidence of true alternatives. A natural method is to reject each local null hypothesis if the posterior probability of the corresponding local alternative is larger than a pre-specified large value, e.g., 0.90. Notice that 0.90 corresponds to 9 for using Bayes factor in the case that the prior probabilities of null and alternative are equal.
An alternative method is to adopt the Bayesian multiple testing procedure proposed in Müller et al. (2004) . We use the posterior probability v j = Pr(H aj |Data) as a test statistic and for each j reject H 0j if v j ≥ r, where r is a common threshold for all the local hypotheses.
We calculate the posterior expected FDR and false negative rate (FNR) as functions of r in the following forms:
where is a small positive constant to avoid zero denominator. In Müller et al. (2004) 
In this paper, the prior structure (3) essentially models a matrix of dependent coefficients β lj 's and allows us to test β lj = 0's. The testing methods mentioned above can also apply for testing
for all l = 1, · · · , k and j = 1, · · · , J if these hypotheses are of primary interest.
Application to NTP Study of Isoprene

Description and Frequentist Results
The data come from a 2-year inhalation study of isoprene in male rats conducted by NTP.
Isoprene was selected for toxicologic evaluation because of its potential harm for human exposure due to its large annual production volume. In the study, groups of 50 male rats were exposed to 0, 220, 700, or 7000 ppm isoprene by inhalation, 6 hours per day, 5 days per week, for 105 weeks. These rats either died naturally or were sacrificed at the end of the study, and were examined for tumor status at various organs at their death times. We concentrate on the data with tumor status at 24 different organs. Let y ij denote a binary response indicating whether at least one tumor was detected at organ j for animal i at its death time. The third to six columns in Table 1 show the number of male rats that were detected to have at least one tumor in the 24 organs, in the control, low-, medium-and high-dose groups respectively. It appears from 
and denote by H (i) the null hypothesis corresponding to p (i) .
Second define i 0 to be the largest i for which p (i) ≤ 0.05i/J. The decision rule is to reject all H (i) for i = 1, · · · , i 0 . Applying this algorithm, the three cutoff points to be compared with the three smallest p-values are 0.002, 0.004 and 0.006, and one only rejects the two hypotheses with the smallest p-values. Again, kidney is not significant using this multiple testing procedure. In the following we reanalyze the data and conduct multiple testing with the proposed approach. One advantage of the proposed approach over Bonferroni adjustment and Benjamini and Hochberg (1995) method is that the proposed approach characterizes and
utilizes the dependency among the tested hypotheses.
Analysis and Results for the Proposed Approach
We reanalyze the multiple tumor data with the proposed approach. We assign a G (1, 1) prior to ν and DP precision parameters M l for l = 1, · · · , k and M 0 . The DP base measures P 0 and G 0l are taken to be G(1, 1) and G
+
(1, 1), a truncated G(1, 1) above 1, respectively.
The definitions of ν, M l , G 0l , P 0 are provided in the Appendix. We set c 0 to be 0.287 to allow Pr(H 0 ) = 0.5 under the prior structure (3) or (7) as shown in Appendix. These priors are pretty general and realistic, so we recommend these priors as default values in other analyses of multi-site tumorigenicity data. We collect 10000 samples from the MCMC output after a 2000-iteration burn-in.
The estimated posterior probability of the global alternative is Pr(H a |Data) = 1, indicating that isoprene is carcinogenic to male rats and has a significant effect on at least one organ in the sense that the tumor occurrence rates increase significantly due to the effect of isoprene at these organs. We then conduct the multiple local hypotheses testing in order to identify the affected organs. As mentioned in subsection 2.2, we make decisions based on the posterior probabilities of local alternatives. These probabilities are plotted in Figure   1 and also presented in the last column in Table 1 for each j. This decision rule gives the same conclusion as the first method. Notice that the NTP technical report gave the same conclusion but was based on univariate analysis. Figure 6 shows the estimated trajectories of the tumor occurrence rates for kidney, testes, and mammary gland.
After concluding that tumor incidence is significantly increased due to isoprene exposure at a particular organ site, it is of interest to identify which dose levels differ from control in that site. The last three columns in Table 1 show the evidence of dose effect between each dose group and the control group in terms of posterior probability Pr(
The posterior probabilities in different columns are not comparable since the corresponding prior probabilities are different. To provide a uniform basis for comparison, we consider
for l = 1, 2, 3 and j = 9, 15, 23, where v lj andṽ lj are the posterior and prior probabilities of the event { l l =1 β l j > 0} respectively. Table 2 shows the Bayes factors for kidney, testes, and mammary gland, and these results suggest that the medium dose (700ppm) of isoprene starts to show an increase in tumors at the testes and mammary gland, while kidney tumors are increased only by the high-dose (7000ppm) of isoprene.
In this study, the survival times of rats were also recorded. Potentially, inferences on chemical effects can be biased by differences in survival between the dose groups. To adjust for survival, we introduce a weight term w ij in the mean of the Poisson latent variable z ij defined in (5) in Appendix A:
where w ij = 1 if y ij = 1, i.e., at least one tumor was found at the jth organ for animal i;
, where t i is the survival time for animal i and T 0 is the duration of the study, which is 105 weeks in this example. This adjustment is similar to the poly-3 trend test in Bailer and Portier (1988) 
Simulation studies
To evaluate the proposed approach, we mimic the real data for the NTP experiments with simulations focusing on the following three cases: (1) null case: H 0 is true, (2) sparse case:
only a few local null hypotheses are true, and (3) Table 3 summarizes size (type-1 error) in the null case and power in the sparse and general cases for both methods. As seen in Table 3 To evaluate the local hypotheses, we calculate the averages of the observed FDRs and powers based on 100 data sets using the two proposed approaches mentioned in Section 2.2, CA-B, and CA-BH respectively. Comparison results are listed in Table 4 . As seen in Table   4 , the proposed methods give a FDR around 0.05 in all the cases. The proposed approach performs similarly to the CA-B and CA-BH in the null and sparse cases but the proposed approach shows a much larger power in the general case considered.
Regarding the accuracy of estimating the β, the average of MSE from the proposed method is much smaller than that from the maximum likelihood method, with 0.029 vs. In all the simulation cases, the MCMC samples converge very quickly and the mixing is good. This is due to the efficient Gibbs samplers shown in the Appendix, in which all the parameters except ν have a closed form in their full conditional distributions. We apply a Metropolis-Hasting algorithm to update ν using a normal random walk with a step size 0.05, which gives an acceptance rate close to 30% -40% in all cases. Our priors are not overly concentrated, but assign high probability to a wide range of plausible values in the tumor applications. We find results are robust to moderate changes in the hyperparameter choice. For example, changing G(1, 1) to G(0.1, 0.1) as a prior for ν or M l does not change the conclusions in the above simulations, though we note that G(0.1, 0.1) is overly-diffuse.
Concluding remarks
In NTP studies, a committee of experts makes a decision about the weight of evidence that a chemical is carcinogenic. This decision is based primarily on the results of many different univariate analyses conducted for each tumor separately, without adjustment for multiple comparisons or within-animal dependence in the multiple tumors. The decision of the committee is quite important, forming the basis for later regulatory decisions, and hence is often criticized by industry and special interest groups. The practice of making a call based on toxicologists and other experts subjective synthesis of the weight of evidence in the data naturally opens up the NTP to criticism, particularly in cases in which it is not obvious that the significant dose response trends in individual tumors are not false positives. Hence, it is important to have automated statistical procedures available, which provides an overall weight of evidence in the data, adjusting for the complicating features of multiple testing, within-animal dependence and differential survival.
The approach proposed in this article provides such a methodology, combining a Bayesian joint analysis of all tumor types and a Bayesian multiple testing procedure. In addition, to avoid criticism of sensitivity to subjectively-chosen priors, we have used a highly flexible semiparametric Bayes approach, with hyperparameters carefully chosen to assign high probability to a wide range of plausible values given our experience in analyzing tumorigenicity data. These choices were validated through simulation studies, which assess frequentist operating characteristics under a variety of scenarios. These simulations demonstrated that our Bayesian multiple testing procedure produces a valid and powerful frequentist test for overall carcinogenicity, while also doing a good job of identifying sites of action and estimating dose response parameters. Implementation of the proposed approach involves a straightforward and efficient MCMC algorithm, which can be routinely used in the data analysis phase for NTP studies and other dose response studies. The program will be made publicly available and is straightforward to implement for non-experts.
Although our focus was the multiple tumor application, the proposed approach provides a general methodology for Bayesian multiple testing of matrix hypotheses. For matrix hypotheses, one is interested in testing for equalities in the columns of the matrix separately for each of the rows. For example, in gene expression studies the rows may correspond to genes and the columns to treatment groups. In clinical trials or epidemiologic studies, the rows may instead correspond to different subgroups of individuals, defined by genes, ethnic groupings, age or other factors, while the columns correspond to levels of a treatment or environmental exposure. There is increasing interest in personalized medicine and gene x environment interaction studies in allowing differences in treatment or exposure effects between sub-groups. Our proposed approach allows efficient testing of the large numbers of closely-related hypotheses that are considered in such studies through flexible borrowing of information across the rows and columns in the matrix.
A. More prior specifications
We rely on a data augmentation for efficient posterior computation. First note that model (2) can be equivalently rewritten in the following form containing an underlying Poisson variable (Dunson and Stanford, 2005) :
Then the likelihood conditional on frailties based on (5) can be written as
where P oisson(z|µ) denotes the Poisson distribution with mean µ.
In order to borrow information among α j 's, we consider the following prior for α j 's:
where P 0 = G(a α , b α ) is the DP base distribution and takes the gamma distribution with mean a α /b α and M 0 is the precision parameter measuring the closeness of P to the base distribution P 0 . Since φ i is a positive random variable and has mean 1, the natural prior is
) with ν characterizing the prior variance of φ i , i = 1, · · · , n.
Let η lj = exp(β lj ) for each l and j. For computational purposes, instead of sampling β lj 's directly, we sample η lj 's from their full conditionals and update β lj = log(η lj ) in each MCMC step. We take the following priors for η lj 's:
Since the prior for η lj 's in (7) is equivalent to that for β lj 's in (3), the dependence structure between β lj 's and the results in (4) still hold. We take π(c|c 0 ) = G(c 0 , 1), a conjugate prior for c. The parameter c 0 controls the prior probabilities of global and local null hypotheses in (4) for given k and J. Even though we can allow different G 0l 's for different l's, we take G 0l = G 0 for all l in the following for computational purpose. Since β lj 's are nonnegative,
we have η lj ≥ 1. We take
(1, +∞)). We assign independent priors G(1, 1) to
B. Posterior computation
We use the blocked Gibbs sampler of Ishwaran and James (2001) , which relies on a truncation of the stick-breaking representation of the DPs in (6) and (7) (Sethuraman, 1994) :
for each l. Here N determines the number of random atoms. The truncated DP will approximate DP with arbitrary small error when N is sufficiently large. However, in practice a moderate value of N is adequate as there are not many clusters occupied, especially in the sparse case.
Let K j denote the label variable of α j with
Taking random values as starting points for all the parameters, the MCMC algorithm proceeds through iterating the following steps: 
(c) Sample φ i 's from their full conditionals,
(d) Sample ν with Metropolis-Hasting algorithm 
(e) Sample DP precision parameter M 0 from its full conditional,
3. Update β lj 's and related parameters for each fixed l in this block.
where x i(−l) is the vector of x i deleting the lth element x il , and similarly for β j(−l) .
(b) Sample R lj 's from their full conditionals, 
(e) Sample π l from its full conditional,
4. Sample c from its full conditional,
With the exception of ν, which is updated by using a Metropolis-Hasting algorithm in Table 1 : For each of the 24 combinations of organs and tumor types in the NTP study of isoprene, we show the number of male rats with a tumor at that organ out of 50 in each of the four groups in columns 3 − 6, along with the evidence of dose effect between each dose group and the control group in terms of posterior probability in columns 7 − 9. Note: C, L, M, and H denote the control, low-, medium, and high-dose groups with concentration of isoprene at 0, 220, 700, and 7000ppm respectively. 
