Cognitive bias is a key feature of human decision making, and has an impact in a wide range of human endeavours. Certain features of the development of such bias suggest a hysteresis-type process at some level. Some possibilities for this process are suggested, and a simple model for the development of such bias introduced. Qualitative numerical results from this model are also presented.
I. INTRODUCTION
A LARGE amount of the information processing carried out by the brain is carried out outside of and (relatively) independent of the conscious awareness. These nonconscious mechanisms operate at the level of initial acquisition and interpretation of information, and also in the development of complex cognitive frameworks that structure thinking and can be considered key components of personalities. A key feature of these processes is that the individual is not aware of their working, even though they have "learned" something through their action, [1] , [2] . The nonconscious processes of interest here are not related to the more well-known concept of the "unconscious."
While the neuron-level behavior of the brain during the operation of these nonconscious processes can be studied, the complexity is such that few conclusions can be drawn. It may be more enlightening to study simple models, based on reasonable assumptions and simplifications, that can give insight into the effects and consequences of nonconscious processes. One particular nonconscious process which is of interest is "cognitive bias."
A. Cognitive Bias
Cognitive bias is the (possibly inaccurate) interpretation of information using past interpretations and memories, and not through the actual information itself. The action of cognitive bias, for example, leads people to overconfidence, to mistakenly identify spurious correlations and generally to bad judgements in the face of uncertainty. A simplified illustration of how bias might develop is shown in Fig. 1 . It is an important factor in economic and financial markets, judicial processes and the development of prejudices. "Runaway" bias has been associated with the development of depression. There is some debate as to the extent to which information is processed nonconsiously, but there is convincing arguments that it is a major factor in the acquisition of cognitive bias [3], [4] .
This work will discuss the interaction of bias with ambiguous stimuli. Uncertain or ambiguous stimuli are interpreted by the brain using memories of past events, and these will include factors which lead to bias in the interpretation. If an ambiguous stimulus is interpreted (as a result of bias) in support of a bias, the memory of the encounter strengthens the bias. This cycle of stimulus-interpretation-encoding is illustrated in Fig. 2 . Well-developed cognitive bias is difficult to overcome. A substantially unambiguous stimulus (or "shock") in the opposite sense to the bias is required to overcome such a well-developed bias. This persistence of effects, and the requirement of a large shock to "wipe-out" a developed state of bias, is suggestive of the mathematical phenomenon of hysteresis. A number of superficial features of memory could also support this view, memory is quite nonlocal (i.e., memories are encoded in a distributed fashion across a large number of neurons), and memories emerge as a result of simpler individual behavior on the part of neurons (for example it could not be said that a particular neuron "contains" a memory). This behavior is similar to so-called "nonlocal" hysteresis nonlinearities, where the history dependence of the nonlinearity results in the response of a collection of simpler "hysterons."
The next section deals with some psychological mechanisms which may be at work in the development of cognitive bias-i.e., how the "memory" portion of Fig. 2 functions. Later, a simple example model is introduced, and some qualitative numerical results presented.
II. PSYCHOLOGICAL MECHANISMS
Cognitive bias involves the nonconscious interpretation of external influences (stimuli) based on a previously developed set of criteria (the bias). The development of a bias is itself based on the nonconscious interpretation of stimuli. It is thus at the level of interpretation of stimuli that bias is developed, and where discussion of the mechanisms of bias should begin. One theoretical 0018-9464/$26.00 © 2009 IEEE framework for the interpretation of stimuli is called "connectionism," and will be considered in the next subsection.
A. Connectionism
Sometimes referred to as parallel distributed processing, connectionism relies on the theory that mental activity depends on the combined activity of a large number of simple, interlinked processing units. (These can be neurons, groups of neurons, concepts ) Connectionists try to work out the number, pattern and strength of links between such units which are used to perform different mental tasks [5] .
Connectionism aims to simulate aspects of cognitive activity and so does not concentrate on modeling explicitly every aspect of the brain. Like neuropsychology, however, it accepts that the mind cannot be understood completely separate from the brain, it recognizes that the arrangement and structure of neural activity does contribute to mental processes. Connectionist models "learn" to produce certain outputs when given specific inputs. The general idea of connectionism can be explained using a few simple points (see [5] - [7] for a description of connectionist modeling methods).
• Each model consists of elementary units or nodes which are interconnected in a network. Typically a model would have several layers of these units.
• There are 3 types of units, input and output units which occur in all models, whereas hidden units occur only in the more complicated models.
-Input units take in information, either from external sensors or other parts of the network. -Output units send out information, either in creating actual responses or to other parts of the network. -Hidden units communicate only inside the network with the input and output units. Their behavior cannot be directly observed.
• Units affect other units by exciting or inhibiting them. Excitatory inputs increase the activation level of the recipient while inhibitory inputs diminish it. • All units have some "activation value" associated to them. This is a measure of their level of activity and determines how much output a unit passes onto its connected neighbors. In simple models the output is equal to the activation value of a unit (which is the weighted sum of all input links in the previous layer), while in others the activation value must exceed some threshold value before an output occurs.
• The weighting of input links uses another factor, the "connection weight." When an output from one unit arrives at another its strength and direction are modified by the connection weight.
• The pattern of activity of the first layer reflects the stimulus presented to the model. This pattern is then transformed gradually throughout the layers producing the final layer which is the model's response. Effectively, connectionist models employ directed networks of interactions between nodes which may be in an excited or inhibited state ("on" or "off"). A particular node switches based on the weighted average of the nodes which input to it. A simple schematic of such a network is shown in Fig. 3 . Such a network of "ideal relays" is also used in the Ising model of hysteresis, although there are some major differences in the specifics of the model.
B. Bias
Bias can be represented in connectionist models through the introduction of bias nodes. These are individual units in the network which only connect outwards-they receive no inputs, but stimulate neighboring nodes in a particular way (adding either to the excitatory input or to the inhibitory input). This method of incorporating bias has an essentially one-way interaction between the bias and the interpretation of stimuli. There is no mechanism for a stimulus (or sequence of stimuli) to "create" a bias.
The effective result of incorporating a bias node into a model is to lower or raise the activation thresholds of the nodes to which it connects. This suggests that an alternative method of altering these thresholds, interacting with the stimulus, could incorporate a "dynamic" bias into the model. One simple idea is to replace the ideal relay behavior at the nodes of the network with nonideal relays, see Figs. 5 and 4. Nonideal relays are elementary hysteresis nonlinearities as introduced in [8] , and form the basis of the classical Preisach model of hysteresis (see also [9] , [10] ). 
III. EXAMPLE MODEL
In order to obtain some qualitative preliminary results, an example model was constructed via a number of simplifications. Cognitive bias can encompass a number of different effects, from spurious associations to a failure to rationally assess circumstances. The model considered here, however, will simply group stimuli into "positive" and "negative"-in other words either supportive of or contradictory to the bias (supportive of the opposite bias). While in certain circumstances "positive" and "negative" may relate to value judgements (good or bad events), these do not always correspond.
In order to simplify the connectionist network-type model of interpretation, a simple scheme is suggested. The network topology is ignored, so that every unit experiences the same stimulus. If this stimulus exceeds the upper activation threshold of that unit, the unit switches "on" and supports the bias. If the stimulus is strongly contradictory it may switch a unit "off." The overall proportion of units which are "on" is a measure of the bias present.
If the number of such units is very large, and the continuum limit is taken, the mechanism for encoding bias is the classical Preisach nonlinearity. The Preisach nonlinearity is normalized so that an output of 0 corresponds to no bias, is a completely positive (supportive) bias, and a completely negative bias. In order to incorporate the influence of the bias on the interpretation of stimuli, a feedback mechanism is introduced (as shown in Fig. 2 ). The completed model is illustrated in Fig. 6 .
The system illustrated here can be treated either as a discrete or continuous model. The continuous case is of interest both in this context and in the context of macroeconomic and financial models. However, it is considerably more complicated, both theoretically and in implementation, and is an area of current work. The discrete case is treated here.
In order to simulate a large number of "ambiguous" stimuli, a sequence of normally distributed pseudorandom numbers with small variance was used as an input. This procedure was repeated a number of times to obtain ensemble averages. An initial neutral state (no bias) was used each time, the large number of stimuli input to the model, and the resulting "bias" obtained. Illustrations of the initial and final states of the Preisach nonlinearity are shown in Fig. 7 .
The results of these experiments are largely qualitative, and are intended to justify the use of hysteresis models in this field. As such, there are too many arbitrarily decided components (for example the Preisach density) which cannot be determined empirically without further work. The most interesting result which was obtained from the experiments was a small number of rare instances in which the bias became very large. These instances arose when the feedback level was quite high, and were still rare. This "runaway" bias, where even a strongly negative stimulus is interpreted as positive (or vice versa), is a possible mechanism for some psychological disorders such as major depressive disorder. An ensemble in which one instance was seen is shown in Fig. 8 .
IV. CONCLUSION
To the best of the authors' knowledge, the methodologies of hysteretic systems has never before been applied to cognitive phenomena, and particularly to cognitive bias. In this paper an attempt was made to introduce these methods to the field of cognitive psychology, and it is hoped that this will lead to useful and interesting applications in the future.
