We have measured and analyzed the low-temperature ͑T =10 K͒ absorption spectrum of reduced horse heart and yeast cytochrome c. Both spectra show split and asymmetric Q 0 and Q v bands. The spectra were first decomposed into the individual split vibronic sidebands assignable to B 1g ͑ 15 ͒ and A 2g ͑ 19 , 21 , and 22 ͒ Herzberg-Teller active modes due to their strong intensity in resonance Raman spectra acquired with Q 0 and Q v excitations. The measured band splittings and asymmetries cannot be rationalized solely in terms of electronic perturbations of the heme macrocycle. On the contrary, they clearly point to the importance of considering not only electronic perturbations but vibronic perturbations as well. The former are most likely due to the heterogeneity of the electric field produced by charged side chains in the protein environment, whereas the latter reflect a perturbation potential due to multiple heme-protein interactions, which deform the heme structure in the ground and excited states. Additional information about vibronic perturbations and the associated ground-state deformations are inferred from the depolarization ratios of resonance Raman bands. The results of our analysis indicate that the heme group in yeast cytochrome c is more nonplanar and more distorted along a B 2g coordinate than in horse heart cytochrome c. This conclusion is supported by normal structural decomposition calculations performed on the heme extracted from molecular-dynamic simulations of the two investigated proteins. Interestingly, the latter are somewhat different from the respective deformations obtained from the x-ray structures.
INTRODUCTION
The function of heme proteins is to a significant extent determined by interactions between the prosthetic heme groups and the protein matrix, especially the various amino acid residues of the heme cavity. 1 The latter constitutes an asymmetric environment modulating the chromophore through a variety of covalent and noncovalent interactions. Additionally, the internal electric field created by ionizable and polar side chains causes a perturbation of the heme's potential energy. [2] [3] [4] [5] [6] [7] Numerous studies have been performed to explore the influence of the proximal and distal ligands on the oxidation and spin state of the central iron atom. The proximal ligand ͑histidine in most cases͒ was found to exert a particularly strong influence on the heme iron as well as on the symmetry of the heme macrocycle. 8, 9 Cytochrome c belongs to an important class of redox active proteins. It has a comparatively high redox potential, which is generally thought to be predominantly due to the sulfur atom of the sixth methionine ligand, 10 but the interaction between the internal electric field and the heme is also recognized as an important factor. 11 This and other types of heme-protein interactions affecting the symmetry of the heme macrocycle can be probed by spectroscopic techniques. Sutherland and Klein, by means of magnetic dichroism measurements, 12 observed a ca. 120 cm −1 splitting of the Q band of ferrocytochrome c at low cryogenic temperatures, which was later found to be mirrored by the resonance Ra-man excitation profile of the 15 mode. 13 In their investigation of b-type and c-type cytochromes, Wagner and Kassner suggested nearly thirty years ago that the proximal histidine was primarily responsible for lifting the degeneracy of the Q band., 14 Later, Hagihara et al. reported Q band splittings in c-type cytochromes with absorption maxima shifting and increasing as temperature was lowered. 15 Collins et al. observed significant dispersions of the depolarization ratios of various resonance Raman lines of this cytochrome c species, which were interpreted as indicative to a split between Q x and Q y transitions of the heme group due to electronic perturbations. 16 A similar rationale based on a more thorough theoretical approach was invoked by Zgierski and Pawlikowski. 17 Schweitzer-Stenner and co-workers performed several resonance Raman dispersion studies to obtain quantum-mechanical parameters which reflect electronic and vibronic perturbations of the cytochrome macrocycle. 18, 19 A new and particularly important aspect was added to the debate on heme c distortions when Shelnutt and co-workers described comparatively large out-of-plane deformations ͑ruffling and waving͒, which were found to be mostly conserved for cytochrome c species for which the amino acid residues between the cysteine linkages to the heme group is homologous. 20, 21 More recently, Manas et al. attempted to explore the influence of heme-protein interactions on the optical properties of the heme group in ferrocytochrome c. 3 They measured the Q-band spectra of horse heart ͑hhc͒, beef, porcine, tuna ͑thc͒, chicken, and yeast cytochrome c ͑yc͒ at cryogenic temperature which allows a better separation of overlapping bands due to the absence of thermal broadening, and reported splittings of different magnitudes for different cytochromes. The authors also used a combination of electrostatic and quantum-chemical calculations to distinguish between the influence of the electrostatic potential at the heme atoms resulting from the internal electric field of the heme cavity and heme deformations on the band splitting, performing calculations on three cytochromes, namely, hhc, thc, and yc. The sole consideration of heme deformations led to the satisfactory reproduction of the hhc splitting, but to no agreement at all for the yc and thc splittings. With respect to the electrostatic contributions, the authors subdivided the electric field into a uniform and a nonuniform contribution. They argued that both could contribute to the Q-band splitting, the former by electronic coupling between the ground and excited Q states and the latter by intrastate electronic coupling in the excited Q state via the quadrupole term of the respective Hamiltonian. Interestingly, the estimated intrastate coupling was found to quantitatively account for the differences between the splitting of hhc and yc Q bands, but this result required the initial assumption that a basic splitting of 30 cm −1 is assignable to heme deformations. In a subsequent paper 6 from the same research group, quantum-mechanical calculations were performed for a heme-ligand complex, the structure of which had been obtained from moleculardynamics simulations based on the x-ray structure of hhc solved by Bushnell et al. 22 Their calculations substantially overestimated the Q-band splitting, but revealed that the experimentally observed splitting might have a substantial dynamic component which cannot be inferred solely on the basis of the x-ray structure as they had done in their first study.
In spite of the most valuable insights provided by the studies mentioned above, several questions concerning the understanding of the relationship among optical-band splitting, heme deformations, and external fields remain open. Based on theoretical considerations, Schweitzer-Stenner and Bigman 23 predicted that electronic as well as vibronic perturbations can contribute to the splitting of both Q and B bands. If only electronic perturbations are considered, the fourorbital model implies equal splitting of Q and B bands, in contrast to recent results reported for Zn-substituted cytochromes. 4 It thus seems highly desirable to further explore particularly the impact of electronic and vibronic perturbations and their relationship to external fields in c-type cytochromes. In the current study, we measured the lowtemperature absorption spectra of hhc and yc and exploited the comparatively high resolution of the two spectra to perform a spectral analysis which yielded the splitting and the absorption ratio of the split bands not only for the Q 0 band but also for all detectable contributions to the vibronic sidebands, so far never analyzed in any cytochrome c spectral studies. Additionally, we have measured the polarized Raman spectra for a variety of excitation wavelengths in the Q-, Q v -, and B-band regions. The intensities of the bands in the Q and Q v spectra were then used to identify the contributions to the Q v band. We applied a vibronic theory based on a first-order Rayleigh-Schrödinger perturbation approach to self-consistently describe the absorption ratios and band splittings observed in the optical spectra. 23 The depolarization ratios of prominent Raman bands were used to infer structural differences between hhc and yc. Finally, we compared our experimental results with the heme deformations of equilibrated cytochrome c models obtained from 1-ns molecular-dynamics simulations.
THEORY
The theoretical concept used to analyze the lowtemperature absorption spectrum of ferrocytochrome c has already been described in detail in an earlier publication. 23 In what follows, we limit ourselves to the relevant physical parameters and the equations used for the analysis of the Q-band spectrum.
Electronic perturbations
The asymmetric protein environment creates a perturbing potential of the heme, which can be described in terms of electronic coupling between the excited electronic heme states of the four-orbital model:
where V ⌫ denotes a perturbing potential of symmetry ⌫ = B 1g , B 2g , and A 2g in the D 4h point group and ͉Q l 0 ͘ and ͉B m 0 ͘ ͑l , m = x , y͒ are the state vectors of the two lowest excited electronic heme macrocycle states, which exhibit E u symmetry in the unperturbed state and can be identified with the 50:50 states of Gouterman's four-orbital model. 24 Adopting the terminology of Zgierski and Pawlikowski, 17 we term
⌫ an electronic perturbation. As indicated by Eq. ͑1͒, it mixes the components of the excited states, which causes a splitting of the optical bands and a redistribution of the respective oscillator strengths. It is equivalent to the crystalfield perturbation which Canter et al. 25 and Canter 26 invoked to explain the band splitting of metalporphyrins in anisotropic matrices.
Besides mixing the excited states, the perturbing potential also induces a perturbation of the ground state via intrastate vibronic coupling:
where ‫ץ‬V ⌫ / ‫ץ‬q j ⌫ is a vibronic coupling operator, which describes the potential changes caused by the vibration of the jth normal mode q j ⌫ exhibiting the D 4h symmetry ⌫. Apparently, this effect is allowed for all symmetry representations of the point group, because the vibronic coupling operator always transforms like the totally symmetric representation irrespective of the choice of ⌫. Thus, Eq. ͑2͒ reflects the physical reason for the normal structural decompositions ͑NSDs͒ observed and analyzed by Shelnutt and co-workers. 20, 21 Since ␦q j ⌫ is proportional to ͑⍀ g j ͒ −2 , Eq. ͑2͒ implies that distortions along the normal coordinates of lowfrequency modes are predominant, in agreement with their findings. 20 The different selection rules for Eqs. ͑1͒ and ͑2͒ imply that some distortions ͑of, e.g., E u and E g symmetries͒ affecting the ground state have no or a negligible influence on the excited-state mixing, so that they cannot be inferred from an analysis of optical spectra. We discuss this issue in more detail below.
In this context, we would like to emphasize the distinction between deformations and perturbations. Generally, a perturbation is an external potential which interacts with the system under consideration, e.g., the heme macrocycle in our case. Such perturbations can cause deformations of the ground state, if the respective matrix elements in Eq. ͑2͒ are unequal to zero. Additionally, they can distort the excitedstate geometry and mix different excited vibronic states, which, e.g., might yield band splitting. Although theoretically conceivable, it is, however, unlikely that a perturbation would only affect the excited state. It is therefore not appropriate to suggest that deformations can cause band splitting. 3, 4 On the contrary, they are both the consequence of an external perturbation.
If the perturbing field contains a component exhibiting E u symmetry ͑e.g., a uniform electric field 23 or the perturbation caused by tilted axial ligands 8 ͒, ground and excited states can mix: 3, 19 
but this coupling has to be strong in order to compensate for the large energy gap.
As indicated above, electronic perturbations mixing Q and B states cause a splitting of the optical bands, which for the Q band can be described by 23 
E Q xЈ
It should be noted that l and m = x or y for A 1g and B 1g , and l = x͑y͒ and m = y͑x͒ for A 2g and B 2g . For the sake of simplicity, we assume that R x,y Q 0 =0, i.e., that the entire dipole strength results from electronic coupling between Q and B states. 24 We also neglect coupling between ground and excited states, because, as outlined earlier, 23 it does not contribute to band splitting and asymmetry. As indicated by Eqs. ͑4͒ and ͑5͒, electronic perturbations alone cause the same splitting and asymmetry for Q 0 and the vibronic sidebands.
Vibronic perturbations
The vibronic perturbation reflects the variation of the perturbing potential V ⌫ on the nuclear coordinates:
where q j ⌫Ј is the jth normal coordinate exhibiting the symmetry ⌫Ј in D 4h . The electronic states ͉e͘ and ͉s͘ are identified with ͉Q x,y 0 ͘ and ͉B x,y 0 ͘ bases of Gouterman's 50:50
states. 24 Group theory thus dictates that es
As shown by Schweitzer-Stenner and Bigman, vibronic perturbations change the eigenenergies of the vibronic Q and B states. 18 For the vibrational ground state of the Q state, second-order Rayleigh-Schrödinger perturbation theory yields
͑7͒
The parameter c es ⌫Љ ͑j͒ in this equation denotes the vibronic coupling matrix elements of the jth vibrational mode of the heme macrocycle. In the presence of vibronic perturbations they are written as c es
The first term describes the vibronic coupling of the jth mode of symmetry ⌫Ј under ideal D 4h symmetry, whereas the second term reflects additional vibronic coupling due to the vibronic perturbations which adds a symmetry ⌫ = ⌫ ⌫Ј to the vibronic coupling term and, thus, also to the corresponding Raman tensor of the considered vibrational mode.
The first term in Eq. ͑7͒ describes the contribution from intrastate Franck-Condon ͑A 1g ͒ and Jahn-Teller ͑B 1g and B 2g ͒ coupling from the jth mode. In a low symmetry, all coupling processes can contribute, e.g., for an A 1g mode in the presence of B 1g or B 2g perturbations. The second term reflects contributions from interstate Herzberg-Teller coupling mostly of B 1g -and A 2g -type modes. Again, admixture from other symmetries occurs due to vibronic perturbations. E Q l ͑l = x , y͒ denotes the eigenenergies of the electronically perturbed Q state. ⍀ j Q and ⍀ j B are the vibrational energies of the jth vibration in the excited Q and B states, respectively. Vibronic perturbations modify the Q-band splitting, since c Q x Q x B 1g =−c Q y Q y B 1g and c Q x B y A 2g =−c Q y Q x A 2g . However, depending on the sign of the coupling parameters, the splitting can be reduced or increased. 23 Altogether, Eq. ͑7͒ describes the energy changes due to vibronic coupling between the vibrational ground state of Q with its first vibrational states ͑term 1͒and with the first vibrational states of B ͑term 2͒.
In order to additionally describe the Q v -band contributions, we have to calculate the eigenenergies of the first excited vibrational state of a variety of heme modes in the excited Q state. This can be achieved by using
While the vibrational ground state is affected by vibronic coupling to the first excited vibrational states of all heme modes, the latter only couple to the zeroth and second vibrational levels of the same oscillator. The factor 2 in the terms
, so that the coupling between the first and the second vibrational levels carries more weight.
In the limit of our perturbation approach, the dipole transitions into the vibrational ground state of Q x and Q y are not affected by vibronic perturbations. However, this is not the case for the dipole transitions into the first vibrational states of Q, for which we obtained
The first term reflects intrastate A 1g -, B 1g -and B 2g -state coupling which provides only a limited contribution to the intensity of the Q v band. More than 80% generally results from the Herzberg-Teller coupling described by the second and third terms. 28 As we will argue below, the latter is mostly due to the coupling of antisymmetric A 2g modes, which modified by a B 1g perturbation yields the B 2g -type coupling accounted for by c Q x B x B 2g = c Q y B y B 2g . As indicated by Eqs. ͑7͒, ͑8͒, and ͑10͒, vibronic perturbations can cause different splittings and asymmetries for Q 0 and for the vibronic states. Altogether, these theoretical considerations provide the means to analyze the low-temperature spectra of cytochrome c as described in detail below.
MATERIAL AND METHODS

Material
Cytochrome c from horse heart and from yeast were purchased from Sigma ͑St. Louis, MO͒ and used without further purification. For the low-temperature absorption measurements, suitable protein amounts were dissolved in a 65% v / v glycerol/water solution containing 0.1M phosphate buffer at pH = 7.0. The final protein concentration was approximately 5 M. Immediately before the experiments, the proteins were reduced by the addition of 0.01M sodium dithionite and anaerobically transferred to 1-cm pathlength metacrylate cuvettes suitable for the measurement of low-temperature optical-absorption spectra. For room-temperature absorption and resonance Raman experiments, the protein was dissolved in 0.01M tris buffer at pH 8 and reduced by a small amount of sodium dithionite. The final concentrations for the absorption and Raman measurements were 5 M and 0.5 mM, respectively.
Optical spectroscopy
Low-temperature optical-absorption spectra in the wavelength interval of 600-480 nm were measured with a Jasco V-570 spectrophotometer. The experimental conditions were adjusted as follows: scan speed= 0.33 nm/ s, integration time= 1 s, and bandwidth= 0.2 nm. The corresponding spectral resolution was 8 cm −1 at 500 nm. Measured spectra were digitized at 0.2-nm intervals. Samples were put on the suitably modified copper sample holder of an Oxford Instruments ͑Aldington, UK͒ Optistat cryostat. The temperature was measured in the copper sample holder and was controlled to within ±0.2 K with an Oxford Instruments ITC503 temperature controller. Protocols for sample cooling and spectral measurements in the temperature interval of 300-15 K were as previously described. 29 Roomtemperature measurements were carried out with a Lambda2 UV/VIS spectrophotometer ͑Perkin-Elmer Instruments͒. The experimental conditions were chosen as follows: dual-beam configuration, scan speed= 2 nm/ s, and spectral slit width = 2 nm, i.e., with resolution ca. 80 cm −1 at 500 nm. Measured spectra were digitized at 1-nm intervals, with wavelength accuracy of ±0.3 nm. Samples were put in a 10-mm optical-length quartz cuvette.
Resonance Raman measurements
The 442-nm spectra were recorded using the 40-mW output of a HeCd laser ͑Model IK 4601R-E, Kimmon Electric, US͒. The laser power at the sample was less than 10 mW. Spectra at 521-, 531-and 568-nm excitations were acquired using a combined argon/krypton ion laser ͑Stabilite 2018 Kr/ Ar ion laser, Spectra-Physics Inc., CA͒. The excitation power at the sample was less than 30 mW. The laser beam was directed into a RM 100 Remishaw confocal Raman microscope and focused onto a 1.0-mm Q silica cell with a thin glass cover slip with a ϫ50 objective. The protein solution was layered on the cover slip and sealed with a glass plate. The scattered light was filtered with the appropriate notch filters, dispersed by a single-grating 2400 grooves/ mm grating and imaged onto a back-thinned Wright Instrument charge-coupled device ͑CCD͒. It was polarized by a combination of a linear polarized and a / 2 plate. The latter rotates the y-polarized light ͑perpendicular to the laser polarization͒ into the x direction to achieve an optimal spectrometer transmission. All spectra were recorded in the "continuous" mode and stored for further spectral analysis. The instrumental spectral bandwidth was ca. 2 cm −1 for the 521-nm measurement and 4.3 cm −1 for the 442-nm measurement.
Spectral analysis of Raman spectra
All spectra were analyzed using the program MULTIFIT, developed by the Optical Spectroscopy Group at the Institute of Experimental Physics of the University of Bremen, Bremen, Germany. 30 This program greatly facilitates fitting procedures in that it cannot only fit many overlapping bands simultaneously but also takes into account the spectral convolution of the natural profile of each Raman band with the profile of spectrometer slit function. We established that the Gaussian profile of the spectrometer slit function convolutes with the Raman signal, thus leading to a Voigtian profile for each Raman band. To achieve a more reliable spectral analysis, all spectra were decomposed consistently by using the same parameters such as half-width, frequency position, and band profile for all eight excitation wavelengths, and the best fitting parameters were obtained by checking the smallest 2 values for statistical errors. The intensities of the polarized bands were derived from their band areas.
Molecular dynamics and normal structural decomposition calculations
The cytochrome c models were built using the available x-ray structures from the RCSB, namely, 1hrc.pdb ͑horse heart͒ ͑Ref. 31͒ and 1ycc.pdb. 32 The stereochemical quality of all structures was verified and corrected using the PROCHECK program 33 and all structural waters with low-B factors were retained. All simulations were performed using CHARMM version c31b2 with the all-atom-27-protein force field included in the distribution 34 and with NAMD2. 35 The recently published parameterization from Autenrieth et al. 36 were used for the hemes. Explicit hydrogens were added using HBUILD as implemented in CHARMM and consistent with pH 7.0. The structures were gently minimized in vacuo using a conjugate gradient algorithm to eliminate unfavorable crystal interactions. Harmonic constraints were applied to heavy atoms to achieve smooth minimization. The harmonic force constant was decreased every 100 steps, from 200, 100, 75, 25, 10, and 5 kcal/ mol/ Å 2 , followed by unconstrained minimization for 300 steps. To achieve charge neutrality, the models were solvated with counterions and placed with equilibrated TIP3 water molecules at 300 K in a truncated octahedron cell ͑49ϫ 48ϫ 50 Å 3 ͒ which represented a total of some 12 000 atoms. All TIP3 molecules that overlapped either protein, counterions, or structural water molecules with a distance between heavy atoms less than 2.8 Å were deleted. Solvent and counterions were minimized with the respective complexes held at fixed positions using 100 steps of steepest descent. A second minimization was performed on the whole system with progressively decreasing harmonic constraints as described above. Simulations were performed with the dielectric constant set equal to 1. All hydrogen bonds were constrained during the simulations using the SHAKE algorithm with an integration time step of 1 fs. The system was simulated as an ensemble with a constant number of atoms, constant pressure, and temperature ͑N-P-T͒ with periodic boundary conditions using CHARMM's crystal facility. Coordinates were saved every 10 ps and the nonbonded lists were updated heuristically. The particle mesh Ewald ͑PME͒ method 37 was used for electrostatics with a grid spacing on the order of 1 Å or less. For the short-range direct summation part, the list of nonbonded interactions was truncated at 13 Å. For the long-range reciprocal Ewald sum, a real-space Gaussian width = 0.34 Å −1 was used 38 with order 6. The van der Waals interactions were treated with an atom-based nonbond cutoff of 12 Å and a switching function between 10.0 and 12.0 Å. The Hoover method was used to maintain constant temperature 39 and constant pressure was maintained using the Langevin piston method 40 with a piston mass of 400 amu and a piston temperature of 300 K with a damping coefficient ␥ of 10 ps −1 . Langevin dynamics was used throughout 1-ns simulation runs, following a heating stage that brought the system to the desired temperature in 25 increments of 10 K followed by 100-ps equilibration dynamics before the 1-ns production dynamics. We selected to subject the models to molecular dynamics so as to ensure heme relaxation in the ferrous states because the available coordinates for horse heart cytochrome c ͑1hrc.pdb͒ were obtained for the oxidized species. Normal structural decomposition calculations were then performed on the hemes extracted from the average 1-ns trajectories using version 2.0 of the NSD ͑normal coordinate structural decomposition͒ program 20, 41 with the hemes oriented as described previously 42 and subjected to adopted basis Newton-Raphson energy minimization until the derivatives reached 0.000 01 mol −1 Å −1 . The NSD procedure is based on group theoretical arguments in that it describes the atomic distortions of the 24 porphyrin atoms from ideal D 4b
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Vibronic perturbations in ferrocytochrome c spectra J. Chem. Phys. 123, 054508 ͑2005͒ symmetry in terms of 3N −6=66 normal coordinates. The program projects out the out-of-plane ͑oop͒ and in-plane ͑ip͒ distortions along all the 66 normal coordinates of the porphyrin. For heme proteins, Jentzen et al. 20 have shown that the total distortion from planarity can statistically be adequately described by using only the six lowest oop frequency modes, namely B 2u , B 1w , E g͑x͒ , E g͑y͒ , A 1w , and A 2u since they contribute the most to heme nonplanarity in that their displacements are larger than ip displacements so as to become statistically significant.
RESULTS AND DISCUSSION
Absorption and Raman spectra 
19
The low-temperature ͑T =10 K͒ spectra of horse heart and yeast cytochrome c are displayed in Fig. 2 . To illustrate our spectral analysis procedure, we refer to the absorption spectrum of hhc in the Q-band region at 20 K in Fig. 2͑a͒ . Visual inspection immediately reveals that it consists of a series of doublets: the lowest-frequency doublet is the Q 0 -band split into its Q 0x and Q 0y components, while the higher-frequency doublets are vibronic replicas. In order to analyze the spectrum quantitatively, we used a spectral decomposition procedure derived from the approach of Schweitzer-Stenner and Bigman:
where the Voigtians V i, ͑͒ are given by
with j,y = j,x + ⌬ j , j,x = 0,x + ⍀ j , and ⍀ 0 = 0, the latter representing the Q 0 position. According to the above notation, 0x is the peak wave number of the Q 0x band and ⌬ j is the x-y splitting of the jth vibronic replica. We used Voigtians rather than simple Lorentzians 23 to model the shape of the Q bands; this is necessary to take into account the presence of a Gaussian broadening of the bands, 
FIG. 2.
Q-and Q v -band absorption spectra of ͑a͒horse heart and ͑b͒ yeast ferrocytochrome c measured at 10 K. The Voigtian band result from a spectral decomposition described in the Results and Discussion section. The single-band profiles were not considered in the analysis.
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Levantino et al. J. Chem. Phys. 123, 054508 ͑2005͒ brought about by static heterogeneity ͑conformational disorder͒ and/or by coupling with a bath of low-frequency mode. 5, 6, 43 As evident from Eq. ͑12͒, parameters describing homogeneous and inhomogeneous broadening ͑i.e., ⌫ and ͒ have been assumed to be identical for the fundamental Q 0 band and for all the vibronic replicas: this assumption is necessary in order to avoid a large number of poorly defined parameters in the fitting procedure.
Wavenumbers of heme vibrations contributing to the Q v band were heuristically determined from the low-temperature absorption spectra, i.e., ⍀ 1 = 250 cm − In order to identify the corresponding heme vibrations, we invoke the relative intensities in the polarized resonance Raman spectra acquired with 568-, 531-, 521-and 442-nm excitations as shown in Fig. 3 ͑yeast͒. The three spectra taken with Q-Q v -band excitation have in common that they are dominated by bands from three A 2g modes, i.e., 44 For the assignment, one has to take into consideration that the corresponding wave numbers in the Q state are generally lower than in the ground state. 45 This particularly holds for A 2g -type modes. A comparison with the resonance excitation profiles reported for some of the above modes 19 led us to assign ⍀ 4 to 15 , ⍀ 6 to 22 , ⍀ 8 to 21 , and ⍀ 9 to 19 . The assignment of the weak bands at ⍀ 1 -⍀ 3 , ⍀ 5 , ⍀ 7 , and ⍀ 10 are less clear in that they are likely to be representative for more than a single vibration. Since their spectral parameters are rather uncertain, we did not consider these bands further in our simulations of the optical spectra. Our assignments suggest that the Q v band is predominantly governed by the strong Herzberg-Teller coupling of A 2g -type modes, in perfect agreement with the findings reported for metalporphyrins in solution. 28, 45 The spectra in the lowest panel of Fig. 4 ͑442 nm͒ predominantly feature Raman bands from A 1g -type modes-which at this wavelength gain intensity from Franck-Condon B state, as well as HerzbergTeller coupling. Modes appearing in this spectrum contribute to the vibronic sideband of the B band. 46 Table I lists all the splitting and relative intensity values obtained from the decomposition of the spectra in Fig. 2 . They reveal that the splitting values and, even more, that the absorption ratios R j = A Qy ͑j͒ / A Qx ͑j͒ of the identified doublets are not always identical. The doublet of the vibronic band at ⍀ 6 shows significantly less splitting and less asymmetry than the Q 0 doublet. While the splitting of ⍀ 4 is similar to that of Q 0 , the intensity ratios are remarkably different. This already demonstrates that a complete modeling of all splittings and intensity ratios cannot be accomplished solely based on electronic perturbations. If they were dominant, all band splittings and intensity ratios would be identical. Our analysis further reveals that both yeast cytochrome c Q 0 splitting and band asymmetry are significantly reduced compared with the respective values for horse heart, in agreement with findings reported by Manas et al. 3 This suggests that heme perturbations in both proteins are substantially different.
We start our analysis by considering the choice of the Table II .
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Vibronic perturbations in ferrocytochrome c spectra J. Chem. Phys. 123, 054508 ͑2005͒ electronic perturbation parameters. As shown above, the redistributions of Q x 0 and Q y 0 absorptions are solely related to electronic perturbation. As indicated by Eq. ͑5͒, this can only result from B 1g -or A 2g -type perturbations, since the matrix elements have opposite signs for R x Q and R y Q . B 2g -type coupling between Q and B is generally comparatively weak, as one can infer from the respective intensities of B 2g -type Raman modes in the Q-band spectra shown in Fig. 3 . In a first step, we estimate ␦ QB B 1g = ␦ Q x B x B 1g =−␦ Q y B y B 1g from the absorption ratio R 0 of the Q 0 band of horse heart cytochrome c ͑0.67, Table I͒ to 90 cm −1 . The corresponding splitting of ca. 60 cm −1 is nearly by a factor of 2 lower than the observed value. The total splitting of the band would correspond to an electronic coupling value of ca. 190 cm −1 . This in turn would yield a R 0 value of 0.43, significantly lower than the experimental value. This discrepancy could be eliminated by invoking an additional A 2g perturbation of 100 cm −1 . However, this is unlikely to be an appropriate approach, since a set of pure electronic perturbations is insufficient to reproduce the splitting and R j values of the vibronic sideband contributions. Vibronic perturbations therefore have to be invoked as contributing to the splitting of Q 0 , which would require a reduction of the considered electronic perturbations. Since it is practically impossible to discriminate between the influence of B 1g -or A 2g -type perturbations, we confine ourselves to ␦ QB B 1g . This is justified because perturbations, which are, for instance, caused by axial ligands 9 and nonuniform electric fields, have a strong B 1g component. 3 In a second step we invoke the vibronic approach ͓Eqs. ͑7͒-͑10͔͒ to reproduce all absorption ratios and splittings observed for horse heart cytochrome c. 45 This allows a rather satisfactory reproduction of all splittings and absorption values of the horse heart ferrocytochrome c spectrum. Table I compares the modeled and experimental parameters. Figure 4 shows the Q-band absorption spectra computed with the obtained parameters. To this end we used Gaussian profiles so that the band profiles are somewhat different from the Voigtian profiles used for the decomposition of the experimental spectra.
We would like to emphasize that it is not the goal of this study to obtain accurate values for all coupling parameters. This is quite impossible because we have restricted the number of vibronic parameters for practical purposes. Instead, this study is mainly aimed in exploring the meaning of electronic and vibronic perturbations for the analysis of the absorption spectra of heme proteins. Indeed, this modeling provides compelling evidence for the leading hypothesis of this study, namely, that vibronic perturbations contribute significantly to the splitting of the Q 0 band and to the splittings as well as to the band asymmetries of the respective vibronic bands. A comparison with the vibronic coupling parameters for 19 and 21 reported by Schweitzer-Stenner et al. 19 and Bobinger et al. 18 reveal a rather good agreement at least for the leading c QB A 2g‫ץ‬ parameters, 300 cm −1 ͑360 cm −1 ͒ for 19 and 262 cm −1 ͑312 cm −1 ͒ for 21 . Our analysis and our mode assignment suggest that 22 should be the most intense of the Raman lines arising from antisymmetric modes, in very good agreement with the resonance Raman spectrum acquired with 529-nm excitation.
We repeated the same analysis for yeast cytochrome c. The parameter values are listed in Table II and the computed spectrum is shown in Fig. 4 . A comparison of the parameters reveals that the vibronic coupling parameters assignable to B 1g perturbations are not overwhelmingly different. Only the c QB B 2g value of the 22 mode seems to be significantly lower for hhc than for yc. The situation is somewhat different for the c QQ A 1g parameters of A 2g modes which are systematically lower for horse heart. Since this parameter is most likely associated with ruffling and saddling, 47 the result indicates that yeast is more nonplanar than horse heart with respect to these types of distortions. This is in good agreement with the results of the NSD analyses of the respective heme groups obtained from our molecular-dynamics simulation of hhc and yc in that they yield a larger oop total distortion for the yeast heme ͑cf. Table III, 1.48 Å for yc and 0.79 Å for hhc͒ and substantial ruffling and saddling deformations ͑1.31 and 0.59 Å for yc and 0.25 and 0.71 Å for hhc, respectively͒. This issue will be addressed in more detail below. In this context we have to emphasize that differences in c QQ A 1g account for changes of R j values rather than of the band splitting. Therefore we arrive at the conclusion that the different band splittings observed TABLE I. Experimental and simulated spectral parameters of the Q-and Q v -band regions of horse heart and yeast cytochrome c. The experimental parameters were obtained from the spectra in Fig. 2 and c QQ A 1g ͒. For the sake of the discussion of our results, we decompose the perturbing potential into two contributions:
where V E ⌫ is the potential created by the internal electric field at the heme atoms and V def ⌫ accounts for the direct covalent and noncovalent interactions between the heme macrocycle and protein sidechain and backbone atoms. The latter can be expected to induce deformations of the heme in the ground state, so that its contribution can be approximated by a Taylor expansion of the electronic heme Hamiltonian with respect to the static normal coordinate deformations ͑SNCDs͒ as introduced by Shelnutt and co-workers: 20, 21 
where ␦q i ⌫ i and ␦q j ⌫ j denote the amplitude of the SNCDs along the ith and jth normal coordinates exhibiting the symmetries ⌫ I and ⌫ j under D 4h .
We now compare the above obtained difference between the ␦ QB B 1g values of yc and hhc with the electrostatic calculations performed by Manas et al. 3 They calculated the perturbation term resulting from the quadrupole term of a Hamiltonian describing the electrostatic potential probed by the heme electrons. It reads as
where e and s denote electronic states and r i and r j the Cartesian coordinates of electrons ͑i , j = x , y , z͒. Apparently, this term is generated by the gradient of the electric field, i.e., its deviation from uniformity. From this Hamiltonian, one can derive matrix elements of the operator x 2 -y 2 , which transforms like B 1g so that they can couple excited Q and B states. The authors confined themselves to intrastate QQ coupling and obtained a term:
They showed that, for the same quadrupole coupling, yc exhibits a substantially lower splitting than hhc, owing to the fact that the difference ‫ץ‬E x / ‫ץ‬x − ‫ץ‬E y / ‫ץ‬E y is much smaller in the former, as shown earlier by Laberge et al. 5 Moreover, the authors showed by ZINDO-S calculations that the coupling term for xy is much smaller, justifying our neglect of B 2g perturbations. For a direct quantitative comparison of these calculations with the electronic perturbation values obtained in this study we have to consider that Manas et al. 3 solely calculated an intrastate coupling matrix element, whereas our approach is based on interstate coupling ͗Q x,y ͉V B 1g ͉B x,y ͘. In the framework of the four-orbital model, intrastate coupling is induced by unmixing of the 50:50 state, 9 i.e., 
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Vibronic perturbations in ferrocytochrome c spectra J. Chem. Phys. 123, 054508 ͑2005͒ ent of the electric field at the heme. This is in line with our earlier prediction that a nonuniform rather than a uniform field causes the splitting. Manas et al. also calculated the splitting attributable to a heme with symmetric deformations. These deformations are likely to result from the second potential term in Eq. ͑13͒. Their ZINDO/S calculation was, however, performed on the structures of oxidized hhc ͑Ref. 22͒ and ferrous yc. 32 While this calculation reproduced the Q-band splitting of hhc quite well, it totally overestimated it for yc. We do not believe that these calculations are useful for understanding the observed splittings as semiempirical calculations are not particularly suited for obtaining absolute values for energy eigenvalues. Second, electronic perturbations associated with heme deformations are unlikely to be strong, because the largest deformations are related to the normal coordinates of the modes of lowest frequency, for which the vibronic coupling is generally weak, as demonstrated by the Q-band Raman spectra in Fig. 3 . We therefore conclude that the electronic perturbations result predominantly from the above discussed electricfield inhomogeneity. It should be reiterated, however, that it accounts only for a part of the obtained Q-band splitting, whereas it is the sole reason for the asymmetry of the split Q 0 band. To further explore the deformations of the heme in both cytochromes we fitted the polarized spectra acquired with 568-and 442-nm excitations to a combination of Voigtian bands as described earlier. 30 We then devided the thus obtained fits for the x and y components and obtained the depolarization ratio spectra shown in Figs. 5 ͑hhc͒ and 6 ͑yc͒. Interestingly, the depolarization of the B 1g bands 10 , 11 , and 13 is systematically larger in the yeast spectrum and exceeds the D 4h value of 0.75. On the contrary, the depolarization ratio of the B 2g band 30 is slightly lower in the yeast spectrum. This observation suggests that the heme group of yeast is subject to a larger B 2g perturbation. That seems to be surprising in view of our neglect of this symmetry for electronic perturbations. However, we have to realize again the difference between electronic and vibronic coupling. In the case of B 1g modes a B 2g perturbation gives rise to an A 2g coupling via ͗Q x,y ͉‫ץ‬V B 2g / ‫ץ‬q i B 1g ͉B y,x ͘, which dominates the scattering at excitation wavelengths between Q 0 and the respective Q v resonance positions, owing to constructive interference ef- fects, whereas contributions from other symmetries are greatly reduced due to destructive interferences. 48 Thus, even minor vibronic contributions induced by B 2g perturbations can be detected. These perturbations are likely to arise from direct heme-protein interactions ͓second term in Eq. ͑13͔͒ since the respective component of the electrostatic perturbation is weak. 3 The thus induced SNCDs can be expected to induce vibronic perturbations associated with high-frequency modes rather than electronic perturbations, because the corresponding operator reads as 23 and it is most likely the more appropriate choice in view of the significant ruffling ͑B 1u ͒ and saddling ͑B 2u ͒ deformations in cytochrome c. Thus, our Raman depolarization ratios point to a higher degree of nonplanarity in yc, in agreement with what we have inferred above from the absorption spectra and the NSD calculations. The respective depolarization spectra obtained from the 442-nm spectra do not show significant differences between the depolarization properties of the most prominent bands. Differences below 1300 cm −1 are not statistically significant because the corresponding Raman lines are too weak so that uncertainties of the base line render a determination of the depolarization ratio values difficult. In the B-band region polarization ratios are mostly sensitive to B 1g rather than to B 2g and A 2g ͑or B 1u and B 2u ͒ perturbations. 49 Hence, the 442 -nm data do not contradict those observed with 568-nm excitation. They rather show that for both cytochromes investigated vibronic contributions resulting from B 1g perturbations are very similar. That indicates that ground-state B 1g deformations are also similar. This would imply that they do not predominantly result from the electric-field gradient which causes the splitting of the Q band. Indeed, it is known that, in particular, axial ligands can induce this type of deformation. 9 Taken together the combined absorption data and NSD calculations show ͑a͒ that the splitting and band asymmetries in the Q-band absorption spectra of hhc and yc result from a combination of electronic and vibronic perturbations and ͑b͒ that yc is likely to show larger ruffling and saddling heme deformations as well as larger B 2g deformations which predominantly involve a triclinic deformation of the pyrrole rings. 50 The electronic perturbation derived from the Q 0 band results most likely from the inhomogeneity of the electric field at the heme group.
‫ץ‬H
It should be noted in this context that the heme deformations obtained from our molecular-dynamics ͑MD͒ simulations are somewhat different from those obtained from the x-ray structures of hhc and yc. 31, 32 This is not surprising, as x-ray structures do not reflect the dynamics of the system, whereas the simulations do. Simulated models are also solvated and allowed to fluctuate as they equilibrate, thus we would expect the simulated model to be more representative of biological reality. This is conformed by the qualitative agreement found between our spectroscopic data and the modeling results. It should be noted, however, that the strong ruffling deformation occurring in the x-ray structure cytochrome c hemes 17 is conserved in the simulated models. In this context, a comment on earlier results of hole burning experiments on cytochrome c with zinc-containing heme groups is appropriate. Laberge et al. identified a Q-band splitting for hhc, which the authors interpreted as resulting from different substates rather than from electronic and vibronic splitting. It is not clear whether or not this interpretation is correct because similar studies arrived at other conclusions. 4, 51 Irrespective of this uncertainty, however, one has to keep in mind that, e.g., the Q-band absorption spectra of Zn-and Fe-containing cytochromes are rather different. As a matter of fact, the Q band of Zn hhc appears as a triplet with two bands of comparable intensity and a sideband on the high-energy side. 5 Thus, it is not unlikely that the Q band reflects both intrinsic band splitting and conformational heterogeneity. In fact, such an interpretation would be in perfect agreement with the results of the corresponding Stark-effect measurements. 
