We analyse a system of partial differential equations describing the behaviour of an elastic plate with periodic moduli in the two planar directions. We assume that the displacement gradients of the points of the plate are small enough for the equations of linearised elasticity to be a suitable approximation of the material response, such as the case in e.g. acoustic wave propagation. Following the application of an appropriate version of the Floquet transform, we analyse the operator-norm resolvent behaviour of the operators in the fibres of the resulting direct integral, as the period and the plate thickness go to zero simultaneously at the same rate. We show that the "norm-resolvent asymptotics" in different fibres vary non-trivially with the quasimomentum, with which they are parametrised. In the long-wave case, i.e. for small values of the quasimomentum, the leading order in the operator asymptotics is found in each of the two "asymptotically invariant subspaces", which correspond to specific types of wave in an infinite plate.
Introduction
This work is a contribution to the analysis of the asymptotic behaviour of partial differential equations (PDE) with periodic coefficients, of the form
where D is a suitably defined operator of differentiation, X is the normed space of square-integrable functions u on a domain Π ε ⊂ R 3 with finite energy norm Du L 2 (Π ε ) , and X * is the space of bounded linear functionals on X. Problems of the form (1) have served, since the early days of the mathematical theory of homogenisation, as the first step in understanding the macroscopic behaviour of multiscale media, see e.g. [1] . This has been motivated by the relatively straightforward structure of the basic functions in perturbation series with respect the parameter representing the ratio between the micro-and macroscale wavelengths in the problem, as well as by the availability of multiscale compactness statements for solution sequences, with their limits usually having the form of the mentioned basic functions. A typical asymptotic series used in the related analysis has the form u ε ∼ u 0 x, x ε + u 1 x, x ε + u 2 x, x ε + . . . . ε → 0, u j = O(ε j ), j = 1, 2, . . . ,
where the functions u 0 , u 1 , u 2 , . . . , are periodic with respect to their second argument, with the same period as the coefficients in the original PDE (1) . The series (2) proves to be an effective tool for estimating the convergence error for solutions to ε-dependent families (1) with a fixed set of data, such as the density of the applied forces (represented by the right-hand side f ), when assuming a periodic dependence on ε of the terms u j , j = 0, 1, 2, . . . , in (2) suffices for purposes of the analysis. However, the constants in the convergence estimates obtained in such analysis blow up for sequences of data with bounded L 2 -norm, and therefore they cannot be used to control the behaviour of the spectra or eigenspaces of the corresponding operators. In order to gain error bounds that are uniform with respect to the data (and hence obtain a sharp quantitative description of the asymptotic behaviour of the spectrum), one can replace the series (2) by a family of power-series expansions parametrised by the "quasimomentum" θ, which represents variations over intermediate scales, with wavelengths of several periods, see [3] , [5] . The corresponding asymptotic procedure can be viewed as a combination of the classical perturbation theory with "matched asymptotics" on the domain of the quasimomentum. In this approach, the control of the resolvent in the sense of the operator norm is obtained by means of a careful analysis of the remainder estimates for the power series, taking advantage of the related Poincaré-type inequalities (or Korn-type inequalities for vector problems) that bound the L 2 -norm of the solution by its energy norm. Importantly, in order to provide the required uniform estimates, such inequalities must reflect the fact that the lowest eigenvalue of the fibre operator converges to zero as |θ| → 0, and hence the L 2 -norm of the corresponding eigenfunction with unit energy blows up near one of the edges of each spectral band of the direct fibre integral.
In the present work we tackle a problem where the above kind of uniform estimates need to be controlled with respect to an additional length-scale parameter, which represents one of the overall dimensions of the medium, namely the thickness of a thin plate. The presence of a small parameter of this kind introduces geometric anisotropy into the problem, which requires simultaneous error analysis of in-plane and outof-plane components of the solution field. This leads to the presence of non-trivial invariant subspaces in the asymptotically equivalent problem obtained in the course of the analysis, yielding an asymptotic decomposition of the spectrum of the original problem into several distinct components. There are two such components in the case of a plate: they are responsible for different modes of wave propagation, for plate sizes where the notion of wave propagation (rather than vibration) is meaningful. The information about the values of the quasimomentum for which such propagating modes can be found allows one to draw conclusions about the corresponding wavelengths, and the asymptotics for the corresponding density of states function allows one to evaluate the energy contribution of the associated propagating modes to an arbitrary wave-packet.
In order to be able to implement the above ideas, we consider an infinite plate, which we view as a model of a plate of finite size when the ratio between the plate thickness and all of its in-plane dimensions is small. While our approach leads to new qualitative and quantitative results already in the case of homogeneous plates, we consider plates whose material constants are periodic in the planar directions, so that the analysis can also be interpreted as simultaneous dimension reduction and homogenisation. From the perspective of dimension reduction, the estimates we obtain complement and strengthen the results on asymptotic twodimensional linear plate models obtained in the 1990s, through the work of Ciarlet and his collaborators, see [2] and references therein. In the approach described in [2] , where the displacements are set to vanish on part of the boundary of the plate, error estimates are derived for an equilibrium problem, for a given density of applied body forces. Our convergence estimates are of the operator-norm type, i.e. the rate of convergence is proportional to the norm of the function representing the applied forces. In particular, they imply the Hausdorff convergence of the spectra of the thin-plate problems to the spectrum of the limit two-dimensional model, as well as the uniform convergence of the spectral projections on bounded intervals of the real line.
In the present paper we focus on the most challenging case when the period ε of the composite structure is of the same order as the plate thickness h. The analysis of the operator-norm resolvent convergence in other asymptotic regimes, when the two passages to the limit as ε → 0 and h → 0 are carried out sequentially, is outside the scope of our work, although the two-scale limit in the strong resolvent sense, cf. (2), is likely to involve either homogenisation of the order-four Kirchhoff-Love plate equations in the case when h ≪ ε or the thin-plate limit of a homogeneous plate when h ≪ ε. We conjecture that these also give the corresponding operator-norm resolvent asymptotics.
We conclude this section by listing some notation we use throughout the paper. We denote by · the standard Euclidean inner product in C 3 and by : the following inner product in the space of (3 × 3)-matrices with C-valued entries:
We denote by L 2 (X, Y ), H 1 (X, Y ) the Lebesgue and Sobolev spaces of functions defined on X and taking values in Y and use a similar notation C ∞ 0 (X, Y ) for the set of infinitely smooth functions with compact support in X. We also often denote by C constants in various estimates, whenever the precise value of the constant is unimportant. We assume summation over the set {1, 2, 3} for repeated Latin indices and over the set {1, 2} for repeated Greek indices. We always treat vectors as columns, so that (x 1 , x 2 ) ⊤ and (x 1 , x 2 , x 3 )
⊤ stand for the vectors with components x 1 , x 2 and x 1 , x 2 , x 3 , respectively. Finally, for χ ∈ [−π, π) 2 , the quasiperiodic exponential function exp(iχ · y), y ∈ [0, 1) 2 , is denoted by e χ . It is often treated as a function of (y, x 3 ) ∈ [0, 1) 2 × (−1/2, 1/2), constant with respect to the variable x 3 .
Problem formulation
For all h > 0 we denote
, we study the behaviour of the following family for resolvent problems as ε → 0, h → 0 :
where for a vector function V = (V 1 , V 2 , V 3 ) we denote by sym∇V its symmetric gradient:
Although we do not assume the dependence of the elasticity tensor on x 3 variable, our analysis is valid when the components of the elasticity tensor are even functions in the x 3 variable. We denote the Cartesian
3 ) and rescale the "transverse" component:
We rewrite (3) on the scaled domain of thickness one, as follows:
where Π := R 2 × I, I := (−1/2, 1/2), is the result of the above scaling of Π h , and sym∇ h is the corresponding rescaling of sym∇ :
In what follows we consider a family of problems obtained by applying a unitary transform to functions in L 2 (Π, C 3 ), so that for each ε, h the problem (4) is replaced by an equivalent family of problems on
The relevant transform is obtained as a composition of the unitary scaling y j = x j /ε, j = 1, 2, and a unitary mapping between the spaces
. We use two versions of the latter mapping, which are unitarily equivalent to each other: applied to continuous functions in L 2 (Π, C 3 ), one of them ("Gelfand transform", see [6] ) yields Q-periodic functions, while the other ("Floquet transform") yields χ-quasiperiodic functions on Q, i.e. products of Q-periodic functions and the exponent exp(iχ · y), y ∈ Q.
We define the Gelfand transform, for each ε > 0, on continuous functions with compact support by the following formula, which we adapt to the present context of a plate-like domain:
Multiplying the above expression by the exponent e χ (y) = exp(iχ · y), y ∈ Q, we obtain the composition of the scaling transform and Floquet transform of u :
Each of the two mappings G ε , F ε is extended to a unitary transform on L 2 (Π, C 3 ) : we refer the reader to [3] and [4] for details of the related argument in the full three-dimensional context, which is easily adapted to the plate setting we consider here.
Proceeding with our strategy, we apply the transform G ε , to (4) and arrive at a family of problems on the "unit cell" Q := Q r × I, Q r := (0, 1) 2 , parametrised by h, ε and χ ∈ Q ′ :
where
denotes the closure of smooth functions Q r -periodic in y 1 , y 2 in the norm of H 1 (Q, C 3 ). In (5) we continue using the notation f, u, ϕ for the density of applied forces, unknown function and test function. We also denote (sym∇)
, where for all ε, h, χ we define e ε,h,χ
In the present work we analyse the asymptotic regime h ∼ ε, i.e. the case when the quantity h/ε is bounded above and below by positive constants. Henceforth, without loss of generality, we assume that h = ε. Under this assumption the equation (5) 
In each of the two invariant subspaces for the operator generated by the form on the left-hand side of (7), we modify the equation (7) with an appropriate scaling with respect to the quasimomentum χ, see Section 3.2.
Remark 2.1. Although we assume that the elasticity tensor only depends on y, a dependence on the x 3 variable can be included without changes to the analysis, provided the components are even functions with respect to this variable.
3 Auxiliary results 3.1 Korn-type inequality and the structure of the limit field
For χ ∈ Q ′ , we define the space H 1 χ (Q, C 3 ) as the closure in H 1 (Q, C 3 ) of the set of smooth functions u that are χ-quasiperiodic with respect to y 1 , y 2 , i.e.
where δ ij is the Kronecker delta. We prove the following Korn-type inequalities.
Lemma 3.1. There exists a constant C > 0 such that for all χ ∈ Q ′ and u = (
, there are a, b, c 1 , c 2 , c 3 ∈ C such that:
Proof. The estimates (8)- (10) are obtained by using Korn's inequality, as follows. The standard "Second" Korn inequality, see e.g. [8] , gives
Recall also that the following inequality is valid for quasiperiodic functions on Q r :
where C is independent of the quasimomentum χ, see e.g. [8] . Noting that
and applying (19) to the vector
which in combination with (15)- (17) yields (8)- (10). Notice that the same argument proves that the estimates (8)- (14) hold with a, b as defined above as long as they hold with
The estimates (11)- (14) are derived by invoking the quasiperodicity in the directions y 1 , y 2 , as follows. Notice first that from (8)-(10), using the trace inequality and the fact that u is χ-quasiperodic, we infer
Furthermore, there exist constants C 1 , C 2 > 0 such that
The estimates (11)-(14) are now obtained as a direct consequence of (20)-(25).
Taking into account (12), we infer that (13) and (14) are equivalent to the estimates
In particular, from (8)- (10), (27) we obtain
where c j , j = 1, 2, 3, satisfy (12)- (14). In what follows, for u ∈ H 1 χ (Q) we denote by c(u) the vector function
Notice that there exists C > 0 such that
(the operator is, actually, defined through bilinear form), then from the estimates (28)-(32) and by examining the Rayleigh quotient we have that smallest eigenvalue of the operator A ε χ is of order |χ| 4 . Next two eigenvalues are of order |χ| 2 and then all eigenvalues are of order at least 1.
Elliptic estimates
In Section 5 we make use of estimates for solutions of elliptic problems on the unit cell Q. We apply them at each step of the asymptotic procedure, when we analyse the successive terms of the asymptotic expansion.
In our approach we are guided by these estimates rather than by the standard idea of gathering together terms with equal powers of ε.
Motivated by the estimates (28)- (29), we introduce the space (cf. (30))
and consider the following problem for
which for χ = 0 has a unique solution. We prove the following energy estimates for such solutions, uniform with respect to the quasimomentum χ. We denote by
where in each of the two cases u solves (34).
Proof. 1) We infer from (28)- (29) that for the solution u of (34) there exists c = c(u) ∈ C 3 such that
We conclude the estimate by taking v = u in (34) and combining (8)- (10), (11)-(12) via triangle inequality.
2) Using the fact that
and an argument similar to the above yields (36).
The above lemma suggests a geometric structure behind the asymptotic behaviour of the solutions to (34). Namely, in accordance with the representation (33) and the estimates (36), we split L 2 (Q, C 3 ) into an orthogonal sum of two subspaces: the one consisting of vector functions whose first two components are odd and the third component is even in x 3 , and its orthogonal complement (whose elements have the first two components even and the third component odd in x 3 ). Note that each of these two orthogonal subspaces (under the assumption of planar symmetries of the elasticity tensor, see (37) below) is invariant with respect to the operator generated by the sesquilinear form in the left-hand side of (34). The estimates (36) suggest that the action on the operator in the first and second invariant subspaces should be scaled with |χ| −4 and |χ| −2 , respectively. Furthermore, in view of (33), we anticipate that the limit asymptotics for the first case has the form (c 1 , c 2 , 0)
⊤ and for the second c 3 (−iχ 1 x 3 , −iχ 1 x 3 , 1) ⊤ , where the constants c 1 , c 2 and c 3 are to be sought from a "homogenised" problem. We will first analyse the case when the elasticity tensor possesses the planar symmetries (37) and then the general case.
A priori estimates
In this section we derive estimates for the solutions of the original family (5), which provide an informed guess about the asymptotic behaviour of the problems (34) as ε → 0, for each of the two invariant subspaces discussed at the end of the previous section. The results of this section are not used in the proof of the error estimates, which we carry out in Section 5. However, they are significant in that they give us an idea of what we should look for in the asymptotic approximation.
Planar-symmetric elasticity tensor
As we discuss above, we shall represent the space L 2 (Q, C 3 ) as a sum of two orthogonal subspaces, each invariant with respect to the operator defined by the form on the left-hand side of (34). In order to ensure that these subspaces are invariant, we impose an additional assumption of material symmetries:
In what follows we set ε = h. We assume that the indices i and α take values in the sets {1, 2, 3} and {1, 2}, respectively, and in all formulae use the summation convention for repeated indices.
First invariant subspace
In the first subspace we scale the operator with |χ| −4 and the horizontal forces with |χ| −1 , so the equation (7) is replaced with
Here, as discussed at the end of Section 3.2, we assume that f α , α = 1, 2, are odd in the x 3 variable, while f 3 is even. As a consequence of the material symmetries (37), we have
Furthermore, the estimates (11)- (12), (28)- (29) imply that
Setting ϕ = u in (38) and applying (40) to the right-hand side of the resulting equation, we obtain
Going back to (40), we thus infer that
Notice that, as a consequence of symmetry properties (39) and (28)- (29), there exist c 1 , c 2 , c 3 ∈ C such that
i.e. we expect that the solution to the limit equation approximates u α , α = 1, 2, and u 3 with errors of order O(|χ| 2 ) and O(|χ|), respectively. In Section 5 we demonstrate that this is indeed so, see (82).
Second invariant subspace
In the second subspace we scale the operator with |χ| −2 and do not scale the forces, so the equation (7) is thus replaced with
where we assume that f α , α = 1, 2, are even in the x 3 variable, while f 3 is odd. As a consequence of the material symmetries (37), we have
Furthermore, (11)- (12), (28)- (29), and (43) imply the estimates (cf. (40))
As before, setting ϕ = u in (38) and applying (44) to the right-hand side of the resulting equation, we obtain
Going back to (44), we infer that
For the second invariant subspace, we will show that the limit equation approximates the displacement u with precision O(|χ|), see (93). Notice also that we can assume that f 3 = 0, since if we take f α = 0 in the equation (42) we obtain the following bounds from (44):
General elasticity tensor
In the case without the assumption (37), we consider two asymptotic procedures separately. The first one corresponds to the problem
In the same way as in Section 4.1.1, we obtain the existence of c 1 , c 2 , c 3 ∈ C such that
The second procedure corresponds to the problem
In the same way as in Section 4.1.2 we obtain that there exist c 1 , c 2 , c 3 ∈ C such that
Remark 4.1. The existence of two different scalings affects the statements concerning norm-resolvent approximation in Section 6. With the first scaling we approximate the eigenvalue of order |χ| 4 . The appropriate eigenfunction has in-plane components of order |χ| and vertical component of order one, thus in the approximation we have one more |χ| in the order of precision for the first two components, cf. (47)-(48). With the second scaling we approximate two eigenvalues of order |χ| 2 . The appropriate eigenfunctions are of order one and we approximate them with precision of order |χ|, cf. (50)-(51).
Solution asymptotics: recurrence relations and error estimates
In the asymptotic procedure we will use the operator X defined as the operator of matrix multiplication
It is easy to see that
by combining the estimates
We also define, for m 1 , m 2 , m 3 ∈ C,
Notice the identity
which will prove useful in what is to follow. Furthermore, for m, d ∈ C 3 , we define
Notice that
and in the case of the planar symmetries (37) we have
m solve
so that, by a symmetry argument, we have, for all m ∈ C 3 , x 3 ∈ I,
where the top and bottom signs in "∓" and "±" are taken for j = 1 and j = 2, respectively. Therefore,
In what follows, we are interested in the regions where |χ| ≪ 1.
Planar-symmetric elasticity tensor

First invariant subspace
Asymptotic equation. Here assume that f α , α = 1, 2, are odd in the x 3 variable, while f 3 is even. An approximating problem in the first invariant subspace has the form
so that the following estimate holds:
We will assume the solution of the form (−iχ 1 x 3 m 3 , −iχ 2 x 3 m 3 , m 3 ) ⊤ . In order to obtain the correct estimate we will need to update the constants m 3 .
Approximation error estimates in the first invariant subspace. Step 1. We define
so that, by the standard Poincaré inequality combined with (19), we have the bound
In addition, following the symmetry properties 1 hold:
Next, we define u
1 These properties hold for all terms in the asymptotics series, see e.g. (63).
In view of the symmetry properties (60), the problem (61) has a unique solution. Indeed, it follows from (60) that the right-hand side vanishes when tested with vectors (D 1 , D 2 , 0) ⊤ . To check it also vanishes when tested with vectors (0, 0, D 3 ) ⊤ , we use the fact that for
By virtue of (59), (57), the solution to (61) satisfies the estimate
Furthermore, using the assumption on the forces and the properties (60) we obtain
Next, we seek u
3 )
The right-hand side yields zero when tested with vectors (D 1 , D 2 , 0) ⊤ . To ensure it also vanishes when tested with vectors (0, 0,
where we use (56), (61). Similarly to the above argument for u 2 , u
3 , the following estimate is satisfied for the solution of (64):
Step 2. We proceed by updating the leading-order term (−χ 1 x 3 m 3 , −iχ 2 x 3 m 3 , m 3 ) ⊤ . To this end, we define the "correction" m
3 to the value m 3 as the solution to the problem
3 , m
3
= −ˆQ A sym ∇u
We have the estimate m
Following this correction, we repeat the procedure and define u (2)
3 ) ,ˆQ u
so that u
3 ) (70)
3 ) + |χ|
In the same way as above, we conclude that the system has a unique solution and that one has
Finally, we define
3 ) ⊤ ,ˆQ u ⊤ , we use the same reasoning as above. Namely, for
where we use (66), (70). Thus, the problem (72) has a unique solution, and
Step 3. We proceed by updating with (−χ 1 x 3 m
3 ) ⊤ .
Following this correction, we repeat the procedure and define u
3 ∈ H 1 # (Q, C 3 ) as the solution of
The right-hand side yields zero when tested with vectors D = (D 1 , D 2 , 0) ⊤ , by the symmetry properties. To see that it yields zero when tested with vectors (0, 0,
⊤ , we use the same reasoning as above. Namely, for
: sym ∇ψ
where we have used (74), (77). Thus the system (79) has a unique solution and we have
Step 4. To conclude the proof, we define te approximate solution
The error z := (u 1 , u 2 , u 3 ) − U satisfies
where also
It is easy to see that, since |χ| ≪ 1, one has
for some 0 < c 1 < 1, and thus one has
Testing the equation (5.1.1) with z yields
. Finally, as a consequence of (60), (62), (67), (69), (71), (73), (75), (76), (78), (80), we obtain
where m 3 ∈ C solves (56), m
3 ∈ C solves (66), and u 2 solves (58). Remark 5.1. Denote by m 3 ∈ C the solution to the identity
Setting d 3 = m 3 − m 3 in (56) and (83), subtracting one from the other, and using (57), we obtain
This implies that the first two estimates in (82) are valid with m 3 replaced by m 3 . In the same way we can replace m
3 in (66) with m
3 that satisfies
making an error of order at most |χ| 2 . In particular, this does not affect any of the four estimates in (82).
Second invariant subspace
Asymptotic equation. Here assume that f α , α = 1, 2, are even in the x 3 variable, while f 3 is odd. An approximating problem then takes the form
and the following estimate is satisfied with C > 0 :
Approximation error estimates in the second invariant subspace.
Step 1. First, we define
As in the case of u 2 for the first invariant subspace, we infer from (86) that
Notice that u 1 satisfies the symmetry properties
It follows from (85) that the right-hand side of (89) ⊤ , by the same argument as before, i.e. as a consequence of the symmetry properties of u 1 and f. We also have the estimate
Step 2. Next, we update (m 1 , m 2 ) with (m
1 , m
2 ), defined as the solution to
2
The following estimate is satisfied as a consequence of (88), (90)
Next, we define
2 ),ˆQ u
2 = 0, and, as a consequence of (92), we have
Furthermore, we define
2 )
The right-hand side yields zero when tested with vectors D = (0, 0, D 3 ) ⊤ , by the symmetry properties. To see that it yields zero when tested with vectors (D 1 , D 2 , 0) ⊤ , we use the followinĝ
2 ) :
Finally, we have the estimate
Step 3. Define the approximate solution
which clearly satisfies
It follows that the error z := (u 1 , u 2 , u 3 ) − U satisfies
and hence, in the same way as before, we obtain
It follows that 
In the same way as in Remark 5.1, it can be shown that (94) is equivalent to the identity
in the sense that it does not affect any of the four inequalities (102). Using (55), we easily obtain the estimates
Remark 5.2. In Section 6 we will not use the fact that we can scale horizontal forces differently.
Approximation error estimates for the first scaling.
Step 1. In order to determine the "corrector" term u 2 , we solve
so that, due to (96), the estimate
holds. Next, we define u 
Notice that, due to (94), (97), the right-hand side in the definition of u
3 vanishes when tested with constant vectors (D 1 , D 2 , D 3 ) ⊤ , where we again use the fact that for (98), (96), we also have the estimate
Step 2. We update m ∈ C 3 with m (1) ∈ C 3 such that
2 − iχ 2 x 3 m
Furthermore, we define u
2 ) − ix 3 Υ(χ, m
3 = 0, so that, in particular, the following bound holds:
Next we define u
(101) In the similar way as before we see that the right-hand side of (101) is zero when tested with constant vectors in view of the identity (54). Thus (101) has a unique solution, and
Step 3. We again update m ∈ C 3 with m (2) ∈ C 3 such that
and, in particular, the following estimates hold:
4 = 0, and, particular,
as well as u
2 + u
and hence u
Step 4. We update m ∈ C 3 with m (3) ∈ C 3 in the same way as above by defining u
Step 5. In the same way as in Section 5.1, it follows that
Second scaling
Asymptotic equation. An approximating problem for (49) has the form
and the following estimate holds:
Setting
in (103), we obtain
In the same way as in Remark 5.1 it can be shown that this equation is equivalent to
Approximation error estimates for the second scaling.
Step 1. We define
and infer from (104) that
(108) It follows from (103) and (107) that the right-hand side of (108) valishes when tested with constant vectors, and
Step 2. We update m ∈ C 3 with m (1) ∈ C 3 , which we define to satisfy
Recalling (105), we obtain the estimates
where for the second inequality we set
2 = 0, and, in particular, the estimate
It is easy to see that the right-hand side of (110) vanishes when tested with constant vectors as a consequence of (103), (108) and (109). Thus (110) has a unique solution, and
Step 3. In the same way as in Section 5.1 we conclude u α − m α e χ H 1 (Q,C 3 ) ≤ C|χ|| f L 2 (Q,C 3 ) , α = 1, 2, 
Remark 5.3. The procedure we gave allows us to continue asymptotics up to any precision (depending on |χ|). This would mean that we can approximate part of the spectrum up to any prescribed precision However it seems that these calculations are enough to obtain optimal estimates in the norm resolvent sense in the case of second invariant subspace (see the next chapter).
Norm-resolvent estimates
Here we shall interpret the approximation error estimates we have obtained above in terms the original family of elasticity operators in L 2 (Π ε ), Π ε = R 2 × (−ε/2, ε/2), given by the differential expressions
We shall discuss separately the cases of planar-symmetric and general elasticity tensors.
In what follows, we denote by L the following symmetric tensor acting on R 2×2 × R 2×2 : 
Finally, we define the operators P j : L 2 (R 2 × I, R 3 ), j = 1, 2, 3, as projections on j-th coordinate and S α , S α , S : L 2 (R 2 × I) → L 2 (R 2 ), α = 1, 2, as the operators projecting fibrewise:
6.1 Case of planar-symmetric elasticity tensor
First invariant subspace
For γ ≥ δ ≥ 0, γ > 0, we consider the operators
Notice that the largest eigenvalue of the χ-parametrised fibres of the operator (ε −γ A ε + I) −1 , as a function of χ and ε, has order max ε −γ |χ| 4 , 1 −1 and all other eigenvalues are of order ε γ . In the approximation where Q eigenvalues of order ε γ . This neglecting means that we have the error of at least ε γ .We use two scalings in the following way. First scaling we use to obtain the resolvent estimate in the eigenspace determined by the eigenvalue of the order |χ| 4 and the second one to obtain the estimate in the eigenspace that has eigenvalues of order |χ| 2 . The operator |χ| −4 A ε χ has one eigenvalue of order one, the others of order greater than |χ| −2 . The operator |χ| −2 A ε χ has one eigenvalue of order |χ| 2 , two of order one and the others of order |χ| −2 . This allows to separate the estimates (since we can separate curves in complex plane that contain these two eigenspaces) on the subspaces given by the eigenvalue of order |χ| 4 and of order |χ| 2 . The total error is then maximum of these two errors. In conclusion we can write that there exists C > 0 such that (see Remark 5.2)
≤ C max{ε γ/2 , ε 3γ/4−1 } f L 2 (R 2 ×I,R 3 ) , α = 1, 2,
As before we define corrector K 1 that acts fibrewise as
where Q 1 is the solution operator of (97). We have the estimates: ≤ C max{ε γ/4 , ε γ/2−1 } f L 2 (R 2 ×I,R 3 ) .
Using the expressions (95), (97), (99), (100), (106), (107), (108), (109) we can define the corrector K 2 such that we have the estimates:
≤ Cε 3γ/4 f L 2 (R 2 ×I,R 3 ) , α = 1, 2,
