Purpose: Active matrix flat-panel imagers, which typically incorporate a pixelated array with one aSi:H thin-film transistor (TFT) per pixel, have become ubiquitous by virtue of many advantages, including large monolithic construction, radiation tolerance, and high DQE. However, at low exposures such as those encountered in fluoroscopy, digital breast tomosynthesis and breast computed tomography, DQE is degraded due to the modest average signal generated per interacting x-ray relative to electronic additive noise levels of~1000 e, or greater. A promising strategy for overcoming this limitation is to introduce an amplifier into each pixel, referred to as the active pixel (AP) concept. Such circuits provide in-pixel amplification prior to readout as well as facilitate correlated multiple sampling, enhancing signal-to-noise and restoring DQE at low exposures. In this study, a methodology for theoretically investigating the signal and noise performance of imaging array designs is introduced and applied to the case of AP circuits based on low-temperature polycrystalline silicon (poly-Si), a semiconductor suited to manufacture of large area, radiation tolerant arrays. Methods: Computer simulations employing an analog circuit simulator and performed in the temporal domain were used to investigate signal characteristics and major sources of electronic additive noise for various pixel amplifier designs. The noise sources include photodiode shot noise and resistor thermal noise, as well as TFT thermal and flicker noise. TFT signal behavior and flicker noise were parameterized from fits to measurements performed on individual poly-Si test TFTs. The performance of three single-stage and three two-stage pixel amplifier designs were investigated under conditions relevant to fluoroscopy. The study assumes a 20 9 20 cm 2 , 150 lm pitch array operated at 30 fps and coupled to a CsI:Tl x-ray converter. Noise simulations were performed as a function of operating conditions, including sampling mode, of the designs. The total electronic additive noise included noise contributions from each circuit component. Results: The total noise results were found to exhibit a strong dependence on circuit design and operating conditions, with TFT flicker noise generally found to be the dominant noise contributor. For the single-stage designs, significantly increasing the size of the source-follower TFT substantially reduced flicker noise -with the lowest total noise found to be~574 e [rms]. For the two-stage designs, in addition to tuning TFT sizes and introducing a low-pass filter, replacing a p-type TFT with a resistor (under the assumption in the study that resistors make no flicker noise contribution) resulted in significant noise reduction -with the lowest total noise found to be~336 e [rms]. Conclusions: A methodology based on circuit simulations which facilitates comprehensive explorations of signal and noise characteristics has been developed and applied to the case of poly-Si AP arrays. The encouraging results suggest that the electronic additive noise of such devices can be substantially reduced through judicious circuit design, signal amplification, and multiple sampling. This methodology could be extended to explore the noise performance of arrays employing other pixel circuitry such as that for photon counting as well as other semiconductor materials such as a-Si:H and a-IGZO.
INTRODUCTION
In recent years, diagnostic and interventional x-ray imaging has benefited from the adoption of active matrix, flat-panel imagers (AMFPIs) by virtue of advantages such as digital, real-time image capture and large-area monolithic construction, as well as higher detective quantum efficiency (DQE) and improved image quality. These devices, which have become ubiquitous in many medical applications, incorporate an array of pixels typically consisting of a single amorphous silicon (a-Si:H) thin-film transistor (TFT) coupled to some form of pixel storage capacitor. 1, 2 The single-TFT-per-pixel architecture of these arrays allows signal generated by an overlying x-ray converter (e.g., thallium-activated cesium iodide [CsI:Tl] for indirect detection or amorphous selenium [a-Se] for direct detection) to be stored in the pixel capacitor prior to readout by an external electronic acquisition system. While AMFPIs have proven to be of significant benefit to medicine, their DQE at low exposures, such as those encountered in fluoroscopy, digital breast tomosynthesis and breast computed tomography, is degraded due to the modest average signal generated per interacting x-ray relative to electronic additive noise levels of~1000 e, or greater. [3] [4] [5] To overcome this limitation, a number of strategies are being pursued, aimed mainly at enhancing signal -since significant reduction in the electronic additive noise of AMFPIs is unlikely. One strategy involves the introduction of new direct detection x-ray converters in the form of high-gain photoconductors offering sensitivities up to a factor of ten greater than that of a-Se -the photoconductor of choice for current commercial AMFPI systems. Such photoconductors include HgI 2 , PbI 2 , and PbO. [6] [7] [8] [9] [10] [11] [12] [13] Another strategy involves the introduction of a thin a-Se layer between a scintillating x-ray converter (i.e., CsI:Tl) and the pixelated array, providing avalanche multiplication for the light signal emerging from the scintillator. [14] [15] [16] An alternative approach for improving the ratio of signal to electronic additive noise that can be applied to both indirect and direct detection involves the introduction of an amplification circuit within each pixel, referred to as the active pixel (AP) concept. An early implementation of such in-pixel amplification was demonstrated in image sensors based on crystalline silicon (c-Si) CMOS technology. 17 These devices, referred to as active pixel sensors (APSs), are widely used in consumer products (e.g., cameras, cell phones, and tablets) and, more recently, are being introduced into medical imaging applications. [18] [19] [20] [21] [22] [23] [24] [25] The pixels in these devices generally incorporate a three-transistor design which provides amplification through a source-follower circuit and offers the advantage of multiple-sampling readout for noise reduction 26 -since, unlike for AMFPI pixel designs, readout does not reset the pixel signal. Interest in this technology for medical imaging has resulted in a multitude of designs with pixel pitches ranging from 25 to 135 lm and electronic additive noise levels (referred to the input of the pixel amplifier) ranging from~50 to 360 e [rms] . [18] [19] [20] [21] [22] [23] [24] [25] However, unlike AMFPI arrays based on a-Si:H TFTs, c-Si devices do not provide the very large monolithic areas or high resistance to radiation that are required for many medical applications.
In response to these constraints, exploration of in-pixel amplification with various thin-film semiconductor materials that support manufacture of large-area arrays of TFT circuits has been reported. For example, investigations of three-TFT designs based on a-Si:H (a material that provides carrier mobilities on the order of 1 cm 2 /V s for electrons and 10 À3 cm 2 /V s for holes -a factor of~10 3 and 10 6 lower than those of c-Si) have been reported. 27, 28 Another material, amorphous indium gallium zinc oxide (a-IGZO) which has an electron mobility on the order of 5 to 20 cm 2 /V s, has recently been investigated for in-pixel amplification in the context of digital breast tomosynthesis. 29 Our group has been exploring a different thin-film semiconductor for creating pixel amplifier circuits: lowtemperature polycrystalline silicon (poly-Si) -a material that is currently used for a broad range of consumer electronics. Poly-Si offers the advantage of relatively high carrier mobilities -on the order of 100 cm 2 /V s for electrons and generally half of that for holes, facilitating the design of CMOS-type circuits with both n-type and p-type TFTs that are capable of faster switching speeds and higher currents than a-Si:H or a-IGZO TFTs. In addition, poly-Si offers the advantage of large-area processing as well as a relatively high level of radiation damage resistance. 30 A number of prototype arrays based on poly-Si have been previously developed, fabricated, and investigated under diagnostic imaging conditions. 31, 32 The prototypes, referred to as PSI-1, PSI-2, and PSI-3, incorporate pixel designs comprising one, three, and five TFTs respectively. In particular, PSI-2 and PSI-3 offer single-stage amplification (with a source-follower circuit similar to that of APS designs) and two-stage amplification respectively. Both prototypes empirically demonstrated signal gain and, in the case of PSI-3, an electronic additive noise level of~560 e [rms], referred to the input. 31 While this represents an encouraging result, it is of interest to explore the sources of additive noise for such arrays and to what extent they can be reduced through alternative pixel amplifier designs as well as through tuning of operational conditions. Toward this goal, a methodology for theoretically investigating poly-Si circuit performance through simulation has been developed, employing parameterizations of empirically-determined signal and noise characteristics from individual poly-Si TFTs. (The use of theoretical modeling to explore optimization of noise performance of CMOS and a-Si:H AP circuits through simulation has previously been reported. 33, 34 ) The methodology can be used to obtain signal and noise estimates for large-area imagers, taking into account the noise contributions from flicker, thermal and shot noise in the array circuits. In this article, this methodology is introduced and employed to investigate the signal and noise performance of a number of AP array designs currently under development, which build upon the experience gained from the earlier PSI-2 and PSI-3 prototypes.
METHODS

2.A. Description of simulated array circuits
In this study, the signal and noise performance of array circuits corresponding to hypothetical AP imagers employing indirect detection and operated fluoroscopically was investigated through detailed circuit simulations. The simulations focused on the operation of a single pixel in a manner so as to make the results representative of the performance of a large-area imager -by incorporating assumptions about array size, readout geometry, and data line capacitance discussed below, along with timing considerations discussed in Section 2.B. For each simulation, the value of the pixel input signal, Q RAD , was set based on the assumption of 2.24 9 10 8 e per mm 2 of detector area per mR of x-ray exposure. This value was derived from empirical measurements performed on a Hamamatsu 600 HL CsI:Tl converter with carbon backing (Hamamatsu, Japan) using a 72 kVp x-ray spectrum (RQA5 in IEC 1267).
For each imager, the array was assumed to comprise a matrix of 1334 9 1334 pixels with a pixel-to-pixel pitch of 150 lm, resulting in a 20 9 20 cm 2 detection area. The pixel was assumed to incorporate a continuous a-Si:H photodiode structure 32 with a 100% optical fill factor, resulting in an input signal (Q RAD ) of 5.04 9 10 6 e per pixel per mR of x-ray exposure. Moreover, dual-sided readout of the arrays was assumed by virtue of each data line being divided in two -so that the external acquisition electronics at each end of each data line only need to read out 667 pixels per frame.
In the study, three single-stage pixel amplifier designs (referred to as SSPA-1, SSPA-2, and SSPA-3) and three twostage pixel amplifier designs (referred to as TSPA-1, TSPA-2, and TSPA-3) were investigated -all compatible with a pitch of 150 lm. The general form of the array circuits simulated in the study for imagers incorporating arrays with singlestage and with two-stage pixel amplifier designs is illustrated in Figs. 1(a) and 1(b) respectively. The single-stage designs all consist of a source-follower amplifier (formed by the TFT SF transistor) that is connected to the data line by means of an addressing switch (TFT ADDR ). The effect of the continuous photodiode on a pixel is represented by a pixel storage capacitor (C PD ) with an assumed capacitance of 1.5 pF. The capacitor is reset by the TFT RST transistor. In addition to those circuit elements, the two-stage designs also include a common source amplifier stage. For TSPA-1 and TSPA-2, the common source amplifier stage is formed by the TFT CSA transistor, an active load transistor TFT AL and a feedback capacitor C FB . In addition, TSPA-2 incorporates a low-pass filter in the form of R LP and C LP . TSPA-3 is the same as TSPA-2, other than TFT AL being replaced by a resistor, R LOAD (not shown in the figure). For both the single-stage and two-stage designs, each half data line has a readout transistor TFT RO and a data line capacitance, represented by C DATA , of 29 pF (assuming a capacitance per unit length of 0.29 pF/mm 35 ). Table I contains a summary of the specifications of the transistors, capacitors, and resistors present in the investigated designs. Finally, the various current sources, voltages, and control signals shown in the figure are described in Sections 2.B and 2.C.
2.B. Operating conditions, timing, and sampling in the simulations
For a given array circuit, a number of signals and voltages are input to the simulations, as indicated in Fig. 1 : (i) input signal current generated in the photodiode corresponding to the x-ray exposure, I RAD ; (ii) external control signals RESET, ADDRESS, and READ applied to the gate of each of the TFT RST , TFT ADDR , and TFT RO transistors, respectively, switching between À2.5 V in the off state and 15 V in the on state; (iii) a pixel supply voltage, V CC , set to 8 V; and (iv) an external operational amplifier reference voltage, V REF , set to 0.5 V. In addition, a reset voltage, V RST (for single-stage designs), or an active load bias voltage or load resistance, V AL or R LOAD (for two-stage designs), were varied simulation-by-simulation so as to identify optimum settings for every array circuit.
During a given simulation run, voltages calculated at various nodes (which appear next to the probe symbols in Fig. 1 ) include: V PIX -the voltage representing the signal currently residing in the pixel; V DATA -the voltage at the data line which "follows" the value of V PIX after turning on the addressing signal ADDRESS; and V OPOUT -the voltage at the output of the external preamplifier. The product of the feedback capacitance of the external preamplifier and the value of V OPOUT (at the moment immediately after turning off READ) represents the amplified pixel signal in units of charge -hereafter referred to as a sample. Note that the external preamplifier is reset after each sample. In each simulation, x-ray exposure was modeled as a 1 ms long current pulse of I RAD (where I RAD = Q RAD /1 ms). The effect of correlated multiple-sampling readout of the pixel signal before and after each x-ray pulse was examined for sampling modes of 1-1, 2-2, 4-4, and 8-8 before-after samples. The average of the before samples subtracted from the average of the after samples is referred to as Q CMS and represents the pixel signal after application of correlated, multiplesampling. The array circuits were operated at 30 frames per second (fps) -with~0.33 ms reserved for pixel reset and 33 ms reserved for irradiation and readout per frame.
The timing diagram for selected signals generated during the simulations (i.e., I RAD , RESET, V PIX , ADDRESS, V DATA , READ, and V OPOUT ) are illustrated in Fig. 2 for the case of the 2-2 sampling mode. For V PIX , V DATA , and V OPOUT , the dashed and solid waveforms correspond to operation of single-stage and two-stage designs respectively. The figure illustrates the~0.33 ms pixel reset time and the 33 ms irradiation + multiple-sampling readout time. These 33 milliseconds are comprised of the 16 ms available for acquiring all before-exposure samples, the 1 ms exclusively reserved for the x-ray exposure and the 16 ms for all after-exposure samples. For the 2-2 sampling mode, this provides 8 ms for acquisition of each sample for all 667 pixels per half data line, corresponding to~12 ls for the simulated pixel. These 12 microseconds are comprised of an 11 ls ADDRESS TABLE I. Specifications of the components of the various array circuits simulated in this study. The types and names of the pixel amplifier designs in those circuits are indicated at the top of the table. For the transistors, the dimensions of the width and length (W/L) are given, while for the capacitors and resistors, the values of capacitance and resistance are given. All the TFTs in the table are n-type, with the exception of the p-type transistors used for TFT AL . Note that, while the component specifications for the single-stage SSPA-1 design and two-stage TSPA-1 design correspond to those of the pixels of the PSI-2 and PSI-3 arrays, respectively, 31 the simulated circuitry on the array substrate outside of the pixel is different. on-time and~1 ls for charge integration on the external preamplifier. The general shape of the waveforms and most of the timing shown in Fig. 2 
2.C. Methodology for simulation of signal and noise
The array circuit simulations employed the Eldo SPICE circuit simulator (Release AMS11.2, Mentor Graphics, Wilsonville, OR, USA) in combination with version 2 of the RPI poly-Si thin-film transistor device model. 36 The model employs parameters to characterize the behavior of poly-Si TFTs, with default values provided in the published model. In this study, in order to allow the simulations to reflect the signal performance of actual poly-Si prototype devices under development by our group, the model was adjusted by replacing a subset of the default parameter values with values derived from output and transfer characteristics measured from individual, isolated poly-Si test TFTs. These measurements were performed with source-meter units (Keithley model 2636A).
Noise associated with each TFT, resistor and photodiode in a simulated circuit was accounted for through use of expressions for current noise power spectral density, S i . For TFTs, the following Equations for spectral density were used to account for: (1) flicker noise, S if; (2) thermal noise in strong and weak inversion (i.e., white noise associated with all operating regimes of the TFT), S iw ; and (3) thermal noise in strong inversion (i.e., white noise associated with only the "on-state" of the TFT), S iw-on . Note that Eqs. (2) and (3) allow estimation of the contribution of what is commonly referred to as TFT shot noise 35 by virtue of the fact that the former equation includes that contribution while the latter does not.
where :
where:
In these equations, I ds is the drain-source current of the transistor, g m and g ds are the transconductance and output conductance of the TFT, respectively, C OX is the gate capacitance per unit area (set to 0.345 fF/lm 2 ), W and L are the TFT width and length, f is frequency, k b is the Boltzmann constant, T is temperature (set to 300 K), V dsat is the saturation voltage of the TFT, V ds is the drain-source voltage applied to the transistor, q is the elementary charge of an electron, and b f and K f are parameters obtained empirically from TFT measurements. Note that the values used for I ds , g m , g ds , V dsat , and V ds vary during the simulations, depending upon the operating conditions of the TFT. Equation (1) to help account for the observed behavior of spectral densities measured from the test TFTs. Equation (2) corresponds to Eq. 7.5.28 of reference 37 -adapted to match the noise model in weak and strong inversion implemented as "THMLEV=2" in the Eldo simulator. Equation (3) corresponds to Eq. 7.5.21 of reference 37 -adapted to match the noise model in strong inversion implemented as "THMLEV=1" in the Eldo simulator.
For each resistor and photodiode, the following expressions for spectral density were used to account for thermal noise associated with the current through the resistor, and shot noise associated with the leakage current of the photodiode, respectively:
where R is the resistance of the resistor and I leak is the photodiode leakage current based on the assumption of 1 pA/ mm 2 . 32, 38 Equations (4) and (5) correspond to Eqs. 7.5.3b and 7.5.4, respectively, of reference 37. In the study, Eq. (1) through Eq. (5) were implemented as SPICE code to run in the Eldo simulator.
In the simulations, the flicker and thermal noise for each TFT are modeled as current sources between the drain and source of the transistor, as indicated in Fig. 1 . Similarly, the shot noise associated with photodiode leakage, as well as resistor thermal noise, are modeled as current sources, as also indicated in Fig. 1 . Each current source produces a noise current with a spectral density, modeled up to 10 MHz, given by the corresponding equation.
In order to determine b f and K f , I ds was measured from poly-Si test TFTs under different gate-source and drainsource voltages (V gs and V ds respectively). For each TFT and each value of V gs and V ds , the measurements were performed for~1 h at 4 Hz -a frequency chosen to allow adequate signal integration time for each sample to ensure sufficient accuracy at low currents. The data were detrended over an~6 min wide sliding window to remove the influence of external effects such as slow changes in ambient temperature during the measurements. The data were also corrected for the known intrinsic voltage fluctuations of the source-meter units used in the measurements. A Fourier transform of the corrected data was performed to calculate the current noise power spectral density, S i . The resulting spectral densities that were well above the noise floor of the measurement setup for all frequencies (as determined by resistor-based calibration measurements) were referred to the gate by dividing by g 2 mresulting in the equivalent gate voltage noise power spectral density, S Vgs . For each voltage noise power spectral density, the value at 1 Hz was determined by fitting the data with a simple function of the form k/f. Finally, these values of S Vgs at 1 Hz were plotted as a function of I ds , and a fit of these results with an expression of the form of Eq. (1) was used to determine b f and K f .
In the modeling, the noise of a given array circuit was obtained by performing multiple simulations of the circuit in the time domain with different seeds for the random number generators driving the noise sources. Noise for a circuit was derived based on the standard deviation of the values of Q CMS (defined in Section 2.B) obtained from those multiple simulations. The resulting value of noise, referred to the input signal charge from the photodiode, is denoted r. Note that while the reported values of r are rounded to the nearest electron, the statistical uncertainty in these results is~8.8% -due to the limited number of simulation runs (n = 128) used to produce each reported noise value.
RESULTS
3.A. Empirical determination of parameters for simulations
Empirical information used to adjust parameters in the RPI device model employed for the signal and noise simulations in the study was obtained through measurements performed on poly-Si test TFTs. These TFTs originated from substrates containing active pixel and single photon counting prototype circuits and arrays being developed by our group in collaboration with PARC. 39 The performance of these transistors was representative of the good behavior exhibited by TFTs fabricated on PARC's poly-Si fabrication line.
The measured transfer and output characteristics used to derive a subset of the parameter values in the RPI model were obtained from one n-type TFT and one p-type TFT. The transfer characteristics were measured at three values of V ds (0.1, 1, and 5 V) and for V gs values ranging from À6 to 17 V for the n-type TFT, and at the corresponding mirrored values for the p-type TFT. Similarly, the output characteristics were measured at three values of V gs (4, 6, and 10 V) and for V ds values ranging from 0 to 13 V for the n-type TFT, and at the corresponding mirrored values for the p-type TFT. Through an iterative process involving modification of 27 of the parameter values, a parameter set that provides the best overall fit to all the measured transfer and output characteristics was determined and the resulting model cards that were used in the study appear in Appendix I. The measured transfer characteristics, along with the corresponding simulation results obtained from the adjusted RPI model, are shown in Fig. 3(a) , where only a fraction of the data points are illustrated for purposes of clarity. In general, the simulations are seen to be in reasonably good agreement with the measurements.
In order to determine the parameters required for calculation of flicker noise for the TFTs [i.e., b f and K f in Eq. (1) Medical Physics, 44 (7), July 2017 which transfer characteristic data are shown in Fig. 3(a) . For each of the 74 TFTs examined, the value for S Vgs at 1 Hz was determined for the various V gs and V ds voltages in the same way as described above. The results, after normalizing for transistor area and compatibility with Eq. (1) (through multiplication by C 2 ox WL), are shown in Fig. 4 as a function of I ds . Normalization is seen to largely separate the n-type and p-type TFT results toward the bottom and top of the graph respectively. The two thick dashed lines superimposed on the figure correspond to separate fits of the n-type and ptype data, yielding values of 0.24 and À0.05 for b f , and 1.38 9 10 À25 and 1.63 9 10 À24 C 2 /m 2 for K f respectively. These parameter values were used in the noise simulations.
3.B. Determination of noise for the pixel amplifier designs
Simulations were performed using the adjusted RPI model to determine the most favorable operating conditions for each of the pixel amplifier designs. These operating conditions include the value of V RST for each single-stage pixel amplifier design, the value of current (I LOAD ) through the load component (i.e., TFT AL or R LOAD ) during pixel reset for each twostage pixel amplifier design, and the sampling mode for each design. While these determinations were performed so as to optimize the noise performance of each design, they were also constrained by the following requirements. The signal gain (defined as the ratio of the pixel signal output, Q CMS , to the signal input to the pixel, Q RAD ) must be at least 10 -so as to ensure that external preamplifier noise, which dominates the electronic additive noise of AMFPI systems, is made negligible. In addition, the degree of linearity of the pixel response (defined as output signal as a function of incident x-ray exposure) must be good -i.e., deviation from linearity of less than 1% up to at least the upper exposure limit of fluoroscopic operation, 3~1 0 lR. Simulation results for pixel response as a function of exposure from 0.1 to 10 4 lR are shown in Fig. 5 . Figure 5 (a) shows response curves for SSPA-1 in the case of the 2-2 sampling mode for V RST values ranging from 1.6 V (which is 0.5 V above TFT threshold) up to 8.0 V (the value of the supply voltage, V CC , assumed for this study). For each curve, the pixel initially exhibits linear behavior at lower exposures (resulting in a slope of unity in this log-log plot) before asymptotically approaching a level of saturation that increases with increasing V RST . (Note that the data at V RST of 8 V starts to exhibit saturation at the highest exposure considered.) As V RST increases, the dynamic range of the pixel response increases, allowing a wider range of exposures. From Table II , good linearity is seen to be maintained over the exposure range of interest (i.e., up to 10 lR) for V RST values of 1.8 V and above. The increasing height of the response curves in Fig. 5(a) is a manifestation of the fact that signal gain increases with V RST , though at a diminishing rate -with the requirement of a minimum gain of 10 satisfied for V RST values of 2.5 V and above, as also shown in Table II . (Note that the reported values for signal gain approach, but do not reach, the first order approximation of 19.3 given by the ratio of C DATA to C PD 31 -mainly as a result of the complexity of the sourcefollower behavior under the broad range of operating conditions explored. This observation also applies to the other single-stage designs, as well as to the two-stage designs for which the first order approximation for signal gain is given by the ratio of C DATA to C FB . 31 ) These trends in the response curves are also generally observed for SSPA-2 and SSPA-3 as well as for the other sampling modes. From the complete set of simulations performed for the single-stage designs, the range of values for V RST found to satisfy the requirements on linearity and gain are summarized in Table III. Pixel response as a function of exposure was simulated for TSPA-1 for the same sampling mode and exposure range as for the SSPA-1 results shown in Fig. 5(a) . In these simulations, the I LOAD values ranged from 0.3 nA (corresponding to sufficient current for proper operation of the circuits) up to 30000 nA (the maximum current that the common source amplifier stage can reasonably support). The resulting response curves for some of the I LOAD values (which are representative of the entire set of results) are shown in Fig. 5(b) . Compared to the saturation behavior exhibited by the singlestage designs, most of the curves asymptotically approach a common saturation level. From Table II , good linearity is seen to be maintained over the exposure range of interest for I LOAD values of 3 nA and above. In addition, the signal gain is well above the requirement of 10 for all values of I LOAD , as Empirically determined results for normalized, equivalent gate voltage noise power spectral density (S Vgs ) at 1 Hz as a function of I ds for n-type and p-type TFTs (triangle and circle symbols respectively). Each point in the figure was determined from a single TFT at a particular V gs and V ds and, to guide the eye, each dotted line connects results obtained from the same transistor at the same V ds . The lower and upper thick dashed lines correspond to fits of all the n-type and all the p-type data respectively. Finally, the sets of results connected by the thick solid lines correspond to the same TFTs for which transfer characteristic results are shown in Fig. 3(a) . See text for further details.
Medical Physics, 44 (7), July 2017 is apparent in both the graph and the table. More complex behaviors are observed among the other two-stage designs and modes. From the complete set of simulations performed for the two-stage designs, the range of values for I LOAD found to satisfy the requirements on linearity and gain are summarized in Table III. For each of the single-stage and two-stage designs, the combination of operating conditions (i.e., the value of V RST , the value of I LOAD , and the sampling mode) that provided the lowest total noise was determined. (Total noise, r TOTAL , is defined as the quadratic sum of the flicker, thermal, and photodiode shot noise contributions.) This was accomplished by performing simulations of flicker, thermal, and photodiode shot noise using Eqs. (1), (2), and (5) respectively. For TSPA-2 and TSPA-3, thermal noise also includes simulation of resistor thermal noise using Eq. (4). For each of the Medical Physics, 44 (7), July 2017
single-stage and two-stage designs, these simulations were performed for each of the sampling modes as a function of V RST and I LOAD , respectively, over the same ranges as used to determine pixel response (see above). The results of these simulations for the case of the 2-2 sampling mode are shown in Fig. 6 . In Fig. 6(a) , for each of the three single-stage designs, flicker and thermal noise are generally seen to increase and decrease, respectively, with increasing V RST . In addition, flicker noise is found to be the dominant noise component throughout -with the exception of SSPA-1 at a V RST of 1.6 V (which is a consequence of the very low gain,~1.2, at that operating condition). The smallest values of total noise are generally found at the lowest value of V RST , again with the exception of SSPA-1 at 1.6 V. However, with the requirements of good linearity and a gain of at least 10, total noise for SSPA-1, SSPA-2, and SSPA-3 is found to have minimums of~1865, 1672, and 574 e [rms] at V RST values of 2.5, 1.8, and 1.6 V respectively.
In Fig. 6(b) , for each of the three two-stage designs, thermal noise is seen to generally decrease with increasing I LOAD . However, flicker noise shows a more complicated behavior: decreasing then increasing with increasing I LOAD for TSPA-1 and TSPA-2, while only increasing with I LOAD for TSPA-3. Moreover, while flicker noise is found to be the dominant noise contribution for TSPA-1 and TSPA-2, it becomes the dominant contribution for TSPA-3 only at higher currents, above~3 nA. These strongly differing behaviors lead to significant differences in the value of I LOAD (10000, 100, and 0.74 nA) at which the total noise (~1724, 1004, and 443 e [rms]) is minimized for TSPA-1, TSPA-2, and TSPA-3, respectively -after accounting for the requirements of good linearity and a gain of at least 10.
From the simulations performed as described above, the minimum total noise for each of the pixel amplifier designs was determined for each sampling mode. (For each minimum, the requirements on gain and linearity were satisfied by restricting the choice of V RST or I LOAD to the ranges shown in Table III .) These minimums, along with the corresponding flicker and thermal noise contributions, are shown in Fig. 7 . For the single-stage designs (Fig. 7(a) ), thermal noise decreases with increasing numbers of samples while flicker noise generally remains relatively constant or increases. For the two-stage designs, while thermal noise remains relatively constant with increasing numbers of samples, flicker noise decreases for TSPA-1 and TSPA-2 (and remains almost constant for TSPA-3).
Interestingly, while increasing the number of samples is generally expected to progressively decrease total noise, as is indeed observed for the two-stage designs by virtue of averaging the signal of multiple samples, 31 this is clearly not the case for the single-stage designs. This is a direct consequence of the fact that increasing the number of samples necessitates decreasing the ADDRESS on-time per sample (see Fig. 2 and associated text) -which truncates charge integration on C DATA progressively earlier in time, well before the signal would otherwise settle. This generally increases the noise generated per sample by a source-follower circuit operated as a large-signal voltage amplifier. 41 In the case of the singlestage designs, this unfortunately leads to little or no net benefit from increasing the number of samples. However, for the two-stage designs, the additional in-pixel gain provided by the first-stage common source amplifier reduces the effect of noise originating from the subsequent, second-stage sourcefollower circuit on the total noise.
A summary of those values in Fig. 7 that correspond to the lowest total noise for each of the pixel amplifier designs, along with the corresponding sampling mode and V RST (or I LOAD ) value, is presented in Table IV. The table includes commonly referred to as TFT shot noise -obtained through comparison of simulation results performed using Eqs. (2) and (3). (Note that the total and thermal noise reported in this study include the contribution of TFT shot noise -see Section 2.C.) From the numerical information provided by the table, it is apparent that for each of the pixel amplifier designs, the lowest total noise is dominated by flicker noise, that thermal noise is (in most cases) significant, and that photodiode shot noise is negligible. Moreover, TFT shot noise is seen to represent a small, though non-negligible, contribution to TFT thermal noise.
To provide further understanding of the relative performance of the various pixel amplifier designs under conditions providing the lowest total noise values shown in Table IV , the combined flicker and thermal noise contribution from each transistor and the thermal noise of each resistor is presented in Fig. 8 . For the single-stage designs, the dominance of the noise from the source-follower TFT is apparent. In addition, the progressive reduction of the noise contribution of this component from SSPA-1 to SSPA-2 to SSPA-3 is due to the increasing size of the source-follower TFT along with the nonlinear effects of operating conditions.
In the case of the two-stage designs, the situation is more complex -with significant noise contributions originating from three components (i.e., the active-load TFT for TSPA-1 and TSPA-2, the common-source-amplifier TFT, and the source-follower TFT), rather than just the source-follower TFT. For TSPA-2, significant reduction in noise compared to TSPA-1 is observed for: (a) the common source amplifier stage comprised of TFT AL and TFT CSA -mainly due to the introduction of the low-pass filter; and (b) the source-follower stage comprised of TFT SF and TFT ADDR -due to increased gain provided by the common source amplifier stage which is primarily a result of the decreased size of the feedback capacitor, C FB . 31 For TSPA-3, further significant reduction in noise compared to TSPA-2 is observed for the common source amplifier stage (now comprised of R LOAD and TFT CSA ) for the following reasons. The replacement of the p-type active load transistor TFT AL by the load resistor R LOAD eliminates the large contribution of flicker noise from that transistor under the assumption employed in this study that resistors make no flicker noise contribution. (This assumption is made in the spirit of exploring lower limits on noise for two-stage designs -as explained in the Discussion section.) This also allows operation at lower values of I LOAD (which is the drain-source current, I ds ) for the n-type common source amplifier transistor, TFT CSA , which, unlike p-type transistors, exhibits lower flicker noise as I ds decreases (see Fig. 4 ). Finally, note that reset noise, which along with external preamplifier noise is a major noise source in AMFPIs, is eliminated in both the single-stage and two-stage designs due to the inherent effectiveness of correlated multiple sampling. The small, remaining contribution from the reset TFT is due to thermal noise in weak inversion -associated with transistor leakage current. 
DISCUSSION
Analog electronic circuit simulators, such as the Eldo package used in this paper, allow modeling of circuits in either the time or frequency domain. For the methodology used in the current study, the time domain, which accounts for the dynamic behavior of a circuit including the effect of signal "history", was chosen. This approach provides the means to examine any form of noise that affects the analog behavior of the circuit -as long as an equation that realistically describes each type of noise is provided. For active pixel circuits, the use of time domain simulations is particularly appropriate since it properly accounts for effects associated with the switching of transistors -a characteristic inherent to the operation of such circuits. The price of accurately modeling the effects of noise in the time domain is that it can be computationally expensive due to the burden of calculating the effect of noise at each time point evaluated during a given simulation run, magnified by the need to perform a sufficient number of runs to provide statistically meaningful results. In addition, the computational cost also rises as the number of components (particularly the number of transistors and resistors) increases. (In the study, the number of CPU core hours on AMD FX-8350 cores required to perform simulations of all noise components for a given design and a given set of operating conditions ranged from~1000 to 2000.) By comparison, frequency domain simulations are appropriate for circuits that do not generally involve the switching of transistors, since they facilitate examination of key metrics such as bandwidth and allow very computationally efficient determination of noise -such as has recently been reported in a study of amplifier circuits in photon counting array (PCA) circuits. 42 However, even for such circuits, time domain simulations provide a means to obtain complementary signal informationsuch as count rate for PCA circuits. 43 The examination of the contribution of each type of noise from each transistor and resistor in the context of a dynamic functioning circuit provides greater insight than noise estimates obtained from equations corresponding to a static circuit. 33 Moreover, beyond helping to identify promising circuit designs (using signal and noise parameters derived from measurements performed on devices produced from a representative fabrication process), a key feature of the methodology described in this article is the ability to facilitate identification of those operating conditions that provide the best performance. In addition, while the methodology was applied to AP circuit designs based on poly-Si and employing indirect detection of the incident radiation, it could also be extended to apply to other types of circuits (including PCA circuits) and other semiconductors (such as a-Si:H or a-IGZO) as well as to designs employing direct detection of the incident radiation.
The present methodology takes into account the noise contributions from flicker and thermal noise for TFTs, and shot noise for photodiodes, while considering only thermal noise for resistors. For resistors, flicker noise was not considered since its magnitude is expected to strongly depend on the resistive material, geometry, and processing details used to form such resistors. [44] [45] [46] For that reason, the noise results for TSPA-3 represent a lower limit. Guided by insights gained from the present study, future work will focus on identifying and characterizing the noise behavior of candidate resistors that provide the required resistance and which are compatible with the process used to fabricate poly-Si TFT circuits -as well as extending the present formalism to account for resistor flicker noise. The methodology also considers noise from all circuit elements present in an array substrate, such as the data line capacitance and the readout TFT. Other noise sources generated by circuits outside the array substrate have not been included in the study. These include external preamplifier noise, digitization noise, and line noise -the combined effect of which can be on the order of~1000 e. Given that the amplification gain for the various circuit designs was required to be larger than 10 in the study, such noise contributions are reduced by at least a factor of 10 and thus made negligible. For that reason, the inclusion of such noise contributions to the total noise results of Table IV would not make a significant difference. The labels RST, CSA, SF, ADDR, and RO refer to the reset, common-source-amplifier, source-follower, addressing, and readout TFTs respectively. The label LP refers to the low-pass filter resistor (R LP ) in TSPA-2 and TSPA-3 designs. While the label AL refers to the active load TFT for TSPA-1 and TSPA-2, it refers to the load resistor (R LOAD ) for TSPA-3. Results are reported for the operating conditions that provide the lowest total noise (as summarized in Table IV ). Note that the symbol "9" is used to indicate that there is no R LP component in the TSPA-1 design.
As indicated in Section 2.A, the pixel circuits of the SSPA-1 and TSPA-1 designs are based on those of arrays PSI-2 and PSI-3, respectively, for which empirical signal and noise characterizations have been previously reported. 31 Unfortunately, a meaningful comparison of the present simulation results with those for PSI-2 and PSI-3 is not possible for a number of reasons. In particular, the processing equipment used to fabricate PSI-2 and PSI-3 produced poly-Si material with very different properties from those of the polySi material making up the test TFTs used in this study. In addition, individual isolated test TFTs fabricated from polySi material representative of that in PSI-2 and PSI-3 (that would allow extraction of the signal and noise parameters required to model those arrays) were not available. Nevertheless, proper validation of the model is desirable and requires characterization of prototype arrays as well as poly-Si test TFTs from material of comparable quality (ideally, from the same wafer), and such studies are planned.
By quantifying the noise performance of every component in the circuit design, the methodology used in this study allows identification of the noisiest components. Such information was used to demonstrate that judicious choice of TFT dimensions can significantly improve the noise performance of pixel amplifier designs. These results are encouraging and, from the insights gained in the study, it is anticipated that further tuning of these dimensions may lead to further noise reductions. The results also indicate that TFT flicker noise is generally the dominant contributor to noise. Flicker noise can be reduced by means of faster readout schemes where the time between the first sample before and the last sample after each x-ray exposure is reduced -allowing a shorter timescale for the correlated double sampling, while maintaining 30 fps or providing even faster frame rates. (In fact, since two-stage pixel amplifier designs are well suited for even faster readout than considered in the study, the assumption of dual-sided array readout to relax timing constraints, which was made particularly for the single-stage designs, is not expected to be necessary to achieve good noise performance for the twostage designs.) Faster readout can be achieved by means of improved poly-Si TFT performance (most importantly, higher mobility) and/or the use of circuit configurations that allow reading more pixels during a given time interval -for example, by employing pipelined or more parallel readout schemes. Finally, flicker noise can be reduced by means of better fabrication techniques resulting in more favorable K f and b f values. These various strategies for noise reduction could help poly-Si AP arrays to more closely approach the levels of noise offered by CMOS AP arrays based on c-Si.
The SPICE code describing the model cards, for n-type and p-type TFTs, used with Eldo release AMS11.2 in this study is as follows. Author to whom correspondence should be addressed. Electronic mail: antonuk@umich.edu; Telephone: 734 936 4312.
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