Irregular vectors of Hilbert space operators  by Prǎjiturǎ, Gabriel T.
J. Math. Anal. Appl. 354 (2009) 689–697Contents lists available at ScienceDirect
Journal of Mathematical Analysis and Applications
www.elsevier.com/locate/jmaa
Irregular vectors of Hilbert space operators
Gabriel T. Praˇjituraˇ
Department of Mathematics, SUNY Brockport, 350 New Campus Drive, Brockport, NY 14420, United States
a r t i c l e i n f o a b s t r a c t
Article history:
Received 4 December 2008
Available online 22 January 2009
Submitted by Richard M. Aron
Keywords:
Operator
Orbit
Hypercyclic
Irregular
A vector x in a Hilbert spaceH is called irregular for an operator T :H→H provided that
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1. Introduction
In this paper we will be concerned with a certain type of behavior of orbits of bounded linear operators on complex
separable Hilbert spaces. We will denote such a space by H and the algebra of all bounded linear operators on H by B(H).
If T ∈B(H) we will denote by σ(T ) the spectrum and by r(T ) the spectral radius of T . If T ∈B(H) and x ∈H then the set
OrbT (x) =
{
x, T x, T 2, T 3x, . . .
}
is called the orbit of the vector x under the operator T . If OrbT (x) is dense in H then T is called a hypercyclic operator and
x is called a hypercyclic vector of T . The operators with dense orbits received a lot of attention in the past 20 years. The
bibliography in [2] (and the whole text, of course) is probably the best source of information about them. We are looking
here at a more general concept that was introduced in [3].
An irregular vector of an operator is a vector such that limsupn ‖Tnx‖ = ∞ and lim infn ‖Tnx‖ = 0, or, equivalently,
supn ‖Tnx‖ = ∞ and infn ‖Tnx‖ = 0. Hypercyclic vectors are irregular, but a hypercyclic operator can have irregular vectors
that are not hypercyclic and an operator can have a huge number of irregular vectors and no hypercyclic one.
2. Properties
Some obvious properties of irregular vectors are:
1. x is an irregular vector of T if and only if there are two sequences kn and ln increasing to ∞ such that limn T kn x = 0
and limn ‖T ln x‖ = ∞.
2. x is an irregular vector of T if and only if x is an irregular vector of αT for all complex numbers α of absolute value 1.
3. x is an irregular vector of T if and only if αx is an irregular vector of T for all non-zero complex numbers α.
4. x is an irregular vector of T if and only if T kx is an irregular vector of T for some k if and only if T kx is an irregular
vector of T for every k.
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6. x is an irregular vector of T if and only if S−1x is an irregular vector of S−1T S for some invertible operator S if and
only if S−1x is an irregular vector of S−1T S for every invertible operator S .
There are some norm and spectral obstructions to the existence of irregular vectors. First, if T has irregular vectors then
‖T‖ > 1 and sup‖Tn‖ = ∞ because otherwise all orbits of T will be bounded. Next, r(T ) 1 because otherwise all orbits
of T will be convergent to 0. Finally, the spectrum of T cannot be completely outside the closed unit disc, because otherwise
all orbits of T (except for the orbit of the vector 0) will be convergent (in norm) to ∞.
2.1. Lemma. If A ⊕ B has irregular vectors then at least one of A or B has irregular vectors.
Proof. Let x ⊕ y be an irregular vector of A ⊕ B . Thus there is a sequence kn such that (A ⊕ B)kn (x ⊕ y) → 0. This means
that (Akn ⊕ Bkn )(x⊕ y) → 0 which means that Akn x⊕ Bkn y → 0 and implies that Akn x → 0 and Bkn y → 0.
In the same time, there is a sequence ln such that ‖(A ⊕ B)ln (x⊕ y)‖ → ∞ which means that∥∥Aln x⊕ Bln y∥∥2 → ∞ ⇔ ∥∥Aln x∥∥2 + ∥∥Bln y∥∥2 → ∞
which implies that at least one of them has a subsequence converging to ∞.
Therefore either A or B has irregular vectors. 
2.2. Theorem. If T has irregular vectors then the spectrum of T must intersect the unit circle.
Proof. Suppose not. By the discussion above, σ(T ) intersects the closed unit disk. If it does not intersect the unit circle
then it must intersect the open unit disk and, in fact, it must have at least one component inside the open unit disk. In the
same time, σ(T ) intersects the complement of the open unit disk. If it does not intersect the unit circle then it intersects
the complement of the closed unit disk and, in fact, it must have at least one component outside the closed unit disk.
Therefore T is similar to an operator of the type A ⊕ B , with σ(A) included in the open unit disk and σ(B) included in the
complement of the closed unit disk.
By Lemma 2.1, either A or B must have irregular vectors, which is a contradiction because A has all orbits converging
to 0 while B has all non-zero orbits converging in norm to ∞.
Therefore the spectrum of T must intersect the unit circle. 
2.3. Remark. Unlike the case of hypercyclic vectors, it is not true that the existence of an irregular vector implies that every
component of the spectrum must intersect the unit circle. For example, if A is a hypercyclic operator, x a hypercyclic vector
of A, and B is an operator having the spectrum outside the closed unit disk and disjoint from the spectrum of A, x ⊕ 0 is
an irregular vector of A ⊕ B and at least one component of σ(A ⊕ B) does not intersect the unit circle.
Moreover, again in contrast with hypercyclicity, it is not true that the existence of one irregular vector implies the
existence of a dense set of irregular vectors. This can be seen from the same example, for which, for every vector of the
type z ⊕ y, with y = 0, limn ‖(A ⊕ B)n(z ⊕ y)‖ = ∞.
2.4. Proposition. x is an irregular vector of T if and only if x is an irregular vector of Tm for every m.
Proof. Let x be an irregular vector of T . Thus there is a sequence kn such that T kn x → 0. Let kn = mqn + rn , with rn ∈
{0,1, . . . ,m − 1}. Since there are only m choices for rn , one of the values repeats inﬁnitely many times. Therefore we can
assume, without loss of generality, that rn = r for every n. Thus Tmqn+rx → 0 and hence Tm−r(Tmqn+r x) → 0 which means
that Tm(qn+1)x → 0.
There is also a subsequence ln such that ‖T ln x‖ → ∞. Let ln = mqn + rn , with rm ∈ {0,1, . . . ,m − 1} and let M =
max{‖T‖,‖T 2‖, . . . ,‖Tm−1‖}. Then ‖T ln x‖ = ‖Tmqn+rn x‖ ‖T rn‖‖Tmqn x‖ M‖Tmqn x‖ which implies that ‖Tmqn x‖ → ∞.
The converse is obvious. 
3. Examples
Where are the irregular vectors coming from when they are not hypercyclic? In a lot of cases they are still connected
in one way or another with hypercyclicity. The simplest examples of irregular non-hypercyclic vectors are in the case of
operators having hypercyclic restrictions to invariant subspaces. If A is a hypercyclic operator and x is a hypercyclic vector
of A then x⊕ 0 is an irregular non-hypercyclic vector for
T =
(
A B
0 C
)
.
In fact here we can see a more general idea. If x is an irregular vector of A then x ⊕ 0 is an irregular vector of T . In
particular, this implies that if T does not have any irregular vectors the same is true for all its restrictions to invariant
subspaces.
G.T. Praˇjituraˇ / J. Math. Anal. Appl. 354 (2009) 689–697 6913.1. Proposition. If T is a hyponormal operator and x ∈ H then the sequence ‖Tnx‖ is either increasing or eventually increasing or
strictly decreasing.
Proof. By Proposition 2.6 in [4], if ‖x‖ ‖T x‖ then the sequence ‖Tnx‖ is increasing.
If ‖x‖ > ‖T x‖ then there are two possibilities: either ‖Tnx‖ > ‖Tn+1x‖ for every n  1, in which case the sequence is
strictly decreasing or there is k such that ‖T kx‖  ‖T k+1x‖, in which case, by the same Proposition 2.6 in [4], ‖Tnx‖ 
‖Tn+1x‖ for every n k and thus the sequence is eventually increasing. 
3.2. Corollary. Hyponormal operators do not have irregular vectors.
3.3. Corollary. Subnormal operators do not have irregular vectors.
3.4. Corollary. Normal operators do not have irregular vectors.
Before we move further we want to make a remark connected to [4]. Theorem 4.1 states that hyponormal operators are
power regular, that is, for every x, the sequence ‖Tnx‖1/n is convergent. In fact, when ‖x‖ 1 more is true and for a simpler
reason. It was noted that for a hyponormal operator T and any vector x,
∥∥Tnx∥∥2  ∥∥Tn+1x∥∥ · ∥∥Tn−1x∥∥
(see Proposition 2.1 in [4] or the proof of Proposition 4.7 in [7]). This implies, if ‖x‖  1, that the sequence ‖Tnx‖1/n is
increasing (see [9, p. 52] how Newton’s theorem implies Maclaurin’s theorem). In the case of ‖x‖ > 1 the sequence is not
necessarily monotone. Let C be the discrete Cesàro operator and x= e1 − 3e2 + 2e3. It was noted in [5] that the operator is
hyponormal (it is actually even subnormal). In this case
‖x‖ = √14, ‖Cx‖ = √2, ∥∥C2x∥∥1/2 = 1, ∥∥C3x∥∥1/3 = 6
√
π2
6
.
3.5. Proposition. An operator on a ﬁnite dimensional space cannot have irregular vectors.
Proof. In view of the similarity invariance of the property and of Lemma 2.1, it suﬃces to notice that a Jordan block cannot
have irregular vectors, which is simple to see. 
3.6. Proposition. Compact operators do not have irregular vectors.
Proof. Let K be a compact operator. If the spectrum of K is included in the open unit disk then every orbit of K converges
to 0. If the spectrum of K is not included in the open unit disk then K is similar to some A ⊕ B , with the spectrum
of A inside the open unit disk and B an operator on a ﬁnite dimensional space. Since neither one has irregular vectors, by
Lemma 2.1, the same is true for K . 
A second type of example is coming from [8]. Let d > 0. A vector is called d-hypercyclic if its orbit intersects any
ball of radius d. It is clear that a d-hypercyclic vector is irregular. Roughly speaking, a d-hypercyclic vector has an orbit
uniformly spread throughout the space. Theorem 2.6 in [8] shows that twice the backward (unilateral) shift has, for each
d > 0, d-hypercyclic vectors which are not hypercyclic. Notice that, according to Theorem 2.1 in [8], an operator having a
d-hypercyclic vector is, in fact, hypercyclic but the d-hypercyclic vector is not necessarily a hypercyclic vector. Nevertheless,
by Proposition 2.5 in [8] any d-hypercyclic vector is supercyclic. This means that the set of all scalar multiples of the vectors
in its orbit is dense.
What we saw with the previous example is actually a general fact. Recall from [15] that a backward weighted (unilateral)
shift of weights p1, p2, p3, . . . is hypercyclic if and only if supn p1p2 · · · pn = ∞.
3.7. Theorem. Every hypercyclic unilateral backward weighted shift has irregular non-hypercyclic vectors.
Proof. Let T be the unilateral backward weighted shift of weights p1, p2, p3, . . . with respect to the orthonormal basis
(en)n1 and (zn)n = Q ∩ (0,∞). By similarity invariance it suﬃces to consider positive weights. Here T e1 = 0 and, for
n 2, T en = pn−1en−1. For each n, let kn such that
zn
<
1
n+1 ·
1
k1 k2 kn−1
.
p1p2 · · · pkn 2 max{1,‖T ‖,‖T ‖, . . . ,‖T ‖}
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x=
∑
n
zn
p1p2 · · · pkn
ekn+1.
It is clear that x ∈H. Recall that ‖Tm‖ = supn pnpn+1 · · · pn+m−1. Then
∥∥T kn x− xn∥∥2 = ∞∑
j=n+1
z2j
(p1p2 · · · pk j )2
(pk j−kn+1 · · · pk j )2 
∞∑
j=n+1
z2j
(p1p2 · · · pk j )2
∥∥T kn∥∥2  ∞∑
j=n+1
1
22( j+1)
= 1
3 · 22n .
Thus ∥∥T kn x− xn∥∥< 1
2n+1
and thus x is an irregular vector of T . The orbit is not dense because all vectors in the orbit have positive components.
Similar constructions can be made using dense countable sets of points in any curve connecting 0 and ∞ and in many
other sets that have 0 and ∞ as cluster points. 
So far, the examples we showed were either coming from hypercyclicity or were hypercyclic operators having some
irregular non-hypercyclic vectors. Next we will show some examples of operators with many irregular vectors and no
hypercyclic ones.
3.8. Proposition. Let T be the unilateral forward weighted shift of non-zero weights (pn) and e1 the ﬁrst vector in the orthonormal
basis. Then:
(i) limsupn ‖Tnx‖ = ∞ for every x = 0 ⇔ limsupn ‖Tne1‖ = ∞ ⇔ limsupn
∏n
j=1 |p j | = ∞.
(ii) lim infn ‖Tnx‖ = 0 for every x =∑kj=1 α je j ⇔ lim infn ‖Tne1‖ = 0 ⇔ lim infn∏nj=1 |p j | = 0.
Proof. In each case the second equivalence is obvious since ‖Tne1‖ = ∏nj=1 |p j |. Also, in each case one implication is
obvious.
The other one comes from the following computation. Let x =∑∞j=k α je j with αk = 0. Then
∥∥Tnx∥∥2 =
∥∥∥∥∥
∞∑
j=k
α j T
ne j
∥∥∥∥∥
2
=
∞∑
j=k
|α j|2
∥∥Tne j∥∥2  |αk|2∥∥Tnek∥∥2 = |αk|2|p1 · · · pk−1|2
∥∥Tn+k−1e1∥∥2.
(ii) The only implication that requires some justiﬁcation follows from
Tne j = 1
p1 · · · p j−1 T
n+ j−1e1 = 1
p1 · · · p j−1 T
j−1(Tne1). 
3.9. Proposition. The unilateral forward weighted shift of weights 2, .5, .5,2,2,2, .5, .5, .5, .5, . . . has a dense set of irregular vectors,
it has vectors that are not irregular and it does not have hypercyclic vectors.
Proof. The last statement is obvious since the adjoint has eigenvalues.
For n 1, Tn(2n−1)e1 = 2nen(2n−1)+1. Thus ‖Tn(2n−1)e1‖ = 2n and so, for every x, supn ‖Tnx‖ = ∞.
For n 1, Tn(2n+1)e1 = 2−nen(2n+1)+1. Thus ‖Tn(2n+1)e1‖ = 2−n and so, for every x in a dense set infn ‖Tnx‖ = 0. There-
fore T has a dense set of irregular vectors.
To show that T has vectors that are not irregular it suﬃces to ﬁnd a vector x such that limn ‖Tnx‖ = ∞. Let
x =
∑
k
1
k
ek(2k+1)+1.
Then
∥∥Tnx∥∥2 = ∥∥∥∥∑
k
1
k
Tnek(2k+1)+1
∥∥∥∥
2
=
∑
k
1
k2
∥∥Tnek(2k+1)+1∥∥2  1n2
∥∥Tnen(2n+1)+1∥∥2 = 22n
n2
→ ∞. 
A somehow opposite type of example is coming from [11] (although the existence of its irregular orbits was not noted
there). It is due to I. Halperin.
Let m1 = 1, a1 = 1 + 12 , and H1 = C2. Suppose that we have selected mn−1,an−1 and Hm−1. Let pn be an integer such
that
G.T. Praˇjituraˇ / J. Math. Anal. Appl. 354 (2009) 689–697 693(
1+ 1
2pn
)mn−1+1
 2.
Let an = 1 + 12pn and let mn > mn−1 be an integer such that amnn  n. Finally, let Hn = Cmn+1. For each n we deﬁne the
operator An on Hn given by
An =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 0 . . . 0 0
an 0 0 . . . 0 0
0 an 0 . . . 0 0
.
.
.
0 0 0 . . . an 0
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Notice that ‖An‖  2 and that ‖Amnn e1‖ = ‖amnn emn+1‖  n‖e1‖, which implies that ‖Amnn ‖  n. Let A =
⊕∞
n=1 An on H =⊕∞
n=1Hn .
3.10. Proposition. The operator A has a dense set of irregular vectors, there are vectors with orbits converging to 0, and there is no
hypercyclic vector.
Proof. We have that ‖A‖  2 and ‖Amn‖  n. Thus, by Banach–Steinhauss theorem, there is a dense set M such that for
each x ∈ M , supn ‖Anx‖ = ∞.
Next we will show that for every vector x ∈ H, infn ‖Anx‖ = 0. Let x = ⊕∞n=1 xn ∈ H and ε > 0. Let n such that‖⊕∞k=n+1 xk‖ < ε2 .
If j  n+ 1, then∥∥Amn+1x j∥∥= amn+1j ‖x j‖ 2‖x j‖.
Therefore ‖Amn+1⊕∞j=n+1 x j‖  ε. For j  n, ‖Amn+1x j‖ = 0. Hence we get that infn ‖Anx‖ = 0 which implies that every
vector in M is irregular.
If x =⊕nk=1 xk it is easy to see that limn Anx= 0.
Finally, writing the operator as a direct sum of matrices on different spaces was just a matter of taste. We can see A
as a forward weighted shift on l2 which has a subsequence of 0 weights. Thus, being a forward weighted shift, A has no
hypercyclic vectors. 
A similar example, with the same ingenious use of 0 weights, can be found in [3, Example 4A, pp. 66–68]. It has exactly
the same properties as Halperin’s example.
Another type of irregular orbit comes from ε-hypercyclicity. The concept was introduced in [1]. Let ε ∈ (0,1), ﬁxed.
A vector x is called ε-hypercyclic if for every y ∈H there is n such that ‖Tnx− y‖ < ε‖y‖. Since ‖Tnx‖−‖y‖ ‖Tnx− y‖ <
ε‖y‖ we get that ‖Tnx‖ < (1 + ε)‖y‖ and so infn ‖Tnx‖ = 0. In the same time, ‖y‖ − ‖Tnx‖  ‖Tnx − y‖ < ε‖y‖ and so
‖Tnx‖ > (1 − ε)‖y‖ which implies that supn ‖Tnx‖ = ∞. Therefore x is an irregular vector. It is not known at this point if
x is not in fact a hypercyclic vector (in the context of Hilbert spaces). Nevertheless, we can say the following:
3.11. Proposition. Every component of the spectrum of an ε hypercyclic operator must intersect the unit circle.
Proof. Let x be an ε hypercyclic vector of the operator T . Suppose that there is a component of σ(T ) which does not
intersect the unit circle. Then we can write σ(T ) = σ1 ∪ σ2, with σ1, σ2, non-empty, disjoint, and compact, and such that
σ2 does not intersect the unit circle (see for example Corollary 1 in [13, p. 83]). Let M be the Riesz spectral subspace
corresponding to σ1. Then, with respect to H =M⊕M⊥ , we have
T =
(
A B
0 C
)
with Tn =
(
An Bn
0 Cn
)
.
If, with respect to the same decomposition of H we have x= x1 ⊕ x2 than it is easy to see that x2 is an ε hypercyclic vector
of C . In particular, it is an irregular vector, and thus the spectrum of C must intersect the circle. This is a contradiction
because σ(C) = σ2. 
The previous proof may seem unnecessary long, but at this point we do not know if ε-hypercyclicity is similarity invari-
ant.
Combining the previous proposition with Lemma 2.3 in [1] we get the following:
3.12. Corollary. Every ε-hypercyclic operator is norm limit of hypercyclic operators.
694 G.T. Praˇjituraˇ / J. Math. Anal. Appl. 354 (2009) 689–697Our last example is a more explicit and slight variation and correction of Example 4.B in [3, pp. 69–70].
3.13. Theorem. There are operators with all non-zero vectors irregular, none of them hypercyclic.
Proof. Let c0 = 1. We will construct inductively several sequences.
Let β1 be a positive integer such that 2
1
β1  1+ 12 and β1 > c0. Let α1 be a positive integer such that β1 divides 1+ α1
and 2
1+α1
β1  1. Let
a1 = c0 + β1, b1 = a1 + α1β1, c1 = b1 + 1+ 1+ α1
β1
.
Suppose that we selected c0 < a1 < b1 < c1 < · · · < an−1 < bn−1 < cn−1, β1 < β2 < · · · < βn−1, and α1,α2, . . . ,αn−1 such
that c j−1 < β j , 2
1
β j  1+ 1
2 j
, β j divides 1+ α j and 2
1+α j
β j  j2 j−1 for 1 j  n− 1.
Let βn be a positive integer such that 2
1
βn  1+ 12n , βn > βn−1 and βn > cn−1.
Let αn be a positive integer such that βn divides 1+ αn and 2
1+αn
βn  n2n−1.
We deﬁne
an = cn−1 + βn, bn = an + αnβn, cn = bn + 1+ 1+ αn
βn
.
Let w j = 2
1
β2n if cn−1  j < bn and w j = 12 if bn  j < cn .
Then
an−1∏
j=cn−1
w j =
(
2
1
β2n
)an−cn−1 = (2 1β2n )βn = 2 1βn  1+ 1
2n
,
bn−1∏
j=an
w j =
(
2
1
β2n
)bn−an = (2 1β2n )αnβn = 2 αnβn ,
cn−1∏
j=bn
w j =
(1
2
)cn−bn = (1
2
)1+ 1+αn
βn
,
cn−1∏
j=cn−1
w j = 2
1
βn 2
αn
βn
(
1
2
)1+ 1+αn
βn = 1
2
,
and
bn−1∏
j=1
w j =
n−1∏
k=1
( ck−1∏
j=ck−1
w j
)
an−1∏
j=cn−1
w j
bn−1∏
j=an
w j =
(
1
2
)n−1
2
1
βn 2
αn
βn  n.
Let T be the unilateral forward weighted shift of weights (w j).
Therefore
∥∥T bn−1e1∥∥=
∥∥∥∥∥
bn−1∏
j=1
w jebn
∥∥∥∥∥=
bn−1∏
j=1
w j  n
which implies that supn ‖Tne1‖ = ∞ and so supn ‖Tnx‖ = ∞ for every x = 0.
If y ∈H we will write it as y =∑∞k=1 yk , where yk =∑ck−1j=ck−1 γ je j .
We will evaluate T βn yk for arbitrary n and k. We have
T βn yk =
ck−1∑
j=ck−1
γ j w jw j+1 · · ·w j+βn−1e j+βn
and so
∥∥T βn yk∥∥2 = ck−1∑
j=c
|γ j |2(w jw j+1 · · ·w j+βn−1)2.
k−1
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above are in the range from ck−1 to ck+1. In this range, the greatest possible value of a weight is 2
1
β2k and hence
w jw j+1 · · ·w j+βn−1 
(
2
1
β2k
)βn  (2 1β2k )βk  1+ 1
2k
< 2.
Therefore
∥∥T βn yk∥∥2  4 ck∑
j=ck−1
|γ j |2 = 4‖yk‖2
and so∥∥∥∥T βn
(∑
kn
yk
)∥∥∥∥
2
=
∑
kn
∥∥T βn yk∥∥2  4∑
kn
‖yk‖2.
Assume that k < n. Then
j + βn − 1 ck + βn − 1 cn−1 + βn − 1 = an − 1< cn.
Let p j be the last integer such that cp j  j + βn − 1. By the inequality above, p j < n. In the same time, since βn > cn−1,
cn−1 < j+βn − 1. This implies that p j  n− 1. From the two inequalities we conclude that p j = n− 1. In this case we write
w jw j+1 · · ·w j+βn−1 = w j · · ·wck−1wck · · ·wck+1−1wck+1 · · ·wck+2−1 · · ·wcn−2 · · ·wcn−1−1wcn−1 · · ·w j+βn−1.
Because of the way the weights were deﬁned, each product wcl · · ·wcl+1−1 = 12 . Thus
w jw j+1 · · ·w j+βn−1 = w j · · ·wck−1wcn−1 · · ·w j+βn−1
(
1
2
)n−1−k
.
If j  bk , then in w j · · ·wck−1 each factor is 12 and hence the product is < 12 . If j < bk then
w j · · ·wck−1 =
wck−1 · · ·wck−1
wck−1 · · ·w j−1
 1
2
because the numerator equals 12 and the denominator is a product of numbers greater than 1. Therefore, either way,
w j · · ·wck−1  12 .
To evaluate the product wcn−1 · · ·w j+βn−1 we use the fact noticed above, that j + βn − 1< an − 1. Therefore
wcn−1 · · ·w j+βn−1 =
wcn−1 · · ·wan−1
w j+βn · · ·wan−1
 1+ 1
2n−1
< 2
because the numerator is  1+ 1
2n−1 and the denominator is a product of numbers greater than 1.
Thus
w jw j+1 · · ·w j+βn−1 <
(
1
2
)n−1−k
and so
∥∥T βn yk∥∥2 
(
1
2
)n−1−k ck∑
j=ck−1
|γ j |2 =
(
1
4
)n−1−k
‖yk‖2.
This implies that∥∥∥∥T βn
(∑
k<n
yk
)∥∥∥∥
2
=
∑
k<n
∥∥T βn yk∥∥2 ∑
k<n
(
1
4
)n−1−k
‖yk‖2,
from where we conclude that∥∥∥∥∥T βn
( ∞∑
k=1
yk
)∥∥∥∥∥
2
=
∥∥∥∥T βn
(∑
k<n
yk
)∥∥∥∥
2
+
∥∥∥∥T βn
(∑
kn
yk
)∥∥∥∥
2

∑
k<n
(
1
4
)n−1−k
‖yk‖2 + 4
∑
kn
‖yk‖2
which implies that limn ‖T βn y‖ = 0 and hence infn ‖Tn y‖ = 0. 
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unilateral backward weighted shift of weights (w j), then, since limn
∏bn−1
j=1 w j = ∞ we conclude that supn w1 · · ·wn = ∞
and so, according to Theorem 2.8 in [15], S is a hypercyclic operator.
A more powerful example, with several extra properties, was constructed in [16].
4. Completely irregular operators
In the previous section we saw that a backward weighted shift is hypercyclic if and only if every non-zero orbit of its
adjoint is unbounded (part (i) of Proposition 3.8 and the result from [15] mentioned at the end of the previous section).
This was not just a coincidence. It is known that if T is a hypercyclic operator and y = 0 then supn ‖T ∗n y‖ = ∞ (see the
comment after Corollary 4.2 in [6]).
This result seems to imply that the best candidates for operators with irregular vectors are adjoints of hypercyclic
operators. In this case half of the irregularity condition is true for every vector in the space. We just hope that for at
least one vector the other half is also true. That this is not always the case can be easily seen by looking at the classic twice
the unilateral backward shift. The operator is hypercyclic, but for its adjoint, twice the unilateral forward shift, all non-zero
orbits are converging (in norm) to ∞.
Stronger forms of hypercyclicity imply more restrictions on the behavior of the orbits of the adjoint. Recall that an
operator T is called topologically mixing if for any two open sets U and V in H there is k such that TnU ∩ V = ∅ for all
n k. The following result is from [12].
4.1. Theorem. If T is topologically mixing then all non-zero orbits of T ∗ are converging to ∞.
Although it looks like there is no real connection between existence of irregular vectors and adjoints of hypercyclic oper-
ators, stronger forms of irregularity are indeed connected (although in a different way) to adjoints of hypercyclic operators.
4.2. Deﬁnition. An operator is called completely irregular if all its non-zero orbits are irregular.
The operator from Theorem 3.8 and the operator constructed in [16] are the only known examples of a completely
irregular operator in a Hilbert space. For an example in l1 see [14]. Notice that if the invariant subset problem has a
negative solution then the example will be a completely irregular operator. This is the case in [14]. So far, though, the
three known examples of completely irregular operators are either with no hypercyclic vectors or only with hypercyclic
vectors. We can reformulate the invariant subset problem in the following way: Does every completely irregular operator have
a non-trivial closed set?
Asking that all orbits are irregular implies more constraints on the spectrum. In this case we get stronger conclusions.
For example, if A⊕ B is completely irregular then both A and B are. This implies that if T is a completely irregular operator
then all components of its spectrum must intersect the unit circle. The spectral radius of a completely irregular operator
must be 1. This is because we already know that is  1 and if r(T ) > 1 there are vectors with orbit going to ∞ (in
norm). Moreover, it is easy to see that a completely irregular operator cannot have eigenvalues. In particular this means
that σp0(T ) = ∅ and that any Fredholm index for T (if any) must be negative. Recall that σp0(T ) denotes the set of normal
eigenvalues; that is the set of all eigenvalues that are both isolated and have the property that the corresponding Riesz
spectral invariant subspace is of ﬁnite dimension. This is the same as the set of all isolated points of the spectrum that do
not belong to the essential spectrum. The Weyl spectrum of an operator T is deﬁned by
σW (T ) = σ(T ) \ {λ ∈ C; T − λ has Fredholm index 0}.
4.3. Theorem. If T is a completely irregular operator then there is (Tn), a sequence of hypercyclic operators, such that limn T ∗n = T .
Proof. By the discussion above, any Fredholm index for T ∗ (if any) must be positive. Moreover, since σp0(T ∗) = σp0(T ),
σp0(T ∗) = ∅. This implies that σW (T ) = σ(T ).
Thus the following facts are true for T ∗: Each component of its Weyl spectrum intersects the unit circle. It does not
have normal eigenvalues. All Fredholm index (if any) is positive. Therefore Theorem 2.1 in [10] implies that there is (Tn),
a sequence of hypercyclic operators such that T ∗ = limn Tn , from where we obtain the conclusion. 
4.4. Proposition. If T is completely irregular than T ∗ does not have any eigenvalues of absolute value  1.
Proof. Let λ be an eigenvalue of T ∗ and x = 0 be an eigenvector. Then∥∥Tnx∥∥ · ‖x‖ ∣∣〈Tnx, x〉∣∣= ∣∣〈x, T ∗nx〉∣∣= ∣∣〈x, λnx〉∣∣= |λ|n‖x‖2.
Since infn ‖Tnx‖ = 0, we get that infn |λ|n = 0 and thus |λ| < 1. 
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