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1.1 Background and Motivation
Solar cell technology is an attractive alternative to conventional sources of elec-
tricity for it provides non-polluting and renewable energy. Due to the dwindling
supply of fossil fuels and the environmental concerns, demand for new sources
of energy is ever increasing worldwide. Though solar cells hold the promise of
clean and renewable source of energy, the cost aspect of the solar cell technology
has been a drawback to the wide-spread use of solar cells. However, the recent
advances in realizing a lower cost of solar cells will eventually lead to a signicant
impact of solar cells on to the global energy market.
Most solar cells are made from single crystalline silicon. The production of
single crystal silicon cells is very costly and the cells made from it have sev-
eral other factors that limit the extent to which the costs can be further reduced.
The absorptivity of single-crystal silicon is very low requiring thick cells in or-
der to achieve the required efciency. This makes single-crystalline cells rather
expensive to produce. Amorphous silicon may provide the answer to inexpen-
sive production of solar cells. The absorptivity of amorphous silicon is far greater
than that of single-crystal silicon. Thus, thin lm solar cells can be realized from
amorphous silicon. The other advantages of amorphous silicon solar cells is the
extreme abundance of the raw material from which they can be made and the
low fabrication temperatures which facilitate the use of a variety of low-cost sub-
strates. The drawback of amorphous silicon based solar cells is that their efcien-
cies appear to be considerably less than their crystalline counterparts. Another
problem is that amorphous silicon suffers from light induced metastable effects
known as Staebler-Wronski effect (SWE) [1]. This means that upon illumination
the material degrades over time, reducing the percentage of light that can be con-
verted to electricity. Despite this drawback, the low cost of this material and the
attractiveness of large area production still makes amorphous silicon ideally suited
for low cost solar cells. Since the discovery of the Staebler-Wronski effect many
researchers have been able to get around the problem of degradation in amor-
phous silicon based solar cells. High stabilized efciencies have been achieved
and amorphous silicon solar cells are currently the only thin lm solar cells that
have considerable contribution to the photovoltaic market. The improvements
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in the stabilized efciency of a-Si:H have been achieved mostly through mate-
rial improvements, adopted cell designs and light trapping techniques. This still
leaves many fundamental questions unanswered regarding the growth and mate-
rial properties of amorphous silicon as well as the electronic characteristics of the
solar cells. Topping the list of the unanswered questions regarding amorphous
silicon is the microscopic origin of the Staebler-Wronski effect. In light of this
and considering that a-Si:H solar cells with high stabilized efciencies have been
realized while no complete explanation of the microscopic origins of SWE has
been advanced, it is considered that further research of the degradation kinetics of
differently designed solar cells can greatly contribute to our understanding of the
Staebler-Wronski effect.
1.2 Fundamental Properties of hydrogenated amorphous
silicon
1.2.1 The atomic structure of a-Si:H
The structural arrangement of the atoms in amorphous silicon is different from
crystalline silicon. In crystalline silicon the atoms are arranged into a regular, pe-
riodically repeated structure which extends throughout a given sample. This long
range periodic ordering of the constituent atoms is lacking in amorphous silicon,
it is said therefore to have short range order. The atomic structure of amorphous
silicon is generally described as a chemically ordered continuous random network
[2]. The continuous random network (CRN) is considered as a homogeneous dis-
order model in which disorder is on average the same about each atom. The
structural disorder arising from short range order of a-Si network is mainly char-
acterized by angle and length distortion between the Si-Si bonds [3]. The bond
angle distribution for four-fold coordinated atoms in a-Si is broad with a mean
deviation of the order of 10o, depending on preparation conditions and centered
around the tetrahedral bond angle of 109o as found in crystalline silicon [2]. The
average bond length is about 1.9% longer than in crystalline silicon. Figure 1.1
shows the structural comparison of a-Si and c-Si. The bonding distortion at cer-
tain sites of the amorphous silicon network induces bond strains which can result
in broken Si-Si bonds, forming the so called dangling bonds. A nominally pure
amorphous silicon is permeated with a large concentration of dangling bonds with
a concentration of the order of 1019 cm−3 [2]. The electron energy levels of the
dangling bond lie in between the bonding (valence) and antibonding (conduction)
states of the fully paired bonded electrons. These midgap states render dramatic
effects on the optical and electronic properties of amorphous silicon. For example,
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Figure 1.1: The general schematic illustration of the atomic structure of crystalline and
amorphous silicon
due to their contribution to optical absorption and electrical conduction, measure-
ment of the energy gap through these processes is rather difcult. Furthermore,
the dangling bonds have the effect of pinning the Fermi level thereby reducing the
doping efciency in amorphous silicon.
Over the years, it has been demonstrated that the midgap electronic density
of states in amorphous silicon can be reduced by several orders of magnitude
when hydrogen is introduced during preparation (deposition) of the material. It is
presumed that hydrogen passivates the dangling bonds making it possible for the
resulting alloy, hydrogenated amorphous silicon ( a-Si:H) to be doped. However,
hydrogen not only saturates the dangling bonds and decreases the density of defect
states but may also play active roles in reducing the structural disorder, enlarging
the band gap and participating in the carrier induced metastable degradation of
a-Si:H electrical properties [4]. To date, several properties of a-Si:H have been
studied and it is now well established that the amount of hydrogen required during
preparation of a-Si:H depends on the type of material one is interested to obtain.
1.2.2 Chemical bonding and network coordination in amorphous sil-
icon
Regardless of the structural disorder in a-Si:H, a general similarity of the over-
all electronic structure between amorphous and crystalline silicon exist. This
is caused by the similarity of the short-range atomic conguration and bonding
structure in the two types of material. Silicon has four valence electrons with
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Figure 1.2: Schematic diagram of the electron levels in a-Si, showing the origin of valence
and conduction band states. The s and p states of the atom hybridize to form bonding and
antibonding orbitals which then evolve into the conduction and valence bands.
ground state conguration corresponding to 3s23p2. Each atom in the network is
tetrahedrally coordinated, sharing eight valence electrons (two electrons per bond)
with all four nearest neighbors. The tetrahedral coordination in silicon is a natu-
ral outcome of the chemical bonding requirement and is energetically favourable
because bonds are easily created when the bonding states have lower energy than
the isolated atomic levels. The bond strength is a function of the overlap of the
wave functions (atomic orbitals) of the two electrons on neighboring atoms. In
a silicon network, this overlap is enhanced by promotion of the paired electrons
in an orbital to an orbital of higher energy. When atoms approach each other to
form a silicon network, an electron on the s-level is excited to the p-level. This
arrangement of orbitals is called hybridization and the four orbitals formed are
called sp3 hybrids (see Figure 1.2).
While atomic orbitals correspond to the ground state of an atom, hybridized
orbitals do not. Their energy is higher by orders of 5-10 eV compared to atomic
orbitals [2]. However, when electron bonds are formed between atoms with sp3
orbitals this energy is recovered. The interaction between the atoms contributes
substantial amounts of energy to the network, hence the resulting bonding level is
lower in energy than the ground atomic state. The gain in energy caused by the
formation of these bonds is conventionally known as cohesion energy. The atomic
interaction within the structural network causes the orbitals to broaden into bands
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separated by the band gap of the material as shown in Figure1.2. It is worthwhile
to note that this description is not dependent on symmetry considerations and
therefore also applies to amorphous solids.
The bonding states (valency) have the lowest energy and are usually occupied,
while the anti-bonding states are empty. Interposed on Figure 1.2 is an illustration
of the density of states as a function of energy for such a band diagram. We note
the existence of states at energy levels lying in the middle of the gap. These states
are the non-bonding states attributed to structural defects such as dangling bonds
in amorphous silicon.
Clearly, the origin of the similarities in the overall electronic structure of a-
Si:H and c-Si reect the chemistry of the silicon atom. It follows that the same
chemical interactions that control the structure of crystalline silicon are present in
amorphous silicon. However, a complete description of the roles of local chem-
istry in amorphous and crystalline silicon requires specication of the network
topology that denes the manner in which atomic sites are interconnected with
each other. For covalent systems such as silicon, chemical ordering is predicted
by the so called 8-N rule formulated by Mott [5], where N designates the num-
ber of valence electrons. This means that, if for example elements A and B are in
columns a and b of the periodic table, the coordination of A and B atoms has an
optimal number of coordinations given by za = 8 − a and zb = 8 − b. The 8-N
rule is only applicable to elements belonging to columns IV-VII of the periodic ta-
ble. The rule suggests that each atom adopts a coordination which results in fully
occupied bonding states and empty non-bonding states [6]. With this reasoning,
it is easy to speculate about the origins of the electronically induced structural
reactions that are prevalent in amorphous silicon since any non-optimal value of
the coordination number z will result in a high energy conguration. For covalent
solids, it is found that the atom can form a defect center when z deviates from the
8-N rule [7].
In crystalline silicon, the equilibrium position of each atom is when its coor-
dination number, its bond lengths and its bond angles are optimized to achieve the
lowest energy state. Amorphous silicon is not the lowest energy structure of the
silicon network, it has deviations from the optimal atomic coordination which re-
sult into coordination defects (dangling bonds) and deviations from optimal bond
lengths or bond angles which result into strained bonds. Both dangling bonds and
strained bonds can yield localized states in the gap of a-Si as described in Chapter
2 of this thesis.
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1.2.3 Doping of a-Si:H
If one introduces doping elements like phosphorous or boron in amorphous struc-
ture, one hopes to achieve p-type or n-type doping, as in crystalline silicon. It
appears that the doping efciency, which is dened as the fraction of introduced
dopant atoms which indeed are electrically active, is extremely low in amorphous
silicon.
The reason that effective doping in defect-rich material is not possible stems
from the 8-N rule. The network topology of amorphous silicon is such that various
values of the coordination number z occur. In crystalline silicon the value z can
only be 4, but in amorphous silicon network values of 3 and 5 are also quite
possible. Mott’s rule states that in general a foreign element will prefer a site in
the network at which the coordination is such that a number of valence electrons n,
together with the number z of electrons from possible covalent bonds at this site,
should add up to a full shell, i.e 8, in order to minimize the energy at this position.
In other words one can conclude from this rule that elements like phosphorus or
boron which are added to an (unhydrogenated) amorphous silicon network will
in general not show doping effects, since they choose e.g a 3-fold coordination,
in which no donor or acceptor states can be formed. This reasoning of course
generally applies only when the atoms indeed have possibilities to choose, i.e
when they are mobile and also not yet completely built in. This is a situation which
occurs during deposition and growth of doped layer and can occur afterwards only
at elevated temperatures.
The presence of hydrogen however serves to stabilize the network and, more
specically, to greatly reduce the number of unpaired electrons or dangling bonds.
In such a network many dopant atoms therefore are forced in a four-fold coordi-
nated sites, in which they will produce a doping effect in terms of donor or accep-
tor states. It may be understood that the doping efciency will be low, as compared
to crystalline silicon. In the crystalline silicon the efciency of doping is of the
order of unity, while in hydrogenated amorphous silicon it can range from 10−4 to
10−2, depending on the deposition temperature. The details of the doping process
in amorphous silicon are more complicated than what has been described above.
It appears that there exists an intimate relation between the number of electrically
active dopants and the number of defects in the material. The doped materials are
more rich with defects than undoped hydrogenated amorphous silicon.
1.2.4 The optical and electronic properties
The general discussion of the atomic structure of a-Si:H in the above section pro-
vides a very useful step in understanding the electronic structure of this material.
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It was shown that the local bonding structure of the material is in a large part re-
sponsible for establishing the essential features of amorphous to that of crystalline
silicon. Thus the observed similarities in the electronic structure of the two mate-
rials resides in a realization that many interesting properties of amorphous silicon
are controlled by the bonding chemistry as they are in crystalline silicon. In this
section, we shall discuss the correspondence between the atomic structure and the
electronic and the optical properties of a-Si:H.
The disorder represented by uctuations in atomic conguration causes uc-
tuations in the potential acting on an electron. As a result, the energies of the
electronic states are perturbed and the band broadens. In this situation, the sharp
features prevalent in crystalline density of states become smeared and form band
tails which extend into the forbidden gap. It is for this reason that, the sharply
dened band edges of the valence and conduction bands are non-existent in amor-
phous silicon. Calculations based on the tight-binding approach [8] have shown
that the energies of bonding (p-like) orbitals and anti-bonding (s-like)orbitals are
differently affected by material disorder. For example, the energies of the s states
are less sensitive to the bonding disorder than are the energies of the p-like states.
Consequently the shapes of the band tails in amorphous silicon are not symmet-
rical, with more states in the valence band tail than in conduction band tail. The
asymmetry in the distribution of localized states affect the position of the Fermi
level. In an intrinsic (undoped) uniform sample of amorphous silicon, the Fermi
level in the dark is generally shifted closer to the bottom of the conduction band.
The interpretation of the electronic structure of a-Si:H is summarized in the
band model of this material as shown in Figure 1.3. Shown in this gure is the
density of states (DOS) as a function energy. The DOS denes the number of
allowed electronic states per unit volume per unit energy. One can distinguish
three different regions: Region I corresponds to extended states. In this region
the carriers have a nite mobility, in short they are free carriers and their wave-
functions are non-localized. Region II corresponds to the band tails whose states
are localized and a carrier occupying them has little chance of moving away as its
mobility is reduced strongly. Region III corresponds to midgap states originating
from structural and coordination defects (dangling bond states) in amorphous sil-
icon. The dangling bond states play a prominent role in the electrical transport of
amorphous silicon by controlling trapping and recombination processes.
The localized and delocalized states are demarcated by mobility edges EV
and EC as proposed by Mott and Davis (1979). The region between these two
energies dene what is known as the mobility gap (Emob). The hypothesis ad-
vanced by Mott [9], asserts that at T=0, the extended states offer nite mobility
of the carriers and zero mobility for localized states. This assertion suggests an
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Figure 1.3: Schematic diagram for the density of states in amorphous silicon showing the
extended states regions (I and V), the tail states regions (II and IV) and the midgap states
region (III)
abrupt transition of mobility at the band edge energies EV and EC . However, the
gradually decreasing densities of states from extended to localized states suggest
that localization of the electron wave function varies smoothly as we move from
extended states to states deep in the band gap. Clearly, the deepest states near the
center of the gap will generally have a more localized electronic wave functions
than shallow states. This observation entails a smoothly increasing mobility from
localized to extended states. The exact behaviour of the properties of states near
the mobility edges is unfortunately still not well known. There is no available
quantitative technique for characterizing these states [10].
We have earlier mentioned that the structure of a-Si:H can be described as a
continuous random network, but in a real a-Si:H network the short range order
may differ from one site to another. The slight distortions in the atomic congura-
tion results into random distribution of charged centres leading to a non-periodic
potential. A disordered potential can lead to strong electronic scattering and a
short coherence length of the electron wave function. In amorphous silicon the
coherence length is approximately of the order of the lattice spacing and the re-
sulting uncertainty in the wave vector is of the same magnitude as the wave vector
itself. Under these circumstances the momentum is no longer a good quantum
number and is not conserved in optical transitions. Thus all optical transitions in
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amorphous silicon can be considered as direct. The probability of optical transi-
tions in direct band gap material is greater than that of an indirect band gap, for
this reason the absorption coefcient of a-Si:H is higher compared to crystalline
silicon. The absorption coefcient can be calculated from the optical band gap
(Eg). The optical band gap can approximately be determined as a function of
photon energy (hν) using Tauc’s rule;
(αhν)1/2 = A(hν −Eg) (1.1)
where α is the absorption coefcient and A is a constant. The (αhν)1/2
behaviour is predicted for an amorphous semiconductor if the band edges are
parabolic and the matrix elements for optical transitions are independent of en-
ergy [11]. However the quadratic energy dependence of the optical band gap is
not universally observed. The distribution near the band gap edges can be linear
and a cubic energy dependence (αhν)1/3 has been predicted for the optical band
gap [12]. The optical gap does not dene the band gap of amorphous silicon,
instead the mobility gap is generally used to dene the band gap of amorphous
silicon material. The optical gap is slightly smaller than the mobility gap. Since
the energy of the mobility edge depends strongly on the extent of material disor-
der, the band gap of amorphous silicon can be varied according to the degree of
disorder. The experimental value being used in this work for intrinsic (undoped)
amorphous silicon is approximately 1.75 ev.
The optical absorption properties of amorphous silicon are immensely impor-
tant for understanding the operation of a solar cell and for optimizing its conver-
sion efciency. The optical gap can be used to estimate the energy of photons that
can be absorbed by a-Si:H. By decreasing the optical gap, one can increase the
part of the solar spectrum that is absorbed by a-Si:H. Experimental observations
have shown that the absorption edge decreases exponentially with energy. This
exponential decrease which tails into the band gap is known as the Urbach edge
region and is correlated with the width of the valence band tail. Thus the impor-
tance of understanding the absorption processes in a-Si:H stems from their use as
a probe for the local structure of a-Si:H network. From absorption measurements,
one can deduce information on both the tail and defect states.
1.2.5 Preparation of amorphous silicon
Of the several different methods that can be used to prepare a-Si:H material,
Plasma Enhanced Chemical Vapor Deposition (PECVD) and Hot Wire Chemi-
cal Vapor Deposition (HWCVD) are the most common methods for preparing
device quality a-Si:H. PECVD method involves the use of silane gas, which is
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admitted to a vacuum reactor chamber and decomposed into a plasma. The de-
composition of silane yields radicals that reach the surface of the substrate giving
rise to the growth of a-Si:H lm. The sequence describing the deposition process
by the PECVD method can be found in references [13,14]. The HWCVD method
can also be used to produce thin lms of polycrystalline and amorphous silicon.
The HWCVD method involves the catalytic decomposition of of silane gas at the
surface of a hot lament. The decomposition just as in the PECVD method yields
radicals that can reach the surface of subtrate to form either a polycrystalline or
amorphous silicon material depending on deposition conditions.
1.3 Solar cells based on hydrogenated amorphous silicon
1.3.1 Solar cell structure
Amorphous silicon material is widely applied for the production of solar cells.
With this material, it is possible to produce large-area and low cost thin lm so-
lar cells on a variety of substrates. The physics of amorphous silicon based solar
cells is quite different from that of the conventional crystalline devices. The exis-
tence of localized states as mentioned in section 1.2.1 greatly impedes the smooth
operation of the solar cell. The electron and hole mobilities in the conduction
and valence bands are low (10 to 20 cm2/Vs for electrons and 1-10 cm2/Vs for
holes). In doped a-Si:H the diffusion lengths are shorter than in the undoped or
intrinsic a-Si:H. Thus the charge carriers absorbed in the depletion region are the
only ones that can be effectively separated in a-Si:H solar cell. However, an or-
dinary p-n structure from a-Si:H can not show photovoltaic phenomenon since
the lifetime of photoexcited free charge carriers is too short to make a signicant
separation of them. For this reason the most efcient a-Si:H solar cells are p-i-n
devices. The schematic band diagram of a p-i-n device is shown in Figure 1.4 for
zero bias conditions. The p and n layers provide the built-in potential (Vbi) of the
junction. Shown are the valence band edge (EV), the conduction band edge EC as
functions of the position of solar cell structure. A standard p-i-n device structure
at Utrecht University consists of an intrinsic layer of 500 nm between very thin
n and p doped layers (in orders of 10 nm). It will be shown in section 3.3 that
the thickness of the intrinsic layer can be reduced to improve charge collection.
Photogenerated carriers are collected by drift mechanism and not by diffusion as
is the case for crystalline solar cells.
There are two congurations of amorphous silicon solar cells, superstrate (p-
i-n) and and substrate (n-i-p) devices. The superstrate conguration lets the light
enter through the substrate. The substrate is coated with a textured Transparent
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Figure 1.4: Schematic band diagram of a-Si:H p-i-n structure depicting the internal po-
tential of the intrinsic layer ( Vbi), the valence band edge EV , conduction band edge EC
and the mobility gap EG as functions of position in the solar cell structure. The Fermi
level is shown as EF
.
Conductive Oxide (TCO) layer mainly made from uor doped tin oxide (SnO2:F).
The TCO acts as the front contact and should be able to transmit a large percentage
of the incident light. This means that the TCO must have high optical transmission
properties and high electrical conductive properties. A textured TCO is necessary
for enhancing the light trapping in a solar cell device. In a substrate conguration
(n-i-p) the different layers of the solar cell are deposited on an opaque substrate,
usually stainless steel, which also serves as a back contact. Usually an Indium Tin
Oxide layer (ITO) is used as a front contact.
1.3.2 The photovoltaic characteristics
Characterization of a solar cell is usually done using the current-voltage charac-
teristics. Figure 1.5 shows the current-voltage characteristics of a p-i-n solar cell












where J0 is the saturation current density and n is the diode quality factor. Ac-
tually, the light and dark J(V) curves shown in Figure 1.5 represent the current
density as a function of the applied bias. The photocurrent saturates rapidly in
the reverse bias when there is full collection of the incident photon ux. In the
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forward bias the solar cell characteristics are characterized by the short circuit
current density Jsc, the open circuit voltage Voc and the ll factor FF. The short
circuit current density is the absolute value of the intercept with the voltage axis
which is the current density at zero bias. The open circuit voltage is the deter-
mined from the point where the J(V) curve cuts the current density axis, it is the
voltage at open circuit condition with Jsc = 0. The operating point of a solar
cell corresponds to the maximum power point where the generated power density
P=JV has its maximum value. It is given by the following expression.
Pmax = JmaxVmax (1.3)





The energy conversion efciency (η) of the solar cell is dened as the fraction








where Pin is the power of the incident radiation.
The solar cell can also be characterized by its spectral dependence of the
charge collection known as spectral response. The spectral response is the col-
lection efciency of the solar cell as a function of wavelength. Details of spectral
response measurements will be covered in chapter 3.
The electronic properties of a-Si:H solar cells degrade under prolonged illu-
mination. This effect known as the Staebler-Wronski effect was rst observed in
1977 [1] by Staebler and Wronski. The degradation is attributed to increase of
the dangling bond density of states during illumination of the solar cell. The light
induced changes are reversible by annealing of a-Si:H at elevated temperatures.
Despite the intensive research of the Staebler-Wronski (SWE) effect the origins
of this effect are still unclear. Several types of microscopic models have been
suggested to explain the effect. In this thesis, the time dependence of the solar
cell parameters during degradation will be investigated through experiments and
computer simulations.
1.3.3 Objectives and outline of the thesis
In this thesis, the research conducted combines experimental and computer mod-
elling studies aimed at understanding the light induced degradation in the per-
formance of amorphous silicon based single junction solar cells. Of particular
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Figure 1.5: The J-V characteristics of a p-i-n a-Si:H solar cell in the dark and under
illumination
interest is the study of the degradation kinetics of different types of a-Si:H single
junction solar cell and the role of dangling bond states in mediating or driving
the degradation phenomenon. The approach taken has enabled us to examine how
light induced degradation is affected by both the structural and material improve-
ment. The scope of the thesis encompasses the application of the microscopic
models describing the creation and distribution of midgap defect states to numer-
ical simulations of the as-deposited and degraded states of a solar cell. We have
developed computer modelling schemes for simulating the degraded state of a so-
lar cell taking into account the nature and distributions of dangling bond states
during illumination.
Specic research objectives of this thesis therefore include (1) experimental
understanding of the degradation kinetics of single junction a-Si:H based solar
cells that are claimed to be less susceptible to the Staebler-Wronski effect. (2) the
understanding of the contributions that different gap states make to the degrada-
tion phenomena through numerical investigation of the type, nature and densities
of light induced defects in a-Si:H solar cells. (3) development of a simulation
technique for degradation kinetics of a solar cell using a kinetic model for defect
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creation.
The thesis is structured into six chapters. Chapter 2 deals with the review of
literature which gives the necessary background for the approach undertaken in
this study. It covers the experimental evidence for the increase of defect density
upon illumination and the microscopic models dening the defect distribution and
the kinetics of defect creation. Chapter 3 gives a detailed approach of the exper-
imental methods used to study the degradation kinetics. The results of the ex-
perimental study are also given in this chapter. Chapter 4 explains the modelling
approach, describing the electrical and optical modelling of a-Si:H solar cell. The
optical generation proles calculated for a-Si:H p-i-n structure using GENPRO I
and GENPRO II optical models are shown. The differences in the the two model
is that GENPRO I, considers the solar cell as a thin lm multi-layer optical sys-
tem with smooth interfaces, while GENPRO II is an optical model that takes light
scattering at the textured interfaces of the cell into account. Chapter 5 consists
of the description of the simulation program ASA, the simulation approach for
different solar cells in the as deposited state. Chapter 6 is the last chapter, it cov-
ers a detailed discussion of the mechanisms of light induced defect creation as a
guideline for comprehensive simulation of the degraded state of a solar cell. Also
provided in chapter 6 are the calculations and validation of the degradation mod-
els with experiments. Correlations between the degradation kinetics and the light
induced defect states are also given.
Finally at the end of chapter 6 we present the conclusions and perspectives of
future work pertaining to the study of metastability of a-Si:H solar cells.
2 Metastability of hydrogenated
amorphous silicon
2.1 Introduction
The subject of metastability in amorphous silicon goes back to the report of Stae-
bler and Wronski in 1977 [1]. According to this report prolonged exposure to light
could induce large reversible conductivity changes in amorphous silicon. The
changes are reversible through thermal annealing of the sample at temperatures
above 150oC. The light induced changes are now referred to as Staebler-Wronski
effect (SWE). Although Staebler and Wronski did not develop a concise expla-
nation of this effect, they made speculations that the effect of illumination leads
to the increase in the density of gap states in amorphous silicon. They assumed
that the new gap states resulted in shorter electron life times, producing the ob-
served lowering of the photo conductivity. The increase in the gap states moved
the Fermi level away from the mobility edge for electrons, leading to a low dark
conductivity and a high activation energy. A specic mechanisms by which light
can introduce gap states were not clear to them but they speculated on a possi-
ble cause of the degradation. They assumed that a localized defect undergoes a
metastable structural change when it traps or acts as a recombination centre for
photogenerated charge carriers. The observation by Staebler et al initiated a va-
riety of experiments on degradation mechanism in amorphous silicon by several
groups world-wide. In the next two sections we shall give a review of experi-
mental methods that have been applied to study the Staebler-Wronski effect. The
review will provide the necessary background for the approach we have taken in
studying metastability of a-Si:H solar cells in this thesis.
2.1.1 Direct experimental evidence of increase in defect density upon
light exposure of a-Si:H
Since the discovery of the SWE, research of metastability of amorphous silicon
has followed several avenues. The early investigations were mostly directed to-
ward the understanding of the reversible conductivity changes in this material.
The work of Pankove et al [15] is among the earliest research that provided the
direct evidence of the increase in defect density due to illumination. Through
luminescence spectroscopy they studied the reversible light-induced changes in
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a-Si:H and found that illumination of a-Si:H by a laser produces recombination
centres some of which are radiative in nature. They conducted the temperature
dependence of the light-induced effects and observed that changes in the lumi-
nescence intensity decrease at temperatures above 100oC and explained this as
an effect due to a simultaneous annealing process. Pankove et al advanced the
idea that breaking of the so-called weak Si-Si bonds by light is responsible for the
Staebler-Wronski effect. According to their speculation the bond breaking creates
dangling bonds which can be reconstructed by thermal annealing.
Later experiments by Dersch et al(1980)[16] using Electron Spin Resonance
(ESR) on undoped a-Si:H provided more specic evidence and offered structural
information about defects in amorphous silicon. From their ESR experiments it
has been established that all forms of a-Si:H have a paramagnetic defect with its
resonance at a g-value of 2.005. They observed that an annealed sample pro-
duced the ESR spectrum with the known g-value of 2.005 and a corresponding
spin density of Ns = 9.1 × 1022m−3. Upon illumination of the sample the g-
value and the line width of the spectrum remained the same but an increase in
the intensity of the line by a factor of 2 was observed. The spin density after il-
lumination rose toNs = 1.8 × 1023m−3. A further annealing of the sample in
the dark at 200oC decreased the spin density. Dersch et al further conducted ESR
experiments by hydrogen effusion and obtained the same g-value. Based on the
similarity of the illumination induced ESR signal with that obtained by hydrogen
effusion they explained the creation of light-induced dangling bonds by a model
where Si:H bonds are broken and where by interstitial diffusion of the related hy-
drogen atoms sufciently far away from these sites, metastable dangling bonds get
created. They speculated that since the Si:H bonding states lie about 5 eV deep in
the valence band, excitation of electrons from these states cannot be the reason for
bond breaking. They assumed that non-radiative recombination of carriers photo
excited in the Si-Si bonds provide sufcient energy which can be transferred to
the Si-H bond. Dersch et al further advanced a model where the weak Si-Si bonds
break and the neighboring Si-H bond hydrogen atoms switch over to the arising
bonds, leaving dangling bonds with a somewhat larger distance from each other.
As will be seen later in this thesis, these observations and speculations laid the
foundation for the several microscopic models on metastable defect formation in
amorphous silicon.
Other experiments that provided direct evidence for the creation and annealing
of defects in a-Si:H are the changes in the eld- effect density of states [17] and the
reversible photo induced changes in a-Si:H using deep level transient spectroscopy
(DLTS) [18]
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2.1.2 Indirect experimental evidence of increase in defect density upon
light exposure of a-Si:H
Indirect evidence of the reversible changes in the electronic behaviour of amor-
phous silicon has been obtained from reversible changes in the transport proper-
ties of a-Si:H diodes and solar cells. Staebler et al [19] conducted experiments
on Schottky-barrier diodes and observed that both the dark conductivity and pho-
toconductivity of the diodes change upon optical exposure. Jouse et al [20,21]
studied the evolution of the electrical characteristics of a-Si:H Schottky diodes us-
ing I-V versus temperature, capacitance-voltage versus frequency and I-V under
illumination. They observed a reversible light-induced bulk effect and an increase
in the midgap density of states as obtained from the capacitance voltage method.
Dresner et al [22] conducted direct measurements of diffusion length in a-Si:H
using the surface photo-voltage method. From the results of their experiments
they demonstrated that prolonged illumination decreases the diffusion length and
subsequent annealing restores the original value. In a later experiment Staebler
et al [23] studied the stability of n-i-p amorphous silicon solar cells and observed
a decrease in the current density, the ll factor and the spectral response upon
prolonged exposure of the cells to light. They concluded that the degradation
was due to the decrease in the collection efciency of the carriers. They assumed
that the light induced changes occur in the intrinsic layer of the solar cell due to
trapping and recombination of the optically generated carriers. Street[24] studied
the effect of light soaking on transport and trapping of electrons and holes using
the time-of-ight method. He identied the effect of light soaking on transport
properties of a-Si:H as a result of the increase in dangling bond density and pro-
vided a quantitative measurements of the mobility-lifetime product (µτ ). The µτ
product decreased by an order of magnitude or more upon light soaking. Though
several other methods exist for studying the reversible light induced changes in
amorphous silicon, it is worth mentioning the work of Han and Fritzsche [25]
who used single and dual-beam photoconductivity to investigate the light induced
creation and annealing of defects in a-Si:H. In this work they obtained a differ-
ent responses of the photoconductive properties of a-Si:H to light exposure and
to thermal annealing and assumed the existence of two kinds of metastable defect
states in a-Si:H. One kind was supposed to decrease the mobility lifetime while
the other increases the sub-band gap absorption.
It is apparent that most of the experiments link the SWE to the reversible
changes in the gap-state density. The conclusions arising from different workers in
the study of metastability agree in principle that illumination leads to the creation
of additional metastable defects in the gap. These defects act as recombination and
trapping centres of the optically excited carriers. The experiments conducted on
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transport properties of amorphous silicon solar cells show that the recombination
of excess carriers is responsible for the creation of metastable defects.
2.2 Metastable defect formation
Besides the creation of metastable defects in a-Si:H through illumination, other
methods such as quenching of the material from high temperature, keV -electron
irradiation, charge accumulation at interfaces, doping, electric current etc can in-
duce metastable defect creation processes. It is now widely acknowledged that
the phenomenon of defect creation (reactions) in a-Si:H are best described by the
following processes[6]:
1. The kinetics of defect reactions
The kinetics of defect reactions are described by a relaxation time τR re-
quired for the structure to overcome the bonding constraints. The relax-
ation time τR is associated with the energy barrier EB depicted by the
conguration-coordinate diagram in Figure 2.1 which arises from the bond-
ing energies. The lower energy E0 in this gure represents the fully coor-
dinated network while the higher energy E1 represents a dangling bond
defect. The energy difference betwee E1 and E0 is the defect formation
energy. A larger EB requires a high temperature to bring the system to
equilibrium in a given xed time. The kind of defect reaction described by





Calculations of the freeze-in temperature using equation 2.1 have been ac-
complished by equating it to the cooling rate dT/dτR. It has been found
that an energy barrier of 1-1.5 eV is required for a freeze-in temperature
of 227oC in case of a-Si:H [6]. The equilibration time is fairly small at
deposition temperatures of (200 - 300)oC with τ = 0.1 − 100 s [6]. At
room temperature the equilibration time is larger than a year. This means
that the defects can remain in the material even when the creation source is
removed. The defects can be annihilated by annealing at elevated tempera-
tures.
2. Chemical equilibrium processes
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Figure 2.1: The conguration-coordinate diagram of for describing the metastable defect
formation
Chemical equilibrium is calculated from formation energies of various states
by minimizing the Gibbs free energy:
G = H − TS (2.2)
H = U − PV (2.3)
where H is the enthalpy, S is the entropy, T is the temperature, U is the
defect formation energy, P and V are pressure and volume of the system
respectively. When an extra defect is added to the a-Si:H material, an extra
free energy of the system (the chemical potential) is introduced and the
change in the Gibbs free energy is given by:




At thermodynamic equilibrium dG ≡ 0 and the sample temperature is ev-
erywhere the same while the number of moles of each species in the sample
remains constant. When this happens the rst term of Equation 2.4 will
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be zero. Physically the sample volume is xed and therefore if there is no
work being done on or by the sample the second term of Equation 2.4 will
also be equal to zero. The third term will vary according to changes in the
concentration of species towards equilibrium. The changes are governed by
the chemical processes taking place in the sample through conversion of the
species to other species. Generally, these rates are small so that the thermo-
dynamic equilibrium ( dG −→ 0 ) is limited by the rate of the chemical
equilibration among the species (
∑
i dn −→ 0) [26]. Because of the ran-
dom nature of the a-Si:H network, the formation energy is non uniform in
the entire network but rather varies from site to site. This makes the evalua-
tion of the equilibrium state in a-Si:H rather complex. A correct evaluation
should include the distribution of the formation energies of the network and
also the width of the defect energy levels [27]. A simple approach of using a
single formation energy and discrete gap states has been applied by M¤uller
et al [28]. It has been found that the equilibrium is dominated by states with
the lowest formation energy and an approximation can be made where there
is a small subset of network sites at which a defect can be formed. These
sites are physically associated with weak bonds.
2.2.1 Distribution of formation energies (WB-model and role of band
tails)
The formation of dangling bond defects is well described by the weak-bond-
dangling bond conversion model (WB-model) originally proposed by Stutzmann
[29]. According to this model, the Fermi energy moved into localized band-tail
states would occupy antibonding levels of these states resulting into bond break-
ing and hence defect formation. Smith and Wagner [27] treated this process as a
chemical reaction described as:
Weak bond 
 Dangling bond (2.5)
With this consideration, Smith and Wagner calculated the density of neutral dan-
gling bonds in undoped a-Si:H. They found that the distribution of formation ener-
gies according to the weak-bond-dangling bond conversion model has a shape pro-
portional to the valence band tail density of states. Figure 2.2 shows the schematic
density of states diagram illustrating the distribution of defect formation energies
according to the weak bond to dangling bond conversion model. The distribution
involves both an exponential component due to the exponential valence-band tail,
and a gaussian component due to the distribution of virtual defect states. The
distribution of virtual defect states is described by the distribution of energies at
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which a defect could be created (the defect pool). Figure 2.2 depicts the con-
version of weak bonds in the interval dE whose reaction enthalpy is the cost to
remove a weak bonding state atE and create a defect state atE0D. The mechanism
of defect distribution in a-Si:H is thought to be mediated by hydrogen. This is be-
cause the breaking of one weak Si-Si bond creates two defects, but the equilibrium
defect density is different if two defects are allowed to remain close together as
a pair, compared to the situation when they are able to diffuse apart [6]. It is
widely accepted that defect creation process can be mediated by hydrogen diffu-
sion which allows the defects to occupy the Si-H sites from which hydrogen is
removed. The evidence arises from the observations of hydrogen motion at the
same temperature as the metastable effects. It has also been found that the acti-
vation energy of defect annealing is comparable with that of hydrogen diffusion
[30]. The details of hydrogen participation and the models developed to explain
the hydrogen mediated defect creation processes are beyond the scope of this the-
sis, we recommend interested readers to references [6,30,31,32].
The usefulness of the weak bond model is that the distribution of formation
energies can be evaluated from the known valence band and defect density distri-
butions. The WB-model provides a framework for understanding how the defect
density varies with deposition conditions and the doping levels. It enables the
calculation relating the defect density to measurable quantities.
Figure 2.2: The schematic diagram of the distribution of defect formation energies ac-
cording to the weak-bond-dangling bond conversion model describing the metastable de-
fect formation with a a pool of defect states
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The nature of the dangling bond states
The dangling bond states in a-Si:H are amphoteric in nature, meaning that they
can act as either donor or acceptor states depending on the Fermi level. The states
of the dangling bond can occupy three different charge states: positively charged
when unoccupied, neutral when singly occupied and negatively charged when
doubly occupied. If a dangling bond is occupied by two electrons, the electron-
electron interaction will raise the energy of the pair. The extra energy arising due
to the interaction is known as correlation energy U . For a given dangling bond,
there are two transition energy; E+/0 related to the +/0 transition and E0/− re-
lated to the 0/- transition. The energy difference between these levels gives the
correlation energy U which in this case is the energy required to add a second
electron on a singly occupied dangling bond. A positive contribution to the corre-
lation energy is obtained from the electron-electron interaction while the network
relaxation will lower the energy of the electron pair and therefore gives a nega-
tive contibution to the correlation energy. The correlation energy is not accurately
known, however from the low temperature dependence of spin density in a-Si:H,
U is positive [33] and takes the values between 0.2-0.3 ev [34].
2.2.2 The defect pool model (Fermi-level dependence of defect for-
mation energy)
Since the energy of a dangling bond state can take a range of values, the chem-
ical equilibrium gives rise to an energy shift of the peak position of the defect
states that are created in different charge states (0, -, +). This is what is called
the defect-pool model [35]. The defect pool model was developed for the calcula-
tion and description of the density of dangling bond states distribution in a-Si:H.
Though the origins of the defect pool model stem from the work of Bar-Yam and
Joannopoulus [36], Powell and Dean [35] came up with an improved defect pool
model which is widely used for the calculation of the defect states distribution and
density in a-Si:H. The basic principle of the defect pool model is that defects are
formed according to the weak bond breaking model described in the section 2.2.1
and illustrated in Figure 2.2. The model considers the involvement of hydrogen
in the conversion process as described earlier. The defect pool model also con-
siders that the equilibrium density of dangling bond states depends on the Fermi
energy, which leads to a higher density of dangling bonds in doped a-Si:H than
in undoped amorphous silicon. The equilibrium dangling bond density of states
is computed by minimizing the free energy of the system of weak silicon bonds,
dangling bonds and hydrogen bonds.
According to Powell and Dean’s [35] improved defect pool model, the density
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1 + exp[2(µd(E)−Et)/kT ]dEt (2.6)
where the weak-bond states identied with the valence band tail states are
exponentially distributed according to the following formula:






with Nv0 being the density of tail states extrapolated to the valence band mo-
bility edge Ev and Ev0 is the characteristic energy of the exponential band tail
slope. Using the approximation that for µd < Et all weak bonds states convert to
dangling bond states, while for µd > Et a Boltzmann fraction of states converts,
Powell and Dean evaluated the integral 2.6 to obtain the density of states as:
D(E) = P (E)Nv0
2E2v0





where P (E) is the defect-pool function which describes the distribution of
possible available sites for defect formation. The pool function is assumed to











where σ is the width of the pool and Ep is the energy of the peak of the
defect pool. In the chemical potential µd, which is the change of free energy
in the system arising from the addition of one extra defect, we nd a term that
accounts for the energy of the defect which is dependent on its charge state and on
the entropy related to the silicon-hydrogen bonding conguration. The chemical
potential is given by the equation:
















where F 0eq is the equilibrium occupation function for neutral defect states, H
is the hydrogen concentration and i is the number of hydrogen atoms involved in
the defect formation process.
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By substituting the Expression 2.10 into Equation 2.8 and through appropriate



































ρ = 2Ev0/(2Ev0 + iKT ) (2.13)
Figure 2.3: The density of states distribution according to the defect pool model. The
density of dangling bond states from the +/0 and 0/- electron transition energies are given
as Ndb(+/0) and Ndb(0/-), (Ntotal) is the total density of states and (NV ) and (NC) are the
density of states of the valence and conduction bands respectively.
Equation 2.11 is the principal expression for the equilibrium defect density
and distribution which is maintained for temperatures above the equilibration tem-
perature. Shown in Figure 2.3 is density of states (DOS) distribution in the mo-
bility gap of the intrinsic a-Si:H at the centre of the p-i-n structure calculated with
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the defect pool model of Powell and Deane [35]. The gure shows the density
of dangling bond states from the +/0 and 0/- electron transition energies. The to-
tal density of states (Ntotal), the density of states of the valence band (NV ) and
conduction band (NC ) are also shown. As will be seen in chapter 5, the Fermi-
level dependence of the defect density of states has consequences for the spatial
distribution of defect states in an amorphous silicon p-i-n structure.
2.2.3 Concluding remarks
The defect pool model has been successful in explaining the equilibrium defect
density of states as a function of Fermi energy. In a detailed paper Schumm has
attempted to use the defect pool model for describing the metastable defect struc-
ture [37]. Regardless of Schumm’s work and attempts by other workers [38], the
defect pool model has not been successfully applied for describing the dangling
bond distribution under non-equilibrium conditions. In this work, we will attempt
to extend the defect pool model to non-equilibrium steady-state conditions such
as light soaking. The major interest here is to investigate the contributions of the




As already mentioned in the preceding sections, the major drawback to the ef-
cient operation of amorphous silicon based solar cells is the unsolved problem of
the Steabler-Wronski effect. We have learnt that this effect is a hydrogen medi-
ated bond breaking process resulting into light-induced defect increase and that
it can be studied by different techniques. Once the miscroscopic mechanism for
SWE is understood, a dramatic improvement in both the efciency and stabil-
ity of a-Si:H based solar cells is expected. In the early years of discovering the
Staebler-Wronski effect a lot of effort was devoted to the understanding of the
origins of this phenomenon. However, when it became apparent that such ef-
forts have limited effectiveness in improving the cell performance, a major shift
in the focus directed at ways of reducing the effect was undertaken by several re-
searchers. These later efforts yielded both material and structural improvements
which have played a key role in increasing the efciency of these cells. In the last
decade, stabilized conversion efciencies slightly above 13% have been achieved
for an amorphous silicon based triple junction solar cell [39]. In addition to this
achievement are categories of single junction a-Si:H solar cells that are claimed to
be less susceptible to the Staebler-Wronski effect. Such cells have been obtained
by using the following concepts:
• Reduction of the intrinsic layer thickness
• Insertion of a suitable buffer layer at the p/i interface
• Use of excess hydrogen during deposition leading to more ordered a-Si:H
• Use of deuterium in place of hydrogen during deposition
In this chapter we will present detailed experimental investigations of the light
induced degradation and thermal annealing conducted on single junction solar
cells made to investigate the above four concepts. It will be shown that the changes
in the electrical characteristics of the solar cell as a function of illumination or an-




3.2 Methods and techniques for studying photodegrada-
tion
3.2.1 Approach
The single junction amorphous silicon solar cells in this study were fabricated by
Plasma Enhanced Chemical Vapour Deposition (PECVD) at a frequency of 13.56
MHz in an ultra high vacuum multichamber reactor (the PASTA system) at the
Utrecht Solar Energy Laboratory (USEL). Plasma deposition is a low temperature
process, such that a complete solar cell can made at temperatures below 300 oC.
Cells were deposited onto a glass substrate coated with a transparent conducting
oxide (TCO) of SnO2 (the Asahi U type) in a superstrate conguration. Silver con-
tacts were deposited on the back side of the solar cell. The simple structure of the
cell used in this study can be described as consisting of glass/TCO/p-a-SiC:H/i-a-
Si:H/n-a-Si:H/Ag. Depending on the objective of the investigation, a thin buffer
was included between the p-doped and the intrinsic layer. Though different proce-
dures were followed in degradation and annealing studies of these cells as will be
shown later, the general approach was to obtain the J-V and spectral response data
as soon as the cell was fabricated. This was followed by encapsulation of the solar
cell [40] to prevent the metal back contact from deteriorating as a result of mul-
tiple measurements and oxidation. A two-component silver glue was used to x
silver strips on the back and front contact of the cell. The silver strips were used
as probe contacts during the experiments. The rest of the metal back contact of the
cell was encapsulated with transparent epoxy (Norland electronic adhensive) with
an approximate thickness of 0.5 mm. The glue was hardened with utraviolet radi-
ation. After encapsulation, the cell J-V and spectral response measurements were
conducted again. This procedure was followed by prolonged light soaking of the
cell. Some cells were subjected to continuous 100 hrs of light soaking after which
they were thermally annealed, other cells received continuous light soaking for
over 1000 hrs without thermal annealing in between. At specic intervals during
light soaking and thermal annealing, the J-V and spectral response measurements
were conducted.
3.2.2 Controlled light Soaking
To allow comparison between the degradation kinetics of different types of so-
lar cells, uniform degradation conditions must be created throughout the entire
period of the experiment. Of importance is the control of the illumination and
temperature conditions being used for degrading the solar cells. These should be
controlled according to the requirements of the experimental study. The common
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approach is to degrade the cells at illumination and temperature conditions cor-
responding to the standard solar cell operating conditions of approximately AM
1.5 and temperature of 25 oC. In this study we followed this approach for de-
grading our samples. The light soaking facility used for this purpose is described
in the next section. The other approach involve methods of reducing the degra-
dation time (accelerated degradation) which have been proposed and applied by
several groups. Such methods are normally accomplished outside the conditions
under which the solar cells operate in the eld. Accelerated degradation is nor-
mally achieved by increasing the intensity or reducing the temperature conditions
or through current injection of the solar cell. There is still a debate over the use of
accelerated degradation to quantify the degradation process in a-SiH solar cells.
This is because accelerated degradation using high illumination intensity or cur-
rent injection produces results that show a shift in the dynamics of defect creation
and annealing [6].
3.2.3 Description of the Light Soaking Facility
The light - soaking facility used in this study consists of a large box with dimen-
sions of 1× 1 × 1.35 m3. Access to the facility is achieved through a removable
cover at the upper part of this box. Under this cover is a xed glass platform
upon which the solar cell samples can be placed and degraded. The cells are il-
luminated from underneath the platform by a conguration of lamps and a mirror
system in a housing (see Figure 3.1). The housing is a box type with horizontal
size of 30× 40 cm and a height of 60 cm, it is located 5 cm below the platform. It
is made from four vertically and one horizontally (at the bottom) placed mirrors.
The housing encloses a system of Osram halogen lamps with a power of 150 W
each and two Philips MHN-TD 250 W metal halide lamps aligned symmetrically
with respect to the mirrors. These lamps are located at the bottom of the housing
a few centimeters above the horizontal mirror. The lamps are easily accessible
and replaceable. Within the spectral sensitivity of amorphous silicon solar cells,
the light provided by these lamps approximates the standard spectrum of AM 1.5.
Figure 3.2 shows the comparison of the standard solar spectrum (AM 1.5) with
the spectrum generated by the lamps of the light soaking facility obtained using a
Hamamatsu reference detector. The spectrums were measured with and without
a lter (the KG2 lter). The KG2 lter attenuates the surplus radiation from the
long wavelengths and helps to reduce the heat in the facility.
The light intensity at the sample platform is around 90 mW/cm2 over an area
of ±0.1 m2. To determine the uniformity of illumination, the light intensity was
measured over the entire area of the sample platform using the Hamamatsu refer-
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Figure 3.1: The light soaking facility, shown is the mirror box designed to provide almost
uniform illumination of the samples, the sample platform is located 5 cm above this box.
ence detector and an amorphous silicon solar cell. Figure 3.3 shows one dimen-
sional prole of normalized intensity on the sample platform. The uniformity is
reasonably good. This is attributed to the excellent multiple reections provided
by the mirror arrangement. A mechanism that ensured stable temperature of the
samples within the range of 50±2 oC was designed. This consisted of heat sinks
directly attached to the mirror housing and supported by blowers. The cell temper-
ature was continuously monitored through thermocouples attached to a reference
cell on the sample platform.
3.2.4 The solar cell external parameters
Experimental characterization of the photodegradation of electronic properties of
a-Si:H solar cells involves degrading the solar cells through controlled light soak-
ing conditions and obtaining the values of the output electrical parameters (exter-































Figure 3.2: Comparison of the standard solar spectrum (AM 1.5) with the spectrum gen-
erated by the lamps of the light soaking facility obtained using a Hamamatsu reference
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Figure 3.3: Normalized intensity as a function of position on the sample platform along
the 40 cm side (Figure reproduced from ref. [40])
parameters of the solar cell are the short circuit current (Jsc), the open circuit volt-
age (Voc) and the ll factor (FF). It was shown in section 1.3.2 that the efciency
of the solar cell is calculated from these parameters. Of the three solar cell external
parameters, the ll factor appears most sensitive to the degradation mechanism.
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Shown in Figure 3.4 are the experimentally obtained current-voltage (J-V) curves
at different stages of photodegradation for a solar cell whose structure consists of
glass/TCO/p-i-n/Ag with intrinsic layer thickness of 500 nm. It is observed that
the changes in the current density and open circuit voltage are far less than the
changes in the ll factor. For this reason the evolution of the ll factor during
photo-degradation can be used to quantify the degradation kinetics of a given so-
lar cell. However, care must be taken that the variation in the ll factor reects
the cell performance. This is because the ll factor can actually be inuenced by
others factors which are not directly connected to changes in material quality. To
avoid extrinsic effects such as corrosion, our cells were encapsulated and at every
measurement the contacts were thoroughly cleaned.
The solar cell external parameters were measured at different intervals of light
soaking using light from a solar simulator. The solar simulator provides standard
testing conditions at intensity of A.M 1.5 and room temperature. This procedure
entailed removing the solar cell from the light soaking facility. To avoid uctu-
ations in the degradation of the cell, we took care ensuring that the cells did not
spend too much time outside the light soaking facility while conducting the J-V
measurements.
Figure 3.4: Schematic diagram of the changes in solar cell external parameters at differ-
ent stages of photodegradation.
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3.2.5 The spectral response
A diagnostic measurement of the performance of a solar cell can be obtained from
its spectral response (SR) also known as quantum efciency (QE) or external col-
lection efciency (ECE). The spectral response is a physical quantity which de-
nes the wavelength dependence of the photocurrent. It is given by the following
formula;
SR(λ, V ) = Jph(φ0, V )/eφ0 (3.1)
Where φ0 is the photon ux density and V is the bias voltage. The versatility of
spectral response in characterizing the solar cell performance lies in two important
capabilities. Firstly, spectral response measurements can be obtained under oper-
ating conditions of the solar cell. This means that spectral response measurements
can be conducted under AM 1.5 illumination and under bias voltage conditions.
It enables bias voltage and bias light dependent examinations of a solar cell. In
this study, cells were subjected to zero, negative and positive bias voltages under
white light bias. This approach is useful for investigating the operation of the solar
cell at the maximum power point (zero bias) and under load conditions (positive
bias). Secondly, the spectral response data by denition expresses the fraction of
incident photons of a given wavelength which result in an electron-hole pair be-
ing collected at the terminals of the solar cell. Thus, incorporated in the spectral
response measurement are the contributions of different regions of the solar cell
to the photocurrent collection. For this reason spectral response can be used to
examine the performance of different regions of a solar cell. Through use of short
wavelengths which are less penetrating and highly absorbed in the front part of
the solar, one can monitor the performance of the front part of the solar cell. For
determining the bulk behaviour of the solar cell, long wavelengths can be used.
Shown in Figure 3.5 is the spectral response taken at different stages of pho-
todegradation for a standard solar cell described in the preceding section. The
measurements were performed at zero bias voltage and white light bias. The
spectral response setup used for this work is described in detail in reference [41].
Indeed, from the graph one observes that prolonged light soaking exhibits an ef-
fect on the spectral response of a cell. For this particular solar cell, the effect of
light soaking is observed as a remarkable decrease of the QE in the wavelength
range of 350-650 nm. This observation means that prolonged light exposure of
this cell reduces the collection of charge carriers originating from the front and
the middle part of the device. Quantitative analysis of this result can provide the
necessary information for improving the cell performance.
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Figure 3.5: Spectral response measurement of a standard a-Si:H single junction solar
cell performed at different stages of photodegradation at zero bias voltage
3.3 The effect of intrinsic layer thickness on the degrada-
tion kinetics of a-Si:H p-i-n solar cells
3.3.1 Introduction
The stability of a-Si:H single junction solar cells can be improved by reducing
the thickness of the intrinsic layer. This is because the creation of metastable
defects is driven by the release of energy resulting from electron-hole recombina-
tion. By reducing the thickness of the cell, the electric eld within the structure is
enhanced and able to sweep the carriers across the device much more effectively,
giving them less chance to recombine. The concept of reducing cell thickness to
overcome light-induced degradation in a-Si:H cells seems attractive. However,
there are practical issues such as insufcient absorption of light in thin cells and
higher risk of shunt effects which make the use of such cells less attractive. The
concept of stacked-cells (tandem) where multiple thin solar cells of different band
gaps are stacked together has commonly been adopted by several laboratories as
a way of utilizing the excellent features of thin cells. However, recently a new
approach by Meir et al [42] of depositing a-Si:H p-i-n solar cells on low pres-
sure chemical vapour deposited (LP-CVD) zinc oxide (ZnO) TCO has yielded
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an initial efciency close to 11% for a 250 nm p-i-n solar cell. Both the later
and the previous approach compensate the insufcient absorption in thin cells
but do not entirely eliminate photodegradation. Though stacked solar cells have
shown higher stabilized efciencies than single junction cells [43], their long term
degradation kinetics is still not well known. The understanding of the degradation
kinetics of thin cells from which tandem cells are made is therefore necessary.
Through accelerated degradation tests at high illumination intensity, Yang et
al[43] demonstrated that substantial reduction in degradation with decreasing i-
layer thickness can be achieved in a-Si:H p-i-n solar cells. Based on a model
proposed by Redeld and Bube [44], they translated their results to reect the
thickness dependence of stabilized efciency under normal cell operating con-
ditions and concluded that a thin solar cell can maintain stability throughout its
entire life time. A verication of this conclusion by degrading the cells under pro-
longed light soaking conditions at AM 1.5 illumination can ascertain the actual
degradation behaviour of thin cells.
In this section we compared degradation kinetics of cells with different i-layer
thicknesses and proceeded through analytical means to quantify the differences
in their degradation patterns. The cells were degraded through continuous light
soaking conducted under AM 1.5 illumination conditions. Our results conrm that
substantial reduction in degradation is possible with thin solar cells. In addition
to this, a consistent degradation pattern was observed where the onset of photo-
degradation in these cells is thickness dependent.
3.3.2 Degradation experiments
Single junction a-Si:H solar cells with intrinsic layer thicknesses of 100, 150, 300
and 500 nm were fabricated as previously described in section 3.2.1. These cells
were light soaked under open circuit condition at constant temperature and illumi-
nation conditions in the light-soaking facility described in section 3.2.3. All sam-
ples were encapsulated before degradation. At different intervals of light soaking
electrical and spectral response measurements were conducted. In order to com-
pare the transport properties of these cells, spectral response was measured under
three bias voltages of −1 V (reverse-bias), zero bias and 0.6 V (forward bias).
3.3.3 Results and Discussion
The thickness dependence of the as deposited external parameters of the cells
is summarised in Figure 3.6. We obtained the commonly observed behaviour
where the ll factor and the open circuit voltage decrease and the current density
increases with thickness of the cell. However, the differences in the ll factor and
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open circuit voltage are not as prounounced as the differences in the current den-
sity. The slight decrease in the open circuit voltage for thick cells can be attributed
to the low electric eld conditions in thick cells with space charge effects promot-
ing the diode saturation current, resulting in slightly lower values of the Voc. The
slight increase in the ll factor of thin cells reects the increase in the open circuit
voltage and a reduction in the recombination of carriers. The increased absorp-
tion of thick layers is reected in the current density which increases together with
thickness of the cell.
Figure 3.6: Dependence of the as deposited ll factor, current density and open circuit
voltage on i-layer thickness
The evolution of the ll factor as a function of illumination time for these
cells is shown in Figure 3.7. As expected we note that the thickness dependence
of degradation kinetics in a-Si:H solar cells yields a pattern, where the on-set
of degradation (which is the drop in the llfactor) is dependent on the thickness
of the intrinsic layer. It is observed that the thinnest cell (100 nm) requires the
longest period of light soaking before it begins to degrade, while the thickest
cell (500 nm) displayed the shortest period for the onset of degradation. These
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results certainly suggest a trend where the onset time of degradation increases with
decrease in the thickness of the intrinsic layer. We further observe that the cells
have signicant differences in the slopes of their degradation patterns. This shows
the different rates of degradation existing in these cells. It is observed that the two
thicker cells (300 and 500 nm) do show saturation of the degradation effects but
at different ll factor values. Contrary to the expected, the saturation of the two
thin cells (100 and 150 nm) is not observed at all. This may be ascribed to the
delicate nature of the thin cells. We suspect some effects not related to reversible
dangling bond creation, such as delamination of the encapsulant, contact effects,
short circuiting (break down) etc to have taken place. For example the 100 nm
cell stopped working within 150 hours of illumination due to possible shunting
which is a clear indication of the fragile nature of thin cells. Thus the absence of






















Figure 3.7: Degradation kinetics of cells with different thicknesses. Note that the onset of
degradation decreases with increase in thickness of the i-layer.
In Figures 3.8a, c, e and g the bias dependence of the external collection ef-
ciency of these cells in the as deposited and degraded condition are shown. The
measurements for three cells of thicknesses 150, 300 and 500 nm were taken at
0, -1 and +0.6 V bias voltages ( Figures 3.8a, c and e) while for the 100 nm
cell we used 0, -0.5 and +0.2 V bias voltages (Figure 3.8g). If inappropriately
stressed, the thinnest cells easily get destroyed and therefore we avoided stressing
the 100 nm cell with excessive negative and positive voltages. The results show
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little difference in the bias dependence of the collection efciencies of the cells in
the as deposited state (Figures 3.8a, c, e and g) . However in the degraded state,
we observe a pronounced difference for the 500 nm and 300 nm cells at positive
bias voltage (Figure 3.8b and d). The positive bias reects a solar cell under load
conditions, it generates a current ow in the opposite direction to the photogen-
erated current, thereby promoting recombination. The internal eld is drastically
reduced under forward bias. In the as deposited state, the number of defects is
smaller than in the degraded state and therefore the recombination process is also
far less than in degraded state. High recombination generally reduces the collec-
tion efciency of the cell as reected in Figures 3.8b and d. Recombination is
more a bulk process and therefore it is expected that a remarkable decrease in the
quantum efciency at positive bias voltage is observed in thick cells (500 nm and
300 nm).
Figure 3.9 shows the external collection efciency at zero bias voltage ob-
tained at different stages of light soaking. The comparison of degradation at zero
bias voltage is important as it reects the operation of the solar cell at maximum
power point. It is observed that thick cells (300 nm and 500 nm) exhibit relatively
poor collection in the degraded state at short wavelengths. Besides this we also
observe a larger reduction in the quantum efciency due to light soaking in these
cells (Figure 3.9a and b). The 100 nm cell shows a distinct behaviour, the quan-
tum efciency improved within 45 hours up to 98 hours of light soaking. This
improvement is also reected in the evolution of the ll factor of this cell dur-
ing light soaking (see Figure 3.7). The improvement can possibly be ascribed
to annealing effects since during degradation the cell temperature is about 50oC.
Actually, at light soaking time less than 100 hrs the light induced states seem to
have no effect on the collection of efciency of the 100 nm cell.
3.3.4 Conclusions
We have established the thickness dependence of degradation kinetics of a-Si:H
solar cells. Our ndings show that thin cells can be exposed to light for longer
periods before the Staebler Wronski effect dominates their operation. This be-
haviour is attributed to the enhanced electric eld in a thin solar cell. In light of
our experimental observations we can approximately conclude that thin solar cells
can maintain stability for almost their entire working life. This argument is based
on the observed behaviour of the 500 nm and 300 nm solar cells. The fact that
the 300 nm cell saturates at higher values of the ll factor than the 500 nm cell,
means that a thin solar cell is likely to follow the same trend. Moreover, what de-
termines the whole kinetics of degradation is the changes in the defect density and
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Figure 3.8: Bias dependence of spectral response for solar cells with different i-layer
thicknesses obtained in the as deposited states (a, c, e, g) and degraded states (b, d, f, h).
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Figure 3.9: Spectral response curves of a-Si:H solar cells with different i-layer thickness
obtained at different stages of light soaking at zero bias voltage
by assuming that all cells regardless of thickness have equal density of defects per
unit volume, then under the same degradation conditions the observed behaviour
of the 500nm and 300 nm solar cells should be thickness dependent.
In summary, we have used experiments to study the degradation kinetics of
a-Si:H solar cells with different i-layer thicknesses. Stability can be improved by
reducing the thickness of the intrinsic-layer. However very thin solar cells have
their own problems, some of which have been highlighted in this study.
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3.4 Experimental studies of the effect of the buffer layer
on the long-term stability of a-Si:H p-i-n solar cells
3.4.1 Introduction
The role and effect of a silicon carbide (a-SiC:H) band-gap graded buffer layer at
the p/i interface of a-Si:H pin solar cells in improving the performance of solar
cells has been widely explored by several groups. Experimental ndings show
that initial device performance is enhanced with insertion of the buffer layer at the
p/i interface [45,46]. It is speculated [47] that a high band gap buffer layer causes
a decrease in the absorption of incident photons in this region and at the same
time reduces the back diffusion of electrons generated in the intrinsic layer. This
reduces the recombination at the p/i interface and increases the open circuit volt-
age. However, some degradation studies conducted by several groups [48,49,50]
on cells with and without a buffer layer show enhanced degradation of cells with a
buffer layer. Rech et al [49] found that the strong degradation of such cells is en-
tirely due to the existence of the buffer layer and not to the enhanced degradation
of the a-SiC:H material. Though many authors have tried to clarify the principal
reasons of the observed degradation behaviour of these cells, there is still no con-
clusive detailed information about how the insertion of the buffer layer affects the
light induced degradation of a-Si:H based solar cells. In this study we explore the
effect of the buffer layer on long-term degradation kinetics of a-Si:H solar cells
through comparative degradation studies of cells with and without a buffer layer.
The differences and similarities in the degradation patterns of these cells will be
discussed and investigated.
3.4.2 Experimental details
We fabricated a series of two types of cells with intrinsic layer thicknesses of 500
nm with and without a buffer layer. The cells were prepared from pure silane
by Plasma Enhanced Chemical Vapour Deposition (PECVD) as previously de-
scribed in section 3.2.1. The structure of the cells without a buffer consisted of
glass/TCO/p-i-n/Ag while the cells with a buffer consisted of glass/TCO/p-b-i-
n/Ag. The buffer (b) is a hydrogenated silicon-carbon layer with a graded band-
gap, which is prepared by decreasing the CH4 ow, used for the deposition of the
SiC layer from a high value to zero. These cells were subjected to continuous
and controlled light soaking conditions in the light soaking facility described in
section 3.2.3. We monitored the degradation of the cells through the evolution of
the ll factor and changes in the quantum efciency as light soaking proceeded.
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3.4.3 Results and Discussion
Shown in table 3.1 are the as deposited electrical parameters of the cells used
in this study. It is observed that the insertion of the buffer layer improves the
values of the electrical parameters of the solar cell. The increase in the open cir-
cuit voltage due to insertion of the buffer has been observed by other workers
[50,51,52,49]. The general explanation of this increase is that the buffer layer
actually brings about a reduction in the defect density and the recombination ve-
locity at the interface. The increase in the current density can be attributed to the
improvement of the short wavelength response as shown in Figure 3.10. The evo-
lution of the ll factor as a function of light soaking time for the two types of cells
is shown in Figure 3.11. It is observed that as the illumination time increases, the
ll factors of the cells with a buffer layer drop to almost the same values as the
cells without a buffer layer. This would imply that the role of the buffer layer to
improve the performance of the solar cell is only valid for the as deposited state
of a solar cell. The results also show how the cells with a buffer degraded to
almost the same levels as their bufferless counterparts under prolonged illumina-
tion. This observation is very important in that it allows speculation in terms of
defect increase arising due to the existence of the buffer layer. The rst attempt
is to assume that the light induced defects arise from the buffer layer, meaning
that the buffer layer itself degrades. From the work of Rech et al [49] the degra-
dation of such cells is entirely due to the existence of the buffer layer and not
to the degradation of the a-SiC:H material. This discounts the above speculation
and therefore we can appropriately assume that with the buffer, the defects in the
solar cell increase faster than without a buffer. It is speculated [49] that since
the a-SiC material from which the buffer layer is made is more defective than the
amorphous silicon bulk material, charged midgap defects near the p/i interface
increase more strongly due to the existence of this layer. This increase has an ef-
fect on the electric eld distribution in the solar cell which subsequently increases
at the p/i interface and decreases in the bulk of the intrinsic layer. The drop in
the electric eld in the bulk promotes recombination of carriers and results in the
reduction of the ll factor of the solar cell. This effect is the probable reason for
higher degradation of cells with a buffer in the early stages of light soaking. Our
results suggest that, with prolonged light soaking the rate of increase of the de-
fects assumes almost the same level as the cells without a buffer layer. A precise
explanation of the physical process governing this behaviour is difcult to estab-
lish without the knowledge of the changes in defect distribution. We shall later in
this thesis present results from computer analysis of the effect of the buffer layer
on solar cell performance.
The quantum efciency as a function of wavelength for the cell with and with-
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Cell Voc (V) FF Jsc (mA/cm2 η(%)
P2482 (no buffer) 0.803 0.679 16.43 8.92
P2073 (with buffer) 0.816 0.701 17.79 9.83
P2266 (no buffer) 0.807 0.675 16.76 9.13
p2431 (with buffer) 0.812 0.704 17.18 9.82
Table 3.1: The as deposited electrical parameters of cells with and without a buffer layer
out a buffer in the as deposited and degraded state is shown in Figure 3.10. It is
Figure 3.10: The spectral response (ECE) for cells with and without a buffer layer at the
p/i interface cells in the as deposited and light soaked state.
observed that in the as deposited state the solar cells without a buffer layer have
reduced quantum efciency in the short wavelength region and slightly higher val-
ues in the range of 600 − 700 nm. However after prolonged illumination, a sharp
drop for short wavelength collection is observed in the cell with a buffer layer. A
sensitive indication of problems related to collection of carriers in the solar cells
is the quantum efciency ratio dened as the quantum efciency at zero bias di-
vided by the quantum efciency at a positive bias voltage (e.g at 0.4 V). A at
ratio as a function of wavelength indicates good collection. Figure 3.12 shows the
collection ratios of the two types of cells in the as deposited and degraded state.
The results indicate that in the degraded state the cell with a buffer layer has more
collection problems in the blue region than the cell without a buffer layer. This
conrms that the buffer layer has contributions to the enhanced degradation of the
cells incorporating it.
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Figure 3.11: The evolution of the FF of four a-Si:H solar cells with and without a buffer
layer at the p/i interface. The as deposited ll factors for the cells with a buffer are slightly
higher than those of the cells without a buffer. The arrows indicate how the difference in
the ll factors of the two types of cells increase as we approach the as deposited values
and the decrease of this difference with prolonged light soaking
.
Figure 3.12: The quantum efciency ratio for cells with and without a buffer layer at the
p/i interface cells in the as deposited and light soaked state.
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3.4.4 Conclusion
We have experimentally shown that the degradation kinetics of cells with and
without a buffer layer at the p/i interface is different in the initial stages of light
soaking and assumes the same level after prolonged light soaking. It can be de-
duced from the results of the quantum efciency measurements, that the cell with
a buffer has collection problems in the blue region in the light soaked state. We
have attributed this to the existence of the buffer layer. Before light soaking the
buffer layer actually reduces the defect density at the p/i interface leading to a re-
duced recombination velocity and improved initial performance of the solar cell.
We expect that in the initial stages of light soaking both bulk and interface degra-
dation are dominant. With prolonged light soaking the interface related degrada-
tion is reduced and the solar cells can degrade like their bufferless counterparts.
Thus the buffer layer is only attractive for improved initial performance of a solar
cell, upon light soaking this useful role is lost. On the basis of these results we
conclude that the buffer layer plays a role in both the degradation kinetics and
improvement of the as deposited performance of a-Si:H solar cell.
3.5 Solar cells with intrinsic layer made from deuterium
3.5.1 Introduction
The inclusion of hydrogen in the preparation of amorphous silicon has the purpose
of passivating most of the dangling bonds and make the material useful for elec-
tronic applications. However, hydrogen, besides passivating the dangling bonds
is widely known to play an active role in the degradation of a-Si:H based devices.
The involvement of hydrogen in mediating the defect creation process in amor-
phous silicon has been proposed by several researchers following a wide range
of experiments of the similarities between hydrogen diffusion and defect equili-
bration process [53,54,55]. We previously mentioned that the generally accepted
model for defect creation in a-Si:H under illumination is the weak Si-Si bond
breaking model [56]. Under this model, the breaking of one bond leads to two
dangling bonds. Spin active dangling bonds have been detected by electron-spin
resonance meaning that the dangling bonds can diffuse away from each other af-
ter the weak Si-Sibond has broken. The diffusion of dangling bonds is thought
to be mediated by hydrogen and accounts for the kinetics of defect equilibra-
tion. Several models have been proposed for hydrogen diffusion to describe the
Staebler-Wronski effect [6]. Despite the models, the microscopic details of hy-
drogen diffusion and its relation to defect creation process remain uncertain.
To study the effect of hydrogen on degradation, some research groups have
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incorporated deuterium instead of hydrogen for the passivation of amorphous sili-
con [51,57,58,59,60]. Indeed, solar cells made from deuterium have been found to
be more resistant against light induced degradation than hydrogenated solar cells
[57,61]. From the investigations of spin density of both hydrogenated (a-Si:H)
and deuterated silicon alloys (a-Si:D), Stutzmann et al [60] concluded that the
light induced changes in the electronic properties of these alloys is similar. Simi-
larities in the electrical properties and signicant differences in the lm structure
have been cited by Nevin et al [51]. They reported that, though a-Si:D and a-
Si:H have essentially similar electronic properties, the deuterated silicon alloy has
a larger band gap and contains a slightly lower concentration of midgap states.
However, the studies of Ganguly et al [57,58], on light induced changes in the
photoconductivity and defect density in a-Si:D and a-Si:H showed that in the de-
graded state, the photoconductivity was higher in deuterated material although the
defect density from CPM measurements was larger than in the hydrogenated lm.
To explain this contradiction, they suggested the existence of two kinds of light
induced defects which have different capture cross-sections with the defect having
the larger cross section being created more readily in a-Si:H. The recent revela-
tions by Wells et al [62] regarding the differences in the dynamics of Si:D and Si:H
stretch vibrations obtained from infrared four-wave mixing adds a new dimension
in the explanation of the enhanced stability of deuterated solar cells. According to
Wells et al, in a-Si:D the vibrational decay occurs directly into amorphous silicon
phonon modes in a single-exponential decay process while in a-Si:H the stretch
modes show a markedly multiexponential population decay.
Generally, several papers attribute the enhanced stability of Si:D solar cells to
better network structure which result from the bombadment of deuterium which
is heavier than hydrogen during plasma deposition. Clearly, there are still unan-
swered questions on the use of deuterium in amorphous silicon.
The objective of this study is to advance the understanding of the differences
in the operation of cells made from a-Si:H and a-Si:D cells. We shall present
the experimental studies of the effects of using deuterium in place of hydrogen
for the intrinsic layer of the p-i-n solar cell. The studies involved examining the
differences in the degradation kinetics and annealing rates of deuterated and hy-
drogenated solar cells. Our results show that stability of amorphous silicon based
solar cells can be improved through the use of deuterium in place of hydrogen.
3.5.2 Experimental details
We deposited two types of single-junction (p-i-n) solar cells with intrinsic layers
made from either pure SiH4 or pure SiD4. In all cases the thickness of the intrinsic
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layer was 500 nm. All cells were deposited as described in section 3.2.1. Light
soaking was conducted at continuous and controlled temperature and illumination
conditions as described in section 3.2.2. A parallel investigation of two of each
type of cells was conducted to enable a good comparison of their performance.
In our comparative study, two procedures for the light soaking experiments were
followed. The rst involved a set of two samples, deuterated and hydrogenated,
which shortly after being deposited were initially annealed in vacuum at 150 oC
for three hours. These cells were then subjected to light soaking for 100 hours
with the J-V and spectral response being measured at regular intervals. To restore
the samples to the annealed state, after the 100 hours light soaking we annealed
them in vacuum at 150 oC for three hours. The annealing was followed by encap-
sulation of the samples. After encapsulation, the samples were light soaked for
the second time.
The second procedure involved a set of two cells which were encapsulated
shortly after obtaining the as deposited J-V characteristics and spectral response.
These cells were then light soaked continuously for over 1000 hours with electri-
cal and spectral response data taken at different intervals during light soaking.
3.5.3 Results
In the as deposited state, all deuterated cells had slightly higher values of the ll
factors. The results of the rst stage of our experiments, which involved degrading
the cells that were annealed shortly after deposition are shown in Figure 3.13.
The gure compares the light induced changes of the ll factor as a function of
light soaking time. We observe that the rate of degradation for both cells in the
early stages of light soaking is almost the same. After approximately 30 hours of
light soaking the rate of degradation in the deuterated solar cell started reducing.
No pronounced stability for both cells during this period of 100 hours of light
soaking was observed. However the deuterated cell appeared heading to stability
with higher values of the ll factor than the hydrogenated counter part.
We did not obtain the annealing kinetics of the cells since they were contin-
uously annealed for 3 hours in vacuum. The three hour anneal increased the ll
factor of the deuterated cell by 7.06% and 4.8% for the hydrogenated solar cell.
In both cases annealing did not reproduce the as deposited values of the ll factor
though the recovery of the ll factor of the deuterated cell was better.
Figure 3.14 shows the second stage of the experiment where the above cells
after annealing were degraded again. We observe a similar degradation pattern,
where in the early stages of light soaking, the degradation rate is almost the same
for both cells. This time the deuterated cell reached saturation at almost 100 hours
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Figure 3.13: The evolution of the ll factor with light soaking time for a-Si:H and a-
Si:D solar cells obtained after annealing the cell for three hours at 150oC directly after
deposition.
Figure 3.14: The ll factor as a function of light soaking time for the second stage of
degrading a-Si:H and a-Si:D solar cells. The results were obtained after degrading the
cells which were once degraded for 100 hours of light soaking (see Figure 3.13) and then
thermally annealed in vacuum for three hours at 150oC.
of light soaking. The hydrogenated cell after approximately 110 hours of light
soaking showed a reduced rate of degradation and appeared heading to stability.
The comparison of the spectral response (ECE) as a function of wavelength
Experimental details 59
Figure 3.15: The spectral response (ECE) for deuterated and hydrogenated solar cells in
the as deposited state obtained at zero bias voltage.
for deuterated and hydrogenated solar cells in the as deposited state is depicted
in Figure 3.15. The deuterated cell has less response in the wavelength region
greater than 500 nm while in the short wavelength region, the response of the
hydrogenated cell is slightly less than the deuterated cell. This observation could
be consistent with the wider band gap of deuterated amorphous silicon observed
by Nevin et al [51] and Sugiyama et al [61].
The results for the cells that were encapsulated and continuously light soaked
after obtaining the as deposited characteristics are shown in Figure 3.16. The
gure shows both the absolute and the normalized values of the ll factor as a
function of light soaking time. The results show the same trend as previously
observed (see Figures 3.13 and 3.14), where the degradation kinetics of the two
types of cells is initially almost the same and that deuterated solar cells have im-
proved stability compared to their hydrogenated counter parts.
3.5.4 Discussion
The comparative results of our experiments on light soaking of deuterated and
hydrogenated amorphous silicon solar cells has yielded the following important
observations:
• The degradation kinetics of both the deuterated and hydrogenated solar cells
is the same in the initial stages of light soaking.
• The annealing rate of deuterated solar cells is higher than the hydrogenated
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Figure 3.16: (a) The evolution of the ll factor for encapsulated Si:D and Si:H solar cells
which were light soaked continuously after deposition. (b) The normalized ll factors of
the same cells as functions of light soaking time. The curves show that, apart from the
high values of the FF and improved stability the degradation rates are almost the same
for both types of solar cells.
solar cells.
• The stability of the deuterated cells against light soaking is better than the
hydrogenated solar cells.
• The deuterated cell has less response in the wavelength region above 500
nm compared to the hydrogenated solar cell, while the short wavelength
response of the hydrogenated cell is slightly less than the deuterated cell.
A straightforward interpretation of these observations is rather complex but it
is necessary to develop our discussion along the lines of the points listed above.
Firstly, to understand why the degradation kinetics of the two types of cells is the
same it is essential to consider the model for defect creation as described in section
2.2.1. With an added annealing term, the model considers the dangling bonds with








where CLS consists of the coefcient for the creation rate and factors such as
light intensity and the fraction of the recombination events occuring through the
dangling bonds, rann is the annealing rate. Detailed explanation of this equation
will be given in chapter 6. According to this equation, the degradation kinetics
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is governed by either CLS or N2r . In the initial stages of light soaking, the rst
term of Equation 3.2 is assumed higher than the second term. Since the electronic
properties of the as deposited a-Si:D and a-Si:H are similar [51], it suggests that
the term CLS should be the same in the two materials and therefore explains the
observed similarity in the degradation kinetics of the a-Si:D and a-Si:H solar cells.
This however would not be the case, if CLS has some dependence on hydrogen and
deuterium characteristics. The similarities in the degradation kinetics of both cells
suggest that there exists similarity between deuterium mediated defect creation
process and that of hydrogen.
Secondly, to understand why the annealing rate of deuterated solar cells is
higher than the hydrogenated solar cells, we again refer to equation 3.2. Accord-
ingly, we can say that in deuterium, the growth of the concentration of dangling
bonds is quickly inhibited by the annealing process represented by the second term
of equation 3.2. This is consistent with our observations and those of Ganguly et
al [58] that deuterated solar cells anneal more rapidly than hydrogenated cells.
Though we did not study the kinetics of thermal annealing but rather obtained the
annealing rates, it can nevertheless be anticipated that the annealing kinetics of
the two types of cells is different. This is because the kinetics of defect creation
and annealing are generally not the same [64]. The rapid annealing properties
of deuterated solar cells indicate that the annealing activation energy of a-Si:D is
lower than that of a-S:H [58].
Thirdly we tackle the issue of improved stability of deuterated solar cells.
Several papers attribute the stability to the differences in the network structure
and bonding congurations in the a-Si:D and a-Si:H materials. The Si-D bond is
less easily thermally broken than the Si-H [60] and therefore a higher concentra-
tion of bonded deuterium should exist in a given lm during deposition. Another
observation from infrared spectroscopy (IR) wagging modes, is that the number
of vibrationally excited bonds in a-Si:D at deposition temperatures (200 oC) is
about twice that of a-Si:H, meaning that during deposition the bonded deuterium
may be more mobile in the growing lm leading to stronger Si-Si bonds through
increased bond switching mechanism [51]. The recent paper by Wells et al [62]
is also based on the vibrational differences of Si-D and Si-H bonds. According to
Wells et al the stretching mode in a-Si:H decays to localized bending modes. This
leaves the vibrational energy imprisoned on the Si-H site for a relatively long time
to increase the probability of dissociation of the Si-H bond. This does not happen
in the case of deuterated materials, instead there is a rapid release of vibrational
energy from the Si-D bond to the Si-Si lattice without need of exciting the bending
modes. The Wells et al [62] observation also gives the explanation of the micro-
scopic origins of the isotope effect considered by other workers [58,51,59,65] and
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related to the different vibrational properties of Si-D and Si-H bonds [65]. Ac-
cording to Ullersma et al [65] the zero point vibrational energy of Si-H is larger
compared to that of Si-D.
The above explanations by different workers are consistent with our exper-
imental observations that deuterated solar cells are less susceptible to light in-
duced degradation. Since most of these explanations are tied to experimental
observations, we can conclude that the relation between improved stability, the
microstructure and bonding congurations in the a-Si:D solar cell exists.
3.5.5 Conclusions
We have shown through light soaking experiments that the stability of amorphous
silicon based solar cells can be improved through the use of deuterium in place of
hydrogen. Though the Staebler-Wronski effect is not completely overcome in the
deuterated cells, they have higher absolute values of the stabilized ll factors than
the hydrogenated cells. We have shown that the initial degradation kinetics of both
cells is the same. We further showed that the annealing rate of deuterated solar
cells is higher than that of the hydrogenated cells. The difference in the stability of
deuterated and hydrogenated solar cells can be attributed to the differences in their
network structure and the characteristics of the Si-D and Si-H bonds. Clearly, the
differences in the performance of hydrogenated and deuterated solar cells indicate
once again that hydrogen has a role in the defect creation process.
3.6 Degradation kinetics of a-Si:H solar cells made with
hydrogen dilution
3.6.1 Introduction
Recent studies have shown [66,67,68,69] that a-Si:H solar cells with intrinsic lay-
ers prepared from a silane plasma that has been heavily diluted with hydrogen
show clear saturation of the light induced defect density leading to higher stabi-
lized values of the conversion efciency. This has been proposed by several work-
ers [66,70,71] as due to the hydrogen atoms from the silane plasma which catal-
yse the rearrangement of Si-Si bonds, triggering a solid-state transformation of
the random amorphous silicon network into a more ordered network of nanocrys-
talline. According to Tsu et al [67], as the hydrogen dilution ratio increased, there
exists a transitional region beyond which microcrystallites begin to form rapidly.
They observed that the best quality amorphous silicon solar cells are obtained at
deposition conditions just below the threshold of amorphous to microcrystalline
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transition. The material grown close to the microcrystalline phase boundary is
known as protocrystalline silicon [70,71,67]. Of particular interest is the appli-
cation of both protocrystalline and microcrystalline silicon for tandem solar cell
applications. The kinetics of light-induced changes in p-i-n solar cells with pro-
tocrystalline amorphous silicon have been conducted by Koval and co-workers
[69]. Their results show that the i-layer material with a ow ratio of hydrogen to
silane (R=[H]/[Si:H4]) of 15 and 20 have inferior properties in the annealed state
but exhibit higher stability.
Considering the crucial role of the p/i interface region in both the performance
and stability of a-Si:H based solar cells [48,72,49,50], we conducted degradation
studies of solar cells with a p/i interface made from protocrystalline silicon. In
this section we show that optimization of the p/i interface using protocrystalline
silicon improves the stability of a-Si:H solar cells.
3.6.2 Experimental
The solar cells used in this study were fabricated under the same deposition con-
ditions using the PECVD deposition method described in section 3.2.1. We fabri-
cated three types of solar cells
• Two cells with intrinsic layer thicknesses of 500 and 150 nm. The entire
intrinsic layers of these cells were deposited from hydrogen diluted silane.
• Two cells with intrinsic layer thicknesses of 500 and 300 nm. A thin hydro-
gen rich buffer of 2.5 nm was deposited at the p/i interface of these cells.
• Two standard cells with intrinsic layers of 500 and 300 nm. A 2.5 nm thick
a-SiC:H buffer layer was deposited at the p/i interface of these cells.
Light soaking experiments were conducted on these cells using the light soak-
ing facility described in section 3.2.3. The illuminated J-V characteristics and
the quantum efciency of the solar cells were obtained at different stages of light
soaking.
3.6.3 Results and discussion
In this section we present the results obtained from the light soaking experiments
of the above mentioned solar cells. A comparative study of the degradation ki-
netics of these cells will be advanced in order to obtain a complete picture of the
effect of hydrogen dilution on the degradation of a-Si:H solar cells. First, we dis-
cuss the thickness dependence of H-dilution of the entire intrinsic layer. For this
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study we used two extreme i-layer thicknesses of 500 and 150 nm which were en-
tirely made from H-diluted silane. The results of degrading these cells is depicted
as the evolution of the ll factor with light soaking time shown in Figure 3.17. The
Figure 3.17: The comparison of the degradation behaviour of thick and thin solar cells
whose intrinsic layers were made from H-dilution of silane.
degradation kinetics of both cells is distinctly different, with the thin cell starting
degrading almost immediately upon illumination and at a higher rate. It is ob-
served that the thin cell achieves stability within approximately 10 hours of light
soaking while no stability is observed in the thick cell for over 1000 hours of light
soaking. The explanation of the difference in the degradation behaviour of these
cells can be drawn from the work of Koval et al [69]. Koval et al assessed the
nature of protocrystalline materials and their effects on solar cell characteristics.
They found that the ll factors in the annealed and degraded states are affected
by the transition region from the amorphous to the microcrystalline phase. Their
results clearly show that the intrinsic layer with dilution ratios ([H2]/[SiH4]) of
15 and 20 deposited to a thickness that spans the amorphous to microcrystalline
transition have inferior properties in the annealed state but exhibit higher stability
than materials that remain amorphous throughout the entire thickness. This ob-
servation is consistent with our results since according to Tsu etal [67], the best
quality amorphous silicon solar cells are obtained at depositions just below the
threshold of amorphous to microcrystalline transition. We can therefore speculate
that, the material of the thin cell was grown in the protocrystalline regime while
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due to increased thickness, the thick cell material evolved into microcrystalline
incorporating nanocrystalline inclusions. Shown in Figure 3.18 is the degrada-
Figure 3.18: Comparison of the evolution of the ll factor for cells with intrinsic layers
of 300 nm with H-dluted buffer layer and a-SiC:H buffer layer at the p/i interface
.
tion kinetics of solar cells with intrinsic layer thicknesses of 300 nm with one cell
having a hydrogen diluted buffer layer at the p/i interface and the other cell with
a-SiC:H buffer layer at the p/i interface. In section 3.3, we showed that thin cells
exhibit higher stabilized values of the ll factor than thick cells, for this reason
we used an intermediate thickness of 300 nm to compare the effect of hydrogen
dilution of the p/i interface. Our results show that the onset of degradation of
the solar cell with H-diluted buffer layer is almost immediate after the beginning
of light soaking. However the cell reached degraded steady state earlier than the
cell with a-SiC:H buffer layer. It is also observed that the stabilized values of
the ll factors of these two cells is almost the same. Certainly, it appears that
H-diluted buffer layer at the p/i interface shortens the time at which stability of a
solar cell can be reached. The comparison of two solar cells with intrinsic layers
of 500 nm one with H-diluted buffer layer at the p/i interface and the other with
a-SiC:H buffer layer at the p/i interface is shown in Figure 3.19. It is observed
that the rate of degradation is almost the same but the solar cell with H-diluted
buffer layer show stability ealier than the cell with a-SiC:H buffer layer. Just like
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Figure 3.19: Comparison of the evolution of the ll factor for cells with intrinsic layers
of 500 nm with H-diluted buffer layer and a-SiC:H buffer layer at the p/i interface
.
the cells with intrinsic layer thicknesses of 300 nm, we observe that the stabilized
values of the ll factor of these cells is almost the same. Again, it appears that
H-diluted buffer layer at the p/i interface shortens the time at which stability of
a solar cell can be reached. This observation is therefore not thickness depen-
dent. Figure 3.20 shows the spectral response obtained at zero voltage bias for
the solar cells with H-diluted buffer layer at the p/i interface and with a-SiC:H
buffer layer. We observe that the as deposited spectral response of both cells is
almost the same. However, after 300 hrs of light soaking we observe that the cell
with a-Si:C buffer layer show less response in the wavelength region of 350−650
nm. This means that the the insertion of H-diluted buffer layer at the p/i interface
improves the collection in this wavelength range during light soaking.
3.6.4 Conclusions
The experimental results show that degradation levels can be affected by structural
and material improvements of a-Si:H solar cells. From this study we have shown
that the insertion of the H-diluted buffer layer at the p/i interface signicantly
alters the degradation behaviour of a solar cell. Solar cells with H- diluted buffer
reach degraded steady state in a shorter period than cells with a-SiC:H buffer layer.
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Figure 3.20: The spectral response (ECE) for cells with H-diluted buffer layer and a-
SiC:H buffer layer at the p/i interface in the as deposited and light soaked state.
From the results of complete dilution of the intrinsic layer of a thick and thin solar
cell, we can conclude that hydrogen dilution is more useful for improving the
stability of thin solar cells. The reason may be that it is difcult to stay in the
protocrystalline regime when the intrinsic layer gets thick.
3.7 Investigation of the changes in transport properties
of a-Si:H during light soaking
3.7.1 Introduction
A major difcult in studying the metastability of amorphous silicon solar cells is
the lack of direct methods for studying the changes in the internal parameters of
the solar cells during light soaking, which in principle could provide the in-depth
understanding of the degradation and annealing mechanism. In the preceding
sections of this chapter, we employed the changes in the external parameters and
the quantum efciency to characterize the degradation and annealing kinetics of
a solar cell. However, the use of these tools is not sufcient to offer a physical
description of the light induced degradation or thermal annealing behaviour of the
cells. The efcient operation of the solar cell depends on its ability to transport the
photogenerated carriers using its internally built-in electric potentials. A strong
link exists between the electronic quality of the intrinsic layer and the process
of charge collection in the solar cell. In short, the knowledge of the transport
properties of the solar cell is critical for quantitative analysis of the operation of
the solar cell. Being able to study the changes in the microscopic variables of
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the solar cell such as carrier mobility, defect distribution etc, could allow us to
understand the differences in the degradation and annealing kinetics of different
types of solar cells. The link between external and internal parameters of the cell
can be established through numerical modelling or analytical interpretation of the
experimental results.
In this thesis, we analyzed the experimental results using a computer simula-
tion program ASA (Amorphous Silicon Analysis) developed at Delft University
of Technology. The description of the ASA program and the details of the simu-
lation schemes are given in chapter 5. The use of computer modelling allows the
correlation of the changes in the external parameters to the internal parameters
of the cell. However, in the next section we begin with the presentation and de-
scription of a simple analytical method for investigating the transport properties
of a-Si:H solar cells. Though solar cell parameters can not be adequately ana-
lyzed by this method, it offers qualitative comparisons between the samples and
the effects of light soaking.
3.7.2 Photocurrent collection in p-i-n solar cells
There are many models [73,74,75] of photocollection that have been used to ex-
plain the transport properties of p-i-n solar cells. The major drawback of using
these models is the assumption of constant electric elds which is difcult to jus-
tify for amorphous silicon based solar cells. This is because amorphous silicon has
many defects which can trap the carriers and cause signicant eld redistribution
in the cell. With light soaking the defect density of states increases and provide
major changes in transport properties of amorphous silicon. For characterizing
these changes, the carrier collection length (lc) which is the average distance a
carrier can move before being captured into a deep trap is the most useful param-
eter. The collection length is related to the product of drift mobility and the life
time (µτ ), the electric eld and the built-in voltage Vbi in a solar cell through the
following expression:
lc = µτE = µτVbi/d (3.3)
Determination of lc within a p-i-n structure requires indirect methods which are
mostly based on models for photocurrent collection in these devices. The collec-









with Qc being the charge collected, Qo is the generated charge and I is the
current.
We earlier observed from spectral response data that carrier collection is re-
duced in the degraded state of the solar cells (Figure 3.9). In this analytical study
we will use the carrier lifetime model of Smith et al [76] to correlate the changes
in the operation of the solar cell in the annealed and degraded states to the col-
lection length of the carriers. According to this model, the performance of pho-
todegraded a-Si:H solar cells is described by the dependence of carrier lifetimes
on the dangling bond density. The model considers the dangling bonds to be gen-
erated according to the defect creation kinetics as described by Stutzmann et al
[63]. The Stutzmann model assumes that dangling bonds, Ns, are generated by a




where Ct is the capture rate constant for tail-to-tail transitions in m3s−1, Csw
is the fraction of such transitions that result in the creation of a dangling bond,
and n and p are carrier concentrations. In the carrier lifetime model of Smith et al
[76] the behaviour of minority-carrier lifetime with exposure is determined by:
τ(t) = 1/rNs(t) (3.6)
where r is the recombination rate. By inserting τ into the carrier collection
length lc and by assuming a uniform electric eld in the i layer of the solar cell,
Smith et al [76] correlated the value of lc to the ll factor (FF) of a solar cell.
3.7.3 Analytical derivation of the carrier collection length (lc)
We will now describe the method by which the collection (drift) lengths of elec-
trons and holes can be calculated based on photocurrent collection model of Cran-
dall [74]. This model is one of the several models that employ the Hecht formu-
lation [73] to describe the transport properties of a-Si:H solar cells. According
to Crandall’s model which assumes a uniform eld, the Hecht formulation (For-
mula 3.8) can be obtained by calculating the collected photocurrent in a solar cell
with eld driven transport of uniformly generated carriers. In a-Si:H solar cells
the transport of carriers is dominated by the drift mechanism. The charge carriers
generated by light drift towards the contacts under the inuence of internal electric
eld. The Hecht formulation considers that a charge carrier in a p-i-n solar cell
of i-layer thickness d can move an average distance of lc before being captured
into a deep trap. For a given built-in voltage (Vbi) in a cell, a carrier can move a
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distance of µtVbi/d in time t. The fraction of carriers that remains after time t is
exp(−t/τ), where τ is the total lifetime for deep trapping. Under this formulation
the current at the terminals of the solar cell is given as
j(t) = Q(t)µVbi/d
2 (3.7)
where Q(t) is the quantity of all moving photogenerated charge carriers. The total














where τT is the charge carrier transit time given as d2/µVbi. The last term on the
right side of equation 3.8 is the Hecht expression. The collection efciency ηc can








Using the expression for the carrier collection length given in equation 3.3, we





For the operation of the solar cell we can distinguish between two extreme cases,
either the collection length is much greater than the thickness of the cell ( lc 
d ) then the charge collection is complete or when trapping and recombination
processes are very high (lc  d) in which case the charge collection is very
poor. Assuming the collection efciency is large (i.e lc > d) and expanding the
exponent in equation 3.10 up to the second order term, the collection efciency
approximates to
ηc = 1− d/2lc (3.11)
Thus the carrier collection length can be determined if the collection efciency
ηc and the thickness d of the intrinsic layer are known.
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3.7.4 Correlation of the ll factor and the carrier collection length in
a-Si:H solar cells
Through application of Crandall’s photocurrent collection model, Faughnan et al
[77] demonstrated that for penetrating (long wavelength) light, collection ef-
ciency in amorphous silicon solar cells can be determined as a function of applied
voltage.
In this work, the carrier collection efciency was determined from spectral
response measurements performed with a standard spectral response set-up on a
cell in the as deposited and degraded state. The spectral response data was con-
verted into Internal Collection Efciency (ICE) [41]. The ICE is calculated by
normalizing the external quantum efciency Q(λ, V ) with the quantum efciency
at saturated voltage Q(λ, Vsat). Saturation voltage is the voltage at which com-
plete charge collection is achieved, it is normally taken as−1 V for single junction
cells. Therefore;
ICE = η(λλ, V ) =
−Q(λ, V )
Q(λ,−1V ) (3.12)
The minus sign in Q is arbitrary, it makes Q have the same sign as the photocur-
rent. The fact that ICE is the ratio of the actually collected charge to the total
collected charge under sufciently high reverse bias (complete collection) means
that the optical effects cancel out and only the inuence of voltage variation across
the i-layer is accounted in the ICE data. The external collection efciency of a so-
lar cell was obtained at different bias voltages using penetrating chopped light of
wavelength 700 nm for uniformity of generation density. This method measures
the photocurrent rather than the total current. Therefore, the ICE value can be
considered as an approximation of the carrier collection efciency (ηc). In order
to deduce the charge collection length lc from the collection efciency we consid-
ered current being carried by both the electrons and the holes. This consideration
emanates from Crandall’s proposal, which he demonstrated through a regional
approximation [74] that for uniform light absorption the collection efciency is
determined by an effective collection length dened as:
lc = (µpτp + µnτn)E = µτE (3.13)
This approximation leads to a slight difference in the Hecht formulation which
was originally formulated for collection of a single type of carrier. In this case
the collection length is now a sum of electron and hole collection lengths (lc =
lp + ln).
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The expression µτE can be written as
µτE = µτ(Vbi + Va)/d = lc (3.14)
where Va is the applied bias voltage. Substituting this expression into equa-
tion 3.10 or equation 3.11 allows the experimental determination of ηc through
variation of the bias voltage.
From the experiments we obtained the ICE (ηc) dependence on bias voltage
for a typical standard solar cell of intrinsic layer thickness of 500 nm in the as
deposited state and degraded states. Shown in Figure 3.21 is the ICE as a function
of applied voltage for the as deposited and two different degraded states of a solar
cell. Solid lines show theoretical tting based on equation 3.9. The tting was
achieved by transforming equation 3.10 into
ηc = (κ+ ξVa)[1 − exp(−(1/(κ + ξVa))] (3.15)
where κ + ξVa = lc/d and κ = µτVbi/d2 and ξ = µτ/d2 are the adjustable pa-
rameters. From the ttings we directly obtained the values of l− c/d for different
stages of light soaking. The tting of the experimental data is almost excellent for
all the curves apart from some deviations at the turning points and at lower values
of ηc. Actually at low ηc values, we see all curves making an s shape. This is
due to Va approaching the atband voltage (Vf ) where η changes sign. The tran-
sition of the photocurrent in the solar cell from primary to secondary photocurrent
actually brings about this change. Under atband conditions it can be assumed
that the applied voltage (Va) is equal to zero and therefore lc = µτVbi/d. The
range of differences in the built-in voltages that we obtained were very small an
average value of 0.96 ± 0.02V was obtained by tting Figure 3.21 for different
lc/d values.
Faughnan et al measured lc/d [77] for a number of p-i-n solar cells made in
a variety of deposition systems under different conditions. They then plotted the
FF vs log(lc/d) and obtained a linear t described by
FF = FF0 + klog(lc/d) (3.16)
with FF0 = 0.39 and k = 0.30. Our approach is slightly different in that
we measured the value of lc/d at different stages of light soaking. However, con-
sidering the range of samples (from good to worst) which Faughnan et al [77]
measured, then applying this method to a cell at different stages of light soaking
would not alter the overall behaviour of equation 3.16. The ll factor for each
degradation stage was correlated to the lc/d value. In line with the Faughnan et
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Figure 3.21: Internal collection efciency of a cell in the as deposited state and degraded
states as function of applied voltage . Solid lines show the theoretical tting based on
formula 3.9
.
al [77] study, we then plotted the FF versus log(lc/d) as shown in Figure 3.22.
Indeed a linear t of the data points is also described by an empirical expression
similar to the one obtained by Faughnan et el [77] for many different cells (equa-
tion 3.16) but with FF0 = 0.44 and k = 0.23 for our case.
Similar experiments at intermediate wavelengths between the blue and red
end of the spectrum were conducted by Faughnan et al [77] and they found that
the voltage dependence of ηc at these wavelengths also follows equation 3.9 with
almost similar values of lc/d. From this observation they adopted a phenomeno-
logical model in which the voltage dependence of ηc follows equation 3.9 inde-
pendent of wavelength. Thus, one can approximately correlate the FF for other
cells at different stages of light soaking to the lc/d values on the basis of data
obtained at deeply penetrating light.
3.7.5 Application of the analytical model to simulating the ll factor
during light soaking of a-Si:H solar cells.
The empirical expression of equation 3.16 is widely quoted as depicting the ap-
proximate relation between lc/d and the the ll factor [6]. In order to apply this
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Figure 3.22: Fill factor at different stages of degradation as function of lc/d
.
formula to determine the ll factor at different stages of degradation of a solar
cell, one needs to know the lc/d at different stages of light soaking. Unfortu-
nately, the procedure of using the standard spectral response setup to determine
the ICE values is rather time consuming and complicated. Therefore in this study,
most of the experimental lc/d values of cells with different intrinsic layer thick-
nesses were determined in the as deposited state. We found that the lc/d values






Table 3.2: The as deposited lc/d values of cells with different thicknesses
The analysis begins by refering to equation 3.6, where the behaviour of minority-
carrier lifetime described by τ (t)=1/rNr(t) can be correlated to the dangling bond
density Nr. By inserting τ into the carrier collection length lc, the ll factor can
be related to the dangling bond density and we can deduce the changes in the ll
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factor during light soaking using equation 3.16. This is done under the assump-
tion that the ll factor is described entirely in terms of the growth of light induced
dangling bond states. To this end, we applied the correlation between the satu-
rated light-induced defect density and the rate of defect increase as described by
Redeld and Bube [44,78]:
Nr(t) = Nsat − (Nsat −N0exp(−Ktβ) (3.17)
where, Nr (t) is the defect density during light soaking, N0 is the as deposited
or annealed state defect density, K is the rate constant which is proportional to
the carrier generation rate and β = T (oK)/605 [79]. The values used for this
analysis are; K = 4 × 10−4s−1 [79], Nsat = 1.0 × 1023m−3 (maximum value),






We previously mentioned that an average value of the built-in voltage of
0.96 ± 0.02V was obtained by tting the experimental data of Figure 3.21 for
different lc/d values. By taking Vbi = 0.96 V as constant for all the cells in the as
deposited state and assuming that Nr is also the same for all the cells before degra-
dation, we calculated the µ/r values from the experimentally obtained values of
lc/d for different solar cells of different thicknesses. The values of µ/r were of
the order of 1.0 × 1014m−3V−1. It should be realized that these values varied
according to the thickness of the solar cell. The lc(t) of each cell was inserted in
equation 3.16 with the corresponding thickness d of the solar cell. To simulate
the experimental results we initially studied the effect of varying the FF0 and k
of equation 3.16 and also the density of saturated defects Nsat of equation 3.17.
We found that in order to reect the experimental results, different values of FF0
need to be used for different thicknesses of the solar cell. The thin solar cells were
tted using higher values of FF0 than in thick cells. Slight variation of the k of
equation 3.16 has the greatest inuence on the values of the ll factor as a result
we used a single value for tting all the cells. By varying the saturated defect den-
sity, we found that the saturated density Nsat increases with increasing thickness
of the solar cell.
Before proceeding further, it is important to notice the differences in our ex-
perimental values of FF0 and k and those of Faughnan et al [77]. The differences
can be attributed to the fact that Faughnan et al obtained these values from a
widely scattered data of different solar cells. We believe that our values though
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obtained for a single cell at different stages of degradation account for the ex-
pected correlation of the ll factor with the collection length. The FF0 is not
universal for all solar cells but rather a characteristic of an individual solar cell
while the k value can be ascribed to material characteristics and varies with depo-
sition conditions. The inferences advanced here are supported by our analytical
simulation where different values of FF0 and a single value of k were used to re-
ect the experimentally observed degradation kinetics of solar cells with different
thicknesses. The results of the analytical simulations are shown in Figure 3.23.
Figure 3.23: Figure (a) shows the evolution of the concentration of dangling bond states
according to the Reded et al model. Shown in gure (b) are the ll factors calculated
using equation 3.16 with defect density of gure (a) for cells with different i-layer thick-
nesses.
We observe some similarities with the results obtained from experiments (see
Figure 3.7) on solar cells with different i-layer thicknesses. In conrmation with
the experimental results, the analytical model shows that the stabilized ll factor
improves with reduction in thickness of the intrinsic layer. Also observed is the
distinction between the onset of degradation for thick and thin solar cells.
3.7.6 Conclusions
We have demonstrated through this analysis that the changes in the collection
length of carriers in a solar cell during light soaking can be correlated to the solar
cell ll factor. These results indicate that a considerable reduction in the effective
collection length occurs during light soaking. The model was applied to pre-
dict the degradation behaviour of cells with different thicknesses. The results are
consistent with the experimental observation that, stability can be improved by re-
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ducing the thickness of the solar cell. The analytical simulations suggest that the
saturated defect density increases with increase in thickness of the solar cell. It
can also be concluded that the Faughnan and Crandall empirical relationship be-
tween collection length measured under short circuit conditions and the ll factor
consist of terms that depend on solar cell and material charactersitics.

4 Computer modelling of the a-Si:H solar
cell device
4.1 Introduction
The application of computer modelling to study the performance of amorphous
silicon solar cells has been successful in explaining properties that can not oth-
erwise be obtained through experiments. In section 3.7.1, we mentioned the in-
adequacies of using experiments and analytical methods to explain the changes
in internal parameters of the solar cell during light soaking. In view of these in-
adequacies and in order to go beyond the simple explanation of the degradation
kinetics obtained in chapter 3, we shall apply computer modelling schemes to ana-
lyze a-Si:H solar cells in both the as deposited and degraded state and intermediate
stages.
There are several computer programs that have been developed for modelling
amorphous and microcrystalline silicon solar cells in which exible and sophisti-
cated models describing amorphous silicon electronic properties are implemented
[13]. Most of these programs are designed to address specic problems that make
modelling of amorphous silicon devices rather complex. These issues are de-
scribed in details in references [13,10]. The computer simulations in this study
will be realized through the use of the ASA (Amorphous Silicon Analysis) pro-
gram developed at Delft University of Technology. Our work will be focussed
on the analysis of the experimental results obtained from light soaking of a-Si:H
solar cells. We shall investigate the contributions of different defect states to the
light induced changes in the operation of a-Si:H solar cells. The degraded states
will be modelled by assuming the increase of dangling bond density of states ac-
cording to the model of defect creation described by Stutzmann et al [63]. The
description the of Stutzmann et al model and its implementation in this study are
given in section 6.2.
4.2 Transport equations
The modelling of a-Si:H solar cell requires the solution of the basic semiconduc-
tor equations which are the hole and electron continuity equations and Poisson’s
equation. Assuming the non existence of a magnetic eld and under isothermal
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conditions, the semiconductor equations are given as follows:












∇ · ~Jp +Gopt −Rnet (4.3)
~Jn = nµn∇ · EFN (4.4)
~Jp = −pµp∇ · EFP (4.5)
where ψ is the potential relative to the local vacuum level, ε is the permittivity of
the semiconductor material, Rnet is the net recombination rate, Gopt is the optical
generation rate of electrons and holes, ρ is the space charge density, Jn and Jp are
the electron and hole current densities which are controlled by the gradient in the
corresponding quasi-Fermi levels of the free carriers, EFN and EFP .
4.2.1 The band diagram and carrier statistics
The band diagram in thermodynamic equilibrium of the p-i-n structure is shown
in Figure 4.1. This is a simplied structure with no buffer at the p/i interface. The
gure shows the minimum energy (EC ) of the conduction band (CB). This energy
level is related to the vaccum level E0 by:
EC = E0 − qψ − χ (4.6)
where χ is the electron afnity. The minimum energy level (EV ) of the valence
band (VB) is related to the vacuum energy level E0 by:
EV = E0 − qψ − χ−EG (4.7)
where EG is the band gap. For Amorphous silicon EG represents the mobility
gap Emob. Under non-equilibrium conditions, the concentration of free carriers is
described by the quasi-Fermi energy level for electrons EFN and the quasi-Fermi
energy for holes EFP . At thermal equilibrium we have these levels coincide, that
is;
EF = EFN = EFP (4.8)
The calculation of free carrier concentrations in amorphous silicon is achieved
through the Maxwell-Boltzmann approximation. This is because the quasi Fermi
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Figure 4.1: The energy-band diagram of a-Si:H solar cell in the dark.
levels in amorphous silicon are always separated by more than three kT from their
corresponding band edges. The free carrier densities are thefore approximated























where NC and NV are the effective density of states in the conduction and
valence band. Making the energy of the quasi-Fermi levels for electrons (EFN )
and holes (EFP ) subjects in the equations 4.9 and 4.10 we obtain the following
equations
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The solution of the system of semiconductor equations can be obtained in a -
nite domain representing the geometry of a solar cell. The electrical contacts at
the back and front of a solar cell device in one-dimensional modelling form the
boundary conditions for the solution of equations 4.1 - 4.5.
Ohmic contacts
For an ideal ohmic contact, the assumption of no space charge and thermal equi-
librium concentrations of electrons and holes at the contacts can be taken. This
assumption implies a non existence of a Schottky barrier and an innite surface
recombination velocities of carriers.
Schottky contacts
The Schottky barrier exists between a metal and semiconductor interface. The
current owing across the Schottky barrier is mostly dominated by the majority
carriers and is governed by the mechanism of thermionic emission [80]. The
















where A∗ is Richardson’s constant, Va is the applied external bias voltage.
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4.3 Density of states and occupation probability in a-Si:H
4.3.1 Tail states
The density of states (DOS) is important for the calculation of the electrical and
optical properties of the material. The present day models for the electronic states
are based on the Cohen-Fritsche-Ovshinsky model [81]. In section 1.2.1, it was
mentioned that the absence of long range order in a-Si:H cause the density of
states distribution at the band edges to gradually decrease into the band gap. The
density of these tail states can be considered as a measure of the degree of dis-
order in the atomic structure of amorphous silicon. This is because the higher
the degree of disorder in the atomic structure, the higher will be the density of
allowed electronic states in the gap between the conduction and valence bands.
The tail states are localized and carriers that fall into them get trapped and can not
contibute to the electronic transport in a solar cell. The density of states function
for the conduction band tail is :








and the DOS distribution for the valence band is








where NV 0 and NC0 are the density of tail states at the mobility band edges,
EV 0 and EC0 are the characteristic energy slopes of the exponential decreasing
DOS function.
4.3.2 The dangling bond density of states
In section 2.2.1, we described the dangling bond states as amphoteric and that
these states can occupy three different charge states. The models that describe the
dangling bond density of states are the defect pool model and the standard defect
model. The description of the defect pool model is well covered in section 2.2.2
and will be omitted in this section. The standard defect model of the DOS assumes
a gaussian distribution of the dangling bond transition energy levels. The two
gaussians shaped DOS distribution representing the transition levels E+/0 and


































where N+/0db (E) is the distribution of the energy levels related to the +/0 tran-
sition, N+/0db (E) is the distribution related to the 0/- transition, this distribution is
centred around E0/−db0 = E
+/0
db0 + U , Ndb is the total dangling bond density, E
+/0
db0
and E0/−db0 are the energy positions for the two gaussian peaks and σdb is the width
of the distribution.
Wronski et al [82] have shown that the standard model can be applied to doped
a-Si:H. They found that the effect of dopants on the DOS prole in a solar cell ac-
counts for the deep states distribution. The density of charged DB states increases
exponentialy as the Fermi level shifts from midgap for both n and p type amor-
phous silicon.
4.3.3 Recombination and generation statistics
We proceed with the description of the distribution of charge carriers between the
valence and conduction bands and the defect levels in amorphous silicon. When a
semiconductor is in thermal equilibrium, the carrier density is constant. The value
of this constant can be altered by several forms of energy (e.g optical and thermal)
which can excite electrons from one state to another of higher energy, a process
known as generation. The process of generation has a converse recombinative
or de-generative process in which electrons undergo transitions to states of lower
energy and release some form of energy. It should be understood that in ther-
mal equilibrium, generation and recombination of carriers are constantly taking
place, but on the average for every electron excited into the conduction band one
recombines or drops back into the valence band. Under the assumption that the
recombination centres are non-interacting the net recombination and generation






N(E) ηR(E) dE (4.18)
where N(E) is the density of states a function of energy in the band gap and
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ηR(E) is the recombination efciency of a state at energy E. The trapped charge












where f(E) is the occupation function. For amphoteric dangling bond states , the








where F+(E) and F−(E) are the probability functions for the empty and doubly
occupied dangling bonds, respectively.
To model the recombination and trapping mechanism in a-Si:H the Taylor and
Simmons [83], 116] statistics can be applied to the Shockley-Read-Hall (SRH)
model. The shockley-Read-Hall model considers recombination via a single-
electron trap. The Taylor and Simmons statistics uses the SRH statistics for appli-
cation to recombination problems with a continuous distribution of gap states in-
stead of the discrete recombination levels as described by the SRH statistics. The
details of SRH statistics and of the Taylor and Simmons statistics will not be cov-
ered in this thesis, we recommend the interested reader to references [13,10,83,84].
We shall instead discuss the recombination and charge trapping of amphoteric
dangling bond states. Recombination and generation statistics (R-G) involving
the two level representaion of dangling bond states is correctly described by the
Sah and Shockley multilevel R-G statistics. The possible electronic transitions be-
tween the R-G centers and the energy bands are illustrated in Figure 4.2[13]. The
rates of change in carrier concentrations arising from these transitions are given
in Table 4.1.
Following Street and Mott [85], each dangling bond can be occupied by zero,
one or two electrons. It is considered that an electron can be captured by a D+ or
a D0 state and a hole can be captured by a D− or a D0 state. The total capture





p and pC0p , where Cn and Cp denote electron and hole capture
coefcients for a given charge of dangling bond (indicated as a superscript). The
capture coefcient is a product of the velocity (vth) of a given carrier and the
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Figure 4.2: Schematic diagram representing the capture and emission processes between
the energy bands and the amphoteric the dangling bond states.
capture cross section (σ) for capture by a trap. Inverse processes of emission of an
electron from a lled dangling bond into the conduction band and the emission of
a hole from an empty dangling bond into a valence band are denoted by emission
coefcients e+n , e0n, e−p and e0p respectively. The rates of capture processes and
emissions are listed in Table 4.1. The probability that a dangling bond is in a
positive, neutral or negative charge state is give by the occupation functions f+,
f0 and f−, respectively. The sum of the occupation functions must be equal to
one. At thermal equilibrium the occupancy functions (f+o , f0o , f−o ) of the different
charge states of the dangling are given as follows:
f+o =
1
1 + 2exp[(EF −Et)/kT ] + exp[(2EF −Et − U)/kT ] (4.22)
f0o =
2exp[(EF −Et)/kT ]
1 + 2exp[(EF −Et)/kT ] + exp[(2EF −Et − U)/kT ] (4.23)
f−o =
exp[(2EF − 2Et − U)/kT ]
1 + 2exp[(EF −Et)/kT ] + exp[(2EF −Et − U)/kT ] (4.24)
where Et is the energy of the amphoteric dangling bond state with the +/0 transi-
tion being at energy Et and the 0/- transition being at Et + U .
At steady state condition the numbers of electrons and holes in the conduction
and valence bands are assumed constant. The maintenance of a constant number
of carriers in the band states at steady state or equilibrium conditions is governed
by the principle of detailed balance, which states that under equilibrium conditions
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DB+/0 states DB+/0 states
transition rate transition rate
r1 e+D
+ −→ D0 nC+n NDBf+ r5 e+D0 −→ D− nC0nNDBf0
r2 D
0 −→ e+D+ e0nNDBf0 r6 D− −→ e+D0 e−nNDBf−
r3 h+D
0 −→ D+ pC0pNDBf0 r7 h+D− −→ D0 pC−p NDBf−
r4 D
+ −→ h+D0 e+p NDBf+ r8 D0 −→ h+D− e0pNDBf0
Table 4.1: The time rates of change in carrier concentrations for recombination processes
involving DB states obtained from ref[13]
every process and its inverse must proceed at exactly equal rates. Following this











0 = e+p Nrf
+
From the above equations we can consequently determine emission coefcients
















Fractional Occupancy of different charge states of Dangling bonds during
illumination
Under steady-state illumination, the system is not at equilibrium and therefore
none of the equilibrium carrier concentration are valid, nor is the occupancy de-
termined by the Fermi-Dirac distribution applicable. Instead the electron and hole
densities are characterised by quasi-Fermi levels and their fractional occupancy
depends on the intensity of the excitation stimulus.
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In the steady-state condition, the emission decit for electrons and holes must
be equal so that the net rate of recombination is the capture rate minus the emission
rate. By equating the net recombination rates of electrons and holes, the fractional
non-equlibrium occupancy functions (f+neq, f0neq, f−neq) of the dangling bond states




































f−neq = 1− f0 − f+ (4.29)
4.3.4 Photogeneration of carriers
The simulation of the electrical characteristics of a solar cell can be done under
illuminated conditions. This means that any electrical modelling will require an
auxiliary optical program for calculation of the absorption prole in a solar cell.
The absorption prole is necessary for determining the generation prole of carri-
ers in the device. Two approaches can be used to model the solar cell as an optical
structure. The rst involves consideration of the solar cell as an optical system
with smooth interfaces. The second involves the description of the solar cell de-
vice as a structure containing one or more rough interfaces. In the section 4.1,
we mentioned that the simulation program used in this study is the ASA program
developed at Delft Univeristy of Technology. The ASA program has the option
of using the two types of optical programs which are based on structures with
smooth or rough interfaces. Of interest in this study is the use of the auxilliary
optical program GENPRO II.
GENPRO II determines the generation rate prole in a solar cell from the
absorption prole by taking scattering at rough interfaces into account. This ap-
proach is realistic for a-Si:H solar cells as they are deposited on randomly textured
substrates as a means of increasing the efciency through a light trapping mecha-
nism. According to the multi-layer structure model, at every interface the intensity
of light is determined as long as the intensity of incident light, the optical prop-
erties of all the media and the scattering parameters of the interfaces are known.
Shown in Figure 4.3 generation proles obtained for a multilayer structure with
rough and for smooth interfaces. We observe that the generation prole from the
case of rough interfaces is slightly higher than the case of smooth interfaces.
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Figure 4.3: The generation proles of a solar cell obtained for the case of smooth and
rough interfaces.
4.4 Concluding remarks
We have presented the physical models for amorphous silicon and the set of equa-
tions used in the computer modelling of the a-Si:H p-i-n solar cells. The models
include the description of the continuous density of states in the band gap of a-
Si:H and the recombination and generation statistics of these states. A brief de-
scription of the optical models for calculating the optical generation proles in a
p-i-n structure was given. The models described in this chapter have been suc-
cessfully applied by several workers to gain insight into the physics of amorphous
silicon solar cells. Through the application of these models a greater insight into
the physical mechanisms governing the operation amorphous silicon solar cell
have been established.

5 Computer simulation of solar cell
characteristics using the ASA program
5.1 Introduction
The computer simulations in this study will be realized through the use of the ASA
(Amorphous Silicon Analysis) device simulator developed at Delft University of
Technology. Our work will be focussed on the simulation of the as deposited
characteristics of amorphous single junction solar cells. We shall highlight the
basic principles for modelling the solar cells and the numerical methods that are
used in the ASA program to solve the semiconductor equations. Sensitivity study
of the solar cell parameters for the ASA program will also be given. We shall
particularly pay attention to the sensitivities of the J-V characteristics of the solar
cell under AM 1.5 Illumination. Finally we desribe the necessary approach and
requirements for modelling different types of a-Si:H p-i-n structrures.
5.2 The ASA simulation program
The physical models described in chapter 4 for simulation of amorphous silicon
based devices can be implemented by the ASA program. The ASA program is
a one dimensional device simulator designed specically for the simulation of
amorphous silicon devices such as solar cells [87]. The program is based on the
adapted drift-diffusion model and uses the free electron concentration, the free
hole concentration and the electrostatic potential as variables. The ASA program
solves the set of semiconductor equations based on the Poisson equation and the
current continuity equations for electrons and holes. The program allows to dene
the structure to be simulated as a multi-layer heterojunction structure. The basic
unit to simulate a structure is the layer. There are only two types of layers that can
be dened in the simulation, the electrically-active layers and layers that are only
relevant to the optical behaviour of the solar cell which are added at the front and
back of the device. The physical parameters that are dened in the main input le
are constant within the individual layers. ASA has a very exible simulation grid
generation facility which can be dened either as equi-distant or exponentially
increasing or decreasing grid spacings independently for each layer. The input to
the ASA program includes parameters for:
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1. Structure specification describing the optical and electrical number of lay-
ers in the solar cell and their thicknesses.
2. Material specification describing the semiconductor material properties of
the layers, the doping, the mobility in the extended states and the lifetime
of carriers.
3. The DOS model specification describes the density of states in the mobility
gap of a-Si:H. This is divided into the dangling bond states and the valence
and conduction band tail state distribution.
4. Contact specification, species the contact condition at the boundaries of
the simulation grid.
Once the material and structural parameters are dened the ASA program
simulates the device performance and the relevant device physical quantities can
be obtained. There are several physical models implemented in the ASA program
and several other features that we shall not describe in this thesis but which can
be found in reference [10].
5.2.1 Implementation and Numerical simulation
In the ASA program, the solution of the system of partial differential equations
dened by the basic semiconductor equations is achieved by taking the electric
potential of the vacuum level ψvac, the free electron concentration n, and the
free hole concentration p as independent variables. The numerical formulation
of the mathematical problem consists of partitioning the domain that denes the
geometry of the device into a number of nite subdomains in which the solution
can be approximated to the desired accuracy. The discretization of the governing
equations is then achieved by using the integral expressions for the current density
equations as derived by Scharfetter and Gummel [88,89].
The ASA program can iteratively solve the semiconductor equations using the
techniques of:
• Gummel method [90] which solves three partly coupled sets of equations
through an iterative process. In each iteration step, the Poisson and con-
tinuity equations are solved separately in one variable-set using the last
obtained values of the other two variables-sets [87]. The advantage of us-
ing the Gummel method are that it is easy to make a program code of this
method and that it has a broad range of convergence. However, the conver-
gence properties become poor when the coupling between the equations is
rather strong.
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• Newton-Raphson method which solves the set of three equations itera-
tively in three variables simultaneously, including all the couplings between
the equations. A good initial guess is crucial for the convergence of the
Newton-Raphson algorithm. The ASA program has has an option that pre-
cedes the Newton-Raphson method by a few Gummel iteration steps in case
of a bad initial guess.
The generation term in the continuity equations is calculated either by using the
optical model GENPRO1 integrated into the ASA program or through an auxiliary
optical model GENPRO2. The difference between these two optical models was
basically described in section 4.3. The optical model GENPRO1 calculates the
optical behaviour of the solar cell system using the theories of thin lm optics
without taking scattering at interfaces into account. On the other hand, GENPRO2
is a multi-rough interface optical model based on the description of the solar cell
as a multi-thin-lm structure deposited on a textured substrate. The input to these
optical models was also described in section 4.4.
5.2.2 Simulation of Solar Cell Characteristics
We previuosly mentioned that in the ASA program, the solution of the system
of partial differential equations dened by the basic semiconductor equations is
achieved by taking the electric potential of the vacuum level ψvac, the free elec-
tron concentration n, and the free hole concentration p as independent variables.
Thus the natural outputs of the ASA program are these quantities as a function of
position in the solar cell. Depending on the kind of investigation one is interested,
these parameters can be obtained as a combined function of applied bias, illumi-
nation and temperature. The quantities are useful, for they provide information
on several internal parameters of the solar cell. The solar cell performance pa-
rameters such as open circuit voltage (Voc), the short circuit current (Jsc), the ll
factor (FF), conversion efciency (η), photo and dark J-V characteristics and the
quantum efciency (QE) are also obtained from the ASA simulation. The ASA
program calculates the external parameters according to the formulation discussed
in section 1.3.2 in terms of the cell efciency and its ll factor.
5.2.3 Sensitivity study of the solar cell model parameters for the ASA
program
In this section we report on the sensitivity study of the illuminated J-V character-
istics of the solar cell using the ASA program. This sensitivity study determines
the effects of variation(s) in one or more model parameters on the performance
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of the solar cell device. It is a useful preliminary computational exercise which
can be used to prepare the model calibration and ascertain within reasonable cer-
tainty which among the numerous input parameters may be considered to have
effects which are negligible and which are inuential to the model output. There
are several different approaches to sensitivity analysis and a variety of techniques
are available. The simplest is a ’brute-force’ nite-difference approach, in which
each parameter is varied one at a time when computing the deviations in the output
parameters of the model arising due to small changes in the input values. The ap-
proach involves the calculation of sensitivity coefcients which indicate the sen-
sitivity of the dependent variable with respect to changes in the model parameter.
Our analysis is conned to evaluation of the sensitivities of the J-V characteristics
of a solar cell under AM1.5 illumination. The illuminated J-V characteristics of a
solar cell are characterized by three response parameters: the open circuit voltage
(Voc), the short circuit current (Jsc) and the ll factor (FF). The relative normal-
ized sensitivity coefcients of these response parameters are dened as follows
[91]:





φ′ − φ (5.1)





φ′ − φ (5.2)
• The ll factor relative sensitivity coefcient
XFF =
FF (φ′)− FF (φ)
|FF (φ)| ×
φmax − φmin
φ′ − φ (5.3)
where φmax and φmin are the maximum and minimum values of the tting pa-
rameter, φ′ and φ are two different values of the tting parameter. It is worth
noting that the step size (φ′ −φ) has been normalized to the total range of a given
tting parameter.
Rigorous sensitivity and calibration exercises involving the ASA simulation
program has already been accomplished at the Technical University of Delft [10].
It was found that 28 out of the 113 model parameters show comparatively large
sensitivities. Most of the model parameters in this study were taken from experi-
mental data conducted at the University of Utrecht (UU) and the Delft University
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of Technology (TUD). Certain parameters such as the capture cross sections of the
defect states, the carrier mobilities etc whose direct measurement is rare and dif-
cult to obtain, were drawn from the previous modelling exercises accomplished
at TUD [10] and also from the literature [35,92].
A limited number of parameters were selected for the sensitivity study of the
illuminated J-V characteristics. These include the mobility gap of the intrinsic
layer ( Egi), the activation energy of the p-layer (Eactp), the Schottky barrier at the
front (φScht), the thickness of the intrinsic layer d, the density of tail states at the
valence and conduction band edges (Nvo and Nco). Also included were the defect
pool parameters, the position of the pool (Ep), the pool width (σ) and the energy
dening the slope of the valence band tail states (Evo). The activation energy of the
p-layer is necessary for calculating the doping levels. The carrier concentration is
determined by the doping levels of the p and n layers and is related to the position
of the Fermi level. Therefore, using the binding energy of the acceptor and donor
impurities it is possible to dene a uniform doping concentration in a layer. In the
ASA program the effective dopant concentration is calculated when the activation
energy is specied. By varying the activation energy of the p- doped layer while
keeping the activation energy of n-doped layer constant we were able to deduce
the sensitivity of the solar cell external parameters to the doping levels of the
p-layer.
Table 5.1 shows the values of the parameters, their ranges and the rank of
the relative sensitivity on the illuminated J-V characteristics. The numbers (0-
5) indicate the ranking of the magnitude of the relative sensitivity of a response
parameter to a tting parameter under investigation. The ranking of 5+ means
that the tting parameter has a large inuence on a given response parameter. The
sign of the superscript + or - means that the effect increases or decreases the
value of the output. The zero value indicates that the response parameter is totally
insensitive to the tting parameter respectively. We summarize the results of the
sensitivity study below.
• The ll factor of the solar cell is sensitive to the activation energy of the p-
layer, the mobility gap (Emob), the characteristic energy of the valence band
tail Evo, the defect pool width σ and the density of tail states at the valence
band tail Nvo. Looking at these parameters, it is clear that the ll factor is
most sensitive to the parameters that determine the charge collection in the
solar cell. In this case the increase in the valence band tail parameters Evo
and Nvo and the pool width σ will reduce the ll factor.
• The open circuit voltage is most sensitive to changes in the Schottky barrier
height and the mobility gap of the intrinsic layer. The open circuit voltage
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Table 5.1: The effect of selected parameters on the light J-V characteristics of a solar cell
Parameter unit Values FF Voc (V) Jsc (mA/cm2)
Egi eV 1.70-1.80 3− − 3+ 5− − 5+ 3− − 3+
Eactp eV 0.50-0.60 3− − 3+ 3+ − 3− 2− − 3+
φScht eV 1.20-1.30 1+ − 1− 5− − 5+ 2− − 2+
d nm 100 - 500 2− − 2+ 0 3− − 3+
Nvo 1027m−3 1-10 4+ − 4− 1+ − 1− 1+ − 1−
Nco 1027m−3 1-10 1− − 1+ 3− − 3+ 0
Evo eV 0.040 - 0.060 4+ − 4− 1+ − 1− 2+ − 2−
σ eV 0.140 - 0.190 5+ − 5− 2+ − 2− 0
increases with increase in the mobility gap and the Schottky barrier. The
dependence of the open circuit voltage on the mobility gap appears more
complicated, however our results show a linear dependence of the open Voc
on the mobility gap of the intrinsic layer as shown in Figure 5.1. This ob-
servation is in good agreement with the semi-empirical formula given by
M.A Green [93] and with the work of Jiang et al [94]. According to Jiang et
al, the value of Voc is mostly controlled by the splitting of the quasi-Fermi
levels in the intrinsic layer. Jiang et al compared the band diagrams of p-i-n
solar cell calculated under thermal equilibrium and under illuminated con-
ditions and correlated the measured open-circuit voltage under illumination
with the separation of quasi-Fermi levels. From the computer calculations
for a solar cell in equilibrium conditions, they obtained a value of Voc equiv-
alent to the difference in Fermi levels between the left and right terminals:
eVoc = (EF (xL)−EF (xR)) (5.4)
where e is the electronic charge. From the comparison of the band diagrams
of the solar cell calculated under thermal equilibrium and illuminated con-
ditions they found that, eVoc was simply equal to the difference between
EFP (x = 0) and EFP (x = L) with L being the thickness of the solar cell.
Shown in Figure 5.1 are results from our simulations illustrating the changes
in the electron quasi-Fermi levels with changes in the mobility gap. It was
observed that increasing the mobility gap of the i-layer increases the separa-
tion between EFn and EFp, resulting in the increase of Voc. Following the
model of Jiang et all [94], we can attribute the observed linear dependence
of the open circuit to separation of the quasi-Fermi which increases with
the increase in the mobility gap.
• The short circuit current density is not very sensitive to the selected param-
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Figure 5.1: On the left is the value of Voc as a function of mobility gap and on the right
is the quasi-Fermi levels separation due to variation in the mobility gap of the intrinsic
layer.
eters. It is observed that the mobility gap and the thickness of the intrinsic
layer have a moderate effect on the current density. The current density
is mostly affected by the optical parameters, which in our case were not
analyzed.
• Investigated also was the effect of the location of the band offsets on the
solar cell parameters. Since the different layers of amorphous silicon solar
cell have different band gaps, the junctions formed by these layers introduce
a mismatch of the valence and conduction band edges at the interface (the
band offsets). In a p-i-n structure two adjacent layers will have different
band gaps, different electron afnities and different permittivities. There-
fore the band offsets will appear as a potential barrier which has an effect
on the electronic transport of the solar cell. The values of the band offset
are approximate and their effect on the transport mechanism of the solar
cell is not well known. However for simulation studies of the solar cells, it
is important to have values that reect the correct construction of the band
diagram. For the adjacent layers of the solar cell the Fermi level must coin-
cide on both sides when electronic equilibrium is established. The vacuum
level is everywhere parallel to the band edges thus the conduction band dis-
continuity is determined from the difference of the electron afnities. The
electron afnity difference at each interface can be used as a tting parame-
ter. This allows the independent control over the band offset distribution at
each interface. Since the total band offset actually depends on the difference
in the mobility gaps, a change in the mobility gap of a layer means that the
extra offset should be distributed between the valence and the conduction
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band. Keeping the difference in electron afnity between two layers the
same puts the offset in the valence band. Through manipulation of the elec-
tron afnities we investigated the effect of the location of the band offset at
the p/i interface on the external parameters of the solar cell. We observed
that the values of FF and Voc are relatively sensitive to the location of the
band offset. The results showed that the ll factor improves greatly with the
band offset in the valence band while a decrease in the open circuit voltage
results.
Figure 5.2: The experimental and simulated I-V curve.
• Our simulations utilize the defect pool model for modelling the gap states.
The spatial-dependent density of defect states is calculated self-consistently
at the equilibration temperature together with the measured exponential
Fermi energy dependence of individual defect states. We investigated the
inuence of the defect pool parameters ( Ep, σ and Evo) on the position of
the Fermi level and defect distribution. In order to get an accurate picture
of the position of the Fermi level and the defect distribution with changes
in the above parameters, a single intrinsic layer of amorphous silicon was
used for this modelling. Doping of this layer helped us x the Fermi level
position. In the undoped state the Fermi level is only determined by Evo,
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Emob, and Nvo. The results show that the Fermi level position and the defect
density distribution are very sensitive to changes in the defect pool param-
eters. A pool width of 0.144 eV gave the energy separation between the
doubly occupied D− state and the empty D+ state a value of 0.44 eV.
After studying the effect of inuential parameters on the output of the simu-
lation, a verication exercise on measured solar cell device parameters was con-
ducted through a careful reproduction of experimental J-V curve. Figure 5.2 de-
picts the excellent matching of the simulated J-V curve to the illuminated J-V
characteristics of a solar cell. A reference input le corresponding to the matched
parameters of this cell was then used as a baseline for further simulations. Fig-
ure 5.3 shows the density of states distribution used for the verication exercise
and the setting of a reference simulation cell. The distribution is shown for the p/i
interface, the centre of the solar cell and the i/n interface. The important parame-
ters used for this purpose are given in Table 5.2.
Table 5.2: Model parameters used for calculating the reference le for model validation
Parameter p i n
Thickness (nm) 9 500 20
Mobility gap (eV) 1.90 1.75 1.80
Electron afnity 4.00 4.15 4.10
EA (eV) 0.55 - 0.30
Nc,Nv (m−3) 4.0× 1026 3.0 × 1026 3.0× 1026
µe (m2V−1s−1) 10.0 × 10−4 20.0 × 10−4 20.0 × 10−4
µh (m2V−1s−1) 2.0× 10−4 5.0 × 10−4 5.0× 10−4
Nv0(m−3eV−1) 1.0× 1028 2.0 × 1027 5.0× 1027
Nc0(m−3eV−1) 1.0× 1028 2.0 × 1027 5.0× 1027
Ev0 (eV) 0.080 0.047 0.080
Ec0 (eV) 0.070 0.032 0.070
U (eV) 0.2 0.2 0.2
EP (eV) 1.27 1.07 1.22
σ (eV) 0.179 0.144 0.179
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Figure 5.3: DOS distribution used to simulate the reference solar cell as calculated by
the defect pool model (a) in front at the the p/i interface (b) at the centre of the cell (c) the
rear of the cell at the n/i interface
5.3 Modelling a-Si:H p-i-n solar cell with a buffer layer
at the p/i interface
As a rst step towards modelling the solar cell with a buffer layer at the p/i inter-
face, in this section we deal chiey with the inuence the buffer layer has on the
output characteristics of a-Si:H p-i-n solar cell. Our investigations are principally
aimed at assessing the aspects of the buffer layer that lead to improved perfor-
mance of the solar cell. For this purpose we have conducted a series of computer
simulation exercises on both the abrupt and graded band gap buffer layers. As ex-
plained in section 3.4 the buffer is a high band gap silicon carbide (a-SiC:H) layer
inserted at the p/i interface. The mobility gap of this layer as expected is higher
than the mobility gap of the intrinsic and p layers. The basic parameters used for
simulating the buffer layer were obtained from literature [16,72,76,] while some
Computer simulation of solar cell characteristics using the ASA program 101
of the parameters were obtained from the tting of the experimental data. We as-
signed a value of 2.0 eV for the mobility gap. A relative dielectric constant of 8.5
was arrived at during the tting procedure and drawn on assumption that space-
charge effects within the interfaces can not be negligible. All the simulations were
achieved using the defect distribution as obtained by the standard defect model.
The standard defect model considers a distribution of one-electron eigen energies
in the mid gap region. The distribution consists of two bands: the donor or D+/−
band and the acceptor or D+/− band. Shown in Figure 5.4 is the complete density
of states distribution based on the standard model. The advantage of using the
standard model for this investigation is that one is able to assign the defect density
of individual layers. Listed below are the summaries of the simulation exercises
conducted to assess the effect of a buffer layer at the p/i interface.
Figure 5.4: Energy distribution of the midgap states according to the standard model.
The distribution was used for investigating the effect on cell output parameters due to
variations in the buffer characteristics.
1. The effect of varying the defect density of the buffer layer. For this study
an abrupt buffer layer with thickness of 15 nm was modelled by varying the
defect density. The defect density of the p-layer was assigned as 5× 1025
m−3 and that of the i-layer as 5 × 1021 m−3. Shown in Figure 5.5 is
the dependence of solar cell performance on the density of defect states in
the buffer layer. A decrease in the overall performance of the solar cell is
observed with increase in the defect density as depicted by the decrease in
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the open circuit voltage, the current density and the ll factor.
Figure 5.5: Effect on cell characteristics of varying the defect density of the buffer layer
at the p/i interface. A buffer layer of 15 nm was used for this study
2. The effect of varying the thickness of the buffer layer. We investigated
this effect by using both the abrupt and graded band gap buffer layer at
the p/i interface with defect density of 5 × 1023 m−3. The grading was
achieved by gradually decreasing the band gap of the buffer layer from 2.0
eV to the i-layer band gap of 1.75 eV. The density of tail states at the va-
lence band edge and the characteristic energy for the exponential slope of
the tail states were also gradually decreased to the values of the i-layer. The
thickness of the buffer layer was varied from 15 nm to 2 nm. The depen-
dence of solar cell performance on the buffer layer thickness is shown in
Figure 5.6. We observe a small change in the current density for the range
of thicknesses used. A slight increase in the open circuit voltage is depicted
by both congurations of the buffer. A remarkable decrease in the ll fac-
tor is observed with increase in the thickness of the buffer layer. Another
important observation from this simulations is that the current density and
the ll factor improves with graded band gap buffer layer while the open
circuit is higher for abrupt band gap conguration.
3. The effect of using a highly defective thin layer within the buffer. Sev-
eral groups [16, 72,75,76] have used a highly defective layer at the p/i inter-
face to reproduce the experimental data. We investigated the effect of such
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Figure 5.6: The dependence of solar cell performance on the thickness of the buffer layer
at the p/i interface.
Table 5.3: The effect of highly defective layer within the buffer layer on solar cell output
parameters.
Description Voc (V) FF Jsc (mA/cm2)
Buffer = 15 nm, undoped 0.724 0.598 7.9
Buffer = 15 nm, slightly doped defective layer 0.818 0.624 17.84
Buffer = 10 nm, slightly doped defective layer 0.818 0.644 18.13
Buffer = 5 nm, slightly doped defective layer 0.818 0.674 18.03
No buffer (p-i-n) 0.754 0.663 18.14
a defective layer on the output characteristics of a solar cell through com-
puter simulations. The study was conducted on a graded band gap buffer
layer with defect density of 5 × 1023m−3. A defective layer of 2 nm was
inserted next to the p-layer as part of the buffer layer. Through variation
of the defect density of the defective layer, the thickness of the buffer layer
and the distribution of acceptor states we were able to obtain the effect of
using a highly defective layer at the pinterface. Table 5.3 shows the results
of this study using a defective layer with defect density of 5× 1026m−3.
From the above simulation exercises, we found that the best solar cell char-
acteristics are achieved using a graded buffer layer of 5 nm with a slightly doped
defective layer of 2 nm next to the p-layer. To validate these observation we sim-
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ulated a cell with and without a buffer layer. We observed that the ll factor of
the solar cell with a buffer layer inserted at the p/i interface is generally lower
compared to the p-i-n structure. However, when a graded band gap buffer layer of
5 nm with a slightly doped defect layer of 2 nm was inserted at the p/i interface,
the ll factor improved greatly and increased to a value higher than that of the
p-i-n structure. These results show that the buffer can be benecial to solar cell
operation depending on how it is congured. The conguration of the buffer layer
that has given the best characteristics approximately reects the intentional buffer
layer deposited to some of the solar cells in this study. The buffer layer in our cells
as already mentioned in section 3.4 is a hydrogenated silicon-carbon layer with a
graded band-gap, which is prepared by decreasing the CH4 ow from a high value
to zero. The slight doping of the layer next to the p-layer in our simulations re-
ects the fraction of the boron from the p-doped layer that contaminates the buffer
layer unintentionally during the deposition. Furthermore this observation reects
the fact that the p-layer and the buffer layer are deposited in the same chamber
and leads to the contamination of the buffer layer with acceptor atoms. A highly
defective layer inserted next to the p-layer in our simulations accounts for the high
concentration of carbon and boron on the p-layer side which gradually decreases
towards the i-layer.
5.4 Modelling other types a-Si:H p-i-n solar cell
In the preceding section we showed how simulation exercises can assist to deter-
mine the characteristics of a solar cell with a buffer layer at the p/i interface and
how such a cell can be modelled. In this section we shall give a brief summary of
the methods and assumptions used to model other types of solar cells which we
investigated in this thesis. The other types of cells are:
• Cells with different thicknesses of the intrinsic layer.
• Cells made from excess hydrogen during deposition.
• Cells made from deuterium in place of hydrogen.
We modelled solar cells with different thicknesses of the intrinsic layer. This
was done using the reference input le to the ASA program described in sec-
tion 5.2.3. Since our cells were deposited with an intentional buffer layer we
appropriately inserted a graded band gap buffer layer at the p/i interface of the
reference cell as described in section 5.3. The results obtained from this study are
Computer simulation of solar cell characteristics using the ASA program 105
depicted in Figure 5.7. The simulation results show consistency with the exper-
imentally obtained dependence of the cell output parameters on the thickness of
the intrinsic layer discussed in section 3.4. We note a strong increase in the cur-
rent density as the thickness is increased. This effect is due to increase in optical
absorption of a thick layer. Also we note that the ll factor decreases with in-
crease in thickness while the open circuit voltage remains essentially independent
of thickness. The dramatic changes in the current density and the changes in the
ll factor affect the solar cell efciency as depicted in Figure 5.7.
Figure 5.7: Simulation results of the dependence of solar cell output parameters on in-
trinsic layer thickness.
There is no universal approach to modelling the solar cell with hydrogen dilu-
tion and deuterium. However the crucial point in modelling solar cells made from
H-dilution or with deuterium is to use the material properties of a-Si:H obtained
by H-dilution or incorporation of deuterium. In the case of H-diluted a-Si:H, our
interest as mentioned in section 3.6 is the material grown close to the microcrys-
talline phase boundary which is conventionally known as protocrystalline silicon.
The physical properties of protocrystalline silicon is dependent on many factors
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Table 5.4: parameters used for modelling the deuterated solar cell
Parameter value
Band gap, EG(eV) 1.80
Effective mobility edge density of states, Nc, Nv (m−3) 2.0× 1026
Free electron band mobility µe (m2V−1s−1) 20.0 × 10−4
Free hole band mobility µe (m2V−1s−1) 10.0 × 10−4
Band edge density of states Nv0, Nc0(m−3eV−1) 2.0× 1027
Characteristic energy for valence band tail Ev0 (eV) 0.045
characteristic energy for conduction band tail Ec0 (eV) 0.025
Capture coefcients Cn, Cp(m3 s−1) 10−15
including the thickness of the layer and the deposition conditions and therefore
difcult to obtain. For our simulations we assumed that protocrystalline has a
slightly higher band gap than a-Si:H and is structurally more ordered. We there-
fore assigned a band gap of 1.80 eV and a value of 0.045 eV for the characteristic
energy of the exponential slope of the tail states. The rest of the parameters used
for simulating H-diluted cells were the same as the parameters used for a-Si:H
cell given in Table 5.2.
From the experimental study of deuterium in section 3.5, we observed that
a-Si:D has a wider band gap than a-Si:H and that the as deposited a-Si:D cell
characteristics are slightly higher than the a-Si:H solar cell. We therefore used
a slightly higher band gap for simulating the a-Si:D cell. Most of the material
parameters used for this simulation were obtained from literature [23, 24,27,78]
while others were estimated using the numerical model. Shown in Table 5.4 are
the important parameters used to t the experimental results.
5.5 Concluding remarks
We have presented the modelling and simulation of amorphous silicon p-i-n solar
cells. We described the Computer program ASA, which is capable of simula-
tion not only the J-V characteristics of the solar cell, but many other operational
characteristics of the solar cell such as recombination proles, the density of de-
fect states, charge carrier distributions, density of trapped charge carriers, electric
eld proles etc. Although most of the simulated operational characteristics of
the cells have not been shown, what has been described and presented shows the
ability of computer modelling for analysis of the solar cell operation. The outputs
from ASA are useful for establishing the physical mechanisms governing the op-
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eration of the solar cell. So far, our modelling approach concerned the simulation
of the as deposited state of the solar cell. In the next chapter we provide compre-
hensive description of the methods that we have taken to simulate the degraded or
light soaked state of a solar cell.

6 Modelling the degradation kinetics of
a-Si:H p-i-n solar cells
6.1 Introduction
In section 5.2, it was mentioned that for simulating the operation of a solar cell,
a number of physical parameters and models are used in the simulation process.
However the existing models in ASA do not permit simulation of a solar cell
during degradation as they have no facility for describing the light-induced defect
creation process. We have already mentioned that the kinetic model of Stutzmann
et al (SJT) [63] is widely accepted for describing the light-induced dangling bond
creation process. On the basis of this model, we have developed two computer
modelling approaches for simulating the degradation kinetics of a-Si:H solar cells.
The rst approach involves a direct application of the Stutzmann et al model
to develop a dynamic scaling relation and tting formula for the increase in the
dangling bond density of states during light soaking. To reect the evolution of
different charge states of the dangling bond, the scaling relation which is a quasi-
steady state (non-equilibrium) formulation scales the shape of the density of states
with three gaussians. The initial density of states distribution is calculated by the
ASA program according to the defect pool model (DPM). Using the recombina-
tion of the dangling bond states as the driving force for defect creation, an iterative
scheme was designed in the ASA simulation program to track the defect density
as a function of illumination time and position in the solar cell. A coefcient for
the creation rate is the available tting parameter.
The second approach uses the kinetic model of Stutzmann et al(SJT) [63] to-
gether with an annealing term. In this approach the growth of light induced dan-
gling bonds is inhibited by an annealing process. The approach is accomplished
outside the ASA program, however the initial defect prole for a given solar cell
used as an input to the model is obtained from the ASA simulation. In this ap-
proach the coefcient for the creation rate to together with the annealing time are
used as tting parameters.
This chapter reviews both the formulation of the SJT model and the descrip-
tion of two approaches for simulating the degradation kinetics of a-Si:H solar
cells. Through simulations of the experimental results, it will be shown that direct
application of the SJT model without the annealing term does not reproduce the
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saturated light induced defect density.
6.2 The Kinetic model of Stuztmann et al (SJT)
Stutzmann et al, 1984 proposed a kinetic model which relates the density of dan-
gling bonds to the intensity and duration of light exposure. According to this
model, light induced degradation of a-Si:H is a result of the metastable midgap
defects created from weak Si-Si bonds broken by bimolecular non-radiative re-
combination process between the optically excited electrons and holes. In the
context of this model electrons trapped in the antibonding orbital (conduction
band tail) and holes trapped in the bonding orbital (valence band tail) form exci-
tons. Recombination of these bandtail excitons release energy (≈ 1.3eV ) which
can break a weak Si-Si bond and lead to creation of new midgap defects. Since
the model considers defect creation as a consequence of non-radiative recombina-
tion between optically excited electrons and holes, a good description of the ex-
cess carrier distribution during light exposure is required to understand the effect.
However, as pointed out by Stutzmann et al [63], the details of carrier concentra-
tions at high temperatures T > 200K have less effect on the kinetic modelling
of the SWE. At such temperatures, the life time of excited carriers is sufciently
short (τ < 1ms) making it comparable to the exponential decay constant of the
band tails. This means that thermal equilibration of band tail states and extended
states is readily achieved. The integral densities of excited electrons (n) in the
energy levels of the (shallow) conduction band-tail and above and that of holes








fp(E, T,G,Nr , n)N(E)dE (6.2)
Here N(E) is the electronic density of states, fn and fp are the occupation
functions for electrons and holes, T is the temperature, G is the generation rate
and Nr is the density of recombination centres. For amorphous silicon, the re-
combination centre is given by the three different charge states of the dangling
bond;
Nr = N
+ +N0 +N− (6.3)
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where N+ and N− are the densities of the charged dangling bond states and N 0
is the density of neutral dangling bonds.
Free carrier transition mechanism
To obtain the relationship between the density of recombination centres and the
integral densities of excited electrons (n) and holes (p), we proceed with the de-
scription of the distribution of charge carriers between the valence, the conduction
bands and the defect levels in amorphous silicon. For amorphous silicon the exis-
tence of different defect states in the band gap (as explained in chapter 2) which
act as trapping and recombination levels makes the analysis of generation and re-
combination in this material more complex. One has to consider a whole set of
possible electron and hole transitions and obtain the corresponding rate equations
for the changes in occupation levels. The various types of electronic transitions
available in amorphous silicon may be depicted as in Figure 6.1. Incident ra-
diation induces optical excitation (G) of electrons from the valence to conduc-
tion band forming electron-hole pairs. The excited electrons through a process
of thermalization move into shallow band tail states (VBT and CBT ) where they
are capable of taking part in the conduction by a multiple trapping mechanism.
The charge states of dangling bonds are represented as D+, D0 and D−. The
number of free charge carriers at thermal equilibrium and at quasi-steady state
conditions depends on the dynamic balance between the transitions shown in Fig-
ure 6.1. The capture rate of a dangling bond state is proportional to the number
of charge carriers given by Equations 6.1 and 6.2, and to the density of recombi-
nation centres. The rate of charge emission is proportional to the concentration
of occupied dangling bond states. During degradation of a solar cell, constant
illumination and temperature conditions in open circuit conditions of a solar cell
are applied. This means that the excess charge carriers due to illumination are
not removed by an external circuit but rather allowed to decay by recombination
processes in the cell. Since temperature and illumination are maintained constant
for long periods, steady state conditions in the solar cells are achieved, where
the numbers of electrons and holes in the conduction and valence bands are as-
sumed to be constant. The maintenance of a constant number of carriers in the
band states at steady state or equilibrium conditions is governed by the principle
of detailed balance. Detailed balance will in general not hold for a system which
is in a steady non-equilibrium state, however in the case of a solar cell the exis-
tence of a steady-state condition together with microscopic reversible processes of
capture and emission of charge carries implies the existence of detailed balance.
Following this principle, at equilibrium the capture and emission rates depicted in
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Figure 6.1: The recombination transitions in a-Si:H
Figure 6.1 are assumed equal. According to Stutzmann et al [63], the dynamic sit-
uation in the model described by Figure 6.1 independent of the type of transition
is characterized by the following rate equations:
dn/dt = G− n(C0nN0 + C+n N+ + Ctp) (6.4)
dp/dt = G− p(C0pN0 + C−p N− + Ctn) (6.5)
dN−/dt = nC0nN
0 − pC−p N− (6.6)
dN+/dt = pC0pN
0 − nC+n N+ (6.7)
dN0/dt = n(C+n N
+ − C0nN0) + p(C−p N− − C0pN0) (6.8)
where G is the generation rate in m−3s−1, Ct (m3s−1) is the capture rate constant
for the tail-to-tail transition, Cn and Cp (m3s−1) are the capture rate constants for
electrons and holes in dangling bond states. In solving the above rate equations,
Stutzmann et al assumed that under a constant generation rate G, the equilibration
between the different occupancies in quasi-steady-state is not disturbed by the
slowly increasing number of dangling bonds and therefore the distinction between
the different dangling-bond charge states D+, D0 and D− can be omitted leading
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to
dn/dt = G− n(CnNr +Ctp) (6.9)
dp/dt = G− p(CpNr + Ctn) (6.10)
Where CnNr = C0nN0 +C+n N+ and CpNr = C0pN0 +C−p N− are the effective
capture rates for excess charge carriers being trapped by dangling bonds of all
possible charge states. After a series of manipulations involving appropriate ex-
pressions for n and p and based on the assumption that new metastable dangling
bonds are created by a fraction of non-radiative, direct tail-to-tail recombination,
Stutzmann et al [63] arrived at the following equation for the increase in dangling
bond density of states Nr during illumination:
dNr/dt = CswCtnp (6.11)
where Csw is the coefcient for the creation rate of new dangling bonds and Ct
(m3s−1) is the rate of tail-to-tail recombination.
Using the following expressions for electrons and holes
n = G/CnNr (6.12)
p = G/CpNr (6.13)





Equation 6.14 can be integrated to give





For a long duration of illumination it can be considered that Nr(t)  Nr(0)




6.3 Degradation model using scaling relation based on
SJT formulation without an annealing term.
A major consideration in this study is to show how the increase of dangling bond
density of states during light exposure of a solar cell affects the output charac-
teristics of a solar cell. In this section we derive a dynamic scaling relation that
can scale a given defect density distribution according to the SJT formulation de-
scribed in the preceding section. We begin with the description of the scaling
factors which are applied to a given dangling bond density of states. Our interest
is the scaling of the as grown defect distribution calculated according to the defect
pool model. This approach enables us to estimate the contributions of the differ-
ent gap states to the degradation kinetics of a solar cell. The scaling approach is
veried against the experimental degradation data of a solar cell. It will be shown
that apart from the differences in the saturation levels between the experimental
and simulated data, the overall prediction of the model closely describe the exper-
imentally observed features of the Staebler-Wronski effect.
6.3.1 The scaling relationship
The dynamic scaling relation for the increase in the dangling bond density of
states based on the SJT kinetic model is obtained by diving both sides of equation












Letting the ratio Nr(t)/Nr(0) = k(t), replacing the generation rate (G) with







leads to a dimensionless scaling factor (k).
k(t) = 1 + CLSR
2/3t1/3 (6.19)
The scaling factor determines the increase in the defect density at a given time
t (in seconds). At t = 0, k = 1 implying that the number of recombination
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centres is equal to the as-deposited defect density Nr(0) and the change in this
number is determined by the changes in the last term of equation 6.19. In this
work we assume that the capture rate coefcients for the different charge states
of the dangling bond remain constant during light soaking. Thus the value of
CLSR
2/3t1/3 as a function of light soaking time is dependent on the value of Csw
which is the coefcient for the creation rate of new dangling bonds. The following
values of the capture rate coefcients deduced from literature [63] have been used
in our simulations.
Ct = 3.0 × 10−17(m3s−1)
Cn = 12.0 × 10−15(m3s−1)
Cp = 2.7 × 10−15(m3s−1)
The scaling factors for different dangling bond states during degradation
We can calculate the dangling bond density of states distribution for the as de-
posited state of a solar cell as a function of energy, position and time (Ndb(E, x, t0))
using the defect pool model (see Figure 5.3) and from it the ASA program calcu-
lates the recombination rate R(x, t(0)). The light-induced defect creation is not
described by the defect pool model but rather by the defect kinetic equation 6.11.
Since it is known from ESR experiments that the increase in the neutral dangling
bonds during light soaking is not the same as its charged counterparts, to describe
the defect creation process in a-Si:H, requires different creation rates for the dif-
ferent charge states of the dangling bond. This behaviour can be illustrated by
assigning different values of Csw for different charge states of the dangling bond
during light soaking. Based on equation 6.19 we introduced the scaling factors
ke, kh and kz with different values of Csw to simulate the degraded state of a cell.
These factors correspond to dangling bond states De, Dh and Dz respectively.
The predictions of various calculations based on the defect pool model show that
the ratio of charged-to-neutral defects at equilibrium (in the as deposited state)
is between three and seven [95], by light soaking the solar cell, this ratio drops
to one. Based on this prediction, the scaling factors for individual charge states
of the dangling bond can be altered through the tting parameters Csw to t the
experimental data.
Significance of the recombination rate in the degradation model
Since the recombination process is the main driving force for light induced de-
fect creation process in a-Si:H, in this section we rst give a brief summary of
the recombination mechanism. This will provide the necessary background for
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describing the procedures involved in executing the degradation model. Recombi-
nation mechanisms in a-Si:H have been extensively studied using different tech-
niques such as electron spin resonance(ERS) [96], light induced electron spin
resonance(LESR) [97,98], optically detected magnetic resonance (ODMR)[99],
photoluminescence (PL) and photoconductivity (PC)[98] . It is now clear that the
band-tail and dangling bond states play a major contribution to the recombination
dynamics. Furthermore, it has been established through these experiments that
recombination in a-Si:H is either radiative or non-radiative. Detailed explanation
of these two recombination processes is well covered in reference [6].
Accordingly, the defect creation model of Stutzmann et al assumes that elec-
trons trapped in the antibonding orbital (conduction band tail) and holes trapped
in bonding orbital(valence band tail) of the same weak Si-Si bond form excitons.
Experimental support of this model is given in the paper of Brandt et al [100].
Following the results of optically detected magnetic resonance (ODMR) at low
temperatures [101,102] there is no reason to doubt the existence of excitons in
amorphous silicon. However, the details of how non-radiative recombination of
such an exciton happen is still not clear. It is generally believed that most of
the exciton recombination is radiative, though non-radiative recombination is also
possible. Photoluminescence experiments on a-Si:H material, have shown that,
the PL intensity decreases very rapidly as the spin density is increased [103]. This
observation demonstrates that dangling bonds are non-radiative centers. On the
other hand luminescence has been observed to exhibit maximum intensity in a ma-
terial with the lowest defect density, implying a process associated with transitions
between band-tails. Such results discount the non-radiative nature of tail-to-tail
transitions. In spite of this, there have been experimental observations where ex-
citon localization in the band tails of a-Si:H have been identied to contribute to
both radiative and non-radiative recombination. For example, light induced elec-
tron spin resonance (LESR) [97,98], has identied resonances at g = 2.004 and
g ∼= 2.013 as electron and hole band-tails. In a later experiment, Street et al [96]
using ODMR on low-defect a-Si:H identied resonances corresponding to radia-
tive and non-radiative recombination of electron and hole band-tail states. These
results conrm the existence of non-radiative recombination and it is a fraction of
these recombinations that create new metastable dangling bonds.
In the ASA program, the recombination and generation (R-G) rate (in m−3s−1)
of all states in the band gap is calculated as a sum of the net R-G rates of the va-
lence and conduction band tails and the dangling bond states. The ASA program
computes the following recombination rates:
1. Total recombination RT (x, t)
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Figure 6.2: The Generation and recombination proles
2. Recombination through CB tail states RCB(x, t)
3. Recombination through VB tail states RV B(x, t)
Since the tail to tail recombination is not available in the ASA program calcu-
lation, we investigated as will be shown later, the effect of using the total recom-
bination rate and also the recombination rate through valence band tail states to
calculate the k-factors ( Formula 6.19). Through computer simulations we estab-
lished that the recombination rate through the conduction band tail states is very
small. Actually, the simulations showed that the overall sum of the recombina-
tion rates through the tail states is dominated by the VB tail states recombination.
Thus, recombination through CB tail states will have almost no effect in driv-
ing the defect increase. The recombination rates calculated by the ASA program
is given as a function of position in the solar cell and time R(x, t). Shown in
Figure 6.2 is the recombination prole through valence band states, the total re-
combination and the generation prole used for our simulations.
The computation procedure
In this section we shall describe the procedure for simulating the degradation ki-
netics of a-Si:H solar cell using the dynamic scaling relations described in the pre-
ceding sections. The implicit iterative structure for increasing the dangling bond
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density of states in a solar cell at a given time ti is shown in the ow chart of Fig-
ure 6.3. The part of the ow chart denoted as ASA depicts the simulations that the
ASA program accomplishes. The overall procedure begins with the calculation of
the as deposited dangling bond density of states distribution according to the de-
fect pool model. The output of this calculation is shown in box 1 as Ndb(E, x, t0),
implying that the defect density is calculated as a function of energy, position in
the solar cell and time (the subscript zero indicates the as deposited condition at
t=0). The ASA program then uses the defect density Ndb(E, x, ti−1) to calculate
the recombination prole (R(x, ti−1)) of box 2 at the ith light soaking time. In
the as deposited state, the ASA program utilizes the defect density of box 1. The
part of the ow chart outside the one denoted as ASA is used for calculating the
scaling factors and the dangling bond density of states according to SJT model.
Box 3 generates the k-factors (ke, kh and kz ,) using the formula ke,h,z(x, ti) = k0 +
FSTJ (R(x, ti−1)). Here FSTJ (R(x, ti−1)) is equal to CLSR2/3t1/3. The k-factors
are then fed into box 4 for calculating the defect density (Ndb(E, x, ti−1)) at the
ith time using the formula Ndb(E,x,ti) = ke,h,z(x,ti) Ndb(E,x,ti−1). The new defect
density from box 4 is then fed into the ASA program (box 2) and used to calcu-
late the new solar cell parameters and new recombination prole. This procedure
continues iteratively utilizing the recombination le R(x, ti−1) to calculate the k-
factors at ith time which are then used iteratively to scale the previously calculated
defect density in accordance with the SJT model. The procedure continues for a
given period of time corresponding to the light soaking time.
6.3.2 Results of the simulations
In this section we shall present the results of the simulation exercises which were
conducted to test the effect of the scaling factors on the degradation kinetics of a
solar cell. In obtaining these results we considered an increase in both the charged
D+ and D− and neutral D0 dangling bond states and a decrease in the ratio of
charged-to-neutral dangling bond states during light soaking. The appropriate
recombination rate used for driving the defect increase was determined through
the simulation procedures.
1. The evolution of the k-factors
We begin by showing the variation of the k-factor with time. Shown in
Figure 6.4 is the inverse of the scaling factor as a function of equivalent light
soaking time for Csw = 1× 10−7. The two curves were obtained using the
total recombination rate (RT (x, t) and the recombination rate (RV B(x, t)
through the valence band tail states. It is observed that for the same value of
Csw the k-factor decays more rapidly when the total recombination is used
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Figure 6.3: Flow chart for simulation procedure. The the term FSJT (R(t)) is equal to
CLSR
2/3t1/3
in the calculation. This prompted us to use the recombination through the
valence band tail states for all our simulations. The increase in the k-factor
is inversely proportional to the ll factor of the solar cell and its dependence
on time reects the evolution of the ll factor during light soaking. It should
be realized that the increase in defect density for simulating the degradation
kinetics of a cell is determined by the evolution of the k-factor and that the
saturation of the k-factor reects the saturation in the defect density.
2. Influence of (Csw) on the degradation curve
Our next exercise is to study the effect of varying the coefcient for the
creation dangling bond states (Csw) on the output parameters of a solar cell.
Four values of Csw listed below were used for this study and the program
was let to run for an equivalent light soaking time of 1.0× 109 seconds.
(a) Csw = 1.0 × 10−5
(b) Csw = 1.0 × 10−6
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Figure 6.4: The evolution of the inverse of the k-factor with light soaking time.
(c) Csw = 1.0× 10−7
(d) Csw = 1.0× 10−8
The changes in the degradation curve arising from different values of Csw
are shown in Figure 6.5. Though it is observed that the experimental curve
is approximately tted when Csw = 1.0 × 10−7, we notice that the time
at which saturation is achieved is different for experimental and simulated
curves. This behavior demands further investigation, as saturation can be a
result of the balance between the annealing and defect creation mechanism
or can be due to the complete shunting of the recombination path that drives
the defect creation. The issue of saturation of the defect density has been
extensively investigated by many groups and appropriate models have been
suggested [104,44,105]. Based on the work of Redhill et al [104], we shall
in section 6.4 show that the growth of the concentration of dangling bonds
is inhibited by the annealing process.
3. The effect of Csw on defect density as a function of position.
The spatial dependence of Csw in the solar cell can be deduced by obtaining
the defect density prole for different values of Csw at different light soak-
ing times, this dependence is shown in Figure 6.6. Note that the increase
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Figure 6.5: Comparison of the evolution of the ll factor with light soaking time for
different values of Csw
in the value of Csw generates more defects with higher concentrations on
the p-layer side. The defect increase is minimal and almost uniformly dis-
tributed when the smallest value of Csw = 1.0× 10−8 was used as an input
parameter. A remarkable observation is obtained from the defect proles
generated with Csw = 1.0×10−7 which provided the best t to experimen-
tal degradation curve. Accordingly, this value means that the efciency of
creating new dangling bonds (Csw) arising from the recombination is in the
orders of 1.0 × 10−7. It implies that for every 1.0 × 107 recombinations
only one such recombination leads to the creation of a new dangling bond
state. A different value of Csw is quoted in the work of Stutzmann et al
[63]. The difference implies that the efciency of creating new dangling
bond states may be depended among other factors on deposition conditions
too. We also note a high rate of defect increase in the middle of the cell
with increase in time of light soaking. This observation is consistent with
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the widely observed bulk contribution to the degradation kinetics of a solar
cell. The results imply that the coefcient for the creation of new dangling
bonds Csw is position dependent in the solar cell structure. Therefore, with
this approach one can obtain the correct interpretation of the degradation
kinetics in a solar cell by using Csw as a tting parameter. However, it
should be realized that this approach does not account for the experimen-
tally observed saturation effects in cell performance under prolonged light
soaking.
Figure 6.6: The spatial effect of Csw on defect density at different stages of light soaking
The major contribution to the degradation mechanism arises due to the bulk
recombination. We show in Figure 6.7 the total and VB mediated recom-
bination rate proles obtained with Csw = 1.0 × 10−7. Note that the re-
combination rate in the bulk of the solar cell increases with increase in light
soaking time. The density of states distribution used for the t at different
stages of light soaking with Csw = 1.0 × 10−7 is shown in Figure 6.8.
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The results predict a larger increase of neutral than charged dangling bond
states.
Figure 6.7: Changes in the recombination proles for different stages of degradation
4. The integrated defect density as a function of time Shown in Figure 4 is
the changes in the defect density proles for different stages of degradation.
These were obtained with the Csw = 10−7. With prolonged light soaking,
it is observed that the increase in the concentration of dangling bonds in the
middle of the solar cell is more pronounced.
In the context of equation 6.16, the increase in defect density is proportional
to the cube root of illumination. We therefore calculated the integrated
defect density of the solar cell for the period of illumination. Figure 6.10
shows that the integrated defect density over the duration of illumination
approximately exhibits the t1/3 dependence.
6.3.3 Conclusions
In summary we have developed a technique for modelling the degradation kinetics
of a-Si:H solar cells. The technique is based on the defect creation model of
Stutzmann et al [63]. It uses scaling factors to increase the different charge states
of the dangling bond during light soaking. From the simulation results it has been
established that the constant Csw which describes the average efciency for the
creation of metastable dangling bond states is position dependent in the solar cell
structure. We have shown that through this approach it is possible to take into
account the contributions of different charge states of the dangling bond during
the degradation process.
124 Chapter 6
Figure 6.8: Changes in DOS as function of energy for different stages of degradation (a)
at the front part of the cell (p/i interface), (b) in the middle of the cell (c) at the rear of the
cell (i/n interface), (d) The complete DOS distribution at the centre in the degraded state
6.4 Modelling the degradation using the SJT kinetic model
with an annealing term
The SJT model just as most other defect kinetic analysis models considers ther-
mal annealing which can remove the metastable defects at elevated temperatures.
However in the actual SJT treatment, thermal annealing is negligible during the
times of observation at room temperature. It is for this reason that the annealing
term is lacking from the rate equation 6.11. In the preceding section, the results
we obtained by direct application of the SJT model without an annealing term give
saturation of the metastable defect density much later than the experimentally ob-
served saturation. We proceed in this section with modelling the degradation of
a-Si:H solar cell by introducing an annealing term in the SJT formulation.
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Figure 6.9: Changes in the defect density proles for different stages of degradation from
the model without an annealing term.
Figure 6.10: The increase in dangling bond density of states during light soaking
In the preceding section, we considered defect creation in the solar cell as
governed by the Stutzmann et al [63] equation:
dNr(t, x)
dt
= const n(t, x)p(t, x) (6.20)
where Nr is the concentration of dangling bonds, t is the time, x is the position in
the solar cell, n is the concentration of electrons localized on tail states below the
conduction mobility edge, and p is the concentration of holes localized on the tail
