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DERIVED CATEGORIES OF NONCOMMUTATIVE QUADRICS
AND HILBERT SQUARES
PIETER BELMANS AND THEO RAEDSCHELDERS
Abstract. A non-commutative deformation of a quadric surface is usually
described by a three-dimensional cubic Artin–Schelter regular algebra. In this
paper we show that for such an algebra its bounded derived category embeds
into the bounded derived category of a commutative deformation of the Hilbert
scheme of two points on the quadric. This is the second example in support
of a conjecture by Orlov. Based on this example we formulate an infinitesimal
version of the conjecture, and provide some evidence in the case of smooth
projective surfaces.
1. Introduction
In this paper we study the derived category of a quadric (and its noncommutative
analogues) in relationship with the derived category of the Hilbert scheme of two
points on a quadric (and commutative deformations thereof). The motivation comes
from several seemingly disparate observations.
First of all let S be a smooth projective surface (over an algebraically closed field k
throughout). Then it is a classical result of Fogarty that the Hilbert scheme of n
points Hilbn S is again a smooth projective variety, of dimension 2n [8]. If we
moreover assume that H1(S,OS) = H
2(S,OS) = 0 (e.g. S is a rational surface, such
as a quadric) then [13] shows that the Fourier–Mukai functor
(1) ΦIUn : D
b(S)→ Db(Hilbn S)
is a fully faithful functor for n ≥ 2, where IUn is the ideal sheaf for the universal
family Un ⊂ S ×Hilb
n S.
Another piece of motivation stems from the notion of geometric dg categories as
introduced in [20]. He shows that any dg category whose homotopy category has
a full exceptional collection can be embedded in (an enhancement of) the derived
category of a smooth projective variety. This construction can be applied to the
full exceptional collection describing the derived category of a quadric surface, but
the resulting variety is constructed using iterated projective bundles and does not
seem to have a geometric interpretation in terms of a moduli problem, unlike the
embedding (1).
It is interesting to try and apply Orlov’s algorithm to a dg category with a full excep-
tional collection which is not of geometric origin. This brings us to the final piece of
motivation: deformations of abelian categories. In noncommutative algebraic geom-
etry a central role is played by abelian categories and their derived categories, and
there is a framework for describing the deformations of abelian categories [15, 16],
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so in particular it can be applied to cohP1 × P1. The quadric is easily seen to be
rigid (i.e. H1(P1 × P1,TP1×P1) = 0), but its category of coherent sheaves has non-
trivial deformations (HH2(cohP1×P1) ∼= H0(P1×P1,
∧2
TP1×P1) is 9-dimensional),
which can be seen as deformations of P1 × P1 in the noncommutative direction.
Because the quadric has a strongly ample sequence it is moreover possible to pass
from infinitesimal deformations to formal deformations [25], and the theory has
been worked out in detail in [22, 24]. A noncommutative quadric is an abelian cate-
gory qgrA, which is a certain quotient category of the category of graded modules
for a (generalized) graded algebra A satisfying some natural conditions. On the
derived level it is possible to view a family of noncommutative quadrics by varying
the relations in the quiver coming from the full and strong exceptional collection
[17]. For these new exceptional collections it makes sense to apply Orlov’s embed-
ding result, but again the result is an iterated projective bundle construction where
arbitrary choices have been made and there is no moduli interpretation.
Yet for P2 (and its noncommutative deformations) Orlov shows that there exists
an embedding in (a commutative deformation of) Hilb2 P2 [19], hence there is a
moduli interpretation for the derived category of the finite-dimensional algebras
whose structure resembles that of the Be˘ılinson quiver for P2.
In this paper we obtain a result analogous to Orlov’s for noncommutative quadrics.
The following is a compressed version of Theorem 3.15 and is our main result.
Theorem 1.1. For a generic noncommutative quadric A there exists a deforma-
tion H of Hilb2 P1 × P1 and a fully faithful embedding
(2) Db(qgrA) →֒ Db(cohH).
Recall that a fully faithful embedding is automatically admissible in this context.
To prove this result we need an explicit geometric model for Hilb2 P1×P1, which we
give in Proposition 2.2. In Section 3.1 we explain how this geometric model depends
on so called geometric squares: linear algebra data that describes the composition
law in the derived category. In Section 3.2 it is shown how a sufficiently generic
noncommutative quadric gives rise to such a geometric square, and indeed to an
embedding as in Theorem 1.1.
Note that there exists a notion of Hilbert scheme of points for a general cubic
Artin–Schelter regular graded algebra [6], which is a subset of all noncommutative
quadrics. We do not address the comparison between these moduli spaces and the
deformations constructed in this paper.
We also formulate a general question regarding limited functoriality of Hochschild
cohomology and the Hochschild–Kostant–Rosenberg decomposition, motivated by a
conjecture of Orlov. This is done in Section 4. We discuss some evidence suggesting
an interesting relationship between the Hochschild cohomology of a surface and the
Hochschild cohomology of the Hilbert scheme of points, showing that the results in
this paper hint towards a much more general picture.
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2. The geometry of Gr(1, 3) and Hilb2(P1 × P1)
Throughout the paper, we will assume k is an algebraically closed field of charac-
teristic 0.
2.1. Grassmannians. Let V be a vector space of dimension n and l an integer
with n ≥ l+1. We let G be the Grassmannian of l-dimensional quotients of V , and
closed points will be denoted with square brackets, for example [V ։ W ]. Let
(3) 0→ R
r
−→ V ⊗k OG
q
−→ Q→ 0
be the tautological exact sequence on G, where Q is the universal quotient bundle
of rank l, and R is the universal subbundle of rank n− l. Also, put OG(1) =
∧l
Q.
The Grassmannian is a fine moduli space for the functor FG : Sch
op → Sets sending
a scheme X to the set of epimorphisms V ⊗k OX ։ F, where F is a rank l vector
bundle on X . Hence, there is a bijection
(4) HomSch(X,G)→ FG(X) : Φ 7→ Φ
∗q
In particular, if Φ is an closed immersion, then F is just the restriction of Q to X .
The inverse of (4) is constructed as follows: given an epimorphism φ : V ⊗kOX ։ F,
we define an element Φ ∈ HomSch(X,G) by
(5) Φ(x) = [V
φx
−−→ Fx ⊗Ox k(x)].
From now on we will focus on a specific case. Suppose dimk V = 4 and l = 2.
Let V0, V1 denote vector spaces of dimension 2, and suppose χ : V → V0 ⊗k V1 is a
given isomorphism. Consider the epimorphism φχ defined by the composition
(6)
V ⊗k OP(V0)
V0 ⊗k V1 ⊗k OP(V0)
H0(P(V0),OP(V0), V1 ⊗k OP(V0)(1))⊗k OP(V0)
V1 ⊗k OP(V0)(1).
χ⊗kid
∼=
ev
Then under (4), φχ induces a closed immersion
(7) Φχ : P(V0) →֒ G : p 7→ [V
χ
−→ V0 ⊗k V1
p⊗kidV1−−−−−→ V1]
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The following lemma will be used in Section 3.1 to construct strong exceptional
collections.
Lemma 2.1. Any decomposition χ : V → V0 ⊗k V1 gives rise to an isomorphism
(8)
Fχ : HomOG(R,Kχ)⊗k HomOG(Kχ,OG)→ HomOG(R,OG)
f ⊗k g 7→ g ◦ f,
where Kχ is the coherent sheaf
(9) Kχ := ker
(
H0(G,OP(V0)(1))⊗k OG
ev
−→ OP(V0)(1)
)
,
and P(V0) is embedded into G via Φχ.
The proof of this lemma is quite technical and is relegated to the appendix.
2.2. Hilbert schemes of points. The Hilbert scheme is a classical object in alge-
braic geometry, parametrising closed subschemes of a projective scheme. One can
associate a Hilbert polynomial to a closed subscheme, and this gives rise to a dis-
joint union decomposition of the Hilbert scheme. In particular, for the constant
Hilbert polynomial we get the Hilbert scheme of points.
For a smooth projective curve C one has that Hilbn C = Symn C. In particular it
is again smooth projective and of dimension n. For a smooth projective surface S
it can be shown that Hilbn S is again smooth projective and of dimension 2n. For
higher-dimensional varieties and n≫ 2 the Hilbert scheme becomes (very) singular.
We will identify P1 × P1 with its image under the Segre embedding
(10) P1 × P1 →֒ P3 : ([x0 : x1], [y0 : y1]) 7→ [x0y0 : x0y1 : x1y0 : x1y1],
which we denote by Q, a smooth quadric surface. This surface has two rulings, and
every line on Q defines a point of G. We denote
(11) L := L0 ⊔ L1 = {l ∈ G | l ⊂ Q} ⊂ G,
where L0 (respectively L1) corresponds to the lines in the first (respectively second)
ruling. Note that L0∩L1 = ∅, and each of these two lines determines a factorization
of V as in Lemma 2.1.
The following proposition provides our main model for working with the Hilbert
scheme H := Hilb2(P1×P1) of two points on P1×P1. A reference for this description
is [21, Theorem 1.1].
Proposition 2.2. There is an isomorphism H ∼= BlLG.
Proof. Using the Segre embedding (10) there exists a surjective morphism
(12) f : H→ G : [Z] 7→ l[Z]
where the line l[Z] for a point [Z] ∈ H is defined to be the line through the two
points if [Z] corresponds to two distinct points, otherwise we use the tangent vector
to define the line.
On the open set G \ L this is a bijection, the inverse being given by the morphism
mapping a line in P3 to its intersection with the quadric.
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On the closed set L ⊆ G the fiber over l ∈ L can be identified with P2: it is formed
by the set of pairs of points on the line l, hence Hl ∼= Sym
2
P1 ∼= P2.
By the uniqueness property of blow-ups, see e.g. [9, §4.6], we get the proposed
isomorphism.
A more abstract description of the morphism (12) can be obtained using the moduli
interpretation (4) of the Grassmannian. Denoting by
(13) Φ = {(x, ξ) ∈ Q×H | x ∈ ξ} ∼= Bl∆(Q×Q)
the universal family forH, with projection morphisms pr1 : Φ→ Q and pr2 : Φ→ H,
we define E := pr2∗pr
∗
1O(1, 1). This is a vector bundle of rank 2, and one checks
that
(14) H0(H,E) ∼= H0(Φ, pr∗1O(1, 1)) ∼= H
0(Q,O(1, 1)).
By pushing forward the evaluation morphism
(15) H0(Φ, pr∗1O(1, 1))⊗k OΦ → pr
∗
1O(1, 1)
along pr2, and using (14), one obtains the evaluation morphism
(16) H0(Q,O(1, 1))⊗k OH → E,
which on the fiber over ξ ∈ H is just the obvious restriction
(17) H0(O(1, 1))→ H0(O(1, 1)|ξ).
Note that these restrictions are all surjective because O(1, 1) is very ample, so also
(16) is surjective. Under the bijection (4), (16) corresponds exactly to (12). For
more on this construction and its relation to (n)-very ampleness of line bundles, see
[5]. 
Remark 2.3. In [19] the embedding of a noncommutative P2 into the derived cate-
gory of a deformation of Hilb2 P2 is based on the description of the Hilbert scheme
as Hilb2 P2 ∼= P(Sym2 TP2(−1)
∨).
To find an exceptional collection on H that is compatible with deformations we need
to describe some bundles on G and on H more explicitly. Based on Proposition 2.2
we will use the following notation for the rest of the paper.
(18)
E = E0 ⊔E1 H := BlL0⊔L1 G
L = L0 ⊔ L1 G.
j=j0⊔j1
q=q0⊔q1 p
i=i0⊔i1
Lemma 2.4. There are isomorphisms
(19)
Q|Li ∼= OP1(1)
⊕2,
R|Li ∼= OP1(−1)
⊕2,
NLiG
∼= OP1(2)
⊕3.
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Proof. The first two isomorphisms follows from (4) since the Li are embedded using
an exact sequence
(20) 0→ OLi(−1)
⊕2 → V ⊗k OLi → OLi(1)
⊕2 → 0
as in (6).
For the third isomorphism, since the tangent bundle TG can be expressed asHom(R,Q),
we get for the normal bundle
(21)
NLiG = coker(TP1 → Hom(R,Q)|P1)
= coker(OP1(2)→ OP1(2)
⊕4)
= OP1(2)
⊕3.

From the description of the normal bundle NLiG in Lemma 2.4 we find that
(22) Ei ∼= ProjP1
(
Sym(OP1(2)
⊕3)∨
)
∼= P1 × P2.
We will use the following notation
(23) OEi(m,n) := OP1(m)⊠ OP2(n).
Whenever we write OE(m,n) this means that we use this construction for both
connected components.
For the final lemma, recall that OE(E) is shorthand for OH(E)|E = j∗(OH(E)),
which can also be written as NEH. Using this notation we can describe ωH and two
bundles on the exceptional locus E as follows.
Lemma 2.5. There are isomorphisms
(24) ωH ∼= p
∗
(∧2
Q
)⊗−4
(2E),
and
(25)
OE(E) ∼= OE(2,−1),
ωH|E ∼= OE(−4,−2).
Proof. Applying the adjunction formula and the isomorphism NLiG
∼= OP1(2)
⊕3
from Lemma 2.4, we find
(26)
ωP1 ∼= i
∗(ωG)⊗ det(NLiG)
⇔ OP1(−2) ∼= ωG|P1 ⊗ OP1(6)
⇔ OP1(−8) ∼= ωG|P1 .
For the canonical bundles, we get
(27) ωH ∼= p
∗(ωG)⊗ OH(2E),
and
(28) ωE ∼= (ωH ⊗ OH(E))|E .
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Now plug (27) into (28) and use ωEi
∼= OEi(−2,−3) to get
(29)
OE(−2,−3) ∼= OE(−8, 0)⊗ OE(3E)
⇔ OE(6,−3) ∼= OE(3E)
⇔ OE(E) ∼= OE(2,−1).
Finally (27) provides
(30) ωH|E ∼= OE(−8, 0)⊗ OE(4,−2) ∼= OE(−4,−2),
completing the proof. 
2.3. The derived category of Gr(1, 3) and Orlov’s blow-up formula. The
following theorem is a particular case of a more general result obtained in [4, 11].
Theorem 2.6. The derived category of G has a full and strong exceptional collec-
tion
(31) Db(G) =
〈∧2
R⊗
∧2
R,
∧2
R⊗ R,
∧2
R, Sym2R,R,OG
〉
.
Remark 2.7. In fact, we will only need the exceptional pair 〈R,OG〉, which can
also be established by elementary means.
We know from Proposition 2.2 that H ∼= BlL(G), so the following classical result
of Orlov describes the derived category of H. Let Y be a smooth subvariety of
codimension r in a smooth algebraic variety X . Then there exists a cartesian square
(32)
EY BlY X
Y X
j
q p
i
where i and j are closed immersions, and q : EY → Y is the projective bundle of
the exceptional divisor EY in BlY X on Y .
Theorem 2.8. [18, Theorem 4.3] There is a semi-orthogonal decomposition
(33) Db(BlY X) = 〈D
b(X),Db(Y )0, . . . ,D
b(Y )r−2〉.
In this statement, Db(X) is the full subcategory of Db(BlY X) which is the image
of Db(X) under
(34) Lp∗ : Db(X)→ Db(BlY X),
and Db(Y )k is the full subcategory of D
b(BlY X) which is the image of D
b(Y )
under
(35) Rj∗(OEY (k)⊗ q
∗(−)) : Db(Y )→ Db(BlY X).
Corollary 2.9. There is a semi-orthogonal decomposition
(36)
Db(H) =
〈
Db(G),Db(L)0,D
b(L)1
〉
=
〈
Db(G),Db(L0)0,D
b(L0)1,D
b(L1)0,D
b(L1)1
〉
In particular there exists a full exceptional collection of length 14 in Db(H).
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Remark 2.10. This is not the only way of obtaining a semi-orthogonal decom-
position of the Hilbert scheme in this situation. For an arbitrary surface S one
obtains using equivariant derived categories [7] and the description of the Hilbert
scheme of points as a quotient that there exists a full (and strong) exceptional col-
lection in Db(Hilbn S) provided there exists a full (and strong) exceptional collection
in Db(S) [13, Proposition 1.3 and Remark 4.6].
3. Embedding derived categories of noncommutative quadrics
3.1. Geometric squares and deformations of Hilb2(P1 × P1). Recall [11] that
for the derived category of the quadric Q there is a full and strong exceptional
collection
(37)
OQ(−1, 0)
OQ(−1,−1) OQ(0, 0)
OQ(0,−1)
d2
d1
c2
c1
a2
a1
b2
b1
with relations biaj = djci, for i, j ∈ {1, 2}. We isolate some of the properties of this
exceptional collection in the following definition.
Definition 3.1. A geometric square is a septuple  = (V, U00 , U
0
1 , U
1
0 , U
1
1 , φ0, φ1),
where V is a 4-dimensional vector space, the U ij are 2-dimensional vector spaces,
and the φi are isomorphisms
(38) φi : V → U
i
0 ⊗k U
i
1.
Using Lemma 2.1, the two isomorphisms φi in a geometric square give rise to two
embeddings Li := P(U
i
0) →֒ G and sheaves
(39) Ki := ker
(
H0(G,OLi(1))⊗k OG → OLi(1)
)
.
Proposition 3.2. For a sufficiently generic geometric square , the Ext-quiver of
the endomorphism algebra
(40) Q := EndG(R⊕K0 ⊕K1 ⊕ OG)
is of the form (37), and moreover
(41) dimHom(R,OG) = 4.
Proof. We first check that there are no Hom’s going backwards. Applying Hom(−,R)
to (39) we see that by exceptionality of the pair 〈R,OG〉we need to prove that Ext
1(OLi(1),R) = 0.
This is the case by Serre duality:
(42)
Ext1G(OLi(1),R)
∼= Ext3G(R⊗ ω
∨
G,OLi(1))
∨
∼= Ext3Li((R⊗ ω
∨
G)|Li ,OLi(1))
∨
= 0.
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Applying Hom(OG,−) to (39) we get that Ki indeed does not have global sec-
tions because we get the identity morphism between Hom(OG,H
0(G,OLi(1))⊗kOG)
and Hom(OG,OLi(1)).
Now to each of the isomorphisms φi we can apply Lemma 2.1, and for a generic
geometric square, the P(U i0) don’t intersect in G, hence Hom(Ki,K1−i) = 0, and
the algebra Q does indeed have the form (37). 
These four coherent sheaves cannot be used to realize an admissible embeddingDb(Q) →֒ D
b(G)
since they do not form an exceptional collection. To ensure that they do, we need
to blow up G in the two Li, mimicking the description in Proposition 2.2. Let us
denote by Ei the corresponding exceptional divisors on H := BlL0⊔L1 G, so we
have a cartesian square
(43)
E = E0 ⊔ E1 H = BlL0⊔L1 G
L = L0 ⊔ L1 G
j=j1⊔j2
q=q1⊔q2 p
i=i1⊔i2
similar to (18).
We are now ready to show how a generic geometric square gives rise to a strong ex-
ceptional collection of vector bundles. In Theorem 3.4 we will describe the structure
of this strong exceptional collection.
In the proof we will compute mutations of exceptional collections. If 〈E,F 〉 is
an exceptional collection we will denote the left mutated collection as 〈LEF,E〉. A
special property of the exceptional collection in (37) is that it is a 3-block collection,
and one can also mutate blocks, for which similar notation will be used.
Theorem 3.3. For a generic geometric square, there is a strong exceptional collec-
tion of vector bundles
(44) 〈p∗R,C0,C1,OH〉
of ranks 2, 2, 2, 1 on H, where
(45) Ci = ker(O
⊕2
H
։ OEi(1, 0)).
Proof. The first and last object are clearly vector bundles. For the middle objects,
this can be checked in the fibers by tensoring the defining short exact sequence
of Ci with the residue field in a point, and using that OEi(1, 0) is the pushforward
of a line bundle on Ei, hence locally has the divisor short exact sequence as a flat
resolution.
The derived pullback Lp∗ is fully faithful, and Lp∗ = p∗ when applied to vector
bundles. Since 〈R,OG〉 is a strong exceptional pair by Theorem 2.6, so is 〈p∗R,OH〉.
We first check that 〈E, [F,G]〉 = 〈OH , [OE0(1, 0),OE1(1, 0)]〉 is a strong (block)
exceptional collection. The sheavesOEi(1, 0) are exceptional by the fully faithfulness
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of (35); moreover
(46)
Hom(OEi(1, 0),OH [k]) = Hom(OH ,OEi(1, 0)⊗ ωH [4− k])
∨
= H4−k(P1 × P2,O(−3,−2))∨
= 0,
where we used (25) in the second equality. Also,
(47) Hom(OH ,OEi(1, 0)[k]) = H
k(P1 × P2,O(1, 0)),
and OE0(1, 0),OE1(1, 0) are orthogonal because they have disjoint support, so 〈E, [F,G]〉
is indeed a strong (block) exceptional collection. Hence the mutated collection
(48) 〈[LE(F ),LE(G)], E〉 = 〈[C0,C1],OH〉
is also exceptional. By applying Hom(−,OH) to the defining short exact sequence
for Ci
(49) 0→ Ci → O
⊕2
H
→ OEi(1, 0)→ 0,
obtained from the mutation and using that 〈OH ,OEi(1, 0)〉 is strong exceptional,
we see that 〈[C0,C1],OH〉 is a strong exceptional collection.
It remains to check that 〈p∗R, [C0,C1]〉 is a strong exceptional collection. We first
check strongness: applying Hom(p∗R,−) to (49) and using that 〈p∗(R),OH〉 is
exceptional, we find an exact sequence
(50)
0→ Hom(p∗R,Ci)→ Hom(p
∗
R,O⊕2
H
)→ Hom(p∗R,OEi(1, 0))→ Ext
1(p∗R,Ci)→ 0,
and
(51) Extm+1(p∗R,Ci) ∼= Ext
m(p∗R,OEi(1, 0)),
for all m ≥ 1. Now
(52) Extm(p∗R,OEi(1, 0))
∼= Hm(P1 × P2,O(2, 0)⊕2),
which is zero for m ≥ 1. Also
(53)
dimHom(p∗R,O⊕2
H
) = 8,
dimHom(p∗R,OEi(1, 0)) = 6,
so it suffices to note that
(54)
Hom(p∗R,Ci) ∼= HomG(R,Rp∗Ci)
∼= HomG(R,Ki),
which is 2-dimensional by Proposition 3.2. Finally we check exceptionality: again
one can apply Hom(−, p∗R) to (49) to see that
(55) Extm(Ci, p
∗
R) ∼= Extm+1(OEi(1, 0), p
∗
R),
and this last group can be calculated using Serre duality, Lemma 2.5 and Lemma 2.4
as follows:
(56)
Hom(OEi(1, 0), p
∗
R[k + 1]) ∼= Hom(p∗R,OEi(1, 0)⊗ ωH [4− k − 1])
∨
∼= Hom(p∗R,OEi(−3,−2)[4− k − 1])
∨
∼= H4−k−1(P1 × P2,O(−2,−2)⊕2)∨,
which is easily seen to be zero for all k. 
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Theorem 3.4. For a generic geometric square , there is an admissible embedding
(57) Db(Q) →֒ D
b(H),
where Q is the endomorphism algebra as in (40), and H is a deformation of H.
Proof. By Theorem 3.3, there is an admissible embedding
(58) Db(End(p∗R⊕ C0 ⊕ C1 ⊕ OH)) →֒ D
b(H).
Because i is a closed immersion we get the exact sequence
(59) 0→ L1p∗(OLi(1))→ p
∗(Ki)→ O
2
H → OEi(1, 0)→ 0
after applying Lp∗ to (39) and hence by quotienting out the torsion in p∗(Ki) we
obtain an isomorphism
(60) Ci ∼= p
∗(Ki)/L
1p∗(OLi(1)).
The last thing to observe is that the action of Q remains faithful, which gives us
the isomorphism
(61) EndH(p
∗
R⊕ C0 ⊕ C1 ⊕ OH)
∼= Q
and the admissible embedding (57).
To see this, it suffices to realise that the action of Q generically does not change
under taking the quotient with the torsion subsheaf. So if an element of Q were
to act as zero on the exceptional collection on H, it would also act as zero on the
original collection of sheaves on G because all sheaves are torsionfree, arriving at a
contradiction. 
3.2. Noncommutative quadrics. We will now recall the necessary definitions
and some properties of noncommutative quadrics, all of which are proven in [24].
Then we will explain how a generic noncommutative quadric gives rise to a geomet-
ric square, such that we can prove the embedding result in Theorem 3.15.
A Z-algebra is a pre-additive category with objects indexed by Z, generalising the
theory of graded algebras and modules. All usual notions like right and left modules,
bimodules, ideals, etc. make sense in this context and we will freely make use of
them. For more details, consult [24, §2].
Let GrA denote the category of right A-modules, and (if A is noetherian) grA
the full subcategory of noetherian objects. Also QGrA (respectively qgrA) is the
quotient of GrA (respectively grA) by the torsion modules. The quotient functor
is denoted π : grA→ qgrA.
We write Ai,j = HomA(j, i), and ei = i
id
−→ i, for i, j ∈ Z. Then Pi = eiA are
projective generators for GrA and if A is connected, Si will be the unique simple
quotient of Pi.
Definition 3.5. A Z-algebra A is Artin–Schelter regular if
(1) A is connected,
(2) dimAi,j is bounded by a polynomial in j − i,
(3) the projective dimension of Si is finite, and uniformly bounded,
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(4)
∑
j,k∈Z dimExt
j
GrA(Sk, Pi) = 1, for every i.
If moreover the minimal resolution of Si has the form
(62) 0→ Pi+4 → P
⊕2
i+3 → P
⊕2
i+1 → Pi → Si → 0.
for all i, then it is a three-dimensional cubic Artin–Schelter regular Z-algebra.
Using this definition, we can now define noncommutative quadrics.
Definition 3.6. A noncommutative quadric is a category of the form QGrA,
where A is a three-dimensional cubic Artin–Schelter regular Z-algebra.
An important subclass of the cubic Artin–Schelter regular Z-algebras is given by
the Z-algebra associated to a cubic Artin–Schelter regular graded algebra [1]. In
general one gets a Z-algebra Bˇ from a Z-graded algebra by setting
(63) Bˇi,j := Bj−i.
The Z-algebras obtained in this way are called 1-periodic.
The motivation for this definition comes from the following theorem. For details
and unexplained terminology we refer to [24, 25].
Theorem 3.7. [24, Theorem 1.5] Let (R,m) be a complete commutative Noetherian
local ring with k = R/m. Any R-deformation of the abelian category cohP1 × P1 is
of the form qgrA, where A is an R-family of three-dimensional cubic Artin-Schelter
regular Z-algebras.
One of the main results of [24] is the classification of cubic Artin–Schelter regu-
lar Z-algebras in terms of linear algebra data. We will now recall this description
for use in Proposition 3.12.
A three-dimensional cubic AS-regular algebra satisfies Ai,i+n = 0 for n < 0. It is
generated by the Vi = Ai,i+1 and the relations are generated by the
(64) Ri = ker(Vi ⊗k Vi+1 ⊗k Vi+2 → Ai,i+3),
which are of dimension two. Denote by
(65) Wi = Vi ⊗k Ri+1 ∩Ri ⊗k Vi+3 ⊂ Vi ⊗k Vi+1 ⊗k Vi+2 ⊗k Vi+3,
which are of dimension one. Any non-zero element of Wi is a rank two tensor,
both as an element of Vi ⊗k Ri+1 and as an element of Ri ⊗k Vi+3. Finally, A is
determined up to isomorphism by its truncation
⊕3
i,j=0 Aij , which motivates the
following definition.
Definition 3.8. A quintuple (V0, V1, V2, V3,W ), where the Vi are two-dimensional
vector spaces and 0 6= W = kw ⊂ V0 ⊗k V1 ⊗k V2 ⊗k V3 is called geometric if for
all j ∈ {0, 1, 2, 3}, and for all 0 6= φj ∈ V ∨j , the tensor
(66) 〈φj ⊗k φj+1, w〉
is non-zero, where indices are taken modulo four.
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In the sequel we will sometimes identify a quintuple by a non-zero element of W ,
and we will omit the tensor product.
From the previous discussion, it is clear how to associate a quintuple to a noncom-
mutative quadric. In fact, this quintuple is geometric and there is the following
classification theorem that tells us that it suffices to consider geometric quintuples.
Theorem 3.9. [24, Theorem 4.31] There is an isomorphism preserving bijection
between noncommutative quadrics and geometric quintuples.
By construction a noncommutative quadric has a full strong exceptional collection
(67) π(P3) π(P2) π(P1) π(P0)
V2 V1 V0
with relations R =W ⊗k V ∨3 . We will use the (purely formal) notation
(68) O(−1,−2) O(−1,−1) O(0,−1) O(0, 0).
V2 V1 V0
Example 3.10 (Linear quadric). We can now explain how the (commutative)
quadric surface gives rise to a cubic Artin–Schelter regular Z-algebra. On P1 × P1
there are the line bundles
(69) OP1×P1(m,n) = OP1(m)⊠ OP1(n).
The following defines an ample sequence:
(70) OP1×P1(n) =
{
OP1×P1(k, k) if n = 2k,
OP1×P1(k + 1, k) if n = 2k + 1.
Put A =
⊕
i,j HomP1×P1(OP1×P1(−j),OP1×P1(−i)). Then cohP
1 × P1 ∼= qgrA,
and A is a 3-dimensional cubic AS-regular algebra. One may choose bases xi, yi
for Vi such that the relations in A are given by
(71)
xixi+1yi+2 − yixi+1xi+2 = 0
xiyi+1yi+2 − yiyi+1xi+2 = 0.
The tensor w ∈ W0 corresponding to these relations is given by
(72) w = x0x1y2y3 − y0x1x2y3 − x0y1y2x3 + y0y1x2x3.
The corresponding exceptional collection has quiver
(73) OP1×P1(−3) OP1×P1(−2) OP1×P1(−1) OP1×P1y2
x2
y1
x1
y0
x0
with relations (71), corresponding to (68).
The relationship between the homogeneous coordinate ring of P1×P1 under the Segre
embedding and the Z-algebra A is obtained by taking the 2-Veronese of A, giving an
isomorphism
(74)
(
k〈x, y〉/
(
x2y − yx2
xy2 − y2x
))
2
∼= k[a, b, c, d]/(ad− bc),
where we descibed the Z-algebra as a graded algebra, because in this case A is 1-pe-
riodic.
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Another important class of noncommutative quadrics is given by the so called type-
A cubic algebras.
Example 3.11 (Type-A cubic algebras). We will consider the generic class of
cubic algebras from [1]. In this case the (graded) algebra A has two generators x
and y and relations
(75)
ay2x+ byxy + axy2 + cx3 = 0
ax2y + bxyx+ ayx2 + cy3 = 0
.
These algebras are Artin–Schelter regular for (a : b : c) ∈ P2 − S, where
(76) S = {(a : b : c) ∈ P2 | a2 = b2 = c2} ∪ {(0 : 0 : 1), (0 : 1 : 0)},
The tensor w ∈W0 corresponding to these relations in the Z-algebra setting is given
by
(77)
w = ay0y1x2x3 + by0x1y2x3 + ax0y1y2x3 + cx0x1x2x3
+ ax0x1y2y3 + bx0y1x2y3 + ay0x1x2y3 + cy0y1y2y3.
The corresponding full and strong exceptional collection is given by
(78) A(−3) A(−2) A(−1) Ay2
x2
y1
x1
y0
x0
with relations coming from (75).
Since our model for Theorem 3.4 was the 3-block exceptional collection (37) and
not the linear collection (73), we first have to mutate a linear exceptional collection
as in (68) to a square one as in (37).
Proposition 3.12. The exceptional collection obtained from (68) by right mutating
the first two objects is strong and has endomorphism ring
(79)
O(−1, 0)
O(−1,−1) O(0, 0)
O(0,−1)
RV
∨
2
V1 V0
where we used the notation O(−1, 0) = RO(−1,−1)O(−1,−2).
Proof. By construction the right mutation O(−1, 0) fits in a short exact sequence
(80) 0→ O(−1,−2)→ V ∨2 ⊗k O(−1,−1)→ O(−1, 0)→ 0
because we can compute the mutation entirely in qgrA as the morphism on the left
is indeed a monomorphism by definition.
To see that Hom(O(−1, 0),O(0, 0)) = R one can use the proof of [24, Lemma 4.3].
By applying Hom(−,O(0, 0)) to (80) we get a long exact sequence, which by the
canonical isomorphism A0,2 = V0 ⊗ V1 = Hom(O(−1,−1),O(0, 0)) corresponds to
(81) 0→ Hom(O(−1, 0),O(0, 0))→ V0 ⊗k V1 ⊗k V2 → A0,3 → 0,
hence R = Hom(O(−1, 0),O(0, 0). This also shows that the higher Ext’s vanish.
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Finally, to see that O(−1, 0) and O(0,−1) are completely orthogonal, we can ap-
ply Hom(−,O(0,−1)) to (80). By the resulting long exact sequence where the iso-
morphism V1 ⊗k V2 ∼= A1,3 is the only non-zero map we get the desired orthogonal-
ity. 
We are almost in a situation where we can apply Theorem 3.4. However, an ar-
bitrary geometric quintuple does not give rise to a geometric square since the
induced map R ⊗k V ∨2 → V0 ⊗k V1 in (79) is not necessarily an isomorphism.
The next proposition describes a dense subset for which this is the case. Recall
that w ∈ V0 ⊗k V1 ⊗k V2 ⊗k V3, and we have an action of Gm on this space, so w
can be interpreted as a point in P15.
Proposition 3.13. A generic geometric quintuple (V0, V1, V2, V3, w) gives rise to
a geometric square. More precisely, for w in a Zariski open subset U′ of P15,
(82) w = (V0 ⊗k V1, V0, V1, V
∨
2 , V
∨
3 , id, φw)
is a geometric square, where φw = 〈−, w〉−1.
Proof. The condition that the morphism
(83) 〈−, w〉 : V ∨2 ⊗k V
∨
3 → V0 ⊗k V1
induced by an element w ∈ V0 ⊗k V1 ⊗k V2 ⊗k V3 is an isomorphism is given by the
non-vanishing of the determinant. The open subset U′ is defined as the intersection
of the locus of geometric quintuples with the complement of this vanishing locus
in P15. So starting from a geometric quintuple with w ∈ U′ we can define the
associated square (82). 
Remark 3.14. Remark that the condition required for Proposition 3.13 is indeed
stronger than the geometricity condition for a quintuple. This geometricity condition
ensures that the morphism 〈−, w〉 sends the pure tensors to nonzero elements. This
does not imply that the morphism is an isomorphism, only that the kernel has to
intersect the quadric cone corresponding to the pure tensors trivially in the origin.
This implies that the kernel is necessarily of dimension 1.
Let us denote by Hw := Hw , for w ∈ U
′, and by qgrAw the associated noncommu-
tative quadric. The following is then our main result.
Theorem 3.15. The varieties Hw form a smooth projective family H over a Zariski
open U ⊂ U′ containing H, and for each w ∈ U there is an admissible embedding
(84) Db(qgrAw) →֒ D
b(Hw).
by vector bundles of ranks 2, 2, 2 and 1.
Proof. This is now immediate from the combination of Theorem 3.4, Proposi-
tion 3.13 and Proposition 3.12. Note that we have to restrict to a Zariski open U ⊂ U′
since Theorem 3.4 only works for a generic geometric square for which the cor-
responding P1’s do not intersect. Also, H is a member of the family by Exam-
ple 3.16. 
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Example 3.16 (Linear quadric). For the geometric quintuple (72) it is easy to see
that w ∈ U, so we get an associated geometric square with exceptional collection (79),
which is exactly the 3-block collection (37). Another small calculation shows that the
two P1’s don’t intersect so w ∈ U′. As expected, the two P1’s correspond to the two
rulings on P1 × P1, which we used in Proposition 2.2.
Example 3.17. Consider the type-A cubic algebra from Example 3.11 for the pa-
rameters (0 : 1 : 1). In this case the matrix describing φw is the identity matrix,
hence the two P1’s coincide and Theorem 3.4 does not apply.
4. Further remarks
Based on the result for P2 from [19] Orlov conjectured informally that every non-
commutative deformation can be embedded in some commutative deformation, i.e.
for every smooth projective variety X there exists a smooth projective variety Y
and a fully faithful functor Db(X) →֒ Db(Y ) such that for every noncommutative
deformation of X there is a commutative deformation of Y such that there is again
a fully faithful functor between the bounded derived categories.
The result in this paper adds some further evidence to this, by proving the result
for X = P1 × P1 and Y = Hilb2 P1 × P1. The general construction from [19] seems
to prove this conjecture in case Db(X) has a full and strong exceptional collection:
noncommutative deformations of X correspond to changing the relations in the
quiver, and these changes are reflected by changing the vector bundles in the iterated
projective bundle construction.
However, it would be interesting to know whether one can always choose for Y a
natural moduli space associated to X , as is the case for P2 and P1×P1 where one can
take the Hilbert scheme of two points. To investigate this in a more general setting
we formulate an infinitesimal version of this conjecture in terms of limited functori-
ality for Hochschild cohomology, and explain how results on Poisson structures on
surfaces give some substance to this conjecture in special cases.
The infinitesimal deformation theory of abelian categories is governed by their
Hochschild cohomology [15], and one has the Hochschild–Kostant–Rosenberg de-
composition for Hochschild cohomology of smooth varieties. In particular there is
the decomposition
(85) HH2(X) = H0(X,
2∧
TX)⊕H
1(X,TX)⊕H
2(X,OX)
where the first term can be understood as the noncommutative deformations, the
second as the commutative (or geometric) deformations and the third one corre-
sponding to gerby deformations [23].
The natural categorical framework for Hochschild cohomology is that of dg cate-
gories. It is easily checked that Hochschild cohomology is not functorial for arbitrary
functors: it only satisfies a limited functoriality. Indeed, in the case of a dg func-
tor inducing a fully faithful embedding on the level of derived categories there is
an induced morphism on the Hochschild cohomologies [12], which in the case of
Fourier–Mukai transforms is treated in [14].
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Combining limited functoriality with the Hochschild–Kostant–Rosenberg decompo-
sition one could formulate an infinitesimal version of Orlov’s conjecture as follows.
Question 4.1. Let X be a smooth projective variety. Does there exist a smooth
projective variety Y and a fully faithful embedding Db(X)→ Db(Y ), such that the
induced morphism on Hochschild cohomologies induces a surjective morphism
(86) H1(Y,TY )։ H
0(X,
2∧
TX).
Sadly, we do not even know the answer for the embeddings obtained for X = P2
or P1 × P1 and Y = Hilb2X .
Some positive evidence comes from a result by Hitchin who shows in [10] the exis-
tence of the split exact sequence
(87) 0→ H1(S,TS)→ H
1(Hilbn S,THilbn S)→ H
0(S, ω∨S )→ 0
where S is a smooth projective surface over the complex numbers.
Again one does not know that the morphism on the right is related to (86), but it
does show that a possible approach might be to choose for Y a smooth projective
variety representing a moduli problem associated to X .
Remark 4.2. The choice of the Hilbert scheme of n points seems to be a natu-
ral choice in the case of a surface with exceptional structure sheaf, but for higher-
dimensional varieties the Hilbert scheme fails to be smooth in general. For n = 2
they are smooth though, but in [3] we generalise (1) to the case of Hilbert squares
of higher-dimensional varieties with exceptional structure sheaf, and use it to show
that H1(Hilb2X,THilb2 X) ∼= H
1(X,TX), i.e. there is no contribution of the noncom-
mutative deformations of X.
Closely related to the suggested question is a correspondence between the Hochschild
cohomology of a noncommutative plane and the deformation of the Hilbert scheme
of 2 points on P2 whose derived category contains the derived category of the non-
commutative plane. At least for a Sklyanin algebra the Hochschild cohomology
as computed in [2] agrees with the commutative deformations in the Hochschild–
Kostant–Rosenberg decomposition of the deformed Hilbert scheme, by [10, propo-
sition 11]. Understanding this phenomenon in greater detail is work in progress.
Appendix A. A proof of Lemma 2.1
In this appendix we give a detailed proof of Lemma 2.1. Let us recall the setup and
notation. Given a vector space V of dimension 4 we let G denote the Grassmannian
of 2-dimensional quotients of V . Let
(88) 0→ R
r
−→ V ⊗k OG
q
−→ Q→ 0
be the tautological exact sequence on G, where Q is the universal quotient bundle of
rank 2, and R is the universal subbundle of rank 2. We have that V = HomG(OG,Q),
and q is the evaluation morphism.
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Moreover, V0, V1 denote vector spaces of dimension 2, and χ : V → V0 ⊗k V1 is a
given isomorphism. On P := P(V0) we have the canonical quotient morphism
(89) V0 ⊗k OP
pi
→ OP(1)
which gives us the morphism
(90) u : V ⊗k OP
χ⊗idOP−−−−−→ V1 ⊗k V0 ⊗k OP
idV1 ⊗pi−−−−−→ V1 ⊗k OP(1).
From this we obtain the classifying morphism Φ = Φχ : P→ G, such that Φ∗q ≃ u.
The object Kχ is defined via the short exact sequence
(91) 0→ Kχ → H
0(G,Φ∗OP(1))⊗k OG
ev
→ Φ∗OP(1)→ 0.
We will use the following shorthand
(92) A := OG, B := Q, C := Φ∗OP(1).
Lemma A.1. Seen as distinguished triangles, the sequences (88) and (91) respec-
tively coincide with the mutation triangles
(93) B[−1]
b
−−→
+1
LAB
β
−→ RHom(A,B) ⊗k A
ev
−→ B
and
(94) C[−1]
c
−−→
+1
LAC
γ
−→ RHom(A,C)⊗k A
ev
−→ C.
Proof. For (88), this is standard, and follows for example from the construction
of the dual exceptional collection from Theorem 2.6. For (91), this follows since
ExtiG(OG,Φ∗OP(1)) = H
i(P,OP(1)) = 0, for i > 0. 
Note however that the object C is not exceptional. Now Lemma 2.1 can be restated
as follows.
Lemma A.2. The composition morphism
(95) Hom(LAB,LAC)⊗k Hom(LAC,A)→ Hom(LAB,A)
is an isomorphism.
The proof of Lemma A.2 now follows by combining Lemma A.3 and Lemma A.4
below. The idea is to first identify (95) with
(96) Hom(B,C)⊗k Hom(A,C)
∨ → Hom(A,B)∨ : f ⊗ g∨ 7→ (h 7→ 〈g∨, f ◦ h〉)
and then to identify the k-linear dual
(97) Hom(A,B)→ Hom(A,C) ⊗k Hom(B,C)
∨
of (96) with the isomorphism χ.
For the first step we will use the following sequences of canonical isomorphisms:
(98)
Hom(B,C)
[−1]
−−−→
≃
Hom(B[−1], C[−1])
c∗−→
≃
Hom(B[−1],LAC)
(b∗)
−1
−−−−→
≃
Hom(LAB,LAC),
(99) Hom(A,B)∨ −→
≃
Hom(Hom(A,B) ⊗k A,A)
β∗
−→
≃
Hom(LAB,A)
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and
(100) Hom(A,C)∨ −→
≃
Hom(Hom(A,C)⊗k A,A)
γ∗
−→
≃
Hom(LAC,A).
The chain of isomorphisms in (98) uses that 〈A,B〉 is an exceptional pair, and
that Hom(A,LAC[i]) = 0 for all i. The chain of isomorphisms in (99) follows
from 〈A,B〉 being an exceptional pair. The final chain of isomorphisms in (100)
follows from A being exceptional and Hom(C,A[i]) = 0 for i = 0, 1.
Lemma A.3. The composition morphism (95) coincides with (96), using the iso-
morphisms (98), (99) and (100).
Proof. Consider f ∈ Hom(B,C) and g∨ ∈ Hom(A,C)∨. The triangles (93) and (94)
give rise to the commutative diagram
(101)
B[−1] LAB Hom(A,B)⊗k A
C[−1] LAC Hom(A,C)⊗k A
b
f [−1]
β
f˜ f∗⊗idA
c γ
The assertion now follows by considering g˜ := (g∨ ⊗ idA) ◦ γ : LAC → A, and using
that commutativity ensures that g˜ ◦ f˜ = (g∨ ⊗ idA) ◦ (f∗ ⊗ idA) ◦ β combined with
(98), (99) and (100). 
The k-linear dual of (96) coincides with the map
(102) Hom(A,B)→ Hom(A,C) ⊗k Hom(B,C)
∨
obtained by applying Hom(A,−) to the coevaluation map B → Hom(B,C)∨ ⊗k C.
We also have the following sequences of canonical isomorphisms:
(103) V −→
≃
HomG(OG, V ⊗k OG) −→
≃
HomG(OG,Q) = Hom(A,B),
(104)
V ∨1 −→
≃
HomP(V1⊗kOP(1),OP(1)) −→
≃
HomP(Φ
∗
Q,OP(1)) −→
≃
HomG(Q,Φ∗OP(1)) = Hom(B,C)
and
(105)
V0 −→
≃
HomP(OP,OP(1)) −→
≃
HomP(Φ
∗
OG,OP(1)) −→
≃
HomG(OG,Φ∗OP(1)) = Hom(A,C).
The second isomorphism in (104) was discussed in (90) (and contains the informa-
tion about χ). The other ones are all standard.
Lemma A.4. The morphism χ coincides with (102) using the isomorphisms (103),
(104) and (105).
Proof. By adjunction the statement of the lemma is equivalent to the claim that
the composition morphism
(106) Hom(A,B)⊗k Hom(B,C)→ Hom(A,C)
coincides with the morphism
(107) V ⊗k V
∨
1 → V0 : v ⊗ v
∨
1 7→ 〈v
∨
1 , χ(v)〉,
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where we use (103), (104) and (105) to identify the spaces.
To see this, we consider the diagram
(108)
HomG(OG,Q)⊗k HomG(Q,Φ∗OP(1)) HomG(OG,Φ∗OP(1))
HomG(OG,Q)⊗k HomP(Φ∗Q,OP(1))
HomP(Φ
∗OG,Φ
∗Q)⊗k HomP(Φ∗Q,OP(1)) HomP(Φ∗OG,OP(1)).
−◦−
≃
≃
Φ∗⊗id
−◦−
which commutes since Φ∗ and Φ∗ are adjoint functors.
Letting f ∈ Hom(A,B) and g ∈ Hom(B,C) correspond to v ∈ V and v∨1 ∈ V
∨
1
respectively we obtain by the commutativity of (108) that
(109) adjoint(g ◦ f) = adjoint(g) ◦ Φ∗f,
where we explicitly indicate the adjunction isomorphisms.
It follows that the morphism V ⊗k V ∨1 → V0
∼= HomP(OP,OP(1)) (induced by (106)
and (103), (104) and (105)) sends v ⊗ v∨1 to the morphism
(110) (v∨1 ⊗ idOP(1)) ◦ u ◦ (v ⊗ idOP) : OP → OP(1).
But this proves the lemma, as we can rewrite this as
(111) (v∨1 ⊗ idOP(1)) ◦ (idV1 ⊗π) ◦ (χ(v) ⊗ idOP) = π ◦ (〈v
∨
1 , χ(v)〉 ⊗ idOP).

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