Abstract: For Γ a cocompact or co nite Fuchsian group, we study the hyperbolic lattice point problem in conjugacy classes, which is a modi cation of the classical hyperbolic lattice point problem. We use large sieve inequalities for the Riemann surfaces Γ\ℍ to obtain average results for the error term, which are conjecturally optimal. We give a new proof of the error bound O(X / ), due to Good. For SL (ℤ) we interpret our results in terms of inde nite quadratic forms.
Introduction
Let ℍ be the hyperbolic plane, z, w be two xed points in ℍ and ρ(z, w) denote the hyperbolic distance. Let also Γ ⊂ PSL (ℝ) be a cocompact or co nite Fuchsian group. The classical hyperbolic lattice point problem asks to estimate the number of points in the orbit Γz that belong in a disk of radius R and center w, i.e., to give an asymptotic formula for # ∈ Γ : ρ( z, w) ≤ R . 
with E(X; z, w) = O(X / ), where {u j } ∞ j= is an orthonormal system of eigenfunctions for the discrete spectrum of the hyperbolic Laplacian and the sum is over the small eigenvalues λ j = s j ( − s j ) < / of the surface Γ\ℍ. For earlier results and extensions see [ , ] .
We also de 
is the period integral of u j across a segment σ of the invariant geodesic of g ν with length ∫ σ ds = µ/ν (see Lemma . ) and the sum in ( . ) is over the small eigenvalues of the hyperbolic Laplacian of Γ\ℍ. We denote by E(H, X; z) the error term
E(H, X; z) = N(H, X; z) − M(H, X; z).
In Section we re ne the machinery of Huber in [ ]. We compute his special functions ξ λ (v) (see [ , equations ( ) 
and ( )]) in terms of the Legendre functions P s− (i tan v)
. This allows to show the oscillatory behaviour of the Huber transform d(f ± , t), see Proposition . . In Sections and we give a new proof of the following theorem.
Theorem . ([ , Theorem ]). Let Γ be a cocompact or co nite Fuchsian group and H a hyperbolic conjugacy class of Γ. Then, E(H, X; z) = O(X / ).
We combine the results and techniques of Section with the large sieve inequalities obtained by Chamizo in [ ] to prove average results for the error term E(H, X; z), similar to those in [ ] for the error term of the classical hyperbolic lattice point problem. In Section we prove the main results of this paper. Finally, in Section we use Huber's geometric interpretation to study some arithmetic consequences of our results. More speci cally, for H a hyperbolic class of SL (ℤ), we interpret the quantity N (H, X; z) Certain automorphic functions and their spectral expansion . Plan of proof and comparison with the classical problem Let K(z, w) be the automorphic kernel de ned as X; z, w) , and the asymptotics of H(X; z, w) can be studied using the pre-trace formula for the kernel K(z, w). In practice one needs approximations k ± (u) of k(u) and estimates of the corresponding Selberg-Harish-Chandra transforms h ± (t) of k ± (u). When we restrict the summation to the conjugacy class H ⊂ Γ, we do not get an automorphic kernel g(u) in the place of k(u). Therefore, Selberg theory does not apply in this case. Huber, however, de ned an automorphic function A(f ) that plays the role of K(z, w) for a suitable test function f when z = w, see ( . ). The spectral expansion of A(f ) provides the asymptotic behavior of N (H, X; z) .
Theorem . . Let Γ be a cocompact or co nite Fuchsian group and
Assume that Γ is cocompact. Let C * [ , ∞) be the space of real functions of compact support that are bounded in [ , ∞) and have at most nitely many discontinuities. For an f in C * [ , ∞), de ne the Γ-automorphic function
Since Γ is cocompact and f has compact support, the sum in ( . ) is nite. Let ∆ be the hyperbolic Laplace operator on Γ\ℍ and {u j } ∞ j= be an orthonormal system of (real-valued) automorphic eigenfunctions of −∆, with corresponding eigenvalues
is the j-th Fourier coe cient of A(f ). We have the following lemma. 
Lemma . ([ ]
with λ = / + t , and ξ λ is the solution of the di erential equation
with ξ λ ( ) = and ξ
The coe cient d(f, t), which we call the Huber transform of f , now plays the role of the Selberg-HarishChandra transform. For our choice of test functions f we can use properties of special functions to estimate the Fourier coe cients d(f, t j ), see Proposition . . Table summarizes the analogies between the two problems. 
Classical problem For conjugacy classes
where F (a, b, c; z) is the Gauss hypergeometric function. The initial conditions of Lemma . imply that
Using [ , equation ( . ) ] and [ , equation ( )], we can write ξ λ (v) as
where P µ ν (z) is the associated Legendre function of the rst kind. Using the change of variable x = tan(v), we get
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Let us set
Motivated by [ , p. ] we de ne the following test functions for x > and < U/ < T < U < V < U:
( . )
Since U = X + O(X − ) as U, X → ∞, we can translate estimates involving X to ones with U and vice versa. We
is similar to the one for d(f + , t) with U and T instead of V and U. Therefore, we consider only d(f + , t).
For an A > , we de ne I(A) and J(A) by
Then, it is easy to see that
Lemma . . The functions I(A) and J(A) satisfy the relation
Proof. Using integration by parts, [ , equation ( . . ) ] and the fact that the function (z − ) / P − s− (z) is single-valued in the disk with center ( , ) and radius , we get
Using again twice [ , equation ( . . ) ] for m = , , we get
The result is immediate.
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. Estimates for the Huber transform
Lemma . implies that
where
where the coe cients a(t, Y/X) and b(t, Y/X) satisfy the bound a(t, Y/X), b(t, Y/X)
Proof. (a) First, apply the mean value theorem to the function f(x) = x s+ + x s− to get
Applying it again to the function g(x) = x −s + x −s , we have
Plugging s = / + it in ( . ) and using that O(U − ) = O(X − ) and the above estimates, we get the result. (b) First, consider the function f(x) as above. We know from part (a) that the terms containing X / +it come from the terms containing f(x). The mean value theorem implies
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Hence, if we set
and use Stirling's formula for the Γ function, we get the bound
Doing the same for g(x) as above and the coe cient b(t, Y/X) de ned as
we get (b).
(c) It follows from (a). We estimate three of the Γ-factors in B(s), D(s) (equations ( . )-( . )) and keep the factors Γ(s − / ) and Γ( / − s) accordingly.
(d) Putting t = in ( . ) we get
Thus, applying once again the mean value theorem, there exists
For H ὔ (z) we have
Consider the rst bracket. Using [ , equation ( . . )], we get
Since U, V → ∞, we can assume that ξ ≥ . We see that
and, after setting u = xξ ,
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For the second bracket, using once again [ , equation ( . . )], we get
As above, set x = cosh t/ξ and split the integral into two integrals:
As above, assuming ξ ≥ , the second integral is easily seen to converge, whereas the rst one, setting u = xξ is again bounded by ∫ ξ (u − ) − / du. Finally, combining all the above estimates, we get
which implies the desired bound, since X ∼ U and V < U.
The cocompact case
We can now prove Theorem . when Γ is cocompact.
Theorem . . Let Γ be a cocompact Fuchsian group and H a hyperbolic conjugacy class of Γ. Then, the error term E(H, X; z) satis es the bound E(H, X; z) = O(X / ).
Proof. We begin with the spectral expansion of A(f + ):
Using Proposition . , we write it in the form
Since the spectrum is discrete, for s j corresponding to a small eigenvalue, s j − / is bounded away from zero. As the number of small eigenvalues is nite, we get
By the same argument, 
we can rewrite the spectral expansion of A(f + )(z) as
Using again Proposition . and the discreteness of the spectrum, we get
is an even function of t, after using dyadic decomposition, we get the bound
Using [ , Proposition . ] , Proposition . and Lemma . , we get
We split the sum according to n < log (X/Y) and n > log (X/Y). We get
which is bounded by
By ( . ), we nally get
We work similarly for A(f − ) and we use
The optimal error arises for Y = XY − / , i.e., Y = X / , which yields
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It is immediate to see thatû
hence we get Huber's main term ( . ).
The co nite case
Now, let Γ be a co nite Fuchsian group, and de ne A(f ) as in equation ( . ) . The rst obstacle we face is to examine whether A(f ) is in L (Γ\ℍ). To see this, suppose that f is compactly supported in [ , K] with K > xed, and consider the counting functioñ
An element contributes to the summation in A(f ) exactly when ∈Ñ(z, δ)
, it su ces to prove thatÑ(z, δ) in uniformly bounded (i.e., independently of z).
Lemma . . The counting functionÑ(z, δ) is uniformly bounded, hence A(f ) ∈ L (Γ\ℍ).
Proof. For simplicity, assume that has only one cusp at a. Conjugating, we can assume that a = ∞. Then, for Y > , consider the set 
This inequality implies an upper bound ℑ(z) ≤ M, where M depends only on Y and δ. We also get
and since, for Γ co nite, we have a uniform bound |ℜ(z)| < M, we also get a uniform bound for ℜ( z). This means, for all ∈ H satisfying u( z, z) ≤ δ, z lies in a compact set, which does not depend of z but only on δ.
This provesÑ(z, δ) in uniformly bounded, and thus A(f ) ∈ L (Γ\ℍ).
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The rest of the proof for the co nite case is the same as for the cocompact case: the estimates of d(f, t) that we wrote in Section (Proposition . ) do not depend on the compactness of the group Γ, but only on the spectral parameter t. To complete the proof of Theorem . , we need the analogues of Lemmas . and . for Eisenstein series. Examining the proof of Lemma . in [ ], we notice that, along the same lines, we can prove the following version for Eisenstein series.
Lemma . . We have c a (f, t) = Ê a ( / + it)d(f, t), whereÊ a ( / + it) is the integralÊ
across a segment σ of the invariant geodesic of with length
The analogue of Lemma . for Eisenstein series is the following lemma.
Lemma . . We have the bound
Proof. For T > , de ne the angle v T ∈ ( , π ) by the relation tan(v T ) = T , and the function f as
Thus, for
. Moreover, Lemma . shows that
Since we are interested about the estimate as T → ∞, X remains bounded and hence M X can be chosen uniformly bounded by some M. Then, we have the trivial bound
and, by [ , equation ( )], we get the bound
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On the other hand, from Parseval's identity we get
We use [ , Appendix, equation ( )], as in the proof of Lemma . in [ , p. ] , to get
We can now nish the proof of Theorem . as follows.
Theorem . . Let Γ be a co nite Fuchsian group, and H a hyperbolic conjugacy class of Γ. Then, E(H, X; z) = O(X / ).
Proof. The part that corresponds to the Maaß cusp forms can be handled exactly as in the cocompact case. For the contribution of Eisenstein series in the spectral expansion of A(f )(z) we need the estimate
We use Proposition . , Lemmas . and . exactly the same way as in the proof of Theorem . .
Averaging results
Let Γ be a co nite Fuchsian group. We now apply the large sieve results of [ ] for the Riemann surfaces Γ\ℍ to obtain averaging results for E (H, X; z) . To be precise, let a j be a sequence of complex numbers and, for each cusp a, let a a (t) be a continuous function of t. We have the following results.
Theorem . ([ ])
. Given z ∈ Γ\ℍ, T, X > and x , x , . . . ,
and the constant implied in '≪' depends on Γ and y Γ (z).
Theorem . ([ ]). Given T > and z
where ‖a‖ * is de ned as above and the constant implied in '≪' depends on Γ and max y Γ (z m ).
We will use Theorem . to prove the following result for the radial averaging of E(H, X; z).
Proposition . . Let X > and X , X , . . . , X R ∈ [X, X], satisfying the condition
where the constant implied in '≪' depends on Γ, H and z.
Theorem . . If Rδ ≫ X and R
Letting R go to in nity, we get
For the spatial average, we use Theorem . to prove the following.
Proposition . . Let X > and z , z , . . . , z R be points in Γ\ℍ away from the cusps, satisfying the condition
Theorem . . If Rδ ≫ and R
Letting R go to in nity, if Γ is cocompact, we get
Before giving the proof of the above results, we need to x the following notation. For a function f ∈ C * [ , ∞),
In the proofs of Theorems . and . , we proved that for Γ cocompact or co nite we have
We begin with the proof of Proposition . .
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and, adding for X , . . . , X R , we get
The Cauchy-Schwarz inequality now yields
which combined with the bound ( . ) gives
Using the estimates of Proposition . , we can now write
where a(t, Y/X) and b(t, Y/X) are functions satisfying
We apply Theorem . , which implies that for a j = d(f, t j ) and a(t)
The last expression can be bounded by
and using Lemma . , we obtain ‖a‖
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We get the bound
Trivial bounds for each term separately yield the bound
The optimal choice for Y is Y = R − / X / , which implies the bound
and we get the bound ( . ). For the bound ( . ), we take the points X i equally spaced in the interval [X, X]
Proof of Proposition . . For a sequence {a k }, the Cauchy-Schwarz inequality implies
The rst inequality for a k = S(X, z m , k ) implies the bound
whereas the second gives
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where c T = min{log T − X Y − + , log T + }. Using Theorem . , bound ( . ) and summing over
where the last bound yields as in the proof of Proposition . . The bound ( . ) is obtained for
For the fourth moment, we use Hölder's inequality to prove
We can now nish the proof assuming the following large sieve inequality:
For the proof, see [ ]. We can now derive the second part of the proposition by applying ( . ) to
Proof of Theorem . . Consider rst the case n = . Choosing δ − ≪ R and R > X / in the bound
and the rst part follows. For the integral estimate we notice that as R → ∞,
The case n = follows in exactly the same way.
For the error term E(X; z, w) of the classical hyperbolic lattice point problem, the optimal bound is conjectured to be 
Arithmetic applications
In this section we are interested in arithmetic corollaries of our results. We use the geometric interpretation to get an arithmetic interpretation of the quantity N(H, X; z). We restrict our attention to Γ = SL (ℤ).
Fix a point z in ℍ. Huber's interpretation in [ ] shows that N(H, X; z) counts in Γ/⟨g⟩ such that cos v ≥ X − , where v is the angle de ned by the ray from to z and the geodesic {yi, y > }. Denote by c the geodesic from z perpendicular to {yi, y > } and by ℓ(c) its length. Then,
On the other hand, the distance of z to the imaginary axis is given by
we de ne
Using |Cz + D| = |Cz + D| and AD − BC = , f z can be written in the form
Using ( . ), the condition cos v ≥ X − can now be written as
Let z = α + βi. Inequality ( . ) takes the form |(α + β )AC + BD + αAD + αBC| ≤ β X − = βX + O(X − ).
To get simple results, we take speci c choices for z. i.e., P(X) = N(H, X/ ; z). By Theorem . and the fact that SL (ℤ) has no eigenvalues λ ∈ ( , / ), we get
. Quadratic forms
For Γ = SL (ℤ), we have
Since M is primitive ν = and, for SL (ℤ), we know that µ = log ε d , which equals the length of the closed geodesic ℓ (see, for example, [ , Corollary . ] ). Part (a) now follows. Part (b) follows immediately as E(X) = E(H, X/ ; z).
Remark . . Note that, for z = i, by ( . ) we count solutions of 
. Hecke operators
Applying Hecke operators as in [ , ] for the classical lattice point counting problem, we can count solutions of |F(α, β, , δ)| ≤ X lying in the hypersurface αδ − β = n with n > . Let Γ n be the set Γ n = α β δ ∈ ℤ × : αδ − β = n .
For n ∈ ℕ, let T n : A(Γ\ℍ) → A(Γ\ℍ) be the n-th Hecke operator, see [ , Section . and Chapter ] , dened by T n (f )(z) = n τ∈Γ\Γ n f(τz).
