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ABSTRACT
Recent high-resolution interferometric images of submillimetre galaxies (SMGs) reveal fascinatingly complex morphologies.
This raises a number of questions: how does the relative orientation of a galaxy affect its observed submillimetre emission, and
does this result in an ‘orientation bias’ in the selection and analysis of such galaxies in flux-limited cosmological surveys? We
investigate these questions using the Simba cosmological simulation paired with the dust radiative transfer code Powderday.
We select eight simulated SMGs (𝑆850 & 2mJy) at 𝑧 = 2, and measure the variance of their ‘observed’ emission over 50 random
orientations. Each galaxy exhibits significant scatter in its emission close to the peak of the thermal dust emission, with variation
in flux density of up to ∼50 mJy at the peak. This results in an appreciable dispersion in the inferred dust temperatures and
infrared luminosities (16th − 84th percentile ranges of 5K and 0.1 dex, respectively) and therefore a fundamental uncertainty in
derived parameters such as dust mass and star formation rate (∼30% for the latter using simple calibrations). Using a Monte
Carlo simulation we also assess the impact of orientation on flux-limited surveys, finding a bias in the selection of SMGs towards
those with face–on orientations, as well as those at lower redshifts. We predict that the orientation bias will affect flux-limited
single-dish surveys, most significantly at THz frequencies, and this bias should be taken into account when placing the results
of targeted follow–up studies in a statistical context.
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1 INTRODUCTION
Submillimetre astronomers must navigate a morass of telluric ab-
sorption to get a clear view of the cosmos. Nature allows terrestrial
observers but a few glimpses through the submillimetre windows,
primarily at approximately 350, 450 and 850µm. Even so, like chil-
dren stretching up to peer over the sill, Earth-bound observers must
strain as close as possible to the stars, seeking high and dry sites
to minimise the deleterious column of water vapour, the bane of
submillimetre observers. Above the atmosphere the submillimetre
perspective is in principle clear, but at the cost of resolution: space
telescopes such as Herschel (Pilbratt et al. 2010) cannot yet rival the
scale of their ground-based counterparts, so while clear, the view is
confused.
In deep extragalactic ground-based surveys conducted through
one of the submillimetre windows, or at any given wavelength for
that matter, we refer to, for example, ‘350µm-selected’ or ‘850µm-
selected’ submillimetre galaxies (SMGs). Regardless of their selec-
tion, SMGs broadly represent a class of rapidly star-forming galaxies
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at high redshift (𝑧 > 1; Smail et al. 1997; Barger et al. 1998; Hughes
et al. 1998; Lilly et al. 1999; Chapman et al. 2005, see Casey et al.
(2014) for a review). Their spectral energy distribution (SED) is
dominated by thermal emission from carbonaceous and silicate par-
ticles – dust – heated by the interstellar radiation field (Hildebrand
1983). Thus, SMGs’ far-infrared SEDs approximately follow black-
body emission, peaking at a rest-frame wavelength of 70–125µm
(Casey et al. 2014). For typical dust temperatures of a few tens of
Kelvin, the bulk of the far-infrared SED is redshifted to submillime-
tre/millimetrewavelengths for sources at cosmological distances, and
with a negative K-correction in the Rayleigh-Jeans regime, galaxies
have roughly constant (or even increasing) brightness at submillime-
tre wavelengths over 𝑧 ≈ 1–10 for a given luminosity (Blain et al.
2002).
Although submillimetre surveys provide, arguably, an ‘ideal’ cen-
sus of infrared-luminous (and therefore dust-obscured) activity over
cosmic time, it is critical to assess the selection biases inherent in sin-
gle band cosmological surveys. For instance, there is a well-known
flux density dependence on the intrinsic dust temperature of galaxies
stemming from Wien’s law which should be included in any assess-
ment of survey depth or completeness, and which is most prominent
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for wavelengths beyond 500 µm (e.g. Blain 1996; Eales et al. 2000;
Blain et al. 2004; Chapman et al. 2004; Casey et al. 2009). As an ex-
ample, consider an SMG at 𝑧 = 2; a change in peak dust temperature
of Δ𝑇 = 20K corresponds to a 850µm–1.2mm flux density variation
of up to 1 dex (Casey et al. 2014). Thus, a flux-limited survey will
tend to result in a temperature bias in the selection of galaxies at a
given redshift. The fact that the redshift causes the thermal peak to
move through the submillimetre windows could also result in a bias
in the redshift distribution of SMGs selected at a fixed wavelength,
such that the brightest galaxies selected at long wavelengths are typ-
ically at higher redshift (Smolčić et al. 2012; Simpson et al. 2017;
Brisbin et al. 2017; Miettinen et al. 2017; Dudzevičiūtė et al. 2020).
There have long been hints, from the few bright (Hodge et al.
2012) or highly lensed sources (Swinbank et al. 2010) available,
that the detailed distribution of submillimetre emission in individual
SMGs is likely to be complex, but for many years actually measuring
the submillimetre morphology was out of reach due to the coarse
resolution of single dish facilities and the relatively low sensitivity
of interferometric arrays. Substantial progress has been made in the
past decade, startingwith the Plateau deBure Interferometer (now the
NOrthern Extended Millimeter Array; e.g., Smolčić et al. 2012) and
the Submillimetre Array (e.g., Barger et al. 2012), and a step change
with the Atacama Large Millimetre/submillimetre Array (ALMA)
which has revolutionized our view of the submillimetre Universe
(Hodge & da Cunha 2020). The sensitivity and resolution of ALMA
is revealing the morphology of SMGs with increasing clarity (e.g.,
Carilli et al. 2013; Hodge et al. 2016, 2019; Oteo et al. 2016, 2017;
Gullberg et al. 2018; Díaz-Santos et al. 2018; Gullberg et al. 2019;
Rujopakarn et al. 2019; Litke et al. 2019).
Here we consider the impact of the projected orientation of SMGs
on their observed submillimetre emission, and investigate potential
selection and analysis biases that might arise as a result. For example,
for submillimetre morphologies with axisymmetric components, the
projected orientation may affect selection if the emission is optically
thick, and the exact distribution of the structures responsible for the
emission will determine the severity of the effect. Moreover, such
an orientation bias will be wavelength dependent, compounding or
competing with the known selection effects described above.
We take a theoretical approach, making use of the Simba cosmo-
logical hydrodynamic simulation (Davé et al. 2019) and a sophis-
ticated treatment for dust radiative transfer (Narayanan et al. 2021)
to produce multiple views of a given SMG for coeval observers at
different locations. One may question the fidelity of the simulation in
producing realistic SMGs – a concern we address – however wemake
predictions that could be tested observationally, particularly with fu-
ture single-dish observatories (Kawabe et al. 2016; Klaassen et al.
2020), which would confirm or refute an orientation bias in the selec-
tion of SMGs. Our investigation is structured as follows. In Section 2
we describe the Simba simulations, our radiative transfer modelling,
and the sample selection. Section 3 contains our analysis, including
an exploration of the physical cause of the orientation dependence
(Section 3.1), the uncertainty incurred in measurements of physi-
cal parameters (Section 3.2), and the bias introduced in flux-limited
SMG surveys (Section 3.3). We discuss our results and reiterate our
conclusions in Section 4. Throughout we assume a Planck Collab-
oration et al. (2016) cosmology, and a Chabrier (2003) initial mass
function.
2 SIMULATED SUBMILLIMETRE GALAXIES
2.1 Simba
Simba (Davé et al. 2019) is the successor to the Mufasa simula-
tions (Davé et al. 2016, 2017). Both simulations use the Meshless
Finite Mass (MFM) method fromGizmo (Hopkins 2015), but Simba
implemented a number of significant improvements to the sub-grid
prescriptions for both star formation and AGN feedback. Simba was
tuned primarily to match the evolution of the overall stellar mass
function and the stellar mass–black hole mass relation (Davé et al.
2019), but reproduces a number of key observables at both low and
high redshift that do not rely on this tuning, and are bona fide pre-
dictions of the model. These include SFR functions, the cosmic SFR
density, passive galaxy number densities (Rodríguez Montero et al.
2019), galaxy sizes and star formation rate profiles (Appleby et al.
2020), central supermassive black hole properties (Thomas et al.
2019), damped Ly𝛼 abundances (Hassan et al. 2020), star formation
histories (Mamon et al. 2020), the reionisation-epoch UV luminos-
ity function (Wu et al. 2020), and the low-redshift Ly𝛼 absorption
(Christiansen et al. 2019). We refer the reader to Davé et al. (2019)
for a full description of the simulation, and to the works referenced
above for details of the specific predictions and comparison to obser-
vational constraints. Of importance to this work is the treatment of
dust in Simba, which we briefly summarise here.
Simba implements a self-consistent on-the-fly dust framework,
modelling the production, growth and destruction of dust grains,
passively advected along gas elements (Davé et al. 2019; Li et al.
2019). Metals ejected from SNe and AGB stars condense into grains
following theDwek (1998) prescription, and these grains are assumed
to have a single size, 0.1µm. Condensation efficiencies for each pro-
cess are updated based on the theoretical models of Ferrarotti & Gail
(2006) and Bianchi & Schneider (2007). Two-body processes can
increase the amount of dust by accreting gas-phase metals (Dwek
1998; Hirashita 2000; Asano et al. 2013), and ‘thermal sputtering’
and SNe shocks (McKinnon et al. 2016) can destroy grains. A num-
ber of processes can completely destroy the dust reservoir in a gas
element; these include hot-phase winds, star formation and any gas
subject to X-ray or jet feedback from AGN. This prescription results
in dust-to-metal ratios in good agreement with observations, and dust
mass functions broadly in agreement with data, albeit somewhat low
at 𝑧 ∼ 2 (Li et al. 2019); Simba may mildly underestimate the dust
content of dusty SFGs during Cosmic Noon, an epoch of interest in
this work. Nevertheless, Lovell et al. (2021) show that Simba can
broadly reproduce the demographics of the SMG population, again
with no tuning, with the best match to observational number counts
compared to any other fully hydrodynamic cosmological simulation
to date.
In this work we primarily use a large volume (147 cMpc)3 Simba
run with the fiducial physics in order to study rare, massive SMGs.
This volume contains 10243 dark matter particles and 10243 gas
elements, with element (particle) masses of 6.3 × 107𝑀 and
1.2 × 107𝑀 , respectively, and an adaptive gravitational softening
length covering 64 neighbours with a minimum value of 0.5 ℎ−1 kpc.
Galaxies are identified using an on-the-fly friends-of-friends struc-
ture finder, described inDavé et al. (2016). Thismeans that individual
SMGs are resolved with thousands of gas elements at minimum.
2.2 Dust continuum radiative transfer
We use the Powderday dust radiative transfer (RT) code (Narayanan
et al. 2021). We refer the reader to Narayanan et al. (2021) and Lovell
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Figure 1. Top three rows: dust column density maps for each galaxy. Each column shows an individual galaxy (Smiley, Haydon, Guillam, Alleline, labelled top
right), and each row shows one of three orthogonal orientations, colour coded by a circle with radius 20 kpc. Bottom row: observer-frame (𝑧 = 2.025) SED in
the sub-mm regime for all 50 random orientations in black. The SEDs for the 3 orientations mapped above are also shown; the line colour corresponds to the
colour of the circles. The median flux density at 850 µm(observer-frame) is given at the top right. The vertical shaded region shows the range in wavelength of
the location of the peak of the sub-mm emission.
et al. (2021) for a comprehensive description of the RTmethodology.
In summary, we generate full SEDs for galaxies as follows. Star
particles are treated as a Simple Stellar Population (SSP) with fixed
age and metallicity. The Flexible Stellar Population Synthesis model
(FSPS; Conroy et al. 2009; Conroy &Gunn 2010) is used to generate
an SED, assuming an initial mass function and theoretical isochrone
library. We adopt the MILES spectral library (Sánchez-Blázquez
et al. 2006) combined with BPASS (Eldridge et al. 2017; Stanway &
Eldridge 2018) to take into account binary evolution. Radiation from
each source propagates through the ISMwhere photons are scattered,
absorbed and re-emitted. We assume the wavelength-dependence of
dust RT is described by the Draine (2003) model, with 𝑅𝑉 = 3.1.
Subgrid RT processes are not modelled. Hyperion (Robitaille 2011)
is used to perform dust RT using a Monte Carlo approach. Emission
from each source is modelled with photon packets, which are emitted
with random direction and frequency. Photons propagate through the
volume until they reach the edge of the grid, or some limiting optical
depth 𝜏lim. Finally, emergent SEDs are generated through ray tracing.
We restrict our analysis to a cube with diameter 30 kpc (physical)
centred on each galaxy.
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Figure 2. As for Figure 1, but showing Esterhase, Prideaux, Bland and Lacon.
2.3 Sample
In order to focus on the effect of orientation we select a single
snapshot, at redshift 𝑧 = 2.025, similar to the median redshift of
850 µm-selected SMGs (Chapman et al. 2005; Simpson et al. 2014;
Dudzevičiūtė et al. 2020). We select all galaxies with more than
1000 star particles and a total star formation rate within the halo of
SFR > 500M yr−1 This results in eight galaxies1, listed in Table 1.2
1 Named in homage to John Le Carré, who sadly passed away during the
preparation of this paper.
2 SFRs are quoted within a 30 kpc aperture centred on the galaxies centre
of mass, hence why some of these galaxies have SFRs lower than our halo-
defined selection criteria.
These galaxies are sub-mm luminous (𝑆850 ≈ 2–6mJy), occupying
the bright end of the 𝑆850 number count distribution (Lovell et al.
2021). Figures 1 and 2 show the dust column density distribution in
the selected galaxies along three orthogonal sightlines.
3 ANALYSIS
For each galaxy we generate the galaxy-integrated SEDs as observed
by 50 coeval observers distributed randomly throughout the 𝑧 = 0
Universe. Figures 1 & 2 show the variety of observed 100–1000
µm SEDs for each galaxy in the sample. This illustrates substantial
variance in the observed SED close to the peak of the thermal dust
emission simply due to projected orientation. This variation at the
MNRAS 000, 1–11 (2021)
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Table 1. The properties of the galaxy sample. The columns, from left to right, show (1) stellar mass, (2) total dust mass, (3) instantaneous star formation rate,
(4) median 850 µm (observer-frame) flux density (over all orientations), (5,7) median and 5th − 95th percentile of the temperature and FIR luminosity from a
modified blackbody fit to the sub-mm emission over the 50 orientations (see Section 3.2), (6) median and 5th − 95th percentile of the temperature distribution
measured from the peak of the FIR emission, (7) whether the galaxy exhibits a disc-like morphology, from visual inspection of the 3D dust and SFR distribution.
(1,2,3) are all measured within a 30 kpc spherical aperture centred on the halo centre of mass.
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Figure 3. Standard deviation of the flux density over all 50 orientations, for
each galaxy, as a function of (observer-frame) wavelength (the equivalent rest-
frame wavelength is shown for reference). The wavelength ranges covered by
the Herschel PACS and SPIRE instruments are shown for reference (Poglitsch
et al. 2010; Griffin et al. 2010), as well as the anticipated wavelength range
of the AtLAST instrument (Kawabe et al. 2016; Groppi et al. 2019; Klaassen
et al. 2020). The atmospheric transmission in the AtLASTwavelength regime
is shown in blue (taken from almascience.eso.org/about-alma/atmosphere-
model)
peak is considerable, greater than 50 mJy for Smiley, or 170% of
the minimum value for Lacon, and on average 34 mJy (94% of the
minimum value) for all our simulated galaxies. Figure 3 shows the
standard deviation, as a function of wavelength, for the flux density
across all 50 orientations. Each galaxy shows a similar increase
in the variability towards the peak of the dust emission, though
with different levels of absolute variation (>10mJy for Smiley at
_obs ∼180 µm). The SEDs converge towards millimetre wavelengths
as expected for optically thin radiation in the Rayleigh-Jeans regime.
There are four (linked) implications of this result:
(i) A single random observer will never directly measure the rep-
resentative SED of a given SMG.
(ii) As a result of (i), at a fixed redshift, derived properties such
as dust temperature, luminosity and SFR are subject to an additional
source of uncertainty which we will refer to as the ‘orientation un-
certainty’.
(iii) For a flux-limited survey conducted at _ . 200 µm (rest-
frame), the selection of SMGs at a fixed redshift will be biased in
favour of certain projected orientations, which we will refer to as the
‘orientation bias’.
(iv) Such a flux-limited surveywill also be subject to an additional
redshift bias, as the intrinsicwavelengthwindow inwhich orientation
effects are most prominent moves through the observed wavelength
range.
Below, we explore these four points in more detail. However, we first
investigate the origin of the orientation dependence.
3.1 Explaining the orientation dependence
The only property that changes in our SMGs when observed from
different orientations is the projected geometry of both the stellar
sources and dust distribution. The RT pipeline self consistently takes
this complex geometry into account. We now explore whether this
orientation-dependent variation can be simply parameterised by the
physical properties of the galaxies.
It is clear from Figures 1 & 2 that a considerable fraction of our
SMGs have disc like morphologies. To explore whether this may lead
to the orientation-dependent variation, we first calculate the angular




(𝑹𝑖 × 𝑚𝑖𝑽𝑖) , (1)
where 𝑹𝑖 is the position of gas particle 𝑖, 𝑚 is its mass, and 𝑽𝑖
its velocity. We restrict this calculation to particles within 100 kpc
(physical) of the centre ofmass. The angularmomentumvector points
outwards from the position of the centre of mass, perpendicular to
the plane of the disc (if present). To find the orientation of the galaxy
with respect to our chosen line of sight, we then calculate the cosine




where 𝐶 ∈ [−1, 1]. |𝐶 | = 1 suggests alignment of the two vectors,
i.e., a face-on view of a galaxy, and |𝐶 | = 0 suggests an edge-on
view.
Figure 4 shows the sub-mm emission in Smiley for all 50 orienta-
tions, coloured by the cosine similarity. There is a clear dependence
of the normalisation in the optically-thin regime on 𝐶: where the
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Figure 4. Top: observer-frame spectral energy distribution for Smiley,
coloured by the absolute value of the cosine similarity ( |𝐶 |) between the
angular momentum vector of the gas and the orientation vector. Bottom: ratio
of the flux density for each orientation to the mean over all orientations.
disc is viewed edge-on, the emission is lowest, and where the disc is
viewed face-on the the emission is highest. In order to compare all
galaxies in our sample we plot 𝐶 against the normalised flux density
in Figure 5. For galaxies with clear disc-like morphologies (Smiley,
Guillem, Esterhase, Lacon) there is a clear correlation between 𝐶
and the normalised flux density. However, not all sub-mm galaxies
in our sample have disc morphologies (Haydon, Alleline, Prideaux,
Bland); in these cases the angular momentum vector is meaningless,
and there is no correlation.
We wish to find a morphology-agnostic measure of the normalised
flux-density, and investigate the line-of-sight (LOS) attenuation as a
possible candidate. LOS attenuation is typically calculated towards
individual stellar particles in a galaxy in order to approximate the
effect of dust (e.g., Vĳayan et al. 2021). It calculates the sum of
the metal column density along a line between the observer and
the chosen particle, by summing the contributions from each gas
particle whose SPH kernel overlaps this line. For sub-mm emission
in the optically thick regime, the emission is from the surface of
the dust. The variation seen in the sub-mm SED can therefore be
attributed to emitting dust obscured by foreground dust.
We calculate the LOS attenuation for each of our galaxies and
explored the correlations between the cumulative attenuation and the
normalised flux density. We find that, as for the cosine similarity,
only disc galaxies showed a strong correlation between the cumu-
lative attenuation and the flux density, for a given orientation. This
highlights the impact of the geometry of the gas and stars on the
emergent emission, and suggests that secondary emission is an im-
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Figure 5. Cosine similarity 𝐶 against 𝑆250 flux density (observer-frame),
normalised to the maximum of the 50 orientations. Galaxies with clear disc
morphologies (Smiley, Guillam, Esterhase, Lacon; circular markers) show
a clear positive correlation, further emphasised by the lines which show the
binnedmedians, whereas galaxies without a disc (Haydon, Alleline, Prideaux,
Bland; star markers) show no such relationship.
portant factor, emphasising the need for full RT to explore this effect
in simulations.
3.2 Orientation uncertainty
We have demonstrated the complex impact of orientation on the ob-
served FIR emission of a galaxy. We now explore how this affects
measured derived properties. For galaxies detected in the sub-mm,
the most important derived properties are the temperature and in-
tegrated infrared luminosity, typically estimated through modified
blackbody (MBB), or ‘greybody’, fits to photometric sampling of
the sub-mm SED. Temperature is a parameter of the model, and the
luminosity is simply measured through the integral of the MBB. Fur-
ther derived properties such as dust/ISM mass and SFR can follow
(e.g., Privon et al. 2018; Kaasinen et al. 2019). Here we illustrate the
impact of orientation uncertainty on estimates of dust temperature
and luminosity fromMBB fits, noting that this uncertainty will prop-
agate further into the other derived measurements such as dust/ISM
mass and SFR. The use of a modified blackbody in fitting far-infrared
SEDs is de rigueur, and considerations of the impact of optical depth
effects in the analysis of SMGs is certainly not new. For example,
Simpson et al. (2017) used ALMA to measure the sizes of SMGs se-
lected from the SCUBA-2 Cosmology Legacy Survey (Geach et al.
2017), arguing that their far-infrared emission arises from regions
that are optically thick at _0 & 75 `m, and discuss the impact this
has on the measured dust temperature (see also Dudzevičiūtė et al.
2020).
We generally do not fully sample the SED in practice. With pho-
tometry in the sub-mm we may gather a handful of measurements of
the total flux density, ideally spanning the peak of the thermal dust
emission and into the Rayleigh-Jeans tail. The sub-sampled SED can
then be modelled with a MBB (Casey 2012), 𝐵a (𝑇), of the form
𝐵a =
(





where ℎ is the Planck constant, 𝑘 the Boltzmann constant, 𝜏 is the


































Figure 6. Distribution of estimates of temperature and FIR luminosity for
all 50 orientations of our eight sub-mm galaxies. Top: Temperature (𝑇MBB)
and 𝐿IR estimated through MBB fits to the sub-mm emission. Bottom: The
temperature estimate from the peak of the SED in the FIR regime (𝑇peak).
optical depth given by 𝜏 = (a/a0)𝛽 , and 𝛽 is the dust emissivity.
The transition between the optically thick and thin regimes occurs at
𝜏(a0) ≈ 1. Given the emission at [250, 350, 500, 850]µm (which a
sub-mm observer would consider a well-sampled SED) we then fit
for the temperature 𝑇MBB, with some arbitrary normalisation factor.
As discussed in Liang et al. (2019), this should not be considered a
physical dust temperature. Note that we assume the redshift of the
galaxy is known, allowing us to investigate the impact of orienta-
tion uncertainty independent of redshift uncertainty. In practice, the
redshifts of SMGs can be routinely measured with high precision
through sub-mm/mm emission line spectroscopy (e.g., Strandet et al.
2016). We also fit a0 and 𝛽 simultaneously with 𝑇MBB, and find
_0 = 𝑐/a0 = 80 `m, low compared to the standard assumption (e.g.
Blain et al. 2003) but consistent with recent ALMA measurements
at high-𝑧 (Faisst et al. 2020), and 𝛽 = 2, consistent with the theory of
dust scattering (Weingartner &Draine 2001) and some observational
constraints (e.g.Dunne et al. 2000; Draine et al. 2007; Magnelli et al.
2012).
The top panel of Figure 6 shows the combined distribution of𝑇MBB
and log10 (𝐿FIR/𝐿) (the latter obtained from integrating the total
MBB SED over 1–1000µm) for each galaxy over the 50 orientations.
Table 1 shows the median and 5th − 95th percentile range of the dis-
tributions for each galaxy. The measured temperatures are somewhat
high compared to observed galaxies at 𝑧 = 2 (Schreiber et al. 2018),
though within the considerable scatter at fixed 𝐿IR, particularly for
the most IR luminous sources sampled here, and are consistent with
those obtained from the previous MUFASA model (Narayanan et al.
2018). The average inter-percentile range is 5.0 K and 0.110 dex,
for the temperature and FIR luminosity, respectively. For a simple
SFR calibration (e.g. Kennicutt & Evans 2012; Wilkins et al. 2019)
based on 𝐿FIR, this corresponds to a 30% variance in SFR, com-
parable to the systematic uncertainty due to choice of initial mass
function. Our results quantify the added uncertainty optical depth
effects have due to the relative orientation of the source. As fixed
observers we only have a single view of any given external galaxy;
the orientation-dependent variance on 𝑇 and 𝐿FIR represent funda-
mental uncertainties to be considered when interpreting observations
of SMGs, even those with exquisite data.
To avoid the added uncertainties introduced by the MBB mod-
elling, we also show the temperature measured from the peak of the
far-infrared emission (e.g. Casey et al. 2014; Liang et al. 2019),
𝑇peak =
2.90 × 103 `m · K
_peak
(4)
where we infer _peak directly from the fully sampled output SED, and
use quadratic interpolation to find the exact position of the peak. We
also measure 𝐿FIR directly from the output SED. The bottom panel
of Figure 6 shows the scatter in these derived parameters over the 50
orientations. 𝑇peak and 𝑇MBB are broadly similar, though there is a
weaker correlation between𝑇peak and 𝐿FIR than for theMBB inferred
temperatures, though the quantitative scatter in each parameter is
similar. Table 1 shows the median and 5th − 95th percentile range of
the distribution of 𝑇peak for each galaxy.
3.3 Orientation dependent survey bias
We have shown how orientation can lead to a large dispersion in the
emergent submillimetre flux density, and its effect on measured in-
trinsic properties. We now explore how this can lead to a bias in the
selection of sub-mm galaxies in flux-limited surveys, by preferen-
tially selecting galaxies with certain orientations, and the knock–on
effect on measured distributions of intrinsic quantities.
To demonstrate the magnitude of such a bias we build a Monte
Carlo model for a sub-mm survey at a given observed wavelength
_obs. There are three main components to the model: the dim-
ming distribution as a function of rest–frame wavelength (_rest),
a number density distribution of sources selected at _obs, and a
redshift distribution of those sources selected at _obs. The lat-
ter component takes account of the fact that galaxies observed at
a single observer–frame wavelength cover a range of rest–frame
wavelengths depending on their distance. Whilst the negative 𝐾–
correction leads to consistent flux densities over a large range of
redshift, the variability due to orientation at a given redshift, at a
fixed observer–frame wavelength, will change, and lead to selec-
tion biases as a function of redshift. The model is publicly available
at github.com/christopherlovell/orientation_bias, and can be used to
assess the impact of orientation completeness for an arbitrary survey.
We first use our sample of simulated galaxies to obtain an estimate
of the dimming distribution as a function of rest–frame wavelength.
By sampling from the dimming distribution for all galaxies and ori-
entations combined, we fold in the effect of both orientation and
morphology simultaneously. For each orientation 𝑖 ∈ [𝑛] of each
simulated galaxy 𝑔, where 𝑛 = {1, · · · , 50}, we calculated the nor-
malised emission at wavelength _,
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Figure 7. Binned distribution of dimming fraction for all galaxies and ori-
entations combined (solid) at four different wavelengths, with fits (dashed).
Inset: rate parameter 𝑎 against rest-frame wavelength (blue), with cubic fit
(orange), and the fit for the individual wavelengths plotted in the main panel
(coloured crosses).
where 𝐷 can be considered the relative dimming. Figure 7 shows the
distribution of 𝐷 for all galaxies and orientations combined, at seven





where 𝑎 is analogous to the rate parameter in the exponential dis-
tribution, and 𝑏 sets the normalisation. We fit to the distribution for
a large range of rest–frame wavelengths (20–1000 µm) and then fit
the evolution of 𝑎 with _rest with a third–order polynomial, shown
inset on Figure 7.3 We can now, for an arbitrary rest–frame wave-
length, sample from the dimming distribution by sampling from an
exponential with corresponding rate parameter 𝑎.
The final two components of the model, the number density and
redshift distributions, can be adjusted to accommodate any survey at
a chosen wavelength. Below we demonstrate an application of the
model to a survey at _obs = 250 µm. We begin by sampling from a















where 𝑆0 = 31.6 mJy and 𝛾 = 1.91 (fit to the counts fromWang et al.
2019). Assuming a survey area of 10 deg2, we sample galaxies above
𝑆 > 1mJy; producing approximately 3 900 000 galaxies, where the
brightest has a flux density of 𝑆 ∼ 260 mJy. The redshift distribution
is modelled using a simple truncated gaussian (` = 2; 𝜎 = 1; Dunlop
et al. 2010; Mitchell-Wynne et al. 2012), clipped between 𝑧 = [0, 5],
shown in the top panel of Figure 10.
The flux density for each randomly sampled galaxy 𝑔 at redshift 𝑧
is then
𝑆 dim𝑔 (_obs) = 𝑆𝑔 (_obs) 𝐷𝑔 (_obs, 𝑧) . (8)
where the dimming is sampled from the dimming distribution at
3 coefficients: 𝑐1 = 2.4 × 10−10, 𝑐2 = −5.6 × 10−6, 𝑐3 = 6.8 × 10−3,
𝑐4 = 5.3 × 10−1


















S95 = 23.46 mJy














Figure 8. The observed 𝑆250`m number count distribution from our model.
The red dashed line shows the number counts before dimming is applied,
the black dashed line shows the counts after dimming. The dimmed counts
are coloured by the orientation completeness, for a flux-density limit 𝑆lim =
14.21mJy (dashed-dotted line). The flux density at which the completeness
is 95% (𝑆lim = 23.46mJy) is shown by the dotted line. The completeness at
a given flux density is dependent on both 𝑆lim and wavelength.



















Figure 9. Fraction of galaxies recovered, binned by dimming𝐷, at_obs = 250
µm. Each coloured line shows a different flux density limit (𝑆lim). As expected,
the most heavily dimmed galaxies (due to a combination of morphology and
orientation) are less likely to be detected, and this effect is strongest for higher
𝑆lim.
_rest = _obs/(1 + 𝑧), taking the corresponding value of 𝑎. Figure 8
shows the number counts of 𝑆250`m sources both before and af-
ter dimming, which reduces the normalisation of the abundance by
∼0.08 dex.
We can now ask, given some flux-limited survey at a wavelength
_, how many galaxies of a particular orientation (encoded by 𝐷)
are missed? We can do this by comparing the number of galaxies in
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our dimmed survey, 𝑁dim, with those in the un-dimmed survey, 𝑁 .
Figure 9 shows the ratio 𝑁dim / 𝑁 , whichwe refer to as the orientation
completeness, binned by the relative dimming 𝐷, for different survey
limits at _ = 250µm. Where there is very little dimming, 𝐷 < 0.1,
at least 78% of galaxies are recovered, but this falls dramatically
for galaxies with increased dimming, down to ∼10% for the most
heavily obscured galaxies (𝐷 > 0.4) and a high flux density limit
(𝑆lim = 64mJy).
The number of galaxies missed with high dimming can be signif-
icant. However, we expect the missed galaxies to be dominated by
those close to the lower flux density limit, since (1) the dimming
fraction is applied equally to all galaxies, and (2) the abundance of
galaxies is higher at lower flux densities. We again use the concept
of orientation completeness, this time defined as the percentage of
the original orientation distribution recovered, for a given lower flux
density limit 𝑆lim, at a given flux density. The top panel of Figure 8
shows the 250 µm number counts, coloured by the completeness. It
is clear that at the bright end the completeness is close to 100%,
but this reduces at lower flux densities closer to 𝑆lim. In this real-
isation, the flux density at which the completeness reaches 95% is
𝑆95 = 23.46mJy, 9.25mJy greater than 𝑆lim.
Finally, since we model the redshift distribution of sources we
can assess the completeness as a function of redshift. The top panel
of Figure 10 shows the normalised redshift distribution of all our
modelled sources, as well as those above some flux density limit
𝑆lim = 30mJy. The distribution of galaxies above this limit after
dimming is slightly shifted to lower redshifts (Δ 𝑧median = −0.11).
This can be explained by the dimming distribution as a function of
redshift, shown in the second panel of Figure 10; at higher redshifts
galaxies tend to have higher dimming, with a median at 𝑧 = 4.7 of
11%, compared to 2% at 𝑧 = 0.3. This is a result of the peak of
the orientation variability, shown in Figure 3, moving through the
observed wavelength range. Finally, the bottom panel of Figure 10
shows the completeness (defined as the fraction recovered: 𝑁dim / 𝑁)
as a function of redshift for different 𝑆lim cuts. For 𝑆lim = 64mJy, the
completeness is below 60% at 𝑧 > 3, which highlights the increasing
impact of orientation incompleteness at high-𝑧.
We have taken account of the effect of both orientation and mor-
phology by folding them into a single ‘dimming’ parameter. In reality,
these are two separate effects, and a more sophisticated model would
independently treat the morphology of each object and its relative
orientation. However, this would require a much larger sample of
simulated galaxies to fully sample the distribution of morphologies,
and the subsequent RT to assess the effect on the dimming, which is
computationally expensive. It is nevertheless worth keeping in mind
that themorphology has a known dependence on other physical prop-
erties, such as the stellar mass, and so the inferred distribution from
our very small sample may not extrapolate to, for example, lower
mass, sub-mm –faint galaxies. The morphology distribution is also
redshift dependent, which our fixed redshift sample does not take
into account.
The analysis presented above at 250 µm can be repeated for any
survey at arbitrary wavelength, using our publicly available tool
(github.com/christopherlovell/orientation_bias), and used to assess
the impact of orientation bias for current or future surveys and in-
struments.
4 CONCLUSIONS
We have presented a prediction, based on dust radiative transfer
modelling in hydrodynamic simulations, that submillimetre galaxy
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Figure 10. Redshift distribution of sources in a mock 250 µm survey. Top:
The normalised redshift distribution of all sources (blue), those whose un-
dimmed flux density is above 𝑆lim = 30 (orange), and those whose dimmed
flux density is above 𝑆lim. There is a slight bias towards lower redshifts
as a result of the orientation-dependent dimming. Middle: the distribution
of dimming values for the mock galaxies. Grey points show the median
distribution binned in redshift, with errors showing the 16th–84th percentile
range. The 2D histogram (blue) shows the distribution of all sources. Galaxies
at higher redshift are more likely to experience high orientation-dependent
dimming.Bottom: completeness as a function of redshift 𝑧 at a given 𝑆lim. The
redshift-dependent dimming leads to a redshift-dependent incompleteness.
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emission is dependent on orientation, and that this will lead to an
orientation bias in both the selection of sub-mm galaxies, as well as
measurements of their properties.
Our findings in detail are as follows:
• Sub-mm emission emission is orientation dependent, peaking
at _rest ∼ 55 µm, with variation of up to 51 mJy at the peak of the
emission between the different orientations.
• In ordered disc galaxies, the flux dependence can be
parametrised by the relative orientation to the disc, with face-on
galaxies showing higher emission than edge-on. However, we find
no simple parameterisation for the orientation effect for arbitrary
morphologies.
• This orientation dependence leads to a dispersion in properties
measured from the sub-mm emission, such as the dust temperature
and FIR luminosity (inter-percentile ranges of 5.0 K and 0.110 dex,
respectively), which translates into an uncertainty in the star forma-
tion rate of 30% (when estimated using simple calibrations).
• The orientation dependence will also lead to an orientation bias
in the selection of galaxies in flux-limited samples. We model this
bias, and find that the fraction of edge-on galaxies can be reduced
by up to 80% for a 250 µm survey with a lower flux density limit of
𝑆lim = 64mJy.
• The orientation bias is also redshift dependent, leading to com-
pleteness in selected edge–on galaxies lower than 60% at 𝑧 > 3 for a
lower flux density limit 𝑆lim = 64mJy in a 250 µm survey.
Together, these results suggest that the orientation bias will affect a
number of surveys, as well as the statistical interpretation of targeted
follow up studies.
We see the greatest variation in flux-density due to orientation
close to the peak of the dust emission at 𝑧 = 2 in the observer–frame.
At these wavelengths it is primarily Herschel, with its PACS/SPIRE
instruments, that has performed the deepest andwidest surveys so far.
Unfortunately these instruments suffer from a high confusion noise
level. It is therefore unlikely that the orientation-bias we have seen
in Simba will be detectable in such surveys, since they are limited
to the most IR-luminous galaxies, or those sources suffering from
significant multiplicity, even in those that are reasonably well cross-
matched with optical surveys. From the other perspective, ALMA’s
small field of view limits what can be achieved with blind surveys;
those surveys that have been carried out (e.g. Franco et al. 2018) are
typically at longer wavelengths, where the orientation bias effect is
lower. However, ALMA is uniquely capable of resolved follow up
of interesting sources, allowing us to understand the physics behind
the orientation dependence in greater detail. Follow up studies with
ALMA will also be subject to the orientation bias effect, depend-
ing on the wavelength and instrument used to perform the initial
selection.
Future planned, large single dish submillimetre observatories with
much lower confusion limits will be more sensitive to fainter high-z
SMGs selected at _obs > 350 µm. For example, the Atacama Large
Aperture Submillimeter Telescope (AtLAST), currently in the design
study phase, will allow high-resolution large-scale surveys at 350 µm
– 4 mm thanks to its 50m single dish (Kawabe et al. 2016; Groppi
et al. 2019; Klaassen et al. 2020). These surveys will provide a direct
means of testing whether the orientation bias we see in Simba is
present, at least for 𝑧 > 2. If confirmed, we argue that this bias
should be taken into account in future surveys with such instruments,
particularly those used as source catalogues for detailed follow up
with interferometric observatories such as ALMA – these catalogues
may be biased to galaxies with face-on orientations. This uncertainty
should also be taken into account when measuring and comparing
the temperature and FIR luminosity distribution of sub-mm samples.
The code for generating models for user-specified surveys is pub-
licly available at github.com/christopherlovell/orientation_bias. It al-
lows observers to assess the impact of orientation bias on a given
survey, providing insight into the completeness in terms of flux den-
sity, redshift and orientation / morphology, for a given observed
wavelength and combined (arbitrary) number count and redshift dis-
tribution. We hope that this will be useful for understanding and
assessing the impact of the orientation bias for past, present and
future surveys.
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