Abstract. Under some assumptions on the vectors a1, .., an ∈ R k and the function B : R n → R we find the sharp estimate of the expression´R k B(u1(a1 · x), . . . , un(an · x))dx in terms of´R uj (y)dy, j = 1, . . . , n. In some particular case we will show that these assumptions on B imply that there is only one Brascamp-Lieb inequality.
1. Introduction 1.1. Brascamp-Lieb inequality. The classical Young's inequality for convolutions on the real line asserts that for any f ∈ L p (R) and g ∈ L q (R) where p, q ≥ 1, we have an inequality f * g r ≤ f p g q In what follows f * g denotes convolution i.e. f * g(y) =´R f (x)g(y − x)dx. The necessity of (1.2) follows immediately: by stretching the functions f and g as f λ (x) = λ 1/p f (λx), g λ (x) = λ 1/q g(λx) corresponding norms do not change. Since f λ * g λ r = λ 1 p
r f * g r we obtain (1.2). Beckner (see [1] ) found the sharp constant C = C(p, q, r) of the inequality f * g r ≤ C f p g q . At the same time (see [2] ) Brascamp and Lieb derived more general inequality, namely, let a 1 , .., a n be the vectors of R k where 1 ≤ k ≤ n, let u j ∈ L 1 (R) be nonnegative functions, where 1 ≤ p j ≤ ∞ and n j=1 1 p j = k, then we have a sharp inequalitŷ for u j ∈ L p j (R). Surely the above inequality becomes the same as (1.3) after introducing the functions w j (x) = u 1/p j j (y). It is clear that Brascamp-Lieb inequality (1.3) implies sharp Young's inequality for convolutions. Indeed, just take n = 3, k = 2, a 1 = (1, 0), a 2 = (1, −1), a 3 = (0, 1) and use duality argument.
The next natural question which arose was the following one: what conditions should the vectors a j and the numbers p j satisfy in order for the constant D(p 1 , . . . , , p n ) to be finite. It turns out that the answer has simple geometrical interpretation which was first found by Barthe (see [3] ): we consider all different k-tuples of vectors (a j 1 , .., a j k ) such that they create basis in R k . All we need from these tuples are the numbers j 1 , . . . , j k . Each k-tuple defines a unique vector v ∈ R n with entries 0 and 1 so that j i -th component is 1 (i = 1, . . . , k) and the rests are zeros. Finally we take convex hull of the vectors v and denote it by K. The constant D(p 1 , . . . , p n ) is finite if and only if
, . . . , 1 pn ∈ K. In other words, in order to make the set K large we want the vectors a 1 , . . . , a n to be more linearly independent. Later the proof of the Brascamp-Lieb inequality (1.3) was simplified (see [4] ) by heat flow method. The idea of the method is quite similar to Bellman function technique which we are going to discuss in the current article. The same idea was used in [5] in order to derive general rank Brascamp-Lieb inequality (see also [6] ): let B j : R k → R k j be a surjective linear maps, u j : R k j → R + , k j , k ∈ N, and p j ≥ 1 are such that n j=1
and G j (y) = e −π A j y,y (det A j ) 1/2 . Supremum in (1.5) is taken over all positive definite k j ×k j matrices A j . One of the main result obtained in [5] describes finiteness of the number C, namely, C is finite if and only if
After this result the original inequality (1.3) got a name rank 1 Brascamp-Lieb inequality. If k = 1 the inequality (1.3) becomes usual multilinear Hölder's inequalitŷ
From the Bellman function point of view the multilinear Hölder's inequality holds because the following function
is concave in the domain x j ≥ 0 for n j=1 1 p j ≤ 1 (we assume that p j > 0). This Bellman function point of view asks us to look for the description of functions B such that a 1 , x ) , . . . , u n ( a n , x )dx is estimated in terms of
, is an example of such a function for k = 1. But for k = 1 one can easily get the full description of "Bellman functions" that give inequality (1.9) below.
The equality n j=1 1 p j = 1 was needed because the function B(x 1 , . . . , x n ) has to be homogeneous of degree 1 i.e., B(λx) = λB(x). This allows us to write integral over the real line. Indeed, if the nonnegative functions u j are integrable then Jensen's inequality implies
where I is any subinterval of the real line. Since the function B is 1-homogeneous we can rewrite the above inequality as followŝ
Take I = [−R, R] and send R to infinity. B is continuos, so that
Continuity of B and monotone convergence theorem implies that
It is worth to formulate the following lemma. Set R n + = {(x 1 , . . . , x n ) : x j ≥ 0}. Lemma 1. Let u j be nonnegative integrable functions j = 1, . . . , n on the real line. If B is 1-homogeneous concave function on R n + , then (1.9) holds. Equality is achieved in (1.9) if (u 1 , . . . , u n ) are all proportional.
Proof. As we just saw, the proof follows from showing that´I B(u 1 , . . . , u n ) →´R B(u 1 , . . . , u n ). We are going to find now a summable amjorant. Take any point x 0 from the interior of R n + . Consider any subgradient v = (v 1 , . . . , v n ) at point x 0 i.e. B(x) ≤ v, x − x 0 + B(x 0 ). Take x = λx 0 and use the homogeneity of B. Thus we obtain (λ − 1)B(x 0 ) ≤ (λ − 1) v, x 0 for any λ ≥ 0. This means that B(x 0 ) = v, x 0 and, therefore, B(x) ≤ v, x . On the other hand let e j = (0, . . . , 1, . . . , 0) be a basis vectors (j-th component entry is 1 and the rests are zero). Consider any point x = (x 1 , . . . . , x n ) ∈ R n + . Concavity and homogeneity of B implies that B(x) ≥ n j=1 x j B(e j ). So we obtain the majorant
Plugging u j for x j we see that the use of Lebesgue's dominated convergence theorem is justified.
The above Lemma says that homogeneity and concavity of the function implies the inequality (1.9). The converse is also true. Now the following question becomes quite natural:
Question. Assume a 1 , . . . , a n ∈ R k , B is continuous function defined on R n + and u j , j = 1, . . . , n are nonnegative integrable functions. What is the sharp estimate of the expression a 1 , x ) , . . . , u n ( a n , x ))dx (1.10) in terms of´R u j ?
In other words, along with Young's functions
what can be other Brascamp-Lieb Bellman functions that would give us sharp estimates of (1.10)?
We give partial answer on this question. It turns out that if one requires function B is homogeneous of degree k and in addition it satisfies some mild assumptions (smoothness and exponential integrality given below), then we can find the sharp estimate of the expression (1.10) in terms of´R u j , if B satisfies an interesting concavity condition. In a trivial case k = 1 our theorem gives us of course inequality (1.9).
In the trivial case k = 1 we already saw that the interesting concavity condition mentioned above is precisely the usual concavity of B. In another trivial case k = n, the interesting concavity condition mentioned above becomes "separate concavity" of B in each of its variables.
For 1 < k < n our concavity condition is, in fact, some compromise between these two concavities.
As we will see k = n − 1 and k = n this concavity condition (plus k-homogeneity and mild regularity) imply that Brascamp-Lieb Bellman functions B can be only the standard ones:
Before we start formulating our results, we will explain that there are many 1-homogeneous concave functions B on R n + . Lemma 2. Function B is continuous, concave and homogeneous of degree 1 on R n + if and only if there exists continuous, concave functionB(y) on R n−1 + such that lim λ→∞ 1 λB (λy) exists, it is continuous with respect to y and B(x 1 , . . . , x n ) = x 1B
Proof. Indeed, if B is continuous, concave and homogeneous of degree 1 then B(x 1 , . . . , x n ) = x 1 B 1, AssumeB satisfies the conditions of the Lemma. Consider B(x 1 , . . . , x n ) = x 1B
It is clear that B is continuous on R n
+ and it is homogeneous of degree 1. We will show that B is concave in the interior of R n + and hence by continuity it will be concave on the closure as well. Let x = (x 1 , . . . , x n ), y = (y 1 , . . . , y n ) ∈ R n . Letx = (x 2 , . . . , x n ),ȳ = (y 2 , . . . , y n ) and α + β = 1 for α, β ∈ [0, 1]. Then we have
Bellman function in Brascamp-Lieb inequality.
In what follows we assume that
In order for the quantity (1.10) to be finite it is necessary to assume that 1 ≤ k ≤ n. Fix some vectors a j = (a j1 , . . . , a jn ) ∈ R k and k × k symmetric matrix C such that Ca j , a j > 0 for j = 1, . . . , n. Let A be a k × n matrix constructed by columns a j i.e. A = (a 1 , . . . , a n ). We denote A * transpose matrix of A.
Let u j : R → R + be such that 0 <´R u j < ∞. Let u j (y, t) solves the heat equation
∂y 2 = 0 with the initial value u j (y, 0) = u j (y). Let Hess B(y) denotes Hessian matrix of the function B at point y.
For two square matrices of the same size P = {p ij } and Q = {q ij } , let P • Q = {p ij q ij } be Hadamard product. Denote by symbol
and denote
Lemma 3. For any 0 < t < ∞ and any x ∈ R k we have
Proof. First we show that the functions u ℓ ( a ℓ , x , t) satisfy the following heat equation
This is exactly the equality that implies
In other words, we look at the natural "energy" of the problem´B(u ℓ ( a ℓ , x , t)) dx at time t, and differentiate it in t. Replacing d/dt by d/dt − ∆ C does not change the result because when we integrate the above equality over x varibales, we should expect the terḿ ∆ C B(u ℓ ( a ℓ , x , t)) dx to disappear (and this is exactly what happens below). But the definite sign in the right hand side of (1.11) guarantees us now the monotonicity property of the energy.
So composing of the special heat flow e −t∆ C and special function B seems like a good idea exactly because of the monotonicity formula, which we are going to obtain shortly below.
Further we make several assumptions on the function B. The assumption L3 is exactly the concavity we were talking about above.
, and Ca j , a j > 0 for all j = 1, . . . , n. L4. B ≥ 0 and B is not identically 0.
We make several observations: properties L3 and L4 imply that the function B is separately concave (i.e. concave with respect to each variable) and increasing with respect to each variable, moreover, B > 0 in int(R n + ). The above properties imply that
for any positive numbers b j , δ j > 0. Consider the following class of functions E(R): u ∈ E(R) if and only if there exist constants b, δ > 0 such that |u(y)| ≤ be −δy 2 . It is clear that if u ∈ E(R) then u(y, t) ∈ E(R) for any t ≥ 0 where u(y, t) denotes heat extension of u(y) i.e. u(y, t) = u(y, 0) and
∂y 2 u(y, t) with some σ > 0. Note that E(R) contains the functions with compact support. Also note that if nonnegative functions u j belong to the class E(R) then the following function a 1 , x , t) , . . . , u n ( a n , x , t))dx.
( 1.15) is finite for any t ≥ 0.
Lemma 4. Let u j be nonnegative functions from E(R). Then for any t ∈ (0, ∞) we have
1 . Since B is increasing with respect to each components, for each σ the function F (rσ) is decreasing with respect to r. Therefore the functionF (r) =´Sk−1 1 F (rσ)dσ 1 is decreasing. Here σ r denotes surface measure of the sphere S k−1 r or radius r. Since´∞ 0F (r)r k−1 dr < ∞ we obtain
This implies that lim r→∞ r kF (r) = 0. By Stokes' formula we havê B(y)y j ≤ kB(y). Also we note that for each t > 0 there exists a constant L depending on the parameters t, u j such that ∂ ∂y u j (y, t) ≤ Lyu j (y, t) for all y ∈ R. So we obtain that
where constants C 1 , C 2 do not depend on r. Since B is homogeneous and it is increasing with respect to each components the last inequality follows from the the observation B(u(x, t)) ≤ C 3 F (C 2 x) where C 3 , C 2 do not depend on x. So the lemma follows.
Remark 2. Lemma 4 holds even if we take supremum with respect to t over any compact subset of (0, ∞).
Corollary 1. The function B(t) is increasing for t > 0, and it is constant if and only if (A * CA) • Hess B(u(x, t))u ′ (x, t) = 0 for all x ∈ R n and any t > 0.
Proof. First we integrate (1.11) with respect to t (over any closed interval [t 1 , t 2 ] ⊂ (0, ∞)) and then we integrate other the balls V r . Thus the corollary is immediate consequence of Lemmas 3, 4 and Remark 2.
Thus we obtain an inequality B(t 1 ) ≤ B(t 2 ) for 0 < t 1 ≤ t 2 < ∞ and we want to pass to the limits.
Lemma 5. Let B satisfies assumptions L1 − L5 and let u j ∈ E(R) be nonnegative (not identically zero) functions. Then the following equalities hold a 1 , x ) , . . . , u n ( a n , x ))dx, (1.16)
Proof. Take any nonnegative (not identically zero) functions u j ∈ E(R). Then there exist positive numbers β j , δ j such that u j (y) ≤ β j e −δ j y 2 for all j = 1, . . . , n. Note that
So the first limit (1.16) follows immediately from Lebesgue's dominated convergence theorem. For the second limit (1.17) we use homogeneity of the function B. So by changing variable x = y √ t we obtain
It is clear that that for each fixed y integrand tends to
where α j (t) := a j ,y 2 √ t Ca j ,a j . Hence a 1 , x ) , . . . , u n ( a n , x ))dx ≤ (1.18)
π Ca n , a n ˆR u n   dx.
Equality holds if and only if
(A * CA) • Hess B(u(x, t))u ′ (x, t) = 0 for all x ∈ R n and any t > 0.
(1.19) Remark 3. So any function satisfying our strange concavity condition L3, homogeneity condition L2 and some mild conditions L1, L4, L5 gives a certain Brascamp-Lieb inequality. Our next goal will be to show that in interesting cases the finiteness of (1.13) implies that there is basically only one such B.
In the Bellman function technique theorems of the above type are known as a first part of the Bellman function method which is usually simple. Any function B that satisfies properties L1 − L5 will be called Bellman function of Brascamp-Lieb type.
The difficult technical part is how to find such Bellman functions. It is worth mentioning that the property L3 in principle requires solving partial differential inequalities. We are going to give partial answer on this question in the following section.
How to find the Bellman function
Definition 1. Let y = (y 1 , y 2 , . . . , y n ) ∈ int(R n + ) and let D(y) be a diagonal square matrix such that on the diagonal it has the terms y j Ca j ,a j , j = 1, . . . , n. The proof of the above equality is interesting in itself.
Proof. We saw in the previous section that assumptions L1 − L5 imply the inequality (1.18). One can easily observe that the following functions
give equality in the inequality (1.18). Since u ′ (x, t) = −2 4t+1 D(u(x, t))A * x, Theorem 1 implies that
Choose any x ∈ R k , any y ∈ int(R n + ) and any t > 0. We can find b 1 , . . . , b n > 0 such that
Hence we obtain The above corollary immediately follows from the fact that rank(AD(y)) = rank(A) = k and, for example, from the Sylvester's rank inequality.
Thus for each fixed n we have a range of admissible dimensions 1 ≤ k ≤ n. For the boundary cases k = 1 and k = n, we find the Bellman function with the properties L1 − L5. For the intermediate cases 1 < k < n we partially find the function B.
2.1. Case k = 1. Jointly concave and homogeneous function. We want to see that in this case L1 − L5 gives us precisely convex and 1-homogeneous functions. In the case k = 1 we have A = (a 1 , . . . , a n ) ∈ R n . Since the condition Ca j , a j > 0 must hold, the 1 × 1 matrix C must be a positive number and a j = 0 for all j = 1, . . . , n. The fact that B is homogeneous of degree 1 and B is increasing with respect to each variable immediately imply L5. The only property we left to ensure is L3 . For v = (v 1 , . . . , v n ) ∈ R n let d(v) denotes n × n diagonal matrix with entries v j on the diagonal.
So the inequality A * CA•Hess B(y) ≤ 0 is equivalent to the inequality Hess B(y) ≤ 0, because C is just a number. Thus we obtain the following lemma.
Lemma 6. If the function B satisfies assumptions L1 − L5 then a j = 0 for all j, C is any positive number and B ∈ C(R n + )∩C 2 (int(R n + )) is a concave homogeneous function of degree 1. Conversely, if a j = 0 for all j and B ∈ C(R n + ) ∩ C 2 (int(R n + )) is a nonnegative, not identically zero, concave, homogeneous function of degree 1 then B satisfies assumptions L1 − L5.
The above lemma gives complete characterization of the Bellman function in the case k = 1, and the inequality (1.18) is the same as inequality (1.9) (see Lemma 1).
2.2.
Case k = n. B(y) = Const · y 1 · · · y n . We show that in the case k = n the assumptions L1 − L5 are satisfied if and only if B(y) = M y 1 · · · y n where M is a positive number. We present 3 different proofs (according to their chronological order), each of them uses different assumptions on B in necessity part. Sufficiency follows immediately. Indeed, if B = M y 1 · · · y n then all the assumptions L1 − L5 are satisfied except that one has to check existence of the symmetric matrix C such that A * CA • Hess B ≤ 0 and Ca j , a j > 0. But it is enough to take C = (AA * ) −1 . Now we go to proving necessity.
2.2.1. First proof. As we already mentioned the assumptions L1 − L5 imply that B ∈ C 2 (int(R n + )) ∩ C(R n + ) is nonnegative, separately concave, and it is homogeneous of degree n. We need to show that such B then must have the form B(y) = M y 1 · · · y n . To show this, we consider a function G such that G(ln z 1 , . . . , ln z n ) = B(z 1 ,...,zn) z 1 ···zn for z j > 0. Homogeneity of order 0 of B implies that div G = 0, and concavity of B with respect to each variable implies that
≤ 0 for j = 1, . . . , n. After summation of the last inequalities we obtain that G is superharmonic function on R n . But then it is easy to check that if ∆G ≤ 0, then ∆g ≥ 0, where g := e −G . We get a bounded subharmonic function g, 0 ≤ g ≤ 1, in the whole space. It is well known that then g must be constant. This implies implies that G is a constant.
Second proof.
The second proof immediately follows from the following lemma which does not use any assumptions regarding smoothness of B.
Lemma 7. If a function B defined on R n + is nonnegative on the boundary of R n + , and it is separately concave and homogeneous of degree n then B(y 1 , . . . , y n ) = M y 1 · · · y n for some real number M .
Proof. The idea is almost as follows: we are going to construct superharmonic function in the bounded domain such that it is nonnegative on the boundary and it achieves zero value at an interior point of the domain. This implies that the constructed function is identically zero.
Consider a function G(y 1 , . . . , y n ) = B(y)−B(1, . . . , 1)y 1 · · · y n . Take any cube Q = [0, R] n where R > 1. The function G is separately concave and it is zero on the diagonal of the cube Q i.e. G(y, . . . , y) = 0 for y ∈ [0, R]. G is nonnegative on the whole boundary of the cube Q. Indeed, G is zero at the point (R, . . . , R) and it is nonnegative at point (R, . . . , R, 0), so separate concavity implies that G is nonnegative on the set (R, . . . , R, t) where t ∈ [0, R]. Similar reasoning implies that G is nonnegative on the whole boundary of the cube Q.
Suppose now G is not zero at some interior point of the cube Q, say at point W . Take any interior point A 0 of the cube Q such that G(A 0 ) = 0. Take a sequence of points A 1 , ..., A n belonging to the interior of Q such that the segments A j A j+1 (the segment in R n with the endpoints A j , A j+1 ) are collinear to one of the vector e k = (0, . . . , 1, . . . , 0) (on the k-th position we have 1 and the rest of the components are zero) for all j = 0, .., n − 1, and the same is true for the segment A n W . Then clearly G is zero on the segment A 0 A 1 . Indeed, It is zero at point A 0 . Take a line joining the points A 0 , A 1 . This line intersects the boundary of the cube Q, and G is concave on the line. Since G is nonnegative at the points of the intersection and it is zero at point A 0 we obtain that G is zero on the part of the line which lies in the cube Q. In particular, it is zero at A 1 . By induction we obtain that G is zero at the points A 2 , .., A n , W . So the lemma follows.
2.2.3. Third proof. In this proof let us assume that B is infinitely differentiable in´(R n + ). The assumptions L1 − L5 imply that B must be a separately concave. Therefore for the assumption L3 we can choose C = (AA * ) −1 . Then (2.2) implies that 
where the second summation is taken over the pairwise different indexes. Indeed, proof is by induction over the dimension n. If n = 1 the claim is trivial. Since
. . , y n )+B 2 (y 2 , . . . , y n ). The condition
implies that B 1 satisfies hypothesis of the claim. On the other hand, B 2 = B(0, y 2 , . . . , y n ), and so B 2 has less variables, but satisfies the same system of differential equations.
Homogeneity of B implies that B(y) = cy 1 · · · y n .
Remark 5. The second proof is a modification of the proof shown to us by Bernd Kirchheim, we express our gratitude to him.
2.3.
Case k = n − 1. Young's function. 1 · · · y αn n for some M > 0 and 0 < α j < 1, j = 1, . . . , n In the end of the section we present F. Nazarov's examples which show that if we remove the condition B x i x j = 0 in the Theorem 3 then the conclusion of the theorem does not hold. It is also worth mentioning that in the classical case when n = 3 and k = 2 we obtain that under the assumptions L1 − L5 and B y i y j = 0 there are only Young's inequalities for convolution.
Proof. Equality (2.1) is the same as
We introduce a vector function P (x) = (p 1 (x), . . . , p n (x)), where x ∈ R n , such that P (ln y 1 , . . . , ln y n ) = ∇B(y).
Then equality (2.4), the fact that B y i y j = B y j y i and homogeneity of B combined imply the following ∇p ℓ , w ℓs = 0, ∀ℓ = 1, . . . , n, ∀s = 1, . . . , k; (2.5)
where w ℓs = a 1s Ca ℓ , a 1 Ca 1 , a 1 , . . . , a ns Ca ℓ , a n Ca n , a n , ∀ℓ = 1, . . . , n, ∀s = 1, . . . , k. (2.8)
Now we show that the assumptions B y i y j = 0 imply that Ca i , a j = 0 for all i, j = 1, . . . , n. Indeed, suppose that Ca i 0 , a j 0 = 0 for some i 0 and j 0 . Assumption L3 implies that i 0 = j 0 . Since C is symmetric we get that Ca j 0 , a i 0 = 0. Corollary 2 says now that rank(A * CA • Hess B(y)) ≤ 1. So the determinant of any 2 × 2 submatrix of A * CA • Hess B = Ca i , a j B y i y j ij (2-minor) is zero. Consider 2 × 2 submatrix of A * CA • Hess B with the following entries: (i 0 , i 0 ), (i 0 , j 0 ), (j 0 , i 0 ) and (j 0 , j 0 ). Since its determinant is zero and we assumed Ca i 0 , a j 0 = 0, we get that Ca i 0 , a i 0 Ca j 0 , a j 0 = 0. This contradicts to our assumption L3.
Thus we obtain that for each fixed ℓ the vectors w ℓs , s = 1, . . . , n, span k = n − 1 dimensional subspace W ℓ . Therefore, equality (2.5) implies that ∇p ℓ (x) = λ ℓ (x)v ℓ where λ ℓ (x) is a nonvanishing scalar valued function in int(R n + ), v ℓ ⊥ W ℓ and none of the components of v ℓ is zero.
The equality (2.7) implies that we can choose v ℓ so that v ℓ , 1 = k−1 (here 1 = (1, . . . , 1) ∈ R n ) and so that λ ℓ (x) = p ℓ (x) for all ℓ = 1, . . . , n.
Hence the equation ∇p ℓ (x) = p ℓ (x)v ℓ easily implies that p ℓ (x) = e v ℓ ,x p ℓ (0) for all ℓ. The equalities (2.6) imply that
where q = (q 1 , . . . , q n ) ∈ R n . It also follows that P (0) = kq for some number k = 0. Thus we get that B y ℓ = kq ℓ y q 1 1 · · · y qn n /y ℓ and this proves Theorem 3.
2.3.1. Example of necessity of the assumption B y i y j = 0 in Theorem 3. Let n = 3, k = 2 and
is an arbitrary concave function and homogeneous of degree 1. Let
Since ϕ satisfies homogeneous Monge-Ampère equation we have A * CA • Hess B ≤ 0. Clearly all the assumptions L1 − L5 are satisfied.
2.3.2. Theorem 3 does not hold in the case 1 < k < n − 1. It turns out that even if B y i y j = 0 and 1 < k < n − 1 then it is not necessarily true that a function B which satisfies assumptions L1 − L5 has a form B = M y α 1 1 · · · y αn n . This means that Theorem 3 cannot be improved. We give an example in a general case.
Assume that 1 < k < n − 1 and n > 3 (case n = 3 was already discussed above). Take arbitrary nonnegative ϕ ∈ C 2 (int(R 2 + )) ∩ C(R 2 + )) so that ϕ is a concave function and homogeneous of degree one. We choose ϕ so that it has nonzero second derivatives. We consider the following function
(2.9) Let a n−1 = a n = (0, . . . , 0, 1) ∈ R k and let a 1 = (ã 1 , 0), . . . , a n−2 = (ã n−2 , 0) ∈ R k . We choose vectorsã 1 , . . . ,ã n−2 ∈ R k−1 in the following way. First of all they span R k−1 . Intersection of the interior of the convex hull K (described in the Introduction and constructed by the vectorsã 1 , . . . ,ã n−2 ) with the hyperplane {y 1 + y 2 + · · · + y n−2 = k − 1} is nonempty. We choose a point (α 1 , . . . , α n−2 ) from this intersection. Then there exists (k − 1) × (k − 1) symmetric, positive semidefinite matrixC such that A * CÃ • HessB ≤ 0 whereÃ = (ã 1 , . . . ,ã n−2 ) and B(y 1 , . . . , y n−2 ) = y
Moreover, we have Cã j ,ã j > 0 for j = 1, . . . , n − 2. The existence of such a matrixC follows from the solution of the Euler-Lagrange equation for the right side of (1.18) (see [4] , Theorem 5.2), see also Subsection 2.4 below. It is clear that the function B satisfies all properties L1 − L5 except one has to check the property L3. We choose C as follows
Function B from (2.9) satisfies L3 (and of course it can easily be made to satisfy all other properties L1 − L5), but it is not a Young function.
2.4.
Case of Young's function. In this subsection we consider classical case when B(y) = y 1/p 1 1 · · · y 1/pn n where 1 ≤ p j < ∞. Assumptions 1 ≤ p j follows from the assumption L3 (which implies in particular that the function B is separately concave) and the assumption p j < ∞ was made because otherwise we have a function of less variables m < n. Note that we also must require that 1 p j = k. This function satisfies all assumptions of L1 − L5 except of L3. We try to understand for which matrix A and numbers p j there is a matrix C mentioned in the assumption L3. The answer on this question was obtained in [4] by using Euler-Lagrange equation.
We will obtain equation on the matrix C.
Note that Hess B = B · which is precisely equation (3.12) of [4] . In [3] , [4] it is proved that for { 1 p j } n j=1 in the interior of the convex set K from [3] , [4] this system (2.13) has a solution. In particular, C as in (2.11) does exist.
Notice also, that the Young's functions found by Brascamp-Lieb [2] and corresponding to the interior of the convex set K from [3] , [4] , do satisfy all properties L1 − L5. Only L3 is interesting because we need to show that there exists a certain matrix C. We just found a certain C in (2.11) (when the system (2.12) has a solution). This matrix C will satisfy L3 when B is the Young's function B(y) = y 
This is immediately equivalent to
A * CA ≤ diag{1/s 2 j }. But denoting S = diag{s j } we make this inequlity (AS) * C(AS) ≤ I n×n , which holds because (AS) * C(AS) is an orthogonal projection onto the span of the columns of S(A * ).
So, we repeat, that the Young's functions found by Brascamp-Lieb [2] and corresponding to the interior of the convex set K from [3] , [4] , do satisfy all properties L1 − L5. But it is more interesting that, as we have shown above, in certain situations all functions satisfying L1 − L5 must be of the form of a Young function found by Brascamp and Lieb. 
