Abstract-Area Under the ROC Curve (AUC) is often used to evaluate ranking performance in binary classification problems. Several researchers have approached AUC optimization by approximating the equivalent Wicoxon-Mann-Whitney (WMW) statistic. We present a linear programming approach similar to 1-norm Support Vector Machines (SVMs) for instance ranking by an approximation to the WMW statistic. Our formulation can be applied to nonlinear problems by using a kernel function. Our ranking algorithm outperforms SVMs in both AUC and classification performance when using RBF kernels, but curiously not with polynomial kernels. We experiment with variations of chunking to handle the quadratic growth of the number of constraints in our formulation.
I. INTRODUCTION A. Motivation
Many real world classification problems may require an ordering instead of a simple classification. For example in direct mail marketing, the marketer may want to know which potential customers to target for sending new catalogs so as to maximize the revenue. If the number of catalogs the marketer is sending is limited then it is not enough to know who is likely to buy a product after receiving the catalog. In this case it would be more useful to distinguish top n-percent of potential customers who yield the highest likelihood of buying a product. By doing so, the marketer can more intelligently target a subset of her customer base increasing the expected profit. A slightly different example is collaborative book recommendations. To intelligently recommend a book, an algorithm must distinguish the similarities of book preferences of people who have read and submitted a score for the book. Combining these scores it is possible to return a recommendation list to the user. Ideally this list would be ranked in such a way that the book on the top of the list is expected to appeal the most to the user. It is not hard to see that there is a slight difference between those two ranking problems. In the marketing problem the ranking is based on binary input (purchase, non-purchase) whereas in the book recommendation problem the ranking is based on a collection of partial rankings. In this paper we consider the problem of ranking based on binary input.
B. ROC Curves and Area Under the ROC Curve(AUC)
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ROC curves are widely used for visualization and comparison of performance of binary classifiers. ROC curves were originally used in signal detection theory. They were introduced to the machine learning community by Spackman in 1989, who showed that ROC curves can be used for evaluation and comparison of classification algorithms [20] . The main reason ROC curves became the mainstream performance evaluation tool is the fact that the produced curve is independent of class distribution or underlying misclassification costs [15] . ROC curves plot true positive rate vs. false positive rate by varying the threshold, which is usually the probability of membership to a class, distance to a decision surface or simply a score produced by a decision function. In the ROC space, the upper left corner represents perfect classification while a diagonal line represents random classification. A point in ROC space that lies to the upper left of another point represents a better classifier. Some classifiers such as neural networks or naive Bayes naturally provide those probabilities while other classifiers such as decision trees do not. It is still possible to produce ROC curves for any type of classifier using minor adjustments [7] .
Area under the ROC Curve (AUC) is a single scalar value for classifier comparison [2, 9] . Statistically speaking, the AUC of a classifier is the probability that a classifier will rank a randomly chosen positive instance higher than a randomly chosen negative instance. Since AUC is a probability, its value varies between 0 and 1, where 1 represents all positives being ranked higher than all negatives. Larger AUC values indicate better classifier performance across the full range of possible thresholds. Even though it is possible that a classifier with high AUC can be outperformed by a lower AUC classifier at some region of the ROC space, in general the high AUC classifier is better on average when the underlying distribution is not known.
Mainstream classifiers are usually designed to minimize the classification error, therefore they may not perform well when they are applied to ranking problems. Support Vector Machines (SVMs) are exceptions. Even though SVMs are optimized for error minimization, by the nature of their margin maximization property they turn out to be good rankers. It has been shown that accuracy is not always the best performance measure to compare classifier performance, especially for datasets with skewed class or cost distributions as many real world problems are.
The machine learning community has recently explored the question of which performance measure is better in general. Cortes and Mohri investigated the relationships between AUC and accuracy [6] . Ling and Huang showed in their recent study that AUC is a statistically consistent and a more discriminating value than accuracy [12] . Recent research indicates an increase in the popularity of AUC as a performance measure especially in cases where class distributions and/or misclassification costs are unknown.
C. Relations to Wilcoxon-Mann-Whitney Statistic
Assume that in a dataset there are two random variables such that positive points are produced by one of the random variables and negatives are produced by the other. If a pairwise comparison is to be made such that each positive point is compared to each negative point then in this case AUC would be the ratio of the number of correct pairwise orderings vs. the number of all possible pairs. This quantity is called the Wilcoxon-Mann-Whitney (WMW) statistic [13, 22] and given as:
where p is the number of positive points, n is the number of negative points, x i is the i th positive point and y j is the j th negative point. The function f (x) assigns a score to the point x which is then used for ranking those points.
D. Related Literature
At this point it seems intuitive that an algorithm maximizing the WMW statistic will also maximize the AUC and hence the ranking performance. The WMW statistic itself is not a continuous function, therefore making it difficult to maximize as is. Several papers suggested an approximation approach to the WMW statistic. Both Yan et al. [24] and Herschtal et.al. [10] used a continuous function as an approximation to the WMW statistic. By doing so they were able to use gradient methods to solve the optimization problem. However, an approximation in the case of rank optimization has to be handled carefully otherwise information related to ranking may be lost easily in the process of approximation.
Recent research on instance ranking also utilized scenarios where some kind of user feedback was available on the initial rankings [11, 17] . This type of ranking is usually very important and typical for ranking search engine results, or ranking products where a user can interfere and the algorithm can obtain valuable feedback from the user. This feedback can be in the form of a subject evaluating the initial rankings and reporting mis-ranked points or simply returning a partial ranking where only a subset of points are ranked. Note that in binary classification problems that we will address in this paper, we have no prior or intermediate knowledge of intra-class rankings or we do not obtain any feedback for the correctness of the rankings at any level in our algorithm. The problem of AUC maximization in the context of binary classification is also a very similar problem to ordinal regression [16] .
The literature also includes algorithms such as Rankboost by Freund et al. that utilize a multi-stage approach (ensembling) [8] . This algorithm works by combining preferences based on the well-known boosting approach. Also a variation to Rankboost was later introduced by Rudin et al. [19] . Rankboost is considered to be state of the art algorithm, however for the sake of fairness since it is a multi-stage algorithm as opposed to our one shot optimization algorithm we will not compare our results with Rankboost or any other multi-stage methods. We believe that we can further improve the performance of our LP ranker by ensembling it. Only then we plan to compare our ranking performance with Rankboost and other multistage rank optimizing algorithms. This paper we will only compare the performance to that of SVMs. Our algorithm is quite similar to SVMs in formulation except that it is specifically setup to maximize ranking performance as opposed to minimizing the error rate. In literature it is a common practice to rank new examples based on the output of a classifier. Among classifier methods SVMs are considered to be good rankers [25] , therefore we believe that initially comparing our algorithm to SVMs will provide us valuable feedback on the improvement we can get over an already good ranking algorithm by setting the formulation up as a rank optimization problem.
Rank optimizing SVMs have came into focus recently. An effort by Rakotomamonjy to investigate rank optimizing kernels within the context of SVMs led to a formulation that produced comparatively inferior results to regular SVM formulations [18] . However his work led to more investigations in the area. Brefeld et al. introduced a similar kernel formulation which led to a better ranking performance compared to the previous work [3] . In their algorithm they used regular quadratic optimization in the objective with a kernel structure which improved the ranking performance.
From the discussions above we can conclude that the rank optimization problem should minimize the number of pairwise misrankings. We achieve this objective with a formulation that produces scores for each instance where these scores we can be used to rank the data points. The algorithm should be able to handle nonlinear problems so that it can be applied to a wide range of problems. We achieve this with the help of kernel functions. Also the algorithm should be robust to any size dataset. Our formulation introduces two exact speed-up approaches to improve the solving time of the algorithm, however this part is still a work in progress. Our initial results discussed later in this paper are promising.
Next section introduces our LP formulation that implements the properties mentioned above. Then we present our results and discussions and we sum it up with conclusions.
II. THE ALGORITHM Let (x, y) be an instance in the training set, X, where x is the data vector and y ∈ {−1, 1} is the class label for that instance. We refer to the set of positive points in the data set as X + and negatives as X − . To optimize the WMW statistic, we would like to have all positive points ranked higher than all negative points, such as:
where f is some scoring function. A perfect separation of classes is impossible for most real world datasets. Therefore an LP is constructed to minimize some error term corresponding to the number of incorrect orderings. We construct a linear program with soft constraints penalizing negatives that are ranked above positives. This requires p (number of positive points) times n (number of negative points) constraints in total. Our formulation avoids combinatorial complexity by minimizing the error, z, which is the difference in scores of incorrectly ordered pairs. We select a scoring function, f (x), such that it assigns a real valued score to each data point while making the optimization problem continuous. This leads to the following set of constraints:
where ε is a small quantity usually set to 1 and added to the right hand side to avoid strict inequalities in the constraints. The scoring function is similar to an SVM classification function without the intercept. The intercept is not necessary since it would add the same amount for all the points in the scoring function and would have no influence on both the relative scores and the overall ranking. The scoring function is defined as:
where α i represents a weight for each point in the training set. The function k(.) is a kernel function through which we can induce nonlinearity in the linear constraints. In our objective function we would like to minimize the error, z's, along with the magnitude of the coefficients, α. We minimize α to maximize the separation margin similar to SVMs. The proposed objective function and LP can be obtained as follows by substituting the scoring function (2) in (1) and rearranging the left side of the inequality:
where e is the unit vector, C is the tradeoff parameter between the two parts of the objective and z ± represents an error term for each positive/negative pair. In our experiments we use both RBF (4) and polynomial (5) kernels of the form
where γ is the RBF parameter that controls the smoothness of decision surface and p is the polynomial parameter that controls the degree or complexity. The output of the LP gives the optimal set of weights, α * . The instances with non-zero weights, which we will call ranking vectors, represent the unique points that influence the ranking. By using a kernel, we are mapping the input space to a feature space defined by the kernel function. This makes it possible to rank the data points which were otherwise unrankable, in the mapped space. We tested our algorithm using an RBF kernel as well as polynomial kernels with order 2 and 3. Once the optimal weights are found for each point in the training set, α * , we then use the scoring function
to obtain scores for each test point. Finally we can rank the test points by the scores obtained. Our algorithm differs from Brefeld et al. [3] in that we directly solve the primal problem with the nonlinear kernel function. The major advantage of the primal formulation is that, it requires less resources to solve the problem. It only needs to compute a size n 2 kernel matrix to cover all the constraints while Brefeld's dual formulation needs to compute a size (n + × n − ) 2 (number of positive points times negative points) kernel matrix. Also the number of α variables is n for the primal form and n + × n − for the dual form. In addition, the primal form provides flexibility in picking the objective function. In our case, 1-norm is used for both the error terms and the weights in the objective function so that the whole problem becomes a linear program. In addition, our algorithm produces n ranking vectors to score future test points against n + × n − ranking pairs by Brefeld's algorithm. In practical applications, ranking vectors can provide more intuitive explanation then ranking pairs.
When an RBF kernel is used, our approach is similar to distance-weighted k-nearest neighbor (kNN) algorithm, where k is equal to the number of ranking vectors. Consider the scoring function of distance-weighted kNN where only the ranking vectors are used as training points, f (x test ) = i∈X y i × distance(x test , x i ) −1 . If the inverse of RBF is used as the distance function such that distance(x i , x j ) = e γ xi−xj 2 , the above scoring function is different from (6) only by the coefficient α i , which is obtained by the optimization procedure in our approach.
A linear programming formulation that includes pairwise constraints presents a challenge such that the number of constraints grow quadratic with the number of data points. Therefore we implement a chunking like approach to speed up the solving time of the optimization problem. The variations we experimented with are explained in the next section. A general overview of the complete algorithm is shown in Figure 1 . 
III. RESULTS AND DISCUSSION
In our experiments we used 11 data sets from the UCI repository. Multi-class data sets are converted to binary classification problems by using one class vs. others scheme. Details of these conversions are given in Table I . We compared our results with a regular 2-norm SVM using RBF and Polynomial kernels.
We implemented our algorithm in Matlab and used CPLEX for optimization in the Matlab environment. For performance comparisons with SVM we used the Sequential Minimal Optimization (SMO) algorithm [14] implemented in WEKA [23] . We constructed a grid search to find the best RBF parameter settings for both our ranker LP and SVM using γ = {0.001, 0.01, 0.1, 1} and C = {1000, 100, 10, 1}. Best results for both algorithms were obtained when C = {1, 100} and γ = 0.01. Also for the polynomial kernel comparisons we used p = {2, 3} as the degree of the polynomial. For all the datasets, we averaged 5×10-fold cross validation results.
To investigate the effects of rank optimization on classification performance we also included accuracy results from both algorithms. We believe that the nature of the optimization that ranks positive points above negatives could have a favorable effect on accuracy since the process also enforces separation of two classes. To obtain accuracy for our algorithm we find the threshold (score) that gives the best accuracy value on the training set. We used the same threshold on the test set to classify the test points. Table II shows that our ranking algorithm performed better in general then SVM both in ranking and accuracy performance when RBF kernel is used. The last row of the table shows statistical comparisons in the form of (win, loss, tie) where significance was set at the 0.05 level. Our ranker, optimized for ranking, was significantly better in AUC performance for eight datasets and worse for two. When accuracies were compared, ranker won four times and lost twice. We got similar results for parameter settings of C = 100, γ = 0.01 which we did not include here. We have experimented with polynomial kernels in our algorithm however the results we obtained so far are not promising.
The results for polynomial kernel is given in Table III . In this case there was only one significant win versus six significant losses. We are currently investigating the possible reasons for this. Intuitively the choice of kernels and their performance should be data dependent which is the case in classification. However, in our evaluations RBF kernel performed better in almost all the datasets while polynomial kernel performed poorly in most cases. In the light of these results we believe that RBF kernels are better suited for ranking problems than polynomial kernels. We observe that ranking vectors are quite different than support vectors. We created two artificial data sets to observe those differences. Figures 2 and 3 show two different twodimensional problems where one problem requires a linear decision surface and the other requires a nonlinear surface. (1,6,4) (3, 3, 5) For the data in the figures, RBF kernel is used for both SVM and ranker LP. While support vectors, as expected, are the points that appear close to the boundary, ranking vectors are usually positioned at the extremity of one class in the given two dimensional problems. As can be seen in Figure  2 only three and in Figure 2 only four ranking vectors were necessary to optimally rank all the points. Ranking vectors are also usually fewer in number and are the influential points for ranking the data points. Figures 2 and 3 also illustrate the power of RBF kernels for its applicability to linear problems as well as nonlinear ones.
A remaining challenge is the quadratic expansion of the number of constraints with the increasing number of data points. Ideally the number of constraints needed to obtain the real solution is equal to the number of positive points times the number of negatives. This number grows very quickly as the number of data points increases making the linear program solving time unreasonably long. We have tried several speed up tricks, related to chunking [1] , to reduce the number of constraints by removing potentially redundant ones. Note that the schemes we implement here can still obtain exact solution to the problem. Chunking divides the data into manageable bins and optimizes separately so that the whole problem can be solved in reasonable time. After solving for each chunk, points that are most influential (points with nonzero α's) are added to the next bin as the algorithm iterates through the whole dataset. This approach did not work well for our formulations. The reason is that in our case non-zero α's represent ranking vectors. They are far away from the decision boundary and in general are not necessarily relevant to other chunks as in regular chunking.
We experimented with two variations of chunking. In our first scheme, after each chunk we evaluated the weights on the remaining data points, and for the next chunk we add to the set of previously violated constraints only those constraints that represent pair-wise violations. In this case we observed a majority of the violated constraints accumulating during the first few iterations instead of showing a gradual increase through iterations as we expected. As a second approach, to reduce the effect of a sudden increase of constraints, for each chunk we added only the top k most violated constraints in the LP where we set k to be 1000. This seemed to work well in most of the datasets. In this case the number of passes, hence the number of iterations until convergence increased slowing the LP solution time. An overview of the speed up comparisons are given in Table IV . The second column shows the total number of possible constraints for the given dataset. Columns 3 to 5 show the results for the first approach and columns 6 to 8 show the results for the second approach. The column labeled 'pass' in columns 3 and 6 represents the number of full passes on the dataset until the number of retained constraints converge. With the implemented approaches we were able to significantly reduce the number of constraints needed to solve the optimization problem in most of the datasets. However, the overall speed up was not as impressive as we thought would be. We are still investigating similar approaches to reduce LP solution times.
Several researchers also tackled this problem by an approximation heuristic. Herschtal et al. used a random sampling approach for reducing the number of constraints [10] . Rakotomamonjy suggested reducing the number of constraints in the optimization problem by only considering the constraints created by a predefined number of nearest positive neighbors for each negative point [18] . Brefeld et al. proposed a clustering approach for the reduction of constraints [3] . All of these heuristics helped speed up the time to obtain a solution, however they are all approximate methods and hence the performance of each heuristic would vary greatly with the nature of the data.
IV. CONCLUSIONS
We have introduced an LP formulation to optimize ranking performance by maximizing an approximation to the WMW statistic. Our results show that our algorithm which is similar to 1-norm SVMs, gives superior ranking performance compared to a regular 2-norm SVM when RBF kernels are used. Performance degraded when we used polynomial kernels. We have tackled speed issues with variations to the chunking approach, but we were not able to significantly improve LP solving times by using exact heuristics. As a next step we intend to look into approximate heuristics to speed up LP times. We will also investigate the loss of performance with polynomial kernels. 
