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We present a class of consensus protocols over groups of agents
with stochastically switching, directed, and weighted communica-
tion topologies. In this protocol, an agent’s traits, that is, the cardi-
nality of its neighbor set and the weight assigned to its neighbors in
the updating process, are given by two jointly distributed random
variables and the neighbors of an agent are selected with equal
probability. We provide closed form results for the asymptotic con-
vergence rate and for the steady state mean square deviation in the
presenceof additivenoise. These results are specialized to consensus
protocols based on Erdo˝s–Rényi and numerosity-constrained net-
works.
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1. Introduction
Consensus protocols are distributed algorithms that are executed on a group of networked agents
towards the goal of reaching a common state. A discrete-time consensus protocol forN ∈ {2, 3, 4, . . .}
agents can be written as the homogeneous linear dynamical system
x(k + 1) = W(k)x(k),
where x(k) ∈ RN is the state of the agents at time k ∈ N, x(0) is the initial condition, and W(k) is
the state matrix with the property W(k)1N = 1N . Here, N refers to the set of nonnegative integers
and 1N ∈ RN has every element equal to one. The offdiagonal ijth entry of W(k) is nonzero if agent
i receives information from agent j, where i, j = 1, . . . ,N. In this case, j informs i and it is said to
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be a neighbor of i and to belong to i’s neighbor set. In general, the matrix W(k) is nonsymmetric,
as information flow may be directed, and its entries are real-valued to account for heterogeneities
in the information sharing. The state matrixW(k) can be updated deterministically or stochastically.
Consensus protocols with deterministic statematrices are extensively studied in the literature, see the
comprehensive reviews in [1–4].
For stochastically switching state matrices, conditions for convergence of protocols over uni-
directionally and bi-directionally coupled agents are established in [5–10] and [11–13], respectively.
Consensus protocols with state updating corrupted by additive noise are studied in terms of the dis-
agreement dynamics among agents in [6,14]. In-depth analysis of consensus protocols for large scale
communication topologies is presented in [15]. Studies on convergence rates of consensus protocols
are reported in [11,12,14,16–18]. Closed form results for convergence rates are limited to few exem-
plary protocols. For example, protocols over so-called numerosity-constrained networks, where the
number of neighbors and the weight update of each agent are the same and constant, are considered
in [16], and Erdo˝s–Rényi random networks are studied in [7]. In this paper, we introduce a general
class of consensus protocols and provide closed form results for both convergence rate and protocol
performance. Interestingly, these protocols encompass consensus over networks ranging between two
very extreme cases of network generation. Specifically, this protocol applies to Erdo˝s–Rényi random
networks in which links are independent from each other [7,18,19] and numerosity-constrained net-
works in which links are highly dependent being dictated by a prescribed limit on an agent’s number
of neighbors [16].
We consider a stochastically switching directed weighted network of N agents communicating
according to the consensus protocol with additive noise
x(k + 1) = (IN − M(k))x(k) + ν(k), (1)
where M(k) ∈ RN×N are independent and identically distributed matrices with common random
variableM and the property
M(k)1N = 0N . (2)
Here, IN is the N-dimensional identity matrix and 0N ∈ RN has every element equal to zero. The
additive noise ν(k) ∈ RN is a realization of the random variable ν whose elements are independent
realizations of a zero-mean random variable ν with variance μ ∈ R+ ∪ {0}. In addition, the random
variablesM and ν are independent. In the studied protocol, the cardinality of each agent’s neighbor set
is generated by the random variable D and the weight that each agent assigns to its neighbors in the
updating protocol is generated by the randomvariable E at any time step k.We assume thatD and E are
jointly distributed randomvariableswithbivariate distribution fD,E(d, ε),whered ∈ {0, 1, . . . ,N−1}
and ε ∈ R. The ith row of a realization of the state matrix M has diagonal entry εidi and offdiagonal
entries in {0,−εi}, where di and εi are realizations of the random variables D and E . In addition, the
offdiagonal elements consist of di elements equal to εi and N − 1 − di elements equal to zero and
every permutation of these zero and nonzero offdiagonal elements is equally likely.
The matrix M fully describes the state updating protocol, which includes the underlying inter-
agent communication and the agents’ individual traits. The marginal probability density functions
of fD,E(d, ε) specify the influence of the random variables D and E on the group-wide communica-
tion network and the individual-based state updating. In particular, the marginal probability density
function fD(d) determines the topology of the communication network by defining the distribution of
neighbor set cardinalities and the marginal probability density function fE(ε) describes the distribu-
tion of the weights that the agents assign to their neighbors in executing the consensus protocol. This
framework does not constrain links and weights among agents to be independent as D and E are in
general jointly distributed.
Each individual is virtually not able to distinguish among other agents and draws its traits d and ε
from the same bivariate distribution at each time step.We define the agents as conspecific by drawing
inspiration from biological taxonomy. This consensus protocol may find application in both biological
and technological settings. Inspired by the behavioral studies of counting in live animals, the emer-
gence of consensus over conspecific agents can inform mathematical modeling of bird flocks [20],
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pedestrian traffic [21], and fish schools [22] exhibiting collective behavior. In addition, this protocol
provides a practical basis from which to study information fusion in noisy technological networks,
such as wireless sensor, energy harvesting, and communication networks, see for example [23–25].
The proposed modeling approach may allow for exploring concurrent detrimental and possibly cor-
related phenomena involving the stochastic failure of the communication links and the sensor nodes.
Furthermore, this protocol may also provide a platform for analyzing synchronization over blinking
networksof coupled linear andnonlineardynamical systems, as those explored in [26,27], respectively.
We use the notation ei ∈ RN for the vectorwith ith entry equal to one and all the remaining entries
equal to zero. We denote ‖ · ‖ as the Euclidean norm of a vector. Ker(·) denotes the kernel of a matrix
and ρ(·) its spectral radius. The operations⊗ and⊕ are the Kronecker product and sum, respectively.
The operation vec(·) denotes the vectorization of a matrix by stacking its columns. Matrix transpose
is denoted by a superscript T. Expected value of a random variable is denoted as E[·].
The rest of this paper is organized as follows. Section 2 identifies necessary and sufficient con-
ditions for stochastic consentability and reports a manageable expression for the steady state mean
square deviation in the presence of additive noise. In Section 3, we derive closed form results for the
convergence rate and the steady state mean square deviation for consensus protocols over groups of
conspecific agents in terms of fundamental moments of the probability density function fD,E(d, ε)
and the number of agents N. Further, we illustrate different specializations of the proposed consensus
protocol that encompass algorithms in the literature. In Section 4, we analyze a representative com-
munication topology for validation of closed form results through simulations and discussion of the
results. Conclusions are presented in Section 5.
2. Preliminary results
A discrete-time consensus protocol in the presence of additive noise can be written as the nonho-
mogeneous linear dynamical system
x(k + 1) = W(k)x(k) + ν(k) (3)
with initial condition x(0) and state matrices W(k) ∈ RN×N being independent and identically dis-
tributed random variables with common random variableW . In addition, the state matrices have the
property that W(k)1N = 1N . The vector ν(k) ∈ RN is a realization of the random variable ν whose
elements are independent realizations of a zero-mean randomvariable ν with varianceμ ∈ R+∪{0}.
The random variablesW and ν are independent.
In this section, we review necessary and sufficient conditions for consentability of stochastic con-
sensus protocols, that is, for the asymptotic stability of the disagreement dynamics in Eq. (3) in absence
of noise. We write these conditions in a handleable form using the rate of convergence to consensus.
In addition, we report a novel expression for steady state mean square deviation of consensus proto-
cols in Eq. (3). In other words, we first review pertinent findings on the internal stability of the error
dynamics of Eq. (3) and we then focus on the disagreement dynamics forced by additive noise.
2.1. Stochastic consentability
We identify the agreement space with A = {t ∈ RN : t = β1N with β ∈ R} ⊆ RN and
we refer to its orthogonal complement A⊥ = {t ∈ RN : tTu = 0∀u ∈ A} as the disagreement
space. Following [8], we project the consensus protocol in Eq. (3) in the absence of additive noise,
that is, for ν = 0N , on A⊥ by introducing matrix Q ∈ RN×(N−1) such that QT1N = 0N−1 and
QTQ = IN−1. The vector component of x(k) projected on A⊥ is defined as the disagreement vector
ξ(k) = QTx(k) ∈ RN−1. Consistently, x(k) can be written as
x(k) = x¯(k)1N + Qξ(k), (4)
where x¯(k) = 1
N
1TNx(k) is the arithmetic mean of x(k). The disagreement dynamics of the consensus
protocol is governed by
ξ(k + 1) = W˜(k)ξ(k), (5)
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where W˜(k) = QTW(k)Q ∈ R(N−1)×(N−1). We refer to the common random variable QTWQ as
W˜ .
Definition 1. The consensus protocol in Eq. (3) is (asymptotically) mean square consentable if the
disagreement dynamics in Eq. (5) is mean square stable, that is, if limk→∞E
[
‖ξ(k)‖2
]
= 0 for any
initial condition ξ(0).
We consider mean square stability of systems of the form of Eq. (5); however, equivalences among
different types of stability can be found in [28]. The rate of decay of the disagreement dynamics is
quantified through the asymptotic convergence factor of W˜ defined as
ra = sup
‖ξ(0)‖=0
lim
k→∞
⎛⎝E
[
‖ξ(k)‖2
]
‖ξ(0)‖2
⎞⎠1/k . (6)
The asymptotic convergence factor, along with the per step convergence factor, are introduced in [29]
for time-invariant consensusprotocols and their definition is extended to stochastically switching state
matrices in [15,18]. We comment that a different notion of convergence rate for consensus protocols
based on the notion of exponential stability defined in [30] is presented in [11] to study consensus
over undirected Erdo˝s–Rényi networks.
The asymptotic convergence factor is less than one if and only if the consensus protocol is mean
square consentable, see for example [16]. Equivalently, Eq. (6) can be expressed as ra = ρ (E [W˜ ⊗ W˜])
or written in a more amenable form as
ra = ρ (G) , (7)
where
G = (R ⊗ R)E [W ⊗ W] (8)
and R = QQT = IN − 1N 1N1TN , see [16]. By construction, the matrix R is an orthogonal projection
onto A⊥ as it is symmetric, idempotent, and Ker(R) = A, see for example [31]. Therefore, the matrix
R⊗R is an orthogonal projection onto the orthogonal complement of the span ofA⊗RN andRN ⊗A
in RN
2
, since it is symmetric, idempotent, and Ker(R ⊗ R) = {v ∈ RN2 : v = w ⊗ 1N or v =
1N ⊗ w, wherew ∈ RN}. In the following remark, we delve into the relationship between the kernel
of R ⊗ R and the matrix E[W ⊗ W], which sheds light on the properties of G.
Remark 1. The subspace Ker(R ⊗ R) is invariant under E [W ⊗ W], since W1N = 1N; therefore,
Ker(R ⊗ R) ⊂ Ker(G) and (Ker(R ⊗ R))⊥ is invariant under G. In general, (Ker(R ⊗ R))⊥ is not
invariant under E [W ⊗ W]; it is invariant if 1TNW = 1N .
2.2. Stochastic consensus with additive noise
By adopting the decomposition of the state vector in Eq. (4) into Eq. (3), we write the disagreement
dynamics for the consensus protocol in the presence of additive noise as
ξ(k + 1) = W˜(k)ξ(k) + ν˜(k),
where ν˜(k) = QTν(k) ∈ RN−1. Consistentlywith the notation used above for the superimposed tilde,
we refer to QTν as ν˜ . The presence of additive noise generally does not allow for the mean square
deviation E
[
‖ξ(k)‖2
]
to asymptotically vanish and we use its limit value to ascertain the effect of
noise on the consensus protocol.More specifically, we consider the steady statemean square deviation
δ = limk→∞E
[
‖ξ(k)‖2
]
, defined in [32] for time-invariant consensus protocols, that is expressed
in terms of the state matrix of the consensus protocol irrespective of the initial condition through the
following proposition.
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Proposition 1. For a consensus protocol as in Eq. (3) that is mean square consentable, the steady state
mean square deviation is given by
δ = μ vec(R)T
[
IN2 − GT
]−1
vec(R). (9)
Proof. The steady state mean square deviation δ can be written as
δ = lim
k→∞ vec(IN−1)
TE
[
vec(ξ(k)ξ(k)T)
]
. (10)
SinceW˜(k)and ν˜(k)are realizationsof independent randomvariables,E[ν˜] = 0N−1, andE
[
vec
(
ν˜ν˜T
)]
= μvec(IN−1), it follows thatE
[
vec
(
ξ(k)ξ(k)T
)]
with initial condition ξ(0) canbeexpressed through
recursion as
E
[
vec(ξ(k)ξ(k)T)
]
= (E [W˜ ⊗ W˜])k vec (ξ(0)ξ(0)T)+ μ k−1∑
i=0
(
E
[
W˜ ⊗ W˜])i vec(IN−1). (11)
The mean square deviation E
[
‖ξ(k)‖2
]
is obtained by left multiplying Eq. (11) by vec(IN−1)T. After
algebraic manipulation, this quantity can be concisely written as
E
[
‖ξ(k)‖2
]
= vec(R)TGkvec(Qξ(0)ξ(0)TQT) + μvec(R)T
⎛⎝k−1∑
i=0
Gi
⎞⎠ vec(R). (12)
The necessary and sufficient condition for mean square consentability ρ(G) < 1, as per Definition 1,
implies that limk→∞Gk = 0 and∑∞i=0 Gi = (I(N−1)2 − G)−1. 
Wenote that, if theprotocol is notmean square consentable, then the limit in Eq. (10) goes to infinity
and hence steady state mean square deviation is not defined. We comment that the relation between
the boundedness of the disagreement dynamics and the mean square consentability is similar to the
classical equivalence of bounded-input–bounded-output stability and internal exponential stability of
deterministic linear systems, see for example [33].
Proposition 2. Consider a consensus protocol as in Eq. (3) that is mean square consentable. If the matrix
G in Eq. (8) is symmetric, the steady state mean square deviation is given by
δ = μ
N2∑
j=1
((
v(j)
)T
vec(R)
)2
1 − λ(j) , (13)
where v(j) ∈ RN2 and λ(j) ∈ R are corresponding eigenvectors and eigenvalues of G.
Proof. The proof follows directly from Eq. (9) by using the spectral decomposition of G, see for exam-
ple [34]. 
We call G the second moment matrix for the consensus protocol in Eq. (3) and notice that the
disagreement dynamics of this system is largely influenced by G, see Eqs. (7) and (9).
3. Analysis of protocols over conspecific agents
In this section, we specialize the results for general stochastic consensus protocols to groups of con-
specific agents using the statematrixW = IN −M defined in Eq. (1). We derive closed form results for
the asymptotic convergence factor and steady state mean square deviation in terms of the consensus
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protocol parameters based on the secondmoment matrix. In the considered class of consensus proto-
cols, the stochastic updating of the state matrix is fully defined by the bivariate distribution fD,E(d, ε)
that relates the random variablesD and E . Therefore, the established closed form results are only func-
tions of the group size N and fundamental moments of fD,E(d, ε). As an illustration of the generality
of these protocols, we present three exemplary cases of the random variablesD and E which generate
strikingly different protocols existing in the literature on consensus, studied in [16], [19], and [7,18],
respectively.
3.1. Closed form results
To compute the eigenstructure of the secondmomentmatrix, wewrite the secondmomentmatrix
in Eq. (8) for protocols over conspecific agents as
G = (R ⊗ R)(IN2 − E[M] ⊕ E[M] + E[M ⊗ M]). (14)
The following proposition uses the structure ofM to write G in a block matrix form.
Proposition 3. For a consensus protocol over conspecific agents defined in Eq. (1)with N  3, the second
moment matrix G in Eq. (14) is written as
G =
(
1 − Nφ1
N − 1
)2
(R ⊗ R) + (IN ⊗ R)F, (15)
where
F = φ
2
1
(N − 1)2 F
(1) + φ2
N − 2F
(2) + φ3
(N − 1)(N − 2)F
(3),
andφ1 = E[ED],φ2 = E[E2D2], andφ3 = E[E2D]. Thematrices F(1), F(2), and F(3) have diagonal blocks
F
(1)
ii = − IN − N(N − 2)ei(Rei)T,
F
(2)
ii =
1
N
IN + N
2 − 3N + 1
N − 1 ei(Rei)
T,
F
(3)
ii = −
1
N
IN + ei(Rei)T,
and offdiagonal blocks with i = j
F
(1)
ij = − IN + Nei(Rei)T + Nej(Rej)T,
F
(2)
ij =
1
N
IN + 1
N − 1ei(ei − ej)
T − 1
N − 1Nei(Rei)
T − ej(Rej)T,
F
(3)
ij = −
1
N
IN + ei(ei − ej)T + (Nei + ej)(Rej)T.
In addition, the matrices G and (IN ⊗ R)F(i) for i = 1, 2, 3 are symmetric.
Proof. The expected value of any diagonal entry ofM, say the ith, is
E[Mii] =
N−1∑
r=0
∫
R
fD,E(r, ε)dε = E[ED] = φ1, (16)
wherewe introduce the symbolφ1 to identify the quantity E[ED]. Since all the agents are by construc-
tion not distinguishable, all the offdiagonal elements of E[M] are equal, which in light of Eqs. (2) and
(16) implies
E[M] = Nφ1
N − 1R. (17)
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The elements of E[M ⊗M] have the form E[MijMst], as per the definition of the Kronecker product
which imposes a block structure in E[M ⊗ M]. These elements can be partitioned into nine distinct
cases, for index values
(1) i = j, s = t, i = s (4) i = j, i = s, s = t (7) i = j = s = t
(2) i = j, i = s, j = t (5) i = j, i = s, s = t, j = t (8) i = j = s, s = t
(3) i = j, i = s, s = t (6) i = j, i = s, s = t (9) i = j, i = s = t
which we denote, respectively, α1, . . . , α9. We define the moments of fD,E(d, ε) as φ2 = E[E2D2]
and φ3 = E[E2D]. The first case α1 encompasses terms of the form E[MiiMss] where i = s. By
independence of the rows of E[M ⊗ M], α1 = E[ED]2 = φ21 . The second case comprises the ijth
term in the ijth offdiagonal block, that is, when i = j. Following the same line of argument as per the
offdiagonal entries of E[M], these terms are equal to α2 = φ3/(N − 1). The third case encompasses
offdiagonal entries in diagonal blocks that donot reside in the ith row,which equalα3 = −φ21/(N−1).
Similarly, α4 = −φ21/(N − 1), α5 = (φ2 − φ3)/((N − 1)(N − 2)), α6 = φ21/(N − 1)2, α7 = φ2,
α8 = −φ2/(N − 1), and α9 = −φ2/(N − 1).
As an illustration of the block structure of these assembled terms, E[M ⊗ M] with N = 3 is⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
α7 α8 α8 α9 α2 α5 α9 α5 α2
α3 α1 α3 α6 α4 α6 α6 α4 α6
α3 α3 α1 α6 α6 α4 α6 α6 α4
α4 α6 α6 α1 α3 α3 α4 α6 α6
α2 α9 α5 α8 α7 α8 α5 α9 α2
α6 α6 α4 α3 α3 α1 α6 α6 α4
α4 α6 α6 α4 α6 α6 α1 α3 α3
α6 α4 α6 α6 α4 α6 α3 α1 α3
α2 α5 α9 α5 α2 α9 α8 α8 α7
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (18)
In general, the N × N diagonal blocks E[M ⊗M]ii and offdiagonal blocks E[M ⊗M]ij with i = j are
written as
E[M ⊗ M]ii = Nφ
2
1
N − 1
(
R − ei(Rei)T
)
+ Nφ2
N − 1ei(Rei)
T, (19)
E[M ⊗ M]ij = − Nφ
2
1
(N − 1)2
(
R − ei(Rei)T
)
+ φ2
(N − 1)(N − 2)ei(1N − ej − (N − 1)ei)
T
+ φ3
(N − 1)(N − 2)ei(ei − 1N + (N − 1)ej)
T. (20)
The statement of the proposition in Eq. (15) follows directly from substituting thematrices in Eqs. (17),
(19), and (20) into the definition of G in Eq. (14). Note that the expected value ofM contributes only to
the first summand in the right hand side of Eq. (15), while E[M ⊗ M] contributes to both summands,
that is, (R⊗ R)(E[M] ⊕ E[M]) = 2Nφ1
N−1 (R⊗ R) and (R⊗ R)E[M ⊗M] =
(
Nφ1
N−1
)2
(R⊗ R)+ (IN ⊗ R)F .
The symmetry of G and (IN ⊗ R)F(i) for i = 1, 2, 3 is verifiable through direct computation; note
that this does not imply that E[W ⊗ W] is symmetric. 
We notice that the arithmetic mean of the state vector x¯(k) is not necessarily constant for every
k, as in general 1TNW(k) = 1TN . However, for protocols over conspecific agents, Eq. (17) states that
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1TNE[W] = 1TN and thus E[x¯(k)] = x¯(0). In other words, x¯(k) is an unbiased estimator of x¯(0), see for
example [7].
The eigenvalues of the symmetricmatricesG and (IN ⊗R)F are related by the following proposition.
Proposition 4. For a consensus protocol over conspecific agents with N  3 and matrices F and G as in
Proposition 3, Ker(R⊗R) ⊂ Ker((IN ⊗R)F). In addition, if v ∈ (Ker(R ⊗ R))⊥ is an eigenvector of (IN ⊗
R)F with eigenvalue λ̂ ∈ R, then v is an eigenvector of G with eigenvalue λ = (1 − Nφ1/(N − 1))2 + λ̂.
Proof. The proof follows that of Proposition 3 in [16]. 
Theorem 1. For a consensus protocol over conspecific agents defined in Eq. (1) with N  3, the second
moment matrix G has eigenvalues
λ(1) = 0, (21a)
λ(2) = 1 − 2Nφ1
N − 1 +
2Nφ21
(N − 1)2 + φ2 −
φ3
N − 1 , (21b)
λ(3) =
(
1 − Nφ1
N − 1
)2
, (21c)
λ(4) = 1 − 2Nφ1
N − 1 +
Nφ21
(N − 1)2 + φ2 + φ3, (21d)
and the spectral radius of G is ρ(G) = λ(4).
Proof. To demonstrate the theorem, we first find eigenvalues and corresponding eigenvectors of
(IN ⊗ R)F , then use Proposition 4 to write the eigenvalues and eigenvectors of G. The eigenvalues
are compared to ascertain the spectral radius of G.
From Proposition 4 and Remark 1, we know that λ(1) = 0 is an eigenvalue of both (IN ⊗ R)F and
G with corresponding eigenspace Ker(R ⊗ R), which we define to be 
(1) for consistency with the
notation used in [16]. It can be verified that
λ̂(2) = −N(N − 2)
(N − 1)2 φ
2
1 + φ2 −
1
N − 1φ3,
λ̂(3) = 0, λ̂(4) = − N
N − 1φ
2
1 + φ2 + φ3
are eigenvalues of (IN ⊗ R)F , which correspond, respectively, to eigenvectors v = [vT1 . . . vTN]T in the
eigenspaces

(2) =
⎧⎨⎩v ∈ RN2 : vi = γiRei − 1N
N∑
j=1
γjRej, with
γ1, . . . , γN ∈ R such that
N∑
j=1
γj = 0 for i = 1, . . . ,N
⎫⎬⎭ ,

(3) =
⎧⎨⎩v ∈ RN2 :
N∑
i=1
vi = 0N, vTi 1N = 0, eTi vi = 0, for i = 1, . . . ,N
⎫⎬⎭ ,

(4) =
{
v ∈ RN2 : v = γ vec(R) with γ ∈ R
}
.
Using Proposition 4, we rewrite λ̂(2), λ̂(3), and λ̂(4) as the eigenvalues of G, that is, λ(2), λ(3), and λ(4)
in Eqs. (21b)–(21d), with corresponding eigenspaces 
(2), 
(3), and 
(4). It can be verified that the
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eigenspaces
(2),
(3), and
(4) are orthogonal to
(1) and that their dimensions areN−1,N2−3N+1,
and 1, respectively. These dimensions sumwith that of 
(1) to equal N2, and therefore, the dimension
of each eigenspace is equal to the multiplicity of its corresponding eigenvalue. Using the inequality
φ21  φ2  (N − 1)φ3, it follows that λ(4) is the spectral radius of G. 
From Eq. (7), the asymptotic convergence factor for a protocol over N  3 conspecific agents is
ra = λ(4) = 1 − 2Nφ1
N − 1 +
Nφ21
(N − 1)2 + φ2 + φ3. (22)
WhenN = 2, agents’ neighbor selection is deterministic and the spectral radius of the secondmoment
matrix is ra = 1 − 4φ1 + 2φ21 + 2φ2.
When ra < 1, then the steady state mean square deviation is computed by using Eq. (13) in
Proposition 2, since G is symmetric as stated in Proposition 3. Therefore,
δ = μ(N − 1)
1 − λ(4) =
μ(N − 1)3
2N(N − 1)φ1 − Nφ21 − (N − 1)2(φ2 + φ3)
, (23)
where we have substituted normalized eigenvectors from 
(i) and eigenvalues λ(i) with i = 1, . . . , 4
into Eq. (13). We note that the fact that only λ(4) contributes to Eq. (23) is due to the orthogonality
of the eigenspaces and the definition of 
(4). This further implies that the mean square deviation
E
[
‖ξ(k)‖2
]
in Eq. (12) becomes
E
[
‖ξ(k)‖2
]
=
(
λ(4)
)k ‖ξ(0)‖2 + (N − 1)μ k−1∑
i=0
(
λ(4)
)i
. (24)
Eqs. (22) and (23) show that increasing the consensus speed directly benefits the consensus protocol
performance against noise. The quantities ra and δ depend on group size N and the parameters φ1, φ2,
and φ3, which relate the network communication topology and the state updating for this consensus
protocol. Although this analysis focuses on the spectral radius of the second moment matrix, the
identified eigenstructure in Theorem 1 lends itself to extending this problem to the synchronization
of coupled dynamical systems.
We note that, if the random variable E is bounded in a range considerably smaller than 1, then
φ1  φ21 , φ2, φ3 and Eqs. (22) and (23) simplify to
ra  1 − 2Nφ1
N − 1
and
δ  μ(N − 1)
2
2Nφ1
.
These quantities can be directly obtained from Eqs. (7) and (9) upon neglecting the second moment
in the definition of G in Eq. (14). This case corresponds to a so-called fast switching scenario, see
for example [8,27,35,36], where information sharing is controlled by the expected value of the state
matrix (IN − M). In other words, the system dynamics is virtually equivalent to a consensus protocol
executed over an all-to-all communicationnetwork,where links areweighted byφ1/(N−1) according
to Eq. (17). Therefore, the system is mean square consentable for a sufficiently small range of variation
of E and mean square consentability may be lost as this range is extended.
It is worth noticing that, for groups comprised of a large number of agents, Eqs. (22) and (23) can
be approximated by
ra  1 − 2φ1 + φ2 + φ3 (25)
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and
δ  μN
2φ1 − φ2 − φ3 .
This shows that for consensus protocols over conspecific agents the asymptotic convergence factor
approaches a coefficient that only depends on fundamentalmoments of fD,E(d, ε). Similarly, themean
square deviation scales linearly with the group size unlike deterministic networks that generally show
mean square deviations with more pronounced dependence on the group size as illustrated in [32].
Moreover, for large groups of networked agents, the result in Eq. (22) can be specialized to the case
when the weights ascribed to neighbors is a function of the neighbor set cardinality. In this case,
E = g(D) where g is function from {0, . . . ,N − 1} to R and the asymptotic convergence factor in
Eq. (25) equals
ra = 1 +
N−1∑
r=0
(
−2rg(r) + rg(r)2 + r2g(r)2
)
fD(r).
This quantity is minimized by g(r) = 1/(1+ r) and the minimum value is ra = 1+∑N−1r=0 (r(r − 2)
fD(r)/(r + 1)2
)
. This optimal case corresponds to each agent weighting its state and the states of
its neighbors equally in an “egalitarian” weighting regime. It is worth noticing that this condition
reproduces the updating protocol selected in [37] that induces nonnegative state matrices.
3.2. Exemplary protocols
Through the definition of fD,E(d, ε), protocols over conspecific agents formally define a relationship
between the communication network topology and the weights ascribed to neighbors in the updat-
ing protocol. The following examples illustrate the specialization of this class of protocols to known
consensus problems, see [16], [19], and [7,18].
The consensus protocol in [16] requires that the number of neighbors of every agent is constant
and the weight ascribed to neighbors is positive and constant. This protocol can be written in terms
of conspecific agents by defining D and E to both be constant, that is, D = n ∈ {0, 1, . . . ,N − 1} and
E = εˆ ∈ R+. In this case, the moments of fD,E(d, ε) are
φ1 = εˆn, φ2 = εˆ2n2, φ3 = εˆ2n.
We comment that, setting n = 1, this protocol is equivalent to a synchronous gossip algorithm in
which every agent communicates simultaneously with one randomly selected neighbor and updates
its state accordingly [38]. The asymptotic convergence factor and steady state mean square deviation
in Eqs. (22) and (23) are specialized as
ra = 1 − 2Nnεˆ
N − 1 + εˆ
2
(
n2 + n + Nn
2
(N − 1)2
)
and
δ = μ(N − 1)
3
2N(N − 1)εˆn − εˆ2(n2(N2 − N + 1) + n(N − 1)2) .
In this protocol, communication links are inherently dependent, as a link activation is affected by the
presence of other links through the constraint imposed on the neighbor set cardinality. We note that
spectral properties of realizations of W are recently reported in [39]. This protocol can be viewed as
a model of collective behavior in animal groups, where n is the so-called numerosity, the species-
dependent upper limit on the perception of specific numbers, see for example [20–22]. We comment
that the assumption of a constant and fixed value for the numerosity may be released by defining
the degree distribution of conspecific agents as a bounded random variable and further adhesion
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to practical conditions may be achieved by adjusting the weight update to simulate complexity in
processing information from a larger pool of neighbors.
The consensus protocol in [19] describes updating of agents communicating over a switching di-
rected Erdo˝s–Rényi random network. While the communication links in [19] have a directed Erdo˝s–
Rényi randomtopology andare therefore constructed independently of one another, theweight update
is dependent on the communication structure. In particular, every two agents share a directed com-
munication link with equal probability p and the weight every agent assigns to its neighbors equals
the inverse of the cardinality of its neighbor set plus one. This strategy can be cast into a protocol over
conspecific agents by assigning to D a binomial distribution with parameters N − 1 and p and setting
E = 1/(1 + D). In this case, the moments of fD,E(d, ε) are
φ1 = 1 − 1 − (1 − p)
N
Np
,
φ2 = 1 − 21 − (1 − p)
N
Np
+ (1 − p)N−1H(p,N), (26)
φ3 = 1 − (1 − p)
N
Np
− (1 − p)N−1H(p,N),
where
H(p,N) =
N−1∑
i=0
1
(i + 1)2
(
N − 1
i
)(
p
1 − p
)i
is the generalized hypergeometric function 3F2
(
1, 1, 1 − N; 2, 2; p
p−1
)
with
(
b
a
)
= b!
a!(b−a)! using the
notation in [19]. We notice that the matrix in Fig. 1 of [19] is a specialization of the matrix exemplified
by Eq. (18) with elements α1, . . . , α9 defined with φ1, φ2, and φ3 from Eq. (26). The asymptotic
convergence factor and steady state mean square deviation in Eqs. (22) and (23) for this protocol are
written as
ra = (p − 1 + (1 − p)
N)(−N(N − 2)p − 1 + (1 − p)N)
N(N − 1)2p2 (27)
and
δ = −μN(N − 1)
3p2
(Np − 1 + (1 − p)N)((1 + N − N2)p − 1 + (1 − p)N) . (28)
Analternative consensusprotocol basedon switchingErdo˝s–Rényi topologies canbe found in [7,18]
as a special instance of a general scenario in which the probability of link activation may vary in the
network. Similarly to the protocol in [19], every two agents share a directed communication link with
equal probability p, but, in this case, the weight every agent assigns to its neighbors is constant and
equal to εˆ ∈ R. This protocol corresponds to D having a binomial distribution with parameters N − 1
and p and E = εˆ. Thus, the moments of fD,E(d, ε) are
φ1 = (N − 1)pεˆ, φ2 = ((N − 2)p + 1)(N − 1)pεˆ2, φ3 = (N − 1)pεˆ2
and the asymptotic convergence factor and steady state mean square deviation in Eqs. (22) and (23)
are given by
ra = 1 − 2Npεˆ + pεˆ2
(
N2p + 2(N − 1)(1 − p)
)
(29)
and
δ = μ(N − 1)
2Npεˆ − pεˆ2 (N2p + 2(N − 1)(1 − p)) . (30)
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Eq. (29) is in agreement with the rate of decay of themean square error reported in Eq. (8) of Theorem
1 in [40] which provides the foundations for [7], thus further confirming the accuracy and generality
of the presented results.
We note that the closed form results for ra and δ in Eqs. (27), (28), (29), and (30) are valid for any
selection of the link probability p. This differs from the closed form results in [14], which assume the
network to be undirected and p be close to 1. Indeed, the approach presented in [14] makes use of
perturbation methods to derive handleable expressions for the convergence factor that are linear in
the so-called link failure probability, (1 − p).
4. Numerical illustration
In this section,wenumerically validate the closed formexpressions for ra andδ throughMonteCarlo
simulations on the protocol in Eq. (1) in the absence and presence of additive noise. In addition, we
provide insight into the range of applicability of these results when compared to existing approaches,
see for example [7–10,15,16,18,19,37].
As a venue to explore consensus over conspecific agents, we define a joint distribution for N = 10
agents
fD,E(d, ε) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1/10, for d = 0, ε = 0.1,
1/10, for d = 2, ε = 0.1,
1/10, for d = 0, ε = 0.6,
7/10, for d = 2, ε = 0.6,
(31)
which embodies characteristics unique to these protocols. The probability mass function fD,E(d, ε)
defined in Eq. (31) is selected to capture a variety of agents’ traits, from empty to nonempty neighbor
sets and from smaller to larger values of the weight update. In particular, for a given realization of D
and E , an agent is likely to have d = 2 and ε = 0.6; thus, it is likely to have a nonempty neighbor set
and to be more amenable to compromise with its neighbors. On the other hand, an agent is less likely
to have either no neighbors or to be not amenable to compromise with its neighbors.
In the simulation study on this exemplary protocol, initial conditions for the agents are selected
randomly in the interval [0, 1] and are held constant for all replicate simulations. In addition, the
sequence of state matrices W(k) is maintained for simulations with and without additive noise. For
every time step,we compute the normof the disagreement vector for 100 realizations of the consensus
protocol in the absence of additive noise, see Fig. 1a. We calculate a best fit line of the mean square
deviation in logarithmic scale for the time steps [35,45] to exclude transients. We notice that the
averageof‖ξ (k)‖2 over all simulationsdecays exponentially as0.361k and thevalue for ra is 0.359 from
Eq. (22). Similarly to this analysis,we compute thenormof thedisagreement vector for 100 simulations
in the presence of additive noise withμ = 8.33×10−4, see Fig. 1b. To verify the analytical expression
for δ, the arithmetic mean value of ‖ξ(k)‖2 at the representative instant k = 45 is calculated over all
simulations. We find an average value of 0.0249 for this quantity, compared to 0.0249 from Eq. (23).
The close matching of the theoretical and numerical quantities in both the presence and absence of
additive noise confirms the analytical results. Matching between theoretical and numerical results is
further evidenced by the time trace of E[‖ξ(k)‖2] given by Eq. (24) and reported a solid curve in Fig. 1,
that is barely distinguishable from the average of replicate simulations bothwith andwithout additive
noise.
The selectionof fD,E(d, ε) inEq. (31) exemplifies the fact thatprotocols over conspecificagents allow
for state matrices which, to the best of our knowledge, are not considered by the consensus literature.
To differentiate thiswork from theprotocols over directednetworks in [7–10,15,16,18,19],we consider
realizations of the statematrix generated by fD,E(d, ε). Fig. 2 shows the first six realizations ofW(k) for
a single simulation of the protocol. As a preliminary insight, we note that consentability of protocols
over groups of conspecific agents does not necessitate the underlying communication network to be
strongly connected, which is when every pair of agents are connected by a directed path, or have a
spanning tree, which is when there is an agent who is connected to all other agents via a directed path,
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Fig. 1. Magnitude of the disagreement vector squared for 100 Monte Carlo simulations of the consensus protocol in Eq. (1) with
N = 10, fD,E (d, ε) defined in Eq. (31), and μ = 0 in (a) and μ = 8.33 · 10−4 in (b). Colored dots represent multiple realizations,
dashed black lines show the squared norm of the disagreement vector averaged over simulations, and solid orange lines show the
theoretical values for mean square deviation predicted by Eq. (24).
see [41], even if the expected matrix E[M] in Eq. (17) corresponds a complete graph. For the networks
in Fig. 2, only that corresponding to k = 6 is strongly connected and the minimum number of trees
required to span the network is greater than one for k = 1, . . . , 5. In fact, the networks at k = 3 and
4 are not weakly connected, which is when every pair of agents are connected by a undirected path,
as evidenced by isolated vertices in the networks.
We notice that consensus protocols over conspecific agents do not require that ε be constant as in
[7,13,14,16] or taken as a function of d as in [19,37]. Conversely, these protocols represent specializa-
tions of consensus over conspecific agents as discussed in Section 4. In Eq. (31), D and E are defined
to be dependent unlike all protocols we are aware of in the literature. Furthermore, formation of com-
munication links for consensus protocols over conspecific agents are not required to be independent
as in [7,8,11,18,19], where link activation is described by a probability matrix that in its most funda-
mental instance yields directed Erdo˝s–Rényi random networks. Here, links can be correlated based on
the agents’ traits, see for example [16].
In addition, consensus over conspecific agents does not prohibit negative entries of the statematrix
as in [8–10,15,19],which is illustratedbyagentswith traitsd = 2andε = 0.6. Suchagents, for example
agent 1 at k = 1, contribute negative diagonal entries to W(k). Moreover, consensus protocols over
conspecific agents do not require that the eigenvalues of each realization of the state matrix W are
within the unit circle of the complex plane, thus allowing for realizations of W that, not only do
not support consensus, but may actually inflate the disagreement dynamics. In Fig. 2, the spectral
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Fig. 2. Weighted directed communication networks representing W(k), k = 1, . . . , 6, for a single simulation of the consensus
protocol in Eq. (1) with N = 10 and joint distribution defined in Eq. (31). Solid edges refer to communication weighted by ε = 0.1
and dashed edges refer to communication weighted by ε = 0.6.
radius of W(k) equals one for k = 1, . . . 5, and equals 1.025 for k = 6. This illustrates that the
expected properties of the state matrix ultimately dictate the consensus dynamics, rather than any
given realization of the protocol for which error in the system may remain constant or even grow.
5. Conclusions
In this paper, we have defined a class of consensus protocols over stochastically switching, directed,
andweighted network topologies in terms of jointly distributed random variables.We have calculated
closed form expressions for the asymptotic convergence factor and steady statemean square deviation
in the absence and presence of additive noise. These expressions are based on fundamental moments
of the random variables underlying the consensus protocol and the group size. Analytical results have
been validated by numerical simulation on representative consensus protocols within the considered
class and compared against available closed form results.
The protocol defined in this work stems from the seminal work on consensus over undirected
randomnetworks [11], from the later results for directed andweightednetworks in [8], and fromrecent
protocolswhichcanbe subsumedhere suchas [7,19]. These results builddirectlyon thefindings in [16],
whichare limited to theasymptotic convergence factor for consensusproblemsover conspecificgroups
where the number of neighbors of each agent is fixed alongwith its weight update. The findings of this
work encompass a wide spectrum of protocols explored in the technical literature with implications
in biological and technological settings. These tractable expressions are amenable for performance
assessment and optimization of consensus protocols over random networks following the current
practice on static networks, see for example [42,43].
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