Bleher and Kuijlaars, and Daems and Kuijlaars showed that the correlation functions of the eigenvalues of a random matrix from unitary ensemble with external source can be expressed in terms of the ChristoffelDarboux kernel for multiple orthogonal polynomials. We obtain a representation of this Christoffel-Darboux kernel in terms of the usual orthogonal polynomials.
Introduction
Fix a Hermitian matrix A, and a function V (x) on R, which decays sufficiently fast. Consider the ensemble of n × n Hermitian matrices with the density function defined by p(M ) = c n · e − Tr(V (M)−AM) .
Here c n is the normalization constant,
where the integral is over all n × n Hermitian matrices. Due to the unitaryinvariance of the density function, we can assume without loss of generality that A is a diagonal matrix:
where a 1 ≥ a 2 ≥ · · · ≥ a n . When A = 0, the above ensemble is the standard unitary-invariant ensemble in the theory of random matrices [15] . The case when A = 0 is called a random matrix model with external source, and has been studied in, for example, [6, 18, 19, 3, 1, 5] . It is well known that, using the famous Harish-Chandra-Itzykson-Zuber integral [13, 14] , (1) induces the probability density function of the eigenvalues λ 1 ≥ · · · ≥ λ n of M given by p(λ) = C n · det(e aiλj ) 1≤i,j≤n
where C n = C n (a 1 , · · · , a n ) is the (different) normalization constant. In random matrix theory, one of the fundamental object of interest is the correlation functions of the eigenvalues. When A = 0, the correlation functions are expressible in terms of the Christoffel-Darboux kernel of the orthogonal polynomials with respect to the weight e −V (x) [15] . Using the Riemann-Hilbert problem (RHP) representation of orthogonal polynomials [12] , the asymptotics of orthogonal polynomials with respect to a general class of weights have been obtained [9, 10] , hence yielding limit theorems for correlation functions.
When A = 0, it was shown by Bleher and Kuijlaars [4] that the correlation functions of the eigenvalues can be expressed in terms of a kernel involving a sum of multiple orthogonal polynomials. This summation was further simplified by Daems and Kuijlaars [7] , yielding a Christoffel-Darboux formula for multiple orthogonal polynomials. The purpose of this paper is to re-express the Christoffel-Darboux kernel obtained by Daems and Kuijlaars in terms of orthogonal polynomials.
In order to state the result, we first discuss the result of [7] . Assume that n − r eigenvalues of A are zero. If A has no zero eigenvalue, then we can simply shift A by A − a 1 I and V (x) by V (x) − a 1 x. Assume further that all non-zero eigenvalues of A are simple:
where a 1 > a 2 > · · · > a r and a j = 0 for all j = 1, · · · , r. Where there are multiple eigenvalues, one obtain obtain the relevant result by taking limits such as a 1 → a 2 in the algebraic formulas below. Let Z be the solution to the following (r + 2) × (r + 2) RHP:
• Z(z) is analytic for z ∈ C \ R and is continuous up to the boudary,
• and
as z → ∞.
Here for z ∈ R, Z + (z) (resp. Z − (z)) is the limit of Z(w) as w → z where w is in the upper (resp. lower) half plane. It is known that the solution Z exists, is unique, and is expressed in terms of multiple orthogonal polynomials of type II [17] . Define the kernel
Note that since (1, 0, · · · , 0) t is a right eigenvector of J Z (x) corresponding to the eigenvalue 1, and (0, 1, e a1y , · · · , e ary ) is a left eigenvector of J Z (y) corresponding to the eigenvalue 1, the kernel K(x, y) is independent of the choice of the plus or the minus limits of Z(x) and Z(y). Daems and Kuijlaars [7] showed that the correlation functions of the eigenvalues of random Hermitian matrix with density (1) when A is of form (5) is expressible in terms of K. For example, the largest eigenvalue has the distribution
where K | (s,∞) is the operator on L 2 ((s, ∞)) whose kernel K(x, y). Let us compare the kernel K with the Christoffel-Darboux kernel for orthogonal polynomials. Let K 0 be K when A = 0, i.e. without any external source. Concretely, K 0 is expressed in terms of the following RHP. Let X be the solution to the following 2 × 2 RHP:
• X(z) is analytic for z ∈ C \ R and is continuous up to the boudary,
1 Throughout the paper I k denotes the k × k identity matrix. This is precisely the RHP for orthogonal polynomials [12] . Let π n (z) = z n + · · · be the monic orthogonal polynomial of degree n with respect to the weight e −V (x) :
Let κ n be the positive constant such that {κ n π n (z)} becomes a sequence of orthonormal polynomials. Then [12] ,
where the second column is given by the Cauchy transform of the first column times the weight e −V (x) . However we do not need the explicit form of the second column throughout this paper. Then
Now we state the result of this paper. Define the column vector of length r,
Also define the column vector
and set
Define an r × r matrix
Theorem 1. Let A be as in (5) . Then the matrix B is invertible and
From a standard linear algebra computation (see (59) below), the above result can also be written as
2 Usually K 0 is defined by the term e −V (x) replaced by e Note that the RHP (6) for multiple orthogonal polynomials are of size higher than 2, contrary to the RHP (10) for orthogonal polynomials which is of size 2. There have been many exciting recent progresses in solving k × k RHP asymptotically when k = 3, 4 (see for example, [3, 1, 5, 8, 11] ). Nevertheless the asymptotic study of RHP of general higher size is still a challenge. The main motivation of this paper is to find an expression of the correlation function involving only 2 × 2 RHP's.
A special case is the so-called spiked model of random Hermitian matrices with external source when n tends to infinity but r is kept fixed. In this case, the formula (19) seems well suited for the asymptotic analysis since the right-handside of (19) is of fixed rank r. In order to control this term asymptotically, one needs the first r sub-leading terms of orthogonal polynomials in the asymptotic expansion explicitly. This requires a refinement of the analysis [9, 10] . In the future work, we plan to work on this problem for general weight V (x). The particular case when V (x) = x 2 and also the Laguerre version of the problem have been studied in [2, 16] in the context of sample covariance matrices, which obtained various limit theorems and interesting phase transition phenomenon. The goal of the future work is to prove the universality for spiked model with general weight V . On the other hand, when the rank r of A grows with n, (19) does not seem to be suitable for asymptotic analysis as the rank of the righthand-side of (19) grows with n. For such case, one needs to analyze of the RHP (6) for multiple orthogonal polynomials directly, and [3, 1, 5] worked out such asymptotic analysis when V (x) = x 2 , and the half of the eigenvalues of A are zero and the other half are the same, say a.
The proof of the theorem is based on algebraic manipulations of RHP's.
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2 Proof of Theorem 1
Then M(z) solves a new RHP. Let X ij denote the (i, j)-entry of X and set
The matrix M(z) satisfies:
• M(z) is analytic for z ∈ C \ R and is continuous up to the boudary,
• and as z → ∞,
Here (7) are the same function. It will be clear in the below that the second column of this term plays a distinct role, and we denote it by
Since the term
is given by the multiple orthogonal polynomials of type II [17] , the term O(z −1 ) indeed have an asymptotic series in the powers of z −1 . Let
as z → ∞ for some constants ǫ j k , δ j ℓ , j = 1, · · · , r, k = 1, 2 and ℓ = 1, · · · , r. We solve M in terms of X. Write M in a block-form: let
where M (11) denotes the upper-left 2 × 2 block of M, and M (22) denotes the lower-right r × r block of M. The jump condition on M then becomes
for z ∈ R. Hence M (11) (z) is continuous on R and therefore is entire. As z → ∞, the RHP for X implies that z n X 22 (z) = 1 + O(z −1 ) and z n X 12 (z) = O(z −1 ), and hence
Let {b j } and {c j } be the coefficients of X 11 and X 21 :
Note that
From the Liouville's theorem, M (11) (z) is a polynomial. This polynomial is obtained by expanding out the expansions of ǫ k (z) and X ij (z) in (29), and collecting only the terms of non-negative powers of z. Explicitly, set
Then
where
The jump condition for M (12) is (see (28))
Here M
Using the Plemelj's formula for the solution of an additive RHP, we obtain
for z ∈ C \ R. Note that there is no additive term of an entire function in this formula due to the asymptotics
which follows from (24). This asymptotic condition, applied to (37), further implies that
From (33), the equations become
and
We will see (50) below that Q is invertible. Hence (43) and (33) imply that
Now consider M (21) . The jump condition (28) implies that M (21) (z) is an entire function. As z → ∞, from (24), we have
From the Liouville's theorem, M (21) (z) is a polynomial of degree at most r − 1, and is given by (recall (26))
where E(z) is defined in (35). The jump condition for
Using the asymptotic condition
the Plemelj's formula implies that
The asymptotic condition (46) further implies that
From (45), this implies that
where Q is in (41). This implies that Q is invertible, and
Therefore, combining (37), (43), (48) and (51), the matrix M(z) is given by given by
where we use the notation
Now consider the kernel (8) . From (21),
On the other hand, from (14),
Hence
Here in the last line, we replaced
since only the first two columns are needed when multiplied by the last vector, and the first two columns of M(z) are entire. Using the formula (52) for M, we obtain
Here note that since M(z) is invertible and det M(z) = 1, the last matrix in (52) is invertible and
Using the general identity
for an invertible matrix A and vectors w 1 , w 2 , we obtain
as defined in (16) . Set
We have
As
, the term in the (13)-block is
(see (17)). On the other hand, since the first row of D(z) is (1, 0) and r , if we remove the second and the last row (which is the (r + 3)rd row), and the second and the third column. Therefore, noting that the second row of D(z) is same as the first row of E(z) with r − 1 replaced by r, we arrive at the formula
The last line is an r × (r + 1) matrix times an (r + 1) × 2 matrix. Now
Therefore we obtain
since det U(y) = 1. Now we compute
n (z)X 11 (z) + P 
is of degree n−1. Hence it is a linear combination of the orthogonal polynomials π 0 (z), · · · , π n−1 (z). Define the real inner product,
Recalling that X 11 (z) = π n (z) and X 21 (z) = −2πiκ 
Noting that < π k , π k >= κ 
and t(z) is defined in (15) . From (41), this implies that
where B is defined in (18) . As Q is invertible, so is B. 
using (59). As det Q = (−2πi) r det(SB), we obtain from (64) that 2πi K(x, y) − K 0 (x, y) e V (x) = 2πiw(y) t B −1 t(x).
This completes the proof of the Theorem.
