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1. INTRODUCTION 
Functional equations of the form 
4x1 r i$@(x, ~9) + u(q(x, v))} 
in which p and q are known functions, and u is the unknown function, originate 
from multistage control processes of discrete type (see [I, 21). 
Bellman [3] showed that if p(.z, U) =: X* + vz and q(x, n) - x + an, then the 
functional equation has a unique solution u(x) = cxz (for some constant c) 
in a class of functions which pass through the origin, and amongst other things 
are strictly convex. Fischer [4] showed that convexity is sufficient for uniqueness, 
and that Bellman’s solution is a maximal solution. Walter [5] showed that all 
solutions are absolutely continuous on compact intervals, and constructed a 
family of nonquadratic solutions. 
If, for each X, q(x, V) as a function of o maps the real line R onto itself, then 
the above functional equation may be written in the form 
This paper shows that if the function f is nonnegative and f(b, b) = 0 for some 
b, then the classical iteration method leads, with suitable choice of initial function, 
to a maximal solution of (1). It is further shown that certain quite general 
properties off ensure that each solution u of (1) is absolutely continuous on 
compact intervals, and differentiable except on at most a countable set, where the 
left-hand and right-hand derivatives of u exist and the latter does not exceed the 
former. These results are applied to the quadratic case discussed above and 
further solutions are indicated. It is apparent that convexity in general does not 
producme uniqueness; in the quadratic case subtraction of a suitable convex 
function from each solution produces an equation of similar appearance with 
no convex solutions. 
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2. THE GENERAL EQUATION 
The general interchangeability of infima leads to the following result (in [5] 
this result is given in the quadratic case), which gives a tool for constructing 
new solutions of (1) from known solutions. 
THEOREM 1. Let f : R2 + R. Then the lower envelope of any family of solutions 
of (I), if it ex is s, t is also a solution of (1). 
Proof. If 2~~ (t E T) is a family of solutions of (I) then 
i:f z+(x) = i;f[i”,f(f(x, 71) + ut(v))] 
= i:f[f(x, v) + irjf ut(v)]. 
In the quadratic case a large class of initial functions leads, using the classical 
iteration method, to an upper solution of the functional equation (I), however, 
this solution is not unique. In the following theorem a smaller class of initial 
functions is shown to lead, under iteration, to an upper solution of the general 
functional equation (1). 
THEOREM 2. Let b E R. Let f: R2 - R be nonnegative and vanish at (6, b). 
If the initialfunctzon uO: R + R is defined so that u,(b) = 0, and 
%I(4 3 f (x9 b) (2) 
then the equations 
u,+dx) = $f{f (x, v) + u,(v)) (n = 0, I,...) (3) 
define a decreasing sequence of nonnegative functions u1 , ua ,...; this sequence con- 
verges to a nonnegative limit function T(f ), independent of the choice of u,, satisiying 
(2). T(f) is a solution of (1) and vanishes at b. 
If u is a solution of (I) and u(b) = 0, then 
- T(f) (x) G 4.4 < T(f) (4 
where 
J(x, Y) = f(Y) 4. 
Proof. It follows from (3) that 
ud4 <f(x, 6) + u,(b) < 49. 
If uk < z+-r then 
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so the sequence {Up} is decreasing. Also us(x) > 0, whence ur(x) >, 0, 
pa 3: O,.... Hence (~~(2)) is convergent. 
If wa(x) =f(x, b), and wr , wa ,... are defined by iteration as in (3), then 
whence repeated application of (3) implies 
u,(x) 3 f%(X) 3 %z+1(4 (n = 0, I,...). 
Hence the two sequences (Us> and { w, .r ( )> converge to the same limit T(f) (2). 
The sequence (U,(X)} is decreasing, and hence the limit may be taken under 
the infimum in (3) which proves that T(f) is a solution of (1). 
Let IL satisfy (1) and u(b) = 0. Then u < w,, , u < wr , u < wp ,..., u < T(f). 
Let E := --u. Then 
Let W,(X) :=J(x, b), and 
tTn+,(x) = i;f{j(x, V) + ?&(U)} (n = 0, I,... ). 
Then ii < @, , I < or, U < @a ,..., ti < T(f), and hence u > -T(f). 
COROLLARY. Let b E R, f be nonnegative, and f (b, b) = 0. In the class C of all 
functions with a zero at b, Eq. (1) h as a maximal solution u,, and a minimal solution 
u1 , so that if u is in C and is a solution of (1) then u1 < u < u0 _ 
Pro$ u, = T(f) and ur is the lower envelope of all solutions u in C. 
In the following gn denotes the nth iterate of the function g, g-l denotes the 
inverse of g, gpn denotes the nth iterate of g-l. 
LEMMA 1. LetbER.Letg: R- R be continuous, strictly increasing, g(x) > x 
for x :> b, g(x) < x for x < b, andg(b) = b. Let f: R2 + [0, so) be continuous in 
each place at (b, b); .f (x, g(x)) = 0 f or a 11 x; andfor each x, f (x, v) considered as a 
function of v, be decreasing when v < g(x) and increasing when v > g(x). 
Then u: R - R is a solution of (1) if and only if 
u(x) = inf (f(x, v) + u(v)), x 3 b, (4) 
b<e$kd 
44 = inf {f (x, v) + u(v)>, x < b, (5) 
g%)<v<b 
The minimal solution of (1) with a zero at b is the zero solution. 
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Proof. Equations (l), (4), and (5) each imply that U(X) < u(g(s)) and 
consequently U(X) > u@“(x)) (n = I, 2,...). But it also follows that 
-f (b, x) < u(x) - u(b) < f(x, b), 
which implies that u is continuous at b. Since b is an attractive fixed point of g t, 
g-“(x) -+ b as n---f co, and U(X) 3 u(b). 
Let x 3 b. Then f (x, V) + U(U), as a function of 21 in (-- cz, b], has its mini- 
mum value at u = b. If z’ >g2(x) then D = g’“(t) for some n ‘-‘r I and t in 
k(x>, g”(x)), and 
f (x, zg $ u(u) 2 f(X, t) --- u(t). 
Hence (1) and (4) are equivalent. 
Similarly when x < b, (1) and (5) are equivalent. 
LEMMA 2. Let f, g satisfy the hypotheses of Lemma 1. Let f (x, z) = 0 only 
when v =g(x). Let u: [b, a) + R, K = {k > b: u(k) = u(b)}, and g(K) = 
{g(k): k E K}. 
If u is a solution of (I) then K = g(K), andfor each k in K 
u(x) = inf if@, 4 + u(v)}, k ,< x <g(k). (6) 
~cs)gv<&d 
Conversely if K = g(K), and u is continuous at b, afld satisjes (6) for each k in K, 
then u is a solution of (4). 
Proof. Equation (1) implies u(b) < U(X) < U&(X)), so u(k) = u(b) implies 
u(gpl(k)) = u(b). And if u(k) = u(b) then the infimum in (1) when .t’ = k must 
occur at v = g(k), and so u(k) = u(g(k)); it follows that K L= g(K). 
Let k E K, and .Y E [k, g(k)]. Th en as a function of z, in [b, g(k)], the function 
f (x, v) + u(n) attains its minimum at o =-= g(k), and for v in [g2(k), 33) attains 
its minimum at o = g2(k). Hence (1) implies (6). 
Conversely (6) implies U(X) < u(g(x)) and the continuity of u at b implies 
U(X) > u(b). If x > b then x E [k,g(k)] f or some k in K, and repetition of the 
preceding argument shows that (4) holds. 
LEMMA 3. Let I C R and D be a set. Let p: I x D + R sati& the Lipschitx 
condition 
I p(x, v) - P(Y, v)I < c I x - Y I * 
Then, provided the injima exist, 
I $fP(x, v) - i;fp(y, v>l < c I x - y I . 
Proof. The desired inequality results from the application of the infimum 
over o to each expression in 
P(r, 4 - c I x - Y I < P(x, v) < P(Y, v) + c I x - ?’ . 
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In Theorems 3 and 4 sufficient conditions are given for the continuity of all 
solutions of the functional Eq. (1). Th ere may be an infinite number of continu- 
ous solutions as in the quadratic and absolute value cases given at the end of 
the paper. Note that even a discontinuous initial function u,, chosen to satisfy 
the inequality (2), will lead under iteration, to a continuous upper solution of (1). 
THEOREM 3. Let f : R2 + R satisfy the Lipschitz condition 
If u ,is a solution of (1) then 
whence u is absolutely continuous on compact intervals. 
THEOREM 4. Let f, g satisfy the hypotheses of Lemma 1. Let 8f (x, v)/ax be 
continuous. Then every solution of (1) is absolutely continuous on compact intervals. 
Proof. Let a > b. Then in the compact rectangle b < x < a, b < v <g”(a), 
Sf (x, v)/ax is bounded; and so f satisfies the Lipschitz condition of Theorem 3 
in the rectangle. But by Lemma I if b < x < a the infimum in (1) may be taken 
over b < v < g2(x), or b < v <g”(a). The result follows by Lemma 3. 
Let jr be an interval. The function F: I - R is convex if for each Y, s > 0 with 
rfs==l, 
F(rx + SY) ,< rF(x) + SF(Y), x, y E I. 
It is well known that a convex function on an open interval is absolutely conti- 
nuous on compact subintervals and is differentiable except at most on a countable 
set where its left-hand and right-hand derivatives exist, and at each point its 
left-hand derivative does not exceed its right-hand derivative. 
In Theorem 5 it is shown that the quadratic case, where solutions with cusps 
occur, is, in a sense, the worst case that can occur. Under quite general conditions 
it is shown that every solution of the functional Eq. (l), even a solution obtained 
by iteration starting from a discontinuous initial function 21s atisfying the inequa- 
lity (2), is continuous and differentiable, except possibly on a countable set of 
points. 
LEMMA 4. Let I be an interval and D be a set. If the functions p: I x D -+ R 
and q: I + R are defined such that q(x) - p(x, v) is convex in x for each v in D, 
then q(,x) - infp(x, a), provided the in$mum exists, is convex. 
Proof. If i(x, v) = q(x) - p( x,v an r,s>O,r+s==l,then ) d 
h(rx + SY, v) < rh(x, v) + SO, v) 
< r sy 4x, v) + s Sip h(y, 4 
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and the result follows by taking the supremum over u on the left-hand side of 
the last inequality. 
THEOREM 5. Let f, g satisfy the hypotheses of Lemma 1. Let 3f(x, v)/%x* be 
continuous. Then every solution u of (1) is absolutely continuous on compact intervals, 
and is dixerentiable except on at most a countable set where its left-hand and right- 
hand derivatives exist, and at each point its right-hand derivative does not exceed 
its left-hand derivative. 
Proof. Let c > b. Then there exists a constant M such that a”f(x, v)/ax2 < 
2M in the compact rectangle b < x < C, b < v <g”(c). Hence for each v in 
[b, g2(c)] the function Mx2 - f (x, v) - u(v) is a convex function of x in [b, c]. 
But when x is in [b, c] the infimum in (1) may be taken over b < v < g”(c), so 
that Mx2 - u(x) is convex in [b, c]. 
LEMMA 5. Let I be an interval and D be a set. If p: I x D + R, p(x, v) is an 
increasing (decreasing) function of x in I, then, provided the infimum exists, 
inf p(x, v) is increasing (decreasing) in I. 
Q 
THEOREM 6. If I is an interval, f : R2 -+ R and f (x, v) is a decreasing (increas- 
ing) function of x in I for each v in R, then every solution II of (1) is decreasing 
(increasing) in I. 
3. THE QUADRATIC EQUATION 
The functional equation 
u(x) = itfix + 2v2 + u(x + v)>, u(0) = 0, 
is typical. A more convenient form of this equation is 
u(x) = itf((2x - v)” + u(v)}, u(0) = 0; (7) 
it is obtained by replacing U(X) + x2 by U(X) and v by v - x. The maximal 
and minimal solutions of (7) passing through the origin are u(x) = 3x2 and 
u(x) = 0. Other solutions of (7) may be found by adding arbitrary constants to 
these two solutions and taking lower envelopes. Theorem 5 holds in this case 
so that each solution has all the properties postulated therein. As determined in 
[5], if KC R such that K = 2K = (2K: K E K}, then the function 
z&)(x) = h&3(x - h)2 
is a solution; this is immediately verified by interchange of infima. On the other 
hand, if u is a solution of (7) and K is the kernel of u then K = 2K and 0 < u < 
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uO; if 0 < E < 1 then standard methods employed in [4] and [5] show that 
24 2 l 11” implies 24 = u, . 
Finally, it is apparent that a family of solutions of (7) of the form ILL + c 
may be chosen so that the lower envelope of the family, which is also a solution, 
has a high degree of arbitrariness on any given interval (b, 2b]. 
4. THE ABSOLUTE VALUE EQUATION 
A typical example (see [2, Vol. 1, p. 1341) is 
44 = i;f{l x I + I v I + u(b + v>>, u(0) = 0. 
A more convenient form of this equation is 
u(x) = i;f{2 1 x [ + 1 2x - v 1 - I v 1 + U(V)}, u(0) = 0; 
it is obtained by replacing U(X) + / x 1 by u(x) and v by v - 2x. It follows from 
Lemma 1 that if x 2 0 the infimum may be taken over v > 0. In the first 
quadrant 2 I x I + 12% - v I - / v I is an increasing function of x, and hence 
every solution of (1) is increasing on [0, 00). It is not difficult to show that on 
[0, co) the only solutions are obtained from the maximal solution U(X) = 4 I x I 
and the minimal solution U(X) = 0 by adding arbitrary constants and taking 
lower envelopes. Exactly the same solutions occur on (-co, 01. It is apparent 
that the solutions are much better behaved than in the quadratic case. 
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