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In this thesis, we study the expected mean of the torsion angle of an n-step
equilateral random walk in 3D. We consider the random walk is generated within a
confining sphere or without a confining sphere: given three consecutive vectors Ð→e1 ,Ð→e2 , and Ð→e3 of the random walk then the vectors Ð→e1 and Ð→e2 define a plane and the
vectors Ð→e2 and Ð→e3 define a second plane. The angle between the two planes is called
the torsion angle of the three vectors. Algorithms are described to generate random
walks which are used in a particular space (both without and with confinement).
The torsion angle is expressed as a function of six variables for a random walk in
both cases: without confinement and with confinement, respectively. Then we find
the probability density functions of these six variables of a random walk and
demonstrate an explicit integral expression for the expected mean torsion value.
Finally, we conclude that the expected torsion angle obtained by the integral agrees
with the numerical average torsion obtained by a simulation of random walks with
confinement.
viii
Chapter 1
INTRODUCTION
1.1. Background and Motivation
Many studies have been done related to equilateral random polygons (also
called ideal random polygons) in recent years. One of the most common uses of
equilateral random polygons is to model ring polymers, where their segments are
not in direct contact and neither attract nor repel each other [13]. A good example
of an application is the study of the DNA molecule. There also exist some studies
that are focused on the geometric attributes of random polygons, for example the
average radius of gyration [3,4,15], the way of average crossing number grows
[2,7,9], and the average squared writhe [5,12]. Additionally, several methods exist
such as the hedgehog method [8], the crankshaft method [1,11], as well as the
generalized hedgehog method [14] that are all well tested by researchers and
believed to be the efficient methods [1] to generate equilateral random polygons.
The equilateral random polygons are often classified into two categories:
confined and unconfined. The equilateral random polygons with confinement, unlike
unconfined equilateral random polygons, have not been well studied. Most of the
existing research is based on numerical studies, for example, the calculations of the
average crossing number. Besides, there are also some studies focused on different
models of equilateral random polygons in spherical confinement. These studies are
based on explicit probability density functions for each step of the generation
process, which makes an analytic analysis possible. In this thesis we use this
method to study the torsion angle of random walks in a confining sphere.
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The study of random walks and polygons in confinement is motivated by
research related to the macromolecular self-assembly processes of the highly
compact packing of genomic material (long DNA) inside living organisms. This
process happens in the complex network of interactions in every organism. Even in
the case of a simple organism such as viruses, the DNA packing is of high density.
For example, in the prototypic case of the P4 bacteriophage virus, the 3µm-long
double-stranded DNA molecule is packed within a viral capsid with a caliper size of
about 50nm, corresponding to a 70-fold linear compaction.
1.2. Terminology
In this section we introduce basic terms and definitions. Let Ð→rk ,
k = 1,2,⋯⋯, n be n independent random vectors uniformly distributed on the unit
sphere centered at the origin O =X0. An equilateral random walk Wn of length n is
defined as a piecewise linear (polygonal) equilateral path where vertices are given by
Xi =Ð→r1 +Ð→r2 +Ð→r3 +⋯⋯+Ð→ri (1 ≤ i ≤ n). Let Wn=X0,X1,X2⋯⋯Xn be an equilateral
random walk on n + 1 vertices, and let V1, V2, V3, V4 be any four consecutive vertices
of the random walk Wn. The torsion angle (or dihedral angle) of V1, V2, V3, V4 is
defined as follows: If V1, V2, V3 or V2, V3, V4 are collinear, then the torsion angle is
zero. Now we assume that neither V1, V2, V3 nor V2, V3, V4 are collinear and we define
three vectors in R3 by Ð→e1 =ÐÐ→V1V2, Ð→e2 =ÐÐ→V2V3, and Ð→e3 =ÐÐ→V3V4. By our assumption the
vectors Ð→e1 ,Ð→e2 define a plane P1 and the vectors Ð→e1 ,Ð→e2 define a plane P2. The torsion
angle at
ÐÐ→
V2V3 is the angle between the planes P1 and P2, see Figure 1.2.1. Clearly
there are two supplementary angles between two intersecting planes and we have to
decide which of the two angles is the correct torsion angle. This can be done with
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the help of the normal vectors and the cross product. Let
Ð→
N1 and
Ð→
N2 be the normal
vectors of the planes P1 and P2, where
Ð→
N1 =Ð→e1 ×Ð→e2 and Ð→N2 =Ð→e2 ×Ð→e3 , see Figure
1.2.2. Here we view the same situation as in Figure 1.2.1 along theÐ→e2 =ÐÐ→V2V3-direction. We now define the torsion angle as the angle α′ between the
two normals. Since α1 + α = α1 + α′ = pi2 , then α = α′ , that is, the angle between the
two normal vectors is the torsion angle of these four consecutive vertices. From
Figure 1.2.2 we can see that the angle between the two normal vectors selects one of
the two possible choices of the angle between the two planes and it is now clear that
any value in the interval [0,pi] can be a valid torsion angle.
Figure 1.2.1. The torsion angle α is the angle between two planes P1
and P2.
The torsion angle of these four consecutive vertices (V1, V2, V3, V4) is defined
by:
Tor = cos−1 ( (e⃗1 × e⃗2) ⋅ (e⃗2 × e⃗3)∣(e⃗1 × e⃗2)∣ × (e⃗2 × e⃗3)). (1.1)
3
Figure 1.2.2. The two normal vectors
Ð→
N1 and
Ð→
N2.
The sum of all torsion angles of the random walk Wn is called the total
torsion Tortot(Wn), and the average torsion angle Torav(Wn) is defined by
Torav(Wn) = Tortot(Wn)
n − 2 .
We now introduce confinement into the definition of a random walk. Let SR be the
2-sphere with radius R ≥ 12 centered at the origin O. One way to introduce
confinement is by simply stating a random walk Wn as defined above is confined in
SR if all its vertices are contained in the confining sphere SR, that is for all i we
have ∣Xi∣ ≤ R. However, there is a second natural way to think about a confined
random walk by the following: Let X0, X1, ..., Xn be the (consecutive) vertices of
the random walk Wn defined as a Markov chain where each Xj+1 depends only on
Xj in the following way: once Xj is chosen, Xj+1 is chosen uniformly over the
portion of the unit 2-sphere centered at Xj that is contained within SR. The
advantage of thinking of the random walk Wn arising in this manner is that at each
4
step of the generating process we can write out the needed conditional probability
density functions. This in turn makes it possible to analyze geometric quantities of
random walks. In [6] such an analysis is carried out for curvature.
The goal of this thesis is to extend the results in [6] to torsion. In [6] an
analysis of the expected curvature angle of a random walk in confinement is derived.
Using the techniques and methods of [6,10] we could derive explicit integral
expressions for the expected value of the total torsion Tortot(Wn). This lead to an
expressions for Torav(Wn) a function that depends only on the radius R of the
confinement sphere. This thesis is organized as follows:
Chapter 2 discusses how a random walk is generated in a particular space.
Six variables are then used to express the torsion angle for a random walk without
confinement as well as with confinement in Chapter 3 and Chapter 4, respectively.
The conclusion is reported in Chapter 5.
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Chapter 2
A SIMPLE MODEL OF EQUILATERAL RANDOM WALKS
In this chapter we describe how to generate a random walk Wn (Section 2.1).
The case without confinement is considered in Section 2.2 followed by the case with
confinement in Section 2.3. A detailed analysis is provided in all three sections.
2.1. Creating a random walk of n steps
We use the following algorithm to generate a random walk.
Algorithm: Creating a random walk of n steps
(1). Set the starting point X0 = {x0, y0, z0}.
(2). Given an equilateral random walk X0,X1,X2,⋯,Xi where Xi = {xi, yi, zi} for
i < n, then pick Xi+1 on the unit sphere centered at Xi with uniform probability.
In the following we describe how to pick a point Xi+1 on the unit sphere
centered at Xi with uniform probability.
Initially, we assume that Xi is on the positive z-axis. Let Si be the unit
sphere at {0,0, u} where u = ∣Xi∣. Our goal is to pick a point Xi+1 on the unit sphere
Si with uniform probability.
A random point Xi+1 on this sphere is determined by two angles θ and φ,
where θ is the angle between the line OXi+1 and the positive z-axis (0 ⩽ θ ⩽ pi), and
φ is the angle between the projection line OXi+1 into the x − y plane and positive
x-axis (0 ⩽ φ < 2pi). Figure 2.1.1 shows the relationship between θ, φ, and Xi+1,
where Xi is the origin.
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Figure 2.1.1. Xi+1 is on the unit sphere centered at Xi and X ′i+1 is
the projection of Xi+1 into the x − y plane.
Figure 2.1.2. Rotation of arc ε
′
around z-axis creates the ε-band.
Let ε be any small interval on the z-axis contained in the interval [−1,1],
then this segment ε corresponds to a band on the sphere as shown in Figure 2.1.2.
We denote the band as ε-band.
Lemma 2.1.1. Each ε-band on the sphere has the same surface area, that is
its area only depends on the length of the ε-interval not its location on the z-axis.
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Proof. Each ε-interval on the z-axis corresponds to an arc ε
′
on the sphere in
the z − y plane, see Figure 2.1.3. A 360o rotation of the arc ε′ around the z-axis
creates the ε-band, see Figure 2.1.2.
Figure 2.1.3. Each ε-interval on the z-axis corresponds an arc ε
′
on
the sphere in the z − y plane.
For an ε-interval [a, b] ⊆ [−1,1], the arc ε′ in the y − z plane is defined by the
following
ε
′ = {(y, z)∣z2 + y2 = 1, b ≤ z ≤ a}. (2.1)
The surface area of the ε-band is given by
Sε−band = 2pi∫ a
b
f(z)√1 + [f ′(z)]2dz, (2.2)
where
f(z) = √1 − z2,
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then we have
f
′(z) = z√
1 − z2 .
After plugging in f(z) and f ′(z) to (2.2), we obtain
Sε−band = 2pi∫ a
b
√
1 − z2√1 + z2
1 − z2dz= 2pi∫ a
b
√
1 − z2√ 1
1 − z2dz= 2pi ∫ ab 1dz.
Therefore, the area of ε-band is following:
Sε−band = 2pi[z]ab = 2piε. (2.3)
So the surface area of the ε-band only depends on the length of ε, and does
not depend on the position of the ε-interval on the z-axis.
This finishes the proof. 
We now think of ε as being a very small number and the sphere as a disjoint
union of such ε-bands. Then by Lemma 2.1.1, we can pick a point on the unit
sphere Si with uniform probability by selecting any ε-band with uniform probability
and then by choosing a point on such an ε-band. In the limit case when ε→ 0, this
amounts to choosing a z-coordinate in [−1,1] with uniform probability and choosing
the angle φ in [0,2pi) with uniform probability. Note that the z-coordinate is given
by z = cos θ. Then to choose a point (θ, φ) on the sphere Si with uniform probability
we choose:
(1). cos θ with uniform probability in [−1,1].
(2). φ with uniform probability in [0,2pi).
9
The general case when Xi is not on the positive z-axis, is now handled as
follows:
(1). Rotate the walk X0,X1,⋯⋯Xi such that Xi is on the positive z-axis.
(2). Select Xi+1 as described, and let Xi+1 = {r sin θ cosφ, r sin θ sinφ, r cos θ}.
(3). Rotate the walk X0,X1,⋯⋯Xi,Xi+1 back such that Xi moves to its original
position.
2.2. Implementation of the algorithm to generate a random walk without
confinement
Below we provide a more detailed description of the algorithm.
Algorithm: Generating a random walk without confinement
Input: n=length.
(1). Set X0 = {x0, y0, z0}, where X0 = {x0, y0, z0} is any point in R3.
(2). For k = 0,1,2⋯⋯n.
2a. Let Xk = {xk, yk, zk} and ∣Xk∣ = r.
2b. Pick cos θ uniformly in [−1,1] and φ uniformly in [0,2pi).
2c. Let {a, b, c} = {0,0, r} + {r sin θ cosφ, r sin θ sinφ, r cos θ}.
2d. Set x = xk, y = yk and z = zk. Rotate {a, b, c} to Xk+1 by using the rotation
matrix M as Xk+1 =M ⋅ {a, b, c},
where M isRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRR
y2 + x2z√
x2+y2+z2
x2 + y2 xy(−1 +
z√
x2+y2+z2 )
x2 + y2 x√x2 + y2 + z2
xy(−1 + z√
x2+y2+z2 )
x2 + y2 x
2 + y2z√
x2+y2+z2
x2 + y2 x√x2 + y2 + z2− x√
x2 + y2 + z2 − x√x2 + y2 + z2 z√x2 + y2 + z2
RRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRR
,
such that M ⋅ {0,0, r} = {xk, yk, zk}.
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(3). Return all points: X0,X1⋯⋯Xn.
2.3. Generating a random walk with confinement
Compared to the random walk without confinement, the one with
confinement is more complicated. We have to consider the confinement limiting our
choice for a next step.
Algorithm: Generating a random walk with confinement
Input: n=length.
R=confinement radius.
(1). Set X0 = {0,0, 12}.
(2). For k = 0,1,2⋯⋯n.
2a. Let Xk = {xk, yk, zk} and ∣Xk∣ = r.
2b. Pick cos θ uniformly on [−1,1] if 0 ≤ r ≤ R − 1 and [−1, R2−r2−12r ] if
R − 1 < r ≤ R, pick φ uniformly on [0,2pi).
2c. Let {a, b, c} = {0,0, r} + {r sin θ cosφ, r sin θ sinφ, r cos θ}.
2d. Set xk = x, yk = y. Rotate {a, b, c} to Xk+1 by using the rotation
matrix M as Xk+1 =M ⋅ {a, b, c},
where M isRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRR
y2 + x2z√
x2+y2+z2
x2 + y2 xy(−1 +
z√
x2+y2+z2 )
x2 + y2 x√x2 + y2 + z2
xy(−1 + z√
x2+y2+z2 )
x2 + y2 x
2 + y2z√
x2+y2+z2
x2 + y2 x√x2 + y2 + z2− x√
x2 + y2 + z2 − x√x2 + y2 + z2 z√x2 + y2 + z2
RRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRR
,
such that M ⋅ {0,0, r} = {xk, yk, zk}.
(3). Return all points: X0,X1⋯⋯Xn.
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Figure 2.3.1. R − 1 ≤ r ≤ R, when ∣Xk+1∣ = R, θ has the minimum value.
The reader can see that the only difference to the unconfined case occurs is
step 2b, since there exists a confining sphere with radius R in this section. Let θ be
the angle between
ÐÐÐÐ→
XkXk+1 and ÐÐ→OXk. When ∣Xk+1∣ = R, θ has the minimum value
(Figure 2.3.1). By the Law of Cosines, we have
R2 = 12 + r2 − 2r cos(pi − θ),
or equivalently
cos θ = R2 − r2 − 1
2r
.
Thus, we pick cos θ uniformly from [−1, R2−r2−12r ] if R − 1 < r ≤ R.
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Chapter 3
THE TORSION ANGLE OF A RANDOM WALK
WITHOUT CONFINEMENT
In this chapter we begin the analysis of the torsion angle of the walk in
three-dimensions by considering the case without confinement. In this case we
already know the outcome of our analysis: The average torsion angle is
pi
2
.
Nevertheless, the formula and techniques introduced here are valuable since they
will also apply to the case of random walks with confinement.
3.1. Six parameters strategy and finding the coordinates of four
consecutive points
Let Wn be the random walk of length n without confinement. Consider four
consecutive points in Wn denoted Xk−1, Xk, Xk+1, and Xk+2. The approach we are
using will be same for the confined and for the unconfined case. We will express the
coordinates of the four points: Xk−1, Xk, Xk+1, and Xk+2 in terms of six variables
that need to be chosen when the random walk is constructed. We introduce these
variables in this section as they are needed. After a rotation of Wn around the
origin, we can assume without loss of generality that Xk−1 is in the x − z plane and
Xk is on the nonnegative z-axis. Let O be the origin and denote ∣Xk−1∣ = s, ∣Xk∣ = r,
∣Xk+1∣ = t, the angle between ÐÐÐÐ→XkXk+1 and ÐÐ→OXk as β1 ∈ [0, pi], the angle betweenÐÐÐÐÐ→
Xk+1Xk+2 and ÐÐÐ→OXk+1 as β2 ∈ [0, pi], the angle between the plane OXk−1Xk and the
plane OXkXk+1 as τ1 ∈ [0,2pi) , and the angle between the plane OXkXk+1 and the
plane OXk+1Xk+2 as τ2 ∈ [0,2pi), see Figure 3.1.1. The torsion angle at ÐÐÐÐ→XkXk+1 is
the angle between the plane Xk−1XkXk+1 and the plane XkXk+1Xk+2. In the
following, I show how to find the relative coordinates of these four points using only
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r, s, β1, β2, τ1, and τ2. We need to express the coordinates of these points in terms
of the choices we make when we generate the random walk. At each step of the
generation process we choose two angles. However, by our assumption we rotated
the segment
ÐÐÐÐ→
Xk−1Xk into the x − z plane. Then our parameters will be ∣Xk−1∣ = s,
∣Xk∣ = r and four angles β1, β2, τ1, and τ2: two angles for the generation of Xk+1 and
two angles for the generation of Xk+2. Once the coordinates of Xk−1, Xk, Xk+1, and
Xk+2 are known we can find the torsion angle.
Figure 3.1.1. Four consecutive points Xk−1,Xk,Xk+1, and Xk+2 in Wn.
By our assumption
Xk = {0,0, r}, (3.1)
for some r ≥ 0.
Since the length of each step is one unit and ∣Xk−1∣ = s, we can compute the
coordinates of Xk−1 = {xk−1, yk−1, zk−1} by looking at the intersection of two circles in
the x − z plane: The unit circle centered at Xk−1 and a circle of radius s centered at
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the origin. Then we can obtain the following equations:
⎧⎪⎪⎪⎨⎪⎪⎪⎩
x2k−1 + (zk−1 − r)2 = 1
x2k−1 + z2k−1 = s2.
Solving for xk−1 and zk−1 yields (Recall that by our assumption yk−1 = 0):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
xk−1 = 1
2r
√(2rs)2 − (s2 + r2 − 1)2
yk−1 = 0
zk−1 = s2 + r2 − 1
2r
.
We obtain
Xk−1 = { 1
2r
√(2rs)2 − (s2 + r2 − 1)2,0, s2 + r2 − 1
2r
}. (3.2)
To compute the coordinates of Xk+1 = {xk+1, yk+1, zk+1} we begin by shifting
Xk−1, Xk, Xk+1 down by r units, and we denote the shifted vertices by X ′k−1,
X
′
k = O, and X ′k+1, respectively. Denote the coordinates of X ′k+1 by {x′k+1, y′k+1, z′k+1},
see Figure 3.1.2,
Figure 3.1.2. X
′′
k−1 and X ′′k+1 are the projections of X ′k−1 and X ′k+1
into the x − y plane, ∠X ′′k−1X ′kX ′′k+1=τ1.
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then we have
cosβ1 = z′k+1.
Let q be the distance from X
′
k+1 to the z-axis, i.e. ∣X ′kX ′′k+1∣ = q, then
q = sinβ1.
If we project the point X
′
k+1 on the x-axis, we get a right triangle (Figure 3.1.3), so
Figure 3.1.3. The right angle formed by X
′
k,X
′′
k+1 and the x-axis.
sin τ1 = y′k+1
q
,
or equivalency
y
′
k+1 = sinβ1 sin τ1.
Similarly
cos τ1 = x′k+1
q
,
or equivalency
x
′
k+1 = sinβ1 cos τ1.
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We now have obtained the coordinates of X
′
k+1:
X
′
k+1 = {sinβ1 cos τ1, sinβ1 sin τ1, cosβ1}.
We know X
′
k+1 is shifted down by r units, so
Xk+1 = {0,0, r} +X ′k+1,
or equivalency
Xk+1 = {sinβ1 cos τ1, sinβ1 sin τ1, r + cosβ1}. (3.3)
Figure 3.1.4. Once β2 is chosen, the possible location of the vertex
Xk+2 are on a circle perpendicular to the ray ÐÐÐ→OXk+1.
Now we consider the next point Xk+2. Remember that β2 is the angle
between
ÐÐÐ→
OXk+1 and ÐÐÐÐÐ→Xk+1Xk+2, and realize that β2 fixes Xk+2 in one circle (Figure
3.1.4).
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The parametric equation of a circle in three-dimensional space is defined by:
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
x(τ2) = c1 + r1a1 cos τ2 + r1b1 sin τ2
y(τ2) = c2 + r1a2 cos τ2 + r1b2 sin τ2
z(τ2) = c3 + r1a3 cos τ2 + r1b3 sin τ2,
(3.4)
where {c1, c2, c3} is the center of the circle and r1 is its radius. The circle is in the
plane spanned by the perpendicular vectors aˆ = {a1, a2, a3} and bˆ = {b1, b2, b3}, see
Figure 3.1.4. Here we choose aˆ = {a1, a2, a3} and bˆ = {b1, b2, b3} as two unit vectors
perpendicular to the direction of
ÐÐÐ→
OXk+1 where aˆ’s direction is the same as for τ2 = pi
and bˆ’s direction is the same as for τ2 = pi/2. In addition, we require that aˆ and bˆ are
also perpendicular to each other, i.e. aˆ ⊥ bˆ. (We introduce the following notation:
for any vector Ð→v we denote the unit vector by vˆ , i.e. vˆ = Ð→v∣v∣).
We will find the aˆ, bˆ and {c1, c2, c3} as follows:
{c1, c2, c3} =ÐÐÐ→OXk+1 + cosβ2ÔXk+1. (3.5)
We now derive the value for {c1, c2, c3}. Since OXk+1Xk is a triangle, see
Figure 3.1.5, we have
∣Xk+1∣2 = 1 + r2 − 2r cos(pi − β1).
It follows that
∣Xk+1∣ = √1 + r2 + 2r cosβ1.
Since Xk = {0,0, r} and Xk+1 = {sinβ1 cos τ1, sinβ1 sin τ1, r + cosβ1}, we have:
ÐÐ→
OXk = {0,0, r}
and ÐÐÐ→
OXk+1 = {sinβ1 cos τ1, sinβ1 sin τ1, r + cosβ1}. (3.6)
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So
ÔXk+1 = ÐÐÐ→OXk+1∣ÐÐÐ→OXk+1∣= {sinβ1 cos τ1, sinβ1 sin τ1, r + cosβ1}√(sinβ1 cos τ1)2 + (sinβ1 sin τ1)2 + (r + cosβ1)2= {sinβ1 cos τ1, sinβ1 sin τ1, r + cosβ1}√
1 + r2 + 2r cosβ1= 1∣Xk+1∣{sinβ1 cos τ1, sinβ1 sin τ1, r + cosβ1}. (3.7)
Substituting (3.6) and (3.7) into (3.5) results in:
{c1, c2, c3} = {sinβ1 cos τ1, sinβ1 sin τ1, r + cosβ1}
+ 1∣Xk+1∣ ⋅ cosβ2{sinβ1 cos τ1, sinβ1 sin τ1, r + cosβ1}.
After simplifying this, we obtain:
{c1, c2, c3} = {(1 + cosβ2∣Xk+1∣ ) cos τ1 sinβ1,(1 + cosβ2∣Xk+1∣ ) sinβ1 sin τ1,
r + cosβ1 + (r + cosβ1) cosβ2∣Xk+1∣ }. (3.8)
Lemma 3.1.1. Let
ÐÐ→
DXk =ÐÐ→OXk − ÐÐ→OXk ⋅ÐÐÐ→OXk+1ÐÐÐ→
OXk+1 ⋅ÐÐÐ→OXk+1ÐÐÐ→OXk+1, then
{a1, a2, a3} = − ÐÐ→DXk∣ÐÐ→DXk∣ .
Proof. Let D be a point on the ray
ÐÐÐ→
OXk+1 such that ∠ODXk is a right angle
as showed in Figure 3.1.5. Note that this define D uniquely and that OD is equal to
OD = ∣ÐÐ→OXk∣ cos θ2, (3.9)
where θ2 is the angle between
ÐÐ→
OXk and
ÐÐÐ→
OXk+1. We have
cos θ2 = ÐÐ→OXk ⋅ÐÐÐ→OXk+1∣ÐÐ→OXk∣ ⋅ ∣ÐÐÐ→OXk+1∣ . (3.10)
Combining (3.9) and (3.10), we obtain
OD = ∣ÐÐ→OXk∣ ÐÐ→OXk ⋅ÐÐÐ→OXk+1∣ÐÐ→OXk∣ ⋅ ∣ÐÐÐ→OXk+1∣
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= ÐÐ→OXk ⋅ÐÐÐ→OXk+1∣ÐÐÐ→OXk+1∣ .
The vector projection of
ÐÐ→
OXk on
ÐÐÐ→
OXk+1 is obtained by scaling a unit vector such
that ÐÐ→
OD = ODÔXk+1,
where ÔXk+1 is a unit vector with the same direction as ÐÐÐ→OXk+1.
Figure 3.1.5.
ÐÐ→
XkD ⊥ ÐÐ→OD and θ2 =∠XkOD
Then we have the following: ÐÐ→
OD = ÐÐ→OXk ⋅ÐÐÐ→OXk+1∣ÐÐÐ→OXk+1∣
ÐÐÐ→
OXk+1∣ÐÐÐ→OXk+1∣= ÐÐ→OXk ⋅ÐÐÐ→OXk+1∣ÐÐÐ→OXk+1∣2 ÐÐÐ→OXk+1= ÐÐ→OXk ⋅ÐÐÐ→OXk+1ÐÐÐ→
OXk+1 ⋅ÐÐÐ→OXk+1ÐÐÐ→OXk+1.
Note that ÐÐ→
DXk =ÐÐ→OXk −ÐÐ→OD
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=ÐÐ→OXk − ÐÐ→OXk ⋅ÐÐÐ→OXk+1ÐÐÐ→
OXk+1 ⋅ÐÐÐ→OXk+1ÐÐÐ→OXk+1.
Since D̂Xk is a unit vector, then
D̂Xk = ÐÐ→DXk∣ÐÐ→DXk∣ .
The direction of the unit vector D̂Xk and aˆ are opposite, so
aˆ = −D̂Xk.
This finishes the proof. 
The cross product allows us to obtain the formula for bˆ:
{b1, b2, b3} = {c1, c2, c3} × {a1, a2, a3}∣{c1, c2, c3} × {a1, a2, a3}∣ . (3.11)
After using the Lemma 3.1.1, (3.11) and doing some algebra, we obtain
{a1, a2, a3} = 1∣Xk+1∣{(r + cosβ1) cos τ1, (r + cosβ1) sin τ1,− sinβ1} (3.12)
and
{b1, b2, b3} = {− √2(∣Xk+1∣ + cosβ2) sin τ1√
2 + ∣Xk+1∣2 + 4∣Xk+1∣ cosβ2 + cos 2β2 ,− √2(∣Xk+1∣ + cosβ2) cos τ1√
2 + ∣Xk+1∣2 + 4∣Xk+1∣ cosβ2 + cos 2β2 ,0}. (3.13)
The expressions for {a1, a2, a3} and {b1, b2, b3} are require more steps to
obtain (when compared with {c1, c2, c3}) and we leave the process to the reader.
Using (3.10), (3.11) and (3.12), we can obtain the coordinates of the last
vertex Xk+2 as an expression of s, r, β1, τ1, β2, τ2. The simplification process is left to
reader who should obtain as the final simplified expression the following:
Xk+2 = cˆ + sinβ2(aˆ cos τ2 + bˆ sin τ2)
= {cos τ1 sinβ1(1 + cosβ2∣Xk+1∣ ) + (r + cosβ1) cos τ1 cos τ2 sinβ2∣Xk+1∣−sinβ2 sin τ1 sin τ2(cosβ2 + ∣Xk+1∣)√(cosβ2 + ∣Xk+1∣)2 ,
sinβ1 sin τ1 + sin τ1(cosβ2 sinβ1 + (r + cosβ1) cos τ2 sinβ2)∣Xk+1∣
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+ cos τ1 sinβ2 sin τ2√(cosβ2 + ∣Xk+1∣)2 ,
r + cosβ1 + cosβ2(r + cosβ1) − cos τ2 sinβ1 sinβ2∣Xk+1∣ },
where ∣Xk+1∣ = √1 + r2 + 2r cosβ1. (3.14)
The above showed how s, r, β1, τ1, β2, and τ2 can be used to determine Xk−1
(3.2), Xk (3.1), Xk+1 (3.3) and Xk+2 (3.14) (up to rotation). From the introduction
and (1.1) we can thus compute the torsion tor(r, s, β1, τ1, β2, τ2) described by s, r,
β1, τ1, β2, and τ2. The exact formula is complicated and take up considerable space
and is given in Appendix I.
3.2. The needed probability density functions
The next task is to determine the probability density function (pdf) of each
of the six variables: s, r, β1, τ1, β2, and τ2. A probability density function of s will
not be needed in the unconfined case, since by a rigid motion of the whole random
walk, S can be fixed at any value we like. Compared to the other variables, the pdfs
of τ1 and τ2 are easy since they will not be influenced by s or r and both τ1 and τ2
are uniformly distributed on [0,2pi). Thus, the pdfs of τ1 and τ2 can be simply
represented by
e(τ1) = e(τ2) = 1
2pi
, for τ1, τ2 ∈ [0,2pi) (3.15)
On the other hand, the pdfs of β1 and β2 depend on r and s. However, when
there is no confinement sphere, β1 and β2 can be chosen with any value within
[0, pi]. Since after Xk has been fixed, Xk+1 could be any point on the unit sphere
centered at Xk. From Lemma 2.1.1 and the discussion following its proof we know
that we must pick a z-coordinate uniformly from [−1,1], the corresponding angle θ
is then computed as θ = cos−1(a), see Figure 3.2.1. For a fixed value of θ there is a
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circle of points on the sphere. By choosing φ uniformly from [0,2pi), a point on this
circle is chosen with unform probability. We know that cosβ1 can be chosen
uniformly in [−1,1].
Figure 3.2.1. θ = cos−1(a) and θ′ = cos−1(b)
Let β
′
1 be any nonnegative real number, then the cdf of β1 is given by
G(β1) = P (β ′1 ≤ β1)
= P (cosβ ′1 ≥ β1)
= ∣ cosβ1 − 1∣
1 − (−1)= 1 − cosβ1
2
,
where β1 ∈ [0, pi],
then the pdf
g(β1) = d
dβ1
(G(β1)) = sinβ1
2
,
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where β1 ∈ [0, pi].
Thus we obtain
g(β1) = sinβ1
2
, for β1 ∈ [0, pi]. (3.16)
Since there is no confining sphere, the process of deriving the pdf of β2 is the
same as that of β1. Therefore, the pdf of β2 is
h(β2) = sinβ2
2
, for β2 ∈ [0, pi]. (3.17)
Lemma 3.2.1. Let Xk be any point in Wn on the unit sphere centered at a
fixed Xk−1 with ∣Xk−1∣ = s and ∣Xk∣ = r. Then the conditional pdf of r given s is
i(r∣s) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
r
2s , for ∣s − 1∣ ≤ r ≤ s + 1;
0, otherwise.
Proof. Without loss of generality we assume that after a rotation around
origin Xk−1 is on the nonnegative z−axis such that Xk−1 = {0,0, s}. Let ∣MO∣ =m
and ∣Xk∣ = r, and let β1, µ be the angles between ÐÐÐ→OXk−1 and ÐÐÐÐ→Xk−1Xk, ÐÐÐ→OXk−1 andÐÐÐÐ→
Xk−1M , respectively (Figure 3.2.2).
Case (1). r > s + 1. Since M is on the unit sphere centered at Xk−1 and
m ≤ s + 1. Therefore, m is always less than r. The cumulative distribution function
(cdf)
I(r) = P (m ≤ r) = 1,
and the pdf is
i(r) = d
dr
(I(r)) = 0.
Case (2). r < ∣s − 1∣. Since ∣s − 1∣ ≤m, then m is always greater than r. As a
result, the cdf is
I(r) = P (m ≤ r) = 0,
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and the pdf is
i(r) = d
dr
(I(r)) = 0.
Figure 3.2.2. µ is the angle between
ÐÐÐÐ→
Xk−1M and ÐÐÐ→OXk−1, and ∣OM ∣ =m.
Figure 3.2.3. ∠MXk−1B = µ and ÐÐ→MB ⊥ Ð→OB.
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Case (3). ∣s− 1∣ ≤ r ≤ s+ 1, see Figure 3.2.3. There exists a △OXk−1M , by the
Law of Cosines we have:
m2 = 12 + s2 − 2s cos(pi − µ),
or equivalently
cosµ = m2 − s2 − 1
2s
.
There is no confinement, so we can choose ∣OB∣ − ∣OXk−1∣ uniformly from
[−1,1] (Figure 3.2.3), and the corresponding angle µ is then computed as
µ = cos−1(∣OB∣ − ∣OXk−1∣). Therefore cosµ is chosen uniformly from [−1,1].
Thus, the cdf is
I(r∣s) = P (m ≤ r)
= P (cosµ ≤ r2 − s2 − 1
2s
)
= r2−s2−12s − (−1)
1 − (−1)= r2 − (s − 1)2
4s
,
and the pdf is
i(r∣s) = d
dr
(r)) = r
2s
.
Therefore, we obtain
i(r∣s) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
r
2s , for ∣s − 1∣ ≤ r ≤ s + 1;
0, otherwise.
(3.18)
This finishes the proof. 
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3.3. The integral and numerical result
We now have all of the necessary probability density functions of the
variables r, β1, τ1, β2, and τ2, so we can find an integral expression for the expected
average torsion angle without confinement with the following theorem:
Theorem 3.3.1. The expected mean torsion of the simple 3-dimensional
random walk model without confinement is given by the following integral expression:
T3D = ∫ s+1∣s−1∣ ∫ 2pi0 ∫ pi0 ∫ 2pi0 ∫ pi0 tor × e(τ2)h(β2)e(τ1)g(β1)i(r∣s) dβ2dτ2dβ1dτ1dr,
where tor = tor(s, r, β1, τ1, β2, τ2).
In the case without confinement the value of the average torsion angle is
independent of the value of s, the vertex Xk−1 could be anywhere in 3−space. Thus
in the above integral formula s is simply chosen as a fixed constant of any derived
value, by the formula (1.1), the torsion angle (Tor) can be computed by the
coordinates of four consecutive vertices (3.1), (3.2), (3.3), and (3.14). The specific
formula for the expected torsion mean based on (3.1), (3.2), (3.3), and (3.14) is
shown in Appendix II in the end of this thesis by using Mathematica code.
The integral in Theorem 3.3.1 is too complicated to obtain an analytic exact
expression. Instead numerical integration can be used to approximate the value of
the expected mean torsion angle. To minimized the error in the numerical
integration built-in Mathematica was used with a “Global Adaptive Strategy” that
is a built-in integration option within Mathematica. To simplify the calculation, we
fixed the values s and r. This is possible because by a rigid motion of the random
walk (which do not effect the torsion angle) we can fix the edge Xk−1Xk into any
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position we desired. In our calculation we set s = 1110 and r = 65 . Then the integral
expression for the expected mean torsion without confinement is
T3D = ∫ 2pi
0
∫ pi
0
∫ 2pi
0
∫ pi
0
tor
′ × e(τ2)h(β2)e(τ1)g(β1)dβ2dτ2 dβ1dτ1,
where tor
′ = tor(s, r, β1, τ1, β2, τ2) for the fixed s = 1110 and r = 65 .
Mathematica obtained
T3D ≈ 1.57079633.
Since we know that T3D = pi2 , we can estimate the error as
T3D − pi
2
≤ 4.2 × 10−9.
Calculations for other r and s values confirm this value.
This calculation strongly supports that the integral of Theorem 3.3.1 is
indeed correct. In the next chapter, we consider the torsion angle with confinement.
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Chapter 4
THE TORSION ANGLE OF A RANDOM WALK WITH
CONFINEMENT
4.1. The needed probability density functions
We have already derived the coordinates of the four consecutive points
Xk−1,Xk,Xk+1, and Xk+2 in Chapter 3 based on s, r, β1, τ1, β2, and τ2. After a
rotation centered at the origin (keeping the confinement sphere invariant), we can
assume that Xk = {0,0, r} and Xk−1 are in the x − z plane with positive
x-coordinate. These coordinates are still valid in the case with confinement.
However, some of the probability density functions change since they are affected by
confinement. The differences for each variable are discussed below.
The pdfs of τ1 and τ2 do not change under the confinement since the whole
circle defined by the different values of τ1 and τ2 is either completely contained in
the confinement sphere or is completely outside of the confinement sphere. Thus the
pdfs of τ1 and τ2 are the same as the previous case:
e(τ1) = e(τ2) = 1
2pi
, for τ1, τ2 ∈ [0,2pi) (4.1)
In this chapter, we need to consider the pdf of s since there is a confining
sphere with radius R. First we give a heuristic argument of what the probability
density function of s should be. Assume that the probability to arrive at a point E
is proportional to the surface area of the unit sphere centered at a point F . The
distance between E and F is one. This principal allows us to derive the following:
Let X and Y be two consecutive vertices of the random walk Wn in the
confinement sphere SR, where ∣X ∣ = r. If we fix X, there exist two cases:
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Case 1. 0 ≤ r ≤ R − 1. The next vertex Y can be chosen on a unit sphere
centered at X. We let S1 be this unit sphere.
Case 2. R − 1 < r ≤ R. The next vertex Y only can be chosen on the portion
of the unit sphere S1. In fact, Y can be chosen on the surface of a spherical zone.
We let S2 be this spherical zone and let AS2 be the surface area of S2 in SR. Since
we know S1 is a unit sphere with constant surface area 4pi, the probability density
function for picking the next point Y is equal to the constant
AS2
4pi
.
First of all, we find the area AS2 :
Let X and Y be two points in the x − y plane such that the distance between
X and Y is 1. We can information needed to compute the area in two-dimensional
space. Further assume that Y is a point on the confining (two-dimensional) sphere.
We assume the coordinates of X and Y are (0, r) and (x, y), respectively. Then in
case (2) we have ⎧⎪⎪⎪⎨⎪⎪⎪⎩
x2 + y2 = R2
x2 + (y − r)2 = 1.
Solving for y:
y = R2 + r2 − 1
2r
. (4.2)
Let h be the height of S2, see Figure 4.1.1. Then the height of S2 is given by
h = 2 − (r + 1 − y)
= 1 − r + y. (4.3)
We know that the surface area of S2 in SR, which is 2pih. After substituting
(4.2) and (4.3), we obtain the following:
AS2 = 2pih
= 2pi(1 − r + R2 + r2 − 1
2r
)
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= 2pi(R2 − r2 + 2r − 1
2r
)
= pi
r
(R2 − (r − 1)2). (4.4)
Figure 4.1.1. h is the height of this spherical zone. The radius of SR
and S1 are R and 1, respectively.
After dividing by the surface area of S1, we get that the probability of
arriving at X should be proportional to⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1, 0 ≤ r ≤ R − 1;
R2 − (r − 1)2
4r
, R − 1 < r ≤ R. (4.5)
If we assume an uniform probability density for a point X, then we obtain
for 0 ≤ r ≤ R − 1, the cumulative distribution function P (∣X ∣ ≤ r) is
P (∣X ∣ ≤ r) = 4/3pir3
4/3piR3 = 1R3 r3.
Differentiating with respect to r, we get
p(r) = 3
R3
r2. (4.6)
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Combining (4.5) and (4.6) as factor, we get that the probability density
function should be proportional to
⎧⎪⎪⎪⎨⎪⎪⎪⎩
3
R3 r
2, 0 ≤ r ≤ R − 1;
3
R3 r
2R
2−(r−1)2
4r , R − 1 < r ≤ R.
Since
3
R3
is a constant, we replace it with a and obtain:
p(r) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ar2, 0 ≤ r ≤ R − 1;
ar
4
(R2 − (r − 1)2), R − 1 < r ≤ R.
This leads to the following Theorem:
Theorem 4.1.1. Let p(r) be the probability density function of r. Then p(r)
is defined by:
p(r) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ar2, 0 ≤ r ≤ R − 1;
ar
4
(R2 − (r − 1)2), R − 1 < r ≤ R, (4.7)
where a = 48
16R3 − 12R2 + 1 . [8].
Proof. We need to show that if we choose the initial vertex X0 of Wn with the
probability density p( ∣X0∣
4pi∣X0∣2 ), then afterwards every vertex Xi of Wn has the same
distribution, p( ∣Xi∣
4pi∣Xi∣2 ) for 1 ≤ i ≤ n. To show this it is enough to consider a single
step. Let X and Y be two consecutive random points of Wn in the confinement
sphere SR with radius R such that ∣X ∣ = r and ∣Y ∣ = u. When X is fixed, Y will be
chosen on the part of a unit sphere centered at X that is contained in SR.
Let p(u) be the probability density function for Y , and p(u∣r) be the
conditional probability density function of ∣Y ∣ = u if ∣X ∣ = r is given. Then p(u) is
the following:
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p(u) = ∫ R
0
p(u∣r)p(r)dr. (4.8)
Now we just need to show that Y follows the same probability distribution as
X.
Let θ1 be the angle between
ÐÐ→
XO and
ÐÐ→
XY where O is the center of SR. There
exist two cases:
Case 1. 0 ≤ r ≤ R − 1. The next point Y can be chosen anywhere on the unit
sphere S1 centered at X, then θ1 is chosen uniformly from [0, pi], so cos θ1 is chosen
uniformly from [−1,1]. In △OXY , we have ∣Y ∣2 = 1 + r2 − 2r cos θ1, and the
cumulative distribution function (cdf) of ∣Y ∣ if ∣X ∣ = r is given by
F (u∣r) = P (∣Y ∣ ≤ u∣r)
= P (1 + r2 − 2r cos θ1 ≤ u2)
= P (cos θ1 ≥ 1 + r2 − u2
2r
)
= 1 − 1 + r
2 − u2
2r
1 − (−1)= u2 − (r − 1)2
4r
.
Taking the derivative with respect to u, we obtain:
p(u∣r) = u
2r
(4.9)
where ∣r − 1∣ ≤ u ≤ r + 1.
Case 2. R − 1 < r ≤ R. The next point Y can only be chosen on the portion
on the unit sphere inside SR. There exists a maximum value (θmax) of θ1 such that
θmax = cos−1(1+r2−R22r ), so cos θ1 is chosen uniformly from [1+r2−R22r ,1]. The cdf of ∣Y ∣
if ∣X ∣ = r is given by
F (u∣r) = P (∣Y ∣ ≤ u∣r)
= P (1 + r2 − 2r cos θ1 ≤ u2)
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= P (cos θ1 ≥ 1 + r2 − u2
2r
)
= 1 − 1 + r
2 − u2
2r
1 − 1 + r2 −R2
2r= u2 − (r − 1)2
R2 − (r − 1)2 .
Taking the derivative with respect to u, we obtain
p(u∣r) = 2u
R2 − (r − 1)2 , (4.10)
where ∣r − 1∣ ≤ u ≤ R.
We now consider 3 cases:
Case 1. 0 ≤ u ≤ R− 2. Since ∣u− 1∣ ≤ r ≤ u+ 1, we have ∣u− 1∣ ≤ r ≤ u+ 1 ≤ R− 1
and we use equation p(u∣r) = u
2r
and equation p(r) = ar2. Thus, we have
p(u) = ∫ u+1∣u−1∣ u2rar2dr= au
2
[r2
2
]u+1∣u−1∣= au2.
Case 2. R − 2 < u ≤ R − 1. Next, we need to consider two subcases 2a and 2b:
Subcase 2a. ∣u − 1∣ ≤ r ≤ R − 1. We use equation p(u∣r) = u2r and equation
p(r) = ar2.
Subcase 2b. R − 1 < r ≤ u + 1. We use the equation p(u∣r) = 2uR2−(r−1)2 and the
equation p(r) = ar4 (R2 − (r2 − 1)2). It then follows that
p(u) = ∫ R−1∣u−1∣ u2rar2dr + ∫ u+1R−1 2uR2 − (r − 1)2 ar4 (R2 − (r − 1)2)dr= ∫ u+1∣u−1∣ au2 rdr= au
2
[r2
2
]u+1∣u−1∣= au2.
If R − 1 < ∣u − 1∣, there only exists one integral such that
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p(u) = ∫ u+1∣u−1∣ 2uR2 − (r − 1)2 ar4 (R2 − (r − 1)2)dr= ∫ u+1∣u−1∣ au2 rdr= au
2
[r2
2
]u+1∣u−1∣= au2.
Case 3. R − 1 < u ≤ R. There are still two subcases to consider:
Subcase 3a. ∣u − 1∣ ≤ r ≤ R − 1. In this case, we use equation p(u∣r) = u2r and
equation p(r) = ar2.
Subcase 3b. R − 1 < r ≤ R. In this case, we use equation p(u∣r) = 2uR2−(r−1)2 and
equation p(u) = ar4 (R2 − (r − 1)2). It follows that
p(u) = ∫ R−1∣u−1∣ u2rar2dr + ∫ RR−1 2uR2 − (r − 1)2 ar4 (R2 − (r − 1)2)dr= ∫ R∣u−1∣ au2 rdr= au
2
[r2
2
]R∣u−1∣= au
4
(R2 − (u − 1)2).
If R − 1 < ∣u − 1∣, there only exists one integral such that
p(u) = ∫ R∣u−1∣ 2uR2 − (r − 1)2 ar4 (R2 − (r − 1)2)dr= ∫ R∣u−1∣ au2 rdr= au
2
[r2
2
]R∣u−1∣= au
4
(R2 − (u − 1)2).
Next, we need to show that a = 48
16R3 − 12R2 + 1.
We choose the constant a so that ∫ R0 p(r)dr = 1, then we have
∫ R−1
0
ar2dr + ∫ R
R−1
ar
4
(R2 − (r − 1)2) = 1.
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Factoring out a and dividing by a, we have
1
a
= ∫ R−1
0
r2dr + ∫ R
R−1
ar
4
(R2 − (r − 1)2).
Through basic integration, we obtain
a = 48
16R3 − 12R2 + 1 .
This finishes the proof. 
Now we consider the pdf of the angle β1. If Xk is really close to the surface
of the confinement sphere, then in the next step, Xk+1 could exceed the range of the
confined sphere. This leads to two cases:
Case 1. 0 ≤ r ≤ R − 1. Since r is less than or equal to R − 1, the next point
can be chosen from the unit sphere centered at Xk. We know cosβ1 can be chosen
uniformly in [−1,1].
Let β
′′
1 be any nonnegative real number, the cdf
G1(β1) = P (β ′′1 ≤ β1)
= P (cosβ ′′1 ≥ cosβ1)
= ∣ cosβ1 − 1∣
1 − (−1)= 1 − cosβ1
2
,
then the pdf is
g1(β1) = d
dβ1
(G1(β1)) = sinβ1
2
,
where β1 ∈ [0, pi].
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Case 2. R − 1 < r ≤ R. Since r > R − 1, the next point can only be chosen on
the part of the unit sphere centered at Xk which is in SR. When ∣Xk+1∣ = R, β1 has
the minimum value (Figure 4.1.2) and cosβ1 is chosen uniformly in [−1, R2 − r2 − 1
2r
].
Let β
′′
1 be any nonnegative real, the cdf
G1(β1∣r) = P (β ′′1 ≤ β1∣r)
= P (cosβ ′′1 ≥ cosβ1∣r)
= ∣ cosβ1 − 1∣(R2 − r2 − 1
2r
) − (−1)
= 2r(1 − cosβ1)
R2 − (r − 1)2 ,
Figure 4.1.2. R − 1 < r ≤ R.
then the pdf is
g1(β1∣r) = d
dβ1
(G1(β1)) = 2r sinβ1
R2 − (r − 1)2 ,
where β1 ∈ [cos−1(R2 − r2 − 1
2r
), pi].
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Thus, we obtain
g1(β1∣r) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
sinβ1
2
, 0 ≤ r ≤ R − 1 and β1 ∈ [0, pi];
2r sinβ1
R2 − (r − 1)2 , R − 1 < r ≤ R and β1 ∈ [cos−1(R2 − r2 − 12r ), pi].
(4.11)
Getting the conditional pdf of β2 is similar to getting g1(β1∣r). Replacing r
with t, we obtain the conditional pdf of β2 is following:
h1(β2∣t) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
sinβ2
2
, 0 ≤ t ≤ R − 1 and β2 ∈ [0, pi];
2t sinβ2
R2 − (t − 1)2 , R − 1 < t ≤ R and β2 ∈ [cos−1(R2 − t2 − 12t ), pi].
(4.12)
There is a triangle △XkXk+1O shown in Figure 3.1.1. By Law of Cosines, we
can find the relationship among t, r, and β1:
t2 = 1 + r2 − 2r cos(pi − β1)
or equivalently
t = √1 + r2 + 2r cosβ1. (4.13)
Combining (4.12) and (4.13) results in
h1(β2∣r) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
sinβ2
2
, 0 ≤ t ≤ R − 1 and β2 ∈ [0, pi];
2t sinβ2
R2 − (t − 1)2 , R − 1 < t ≤ R and β2 ∈ [cos−1(R2 − t2 − 12t ), pi],
(4.14)
where t = √1 + r2 + 2r cosβ1.
Let Xk be any point in Wn on the unit sphere centered at a fixed Xk−1 with
∣Xk−1∣ = s and ∣Xk∣ = r, let Q be the point on the unit sphere centered at Xk−1 with
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∣QO∣ = q, and let λ, λ1 be the angles between ÐÐÐ→OXk−1 and ÐÐÐÐ→Xk−1Xk, ÐÐÐ→OXk−1 andÐÐÐ→
Xk−1Q, respectively. When we consider the pdf of r, there exists two cases:
Case 1. 0 ≤ s ≤ R − 1. This is the simplest case since if Xk−1 is fixed, Xk can
be chosen from any point on the unit sphere centered at Xk−1. The pdf of s for the
confined case should be similar to the pdf of s in the case without confinement. By
Lemma 3.2.1, we obtain
i1(r∣s) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
r
2s , for ∣s − 1∣ ≤ r ≤ s + 1;
0, otherwise.
(4.15)
Case 2. R − 1 < s ≤ R. There are 3 subcases contained in this condition:
Subcase 2a. R < r. Since this is not possible and r ≤ R, we have
I1(r) = P (q ≤ r) = 1,
and the pdf is
i1(r) = d
dr
(I1(r)) = 0.
Subcase 2b. r < ∣s − 1∣. Since this is also not possible, we have
I1(r) = P (q ≤ r) = 0,
and the pdf is
i1(r) = d
dr
(I1(r)) = 0.
Subcase 2c. ∣s− 1∣ ≤ r ≤ R. cosλ is chosen uniformly from [−1, R2−s2−12s ]. Thus,
the cdf
I1(r∣s) = P (q ≤ r∣s)
= P (cosλ1 ≤ r2 − s2 − 1
2s
)
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= r2−s2−12s − (−1)
R2−s2−1
2s − (−1)= r2 − (s − 1)2
R2 − (s − 1)2 .
Taking the derivative we obtain the pdf
i1(r∣s) = d
dr
(I1(r)) = 2r
R2 − (s − 1)2 .
As a result, we obtain the conditional pdf
i1(r∣s) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
r
2s , for 0 ≤ s ≤ R − 1;
2r
R2−(s−1)2 , for R − 1 ≤ s ≤ R, (4.16)
where i1(r∣s) is defined for the domain: ∣s − 1∣ ≤ r ≤ min{s + 1,R}.
4.2. The integral and numerical result
Now we have the six probability density functions of the variables
(s, r, β1, τ1, β2, and τ2), and we can form an integral expression for the expected
mean torsion angle of a random walk in a confining sphere. We state this as the
main theorem of this thesis:
Theorem 4.2.1. The expected mean torsion of the simple 3-dimensional
random walk model with confining sphere of radius R is given by the following
integral expression:
T3D(R) = ∫ R
0
∫ s+1∣s−1∣ ∫ 2pi0 ∫ pi0 ∫ 2pi0 ∫ pi0 tor × f dβ2dτ2dβ1dτ1drds,
where tor = tor(s, r, β1, τ1, β2, τ2) is given and
f = e(τ2)h1(β2∣r)e(τ1)g1(β1∣r)i1(r∣s)p(s) is given by equations (4.1), (4.7), (4.11),
(4.14), and (4.16).
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In fact, the torsion angle (Tor) in Chapter 4 is the same as torsion angle
(Tor) in Chapter 3.
In Figure 4.2.1 we show the result of a numerical simulation obtained by a
single random walk of length 2,000,000 for various values of the radius R
(0.5 < R ≤ 3). The increment of each R is 1/50. The behavior of this data can be
described by a piecewise defined function. The first part is linear, but the second is
a bit more complicated. We use the following:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
pi
3
+ 0.244125(x − 0.5), 0.5 < x < 1;
pi
2
+ 0.318245
x2.9
− 0.705651
x1.87
, x ≥ 1.
In a random walk of 2,000,000 steps, when R approaches 1/2 from the right
(letting R = 0.5 + 10−16), Mathematica computes the average torsion angle to be
Torav(W2,000,000) ≈ 1.0477.
Figure 4.2.1. The mean torsion obtained by a single random walk
of length 2,000,000, the increment of each R is 1/50. The increase in
the average torsion seems to have two parts: the first part is the linear
function pi/3 + 0.244125(x − 1/2) and the second part is the function
pi/2 + 0.318245/x2.9 − 0.705651/x1.87.
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For R = 0.68, the mean torsion obtained from a generated 3D random walk of
2,000,000 steps was approximately to 1.1116. Furthermore, the numerical
integration of the integral given in Theorem 4.3.1 yielded a mean torsion of 1.1108.
The difference between the simulations and the integrals is less than 2 × 10−3. For
R = 0.89, the difference between the simulation (1.1602) and the integral (1.1622) is
less than 3 × 10−3. For R = 2.82, the difference between the simulation (1.4820) and
the integral (1.4850) is less than 4 × 10−2. Carrying out the numerical integration is
difficult, which may account for the differences in error. After using the same
comparative method for a few selected values of R, we find that the difference is
between 10−1 and 10−4 for 0.5 < R ≤ 3.
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Chapter 5
CONCLUSION
In this thesis, we first used six variables to express the four consecutive
points (Xk−1,Xk,Xk+1, and Xk+2) in a n-step random walk Wn.
We then obtained the pdfs of the five variables (r, β1, τ1, β2, and τ2) and the
pdfs of the six variables (s, r, β1, τ1, β2, and τ2) in the case with and without
confinement, respectively. Then we derived the integral expression of the expected
average torsion angle in both of these cases.
From Theorem 4.2.1, we find that the expected average torsion angle only
depends on R. In the case with a confinement sphere with radius R, when R is
slightly larger than 1/2, the computed expected torsion angle is close to pi/3. Given
by a numerical integration of the integral, we compared it with the result obtained
by a numerically generated 3D random walk of 2,000,000 steps through
Mathematica. We find that the results are similar, and the difference is in the range
from 10−1 to 10−4.
Our paper ends with three open questions for future study:
1. Why is the average torsion angle close to pi/3 when R approaches 1/2 from
the right?
2. Is it possible to analytically evaluate the integral of Theorem 4.2.1? If not,
is it possible to evaluate the integral for at least some specific values of R, like R = 1.
3. Can this result about torsion be applied to random polygons in
confinement?
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APPENDIX I: THE TORSION ANGLE IN TERMS OF SIX VARIABLES 
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APPENDIX II: THE EXPECTED MEAN TORSION ANGLE OF A RANDOM WALK 
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