The aim of this study is to find key areas of research that can be useful to fight against disinformation on Wikipedia. To address this problem we perform a literature review trying to answer three main questions: (i) What is disinformation? (ii)What are the most popular mechanisms to spread online disinformation? and (iii) Which are the mechanisms that are currently being used to fight against disinformation?. In all these three questions we take first a general approach, considering studies from different areas such as journalism and communications, sociology, philosophy, information and political sciences. And comparing those studies with the current situation on the Wikipedia ecosystem. We found that disinformation can be defined as non-accidentally misleading information that is likely to create false beliefs. While the exact definition of misinformation varies across different authors, they tend to agree that disinformation is different from other types of misinformation, because it requires the intention of deceiving the receiver. A more actionable way to scope disinformation is to define it as a problem of information quality. In Wikipedia quality of information is mainly controlled by the policies of neutral point of view and verifiability. The mechanisms used to spread online disinformation include the coordinated action of online brigades, the usage of bots, and other techniques to create fake content. Underresouced topics and communities are especially vulnerable to such attacks. The usage of sock-puppets is one of the most important problems for Wikipedia. The techniques used to fight against information on the internet, include manual fact checking done by agencies and communities, as well as automatic techniques to assess the quality and credibility of a given information. Machine learning approaches can be fully automatic or can be used as tools by human fact checkers. Wikipedia and especially Wikidata play double role here, because they are used by automatic methods as ground-truth to determine the credibility of an information, and at the same time (and for that reason) they are the target of A PREPRINT -OCTOBER 29, 2019 many attacks. Currently, the main defense of Wikimedia projects against fake news is the work done by community members and especially by patrollers, that use mixed techniques to detect and control disinformation campaigns on Wikipedia. We conclude that in order to keep Wikipedia as free as possible from disinformation, it's necessary to help patrollers to early detect disinformation and assess the credibility of external sources. More research is needed to develop tools that use state-of-the-art machine learning techniques to detect potentially dangerous content, empowering patrollers to deal with attacks that are becoming more complex and sophisticated.
Introduction
Concepts like disinformation, fake news and post-truth has become popular in the last years (see Figure 1 ). Even thought that usage and spread of false information with political purposes is not new, the changes in technology can have an important impact in the way that people receive and process information [90] . The rise of user generated content (UGC) brings a lot of opportunities for getting more diverse, faster and complete information, but also creates new challenges in terms of quality and reliability of information. But have have changed in the last few years? While during the first years of growth of UGC platforms most of the problems where related to quality of information (spread of hoaxes and rumors) [12, 48] , more recently social media has become a battle-field, having potential impact on political decisions and elections [16] . While researchers and western media have paid special attention to the impact of online propaganda during the 2016 US presidential elections [30, 28] , or the Brexit referendum in the United Kingdom [3, 8] , other similar cases have been registered in countries such as Brazil [71] , India [46] and Kenya [49] . What all the aforementioned cases have in common is the existence of groups of people organized to disseminate false information for electoral purposes. Techniques used to introduce such disinformation might include the usage of bots, online activists and click farms [45, 43] . Moreover, the creation of filter bubbles [54] where people are only exposed to ideas and sources that reinforce their previous beliefs, the concept of fake-news has been used as a rhetorical device to discredit information that affects a given point of view [60] 1 .
Given the relevance and complexity of this problem, online disinformation has been studied from a wide spectrum of disciplines such as philosophy [23, 21, 19] , communication [45] , political [74] and computer science [9, 92] . In this work we give an overview of these studies, trying to answer these three questions:
1. What is disinformation? 2. What are the most popular mechanism to spread online disinformation ?
3. Which are the mechanisms that are currently being used to fight against disinformation?
Given the extension, diversity and complexity of the literature in this field, we focus our efforts in getting actionable answers for these three questions, and putting special emphasis on the role of Wikimedia projects in the information/disinformation ecosystem. Differently from other platforms and online communities, Wikipedia (and Wikidata) have a double role in this space, Figure 1 : Number of page views for the Fake News article in the English Wikipedia. The interest about this topic has grown significantly (note that the y-axis is logarithmic) since the end of 2016. being at the same time part of the battle-field were different visions tries to reflect their ideas, but also being the ground-truth [72] (or reference) used by automatic and manual fact checking systems.
The remainder of this document is organized as follows: first we mention other surveys and literature reviews in the area of disinformation, describing the main differences with our work, next we dedicate a section for each of the three questions listed above and finally we discuss potential lines of research that will be useful to keep Wikipedia as free as possible from disinformation and depict our conclusions.
Related Work
Because this paper is a literature review, we consider as related work other studies having similar purposes. As mentioned earlier, the phenomena of disinformation has been studied from different areas of knowledge. In the field of philosophy we found a comprehensive essay by Fallis [20] , discussing the definition of disinformation. We build on top of that essay in section 3. In that section we contrast Fallis outputs with an interesting work by Wardle & Derakhshan [75] , that describes disinformation from a communication and political science point of view. From the computer science perspective, a very detailed and complete survey has been done by Zhou and Zafrani in 2018 [92] , we build on top of their work adding some of the last work in the field and adding the Wikipedia perspective.
All the studies mentioned in this section are complementary to our work, but they are focused in a specific area of knowledge, and don't put emphasis on the importance of the Wikimedia projects in the disinformation ecosystem. They are good material in case that the reader wants to go deeper in any of the aforementioned fields.
What is disinformation?
According to Fallis [20] disinformation has these three characteristics:
• Disinformation is a type of information. [92] and adding the definitions proposed by Wardle and Derakhshan [75] , Fallis [20] , a summary of the different concepts related with disinformation, according two their Authenticity (ie. veracity) and intention.
Authenticity Intention Disinformation
False
Unknown Unknown
• Disinformation is a type of misleading information; that is information that is likely to create false beliefs.
• Disinformation is non accidentally misleading information.
Summarizing, the three claims above, we can define:
Disinformation is non-accidentally misleading information that is likely to create false beliefs.
Similarly, Wardle and Derakhshan says: "Disinformation is when false information is knowingly shared to cause harm" [75] , adding definitions two other relevant concepts:
Misinformation is when false information is shared, but no harm is meant.
Interestingly, they [75] also introduce the concept of mal-information, where the focus is not in faking the information, but in publishing sensitive private information with the aim causing harm.
Definition 3. Mal-information is when genuine information is shared to cause harm, often by moving information designed to stay private into the public sphere.
An analogous definition for fake news is given Zhou and Zafrani: "Fake news is intentionally and verifiably false news published by a news outlet" [92] , for them disinformation is a related concept to fake news, that implies inauthentic content and bad intention. Interestingly, they introduce a set of other related concepts such as: Maliciously false news (false and bad intention), Satiric News (without bad intention), Misinformation (where authenticity is unknown but there is no bad intention) and rumors (where the authenticity and intentions are unknown), and categorize them according to the information authenticity and emisors' intention (see Table 1 ).
Wardle and Derakhshan [75] , also describe 7 types of mis/disinformation:
• Satire Content: Without intention to cause harm.
• Misleading Content: misleading use of information to frame an issue.
• Imposter Content: impersonating genuines sources.
• Fabricated Content: completely fake content designed to deceive.
• False Connection: When headlines, visuals or captions don't support the content.
• False Context: when genuine content is shared with false contextual information.
• Manipulated Content: when genuine or fake content is manipulated to deceive.
While these definitions are consistent among them, they are not directly actionable because they assume the existence of false beliefs (and as a consequence the existence of true beliefs) that are verifiable, and the need of asses the intention behind a given piece of information. In many cases the authenticity of a given information is verifiable, but this is not the case for controversial topics [5] .
A more actionable approach is proposed by Castillo [11] , where mis/disformation, and the assessment of veracity, is scoped as problem of quality of information, proposing a set of practices and metrics to evaluate the quality of a given piece of information.
Wikipedia: Verifiability and Neutral Point of View
Considering the information quality approach to define understand disinformation, in the context of Wikipedia we can consider the 3 core content policies as the axis to assess the quality of a given information. These policies are:
• Neutral Point of View (NPOV): "which means representing fairly, proportionately, and, as far as possible, without editorial bias, all of the significant views that have been published by reliable sources on a topic." [77] • Verifiability: "means other people using the encyclopedia can check that the information comes from a reliable source." [79] • No original research: "Wikipedia articles must not contain original research". [78] While the first-one address the aforementioned problem of having a unique truth, the second one addresses the problem of assessing the authenticity of given content.
These 3 policies are actionable, allowing to deal with many of the practical problems of writing encyclopedic content in a collective manner [1] . However, from an epistemic perspective, they transfer the responsibility of assessing the quality and credibility of a content to third parties named reliable sources. In practice, this helps the Wikimedia movement to write Wikipedia, but it can't avoid the existence of controversies [5] and edit wars [70, 76] . Even though some studies shows that the existence of such disputes might end up in producing higher quality articles [66] .
4 Which mechanism are used to spread online disinformation?
In order to understand the mechanisms used for spread misinformation we split them in two groups: social and technological attacks (for details see Table 2 ). We consider social attacks those mechanisms that exploits weakness in information systems but without requiring programming or coding knowledge. For example, social attacks will include mechanisms such as sock-puppeting, and click farms. Social attacks can be done by individuals or groups of people, but tends to be more effective when kmore people is involved. On the other hand technological attacks, will include all kind of mechanism that requires coding skills, such as the creation of bots, or deepfake techniques [29] . While these attacks can be done by groups of people, they are usually designed to increase the impact of individual users in a community. In reality, both types of attacks can be combined generating hybrid mechanisms that could be more difficult to detect [43] 
Weakness exploited Description Example Social System
When reputation systems are hacked to introduce disinformation.
Use bots or sock-puppets to overrepresent an opinion or confirm a false information. Lack of Information When the lack of information is used to introduce disinformation.
Spread disinformation during ongoing events like natural disasters or manipulate search engines results in topics without enough information.
Social Attacks
Within the social attacks we can differentiate two types, the ones that explodes the weakness in social systems, and others that explodes the weakness of the information itself.
Exploiting the weaknesses of social systems
. Individuals or groups of people can exploit the weakness of information systems to promote their ideas or to deliberately spread disinformation. Marwick and Lewis have studied the behavior of hate groups to manipulate online information, finding some common patterns in such groups: ''they act as organized brigades which engage in a cooperative competition to increase harm to their victims, reinforcing social dominance over marginalized groups" [45] . While these cybermobs are usually related with attacks to specific people or communities [40] , they can also be used to promote disinformation in a broader sense [13] .
Another technique of using crowds to deceive online communities is the usage of click farms [51] . While this concept was originally referring to people (low) paid to click on advertisements, it has also been described as ''An undercover operation in which individuals fraudulently interact with a website to artificially boost the status of a client's website, product or service." [10] Recently, during the 2018 Brazilian elections, the usage of click farms to spread disinformation has been reported [43] .
On the other hand, there are individuals that creates multiple online identities to increase their influence in online communities, this usually known as sock-puppeting [85] or sybil attacks [86]. Sock puppets can be different purposes from avoiding bans [56] , submit multiple votes in online pooling systems (Ballot stuffing) [24] , to make point of view to look ridiculous [53] or to give fake or artificial appearance of support (meatpuppets) [91] .
Exploiting the lack of information
. However, it is not necessary to create multiple accounts or coordinate groups of people to introduce disinformation. For example, during natural disasters single users can introduce rumors (or disinformation, depending on the intention) in platforms such as Twitter that will receive similar amount of attention than real information, even thought that community might refute those tweets [47] .
Moreover, attackers can exploit the lack of information in a given topic to manipulate the results retrieved by video recommender systems [61] or the search engines. This kind of weakness of information are called data voids [26] .
Technological Attacks
As defined above we refer as technological attacks the ones that requires coding skills. The most popular attacks on this field are related with the usage of social bots. In this context we define social bots as software agents that acts in social media trying to influence the course of discussion [69] . "Bots often imitate or replace a human user's behavior and they typically they do repetitive tasks, and they can do them much faster than human users could" [14] . There are several reports on the usage of bots in Twitter to manipulate that social network [35, 36] . Just to mention some examples the bots has been used to interfere in elections in Brazil [2] , Japan [63] , USA [4, 37] , Germany [6] and the UK [35] . For example in the USA bots were used to influence the social media discussion on the presidential debates. Similar with meatpuppets, bots can be used to create a fake idea of support for an idea or a person, sending messages to support an idea, or creating human-like accounts to increase the reputation (ex. number of followers) of a given person, this usually known as Astroturfing [69] 2 .
But beyond bots, there are new techniques to introduce disinformation. Deepfake is the usage of generative adversarial networks to create composed videos that looks real [44] . There are examples of fake videos where Barack Obama insults Donald Trump that looks credible [64] . While there are no massive reports on the usage of this kind of videos on social media yet, they open a big challenge both for human fact checkers and machines to filter such content [29, 39, 41] . Also, companies like Facebook are showing concern about this issue [17] .
Attacks on Wikipedia
Within the same Wikipedia community we can find several reports of possible disinformation social attacks. From interest groups trying to impose their views and narratives in some political [80] or religious topics [84] , until the finding of large groups of paid editors [81] . Moreover, there are claims of interests groups trying to overtake a full Wikipedia project 3 [83] . Wikimedians have responded this attacks investigating the reported complaints and banning users that don't comply the movement policies. An interesting case has been reported in the Bulgarian Wikinews community, where they have voted to close Bulgarian Wikinews as they view that there is insufficient community time to combat disinformation and propaganda there 4 [82] .
Not only the Wikimedians cares about the disinformation on Wikipedia. The press is also looking to this problem. Similarly with the examples above, newspapers have published about political groups overtaking full projects, trying to modify a set of historical articles to impose their own narrative and views [62] . Moreover, some journalists have been looking to the discussion pages of some controversial articles, questioning the community decisions about which information to include or exclude there [7] . This is interesting because it shows at the same time one weakness of Wikipedia (specialists on a given topic probably having some biases), but also the strength of having an accountable system to understand when and how an (dis)information has been added or removed from Wikipedia. Table 3 : Summary of the most popular mechanism to spread online disinformation.
Mechanism Description Type Wikipedia's Vulnerability Bots
Software used to automatize the spread of messages, generating the idea that of a lot people is given an specific opinion or interest about a topic
Technical Low
Sock-puppets Multiple Online identities used for purposes of deception.
Social Medium
Web Brigades A set of users coordinated to introduce fake content by exploiting the weakness of communities and systems.
Social High
Click farms Where a large group of low-paid workers are hired to perform some microtasks to deceive online systems.
Social Medium
Deepfake AI a technique for human image synthesis that can be used to create fake videos of celebrities or notable people.
Technical Medium
Data Voids Exploiting missing data to manipulate search results
Social Medium
Circular reporting A situation where a piece of information appears to come from multiple independent sources, but in reality comes from only one source.
Social High
Also, the western mass-media is usually reporting disinformation attacks presumably being organized or supported by foreign governments [32, 67] . On the other hand there is no documentation on mass-media about the participation of western governments in disinformation campaigns on Wikipedia, although that the massive surveillance programs executed by those governments might have affected Wikipedia's readers behavior [55] .
While journalists and Wikipedians are scanning Wikipedia to prevent disinformation, the relationship between these two actors can also be a weakness. Circular reporting or Citogenesis in Wikipedia is a problem where some piece of (dis)information is introduced on Wikipedia and later being used as a reference for an external source (with or without citing Wikipedia). If that source is considered reliable, later it can be used as a reference to support the original piece of (dis)information introduced on Wikipedia [33, ?] . While good practices from Wikipedia editors (not adding statements without references), and from journalists (using Wikipedia as a third-party source [87] ), there are several cases of circular reporting involving Wikipedia [88] .
Vulnerability of Wikipedia
Considering the cases described above, social attacks such as the case of Web Brigades and Click farms can be considered two of the most sensitive to Wikipedia. The success of such attacks would be related with the volume attackers (paid or volunteers) respect to size of the existing community, thus projects smaller amount of (good-faith) volunteers might be more sensitive to such attacks. More traditional attacks such as sock-puppets are well-known [89] and not solved problem, however due to the nature and reach of those attacks, they arguably might have a more localized impact, not being able to overtake a full project. Similarly, the usage of data voids for introducing disinformation, will be directly related with the community capacity to cover all the topics, but the harm created will be again focused on specific topics without enough content. For previous experience (see section 4.3) circular reporting is still a big problem in the Wikipedia context.
Technological attacks will depend a lot in quality, sophistication and development of such techniques. However, currently with the current status of such technologies, and considering the expertise of Wikipedia patrollers (see Section 5.3.1) such attacks don't seem to most dangerous in the present times. Nevertheless, it's important to keep tracking the evolution of those technologies and generate awareness about them within the Wikipedia community.
How to fight Online Disinformation
The main way to fight against disinformation is to check the credibility of information, in the field of news this is usually known as fact checking. For the analysis we can split fact checking strategies in two main groups: manual fact checking, and automatic fact checking. The former refers to techniques where humans looks to a given information and evaluate its credibility. In the latter, machine learning algorithms do this task. In practice, both approaches work together, with human evaluators relaying in software to perform their tasks, or with machines learning from human annotated data.
Fact checking strategies can also be classified by the action taken by the platform used to spread that information, while in some cases the content can be filtered or deleted, in other cases platforms will add warnings with contextual information about the source or the content itself [34, 27] .
Manual Fact Checking
Manual fact checking can be done by communities, like in Wikipedia, or by specialized entities known as fact checking agencies. For example, Facebook hires a large number of fact checking agencies around the world [42] (see Table 4 ).
There are also websites dedicated to fact checking, like Politifact 5 focused in USA politics, or Snopes 6 dedicated to internet rumors in general.
There are also machine learning approaches that intend to gather information for facilitating the work of human fact checkers. For example, by creating search tools that allows fact checkers to find diverse version of the same fact [65] ; finding suspicious behavior on news spread through Whatsapp [58] ; or to assess of the political leaning of news source [59] .
Automatic Fact Checking
The main problem with manual fact checking is that requires human intervention making difficult to scale to huge amounts of information. That is one of the main reasons to fully automate the process using Natural Language Processing techniques. Automatic fact checking has two main steps: fact extraction and fact checking. In the first one, given a piece of information, the idea is to extract the facts and/ or claims contained there, this requires to extract the entities associated Table 4 : Categories used fact checking agencies hired by Facebook to tag content credibility [18] .
Category Description False
The primary claim(s) of the content are factually inaccurate. True
The primary claim(s) of the content are factually accurate.
Mixture
The claim(s) of the content are a mix of accurate and inaccurate.
False Headline
The primary claim(s) of the article body content are true, but the primary claim within the headline is factually inaccurate.
Not eligible
The content contains a claim that is not verifiable.
Satire
The content is posted by a Page or domain that is a known satire publication. Opinion
The content advocates for ideas and draws conclusions based on the interpretation of facts and data. Prank Generator Websites that allow users to create their own "prank" news stories.
with such information and a timestamp [25] ; in the second one that claims are contrasted with a trustable knowledge base [72] .
Several datasets and challenges has been released during the last years, for example: The Fake news challenge 7 , FEVER 8 and the clickbait challenge 9 . Those datasets consists of a set of news or piece of text containing claims, and human labels assessing the credibility of such information. Currently, most competitive solutions relies on the usage of deep neural networks [73] .
A detailed taxonomy of automatic fact checking techniques can be found in the work proposed by Zhou and Zafrani [92] .
Fact Checking and Wikipedia
There to components to be analyzed when discussing about fighting against disinformation and Wikipedia. One is how Wikipedia editors check the content added to the online encyclopedia, and another is how third-parties uses Wikipedia to fight disinformation.
Fighting against disinformation within Wikipedia
As mentioned earlier, the mechanism to fight against disinformation in Wikipedia is approached as an information quality problem, that relies on the usage of reliable sources. In practice, the quality control is community process, where a specialized users called patrollers, watches for the compliance of the community norms. These users look for recent changes in Wikipedia articles, check the creation of new pages, or detect vandalism, among other things. Their work, includes some tools such as anti-vandalism bots and watchlists (a tool for tracking recent changes on articles) [50] . There are other tools like ORES that allows to automatically assess the quality of every single article revision [31] . Also NLP approaches have been proposed to detect unsupported statements [57] . However, currently the involvement of machine learning techniques on fighting disinformation is low, and process relies mainly manual procedures [50] .
Third-parties using Wikipedia to fight against disinformation
Wikipedia has been considered a reliable source for fact checking, due its NPOV policy [52] . Also Wikidata it is key resource for doing entity linking and recognition [68] . Algorithms can use Wikidata to extract entities learning its characteristics and the relationship among them, and use them for fact checking tasks [72] .
But there are other ways to use Wikipedia for fighting against disinformation. One of the most interesting is to use Wikipedia to provide contextual information to the users [15] . For example, Youtube has announced the usage Wikipedia to provide "information cues" on conspiracy theory videos. The idea is simple, when a user is watching a video about a given topic, the system will provide Wikipedia-based information about that topic, assuming this information will be reliable, although that Wikimedia Foundation Executive Director has been skeptical declaring that "Frankly, we don't want you to blindly trust us. Sure, we're mostly accurate -but not always! We want you to read Wikipedia with a critical eye" [22] . A slightly different approach has been taken by Facebook, they are using Wikipedia to provide information about the published of a given content [38] .
Discussion and Final remarks
We found that Wikipedia plays an important role in the disinformation ecosystems, both as battlefield were attackers try to introduce disinformation but also as a reliable source for machines and humans to contrast disinformation. We have defined two types of attacks social and technological, finding that Wikipedia usually suffers more from the former than the latter. However, the rise of sophisticated techniques such as deepfake or the growth of click farms, impose new challenges for Wikipedia editors, that currently are not extensively using AI tools to fight disinformation. Also, most of the patrolling work is focusing on detecting misbehavior for single users, but without enough tools to look for coordinated attacks including multiple users. Moreover, the manual fact checking done by Wikipedia editors it is difficult to scale in projects without enough volunteers, increasing the risks of attacks in smaller or under-resourced communities. In those contexts is where machine learning techniques can be extremely helpful.
During this literature review we have not found studies on disinformation attacks on multiple projects. Currently, we don't know if attacks occurs similarly in different Wikipedia languages. Can we train a machine learning algorithms with knowledge generated in the English Wikinews project, to apply it the Bulgarian one? Which will be the implications and biases introduced by such an approach? Moreover, given that smaller languages usually have less NLP resources, can we directly apply methods that will work well in the best resourced languages?
But also we have find research than can be adapted and tested on the Wikipedia context. For example, automatically assigning a credibility score for third-party sources, or assessing their political leaning.
In general, we can say that the current manual approaches in Wikipedia are working correctly in well resourced communities, but the complexity and amount of attacks might increase in the future, therefore, it is important to help the communities, especially the smaller ones, with state-of-the-art techniques that can simplify their work and amply their results.
