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Abstract
A function f from a subset of Rn to R is continuous at the origin, if and only if
limt→0+ f(s(t)) = f(0) for all continuous paths s with limt→0+ s(t) = 0. The continuity of
f can, however, be characterized by a much smaller class of paths. We show that the class
of all paths fulfilling limt→0+ s(t) = 0, s ∈ [C∞(]0, a[)]n, and supt∈ ]0,a[ ‖s(t)‖‖s′(t)‖ < +∞
is sufficient. Further, given any sequences (xk)k∈N and (yk)k∈N in R
n \ {0}, such that
limk→+∞ xk = 0, xk ·yk ≥ 0, and ‖yk‖ = 1 for all k ∈ N, we show that there exist a path
of this class, such that s(‖xk‖) = xk and s′(‖xk‖) = yk for an infinite number of k ∈ N.
Background
These results were derived by the author several years ago, in an unsuccessful attempt to work
out the details of Theorem 3.2 in [8], a theorem that claims the existence of smooth Lyapunov
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functions for uniformly1, asymptotically stable, closed, invariant sets. This claim had actually
been proved earlier as Theorem 14∗ in [5], but the proof is hard to read. Based on Massera’s
ideas, in a slightly more general context, a proof of this theorem is worked out in details in [4].
Other parts of the proof of Theorem 3.2 in [8] had already been clarified in [6], but some
arguments there were not comprehensible to the author. The proof in [8] and the arguments
by [6] eventually turned out to be incorrect, as shown by a counterexample on page 5 in [1].
The attempt to work out the details was thus doomed to fail. The lemmas in this paper were
intended as auxiliary results in this attempt and are published here in the hope that they might
be useful for someone else in a different context.
We denote by ‖ · ‖ the euclidian norm on Rn, by N the set of the integers larger than zero, and
by x · y the scalar product of x,y ∈ Rn.
Results
Make the following observation: The continuity of a function f : Rn → R at a point y can be
characterized through sequences. That is, f is continuous at y, if and only if for every sequence
(xk)k∈N with xk → y we have f(xk) → f(y). Obviously “every sequence” can be mollified
somewhat without affecting the results, e.g. to every sequence (xk)k∈N fulfilling ‖xk−y‖ < 1/k
or, less obviously, for a fixed ϑ > 0, every sequence (xk)k∈N ⊂ Cϑ of every right circular cone
Cϑ with the vertex at y and ϑ as the aperture (opening angle). The second claim can be proved
almost identically to Lemma 2 below.
To show the continuity of f at y one can alternatively consider continuous paths s : ]0, a, [→ Rn,
a > 0, such that limt→0+ s(t) = y. Then clearly f is continuous, if and only if limt→0+ f(s(t)) =
f(y) for all such paths. Just as in the case of sequences the condition “every continu-
ous path” can be mollified. We mollify it to all paths s ∈ C∞(]0, a[), a > 0, such that
supt∈ ]0,a[ ‖s(t)‖‖s′(t)‖ < ∞ in the next three lemmas. We assume, without loss of generality,
that f(y) = 0 and y = 0.
Before we prove the results claimed in the abstract we first prove a simple lemma.
Lemma 1 Let m ∈ N, m ≥ 2, and let −∞ < t1 < t2 < . . . < tm < +∞. Assume that the
function p : R → Rn is continuous and affine on every interval [ti, ti+1], i = 1, 2, . . . , m − 1,
i.e. there are vectors ai,bi ∈ Rn, i = 1, 2, . . . , m− 1, such that
p(t) := ait + bi, if ti ≤ t ≤ ti+1.
1The use of “uniformely” is unusual in this context and does not reefer to uniform in time, as has become
widely accepted terminology, but to asymptotically stable in the sense of Lyapunov, cf. e.g. [3, 7].
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Then, for every nonnegative function ρ ∈ C∞(R), such that ∫
R
ρ(τ)dτ = 1 and τ 7→ ρ(t − τ)
has compact support in [t1, tm], we have∣∣∣∣ ddt
∫
R
ρ(t− τ)p(τ)dτ
∣∣∣∣ ≤
m−1∑
i=1
‖ai‖.
Proof:
By partial integration
d
dt
∫
R
ρ(t− τ)p(τ)dτ = d
dt
∫ tm
t1
ρ(t− τ)p(τ)dτ =
m−1∑
i=1
∫ ti+1
ti
ρ′(t− τ)(aiτ + bi)dτ
=
m−1∑
i=1
(
−ρ(t − τ)(aiτ + bi)
∣∣∣ti+1
τ=ti
+
∫ ti+1
ti
ρ(t− τ)aidτ
)
.
Because p is continuous we have aiti+bi = ai+1ti+bi+1 for all i = 1, 2, . . . , m−1 and because
τ 7→ ρ(t− τ) has compact support in [t1, tm] we have ρ(t− t1) = ρ(t− tm) = 0. Therefore∣∣∣∣ ddt
∫
R
ρ(t− τ)p(τ)dτ
∣∣∣∣ ≤
m−1∑
i=1
‖ai‖
∫ ti+1
ti
ρ(t− τ)dτ ≤
m−1∑
i=1
‖ai‖.

Lemma 2 Let (xk)k∈N and (yk)k∈N be sequences in R
n \ {0} with the properties that :
a) limk→+∞ xk = 0.
b) ‖yk‖ = 1 for every k ∈ N.
c) xk · yk ≥ 0 for every k ∈ N.
Then there exists a path s : ]0, a[→ Rn, a > 0, with the following properties:
i) s ∈ [C∞(]0, a[)]n.
ii) limt→0+ s(t) = 0.
iii) supt∈ ]0,a[ ‖s(t)‖‖s′(t)‖ < +∞.
iv) The set {k ∈ N : s(‖xk‖) = xk and s′(‖xk‖) = yk} has an infinite number of elements.
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Proof:
Set X := {xk : k ∈ N}. Obviously X contains an infinite number of elements. For all z ∈ Rn
with ‖z‖ = 1 we define
Kz :=
{
x ∈ Rn : ‖x− rz‖ ≤ r√
3
for some r ≥ 0
}
.
Then Kz is a right circular cone with the vertex at the origin and the opening angle at the
vertex is pi/3.
There is a finite number Kz1 , Kz2 , . . . ,Kzm of such sets, such that
{x ∈ Rn : ‖x‖ ≤ 1} ⊂
m⋃
i=1
Kzi.
To see this let the set Sn := {x ∈ Rn : ‖x‖ = 1} be equipped with its usual topology (see, for
example, Section 8-8 in [2]). For every ‖z‖ = 1 define Oz to be the interior of Kz ∩ Sn in the
Sn topology. Because Sn is compact, a finite number of the Oz s, say Oz1 ,Oz2 , . . . ,Ozm , suffice
to cover Sn. But then, because Kzi =
⋃
r≥0 rOzi, the sets Kz1 , Kz2 , . . . ,Kzm cover Rn. Hence,
there is at least one z∗ such that X ∩ Kz∗ contains an infinite number of elements.
Define the sets
Kz∗,k :=
{
x ∈ Kz∗ : 1
k + 1
< ‖x‖ ≤ 1
k
}
for all k ∈ N. Then at least one of the sets X ∩⋃+∞k=1Kz∗,2k or ∩⋃+∞k=1Kz∗,2k−1 contains an infinite
number of elements. Without loss of generality we assume that X ∩⋃+∞k=1Kz∗,2k is infinite. The
rest of the proof would be almost identical under the alternative assumption.
We construct sequences (ai)i∈N and (bi)i∈N in Kz∗ in the following way : For every k ∈ N
consider the intersection X ∩ Ky∗,2k. If it is not empty there is an i ∈ N such that xi from the
sequence (xi)i∈N is in Ky∗,2k and in this case we set ak := xi and bk := yi. If the intersection
is empty we set ak equal to an arbitrary element of Ky∗,2k and set bk := ak/‖ak‖. By this
construction there are infinitely many i and k in N such that ak = xi and bk = yi.
We now have everything we need to construct the claimed path s. We start by constructing a
piecewise affine path s˜ ∈ C(]0, ‖a1‖]) and then smooth it to get s.
For every k ∈ N we define for m = 0, 1, 2 the constants tk,m by
tk,m := ‖ak‖ − m
3
(
1
2k + 1
− 1
2k + 2
)
.
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By the construction of the sequence (ak)k∈N we have 0 < tk+1,0 < tk,2 < tk,1 < tk,0 for all k ∈ N.
We define s˜ for every k ∈ N on the interval ]tk+1,0, tk,0] by
s˜(t) := ak+1 + (t− tk+1,0)bk+1 for all t ∈ ]tk+1,0, tk,2],
s˜(t) := ak+1 + (tk,2 − tk+1,0)bk+1 + (t− tk,2)ak − ak+1 + (tk,1 − tk,0)bk − (tk,2 − tk+1,0)bk+1
tk,1 − tk,2
for all t ∈ ]tk,2, tk,1], and
s˜(t) := ak + (t− tk,0)bk for all t ∈ ]tk,1, tk,0].
Then
s˜(‖ak‖) = s˜(tk,0) = ak and s˜′(‖ak‖) = s˜′(tk,0) = bk for all k ∈ N. (1)
Further, s˜ is continuous on ]0, t1,0] and smooth, except at the points t = tk,1 and t = tk,2 for all
k ∈ N.
Let ρ ∈ C∞(R) be a nonnegative function with supp(ρ) ⊂ [−1, 1] and ∫
R
ρ(τ)dτ = 1. We define
the smooth path s : ]0, t1,0[−→ Rn by defining, whenever
tk+1,0 + tk,2
2
≤ t ≤ tk,1 + tk,0
2
for some k ∈ N>0,
s(t) :=
∫ t+ tk,0−tk,1
4
t−
tk,0−tk,1
4
ρ
(
4(t− τ)
tk,0 − tk,1
)
4 s˜(τ)
tk,0 − tk,1dτ =
∫ 1
−1
ρ(τ) s˜
(
t− τ tk,0 − tk,1
4
)
dτ,
and we set s(t) := s˜(t) otherwise. Then s fulfills the claimed property i).
Note that because tk,0 > (2k+1)
−1 and tk+1,0 ≤ (2k+2)−1, which implies tk+1,0−tk,2 ≥ tk,0−tk,1,
the paths s and s˜ coincide for every t such that
tk+1,0 − tk,0 − tk,1
4
< t < tk+1,0 +
tk,0 − tk,1
4
for every k ∈ N. Hence the path s fulfills the claimed property iv).
For every k ∈ N and every 0 < t < tk,0 we have the estimate
‖s(t)‖ ≤
√
t2k,0 + (tk,0 − tk,1)2,
5
so, for every k ∈ N and every 0 < t < (2k)−1 we have the crude estimate
‖s(t)‖ ≤ 1
k
(2)
and the claimed property ii) is fulfilled as well. We come to the claimed property iii). By Lemma
1 we have for every k ∈ N and every tk+1,0 < t ≤ tk,0 the estimate
‖s′(t)‖ ≤ ‖bk‖+ ‖bk+1‖+
∥∥∥∥ak − ak+1 + (tk,1 − tk,0)bk − (tk,2 − tk+1,0)bk+1tk,1 − tk,2
∥∥∥∥
≤ 2 + 3(2k + 1)(2k + 2)
(
k + 1
k(2k + 2)
+
1
k(2k + 2)
− 1
3(2k + 1)(2k + 2)
)
≤ 28k,
where we used
‖ak − ak+1‖ =
√
‖ak‖2 + ‖ak+1‖2 − 2ak · ak+1,
which has a maximum with ‖ak‖ = (2k)−1, ‖ak+1‖ = (2k+2)−1, and ak · ak−1 = ‖ak‖‖ak+1‖/2
for k ≥ 2 (recall that the opening angle at the vertex of Kz∗ is pi/3). But then
‖s(t)‖‖s′(t)‖ ≤ 28
for all t ∈ ]0, t1,0[ and we have finished the proof. 
Lemma 3 Let f : N → R, where N ⊂ Rn is a neighbourhood of the origin. Assume f(0) = 0.
Then f is continuous at the origin, if and only if for every path s ∈ [C∞(]0, a[)]n, a > 0, such
that
lim
t→0+
s(t) = 0 and sup
t∈ ]0,a[
‖s(t)‖‖s′(t)‖ < +∞, (3)
we have
lim
t→0+
f(s(t)) = 0.
Proof:
The “only if” part is obvious. We prove the “if” part by showing that if f is not continuous at
the origin, then there is a path s ∈ [C∞(]0, a[)]n, a > 0, that fulfills the properties (3), but for
which lim supt→0+ |f(s(t))| > 0.
Assume that f is not continuous at the origin. Then there is an ε > 0 and a sequence xk, k ∈ N,
such that limk→+∞ xk = 0 but |f(xk)| ≥ ε for all k ∈ N. Set e.g. yk := xk/‖xk‖ for all k ∈ N.
By Lemma 2 there is a path s ∈ [C∞(]0, a[)]n, a > 0, with the properties that limt→0+ s(t) = 0,
supt∈ ]0,a[ ‖s(t)‖‖s′(t)‖ < +∞, and s(‖xk‖) = xk for an infinite number of k ∈ N. But then
|f(s(‖xk‖))| ≥ ε for an infinite number of k ∈ N, which implies lim supt→0+ |f(s(t))| ≥ ε and
we have finished the proof. 
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