and the infimum is taken over all countable covers of E by intervals C/¿ with ti = \U,\ = length of U¡ < 6. We show that given any such <b, there exist closed, nowhere dense sets Ei,E2 C / with H^(E\) = H$(E2) = 0 and E1+E2 = {a + b: ae Ei, be E2} = /. The sets E¡ (i = 1,2) are constructed
terval / = [0,1] as ¿¡¿(E) = lim{_o^, s (E) where H^, ¿E = inf ^l°l1 4>(U) and the infimum is taken over all countable covers of E by intervals C/¿ with ti = \U,\ = length of U¡ < 6. We show that given any such <b, there exist closed, nowhere dense sets Ei,E2 C / with H^(E\) = H$(E2) = 0 and E1+E2 = {a + b: ae Ei, be E2} = /. The sets E¡ (i = 1,2) are constructed as Cantor-type sets E,; = C\ _ £?,_" where £,;" is a finite union of disjoint closed intervals. In addition, we give a simple geometric proof that the natural probability measures m supported on Ei which arise as weak limits of normalized Lebesgue measure on Ei¡n have the property that the convolution ßi * ß2 is Lebesgue measure on /.
Introduction. In 1949, H. G. Eggleston [E] showed that there exist compact subsets Ei and E2 of the unit interval i = [0,1] which have Hausdorff dimension zero, but nonetheless have the property that the algebraic sum E1+E2 = {x+y: x E Ei and y E E2} is the entire unit interval I.
Following the ideas of Eggleston, we generalize his result by showing that for any given continuous increasing function $ with $(0) = 0, there are compact subsets Ei and E2 of the unit interval I such that Ei + E2 = I and the Hausdorff ^-measure of both Ei and E2 is zero.
In addition we show that the natural probability measures pi and P2, supported on Ei and E2, are measures whose convolution pi * p2 is Lebesgue measure X on I. Thus pi * p2 = A can be thought of as a nontrivial factorization of Lebesgue measure. In the last section we will consider such factorizations of other measures absolutely continuous with respect to Lebesgue measure.
We wish to thank R. Lyons for pointing out a probabilistic approach to the proof of Theorem 3.1, which we outline. We would also like to acknowledge that W. Rudin communicated to the first named author an independent proof of Theorem 3.1 and some of its consequences. It was also pointed out to us that a similar question was studied by Tortrat who obtained a version of Theorem 3.1; see [T] .
Finally, we wish to thank the referee who pointed out an error in an earlier draft and provided us with some additional references.
1. We begin with the general construction of the sets Ei and E2. Given a sequence of positive integers greater than one {<7¿}i=i,2,... (by convention we set ço = 1) we can express any number t in the unit interval I = [0,1] in the form
where {p¿}í=i,2,... is a sequence of integers satisfying 0 < p, < <?».
One can see this fact geometrically by subdividing the interval into c?i equal subintervals and each of those subintervals into 92 further subintervals and so on. The number pi tells which of the first qi intervals the point lies, p2 tells which further subinterval the point lies and so on (there is only an ambiguity at the endpoints of each subinterval and this is easily dealt with). It is not difficult to see that Ei, i = 1,2, is perfect (we may perturb the expansion to find a sequence converging to any given point). To simplify notation we set rn = <?i ■ 9,2 • • • Qn-To see (B), we inductively construct the sets Elin. We construct Ei,i by dividing I into qi equal intervals of length 1/qi; £1,1 is then £1,1 = \J{[J/Qi,3/qi + 1/qi ■ q2]: j = 0,1,2,... ,qi -1}.
Given EitU, we construct Ei>n+i by subdividing each subinterval In of Eiin (there are cn such intervals of length l/r2n) into t72"+i intervals of equal length and from each such interval we choose the leftmost subinterval in+i of length l/r2n+2-The union of all the intervals so chosen is then -E^n-i-i (see Figure 1) .
We construct E2,n in a similar fashion. We first subdivide the interval [0,1/qi] into 92 subintervals of equal length 1/(91 • 92); £2,1 1S tnen tne uni°n of (ft closed subintervals £2,1 = \J{[J/r2,j/r2 + 1/fs] : j = 0,1, 2,..., q2 -1}.
Then given E2,n we construct E2,n+i by subdividing each subinterval of E2,n (there are dn such subintervals each of length l/r2n+i) into 92^+1 intervals of We now define probability measures p¿>n supported on F¿]Tl, i = 1,2, by using a constant multiple of Lebesgue measure on each subinterval i¿" of £¿in. More precisely, we let \i,n be the characteristic function of F,-iTl and set
From our construction of the sets F,-,n we find that the measures p¿>n have the following properties:
Hi,n{Ii,n) = Hi,m{Ii,n) for m > n;
,p, the measures {p¿,n}n=i,2,... converge weak* to a probability measure p¿ supported on F¿. (D) can be rephrased by saying that the intervals i¿in carry the same mass from some finite stage onwards. This fact will ensure the weak* convergence of the measures indicated in (E) .
Henceforth, F¿ and p¿ will refer to the sets and measures obtained above from a given sequence {qn}-We will show that an appropriate choice of the sequence {c7"} we lead to some interesting consequences. See also [KS] for other related Cantor set constructions. PROOF. We construct a sequence {qk} inductively as follows. Set qo = 1-Given Qo,Qi,---,Qn we choose qn+i so large that
To show that H^(Ei) = 0, it suffices to show that there is a sequence of positive numbers {6n}, such that 6n -» 0 and that
and since Fi is contained in Flin, we see that
< l/(2n-l). A similar calculation shows that Ü$(F2) = 0. The fact that E1+E2 = I has been noted above. The proof is complete.
For a subset F of the unit interval we define the logarithmic measure of F as L(E) = H*{E), where $(t) = l/log(l/i).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use It is known (see [N, Chapter 5, §6, p. 147] ) that a set of logarithmic measure zero has logarithmic capacity zero. Thus Corollary 2.6 implies the existence of two compact sets Fi and F2 each with capacity zero and yet their algebraic sum, which is the whole interval, has positive capacity.
2.7 PROPOSITION. The measure pi associated with the set Ei in Corollary 2.6 is an Evans measure for the set Ei. That is, the potential function
Similarly, the measure p.2 is an Evans measure for the set F2.
PROOF. Since pi is a probability measure supported on the compact set E%, (2.9) is immediate. To prove (2.8) we fix an x E E\. In our construction of the sets Fi and F2 in Corollary 2.6 we chose integers qi,q2,---satisfying (2.4) for
Then for each n, there is a subinterval iiin of Fi,n which contains x. Now 0 < x, y < 1 implies that log(l/|:r -y\) > 0 and so
> 2n -1 by (2.10).
The result now follows.
3. We have seen that by choosing our sequence {<7n} so that the g"'s increase sufficiently rapidly, we can construct very small sets Ei and F2 whose algebraic sum is the whole interval i. The convolution px * P2 of the measures pi and P2 is supported in the algebraic sum of the supports of pi and P2, and thus in the whole interval. We now show that no matter how small the sets F¿ are, the measure Pi * p2 is large. PROOF. Here mod 1 refers to the fact that the support of pi,n*P2,m will extend slightly beyond the interval I; if we add this extra mass starting at the origin, we do indeed obtain Lebesgue measure. This problem could be circumvented by working on the unit circle, but this would then complicate the geometrically simple proof.
That (3.2) follows from (3.3) can be seen from the fact that p¿in -► p¿ weak* and thus (pi,n x P2,n) -* (pi x P2) weak* on the product space E\ x F2, together with the fact that the convolution is obtained by integrating on the product space.
That is,
We will prove that pi>n * p2,n = A. The general case pijn * p2,m = A will then follow from a simple geometric observation. We will outline the proof in the case that n = m = 1. This case is typical of the general case and its outline will simplify and motivate the general discussion following.
The measure pi,i is supported on the qi intervals ii,! comprising Fi,i and the measure p2,i is supported on the q2 intervals Í24 comprising F2,i. Hence the product measure piti x p2,i is supported on Qi • q2 rectangles which we denote by Rij. Also
We illustrate this in Figure 2 by putting F^i on the vertical axis and E2,i on the horizontal axis. We define p(x,y) = x + y. The diagonal lines in Figure 2 are to indicate the effect of projection via p. We compute the p^i * p2,i measure of a Borel subset F of I as (Pl,l * P2,l)(F) = (pi,i X P2,l)(p~' 'E)).
The idea of the proof that pi,i * p2,i = A is that the rectangles project down to exactly fill out the interval I. We compute the pi,i * p2,i measure of F as the sum Pi,i *P2,i(F) = ^2 9\ -92 93 -(A x X)(p~1(E)r\Riij).
i,j
Now projecting the rectangles down the diagonal so that their bases lie on the horizontal axis will not change the two-dimensional Lebesgue measure of p_1(F) fl Rij. After such projection, the rectangles will fill out the strip Qi = [0,1] x [0,1/(91 ■ 92 ■ 93)]-Then we find that the measure We need some notation and definitions to formalize the above discussion. where again the mod 1 refers to the addition of the overlap to the origin.
We will consider the case piin * P2,n-Let R be a rectangle in the support of Pi,« x p2,n-Then R = ii," x I2,n for appropriate subintervals h,n of Fln and Í2,n of F2,n. R is isometric to the rectangle
and has total (pi,n x p2,n)-mass l/r2n.
We set Qn = [0,1] x [0, l/r2"+i]. We wish to show that the projection of all the rectangles precisely fills out Qn with no overlap of interior points. This will then prove (3.3) for the case m = n. We index all the rectangles in the support of pi,n x P2,n as {Rn"}k=\,2,...-3.5 Proposition.
For each n = 0,1,2,..., (3.6) \J{P(Rn"): k = 1,2,...,r2n} = QnFuthermore, (3.7) mt(P(Rnk)) U int(P(Ä">)) = 0, k ± j-PROOF. We use induction. Since q0 = 1 and R°° = I x [0,9i] = P(R°°) = Q0, the case n = 0 is immediate. We assume that (3.6) and (3.7) are both true for the index n. To prove (3.6) and (3.7) for the index n + 1, it suffices to show that for each rectangle Rn", the projection of the subrectangles obtained from the (n + l)st subdivision which lie in the rectangle Rnk cover the base of the projection of Rnk without overlap. More precisely, we wish to show that This then establishes the proposition. From the above, as in (3.4), we can now show that pi," * p2,n = A for
Suppose now that m > n. Then the support of plin x p2,m lies in the support of pi,n x p2,n and is obtained by successively subdividing the intervals ii,n on the vertical axis. Thus we subdivide each rectangle into horizontal strips. The projection of these strips will be several horizontal strips 5n,m in Qn (since each rectangle projects into Qn)-The mass of each strip is the same and their total mass is one (the p¿jn are probability measures). One then easily sees that (3.10) pi," *P2,m(F) = (pi," X p2,m) (p-l(E) H (iJSn.m)) = (Pi.n x ß2,n)(p-\E) n Qn) = X(E) by (3.9).
Finally, for the case m < n, we can project on to the vertical axis and use a similar argument. This completes the proof of Theorem 3.1. Combining Corollary 2.6, Proposition 2.7 and Theorem 3.1, we obtain the following 3.11 THEOREM. There are compact subsets Ei and E2 of the unit interval, each of capacity zero, such that the convolution of the natural Evans measures pi and p-2 supported on the sets Fi and E2 is Lebesgue measure.
It is worth remarking that the measures pi and P2 both have infinite energy, while their convolution is Lebesgue measure on I and so has finite energy. Also it is not difficult to see that this result is true in all dimensions. For instance,
and for a given $ the Hausdorff ^-measure of F¿ x Et x ■ ■ ■ x F¿ can be made arbitrarily small by assuring that F¿ is sufficiently small, i = 1,2. That the natural factorizations of lebesgue measure 427 probability measures supported on F¿ x E% x ■ ■ ■ x F¿, i = 1,2, convolve to give the usual Lebesgue measure of the cube In is not difficult and we leave the details to the reader.
An alternative proof of Theorem 3.1, using probability theory, has been pointed out to us by R. Lyons. We omit the technical details and briefly outline the method here. One can show that (3.12) A = * Si, where S< = V (-\ 6 (-2=1 pTo W \n
To see this, we consider the successive p¿ in the expansion of a point x (see (1.1)) to be a type of decimal expansion. We then attach equal mass at each possible point of such an expansion. A probabilistic argument then shows that this is indeed Lebesgue measure. Similarly, we find
This is seen in much the same way as (3.12). Now it is true that all the infinite convolutions here converge unconditionally. Hence in the convolution pi,n *p2,m we may rearrange terms to obtain Lebesgue measure (as in (3.12)) convolved with an error term from the extra factors, see, for instance, Chapter 6 of [GM] . However, convolving any measure with Lebesgue measure (on the circle) yields Lebesgue measure and so we find that piiTi * P2,m = A (mod 1) as above.
4. In the last section we found a nontrivial factorization of Lebesgue measure. This is, neither of the measures pi nor p2 are point masses. We now consider what other measures could possibly be factorized in such a fashion and how Lebesgue measure can be determined from the measures pi and p2-Throughout this section we fix two sets Fi and F2 as constructed in §1.
Given a nonnegative Lebesgue integrable function / defined on the unit interval with J f dX = 1, we obtain a probability measure f(x)dX(x).
Suppose we could factor f dX as
where r\i and r¡2 are probability measures supported on the sets Fj and F2, respectively.
4.2 PROPOSITION. With the above assumptions, there is a pi -measurable function g such that dr}i(x) = g(x)dm (x) and a p2-ineasurable function h such that dr)2(x) = h(x)dp,2(x).
PROOF. Equation (4.1) implies that for any Lebesgue measurable set F contained in the interval i, (4.3) Xf(F)= [ f(t)dX(t)= if XF(x + y)dr,i(x)dr,2(y).
Jf j jE\xe2
We recall that Ei + E2 = I. Given two Borel subsets Fi and F2 of Ex and F2 we set F = Fi + F2. It easily follows that We now define 'E, and 9(x) = / f(x + y)dp.2(y) forxEEi JEn Hy) = f{x + y)dpi(x) for y E F2.
JEt By Fubini's Theorem, g is pi-measurable and h is p2-measurable. Furthermore, we find from the above (recalling pi * p2 = A)
= / g(x)dp.i(x).
Jf,
Similarly we find
This completes the proof.
Next Proposition 4.2 and (4.3) yield (4.8) // XF(x + y)f(x + y)dp,i(x)dp2(y)
for all Borel subsets F of I.
It is not difficult to see that (4.4) implies that continuous functions of the form f(x + y) are dense in the space of continuous functions on Fi x F2. Consequently from (4.8) we find (4.9) f(x + y) = g(x)h(y), (x,y) E Fj x F2 a.e. w.r.t. px x p2-At a point (a, b) where (4.9) is satisfied we find (4.10) f(y + a) = g(a)h(y)a.e.p2 and f(x + b) = h(b)g(x) a.e. pi.
Thus g and h are determined by the values of / on the sets Fi and F2. Let us assume for the sake of simplicity that (a,b) = (0,0) and that /(0) = #(0) = h(0) = 1. Then (4.9) becomes (4.11) f(x + y) = f(x)f(y) a.e. pixpilf / is a differentiable function of the interval, then (4.11) easily yields f(t) = cedt. Equation (4.11) is indeed very restrictive, in general, and leads one to suspect that there are very few measures of the form / dX which can be factored via the convolution of two such measures. One can actually find solutions to (4.11) which are continuous except at a countable number of points as follows:
Let g and h be continuous functions on Fi and F2, respectively (where the topology of Fi and F2 i: the topology they inherit as subspaces of [0,1]). We would like to define a continuous function / on the interval I, by the rule (4.12) f(t) = g(x)-h(y), where t = x + y, x E Ei and y E F2.
Thinking of the expansion of a point t E I (see (1.1)) as a "decimal" expansion t = (O.P1P2P3... ), we see by definition the sets Ex and F2 are the points with expansion x E Ei => x = (O.P1OP3OP5O... ), "zeros in the even slots", and y E F2 =>■ y = (0.0p20p40... ), "zeros in the odd slots".
This gives us two functions t -* x(t) and t -* y(t) defined by the above splitting of the expansion. However, the expansion of a point t E I need not be unique (as in the case of repeating 9's in a decimal expansion) so that a priori the functions x(t) and y(t) are not well defined. We can alleviate this problem by identifying the points (0.pip2...p"(9n+i -l)(9n+2 -l)---) and (0.pip2 ... (p" + 1)000...), where pn is the last integer in the expansion with p¿ < c¿ -1, and always agree to choose the latter expansion for such a point t. This then makes the expansion unique and the functions x(t) and y(t) well defined on i. Using the rule suggested in (4.12) we can define a function on the interval as f(t) = g(x(t))-h(y(t)).
The function / will be continuous except at a countable number of points provided we show that the functions x(t) and y(t) are. We will show that x(t) is continuous except at the points with expansion terminating in zeros. That y(t) is continuous except at such points will follow in a similar fashion. Thus let t be a point of i whose expansion does not terminate in zeros and let 6 > 0. Let N be so large that 1/r/v < 6. Next, by our choice of the expansion of t, there is an i > N such that 0 < p, < g, -1. We accordingly set r = l/rt. We now see that if \t -t'\ < t, then the expansions of t and t' agree to the first i -1 places and hence so do the expansions of x(t) and x(t'). Thus ]x(t)-x(t')\ < l/r,_! < l/rN <6.
It is not difficult to see that the functions x(t) and y(t) are not continous at points whose expansion terminates in zeros since a small perturbation will carry far up the expansion, and so change x(t) quite a bit.
The following result follows easily from the above.
4.13 THEOREM. If f is a nonnegative continuous function on I, then fdX = r)i *r)2, where rji and r?2 are measures supported on Ei and F2, respectively, only if there are continuous functions g and h defined on E\ and E2, respectively, such that f(t) = g(x(t))-h(y(t)).
It seems quite plausible that the only such functions / are exponentials; unfortunately, we were unable to decide this.
ADDED IN PROOF. A Tortrat has recently proven the conjecture stated after Theorem 4.13. The authors would also like to thank Professor Tortrat for his valuable comments.
