The Chord protocol is one of the first, simplest and most popular overlay protocol. This paper describes the Chord protocol using the logic of time and knowledge. The formalization concerns Chord actions that maintain ring topology. We consider the case when the nodes are not allowed to fail or leave and prove the correctness with respect to it.
probability, for example: "With high probability, the number of nodes that must be contacted to find a successor in a -node network is (log )".
The only statement in the papers [14] , [15] , [16] which avoids the mentioned phrase about high probability is Theorem IV.3. It (corresponds to our Lemma 6 and) proves that inconsistent states produced by executing several concurrent joins of the new nodes are transient, i.e., that after the last node joins the network will form a cycle. More general sequences of concurrent joining and leaving are considered in [8] , where a lower bound of the rate at which nodes need to maintain the system such that it works correctly is given (again) with high probability. In this paper we are not considering possible failures and leaves of the nodes. Our intention is that include this segment in our future work.
Anyway, it is not quite clear how to compare these two approaches (deterministic and probabilistic), but in our opinion there is benefit from both of them. One can argue that the probabilistic approach (providing lower bounds of probabilities) is useful to study robustness of protocols. On the other hand, it will be useful to describe sequences of actions leading to (un)stable states of Chord networks, to be able to analyze properties of systems that incorporate Chord and assume its correctness, as it is the case with non-relational database systems.
In [6] the theory of stochastic processes is used to estimate the probability that a Chord network is in a particular state. In [1] , [2] Chord's stabilization algorithm is modelled using the -calculus and it's correctness is established by proving the equivalence of the corresponding specification and implementation. Possible departures of nodes from a network are not examined in this approach. In [19] the Alloy formal language is used to prove correctness of the pure join model. The same formalization present several counterexamples to correctness of Chord ring-maintenance in the general case.
In [4] a joint frame for reasoning about knowledge and linear time is presented, and the proof of weak completeness for a logic which combines expressions about knowledge with linear time is provided.
B. Contributions
Our aim is to provide axiomatization and to prove the strong completeness for the logic of time and knowledge for the Chord Protocol. Using the presented logic our goal is to prove the correctness of the maintenance of the ring topology of the Chord protocol with the respect of the fact that nodes are not allowed to departure the system after they join it. This is motivated by the obvious fact that errors in concurrent systems are difficult to reproduce and find merely by program testing, and that this proof could be the foundation for the formal proof created using a formal proof assistant (like, Coq or Isabelle/HOL).
III. CHORD PROTOCOL
The papers [14] , [15] , [16] introduce the Chord protocol and give the specification of it in C++-like pseudo-code. They present the correctness, performance and robustness of the Chord protocol. Here, we will provide a short description of it.
A number of nodes running the Chord protocol form a ring-shaped network. The main operation supported by Chord is mapping the given key onto a node using consistent hashing.The consistent hashing [5] provides load-balancing, i.e., every node receives roughly the same number of keys, and only a few keys are required to be moved when nodes join and leave the network. Chord networks are overlay systems. Thus, each node in a network (with -nodes) needs "routing" information about only a few ( (log )) other nodes, and resolves all lookups via (log ) messages to other nodes. As it is shown, the Chord's stabilization algorithm maintains good lookup performance despite continuous failure and joining of nodes. When the network is not stable, i.e., the corresponding "routing" information is out of date since nodes join and leave arbitrarily, the performance degrades.
Identifiers are assigned to nodes and keys by the consistent hash function. The identifier for a node or a key, ℎ ℎ( ) or ℎ ℎ( ), is produced by hashing IP of the node, or the value of the key. The length of identifiers (for example bits) must guarantee that the probability that two objects of the same type are assigned same identifiers is negligible. Identifiers are ordered in an identifier circle modulo 2 . Then, the key is assigned to the node such that ℎ ℎ( ) = ℎ ℎ( ). If such a node does not exist, the key is assigned to the first node in the circle whose identifier is greater than ℎ ℎ(
). Every node possesses information on its current successor and predecessor nodes in the identifier circle. To accelerate the lookup procedure, a node also maintains routing information in the form of the so-called Finger Table with up to entries. The ℎ entry in the table at the node contains the identifier of the first node that succeeds by at least 2 −1 in the identifier circle, i.e., = ( + 2 −1 ), where 1 ⩽ ⩽ (and all arithmetic is preformed modulo 2 ). The stabilization procedure implemented by Chord must guarantee that each node's finger table, predecessor and successor pointer are up to date. The procedure runs periodically in the background at each node. To increase robustness, each Chord node can create a successor list of size , containing the node's first successors.
Beside the mapping of keys onto the set of nodes, the only other operations realized by Chord are adding/removing of a node to/from a network. When a node joins an existing network, certain keys previously assigned to 's successor now become assigned to . When a node leaves the network regularly, it notifies its predecessor and successor and reassigns all of its keys to the successor.
IV. LOGIC OF TIME AND KNOWLEDGE

A. Syntax
Let ℕ be the set of non-negative integers. We denote N = { 0 , . . . −1 }, where ∈ ℕ, and then let N 1 = N ∪ { } be the set of propositional variables.
The set of all formulas is the smallest superset of N 1 which is closed under the following formation rules:
The remaining logical and temporal connectivities ∨, →, ↔, F, G, P, H are defined in the usual way:
The operators ≻ and ≺ represent relations successor and predecessor of a node. The tip of the "arrow" is pointing to the node with "greater" identifier, with respect to the ordering determined by the ring shaped Chord network. We will use abbreviation
Nonempty sets of formulas will be called theories.
In this paper we will consider time flow which is isomorphic to the set ℕ. We will take into account both future and past. Since we are dealing with a multi-agent system were agents have to share knowledge among them the obvious choice is to use the logic of time and knowledge, similarly like in [4] .
We define Φ , ( , ( ) ∈ℕ ) as a -nested implication for the knowledge of an agent and for formula based on the sequence of formulas ( ) ∈ℕ in the following recursive way:
). This definition follows the form of probabilistic k-nested implication presented in [10] , [18] .
B. Semantics
We will defined models as Kripke's structures. 
An ∈ N is in the time instant in the run ( , = ⊤) if the Chord network node is active in the corresponding realization of the network. We define the set of propositional variables which represent the active nodes of Chord network as N a = { | is }. For , , ∈ N we define the relation M which represents the fact that is the member of the ring interval ( , ] as: M⟨ , ⟩ is iff
C. Satisfiability relation Definition 2. Let ℳ = ⟨ , , , ⟩ be any model. The satisfiability relation |= (formula is satisfied in a time instance of a run × |= ) is defined recursively as follows:
= and ⟨ , ⟩ |= ¬ ∨ ( ∧ ( (¬K ( ≻ ))))
D. Axiomatization
The axioms of our theory are all instances of the following schemata:
Inference rules: MP from and → infer RTN from infer ⃝
[AT1 -AT10] are standard axioms of the linear temporal logic. [AT11] takes into consideration specificity of our model and the restriction that when some become ⊤, then it will never be ⊥. While [AK1] takes into consideration specificity of our model, [AK2 -AK5] are standard axioms for reasoning about knowledge.
[AS1] says that a node can have only one successor.
[AS1] says that a node can be predecessor of only one node.
[AS3] says that a node can have only one predecessor.
[AS4] says that if a node is predecessor of some other node, that other node has to be its successor.
[AS5] says that if a node has the successor than it knows that is its successor.
[AS6] says when the current successor will be the successor in the next time instance.
[MP] is modus ponens, [RTN] and [RKN] resemble necessitations,and [RI] is the infinitary inference rule that characterize the Until operator.
E. Soundness, Completeness and Decidability
The inference relation ⊢ is defined as follows: Definition 3. We say that is syntactical consequence of a set of formulas (or that is deducible or derivable from ) and write ⊢ iff there exists an at most countably infinite sequence of 0 , . . . , such that = and for all ⩽ , is an instance of some axiom, ∈ , or can be obtained from some previous members of the sequence by an application of some inference rule. A formula is a theorem (⊢ ) if it is deducible from the empty set. The rules [RTN] and [RKN] can be applied only to theorems.
Definition 4. A set T is inconsistent iff ⊢ ⊥, otherwise it is consistent. A set of formulae is maximal if for every formula
either ∈ or ¬ ∈ . A set is deductively closed if for every formula , if ⊢ , then ∈ . Lemma 1. Let , be formulae:
where is a set of formulae, then K ⊢ K for some 0 ⩽ < . Theorem 1 (Soundness). ⊢ implies |= .
Theorem 3. Every consistent set of formulas can be extended to a maximal consistent set * .
Canonical structure. We define a special, so called canonical structure * = ⟨ , , , ⟩. We start with the set = {¬ 0 , . . . ¬ −1 } ∪ { ⊥} and consider the family of all maximal consistent extension of . Let 0 ∈ . We define = { : ⃝ ∈ −1 }, > 0. We denote:
Also:
is a maximal consistent set.
Theorem 4 (Strong completeness). Every consistent set of formulas is satisfiable.
Theorem 6 (Decidability theorem). Checking the satisfiability of a given formula is decidable.
We will not provide the proofs of the Theorems 1 -6, and Lemma 2 here. We refer the reader to [9] , [11] , [12] , [18] , where the similar proofs are provided.
V. PROOF OF THE CORRECTNESS
To be able to prove the correctness of the Chord protocol we need to introduce the following definitions:
The processes of the Chord network can be describe with: To be able to describe periodicity of the stabilization process, we introduce the following axioms: ACF1:
The correctness of the Chord protocol can be proved by the following Lemmas and Theorem. Lemma 3. Let a peer start a new Chord network. Then, there is a finite period of time after the network will be stable again. Lemma 4. Let a peer join a stable Chord network which consists of only one node. Then, there is a finite period of time after the network will be stable again.
Lemma 5. Let a peer join a Chord network, between two nodes which constitute a stable pair. Then, there is a finite period of time after the starting pair will be stable again. Lemma 6. Let a Chord network contain a stable pair. If a sequence of nodes join between the nodes that constitute this stable pair, then there is a finite period of time after the starting pair will be stable again.
Theorem 7. ⊢ ¬⊚ → F⊚
Proof. Since we do not allow node failures, this theorem is the corollary of Lemmas 3 -6.
VI. SUMMARY OF THE RESULTS
The main results of this paper is that the presented logic of time and knowledge is proved to be sound (Theorem 1), strong complete (Theorem 4) and decidable (Theorem 6). Through the series of steps (Lemma 3 -6), we prove that the maintenance of the ring topology of the Chord protocol is correct (Theorem 7) with respect of the fact that failures or departures of the nodes are not allowed, using the framework of the presented logic.
VII. CONCLUSION
In this paper we have provided the axiomatization and have proved the strong completeness for the logic of time and knowledge. Using this framework, we have proved the correctness of the maintenance of the ring topology of the Chord protocol with the respect of the fact that nodes are not allowed to departure the system after they join it.
Our plan is to continue our research to prove the correctness in the general case. Also, one of the possible directions for further work is to apply the similar technique to describe other DHT protocols and other cloud processes.
Another challenge could be to verify the given proof in one of the formal proof assistants (e.g., Coq, Isabelle/HOL). It might also produce a certified program implementation from the proof of correctness.
