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GEOMETRIC TRIVIALITY OF THE STRONGLY MINIMAL
SECOND PAINLEVE´ EQUATIONS.
JOEL NAGLOO1
UNIVERSITY OF LEEDS
Abstract. We show that for α 6∈ 1/2+Z, the second Painleve´ equation PII(α) : y
′′ =
2y3+ty+α is geometrically trivial, that is we show that if y1, ..., yn are distinct solutions
such that y1, y
′
1
, y2, y
′
2
, . . . , yn, y
′
n are algebraically dependent over C(t), then already for
some 1 ≤ i < j ≤ n, yi, y
′
i, yj, y
′
j are algebraically dependent over C(t). This extend to
the non generic parameters the results in [8] for PII(α).
1. Introduction
In this paper, we initiate the study of existence of algebraic relations over C(t) between
solutions of the second Painleve´ equation PII(α) : y
′′ = 2y3 + ty + α for non generic
α ∈ C. In the case of generic α ∈ C, the work in [9] gives a complete answer:
Proposition. Suppose α 6∈ Qalg. Then if y1, . . . , yn are solutions of PII(α) then y1, y
′
1, . . . ,
yn, y
′
n are algebraically independent over C(t), that is tr.deg (C(t)(y1, y
′
1, . . . , yn, y
′
n)/C(t)) =
2n.
One important step in the proof of that result was to first show that in the generic
case, PII(α) is geometrically trivial [8]. In this paper we have succeeded to prove that
the same hold when α 6∈ 1/2 + Z. We say a few words about our strategy:
It is well known that for α 6∈ 1/2 + Z, PII(α) is strongly minimal: if y is a solution
which satisfies an algebraic differential equation of the first order over a differential field
extension K of C(t), then y is algebraic over K. On the other hand, from model theory,
we have a very general classification of differential equations that are strongly minimal.
For PII(α), this classification says that either 1) it is geometrically trivial or 2) there is
a differential rational relation between PII(α) and a very special kind of ODE, E
♯, on an
elliptic curve E not defined over C (an example being the Picard-Painleve´ VI).
Inspired by the work of Nishioka in [10], we show that for α 6∈ 1/2+Z any finite-to-finite
correspondence PII(α) → PII(α) is an automorphism. From this we can conclude that
PII(α) is geometrically trivial. Indeed, on the E
♯’s are defined the multiplication-by-n
maps (n ∈ N), and we show that these correspondences must be “carried through” via
any differential rational relation.
The paper is organized as follows. In Section 2 we set up the notation and recall
some results we need from the study of strongly minimal sets in differentially closed fields
of characteristic 0. We end that section by proving that if Y is a non-trivial locally
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modular strongly minimal set, then over some differential field K, there exits finite-to-
finite correspondences Y → Y that are not automorphisms of Y (Proposition 2.7). Using
this, in Section 3 we show that for α 6∈ 1/2 + Z, PII(α) cannot be non-trivial locally
modular and so must be geometrically trivial (Proposition 3.3). Finally in Section 4
we give a restatement of the conjecture that in DCF0 any geometrically trivial strongly
minimal set is ω-categorical.
Acknowledgement. The author would like to thank Prof. Anand Pillay for his support,
guidance and continuous encouragement; but also for supplying the proof of Proposition
2.7. Thanks also to James Freitag for an interesting discussion around some of the
problems considered in this paper.
2. Preliminaries
We start with a brief summary of the notions from model theory and differential al-
gebra that we will need (cf. [5]). We fix the language L∂=(+,−, ·, 0, 1, ∂) of differential
fields. By DCF0, we mean the theory of differentially closed fields of characteristic 0 with
a single derivation. It is well known that that DCF0 is complete, has quantifier elimi-
nation and is ω-stable. Although not explicit, these properties play an important role
throughout this paper. For us, a differentially closed field is precisely a model of DCF0.
For a field F , F alg will denote its algebraic closure in the usual algebraic sense and by a
definable set we mean a finite Boolean combinations of affine differential algebraic vari-
eties (or Kolchin closed sets). If a definable set Y in Kn is defined with parameters from
a differential subfield F of K we will say Y is defined over F .
We will also fix a “saturated” model U = (U ,+,−, ·, 0, 1, ∂) of DCF0 of cardinality
continuum and so we take C, the field of complex numbers, as the field of constants of U .
Throughout t will denote an element of U such that ∂(t) = 1. If K is a differential subfield
of U and y is a tuple from U , then K〈y〉 will denote the differential field K(y, y′, y′′, ...),
where here y′ is short for ∂(y). As usual, given a tuple z from U , z ∈ K〈y〉alg means that
the coordinates of z are in K〈y〉alg.
Given a differential field K and a a tuple of elements from U , the type of a over K, de-
noted tp(a/K), is the set of all L∂-formulas with parameters from K that a satisfies. It is
not hard to see that the set Ip = {f ∈ K{X} : f(X) = 0 ∈ p} = {f ∈ K{X} : f(a) = 0}
is a differential prime ideal in K{X} = K[X,X
′
, . . .], where p = tp(a/K). Indeed, by
quantifier elimination, the map p 7→ Ip is a bijection between the set of (complete) types
over K and differential prime ideals in K{X}. Therefore in what follows there is no harm
to think of p = tp(a/K) as the ideal Ip.
We will say that a definable set Y ⊆ Un is finite dimensional if order(Y ) = sup{
tr.deg(K〈y〉/K) : y ∈ Y } is finite, where K is some differential field over which Y is
defined. For such a Y , we will call an element y ∈ Y generic over K if tr.deg(K〈y〉/K) =
order(Y ).
An important class of finite dimensional sets is the following:
Definition 2.1. A definable set Y in Un is strongly minimal if it is infinite but has no
infinite co-infinite definable subsets.
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In [8] one can find a very detailed summary of the main results around the “geometry”
of strongly minimal sets. Here we recall the things we need and leave the details.
Remark 2.2. If Y ⊆ U is defined by differential equation y(n) = f(y, y′, .., y(n−1), t)
where f is rational over C, then Y is strongly minimal if and only if for any differential
subfield F of U which is finitely generated over C(t), and y ∈ Y , either y ∈ F alg or
tr.deg(F 〈y〉/F ) = n.
The first basic example of a strongly minimal set in U is the field of constants C =
{y ∈ U : y′ = 0}. Other important examples come from simple abelian varieties A over
U :
Fact 2.3 ( [1], [3]). Let A be an abelian variety over U . We identify A with its set A(U)
of U-points. Then
(i) A has a (unique) smallest Zariski-dense definable subgroup, which we denote by A♯.
(ii) If A is a simple abelian variety with C-trace 0, then A♯ is strongly minimal.
The subgroup A♯ is called the Manin kernel of A (cf. [7]) and it will play a very
important role in what follows.
Definition 2.4. Let Y ⊂ Un be strongly minimal, and suppose order(Y ) = m.
(i) We say that Y is geometrically trivial if for any countable differential fieldK over which
Y is defined, and for any y1, .., yℓ ∈ Y , if the collection consisting of y1, .., yℓ together with
all their derivatives y
(j)
i is algebraically dependent over K then for some i < j, yi, yj
together with their derivatives is algebraically dependent over K.
(ii) Let Z be another strongly minimal set and denote by pi1 : Y ×Z → Y and pi2 : Y ×Z →
Z the projections to Y and Z respectively. We say that Y and Z are nonorthogonal if
there is some infinite definable relationR ⊂ Y ×Z such that pi1↾R and pi2↾R are finite-to-one
functions.
Remark 2.5. Suppose Y and Z are nonorthogonal strongly minimal sets and that the
relation R ⊂ Y ×Z is defined over some field K. Then by definition, for any generic y ∈ Y
there exist z ∈ Z generic such that (y, z) ∈ R and in that case K 〈y〉alg = K 〈z〉alg. So it
is not hard to see that, if Y, Z are nonorthogonal strongly minimal sets then order(Y ) =
order(Z).
Nonorthogonality is an equivalence relation for strongly minimal sets and the following
theorem, called the trichotomy, gives a classification of strongly minimal set in U up to
nonorthogonality. We direct the reader to [8] for a summary of how the proof goes.
Theorem 2.6 ( [3]). Let X be a strongly minimal set. Then exactly one of the following
holds:
(i) X is nonorthogonal to the strongly minimal set C (defined by y′ = 0),
(ii) X is nonorthogonal to A♯ for some simple abelian variety A over U which does not
descend to C.
(iii) X is geometrically trivial.
Sets in (ii) are called non-trivial locally modular strongly minimal sets. It is worth
mentioning that without any doubt, the trichotomy (as stated) is one of the deepest
result in the model theory of differentially closed field of characteristic 0. In any case,
in this paper we will use it to make a crucial observation about the non-trivial locally
modular strongly minimal sets.
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Let Y be a strongly minimal set in U and suppose K is any differential field over which
Y is defined. If y and z in Y are such that y ∈ K 〈z〉alg (and so z ∈ K 〈y〉alg), then
mult(y/K 〈z〉) will denote the (finite) number of elements of Y that realizes tp(y/K 〈z〉).
In other words, mult(y/K 〈z〉) is the degree of the minimal polynomial of y over K 〈z〉.
It is well known that finite-to-finite correspondences (indeed finite-to-one) exist for the
Manin kernels: Let A be a simple abelian variety with C-trace 0 and let Y = A♯. For each
n ∈ N, we have multiplication-by-n map, n : A→ A. This map is surjective and n2d-to-1
(where d is the dimension of A). So for any generic point a ∈ Y , mult(a/n · a)) = 1 while
mult(n · a/a) > 1 (as long as n > 1).
Our first result says that the same is true for any non-trivial locally modular strongly
minimal sets:
Proposition 2.7. Suppose that Y is a non-trivial locally modular strongly minimal set
in U . Then there exists a differential field K such that for any generic point y of Y over
K, there exist z ∈ Y generic over K, such that z ∈ K 〈y〉alg and z 6∈ K 〈y〉.
Proof. Assume for contradiction that the conclusion of the proposition does not hold.
Now as Y is non-trivial locally modular, from Theorem 2.6, there exist a simple Abelian
variety A not defined over C such that Y is nonorthogonal to X = A♯. Let K be the
differential field over which this occur and throughout will be working over K. Also, in
what follows Ygen will be the set of generic points of Y (same for Xgen).
We show that for d, e ∈ Xgen, if d and e are interalgebraic, then mult(e/d) = mult(d/e).
This contradicts the case when d = n · e (for any n ∈ N>1) as discussed above and we
are done. On the other hand as Y and X are nonorthogonal, if we let y ∈ Ygen and
let Z = acl(y) ∩ (Ygen ∪ Xgen), then it is enough to show that if d, e ∈ Z ∩ X , then
mult(e/d) = mult(d/e). We prove this using several claims.
Let a ∈ Z ∩ Y and d, e ∈ Z ∩X .
Claim 1: mult(e/a) = mult(d/a) and mult(a/e) = mult(a/d). Indeed mult(d/a) and
mult(a/d) does not depend on the choice of a or d.
Proof: First note that by construction (and nonorthogonality) a,d and e are all interal-
gebraic. Indeed any two elements of Z are.
We first prove thatmult(e/a) = mult(d/a). So suppose D = {d = d1, . . . , dk} is the set of
realizations of tp(d/a), i.e mult(d/a) = k. Now as tp(e) = tp(d), it is not hard to see that
there is b ∈ Ygen and E = {e = e1, . . . , ek} ⊆ Xgen such that E is the set of realizations
of tp(e/b). But then K 〈a〉alg = K 〈b〉alg and hence by assumption K 〈a〉 = K 〈b〉. So for
any σ ∈ Aut(U/a), σ(b) = b and hence σ(E) = E. In particular E is definable over a
and we have that E is the set of realizations of tp(e/a), i.e mult(e/a) = k.
We now prove that mult(a/e) = mult(a/d). Suppose mult(a/d) = l and that φ(x, d)
isolates tp(a/d), i.e |= ∃=lyφ(y, d). As tp(e) = tp(d), we have that |= ∃=lyφ(y, e). Choose
c ∈ Ygen such that |= φ(c, e). Then K 〈a〉
alg = K 〈c〉alg and hence by assumption K 〈a〉 =
K 〈c〉, that is there is a L∂-formula θ(x, y) such that |= θ(a, c)∧∃
=1xθ(x, c)∧∃=1yθ(a, y).
Let ψ(x, e) be the L∂-formula ∃yφ(y, e) ∧ θ(x, y). By construction |= ∃
=lxψ(x, e) and it
follows that ψ(x, e) isolates tp(a/e), i.e mult(a/e) = l.
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Claim 2: mult(d/a, e) = mult(e/a, d).
Proof: Since
mult(de/a) = mult(e/a) ·mult(d/a, e)
= mult(d/a) ·mult(e/a, d),
using Claim 1 we are done.
Claim 3: mult(da/e) = mult(ea/d).
Proof: As before, since
mult(da/e) = mult(a/e) ·mult(d/e, a)
mult(ea/d) = mult(a/d) ·mult(e/a, d),
using both Claim 1 and Claim 2 we are done.
Finally
Claim 4: mult(d/e) = mult(e/d).
Proof: This time we use
mult(da/e) = mult(d/e) ·mult(a/d, e)
mult(ea/d) = mult(e/d) ·mult(a/d, e).
So from Claim 3 the result follows 
So if Y is a non-trivial locally modular strongly minimal set, over some differential field
K, there exits finite-to-finite correspondences Y → Y that are not automorphisms of Y .
The aim of the next section will hence be to show that such is not the case for the the
strongly minimal second Painleve´ equations.
3. Geometric triviality and the second Painleve´ equations
In this section we look at the second Painleve´ equation, y′′ = 2y3 + ty + α, α ∈ C and
denote by Y (α) ⊆ U its solution set. From [8] we have the following:
Proposition 3.1. hs
(i) Y (α) is strongly minimal if and only if α 6∈ 1
2
+ Z.
(ii) For α 6∈ Qalg, Y (α) is geometrically trivial.
We now aim to extend Proposition 3.1(ii) to all α 6∈ 1
2
+ Z.
Remark 3.2. Strong minimality of Y (α) is also equivalent to the following statement
(cf. [8]): Let y ∈ Y (α) with y 6∈ Kalg (K some differential field over which Y (α) is defined)
and consider the polynomial algebra K[y, y′]. If a nonzero polynomial f ∈ K[y, y′] divides
it derivative f ′, then f ∈ K.
This is what is often called “Condition J” of Umemura.
Before we proceed recall that for a field K, K ((X)) denotes the field of formal Laurent
series in variable X , while K 〈〈X〉〉 denotes the field of formal Puiseux series, i.e. the
field
⋃
d∈NK
((
X1/d
))
. It is well know that if K is algebraically closed then so is K 〈〈X〉〉
(cf. [2]).
Proposition 3.3. For α 6∈ 1
2
+ Z, Y (α) is geometrically trivial.
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Proof. We fix α 6∈ 1
2
+Z. First note that by Remark 2.5, Y (α) is orthogonal to C. So from
Proposition 2.7 we only have to prove that if y and z are two generic elements of Y (α),
then for any differential field K over which Y (α) is defined, if K(y, y′)alg = K(z, z′)alg,
then K(y, y′) = K(z, z′).
So let K be any differential field containing C(t) and let y, z ∈ Y (α) (generic) be such
that z ∈ K(y, y′)alg. Letting K1 denote the algebraic closure of K(y
′) in U , we regard z as
algebraic over K1(y). Then for any β ∈ K1, z can be seen as an element of K1 〈〈y − β〉〉,
so that there exists e ∈ N such that z ∈ K1
((
(y − β)1/e
))
. A simpler way of saying the
above (a`-la-Nishioka) is that we look at expansions in a local parameter τ at β ∈ K1
given by
y = β + τ e z =
∞∑
i=r
aiτ
i (ar 6= 0)
with e the ramification exponent.
Differentiating we have
eτ e−1τ ′ = y′ − β ′
= y′ − β∗ − βy′(2y
3 + ty + α)
= y′ − β∗ − βy′(2β
3 + tβ + α) + (6β2 + t)βy′τ
e + 6ββy′τ
2e + βy′τ
3e
where “∗” indicates the extension of the derivation on K[y′] given by (
∑
ciy
′i)∗ =
∑
c′iy
′i
and βy′ =
∂β
∂y′
.
Letting γ = y′ − β∗ − βy′(2β
3 + tβ + α), we have
Claim 1: γ 6= 0
Proof: For contradiction, suppose that γ = 0, that is
(3.0.1) y′ − β∗ = βy′(2β
3 + tβ + α)
Let F ∈ K[y, y′] be an irreducible polynomial such that F (β, y′) = 0. Then
F ∗(β, y′) + β∗Fy(β, y
′) = 0(3.0.2)
Fy′(β, y
′) + βy′Fy(β, y
′) = 0.(3.0.3)
If we multiply 3.0.3 by 2β3 + tβ + α and use 3.0.1, we have
(2β3 + tβ + α)Fy′(β, y
′) + (y − β∗)Fy(β, y
′) = 0.
So, together with 3.0.3 we get
F ∗(β, y′) + y′Fy(β, y
′) + (2β3 + tβ + α)Fy′(β, y
′) = 0.
In other words F ′(β, y) = 0, so that F divides its derivative F ′. This contradicts strong
minimality of Y (α) as per Remark 3.2 and the claim is proved.
Hence γ 6= 0 implies that τ ′ = e−1γτ 1−e + · · · and from this we get that
(τ i)′ = iτ i−1τ ′
= iτ i−1e−1γτ 1−e + · · ·
=
iγ
e
τ i−e + · · ·
and similarly
(τ i)′′ =
i(i− e)
e2
γ2τ i−2e + · · · .
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Now from
z′′ = 2z3 + tz + α and z =
∞∑
i=r
aiτ
i
we have
(3.0.4)
∞∑
i=r
ai
i(i− e)
e2
γ2τ i−2e + · · · = 2
∑
i,j,k
aiajakτ
i+j+k + · · · .
Using this we prove a couple of claims.
Claim 2: If e > 1 then r < 0.
Proof: Let e > 1 and assume r ≥ 0. Choose l ∈ {r, r + 1, . . .} least such that e ∤ l and
al 6= 0. First, one should note that since l − 2e < l and e ∤ l − 2e, al−2e = 0 (same for
al−e = 0), so that in what follows one does not need to worry about the other coefficients
in 3.0.4.
So if we look at the coefficient of τ l−2e on the LHS of 3.0.4, we see that
al
l(l − e)
e2
γ2 6= 0.
This implies that the coefficient on the RHS of τ i+j+k for some i, j, k ≥ r with i+ j+k =
l − 2e must be non-zero. However for any such, since i+ j + k < l and e ∤ i+ j + k, we
have that e does not divide at least one them, say i < l. But then ai = 0 (as l was chosen
to be the least with this property) and so aiajak = 0, a contradiction.
Claim 3: The case e > 1 and r < 0 leads to a contradiction.
Proof: So this time suppose e > 1 and r < 0. From the least powers of τ in 3.0.4 we have
r − 2e = 3r, that is r = −e, and from the coefficients of τ r−2e we get
ar
r(r − e)
e2
γ2 = 2a3r
so that ar = ±γ, since ar 6= 0.
So again choose l ∈ {r, r + 1, . . .} least such that e ∤ l and al 6= 0. The coefficient of
τ l−2e = τ l+2r on the LHS of 3.0.4 is
al
l(l − e)
e2
γ2 6= 0.
On the RHS we see that the coefficient of τ l−2e = τ l+2r should be 6a2ral. (Indeed, e ∤
i + j + k means that e does not divide at least one of them, say i. Then e ∤ i, ai 6= 0
means either i = l or i > l. But i > l implies that j + k < 2r a contradiction. So i = l
and hence j = k = r).
Hence
al
l(l − e)
e2
γ2 = 6a2ral = 6γ
2al
and we see that either l = −2e or l = 3e, contradicting e ∤ l and we are done
Hence e = 1, and since β was arbitrary, the ramification exponent at every β ∈ K1 is
1. So z ∈ K1(y).
Finally, letting K0 denote the algebraic closure of K(y) in U , one can show similarly
that z ∈ K0(y
′). Since K1(y) ∩K0(y
′) = K(y, y′), we have shown that z ∈ K(y, y′).
Changing the role of y and z, we also have y ∈ K(z, z′) and hence K(y, y′) = K(z, z′).

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4. Further comments
Recall that a strongly minimal set Y is said to be unimodular if for any n and any
differential field K over which Y is defined, if y1, . . . , yn,y
′
1, . . . , y
′
n ∈ Y are such that y and
y′ are interalgebraic over K (i.e K 〈y〉alg = K 〈y′〉alg), and RM(y/K) = RM(y′/K) = n,
then mult(y/K 〈y′〉) = mult(y′/K 〈y〉). Here RM(y/K) = n means that y1, .., yn to-
gether with all their derivatives y
(j)
i are algebraically independent over K.
It is not hard to check that since correspondences are automorphisms, the solution
set X(α) of the second Painleve´ equation is unimodular. On the other hand, we have
seen that the Manin kernels are not unimodular. Hrushovski ( [4]) pointed out that for
strongly minimal sets, unimodularity is preserved under nonorthogonality (and the proof
of Proposition 2.7 is basically a special case). So we could have also deduce in that way
that PII(α), α 6∈ 1/2+Z, is geometrically trivial. More importantly though, we have that
in DCF0 any unimodular strongly minimal set is geometrically trivial. We conjecture
that the converse is also true:
Conjecture 4.1. In any differentially closed field, every geometrically trivial strongly
minimal set is unimodular.
This is a restatement of the conjecture that inDCF0 every geometrically trivial strongly
minimal set is is infinite dimensional (cf. [6]).
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