INTRODUCTION
Regression models are deeply rooted in the analysis of agronomic experiments and least squares methods associated to the linear (Gaussian) model are widely adopted. On the other hand, response variable in the form of counts are not uncommon. They may represent the number of fruits produced by a tree, the number of units infected by a disease, the number of insects on a particular plant structure, among others. Counts are random variables that assume non-negative integer values, representing the number of times an event occurs within a fixed domain that can be continuous, such as an interval of time or space, or discrete, such as the evaluation of an individual or a census tract.
Gaussian regression models for count data are not efficient, typically producing inconsistent standard errors and even negative predictions for the expected number of events (King 1989 ). Gaussian linear model ignores the discreteness, heterocedasticity, asymmetry and non-negativeness, inherent features of count data. Impacts on the results are greater when the sample size is small and the counts are low.
Poisson regression became the standard model for count data, in particular after the proposal of the unifying class of generalized linear models (Nelder and Wedderburn 1972) and the subsequent availability of computational resources for model fitting. The Poisson distribution is an appealing option to model count data given its domain on the non negative integer numbers, moreover, it naturally allows for asymmetry and heterocedasticity that are intrinsic characteristics of this kind of data.
The assumption of variance equals to the mean (equidispersion) underlying Poisson regression models imposes practical restrictions. Parameter estimates will be inefficient, with inconsistent standard errors, and with larger error rates for hypothesis tests when the Poisson model is applied to non-equidispersed data (Winkelmann and Zimmermann 1994; Winkelmann 1995) .
Overdispersion, with the variance greater than the mean, is largely reported in the literature and may occur due to the absence of relevant covariates, heterogeneity of sampling units, sampling levels, excess of zeros (Grunwald, Bruce, Jiang, Strand and Rabinovitch 2011 ). An usual approach is to adopt a generalized linear mixed model (GLMM) describing the extra variability by the inclusion of a non-observed latent random variable. An interesting case is to assume a Poisson model with Gamma distributed random effects leading to a negative binomial marginal distribution for the responses. El Shaarawi, Zhu and Joe (2011) provides an overview of this and other alternatives.
Lesser reported are the cases of underdispersion, with variances smaller than the means.
Explanatory mechanisms are more scarce and, typically, heavily dependent on the context. A possible general description can be derived by revisiting the key property of independent exponentially distributed times between events underlying the Poisson model. If inadequate, the occurrence of an event affects the probability of another one, generating over or under dispersed counts. Other continuous probability distributions with positive domain can be assumed such as Gamma (Winkelmann 1995; Toft, Innocent, Mellor and Reid 2006) , lognormal (Gonzales-Barron and Butler 2011) and Weibull (McShane, Adrian, Bradlow and Fader 2008) . Alternative approaches includes weighting the Poisson distribution (Ridout and Besbeas 2004) , the COM-Poisson distribution (Lord, Geedipally and Guikema 2010; Lord, Guikema and Geedipally 2008) and heavy tail distributions (Zhu and Joe 2009 ). Winkelmann (1995) explores the connection between models for counts and models for durations (lifetimes) relaxing the assumption of equidispersion at the cost of an extra parameter denoted by α. The Gamma-count model is a convenient choice assuming Gamma distributed times between events. The Poisson model becomes a particular case when the restriction α = 1 implies the durations distribution reduces to the exponential distribution.
Varying values for the parameter α induces a flexible probability distribution for the counts, which become underdispersed for α > 1 and overdispersed for 0 < α < 1.
We adopt the Gamma-count model for the analysis of a cotton production agronomic experiment and compare the results against the ones obtained with Poisson and quasi-Poisson models. Firstly, standard Poisson model is not excluded since it becomes a particular case. 
BACKGROUND
Poisson regression models for count data follows directly from the generalized linear model structure. Alternatively, the Poisson model can be derived by assuming independent and exponentially distributed times between events. The latter allows for the construction of alternatives for under or overdispersed data such as the Gamma-count model (Winkelmann 1995) , as follows below.
Elementary probability arguments establish that the distribution of a count variable can be derived from the distribution of arrival times. Let τ k > 0, k ∈ N, denote a sequence of waiting times between the (k − 1) and the k th event. Then, the arrival time of the n th event is
Let N T represent the total number of events within a (0, T ) interval. N T is a count variable.
It follows from the definition of N T and ϑ n that
where F n (T ) is the cumulative distribution function of ϑ n . Equation (2) allows obtaining the distribution of counts N T from knowledge of the distribution of arrival times ϑ n .
It is assumed τ k are identically and independently Gamma (G(α, β)) distributed with density:
with τ > 0, mean E(τ ) = α/β and variance Var(τ ) = α/β 2 . By (1), ϑ is the sum of iid Gamma random variables therefore with density G(nα, β). Let G(nα, βT ) be the cumulative distribution function evaluated at βT :
The count distribution (2) for number of events within the time interval (0,T ) is given by:
with expected value given by:
For α = 1, f (τ ) reduces to the exponential density and (4) simplifies to the Poisson distribution.
For the Gamma-count regression model the parameters depend on a vector of individual covariates, indicated by the subscript i. Assuming that the period at risk is the same for all observation, T can be set to unity, without loss of generality. This yields the regression
Is important do emphasize that the regression is for the waiting times τ i and not for the
is evaluated by (5). For a sample if independent counts y i , i = 1 . . . n, estimatesα andγ can be obtained by maximizing the log-likelihood
where γ is the vector of regression parameters describing the interval between the events, α is the dispersion parameter, x i is a vector of covariates and G() is given by (3).
Parameter estimation requires numerical maximization of (6). Confidence intervals andFor a vector x of covariates values, time between events is predicted by:
The covariance matrix for the model parameters is:
and estimated by the negative of the inverse Hessian matrix numerically obtained around the maximised log-likelihood. The prediction standard error is given by:
where This is attributed to the inadequate assumption of equidispersion that makes the log-likelihood among predictors less distinguishable. Descriptive levels (p-values) are substantially smaller for the Gamma-count and quasi-Poisson, compared with the Poisson model. In the presence of underdispersion the latter becomes conservative for hypothesis testing.
The Gamma-count and the quasi-Poisson models indicate that both, linear and quadratic effects of levels of defoliation, vary between growth stages. Results on Table 2 and Figure 3 show, for all models, no significant effects of defoliation during the floral-bud and cotton boll stages. The ratio between the estimates and the corresponding standard errors for these Parameter estimates for the blossom stage have opposite signal when compared to the Artificial defoliation level Number of bolls produced likelihood measures for comparing models and submodels neither an estimated probability distribution for the counts, which could address questions of scientific interest. Table 4 provides the estimated probability distributions for the number of cotton bolls obtained under Poisson and Gamma-count models. At the level zero of defoliation, the expected value is 8.93 cotton bolls per two plants for either model, however with probability distribution more concentrated around the mean value under the Gamma-count model.
In what follows we further explore aspects of the likelihood function. The profile loglikelihood for α is slightly skewed (left panel, Figure 5 ). The 95% confidence interval based on the χ 2 distribution is (3.89, 6.59) while the asymptotic interval is (3.76, 6.46). Both have the same range (2.70) however shifted by 0.13 units. This is a small difference and the quadratic approximation of the likelihood is considered satisfactory. Although the precision of the intervals are similar, the interval based on the log-likelihood is preferred to describe the uncertainty associated with α since it is able to detect possible asymmetries and has limits within the (0, ∞) parameter space.
The right panel in Figure 5 shows the confidence regions for α and γ 0 obtained via profile likelihood and quadratic approximation of the likelihood. Axes of the confidence regions are nearly parallel to the Cartesian axes suggesting the parameters are nearly orthogonal.
Moreover, covariances betweenα and each of the other parametersγ (not shown) are nearly zero implying the inferences about one parameter are not influenced by the other parameter.
The confidence regions are symmetric in the direction of γ 0 and the asymptotic and profile likelihood based confidence intervals are therefore coincident.
Computationally, the asymptotic confidence interval is easier to obtain since it simply requires the inversion of the Hessian matrix around the maximum of the log-likelihood function.
The profile log-likelihood requires successive optimizations for a set of values of the parameter of interest. For a larger number of parameters obtaining individual intervals based on the profile the likelihoods will increase the computational burden.
CONCLUSION
The Poisson, Gamma-count and semi-parametric quasi-Poisson models were considered for the analysis of underdispersed count responses from a greenhouse experiment with cotton plants subjected to different artificial defoliation levels and growth stages.
Significance of experimental factors are the same for the Gamma-count and quasi-Poisson models whereas the Poisson model is more conservative, not identifying some experimental factors as significant. The latter have led to greater standard errors and wider prediction bands, being unable to capture information contained in the data. The analysis suggest that, in the presence of underdispersion, the standard Poisson model is inadequate and can lead to wrong conclusions about the effects of experimental factors or covariates of interest.
Results under the Gamma-count model are comparable to the semi-parametric approach which does not assume an specific probability distribution for the counts. The fully parametric approach is advantageous since it allows for likelihood based inference, deriving estimated prediction probabilities besides enabling generalizations such as specifying a regression model structure also for the dispersion parameter.
Likelihood analysis showed nearly quadratic behavior for the parameter α controlling the dispersion of the counts. This parameter has little influence upon point estimates of the regression parameters, being responsible for stabilizing the estimates of variances of regression parameters, which are often overestimated under the Poisson distribution.
Despite the advantages and potential for usage, the Gamma-count model is uncommon relevant addition to the suite of models to be considered for the analysis of experimental count data. The model can be easily implemented in a statistical programming language as illustrated by the supplementary material.
Possible topics for further investigation and extensions include assessment of impacts of misspecification under different levels dispersion, increase of flexibility possibly by modeling the dispersion parameter as function of covariates and the addition of random effects to account for grouped data structures such as repeated and longitudinal measures.
