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Resumen
El objetivo principal de este trabajo es estudiar algunas propiedades diferenciales que satisfacen los polinomios or-
togonales de Gegenbauer {P(λ)n (x)} con n ∈ N y λ > − 12 real, como la ecuacio´n diferencial, fo´rmula de Rodrigues,
norma, derivada de orden uno. Adema´s, mostraremos algunas propiedades algebraicas tales como: expresio´n explı´cita,
coeficiente principal, fo´rmula de recurrencia a tres te´rminos y la fo´rmula de Christoffel-Darboux.
Palabras claves: Producto interior; ortogonalidad; sucesio´n de polinomios ortogonales; funcional de momentos;
funcional definido-positivo; polinomios de Jacobi.
Abstract
The main objective of this work is to study some properties which satisfy differential properties of the Gegenbauer
orthogonal polynomials {P(λ)n (x)} with n ∈ N and λ > − 12 real, as the differential equation, Rodrigues formula,
norm, derivative of order one. Furthermore, we show some algebraic properties such as explicit expression, principal
coefficient, recurrence formula three terms and the Christoffel-Darboux formula.
Keywords: Inner product, Orthogonality, orthogonal polynomials sequence, moment functional; positive-definite
functional; Jacobi polynomials.
1. Introduccio´n
La teorı´a de sistemas ortogonales y en particu-
lar la de los sistemas de polinomios ortogonales
respecto a medidas soportadas en la recta real ha
sido de especial intere´s no so´lo desde una pers-
pectiva analı´tica (propiedades asinto´ticas, distri-
bucio´n de sus ceros) sino desde un amplio espec-
tro de aplicaciones (Integracio´n Nume´rica, re-
presentacio´n de grupos cua´nticos, Entropı´as de
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la Informacio´n, Ana´lisis Armo´nico, me´todos es-
pectrales para el tratamiento de problemas de
valores en la frontera, Teorı´a de Grafos, sistemas
integrables, etc).
Recientemente, muchos autores han estudiado
un tipo especial de polinomios ortogonales lla-
mados de Gegenbauer denotados por Pλn (x) de-
finidos para para´metro λ real y n ∈N los cuales
tienen una interpretacio´n electrosta´tica y tienen
mucha importancia como tambie´n en los siste-
mas cua´nticos d-dimensionales como es el caso
del oscilador a´rmonico iso´tropo y el a´tomo de hi-
droge´no enmarcados en el campo de la fı´sica ma-
tema´tica. En el an˜o 2000 Buyarov, et al. [2] dieron
un me´todo eficaz para calcular la entropı´a para
los polinomios de Gegenbauer con un para´me-
tro entero y obtener los primeros te´rminos de la
expansio´n asinto´tica cuando el grado del polino-
mio tiende al infinito. Sa´nchez-Ruiz en 2003 [11]
mostro´ que P(λ)n (x) esta´ relacionado con los coe-
ficientes de la fo´rmula de cuadratura de Gauss
para el peso de Gegenbauer w(x) = (1− x2)λ− 12 ,
y este hecho se utiliza para obtener la forma
explı´cita de P(λ)n (x). En 2007 de Vicente et al.
[4] presentan un nuevo enfoque para la avalua-
cio´n de la entropı´a de informacio´n de los po-
linomios de Gegenbauer, que hace uso de re-
presentaciones trigonome´tricas y te´cnicas de in-
tegracio´n compleja. Estos polinomios tambie´n
tienen aplicaciones en la Geometrı´a Diferencial
donde aparece de manera natural el para´metro
λ = n ∈ N en las isometrı´as de la hiperesfera
en Rn+2 por lo que son tambie´n llamados poli-
nomios ultraesfe´ricos. Pollard (1948) probo´ que
los polinomios ortogonales de Gegenbauer eran
una base para el espacio Lpw[−1, 1] para todo p,
2− 12 < p < 2 + 12 . En el presente trabajo rea-
lizamos inicialmente un estudio de los sistemas
de polinomios ortogonales siguiendo el enfoque
de los trabajos cla´sicos dados en Szego (ver [12])
y Chihara [3] hasta llegar a los polinomios de Ge-
genbauer. En la seccio´n 2 damos algunos resul-
tados y observaciones conocidas que sera´n utili-
zados en el trabajo.
Finalmente, en la seccio´n 3 estudiamos los poli-
nomios de Gegenbauer sus propiedades diferen-
ciales y algebraicas ası´ como mostrare´mos algu-
nas gra´ficas de estos polinomios.
2. Resultados Previos y Notacio´n
Como es usual N denotara´ el conjunto de los
nu´meros naturales,N0 :=N∪ {0}, C el conjun-
to de los nu´meros complejos. Tambie´n a lo lar-
go del trabajoP(C) denotara´ el espacio vectorial
de los polinomios con coeficientes complejos, P
el espacio vectorial de los polinomios con coefi-
cientes reales y variable real.
Sea L un funcional lineal definido en P(C),
por 〈L, P(x)〉 denotamos la accio´n del funcional
lineal L sobre el polinomio P(x) ∈ P(C).
DEFINICIO´N 2.1. Sea {mn}n≥0 una sucesio´n de
nu´meros complejos y L un funcional lineal defi-
nido sobre P(C), tal que
〈L, xn〉 = mn < +∞, n ≥ 0.
Entonces la sucesio´n {mn}n≥0 se denomina su-
cesio´n de momentos. L se denomina funcional
de momentos asociado a la sucesio´n {mn}n≥0 .
El valor mn, se denomina n-e´simo momento aso-
ciado al funcional lineal L.
DEFINICIO´N 2.2. Sean m, n ∈ N0 y L un funcio-
nal de momentos sobre P(C). Se dice que la fa-
milia {Pn(x)}n≥0 es una sucesio´n de polinomios
ortogonales (SPO), con respecto a L si:
1. Pn(x) es de grado n, para todo n ≥ 0,
2. 〈L, Pn(x)Pm(x)〉 = 0 para m , n,
3.
〈
L, P2n(x)
〉
, 0.
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Si el coeficiente principal de Pn(x) es 1 para
todo n, se dice que {Pn(x)}n≥0 es una sucesio´n
de polinomios ortogonales mo´nicos respecto al
funcional de momentos L (SPOM).
TEOREMA 1. Sea n ∈ N0. L es definido positivo
si y so´lo si todos sus momentos son todos reales
y ∆n > 0.
DEFINICIO´N 2.3. Sea p(x) ∈ P(C). Un funcional
de momentos L es llamado definido positivo si
〈L, p(x)〉 > 0 para todo p(x) que no es identica-
mente cero y no negativo para todo x ∈ R.
Sea L un funcional de momentos y {mn}n≥0 la
correspondiente sucesio´n de momentos. Desig-
naremos por ∆n el determinante de Hankel de
orden n + 1 asociado a la sucesio´n de los 2n + 1
primeros momentos
∆n =
∣∣∣∣∣∣∣∣∣∣∣∣
m0 m1 · · · mn
m1 m2 · · · mn+1
...
...
...
mn mn+1 · · · m2n
∣∣∣∣∣∣∣∣∣∣∣∣
DEFINICIO´N 2.4. Sea n ∈ N0. Un funcional de
momento L es llamado cuasi-definido o regular
si ∆n , 0 para n ≥ 0.
El siguiente teorema muestra las condiciones
necesarias y suficientes para la existencia de un
SPO con respecto a un funcional de momentos L
[3].
TEOREMA 2. Sea n ∈ N0 y L un funcional de
momentos asociado a la sucesio´n de momentos
{mn}n≥0. Una condicio´n necesaria y suficiente
para la existencia de un SPO con respecto a L es
que sea regular.
A partir de un funcional lineal L, pode-
mos introducir una forma bilineal sobre P(C),
que denotaremos por 〈·, ·〉, dada por 〈p, q〉 =〈
L, p(x)q(x)
〉
, donde p(x), q(x) ∈ P(C).
En particular, si L es definido positivo, enton-
ces la forma bilineal 〈·, ·〉 define un producto in-
terior en P. Si {Pn(x)}n≥ es una SPO para L, se
tiene:
〈Pn, Pm〉 =
〈
L, Pn(x)Pm(x)
〉
= 〈L, Pn(x)Pm(x)〉 .
DEFINICIO´N 2.5. El operador lineal Mx :
P(C) −→ P(C) definido por Mx(p)(x) = xp(x)
se dice que es el operador multiplicacio´n por x
en P(C) para todo p ∈ P(C).
DEFINICIO´N 2.6. Sea 〈·, ·〉 : P×P −→ [0,∞) un
producto interno sobre P. Diremos que 〈·, ·〉 es
un producto interno esta´ndar sobre P, si el ope-
rador Mx es autoadjunto, es decir, 〈Mx(p), q〉 =
〈xp, Q〉 = 〈p, xq〉 = 〈p, Mx(q)〉, para todo p, q ∈
P.
DEFINICIO´N 2.7. Diremos que una sucesio´n de
polinomios ortogonales {Pn(x)}n≥0 es esta´ndar
si es ortogonal con respecto a un producto in-
terno esta´ndar sobre P.
Una de las ma´s importantes caracterı´sticas de
las SPOM esta´ndar es el hecho de que existe una
relacio´n entre tres polinomios consecutivos (ver
[8]).
TEOREMA 3. Sea {Pn(x)}n≥0 la sucesio´n
esta´ndar de polinomios ortogonales mo´nicos
respecto a una medida µ. Entonces se verifica la
siguiente relacio´n de recurrencia a tres te´rminos:
Pn(x) = (x− cn)Pn−1(x)− γnPn−2(x), (1)
siempre que n ≥ 0, P−1(x) = 0, γn ∈ R y
adema´s
cn =
〈xPn−1(x), Pn−1(x)〉µ
||Pn−1(x)||2µ
, n ≥ 0,
γn =
||Pn(x)||2µ
||Pn−1(x)||2µ
, 0, n ≥ 1.
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TEOREMA 4. (Teorema de Favard). Sean {cn}n≥0 y
{γn}n≥0 sucesiones arbitrarias de nu´meros com-
plejos y sea {Pn(x)}n≥0 un SPOM definido por
la fo´rmula (1) con P−1(x) = 0 y P0(x) = 1. En-
tonces existe una u´nica medida µ respecto a la
cual {Pn(x)}n≥0 es ortogonal.
Para detalles de la prueba del teorema anterior
ver [3].
TEOREMA 5. (Fo´rmula Christoffel-Darboux).
Sea {Pn(x)}n≥0 un SPOM tal que satisface (1)
con P−1(x) = 0, P0(x) = 1 y γn , 0 para n ∈ N.
Entonces
n
∑
k=0
Pk(x)Pk(y)
γ1γ2 · · · γk+1 =(γ1γ2 · · · γn+1)
−1
× Pn+1(x)Pn(y)− Pn(x)Pn+1(y)
x− y .
Para detalles ver [3].
Las familias de polinomios ortogonales sobre
P ma´s estudiadas en la literatura y con mayor
campo de aplicacio´n son las llamadas cla´sicas.
Dentro de estas familias esta´n incluidos los poli-
nomios de Jacobi (este incluye como casos parti-
culares los polinomios de Chebyshev de prime-
ra y segunda clase, los de Gegenbauer o Ultra-
esfe´ricos y los polinomios de Legendre), Lague-
rre y Hermite. Estas familias se caracterizan por
sus propiedades diferenciales entre las cuales las
ma´s importantes son (vea´se [6]):
• Existen dos polinomios, φ y Ψ y una suce-
sio´n de nu´meros reales {λn}n≥0 con λn , 0,
n ≥ 1, tales que Pn es solucio´n de la ecua-
cio´n diferencial de segundo orden
φ(x)y
′′
(x) +Ψ(x)y
′
(x) + λny(x) = 0.
• Pueden ser generados por una fo´rmula que
contiene derivadas de orden n, conocida co-
mo fo´rmula de Rodrigues, dada por
Pn(x) =
1
knw(x)
dn
dxn
[w(x)φn(x)],
donde, kn es una constante que depende de
n, w(x) es una funcio´n no negativa e inte-
grable en un intervalo de la recta real y φ(x)
es un polinomio que no depende de n de
grado no mayor que dos.
Una de las familias de polinomios de gran re-
levancia la constituyen los llamados, polinomios
de Jacobi. Esta familia de polinomios fue intro-
ducida por el matema´tico Alema´n Carl Gustav
Jakob Jacobi y cumple la siguiente relacio´n de or-
togonalidad〈
P(α,β)n , P
(α,β)
m
〉
=
∫ 1
−1
P(α,β)n (x)P
(α,β)
m (x)dµ(α,β)(x)
=
2α+β+1
n!(2n + α+ β+ 1)
Γ(n + α+ 1)Γ(n + β+ 1)
Γ(n + α+ β+ 1)
δm,n.
(2)
Donde m, n ∈ N0, dµ(α,β)(x) = (1− x)α(1 +
x)βdx, x ∈ [−1, 1], α, β > −1 y Γ la funcio´n gam-
ma.
Los polinomios de Jacobi se pueden obtener a
trave´s de la fo´rmula Rodrigues (ver [7])
P(α,β)n (x) = (1− x)−α(1+ x)−β (−1)
n
2nn!
× d
n
dxn
{
(1− x)α+n(1+ x)n+β
}
, (3)
con x ∈ (−1, 1) y el valor en los extremos del
intervalo [−1, 1] esta´ dado por:
P(α,β)n (1) =
(
n + α
n
)
, P(α,β)n (−1) = (−1)n
(
n + β
n
)
.
Dentro de los polinomios de Jacobi subyacen
otras familias condicionadas por los valor de α y
β. Si α = β = λ− 1/2 con λ > −1/2 se obtienen
los polinomios de Gegenbauer o tambie´n llama-
dos Ultraesfe´ricos. Las restantes familias son ca-
sos particulares de e´stos, como se sigue:
• Cuando α = β = −1
2
se obtienen los poli-
nomios de Chevyshev de primer tipo.
• Si α = β = 1
2
se obtienen los polinomios de
Chevyshev de segundo tipo.
• Para α = β = 0 se obtienen los polinomios
de Legendre.
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3. Polinomios de Gegenbauer. Algunas pro-
piedades
En este apartado veremos algunas de las pro-
piedades diferenciales y algebraicas que satisfa-
cen los polinomios ortogonales de Gegenbauer,
como la ecuacio´n diferencial, fo´rmula de Rodri-
gues, derivada de primer orden y algunas pro-
piedades algebraicas como , fo´rmula de recu-
rrencia a tres te´rminos, coeficiente principal, va-
lores en la frontera.
3.1. Polinomios Ortogonales de Gegenbauer
DEFINICIO´N 3.1. Los polinomios ortogonales de
Gegenbauer, {P(λ)n (x)}, λ > − 12 , son polinomios
en [−1, 1] ortogonales respecto al peso, que lla-
maremos peso de Gegenbauer, los cuales cum-
plen la siguiente relacio´n de ortogonalidad:∫ 1
−1
P(λ)m (x)P
(λ)
n (x)(1− x2)λ− 12 dx = 0 si m , n22λ
n!Γ(n+2λ) ·
Γ(λ+n+1/2)Γ(λ+n+1/2)
(2n+2λ) si m = n
donde w(x) = w(λ)(x) = (1− x2)λ− 12 , es la fun-
cio´n peso y λ > − 12
Estos polinomios tienen las siguientes propieda-
des
• P(λ)n (−x) = (−1)nP(λ)n (x).
• P(λ)n (1) =
n + λ− 1/2
n
 .
• P(λ)n (−1) = (−1)nP(λ)n (1) =
(−1)n
n + λ− 1/2
n
 .
3.2. Propiedades diferenciales y algebraicas de
P(λ)n (x)
Otra manera de definir los polinomios orto-
gonales de Gegenbauer es como solucio´n de la
siguiente ecuacio´n diferencial, que llamaremos
ecuacio´n diferencial de Gegenbauer,
(1− x2)y′′ − (2λ+ 1)xy′ + n(n+ 2λ)y = 0. (4)
O´ equivalentemente
d
dx
{(1− x2)λ+ 12 y′}+n(n+ 2λ)(1− x2)λ− 12 y = 0
(5)
TEOREMA 6. El n-e´simo polinomio de Gegen-
bauer {P(λ)n (x)} con λ > − 12 y x ∈ [−1, 1] es
solucio´n de la ecuacio´n diferencial (5).
Demostracio´n. Sustituyendo y = P(λ)n (x) en (4),
multiplicando en ambos miembros por w(x) =
(1− x2)(λ−1/2), integrando sobre [−1, 1] y final-
mente aplicando la defincio´n de ortogonalidad
se concluye que y = P(λ)n (x) es solucio´n de la
ecuacio´n diferencial (5).
OBSERVACIO´N 3.1. Los polinomios de Gegen-
bauer P(λ)n (x) con λ > − 12 y x ∈ [−1, 1] al ser
solucio´n de la ecuacio´n hipergeome´trica tienen
la siguiente forma explı´cita:
P(λ)n (x) =
1
n!
[
n
∑
k=0
(
n
k
)
(n + 2λ)k(λ+ k +
1
2
)n−k
(
x− 1
2
)k]
(6)
TEOREMA 7. El coeficiente principal de P(λ)n ,
l(λ)n , esta´ determinado por
l(λ)n = lı´mx→∞
P(λ)n (x)
xn
= 2−n
(
2n + 2λ− 1
n
)
(7)
Demostracio´n. Por expansio´n de (6) tenemos que,
P(λ)n (x) =
1
n!
[
n−1
∑
k=0
(
n
k
)
(n + 2λ)k(λ+ k +
1
2
)n−k(
x− 1
2
)k
+
(2n + 2λ− 1)!
(n + 2λ− 1)! (
x− 1
2
)n]
=
(2n + 2λ− 1)!
n!(n + 2λ− 1)! (
x− 1
2
)n + r(x),
donde r(x) es un polinomio de grado a lo ma´s
n− 1 y por lo tanto:
P(λ)n (x) =
(
2n + 2λ− 1
n
)
(
x− 1
2
)n + r(x)
= 2−n
(
2n + 2λ− 1
n
)
(x− 1)n + r(x).
22
Hernandez- Siado-Urieles / Matua Revista Del Programa De Matema´ticas (2014) 18–24 23
Finalmente,
l(λ)n = lı´mx→∞
P(λ)n (x)
xn
= 2−n
(
2n + 2λ− 1
n
)
lı´m
x→∞[
(x− 1)n
xn
+
r(x)
xn
]
= 2−n
(
2n + 2λ− 1
n
)
.
TEOREMA 8. (Fo´rmula de Rodrigues) Para λ >
− 12 se cumple que (ver [12])
P(λ)n (x) =
1
n!(−2)n
1
(1− x2)λ− 12
dn
dxn
{(1− x2)λ− 12+n}.
(8)
PROPOSICIO´N 3.1. (Derivada de Orden Uno)
d
dx
{P(λ)n (x)} = (n + 2λ)2 P
(λ+1/2,λ+1/2)
n−1 (x).
La prueba puede consultarse en [12].
TEOREMA 9. (Norma) Para n = m se cumple
que,
h(λ)n =
∫ 1
−1
{P(λ)n (x)}2(1− x2)(λ−1/2)dx
=
22λ
n!Γ(n + 2λ)
· Γ(λ+ n + 1/2)Γ(λ+ n + 1/2)
(2n + 2λ)
.
(9)
Para los detalles de la prueba del resultado an-
terior, (ver [12]).
TEOREMA 10. (Fo´rmula de recurrencia a tres
te´rminos de los polinomios de Gegenbauer). Los
polinomios de Gegenbauer P(λ)n (x), satisfacen la
siguiente fo´rmula de recurrencia a tres te´rminos
(cfr. [12]):
2n(n + 2λ − 1)(2n + 2λ − 3)P(λ)n (x) = (2n +
2λ− 2){(2n + 2λ− 1)(2n + 2λ− 3)x}P(λ)n−1(x)
− 2(n + λ− 3/2)2(2n + 2λ− 1)P(λ)n−2(x)
con n = 2, 3, 4, ... y P(λ)0 (x) = 1, P
(λ)
1 (x) =
1
2 (2λ+ 1)x.
TEOREMA 11. (Fo´rmula de Christofell-Darboux)
K(λ)n (x, y) =
2−2λ+1
2n + 2λ+ 1
Γ(n + 2)Γ(n + 2λ+ 1)
Γ(n + λ+ 1/2)Γ(n + λ+ 1/2)
×P
(λ)
n+1(x)P
(λ)
n (y)− P(λ)n+1(y)P(λ)n (x)
x− y .
La prueba puede consultarse en [12].
3.3. Propiedades diferenciales y algebraicas de
P(λ)n (x)
A continuacio´n apreciaremos una de las pro-
piedades satisfechas por estos polinomios como
es la simetrı´a en el intervalo [−1, 1] de la recta
real. Para el logro de este objetivo fue necesaria
la implementacio´n de un programa de computo
(MATLAB).
En la Figura 1, observamos el comportamien-
to del polinomio de Gegenbauer P(1/2)4 (x) para
λ = 0.
Figura 1
En la Figura 2, observamos el comportamiento
del polinomio P(1/2)5 (x) para λ = 0.
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Figura 2
En esta parte veremos la representacio´n gra´fica
de la ortogonalidad de dos cualesquiera polino-
mios de Gegenabuer respecto a la funcio´n peso.
En la Figura 3, tenemos que para λ = 1/2∫ 1
−1
P(1/2)1 (x)P
(1/2)
2 (x)dx = 0
Figura 3
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