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obtencio´n de la fo´rmula de la variancia del
estad´ıstico de la do´cima de rangos
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Jose´ Francisco Pastrana1
Resumen
En este art´ıculo se deriva la fo´rmula de V ar(S), en donde S es el estad´ıstico de
la do´cima de Wilcoxon-Mann-Whitney, para probar la hipo´tesis de igualdad de las
distribuciones de dos poblaciones. El propo´sito es brindar detalles del tipo de pruebas
propias de la Estad´ıstica No Parame´tricas que a menudo son omitidos en los libros
de texto especializados. El fundamento principal del procedimiento que se ofrece para
derivar la fo´rmula, es el hecho de que bajo la hipo´tesis de igualdad de las distribuciones,
los rangos R(x1), R(x2), . . . , R(xm), la muestra de una de las dos poblaciones constituye
una muestra simple al azar sin reemplazo del conjunto de rangos {1, 2, . . . ,m + n} en
donde m y n son los taman˜os de las dos muestras independientes obtenidas.
1 Introduccio´n
La Do´cima de Rangos de Wilcoxon-Mann-Whitney, es un procedimiento para probar,
empleando rangos, la hipo´tesis nula H0 : f(x) = g(x) versus la hipo´tesis alternativa
H1 : f(x) = g(x + θ), en donde f y g son funciones de densidad (f.d.) no especificadas,
de las variables aleatorias continuas X y Y respectivamente. El para´metro θ tampoco es
especificado.
El procedimiento o prueba parte de la consideracio´n de dos muestras aleatorias indepen-
dientes: una X1,X2, . . . ,Xm de la poblacio´n con f. d. f y otra Y1, Y2, . . . Yn de la poblacio´n
con f. d. g. Las observaciones xi y yj, i = 1, 2, . . . ,m, j = 1, 2, . . . , n, son ordenadas de
menor a mayor en una u´nica secuencia y los rangos correspondientes, R(xi) y R(yj), es-
tablecidos. El estad´ıstico que permite rechazar o no rechazar H0 es S= Suma de los rangos
de las variables Xi, o sea,
S =
∑
muestras
R(Xi)
con valor particular s =
∑
R(xi), y, asumiendo que H0 es cierta:
Media de S = E[S] = m(m+ n+ 1)/2 y
1Escuela de Estad´ıstica, Universidad de Costa Rica
39
40 j. f. pastrana
Variancia de S = Var(S) = mn(m+ n+ 1)/12
Existen otros procedimientos para probar H0 versus H1: La Do´cima de Homogeneidad,
que requerir´ıa de la agrupacio´n de las observaciones de cada muestra en un nu´mero dado
de intervalos; la Do´cima de Smirnov-Kolmogorov para dos muestras aleatorias y, bajo el
supuesto de normalidad e igualdad de variancias, la Do´cima de la T de Student conm+n−2
grados de libertad.
El propo´sito de este art´ıculo es presentar la obtencio´n de la fo´rmula Var(S) = mn(m+
n + 1)/12, para lo cual hay que obtener a su vez, la fo´rmula E(S) = m(m + n + 1)/2.
El conocimiento de ambas fo´rmulas es vital al probar H0 versus H1 empleando la Do´cima
de Rangos de Wilcoxon-Mann-Whitney, independientemente de si aplica la distribucio´n
exacta de S (caso en que m y n son relativamente pequen˜os) o la distribucio´n aproximada
o asinto´tica de S (que consiste en la distribucio´n normal para el caso en que m y n son
suficientemente grandes).
El procedimiento que se presenta para obtener las fo´rmulas de la Media y la Variancia
de S, es original y tiene como fundamento principal, el hecho de que, bajo la hipo´tesis
nula H0, ambas muestras son obtenidas de la misma distribucio´n (poblacio´n), de modo
que R(X1), R(X2), . . . , R(Xm) constituye una muestra simple al azar sin reemplazo, de la
poblacio´n de rangos dada por {1, 2, . . . ,m+ n}.2
La justificacio´n de este art´ıculo esta´ en la omisio´n comu´n de los detalles o la prueba
completa de la fo´rmula de la Variancia de S, en los textos especializados (por ejemplo:
[1, 2, 3]) y en la falta de ilustraciones de este tipo de pruebas en general en los textos de
Estad´ıstica No Parame´trica.
2 Fo´rmula de la Variancia de S
2.1 Fo´rmula de definicio´n de V ar(S)
Por definicio´n V ar(S) = E[S−E[S]]2. Ahora, E[S−E[S]]2 = E[S2−{E[S]}2. La obtencio´n
de {E[S]}2 es fa´cil tan pronto se tiene E(S).
2.2 Obtencio´n de la media de S
La media de S esta´ dada por:
E[S] =
∑
muestras
sP (s)
Para un entero arbitrario pero fijo m, el nu´mero de muestras sin reemplazo que pueden ser
obtenidas de la poblacio´n de rangos {1, 2, . . . ,m+ n} es:
(
n+m
m
)
2El caso de dos o ma´s valores xi (o yj) iguales, o sea, el caso de empates dentro de las muestras, es
irrelevante, pues basta asignarles el rango promedio; de esta manera, el valor s de S no es afectado por los
empates dentro de las muestras.
Sin embargo, cuando uno o ma´s valores xi iguala a uno o ma´s valores yj o sea, en el caso de empates
intramuestras, es preciso, ya sea modificar la fo´rmula dada de la Variancia de S, si se asigna el correspondiente
rango promedio a los valores xi y yj iguales o aplicar la prueba dos veces, la primera vez asignando los rangos
menores a las xi y la segunda vez asigna´ndoles los rangos mayores. En este u´ltimo caso, la prueba puede
resultar inconclusa.
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Por lo tanto, la probabilidad P (s) de obtener una muestra sin reemplazo, de taman˜o m
fijo, de esa poblacio´n de rangos, esta´ dada por:
1(
m+ n
m
) = m! n!
(m+ n)!
De esta manera:
P (muestra sin reemplazo de taman˜o m arbitrario pero fijo) = P (S)
= E(S) =
m! n!
(m+ n)!
∑
muestras
s =
m!n!
(m+ n)
∑
muestras
m∑
i=1
R(xi)
El nu´mero de muestras de taman˜o fijo m en que aparece un rango j de {1, 2, . . . ,m + n},
arbitrario pero fijo es
(
m+n−1
m−1
)
As´ı:
E[S] =
m!n!
(m+ n)!
(
m+ n− 1
m− 1
)
m+n∑
j=1
j
de donde:
E[S] =
m!n!
(m+ n)!
(m+ n− 1)!
(m− 1)!n!
1
2
(m+ n) (m+ n+ 1)
=
m(m+ n+ 1)
2
Ahora:
{E[S]}2 =
{
m(m+ n+ 1)
2
}2
=
m2
4
(m+ n+ 1)2 =
m2
4
{(m+ n)2 + 2(m+ n) + 1} (1)
2.3 Obtencio´n de E[S2]
Por definicio´n,
E[S2] =
∑
muestras
s2 P (s). En este caso P (s) =
m!n!
(m+ n)!
.
Entonces:
E[S2] =
m!n!
(m+ n)!
∑
muestras
s2 =
m!n!
(m+ n)!
∑
muestras
{
m∑
i=1
R(xi)
}2
=
m!n!
(m+ n)!
∑
muestras


m∑
i=1
(R(xi))
2 + 2
m∑
i<j
R(xi)R(xj)


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El nu´mero de muestras sin reemplazo de taman˜o fijo m en que aparecen rangos i, j de
{1, 2, . . . ,m+ n}, arbitrarios pero fijos, es:
(
m+n−2
m−2
)
.
De ah´ı: ∑
muestras
{2
m∑
1<j=1
R(xi)R(xj)} =
(
m+ n− 2
m− 2
)
m∑
i<j=1
ij.
As´ı, a partir de (2), se obtiene:
E[S2] =
m!n!
(m+ n)!


(
m+ n− 1
m− 1
)
m+n∑
j=1
j2 + 2
(
m+ n− 2
m− 2
)
m+n∑
i<j=1
ij

 (3)
pero:
m+n∑
j=1
j2 =
1
6
(m+ n) (m+ n+ 1) (2(m + n) + 1), (4)
m+n∑
i<j=1
ij =
m+n−1∑
i=1
i
m+n∑
j=i+1
j =
m+n−1∑
i=1
i
1
2
(m+ n− i) (m+ n+ i+ 1)
=
1
2
m+n−1∑
i=1
i [(m + n)2 − i2 +m+ n− i]. (5)
Sustituyendo (4) y (5) en (3):
E[S2] =
m!n!
(m+ n)!
{(
m+ n− 1
m− 1
)
1
6
(m+ n) (m+ n+ 1) (2(m + n+ 1))
+2
(
m+ n− 2
m− 2
)
1
2
m+n−1∑
i=1
i[(m+ n)2 − i2 +m+ n− i]
}
=
m!n!
(m+ n)!
(m+ n− 1)!
n! (m− 1)!
1
6
(m+ n) (m+ n+ 1) (2m + 2n + 1)
+
m!n!
(m+ n)!
(m+ n− 2)!
n! (m− 2)!
{
(m+ n)2
m+n−1∑
i=1
i−
m+n−1∑
i=1
i3
+(m+ n)
m+n−1∑
i=1
i−
m+n−1∑
i=1
i2
}
=
m(m+ n+ 1) (2m + 2n+ 1)
6
+
(m− 1)m
(m+ n− 1) (m+ n)
×
×
{
[(m+ n)2 + (m+ n)]
m+n−1∑
i=1
i−
m+n−1∑
i=1
i2 −
m+n−1∑
i=1
i3
}
. (6)
Como
∑a
i=1 i
3 = 1
4
a2 (a+ 1)2, sustituyendo en (6) se obtiene:
E[S2] =
m (m+ n+ 1) (2m + 2n+ 1)
6
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+
(m− 1)m
(m+ n− 1) (m + n)
{
(m+ n) (m+ n+ 1)
1
2
(m+ n− 1) (m+ n)
−
1
6
(m+ n− 1) (m+ n) (2m+ 2n− 1) −
1
4
(m+ n− 1)2 (m+ n)2
}
=
m (m+ n+ 1) (2m+ 2n+ 1)
6
+
(m− 1)m
(m+ n− 1) (m + n)
{
1
12
(m+ n) (m+ n− 1) [6 (m + n) (m+ n+ 1)
−4 (m+ n) + 2− 3 (m+ n) (m+ n− 1)]}
=
m (m+ n+ 1) (2m+ 2n+ 1)
6
+
(m− 1)m
12
{
3 (m+ n)2 + 5 (m+ n) + 2
}
=
m
12
{2 (m+ n+ 1) (2m+ 2n+ 1) + (m− 1) [3(m + n)2 + 5(m+ n) + 2]}
De esta manera se llega a:
E[S2] =
m
12
{2(m+ n+ 1) (2m + 2n+ 1) + (m− 1) [3(m + n)2 + 5 (m+ n) + 2]} (7)
3 Obtencio´n de V ar(S2)
Sustituyendo (7) y (1) en la fo´rmula de definicio´n de la variancia, se obtiene:
V ar(S2) = E[S2]− {E(S)}2
=
m
12
{2 (m + n+ 1) (2m + 2n+ 1) + (m− 1)[3 (m + n)2 + 5 (m+ n) + 2]}
−
m2
4
{(m+ n)2 + 2 (m+ n) + 1}
=
m
12
{2 (m + n+ 1) (2m + 2n+ 1) + (m− 1)[3 (m + n)2 + 5 (m+ n) + 2]
−3m (m+ n)2 − 6m (m+ n)− 3m}
=
m
12
{4 (m + n)2 + 6 (m+ n) + 2 + (m− 1) [3 (m + n)2 + 5(m+ n) + 2]
−3m (m+ n)2 − 6m (m+ n)− 3m}
=
m
12
{[4 + 3 (m− 1)− 3m] (m+ n)2 + [6 + 5 (m− 1)− 6m] (m+ n)
+2 (m− 1)− 3m+ 2}
=
m
12
{(m+ n)2 + (1−m) (m+ n)−m}
=
m
12
(m2 + 2mn+ n2 +m+ n−m2 −mn−m)
=
m
12
(m2 +mn+ n) =
mn (m+ n+ 1)
12
Por lo tanto
V ar(S2) =
mn (m+ n+ 1
12
que es la fo´rmula que se quer´ıa obtener.
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4 Conclusio´n
La derivacio´n de la fo´rmula de la variancia de S, estad´ıstico de la do´cima deWilcoxon-Mann-
Whitney, ha hecho posible la ilustracio´n de los me´todos de prueba propios de la Estad´ıstica
No Parame´trica que a menudo son omitidos en los libros de texto correspondientes.
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