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Path Centrality: A New Centrality Measure in Networks
Tharaka Alahakoon
ABSTRACT
In network analysis, it is useful to identify important vertices in a network. Based on the
varying notions of importance of vertices, a number of centrality measures are defined and
studied in the literature. Some popular centrality measures, such as betweenness centrality,
are computationally prohibitive for large-scale networks. In this thesis, we propose a new
centrality measure called k-path centrality and experimentally compare this measure with
betweenness centrality.
We present a polynomial-time randomized algorithm for distinguishing high k-path cen-
trality vertices from low k-path centrality vertices in any given (unweighted or weighted)
graph. Specifically, for any graph G = (V,E) with n vertices and for every choice of param-
eters α ∈ (0, 1),  ∈ (0, 1/2), and integer k ∈ [1, n], with probability at least 1 − 1/n2 our
randomized algorithm distinguishes all vertices v ∈ V that have k-path centrality Ck(v) more
than nα(1 + 2) from all vertices v ∈ V that have k-path centrality Ck(v) less than nα(1− 2).
The running time of the algorithm is O(k2−2n1−α lnn).
Next, we present a polynomial-time randomized approximation algorithm for computing
the k-path centrality values of all vertices in any given (unweighted or weighted) graph. Specif-
ically, for any graph and for every choice of parameters α ∈ (0, 1/2) and integer k ∈ [1, n], with
probability at least 1 − 1/n2 our randomized approximation algorithm computes the k-path
centrality value of every vertex within an additive error of at most n1/2+α. The running time
of the algorithm is O(k3n1−2α lnn).
Theoretically and experimentally, our algorithms are (for suitable choices of parameters)
significantly faster than the best known deterministic algorithm for computing exact between-
ness centrality values (Brandes’ algorithm). Through experimentations on both real and ran-
vii
domly generated networks, we demonstrate that vertices that have high betweenness centrality
values also have high k-path centrality values.
viii
CHAPTER 1
INTRODUCTION
1.1 Motivation
A network is a (directed or undirected) graph in which vertices typically represent people or
organizations or entities, and edges denote relationships or likeliness or physical connections.
A fundamental problem in the analysis of networks is to determine vertices or edges of great
importance in a given network. The motivation of this thesis is to find important vertices of
a network in significantly fast time.
There are many centrality measures proposed to evaluate the importance of a vertex or
an edge in a network. Betweenness centrality is considered to be the most popular of all. The
best known deterministic algorithm for computing betweenness centrality of all vertices (or
edges) takes O(n+m) space and O(nm) time in unweighted graphs, and O(n+m) space and
O(nm + n2 log n) time in weighted graphs [Bra01], where n is the number of vertices and m
is the number of edges in the graph. In this thesis, we introduce a new centrality measure
called k-path centrality and devise a polynomial-time randomized approximation algorithm
for computing all k-path centrality values with small error probability. Our randomized ap-
proximation algorithm is significantly faster than that for computing betweenness centrality
of all vertices. We also experimentally demonstrate that vertices with high betweenness cen-
trality value also have high k-path centrality value. Therefore, we believe that the k-path
centrality notion and the randomized approximation algorithm proposed in this thesis may
have practical merit in network analysis.
1.2 Notations
In a network, it is critical for various practical reasons to identify important vertices or
edges. In this thesis, we will focus on importance of vertices, but the concept can also be
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applied for importance of edges. For convenience, we can describe a network as a (directed
or undirected) graph G = (V,E), where V represents the set of vertices and E represents the
set of edges. Let n and m denote the cardinality of V and the cardinality of E, respectively.
Let W be a nonnegative weight function on the edges of a graph. Without loss of generality,
we can assume that the graphs considered in this thesis are edge-weighted, since the edges of
an unweighted graph can be assumed to have unit weights. Also, we can assume all graphs
considered in this thesis to be directed, since any undirected edge {u, v} can be split into two
directed edges (u, v) and (v, u).
Let G = (V,E) be a graph and let s, t be arbitrary vertices of G. We define a path from s
to t as a sequence of vertices that starts from s and ends at t such that any two consecutive
vertices in the sequence are connected by an edge of G. The weight of a path is defined to be
the sum of the weights of all the edges in the path. The shortest path from s to t in G is a path
of minimum weight, and we denote its weight by dG(s, t). Let Ps(t) be the set of predecessors
of a vertex t on shortest paths from s to t in G. Let σst denote the number of shortest paths
from s to t in G. For any v ∈ V , let σst(v) denote the number of shortest paths from s to t
in G that pass through v. Note that dG(s, s) = 0, σss = 1 and σst(v) = 0 if v ∈ {s, t}.
Some useful notations used in this thesis are summarized in Table 1.1.
Table 1.1 Notations
Notation Meaning
V Set of vertices in graph G = (V,E)
E Set of edges in graph G = (V,E)
n Cardinality of V
m Cardinality of E
W (u, v) Weight of the directed edge from u ∈ V to v ∈ V , where (u, v) ∈ E
dG(s, t) The weight of a shortest path from s ∈ V to t ∈ V
Ps(t) Set of predecessors of a vertex t on shortest paths from s ∈ V to t ∈ V
σst The number of shortest paths from s ∈ V to t ∈ V
σst(v) The number of shortest paths from s ∈ V to t ∈ V that pass through v ∈ V
2
CHAPTER 2
CENTRALITY MEASURES
2.1 Popular Centrality Measures
A major focus in network analysis is on finding important vertices or edges in a given
network. Centrality measures are used to rank vertices (or edges) based on their importance
in the network. Henceforward, we will consider vertex-based centrality measures and ignore
their edge-based counterparts, since the latter are defined analogously to the former. Some of
the earliest studies of network analysis occurred in the field of social science [WF94, Sco00].
Over the years, network researchers have introduced many indices to measure the centrality
of a vertex. Simplest centrality measure is the degree. Because degree of a vertex only
depends on its neighbors, the degree measure does not give a good indication of the vertex
compared to the whole network. Therefore centrality measures, which indicate the rank of a
vertex according to its position in the network, were more preferable. Some popular centrality
measures are Closeness [Bea65, Sab66], Eigenvector [Bon72], Graph [HH95], Stress [Shi53] and
Betweenness [Ant71, Fre77].
Definition 2.1 (Closeness Centrality [Bea65]) For every vertex v ∈ V of a directed
weighted graph G(V,E), the closeness centrality CC(v) of v is defined by
CC(v) = n− 1∑
t∈V
dG(v, t)
.
Definition 2.2 (Graph Centrality [HH95]) For every vertex v ∈ V of a directed weighted
graph G(V,E), the graph centrality CG(v) of v is defined by
CG(v) = 1max
t∈V
dG(v, t)
.
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Definition 2.3 (Stress Centrality [Shi53]) For every vertex v ∈ V of a directed weighted
graph G(V,E), the stress centrality CS(v) of v is defined by
CS(v) =
∑
s 6=v
∑
t6=v,s
σst(v).
Definition 2.4 (Betweenness Centrality [Ant71, Fre77]) For every vertex v ∈ V of a
directed weighted graph G(V,E), the betweenness centrality CB(v) of v is defined by
CB(v) =
∑
s 6=v
∑
t6=v,s
σst(v)
σst
.
According to above definitions, high centrality score of a vertex indicates that the vertex
is easily reachable from other vertices. As an example, suppose that we want to know who are
the most important people in a research group. If we assign edge weights between two people
according to the number of papers they published together, we get an undirected, weighted
graph. As mentioned before, we can treat this graph as a directed graph by splitting each
edge into bidirectional edges. Any of the above centrality measure will assign each vertex a
value. By arranging these values in a decreasing order we can figure out who are the most
important researchers in that group. Note that we might get different ordering depending on
the centrality measure used. It is arguable to say which centrality measure best describes the
importance of vertices in a graph. Centrality measures assign values to vertices that allow us
to compare two or more vertices. Typically, the higher the centrality value, the greater the
importance of that vertex.
The computation of these centrality measures is a time consuming task. A lot of research
is devoted to devising fast algorithms for computing these measures. Betweenness centrality
measure captures the degree of influence a vertex has over the information flow in a network.
Therefore, in recent years betweenness centrality has gained popularity among many social
network analysts. The best known exact algorithm for computing betweenness centrality is
given by Brandes [Bra01]. Computation of the betweenness centrality using Brandes’ algo-
rithm takes O(n + m) space and O(nm) time on unweighted graphs, and O(n + m) space
and O(nm + n2 log n) time on weighted graphs, where n is the number of vertices and m is
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the number of edges. Based on the idea used by Eppstein and Wang [EW01], Brandes and
Pich [BP07] proposed an approximation algorithm to compute betweenness centrality. Their
algorithm randomly chooses a small sample of vertices called pivots. It then computes single
source shortest paths from each pivot to all other vertices. Then the algorithm defines the
estimated betweenness centrality of a vertex in terms of the average contribution of each pivot.
The accuracy and the runtime of the algorithm depend on the number of pivots selected.
Geisberger, Sanders and Schultes [GSS08] proposed linear scaling and bisection scaling
techniques to approximate betweenness centrality. In linear scaling they assumed that the
contribution of the sample depends linearly on the distance to the sample and can be imple-
mented using a slight variation of the Brandes’ betweenness algorithm. In bisection scaling
contribution of the sample is only on the second half of the path and requires a different
approach with another level of random sampling. For a given vertex, Bader et al. [BKMM07]
presented an adaptive sampling based algorithm for approximately computing betweenness
centrality of a vertex. They showed that if the betweenness centrality of a vertex is n2/t, for
some constant t ≥ 1, then with probability at least 1 − 2, its betweenness centrality can be
estimated to within a factor of 1/, where 0 <  < 1/2, using t samples of source vertices.
We next visit betweenness centrality in detail.
2.2 Betweenness Centrality
Anthonisse [Ant71] and Freeman [Fre77] independently introduced the betweenness cen-
trality of a vertex. The computation of betweenness centrality of a vertex v ∈ V requires two
steps:
• counting the number of shortest paths between all pairs (s, t) of vertices of G
• counting the number of such paths between s, t that pass through v.
Note that a vertex v lies on a shortest path from s to t if and only if the equality dG(s, t) =
dG(s, v) + dG(v, t) is satisfied. We can compute the weight and the number of shortest paths
between any pair (s, t) of vertices using traversal algorithms such as the breadth-first search
algorithm for unweighted graphs and Dijkstra’s algorithm for weighted graphs. For computing
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σst, we use the fact that σst =
∑
v∈Ps(t) σsv, where Ps(t) denotes the set of predecessors of
the vertex t on shortest paths from s to t. After computing σst values for all s, t ∈ V we can
compute σst(v) using the following fact:
σst(v) =

σsv · σvt if dG(s, t) = dG(s, v) + dG(v, t),
0 otherwise.
This simple algorithm for computing betweenness centrality requires O(n2) space and
O(n3) time. Calculating betweenness centrality in networks with huge number of vertices is
computationally prohibitive. Brandes [Bra01] was able to compute betweenness centrality in
O(n + m) space and O(nm) time on unweighted graphs, and O(n + m) space and O(nm +
n2 log n) time on weighted graphs. Brandes defined the notation of the dependency of a vertex
s ∈ V on a single vertex v ∈ V as δs?(v) =
∑
t∈V
σst(v)
σst
and proved the following recursive
relation on δs?(v), which is significant to his algorithm:
δs?(v) =
∑
w:v∈Ps(w)
σsv
σsw
(1 + δs?(w)).
Below we give Brandes’ betweenness centrality algorithm for weighted graphs. Unweighted
case can be done much simpler using breadth-first search instead of Dijkstra’s algorithm.
The pseudocode for Brandes’ betweenness algorithm is described in the procedure Brandes’
Betweenness. This procedure makes calls to the procedures Initialize, Relax&Count, and
Accumulation.
The procedure Initialize takes a graph G(V,E), array d of distances, array σ of number of
shortest paths, array P of predecessors, queue Q, stack S, and a start vertex s as input. It
does the following:
• For every vertex v except s, the distance d[v] from s to v is set to ∞. The distance d[s]
from s to itself is set to 0.
• For every vertex v except s, the number of shortest paths σ[v] from s to v is set to 0.
The value σ[s] is set to 1.
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• For every vertex v, the predecessor P [v] of v is set to ∅.
• Add vertex s to the queue Q.
• Set stack S to ∅.
input : Graph G = (V,E), Array d, Array σ, Array P , Queue Q, Stack S, Vertex s
output: None
begin
foreach (vertex v ∈ V ) do
d[v]←∞ ;
σ[v]← 0 ;
P [v]← ∅ ;
d[s]← 0 ;
σ[s]← 1 ;
Q← {s} ;
S ← ∅ ;
end
Algorithm 1: Initialize
The procedure Relax&Count takes two vertices u and v of a graph G, array d of distance,
array σ of number of shortest paths, array P of predecessors, queue Q, and array W of edge
weights as input. It does the following:
• If the current distance estimate d[v] of v is greater than the sum of the distance estimate
d[u] of u and the weight W (u, v) of edge (u, v), then
– set d[v] to the latter value.
– set σ[v]← σ[u].
– set u as the only predecessor of v.
– insert/update v to the queue Q with new key d[v].
• If the current distance estimate d[v] of v is equal to the sum of the distance estimate
d[u] of u and the weight W (u, v) of edge (u, v), then
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– set σ[v]← σ[v] + σ[u].
– append u to the predecessor list of v.
input : Array d, Array σ, Array P , Queue Q, Array W , Vertex u, Vertex v
output: None
begin
if (d[v] > d[u] +W (u, v)) then
d[v]← d[u] +W (u, v) ;
σ[v]← σ[u] ;
P [v]← {u} ;
insert/update Q by setting Q← v with new key d[v];
if (d[v] = d[u] +W (u, v)) then
σ[v]← σ[v] + σ[u] ;
P [v]← P [v] ∪ {u} ;
end
Algorithm 2: Relax&Count
The procedure Accumulation takes a graph G, array CB of betweenness centrality mea-
sures, array σ of number of shortest paths, array P of predecessors, stack S, and a start vertex
s as input. It does the following:
• For every vertex v of G, the dependency of the vertex s on v that contributes to the
betweenness centrality CB(v) of v is computed.
input : Graph G = (V,E), Array CB, Array σ, Array P , Stack S, Vertex s
output: None
begin
foreach (vertex v ∈ V ) do
δ[v]← 0 ;
while (S is nonempty) do
pop w ← S ;
for (v ∈ P [w]) do
δ[v]← δ[v] + σ[v]σ[w] · (1 + δ[w]) ;
if (w 6= s) then
CB(w)← CB(w) + δ[w] ;
end
Algorithm 3: Accumulation
The procedure Brandes’ Betweenness takes a graph G and array W of edge weights as
input. It does the following:
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• For every vertex v, its betweenness centrality CB(v) is computed.
input : Graph G = (V,E), Array W
output: Array CB
begin
foreach (vertex v ∈ V ) do
CB(v)← 0 ;
foreach (vertex s ∈ V ) do
Initialize(G, d, σ, P,Q, S, s) ;
while (Q is nonempty) do
u← Extract-Min(Q) ;
push u to S ;
foreach (vertex v such that (u, v) ∈ E) do
Relax&Count(d, σ, P,Q,W, u, v) ;
Accumulation(G, CB, σ, P, S, s) ;
return CB ;
end
Algorithm 4: Brandes’ Betweenness
Analysis: Brandes’ betweenness centrality algorithm consists of several procedures. Based on
a fibonacci heap implementation of the priority queue Q, the running time of these procedures
can be summarized as follows.
Table 2.1 Runtime of each procedure in Brandes’ betweenness centrality algorithm
Procedure Runtime
Initialize O(n)
Relax&Count amortized O(1)
Accumulation O(n)
Brandes’ Betweenness O(nm+ n2 logn)
Thus, the overall running time of Brandes’ betweenness centrality algorithm is O(nm +
n2 log n). Using breadth-first search instead of Dijkstra’s algorithm when the input graph is
unweighted, the computation time of Brandes’ betweenness centrality algorithm reduces to
O(nm) time.
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2.3 Bounded-Distance Betweenness Centrality for Unweighted Graphs
In betweenness centrality for unweighted graphs, we measure shortest paths irrespective of
their length. Borgatti and Everett [BE06] gave the idea of limiting the length. Their argument
was that very long paths are seldom used. They called this measure k-betweenness centrality
(because they only consider depth at most k). Later Brandes [Bra08] redefined this measure
as bounded-distance betweenness centrality.
Definition 2.5 (Bounded-Distance Betweenness Centrality [Bra08]) For any fixed
k ∈ N+ and for every vertex v ∈ V of a directed unit-weighted (i.e., unweighted) graph
G = (V,E), the bounded-distance betweenness centrality CB(k)(v) of v is defined by
CB(k)(v) =
∑
s,t∈V :dG(s,t)≤k
σst(v)
σst
.
Bounded-distance betweenness centrality for an unweighted graph can be explicitly com-
puted using Brandes’ betweenness centrality algorithm where we stop the breadth-first search
of the algorithm when a vertex of distance k is reached [Bra08].
The procedure Bounded-Distance Betweenness takes a graph G, integer k ∈ N+, and an
array W representing the weight function on the edges of G as input. It does the following:
• For every vertex v, the bounded-distance betweenness CB(k)(v) is computed.
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input : Graph G, Integer k ∈ N+, Array W such that W (e) = 1 for every edge e
output: Array CB(k)
begin
foreach (vertex s ∈ V ) do
CB(k)(u)← 0 ;
foreach (vertex s ∈ V ) do
Initialize(G, d, σ, P,Q, S, s) ;
while (Q is nonempty) do
u← Extract-Min(Q) ;
if (d[u] > k) then
break ;
push u to S ;
foreach (vertex v such that (u, v) ∈ E) do
Relax&Count(d, σ, P,Q,W, u, v) ;
Accumulation(G, CB(k), σ, P, S, s) ;
return CB(k) ;
end
Algorithm 5: Bounded-Distance Betweenness
Analysis: Bounded-distance betweenness algorithm above is a restricted version of Brandes’
betweenness algorithm. Since traversal of the graph is done from each vertex to other vertices
that are at distance at most k, the while loop breaks after reaching the distance k. In the
worst case, if distances from any vertex to all other vertices are less than k, this algorithm will
perform similar to Brandes’ betweenness algorithm, which takes O(nm) time on unweighted
graphs.
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CHAPTER 3
k-PATH CENTRALITY
3.1 The Notion of k-Path Centrality for Unweighted Graphs
In the previous chapter, we introduced some popular centrality measures. Roughly speak-
ing, betweenness centrality of a vertex determines how important that vertex is in relation to
the overall information flow in the network. Therefore, it is considered to be an important
centrality measure for social networks. Brandes’ betweenness centrality algorithm [Bra01] is
the best known deterministic algorithm for computing betweenness of all the vertices of a
graph. However, a significant shortcoming of Brandes’ algorithm is that its running time is
prohibitive for large-scale networks. With the motivation to find the most important vertices
in a network, in this chapter we introduce a new centrality measure called k-path centrality.
Since unweighted case is easier to grasp, first we will define k-path centrality for unweighted
graphs. For any s ∈ V , let p(s; `) denote the number of paths of length exactly ` ∈ N+ that
start from s. For any s, v ∈ V , let pv(s; `) denote the number of paths of length exactly ` ∈ N+
that start from s and pass through v.
Definition 3.1 (k-Path Centrality for Unweighted Graphs) For any fixed k ∈ N+ and
for every vertex v ∈ V of a directed unit-weighted (i.e., unweighted) graph G(V,E), the k-path
centrality Ck(v) of v is defined by
Ck(v) =
∑
s 6=v
∑
1≤`≤k
pv(s; `)
p(s; `)
.
We present a randomized algorithm with small error probability (at most 1/n2), that dis-
tinguishes vertices with high k-path centrality values from vertices with low k-path centrality
values, where n is the number of vertices in the graphs. Specifically, for every choice of real
numbers α ∈ (0, 1),  ∈ (0, 1/2) and fixed integer k ∈ [1, n], with probability at least 1− 1/n2
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if a vertex v ∈ V has k-path centrality Ck(v) > nα(1 + 2), then our randomized algorithm
reports that v is a vertex with high k-path centrality, and if a vertex v ∈ V has k-path cen-
trality Ck(v) < nα(1− 2), then our randomized algorithm reports that v is a vertex with low
k-path centrality. The running time of our algorithm for every choice of random sequence is
O(k2−2n1−α lnn). Hence, for small integers k = O(n1/2) and for fixed real numbers α ∈ (0, 1)
and  ∈ (0, 1/2), the running time of our algorithm is significantly less than that of Brandes’
algorithm that runs in time O(mn) on unweighted graphs.
We next present our algorithm (Algorithm 7) for k-path centrality in unweighted graphs.
This algorithm uses a procedure, called Indicator. The procedure Indicator takes a graph G,
a real number  ∈ (0, 1/2), and an array B as input. It does the following:
• For every vertex v, if B(v) > 6 ln(n)/2 then vertex v is reported as a high k-path
centrality vertex. Otherwise it is reported as a low k-path centrality vertex.
input : Graph G, real  ∈ (0, 1/2), Array B
output: None
begin
n← |V (G)| ;
foreach (vertex v ∈ V ) do
if B(v) > 6 ln(n)/2 then
Print “v has a high k-path centrality” ;
else
Print “v has a low k-path centrality” ;
end
Algorithm 6: Indicator
The procedure Unweighted k-Path takes an unweighted graph G, real value α ∈ (0, 1),
real value  ∈ (0, 1/2), and integer k ∈ [1, n] as input. It does the following:
• For every vertex v, indicate whether it is a high k-path centrality vertex or a low k-path
centrality vertex.
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input : Graph G, Real α ∈ (0, 1), Real  ∈ (0, 1/2), Integer k ∈ [1, n]
output: None
begin
foreach (vertex v ∈ V ) do
B(v)← 0 ;
v ← unexplored ;
n← |V (G)| ;
Stack S ← ∅ ;
outer-loop ← 1 ;
while (outer-loop ≤ 6k−2n1−α lnn) do
Let k′ ∈ [1, k] be an integer chosen uniformly at random ;
Let x ∈ V be a vertex chosen uniformly at random;
x← explored ;
push x to S ;
inner-loop ← 1 ;
while (inner-loop ≤ k′ and not all outgoing edges from x are explored) do
Let (x, y) be an edge from x to an unexplored vertex y, chosen uniformly
at random ;
y ← explored ;
push y to S ;
B(y)← B(y) + 1 ;
inner-loop ← inner-loop +1 ;
x← y ;
while (S is nonempty) do
pop x← S ;
x← unexplored ;
outer-loop ← outer-loop +1 ;
Indicator(G, ,B) ;
end
Algorithm 7: Unweighted k-Path
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Analysis: Let ` = 6k−2n1−α lnn. Let vertex v be a high k-path centrality vertex. Then
Ck(v) > nα(1 + 2). Define, for 1 ≤ i ≤ l,
Xi =

1 if the ith random walk passes through v,
0 otherwise.
It is easy to see that when the algorithm terminates B(v) =
∑`
i=1
Xi. Note that
E[Xi] = Pr(Xi = 1)
=
1
kn
∑
s∈V
∑
1≤`≤k
Pr(a random walk of length ` starts from s and passes through v)
=
1
kn
· 0 + 1
kn
∑
s 6=v
∑
1≤`≤k
pv(s; `)
p(s; `)
=
1
kn
Ck(v).
Therefore,
E[B(v)] =
∑`
i=1
E[Xi] =
`
kn
Ck(v) ≥ `
kn1−α
(1 + 2)
Pr(B(v) ≤ `
kn1−α
) ≤ Pr(B(v) ≤ (1− )E[B(v)])
≤ e−
2
2
· `
kn1−α (1+2) (by Chernoff bounds)
≤ e−3 lnn
= n−3.
From the above analysis, we can conclude that the k-path centrality randomized algorithm
has an error probability at most n−2 and has runtime O(`k) = O(k2−2n1−α lnn).
3.2 The Notion of k-Path Centrality for Weighted Graphs
Now we will generalize the k-path centrality notion and define it for weighted graphs. For
any s ∈ V and ` ∈ N+, let B(s; `) denote the number of paths pist from s to some vertex t ∈ V
with one of the following properties:
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• Total weight of the path pist from s to t is `, i.e., W (pist) = `.
• Total weight of the path pist from s to t is less than ` and there is an edge (t, w) that
does not belong to pist such that W (pist) +W (t, w) > `.
Similarly, for any s, v ∈ V and ` ∈ N+, let Bv(s; `) denote the number of paths pist(v) from
s to some vertex t ∈ V that pass through v and have one of the following properties:
• Total weight of the path pist(v) from s to t that passes through v is `, i.e., W (pist(v)) = `.
• Total weight of the path pist(v) from s to t that passes through v is less than ` and there
is an edge (t, w) that does not belong to pist(v) such that W (pist(v)) +W (t, w) > `.
Now we can define k-path centrality for weighted case similar to the unweighted case.
Definition 3.2 (k-Path Centrality for Weighted Graphs) For any fixed k ∈ N+ and
for every vertex v ∈ V of a directed weighted graph G(V,E), the k-path centrality Ck(v) of v
is defined by
Ck(v) =
∑
s 6=v
∑
1≤`≤k
Bv(s; `)
B(s; `)
.
Note that the above definition works for both weighted and unweighted graphs. We give
a randomized algorithm (Algorithm 8) that for every choice of real numbers α ∈ (0, 1),  ∈
(0, 1/2) and fixed integer k ∈ [1, n], with probability at least 1 − 1/n2, if a vertex v ∈ V has
k-path centrality Ck(v) > nα(1+2), then the randomized algorithm reports that v is a vertex
with high k-path centrality and if a vertex v ∈ V has k-path centrality Ck(v) < nα(1 − 2),
then the randomized algorithm reports that v is a vertex with low k-path centrality. We
show that the running time of this algorithm is O(k2−2n1−α lnn). Here we use the same
Indicator procedure as in the unweighted case, but the Weighted k-Path procedure will be
little different.
The procedure Weighted k-Path takes a graph G, real value α ∈ (0, 1), real value  ∈
(0, 1/2), integer k ∈ [1, n], and array W of edge weights as input. It does the following:
• For every vertex v, indicate whether it is a high k-path centrality vertex or a low k-path
centrality vertex.
The analysis for the weighted case is identical to the unweighted case.
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input : Graph G, Array W , Real α ∈ (0, 1), Real  ∈ (0, 1/2), Integer k ∈ [1, n]
output: None
begin
foreach (vertex v ∈ V ) do
B(v)← 0 ;
v ← unexplored ;
n← |V (G)| ;
Stack S ← ∅ ;
outer-loop ← 1 ;
while (outer-loop ≤ 6k−2n1−α lnn) do
Let k′ ∈ [1, k] be an integer chosen uniformly at random ;
Let x ∈ V be a vertex chosen uniformly at random;
x← explored ;
push x to S ;
inner-loop ← 1 ;
while (inner-loop ≤ k′ and not all outgoing edges from x are explored) do
Let (x, y) be a random edge from x to an unexplored vertex y, chosen
with probability inversely proportional to its edge weight ;
y ← explored ;
push y to S ;
B(y)← B(y) + 1 ;
inner-loop ← inner-loop +1 ;
x← y ;
while (S is nonempty) do
pop x← S ;
x← unexplored ;
outer-loop ← outer-loop +1 ;
Indicator(G, ,B) ;
end
Algorithm 8: Weighted k-Path
3.3 A Randomized Approximation Algorithm for k-Path Centrality
Our algorithm for approximate computation of k-path centrality values in a network is
identical to the Weighted k-Path procedure; the main difference is in the number of iterations.
By analysis of the algorithm given below we found the required number of iterations to be
2k2n1−2α lnn for every choice of integer k ∈ [1, n] and real number α ∈ (0, 1/2).
The procedure Randomized Approximation k-Path (Algorithm 9) takes a graph G, real
value α, integer k, and array W of edge weights as input. It does the following:
• For every vertex v, an approximation to the k-path centrality Ck(v) is computed.
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input : Graph G, Array W , Real α ∈ (0, 1/2), Integer k ∈ [1, n]
output: An approximation to the k-path centrality Ck(v) is computed
begin
foreach (vertex v ∈ V ) do
B(v)← 0 ;
v ← unexplored ;
n← |V (G)| ;
`← 2k2n1−2α lnn ;
Stack S ← ∅ ;
outer-loop ← 1 ;
while (outer-loop ≤ `) do
Let k′ ∈ [1, k] be an integer chosen uniformly at random ;
Let x ∈ V be a vertex chosen uniformly at random;
x← explored ;
push x to S ;
inner-loop ← 1 ;
while (inner-loop ≤ k′ and not all outgoing edges from x are explored) do
Let (x, y) be a random edge from x to an unexplored vertex y, chosen
with probability inversely proportional to its edge weight ;
y ← explored ;
push y to S ;
B(y)← B(y) + 1 ;
inner-loop ← inner-loop +1 ;
x← y ;
while (S is nonempty) do
pop x← S ;
x← unexplored ;
outer-loop ← outer-loop +1 ;
foreach (vertex v ∈ V ) do
Output approximate k-path centrality of v ← B(v) · kn` ;
end
Algorithm 9: Randomized Approximation k-Path
Analysis: We give the analysis for the case of unweighted graphs; the analysis for weighted
graphs is similar. Let v be a vertex in the unweighted graph G(V,E). Define, for 1 ≤ i ≤ `,
X ′i =

1 if the ith random walk passes through v,
0 otherwise.
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It is easy to see that when the algorithm terminates B(v) =
∑`
i=1
X ′i.
E[X ′i] = Pr(X
′
i = 1)
=
1
kn
∑
s∈V
∑
1≤`≤k
Pr(a random walk of length ` starts from s and passes through v)
=
1
kn
· 0 + 1
kn
∑
s 6=v
∑
1≤`≤k
pv(s; `)
p(s; `)
=
1
kn
Ck(v).
Let us define Xi = knX ′i. Notice that each Xi belongs to the range [0, kn]. Also, note that
Xis are independent random variables.
Theorem 3.3 (Hoeffding’s Bound) If X1, X2, ..., Xh are independent random variables
with ai ≤ Xi ≤ bi and µ = E
[∑h
i=1Xi
h
]
is the expected mean, then, for every ξ > 0, we have
Pr
(∣∣∣∣∣
∑h
i=1Xi
h
− µ
∣∣∣∣∣ ≥ ξ
)
≤ 2e−2h2ξ2/
∑h
i=1(bi−ai)2 .
The output of the algorithm is
∑`
i=1Xi/`. Applying Hoeffding bound, we get
Pr
(∣∣∣∣∣
∑`
i=1Xi
`
− Ck(v)
∣∣∣∣∣ ≥ ξ
)
≤ 2e−2`2ξ2/(`k2n2) = 2e−2`ξ2/(k2n2).
Suppose that ξ = n
1
2
+α. Then, the probability of error is at most 2e−2`n1+2α/(k2n2) =
2e−2`/(k2n1−2α). This probability of error can be made at most 1/n3 by making e−2`/(k2n1−2α)
≤ e− ln (2n3), or ` ≥ k2n1−2α(32 lnn + 12 ln 2). Therefore, for our algorithm we can set ` =
2k2n1−2α lnn, where the additive error ξ is n
1
2
+α.
In general, if the additive error is ξ, then we can use ` ≥ (2k2n2 lnn)/ξ2, which results in
the running time O((k3n2 lnn)/ξ2) of the randomized algorithm. Thus, for ξ = n1/2+α, the
randomized algorithm takes O(k3n1−2α lnn) time.
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CHAPTER 4
RESULTS
In this chapter we compare Brandes’ betweenness centrality algorithm [Bra01] with our
approximation algorithm for k-path centrality. We conducted an extensive set of experiments
on both synthetic (i.e., randomly generated) and real networks. For all of our experiments,
we use values α = 0.01 and k = ln (n+m), where n is the number of vertices and m is the
number of edges in the graph. All the experiments in this thesis were done on the Research
Computing cluster at the University of South Florida. Research Computing cluster consists
of 316 nodes with a total of 2064 cores and the total memory is 4.812 Terabytes. We refer
the reader to the Research Computing web page [Res10] for further details about the research
environment used in this thesis.
4.1 Randomly Generated Networks
Our first experiment compares the running time of Brandes’ betweenness centrality al-
gorithm with our approximation algorithm for k-path centrality. For this experiment, we
created 4500 undirected, unweighted random graphs with varying number of vertices and
varying density. The density d of a graph is defined as the ratio of the number of edges in the
graph and the total possible number of edges, i.e., d = m/
(
n
2
)
. We used a simple method to
construct random graphs with a given number of vertices n and density d. First we compute
the corresponding number of edges m, given the number of vertices n and density d, using
the relation m = d · (n2). Then, to generate a random graph G(V,E) that has n vertices and
m edges, we add m random edges to the initial empty set of edges as follows: uniformly at
random pick two vertices from V and connect them by an edge.
Figure 4.1 shows a comparison of the running times (in seconds) between Brandes’ between-
ness centrality algorithm and our randomized approximation algorithm for k-path centrality
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on undirected, unweighted random graphs. The random graphs are generated using the ran-
domized sampling procedure described above. In this plot, the number of vertices vary from
100 to 5000 in increments of 100, and density varies from 10% to 90% in increments of 10.
Figure 4.1 Plot showing running times (in seconds) of Brandes’ algorithm and our randomized
approximation algorithm
We can clearly see that the running time of Brandes’ betweenness centrality algorithm
is much higher than the running time of our approximation algorithm for k-path centrality
when both algorithms are tested on the same random graph. This demonstrates that our
algorithm yields a significant speedup in running time over Brandes’ betweenness centrality
algorithm. Furthermore, this holds true for any graph, directed or undirected and weighted
or unweighted.
In our second set of experiments, we compare the values of exact betweenness centrality
with the corresponding values of approximate k-path centrality in random graphs. It is inter-
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esting to see that in all our plots for random graphs with density at most 60%, there is a nice
linear correlation between the exact betweenness values and the corresponding approximate
k-path centrality values. We now present these results for random networks using Tables 4.1
through 4.6 and Figures 4.2 through 4.7. Each table will show the information about a net-
work, the computation times of algorithms, and the correlation between betweenness and
approximate k-path centrality values. Each figure (corresponding to a table as well as an
experiment) will show the scatter plots of exact betweenness centrality values with respect to
the approximate k-path centrality values of all vertices of the network. Since experimenta-
tion on networks with 5000 vertices was feasible within our computational requirements, we
present below some results for random networks in which the number of vertices is 5000 and
the density varies from 10% to 60% in increments of 10.
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Table 4.1 Summary information of a random network with 5000 vertices and 10% density
Number of vertices (n) 5, 000
Number of edges (m) 1, 249, 750
Density (d = m/
(
n
2
)
) 10%
Directed or undirected undirected
Weighted or unweighted unweighted
Running time of Brandes’ betweenness centrality algorithm 1, 334 seconds
Alpha 0.01
Path length (ln(m+ n)) 14
Running time of our k-path centrality algorithm 488 seconds
Correlation coefficient between exact betweenness values
and approximate k-path centrality values over all vertices 0.9868
Percentage of vertices common to both the top 10 betweenness values
and the top 10 k-path centrality values 100%
Percentage of vertices common to both the top 20 betweenness values
and the top 20 k-path centrality values 80%
Percentage of vertices common to both the top 50 betweenness values
and the top 50 k-path centrality values 80%
Percentage of vertices common to both the top 100 betweenness values
and the top 100 k-path centrality values 85%
Figure 4.2 Scatter plot for a random network with 5000 vertices and 10% density
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Table 4.2 Summary information of a random network with 5000 vertices and 20% density
Number of vertices (n) 5, 000
Number of edges (m) 2, 499, 500
Density (d = m/
(
n
2
)
) 20%
Directed or undirected undirected
Weighted or unweighted unweighted
Running time of Brandes’ betweenness centrality algorithm 3, 218 seconds
Alpha 0.01
Path length (ln(m+ n)) 15
Running time of our k-path centrality algorithm 1, 285 seconds
Correlation coefficient between exact betweenness values
and approximate k-path centrality values over all vertices 0.9786
Percentage of vertices common to both the top 10 betweenness values
and the top 10 k-path centrality values 80%
Percentage of vertices common to both the top 20 betweenness values
and the top 20 k-path centrality values 70%
Percentage of vertices common to both the top 50 betweenness values
and the top 50 k-path centrality values 74%
Percentage of vertices common to both the top 100 betweenness values
and the top 100 k-path centrality values 79%
Figure 4.3 Scatter plot for a random network with 5000 vertices and 20% density
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Table 4.3 Summary information of a random network with 5000 vertices and 30% density
Number of vertices (n) 5, 000
Number of edges (m) 3, 749, 250
Density (d = m/
(
n
2
)
) 30%
Directed or undirected undirected
Weighted or unweighted unweighted
Running time of Brandes’ betweenness centrality algorithm 5, 254 seconds
Alpha 0.01
Path length (ln(m+ n)) 15
Running time of our k-path centrality algorithm 1, 758 seconds
Correlation coefficient between exact betweenness values
and approximate k-path centrality values over all vertices 0.9683
Percentage of vertices common to both the top 10 betweenness values
and the top 10 k-path centrality values 60%
Percentage of vertices common to both the top 20 betweenness values
and the top 20 k-path centrality values 70%
Percentage of vertices common to both the top 50 betweenness values
and the top 50 k-path centrality values 70%
Percentage of vertices common to both the top 100 betweenness values
and the top 100 k-path centrality values 75%
Figure 4.4 Scatter plot for a random network with 5000 vertices and 30% density
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Table 4.4 Summary information of a random network with 5000 vertices and 40% density
Number of vertices (n) 5, 000
Number of edges (m) 4, 999, 000
Density (d = m/
(
n
2
)
) 40%
Directed or undirected undirected
Weighted or unweighted unweighted
Running time of Brandes’ betweenness centrality algorithm 7, 535 seconds
Alpha 0.01
Path length (ln(m+ n)) 15
Running time of our k-path centrality algorithm 2, 375 seconds
Correlation coefficient between exact betweenness values
and approximate k-path centrality values over all vertices 0.9509
Percentage of vertices common to both the top 10 betweenness values
and the top 10 k-path centrality values 50%
Percentage of vertices common to both the top 20 betweenness values
and the top 20 k-path centrality values 50%
Percentage of vertices common to both the top 50 betweenness values
and the top 50 k-path centrality values 62%
Percentage of vertices common to both the top 100 betweenness values
and the top 100 k-path centrality values 71%
Figure 4.5 Scatter plot for a random network with 5000 vertices and 40% density
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Table 4.5 Summary information of a random network with 5000 vertices and 50% density
Number of vertices (n) 5, 000
Number of edges (m) 6, 248, 750
Density (d = m/
(
n
2
)
) 50%
Directed or undirected undirected
Weighted or unweighted unweighted
Running time of Brandes’ betweenness centrality algorithm 9, 749 seconds
Alpha 0.01
Path length (ln(m+ n)) 16
Running time of our k-path centrality algorithm 4, 029 seconds
Correlation coefficient between exact betweenness values
and approximate k-path centrality values over all vertices 0.9451
Percentage of vertices common to both the top 10 betweenness values
and the top 10 k-path centrality values 50%
Percentage of vertices common to both the top 20 betweenness values
and the top 20 k-path centrality values 65%
Percentage of vertices common to both the top 50 betweenness values
and the top 50 k-path centrality values 60%
Percentage of vertices common to both the top 100 betweenness values
and the top 100 k-path centrality values 68%
Figure 4.6 Scatter plot for a random network with 5000 vertices and 50% density
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Table 4.6 Summary information of a random network with 5000 vertices and 60% density
Number of vertices (n) 5, 000
Number of edges (m) 7, 498, 500
Density (d = m/
(
n
2
)
) 60%
Directed or undirected undirected
Weighted or unweighted unweighted
Running time of Brandes’ betweenness centrality algorithm 11, 451 seconds
Alpha 0.01
Path length (ln(m+ n)) 16
Running time of our k-path centrality algorithm 4, 624 seconds
Correlation coefficient between exact betweenness values
and approximate k-path centrality values over all vertices 0.9290
Percentage of vertices common to both the top 10 betweenness values
and the top 10 k-path centrality values 60%
Percentage of vertices common to both the top 20 betweenness values
and the top 20 k-path centrality values 45%
Percentage of vertices common to both the top 50 betweenness values
and the top 50 k-path centrality values 70%
Percentage of vertices common to both the top 100 betweenness values
and the top 100 k-path centrality values 69%
Figure 4.7 Scatter plot for a random network with 5000 vertices and 60% density
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4.2 Real Networks
Next we experiment with several real network data obtained from various resources [DH97,
BM06, BJMO07, New08]. We highly acknowledge the effort of those individuals who obtained
these data sets from different sources and making them available to the public. The informa-
tion about various data sets is stated below.
• The Zachary’s Karate Club data set [Zac77, New08]: According to Wayne Zachary in
1977, it contains a network of friendships between members of a karate club at a US
university. Vertices represent members at the karate club and edges represent relation-
ships between members. This is an undirected, unweighted graph with 34 vertices and
78 edges that has been cited in some literature [New04, LN05, DFLJ07, GL08, MG09,
MMO09, CHL10]. The summary information of this data set is shown in Table 4.7. The
scatter plot showing approximate k-path centrality values in relation to the correspond-
ing betweenness values for this data set is shown in Figure 4.8.
• The “Les Miserables” data set [Knu93, New08]: It contains data of a weighted, undi-
rected network of co-appearances of characters in Victor Hugo’s novel “Les Miserables”.
Vertices represent characters and edges connect any pair of characters that appear in
the same chapter of the book. The number of such co-appearances indicate the edge
weights. There are 77 vertices and 254 edges in this network. This data set has been
cited in some literature related to community structures [HJ08, MMO09, CHL10]. The
summary information of this data set is shown in Table 4.8. The scatter plot showing
approximate k-path centrality values in relation to the corresponding betweenness values
for this data set is shown in Figure 4.9.
• The Word Adjacencies data set [New06, New08]: It contains data of a network of 112
vertices that represent commonly occurring adjectives and nouns in the novel “David
Copperfield” by Charles Dickens, as described by Mark Newman. The edges connect
any pair of words that appear adjacent to each other at any point in the text. The
network is unweighted, undirected and consists of 425 edges. This data set has been
cited in some papers by Newman and others [New06, NL07, BRTC08]. The summary
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information of this data set is shown in Table 4.9. The scatter plot showing approximate
k-path centrality values in relation to the corresponding betweenness values for this data
set is shown in Figure 4.10.
• Condensed Matter data sets [New01b, New08]: There are three Condensed Matter Col-
laboration data sets used in this thesis. They consist of weighted, undirected networks
of coauthorships between scientists posting preprints on the Condensed Matter E-Print
Archive starting from January 1, 1995. The weight of an edge between two scientists rep-
resents the number of coauthorships between them. The end dates of collection of these
three data sets are December 31, 1999, June 30, 2003 and March 31, 2005. These net-
works have been cited in some literature [New01a, New01b, New01c, BRTC08, JGH10].
The summary information for these three data sets are shown in Tables 4.10, 4.11,
and 4.12. The scatter plots showing approximate k-path centrality values in relation to
the corresponding betweenness values for these data sets are shown in Figures 4.11, 4.12,
and 4.13.
• High-Energy Theory data set [New01b, New08]: According to Mark Newman, this data
set consists of a weighted, undirected network of coauthorships between 8361 scientists
posting preprints on the High-Energy Theory E-Print Archive between January 1, 1995
and December 31, 1999. This network consists of 8361 vertices and 15751 edges. The
weight of an edge between two scientists represents the number of coauthorships between
them. This network has been cited in some literature [New01a, New01b, BRTC08]. The
summary information of this data set is shown in Table 4.13. The scatter plot showing
approximate k-path centrality values in relation to the corresponding betweenness values
for this data set is shown in Figure 4.14.
• Internet data set [New08]: This data set represents an unweighted, undirected network
with 22963 vertices and 48436 edges. Using BGP tables posted by the University of
Oregon Route Views Project, Mark Newman created this data set July 22, 2006. It
consists of a symmetrized snapshot of the structure of the Internet at the level of au-
tonomous systems. This network has been cited in some literature [BRTC08, GCZ09].
The summary information of this data set is shown in Table 4.14. The scatter plot show-
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ing approximate k-path centrality values in relation to the corresponding betweenness
values for this data set is shown in Figure 4.15.
• Yeast data set [BCC+03, BM06]: This data set represents protein (yeasts) as vertices
and protein interactions as edges. There are 1870 type of proteins and 8960 number
of interactions among two proteins. This is an unweighted, undirected network, which
has been cited in some papers [BCC+03, BRTC08]. The summary information of this
data set is shown in Table 4.15. The scatter plot showing approximate k-path centrality
values in relation to the corresponding betweenness values for this data set is shown in
Figure 4.16.
• Kazaa data sets [IRF04]: Kazaa is a popular peer-to-peer file-sharing system. As of
June 2003, there are more than 4 million estimated concurrent users. Here, information
about the files requested for download is used to build a graph using the users as vertices
of the graph. Two users are connected in this graph if they have the same download
during some interval. Three data sets are formed in three different time intervals and
we refer the reader to the paper [IRF04] for further details. The summary information
of these data sets are shown in Tables 4.16, 4.17, and 4.18. The scatter plot showing
approximate k-path centrality values in relation to the corresponding betweenness values
for these data sets are shown in Figures 4.17, 4.18, and 4.19.
• Computational Geometry data set [BM06]: This data set consists of author collab-
oration in computational geometry, where vertices represent authors. If two authors
wrote a common work (book, paper, etc.), then we have an edge between those two
vertices and the edge weight is the number of such common works. This undirected,
weighted graph has 6158 vertices and 11898 edges. We refer the reader to the Pajek web
page [BM06] for further details. The summary information of this data set is shown in
Table 4.19. The scatter plot showing approximate k-path centrality values in relation
to the corresponding betweenness values for this data set is shown in Figure 4.20.
• Pajek data sets [BM06]: The last five data sets consist of citation networks where
vertices represent people and edges represent relationships between two people. The
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number of vertices varies from 233 to 6651 and the number of edges varies from 994
to 54253. All five graphs are undirected and unweighted, and we refer the reader to
the Pajek web page [BM06] for further details. These data sets have been cited in
some literature [Bat03, PPZ10]. The summary information of these data sets are shown
in Tables 4.20 through 4.24. The scatter plots showing approximate k-path centrality
values in relation to the corresponding betweenness values for these data sets are shown
in Figures 4.21 through 4.25.
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Table 4.7 Summary information of Zachary’s Karate Club data set
Number of vertices (n) 34
Number of edges (m) 78
Density (d = m/
(
n
2
)
) 13.904%
Directed or undirected undirected
Weighted or unweighted unweighted
Running time of Brandes’ betweenness centrality algorithm < 1 seconds
Alpha 0.01
Path length (ln(m+ n)) 5
Running time of our k-path centrality algorithm < 1 seconds
Correlation coefficient between exact betweenness values
and approximate k-path centrality values over all vertices 0.9129
Percentage of vertices common to both the top 5 betweenness values
and the top 5 k-path centrality values 80%
Percentage of vertices common to both the top 10 betweenness values
and the top 10 k-path centrality values 70%
Percentage of vertices common to both the top 20 betweenness values
and the top 20 k-path centrality values 85%
Figure 4.8 Scatter plot for Zachary’s Karate Club data set
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Table 4.8 Summary information of Les Miserables data set
Number of vertices (n) 77
Number of edges (m) 254
Density (d = m/
(
n
2
)
) 8.681%
Directed or undirected undirected
Weighted or unweighted weighted
Running time of Brandes’ betweenness centrality algorithm < 1 seconds
Alpha 0.01
Path length (ln(m+ n)) 6
Running time of our k-path centrality algorithm < 1 seconds
Correlation coefficient between exact betweenness values
and approximate k-path centrality values over all vertices 0.9061
Percentage of vertices common to both the top 5 betweenness values
and the top 5 k-path centrality values 80%
Percentage of vertices common to both the top 10 betweenness values
and the top 10 k-path centrality values 80%
Percentage of vertices common to both the top 20 betweenness values
and the top 20 k-path centrality values 80%
Figure 4.9 Scatter plot for Les Miserables data set
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Table 4.9 Summary information of Word Adjacencies data set
Number of vertices (n) 112
Number of edges (m) 425
Density (d = m/
(
n
2
)
) 6.837%
Directed or undirected undirected
Weighted or unweighted unweighted
Running time of Brandes’ betweenness centrality algorithm < 1 seconds
Alpha 0.01
Path length (ln(m+ n)) 6
Running time of our k-path centrality algorithm < 1 seconds
Correlation coefficient between exact betweenness values
and approximate k-path centrality values over all vertices 0.9268
Percentage of vertices common to both the top 5 betweenness values
and the top 5 k-path centrality values 80%
Percentage of vertices common to both the top 10 betweenness values
and the top 10 k-path centrality values 90%
Percentage of vertices common to both the top 20 betweenness values
and the top 20 k-path centrality values 70%
Figure 4.10 Scatter plot for Word Adjacencies data set
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Table 4.10 Summary information of Condensed Matter 1999 data set
Number of vertices (n) 16, 726
Number of edges (m) 47, 594
Density (d = m/
(
n
2
)
) 0.034%
Directed or undirected undirected
Weighted or unweighted weighted
Running time of Brandes’ betweenness centrality algorithm 640 seconds
Alpha 0.01
Path length (ln(m+ n)) 11
Running time of our k-path centrality algorithm 52 seconds
Correlation coefficient between exact betweenness values
and approximate k-path centrality values over all vertices 0.6502
Percentage of vertices common to both the top 5 betweenness values
and the top 5 k-path centrality values 60%
Percentage of vertices common to both the top 10 betweenness values
and the top 10 k-path centrality values 60%
Percentage of vertices common to both the top 20 betweenness values
and the top 20 k-path centrality values 45%
Percentage of vertices common to both the top 50 betweenness values
and the top 50 k-path centrality values 56%
Percentage of vertices common to both the top 100 betweenness values
and the top 100 k-path centrality values 56%
Figure 4.11 Scatter plot for Condensed Matter 1999 data set
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Table 4.11 Summary information of Condensed Matter 2003 data set
Number of vertices (n) 31, 163
Number of edges (m) 120, 029
Density (d = m/
(
n
2
)
) 0.025%
Directed or undirected undirected
Weighted or unweighted weighted
Running time of Brandes’ betweenness centrality algorithm 2, 884 seconds
Alpha 0.01
Path length (ln(m+ n)) 12
Running time of our k-path centrality algorithm 183 seconds
Correlation coefficient between exact betweenness values
and approximate k-path centrality values over all vertices 0.6920
Percentage of vertices common to both the top 5 betweenness values
and the top 5 k-path centrality values 60%
Percentage of vertices common to both the top 10 betweenness values
and the top 10 k-path centrality values 60%
Percentage of vertices common to both the top 20 betweenness values
and the top 20 k-path centrality values 55%
Percentage of vertices common to both the top 50 betweenness values
and the top 50 k-path centrality values 54%
Percentage of vertices common to both the top 100 betweenness values
and the top 100 k-path centrality values 55%
Figure 4.12 Scatter plot for Condensed Matter 2003 data set
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Table 4.12 Summary information of Condensed Matter 2005 data set
Number of vertices (n) 40, 421
Number of edges (m) 175, 693
Density (d = m/
(
n
2
)
) 0.022%
Directed or undirected undirected
Weighted or unweighted weighted
Running time of Brandes’ betweenness centrality algorithm 5, 405 seconds
Alpha 0.01
Path length (ln(m+ n)) 12
Running time of our k-path centrality algorithm 311 seconds
Correlation coefficient between exact betweenness values
and approximate k-path centrality values over all vertices 0.6982
Percentage of vertices common to both the top 5 betweenness values
and the top 5 k-path centrality values 60%
Percentage of vertices common to both the top 10 betweenness values
and the top 10 k-path centrality values 70%
Percentage of vertices common to both the top 20 betweenness values
and the top 20 k-path centrality values 45%
Percentage of vertices common to both the top 50 betweenness values
and the top 50 k-path centrality values 54%
Percentage of vertices common to both the top 100 betweenness values
and the top 100 k-path centrality values 55%
Figure 4.13 Scatter plot for Condensed Matter 2005 data set
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Table 4.13 Summary information of High-Energy Theory data set
Number of vertices (n) 8, 361
Number of edges (m) 15, 751
Density (d = m/
(
n
2
)
) 0.045%
Directed or undirected undirected
Weighted or unweighted weighted
Running time of Brandes’ betweenness centrality algorithm 109 seconds
Alpha 0.01
Path length (ln(m+ n)) 10
Running time of our k-path centrality algorithm 14 seconds
Correlation coefficient between exact betweenness values
and approximate k-path centrality values over all vertices 0.7032
Percentage of vertices common to both the top 5 betweenness values
and the top 5 k-path centrality values 40%
Percentage of vertices common to both the top 10 betweenness values
and the top 10 k-path centrality values 60%
Percentage of vertices common to both the top 20 betweenness values
and the top 20 k-path centrality values 50%
Percentage of vertices common to both the top 50 betweenness values
and the top 50 k-path centrality values 42%
Percentage of vertices common to both the top 100 betweenness values
and the top 100 k-path centrality values 54%
Figure 4.14 Scatter plot for High-Energy Theory data set
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Table 4.14 Summary information of Internet data set
Number of vertices (n) 22, 963
Number of edges (m) 48, 436
Density (d = m/
(
n
2
)
) 0.018%
Directed or undirected undirected
Weighted or unweighted unweighted
Running time of Brandes’ betweenness centrality algorithm 917 seconds
Alpha 0.01
Path length (ln(m+ n)) 11
Running time of our k-path centrality algorithm 462 seconds
Correlation coefficient between exact betweenness values
and approximate k-path centrality values over all vertices 0.9563
Percentage of vertices common to both the top 5 betweenness values
and the top 5 k-path centrality values 80%
Percentage of vertices common to both the top 10 betweenness values
and the top 10 k-path centrality values 80%
Percentage of vertices common to both the top 20 betweenness values
and the top 20 k-path centrality values 85%
Percentage of vertices common to both the top 50 betweenness values
and the top 50 k-path centrality values 84%
Percentage of vertices common to both the top 100 betweenness values
and the top 100 k-path centrality values 82%
Figure 4.15 Scatter plot for Internet data set
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Table 4.15 Summary information of Yeast data set
Number of vertices (n) 1, 870
Number of edges (m) 8, 960
Density (d = m/
(
n
2
)
) 0.513%
Directed or undirected undirected
Weighted or unweighted unweighted
Running time of Brandes’ betweenness centrality algorithm 10 seconds
Alpha 0.01
Path length (ln(m+ n)) 9
Running time of our k-path centrality algorithm 2 seconds
Correlation coefficient between exact betweenness values
and approximate k-path centrality values over all vertices 0.8600
Percentage of vertices common to both the top 5 betweenness values
and the top 5 k-path centrality values 80%
Percentage of vertices common to both the top 10 betweenness values
and the top 10 k-path centrality values 80%
Percentage of vertices common to both the top 20 betweenness values
and the top 20 k-path centrality values 60%
Percentage of vertices common to both the top 50 betweenness values
and the top 50 k-path centrality values 56%
Percentage of vertices common to both the top 100 betweenness values
and the top 100 k-path centrality values 69%
Figure 4.16 Scatter plot for Yeast data set
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Table 4.16 Summary information of Kazaa data set 1
Number of vertices (n) 1, 400
Number of edges (m) 6, 316
Density (d = m/
(
n
2
)
) 0.645%
Directed or undirected undirected
Weighted or unweighted weighted
Running time of Brandes’ betweenness centrality algorithm 6 seconds
Alpha 0.01
Path length (ln(m+ n)) 9
Running time of our k-path centrality algorithm 2 seconds
Correlation coefficient between exact betweenness values
and approximate k-path centrality values over all vertices 0.8515
Percentage of vertices common to both the top 5 betweenness values
and the top 5 k-path centrality values 80%
Percentage of vertices common to both the top 10 betweenness values
and the top 10 k-path centrality values 80%
Percentage of vertices common to both the top 20 betweenness values
and the top 20 k-path centrality values 70%
Percentage of vertices common to both the top 50 betweenness values
and the top 50 k-path centrality values 80%
Percentage of vertices common to both the top 100 betweenness values
and the top 100 k-path centrality values 80%
Figure 4.17 Scatter plot for Kazaa data set 1
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Table 4.17 Summary information of Kazaa data set 2
Number of vertices (n) 1, 550
Number of edges (m) 8, 028
Density (d = m/
(
n
2
)
) 0.669%
Directed or undirected undirected
Weighted or unweighted weighted
Running time of Brandes’ betweenness centrality algorithm 13 seconds
Alpha 0.01
Path length (ln(m+ n)) 9
Running time of our k-path centrality algorithm 5 seconds
Correlation coefficient between exact betweenness values
and approximate k-path centrality values over all vertices 0.8735
Percentage of vertices common to both the top 5 betweenness values
and the top 5 k-path centrality values 60%
Percentage of vertices common to both the top 10 betweenness values
and the top 10 k-path centrality values 80%
Percentage of vertices common to both the top 20 betweenness values
and the top 20 k-path centrality values 80%
Percentage of vertices common to both the top 50 betweenness values
and the top 50 k-path centrality values 78%
Percentage of vertices common to both the top 100 betweenness values
and the top 100 k-path centrality values 83%
Figure 4.18 Scatter plot for Kazaa data set 2
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Table 4.18 Summary information of Kazaa data set 3
Number of vertices (n) 2, 424
Number of edges (m) 13, 354
Density (d = m/
(
n
2
)
) 0.455%
Directed or undirected undirected
Weighted or unweighted weighted
Running time of Brandes’ betweenness centrality algorithm 16 seconds
Alpha 0.01
Path length (ln(m+ n)) 10
Running time of our k-path centrality algorithm 8 seconds
Correlation coefficient between exact betweenness values
and approximate k-path centrality values over all vertices 0.8063
Percentage of vertices common to both the top 5 betweenness values
and the top 5 k-path centrality values 80%
Percentage of vertices common to both the top 10 betweenness values
and the top 10 k-path centrality values 90%
Percentage of vertices common to both the top 20 betweenness values
and the top 20 k-path centrality values 85%
Percentage of vertices common to both the top 50 betweenness values
and the top 50 k-path centrality values 78%
Percentage of vertices common to both the top 100 betweenness values
and the top 100 k-path centrality values 72%
Figure 4.19 Scatter plot for Kazaa data set 3
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Table 4.19 Summary information of Computational Geometry data set
Number of vertices (n) 6, 158
Number of edges (m) 11, 898
Density (d = m/
(
n
2
)
) 0.063%
Directed or undirected undirected
Weighted or unweighted weighted
Running time of Brandes’ betweenness centrality algorithm 42 seconds
Alpha 0.01
Path length (ln(m+ n)) 10
Running time of our k-path centrality algorithm 9 seconds
Correlation coefficient between exact betweenness values
and approximate k-path centrality values over all vertices 0.8254
Percentage of vertices common to both the top 5 betweenness values
and the top 5 k-path centrality values 60%
Percentage of vertices common to both the top 10 betweenness values
and the top 10 k-path centrality values 60%
Percentage of vertices common to both the top 20 betweenness values
and the top 20 k-path centrality values 65%
Percentage of vertices common to both the top 50 betweenness values
and the top 50 k-path centrality values 72%
Percentage of vertices common to both the top 100 betweenness values
and the top 100 k-path centrality values 75%
Figure 4.20 Scatter plot for Computational Geometry data set
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Table 4.20 Summary information of Small World data set
Number of vertices (n) 233
Number of edges (m) 994
Density (d = m/
(
n
2
)
) 3.662%
Directed or undirected undirected
Weighted or unweighted unweighted
Running time of Brandes’ betweenness centrality algorithm < 1 seconds
Alpha 0.01
Path length (ln(m+ n)) 7
Running time of our k-path centrality algorithm < 1 seconds
Correlation coefficient between exact betweenness values
and approximate k-path centrality values over all vertices 0.8938
Percentage of vertices common to both the top 5 betweenness values
and the top 5 k-path centrality values 100%
Percentage of vertices common to both the top 10 betweenness values
and the top 10 k-path centrality values 100%
Percentage of vertices common to both the top 20 betweenness values
and the top 20 k-path centrality values 80%
Figure 4.21 Scatter plot for Small World data set
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Table 4.21 Summary information of Small, Griffith and Descendants data set
Number of vertices (n) 1, 024
Number of edges (m) 4, 922
Density (d = m/
(
n
2
)
) 0.455%
Directed or undirected undirected
Weighted or unweighted unweighted
Running time of Brandes’ betweenness centrality algorithm 3 seconds
Alpha 0.01
Path length (ln(m+ n)) 9
Running time of our k-path centrality algorithm 2 seconds
Correlation coefficient between exact betweenness values
and approximate k-path centrality values over all vertices 0.9232
Percentage of vertices common to both the top 5 betweenness values
and the top 5 k-path centrality values 100%
Percentage of vertices common to both the top 10 betweenness values
and the top 10 k-path centrality values 80%
Percentage of vertices common to both the top 20 betweenness values
and the top 20 k-path centrality values 90%
Percentage of vertices common to both the top 50 betweenness values
and the top 50 k-path centrality values 84%
Percentage of vertices common to both the top 100 betweenness values
and the top 100 k-path centrality values 79%
Figure 4.22 Scatter plot for Small, Griffith and Descendants data set
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Table 4.22 Summary information of Scientometrics data set
Number of vertices (n) 2, 729
Number of edges (m) 10, 416
Density (d = m/
(
n
2
)
) 0.280%
Directed or undirected undirected
Weighted or unweighted unweighted
Running time of Brandes’ betweenness centrality algorithm 22 seconds
Alpha 0.01
Path length (ln(m+ n)) 9
Running time of our k-path centrality algorithm 5 seconds
Correlation coefficient between exact betweenness values
and approximate k-path centrality values over all vertices 0.8258
Percentage of vertices common to both the top 5 betweenness values
and the top 5 k-path centrality values 100%
Percentage of vertices common to both the top 10 betweenness values
and the top 10 k-path centrality values 70%
Percentage of vertices common to both the top 20 betweenness values
and the top 20 k-path centrality values 90%
Percentage of vertices common to both the top 50 betweenness values
and the top 50 k-path centrality values 78%
Percentage of vertices common to both the top 100 betweenness values
and the top 100 k-path centrality values 79%
Figure 4.23 Scatter plot for Scientometrics data set
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Table 4.23 Summary information of Self-Organizing Maps data set
Number of vertices (n) 3, 772
Number of edges (m) 112, 731
Density (d = m/
(
n
2
)
) 1.585%
Directed or undirected undirected
Weighted or unweighted unweighted
Running time of Brandes’ betweenness centrality algorithm 38 seconds
Alpha 0.01
Path length (ln(m+ n)) 10
Running time of our k-path centrality algorithm 22 seconds
Correlation coefficient between exact betweenness values
and approximate k-path centrality values over all vertices 0.9450
Percentage of vertices common to both the top 5 betweenness values
and the top 5 k-path centrality values 100%
Percentage of vertices common to both the top 10 betweenness values
and the top 10 k-path centrality values 90%
Percentage of vertices common to both the top 20 betweenness values
and the top 20 k-path centrality values 85%
Percentage of vertices common to both the top 50 betweenness values
and the top 50 k-path centrality values 80%
Percentage of vertices common to both the top 100 betweenness values
and the top 100 k-path centrality values 77%
Figure 4.24 Scatter plot for Self-Organizing Maps data set
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Table 4.24 Summary information of Zewail data set
Number of vertices (n) 6, 651
Number of edges (m) 54, 253
Density (d = m/
(
n
2
)
) 0.245%
Directed or undirected undirected
Weighted or unweighted unweighted
Running time of Brandes’ betweenness centrality algorithm 155 seconds
Alpha 0.01
Path length (ln(m+ n)) 11
Running time of our k-path centrality algorithm 30 seconds
Correlation coefficient between exact betweenness values
and approximate k-path centrality values over all vertices 0.6676
Percentage of vertices common to both the top 5 betweenness values
and the top 5 k-path centrality values 40%
Percentage of vertices common to both the top 10 betweenness values
and the top 10 k-path centrality values 70%
Percentage of vertices common to both the top 20 betweenness values
and the top 20 k-path centrality values 70%
Percentage of vertices common to both the top 50 betweenness values
and the top 50 k-path centrality values 78%
Percentage of vertices common to both the top 100 betweenness values
and the top 100 k-path centrality values 79%
Figure 4.25 Scatter plot for Zewail data set
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CHAPTER 5
CONCLUSION
In this thesis, we introduced a new centrality measure called k-path centrality for un-
weighted graphs. Let n denote the number of vertices and m denote the number of edges in
an input graph. We gave a polynomial-time randomized algorithm that, on any input graph,
allows us to distinguish between vertices that have high k-path centrality values and vertices
that have low k-path centrality values. This algorithm has error probability at most 1/n2
and runs in time O(k2−2n1−α lnn), where α ∈ (0, 1),  ∈ (0, 1/2) and integer k ∈ [1, n]
are adjustable parameters. Then we extended our definition of k-path centrality to weighted
graphs and gave similar polynomial-time randomized algorithm that distinguishes between
high k-path centrality vertices and low k-path centrality vertices in weighted graphs. We
showed the analysis of the randomized algorithm for unweighted graphs, and that the analysis
of the randomized algorithm for weighted graphs is similar.
Next, we presented a polynomial-time randomized approximation algorithm for computing
the k-path centrality values of all vertices in any input graph. This algorithm has an additive
error at most n1/2+α and runs in time O(k3n1−2α lnn), where α ∈ (0, 1/2) and integer k ∈ [1, n]
are adjustable parameters. Through extensive experimentations on both real and randomly
generated networks, we illustrated that vertices with high betweenness centrality values also
have high k-path centrality values. Scatter plots between exact betweenness centrality values
and approximate k-path centrality values indicate a linear correlation and high correlation
coefficient. In all our experiments, we set k to ln (n+m) and α to 0.01. With these choices of
parameters, our randomized approximation algorithm for k-path centrality is asymptotically
faster than Brandes’ betweenness centrality algorithm. We compared the running time of
these algorithms on both real and randomly generated networks. By experimentation, we
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demonstrated that our randomized approximation algorithm for k-path centrality is much
faster than Brandes’ betweenness centrality algorithm.
In this thesis, we did not present any formal justification on why we choose α as 0.01 and k
as ln (n+m). Our choice of these parameters was motivated by the quality of our experimental
results. In our future work, we would like to find out the optimal values for these parameters
through rigorous analysis. We mention in conclusion that our algorithm is extremely efficient
(in terms of time and memory usage) in finding vertices that have high k-path centrality
values. Moreover, since approximate k-path centrality values computed by our algorithm
show a linear correlation with exact betweenness centrality values in our experimental results,
the notion of k-path centrality and the algorithms proposed in this thesis may have practical
value in the analysis of networks.
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