Abstract-Adapted finite-difference time-domain (FDTD) update equations exist for a number of objects that are smaller than the grid step, such as wires and thin slots. In this contribution we provide a technique that automatically generates new FDTD update equations for small objects. Our presentation will be focussed on 2-D-FDTD. We start from the FDTD equations in a fine grid where the time derivative is not discretised. This yields a large state-space model that is drastically reduced with a reduced order modeling technique. The reduced state-space model is then translated into new FDTD update equations that can be used in an FDTD simulation in the same way as the existing update equations for wires and thin slots. This technique is applied to a number of numerical problems showing the accuracy and versatility of the proposed method.
I. INTRODUCTION
O VER the years the finite-difference time-domain method (FDTD) has become a powerful numerical analysis tool in computational electromagnetics. A problem concerning the FDTD-method that has received a lot of attention in a number of ways, is the incorporation of electrically small obstacles in the simulation domain. Since small objects require a small space step for a correct discretization, often a lot smaller than what would be dictated by the smallest wavelength present, the memory requirements rise excessively if the standard FDTD-method is employed. Corresponding with a smaller space step a smaller time step needs to be used as well, leading to excessive computing time.
One way to circumvent this problem is the use of subcell models. Based on the knowledge of the analytic local field behavior around certain specific, widely used, small objects, one locally adapts the FDTD time stepping equation. Some twenty years ago this has already been done for a thin perfect electrically conducting (PEC) wire [1] , where the in-cell inductance of the wire was the key factor linking the charge and current on the wire to the fields. In [2] the field assumption of the tangential magnetic and the radial electric field near a thin wire were incorporated in the update equations. Later, these subcell models were improved for wires with dielectric coatings [3] , for wire end effects [4] and for bundles of wires [5] . A lot of researchers have also investigated the development of subcell models for thin slots. In [6] a thin-slot formalism was introduced that allowed modeling of arbitrarily narrow slots, based on the quasistatic behavior incorporated in an in-cell slot capacitance. In [7] , a thin-slot formalism was introduced that allowed modeling a slot with a depth of several cells. The update equations were derived using a Faraday's law contour integral approach. In [8] , an integral-equation based thin-slot algorithm allowed to model slots with a very small depth by using an equivalent antenna. Subcell models were also developed for thin sheets: in [9] several methods for modeling thin dielectric sheets are compared.
In [8] subcell models for thin conducting sheets are also compared, where the thickness of the sheet has to be smaller than the skin depth. A method for modeling good but not perfectly conducting sheets, for sheets thicker than skin depth, is proposed in [10] . All these techniques tackle very specific and geometrically simple objects. More general approaches have also been proposed in [11] and for the acoustical FDTD method in [12] . There the FDTD update equations are adapted using correction factors which are obtained from the known static behavior or from a quasistationary solution of the subwavelength region of interest. All the subcell models developed over the years originate from known or calculated static behavior that is incorporated into the FDTD-algorithm, but as far as we know a general method has not yet been proposed. Small details, on the other hand, can also be modeled in a coarse grid domain by using a subgridding or multigrid technique [13] - [16] . A subgridding technique divides the problem space into a general coarse grid and a local fine grid around small details. The fine grid is then stepped in time at a higher pace than the coarse grid. A difficult problem in subgridding techniques is the time coupling of both grids, since most methods in one way or another use time extrapolation [15] , [16] or a discretized wave equation [13] , [14] , which deteriorate the results. The higher the refinement ratio or the ratio of coarse to fine grid space step is, the more difficult it becomes to couple the coarse grid to the fine grid. Nevertheless subgridding techniques are more versatile than the use of subcell models since they can be used for small objects of any shape.
In this paper, we present a technique that automatically generates subcell models in FDTD. As with subgridding, the technique can be used for arbitrarily shaped objects. The technique works as follows: around a small object one considers a fine FDTD grid that resolves the object. In this fine FDTD grid one writes down the normal FDTD equations while explicitly maintaining the time derivatives. This set of equations is then interpreted as a state-space model with the electric field components at the boundary of the fine grid as input variables and the magnetic field components at the boundary as output variables or vice versa. The internal variables are all the other electric and magnetic field components inside the fine grid. The crux of the method is that with a reduced order modeling technique (ROM) the size, i.e., the number of internal variables, of this state-space model is drastically reduced without affecting the behavior up to a certain frequency. In this reduced model one then discretizes the time and links it to a coarse FDTD grid. The main advantage of this technique is that for each geometrically small object, whatever electric properties it has, this reduced state-space model can be generated once and for all before the actual FDTD simulations. Other advantages are: the memory requirements are smaller than with subgridding, time coupling is no problem and the time step is mainly dictated by the coarse grid.
In a previous paper [17] , the idea of using a ROM-technique to generate a small model that can be used in time-domain simulations was already established. Contrary to [17] , in this paper we combine a reduced state-space model with the powerful regular FDTD-equations. The size of the reduced state-space model is not only minimized by using a ROM-technique, but is also based on subgridding techniques. In [17] , no subgridding was used, but there essentially a 1D-model for each subdomain was generated, which then allowed fast modeling of the problem. The examples presented here are much more versatile since we don't restrict ourselves to perfect electric conductors in vacuum but also use dielectric and lossy materials. Also, in the present paper we provide deeper theoretical grounds for our approach.
For the reduction of the state-space model, we use a technique that has been recently developed in [18] , [19] . This reduction technique creates a Krylov-based Laguerre approximant of the transfer matrix, and has the property to yield a reduced order model that is valid from DC up to a certain frequency . The higher one chooses , the lesser the model can be reduced. This method has been used very successfully for the reduction of circuits [19] originating from the partial element equivalent circuit (PEEC) technique and lossy coupled transmission lines.
In this paper, we will restrict ourselves to a 2-D situation. The method is introduced in three phases. In phase 1 we derive the state-space model for the fine grid surrounding a small object. In phase 2 the reduced order modeling technique is applied to reduce the size of this model. Finally in phase 3 we take care of the coupling of the reduced state-space model with the coarse FDTD grid. The last part of the article demonstrates the power of the method in a number of examples.
II. PHASE 1: FINE GRID STATE-SPACE MODEL Fig. 1 shows a part of a 2-D FDTD mesh. Let us assume that we work in a TM situation (the TE-case is completely dual). This means that the electric field is directed along the -axis and that the magnetic field is located in the -plane. Let us now consider a part of the mesh surrounded by the boundary . In principle this boundary can have any shape but for simplicity assume it to be a rectangle. The electric fields just outside the boundary are grouped in a vector . On the figure this vector has a dimension equal to 14. The magnetic fields on the boundary are grouped in a vector . Also this vector has a dimension equal to 14 for the case of the figure. The electric and magnetic fields inside and on the boundary are grouped in the vector , which has dimension 43 on Fig. 1 . Here the vector is a subset of .
In the next step, we write the FDTD-equations for the electric and magnetic fields without differencing the time
If we now write down these equations for all the field components in the vector then one obtains a large system of first-order differential equations of the form:
The matrix is a sparse matrix with nonzero elements equal to or . The matrix is a diagonal matrix with elements and . The matrix is also sparse with nonzero elements equal to or . The matrix contains a few elements equal to 1 in order to pick the subset from . Now we consider the following alternative FDTD scheme. Suppose everything is known until timestep .
• First, we update the electric fields outside with the regular equation (5) Note that when that some of the magnetic fields on the right hand side are extracted from .
• Second, we update the magnetic fields outside with the regular equations (6) and similar for the -components.
• Third, we use a finite-difference scheme to calculate the magnetic fields on , i.e., the elements of , at time using (4), we have (7) at the bottom of this page.
• Last, then the first step is repeated at There are some remarks that need to be made.
• At first sight, this is a rather costly update scheme with respect to memory and CPU time considerations. Indeed the matrices , , , are large and in (7) the inverses and products of these matrices need to be calculated. This problem is addressed in phase 2.
• In Appendix A, it is shown that the update (7) is unconditionally stable. This means that the time step is determined by the regular update (5) and (6), i.e.,
• It is clear that inside the medium can be inhomogeneous, dispersive, or whatever as long as the FDTD equations (without differentiation with respect to time) can be written under the form (4).
III. PHASE 2: REDUCED ORDER MODELING
As noted before, the scheme developed in phase 1 is not very advantageous with respect to CPU-time and memory. We will remedy this now. The state-space (4) are a typical description of a linear system with internal variables , inputs and outputs . In the update process we only need the variables in and , those in are not important. This means that another linear system with the same transfer function between and but with different internal variables is equally suitable. We will use a model order reduction algorithm as described in Appendix B and in [19] to change and to reduce the size of . The method is based on an expansion of the impulse response in terms of scaled Laguerre functions ( ). The advantage of this algorithm is that it allows the specification of a frequency up to which the transfer function between and in the reduced order model (ROM) is a faithful representation of the transfer function in the original system. In [19] is proposed as a rule of the thumb. The linear system for the reduced model is written as (9) where is the reduced set of internal variables. The dimension of is and that of and is . The dimension of is denoted as with the order of approximation. In the reduction algorithm this can be chosen. Now we can repeat the update scheme of phase 1 with the reduced system (9) .
We can make the following remarks.
• Since the size of and hence of , , and is much smaller (the examples will demonstrate this) than that of , , , and , the CPU and memory requirements are much lower. Of course there is some CPU-time involved in (7) generating the reduced system. However, this can be done once and for all before initiating the iterative process. The same holds for the matrix inversions and multiplications in (7) . This becomes even more advantageous if we can reuse the region inside a few times in the overall structure. This is illustrated in Fig. 2 .
• In practice, usually some small losses are introduced in the system, such that no eigenvalues of are on the imaginary axis and this in order to guarantee that no eigenvalues of are in the left half plane after the reduction algorithm. These losses can be taken very small and have insignificant influence on the results.
• The reduction algorithm guarantees that a stable linear system is transformed into a stable reduced linear system. Hence, the poles of both the original and reduced system are located in the right half plane. From the result in Appendix A, it then follows that the finite difference version of the reduced system is also unconditionally stable.
IV. PHASE 3: COARSE GRID COUPLING
In this section, we will demonstrate how to use the previous technique to generate automatic subcell formalisms in FDTD. Consider a structural element that cannot be resolved in a coarse mesh with cell size as is shown in Fig. 3 . A generalization where is also feasible but not considered here. Inside a contour around the considered structural element, we subdivide the coarse mesh into a fine mesh, fine enough to resolve the element in a sufficiently accurate way. The cell size of this finer mesh is . The use of local finer meshes, so-called subgridding, has been studied abundantly in the past. However, our objectives are different.
Let denote the electric fields in the fine mesh just outside . The contour is chosen such that some of the electric fields in coincide with the electric fields in the coarse mesh (Fig. 3 , e.g., and ). This is only possible if is odd. This is not too much of a restriction. The electric fields in the coarse mesh just outside , i.e., the electric fields in the coarse mesh that coincide with the fields in , are denoted as .
For the vector we use a slightly different definition than in the previous phase. In we now store the magnetic fields on a boundary inside that coincides with the coarse mesh (see Fig. 3 ). is a vector with the magnetic fields of the coarse mesh located on that contour .
Using the FDTD-equations in the fine mesh we can again set up some linear system with input and output as in (4). Now we have to connect the input and output variables and of the In general, we can write , where is again a rather sparse matrix. To calculate from we take the average of all the that are closest to . For example in Fig. 3 . In general we write this as . The system (4) can hence be written as (13) with and . The vectors and are no longer of the same dimension: , and . In the last step, we reduce the size of to obtain: (14) Fig. 7 . Subdomain used for the derivation of the PEC wire subcell model, the refinement ratio is 17.
The size of is still , the number of input fields ( ) times the order of approximation ( ).
These equations can then be used in the FDTD update scheme explained in phase 1. In this way, we obtain a subcell formalism for the small structural element.
• Again we remark that this subcell formalism can be generated once and for all in advance of the FDTD iterative process.
• Since we use the transition between a fine and a coarse mesh, we lose the absolute stability we had in phase 1 and 2. As a consequence we need to use a time step that is smaller than that defined by the Courant limit of the coarse mesh. Proving stability in a general and rigorous manner is not straightforward. However, it turns out that the maximum time step which retains stable results is not much lower than the coarse mesh Courant limit and certainly much larger than the fine mesh Courant limit. The examples demonstrate this.
• Subcell models generated for lossless dielectric or magnetic materials are scalable. An times larger grid can make use of the same old subcell model, yet keeping in mind that the reduced order modeling will have been done around instead of ( ).
• The universality of the state-space description (13) allows to add one or more extra input variables, which can serve as external sources inside the fine mesh, increasing the dimension of vector , or add one or more extra output variables, which can serve to record the fields inside the fine mesh, increasing the dimension of vector .
V. NUMERICAL RESULTS

A. Lossless Free Space
In the first example we consider a subcell model for a piece of empty space and we consider the spurious scattered field caused by this subcell model. As plane wave excitation we use the method established for a long time in [20] , and which has proven to be very accurate when applying some modifications [21] . Here higher order cubic interpolation and the numerical phase velocity were used to determine the incident values of the plane wave, the sinusoidal signal was switched on using a Hanning window.
The subcell model is one coarse cell in size, the corresponding fine grid subdomain is shown in Fig. 4 and contains no special features. The bold lines correspond to the coarse grid and the other lines to the fine grid. In the figure the contours and are indicated by solid lines. The refinement ratio, is 15. The size of the different vectors is 2581 for , 8 for and 4 for . Based on this subdomain and using an order of approximation , some subcell models were generated for , 2,4,7 and . From this the dimension of the new vector becomes
. The resulting subcell model is then described by and (dimensions ), (dimensions ) and by (dimensions ) . No losses were added for this example.
The spurious scattered field caused by the reduced order modeling and by the transition between the coarse and the fine grid has been calculated. The space step was , the corresponding Courant time step is . To assure stability, the time step had to be chosen smaller: or about half the maximum Courant time step. The total field region was 3 3 cells in size. Two plots were generated (Figs. 5 and 6). In each plot the maximum recorded scattered field was plotted, where the incident field has amplitude of 1. In Fig. 5 the maximum scattered field has been plotted for each generated subcell model as a function of frequency, the angle of incidence (angle between -axis and direction of propagation) was kept constant at 36.9 . The spurious scattered field in the classic FDTD simulation was also added to illustrate the accuracy of the plane wave formalism. When , the spurious scattered field is small and the accuracy of the method can be observed. In Fig. 6 the maximum scattered field was plotted as a function of the angle of incidence, the frequency was kept constant at 23.7 MHz. Since the problem is symmetrical, only the interval between 0 -45 was considered, the other angles can be derived from this. The case was not included in the figure, since its accuracy is too poor. The angle of incidence does influence the accuracy, but for all angles, accuracy is good as long as . In both figures the bold vertical line shows the angle or the frequency that was kept constant in the other figure.
B. Perfectly Conducting Thin Wire
In a second example, we will generate a subcell model of a perfectly conducting wire. This can then be compared to subcell models previously derived in the literature [2] , together with normal but finely meshed FDTD simulations. The radius of the wire we will consider is 0.4 mm, the space step of the mesh is 1.7 mm, so the wire can easily be accomodated in one cell. The fine grid subdomain, containing the staircase approximation of the circular wire, that was used to generate the subcell model, is shown in Fig. 7 . The wire was positioned in the middle of the cell. This is not necessary, but this was done to allow comparison with the method developed in [2] . The refinement ratio ( ) is 17, so . The original number of internal variables, i.e., the dimension of , was 3144 (known zero fields inside the wire are not part of ). The dimension of the reduced order subcell model (14) is, with , , and the dimensions of the different matrices defining the subcell model are equal to those in the previous example. The factor was chosen with . Some very small losses were added to force eigenvalues away from the imaginary axis into the right half plane. This was done to prevent numerical noise in the ROM-algorithm from creating small unstable eigenvalues. These losses are:
and . Fig. 8 shows the configuration consisting of the wire, with at opposite sides the excitation and the electric field recording point. The line source was excited with a Gaussian pulse modulated at 1.25 GHz. This problem was simulated in four different ways: i) the coarse grid ( ) and the subcell model introduced in [2] ; ii) the coarse grid (
) and the subcell model, as proposed in this paper; iii) normal FDTD using a fine grid ( ) and staircase approximation of the PEC wire; iv) normal FDTD using a very fine grid ( ) to get a better staircase approximation of the wire. The time step was selected using the Courant limit in i), iii), and iv). In simulation ii), for reasons of stability, the time step was set at 0.55 times the Courant limit, or . Even after a long time ( time steps) the tail of the results didn't show any sign of instability with this time step. In Fig. 9 the results are shown. It can be seen that the new subcell model shows better agreement than the old model [2] compared to the classic FDTD results. Fig. 10 shows the ratio of the frequency transformed electric field to the injected current for frequencies up to 10 GHz. The same conclusions can be drawn: the generated subcell models show a better behavior for the investigated wire radius, but the influence of the staircase approximation must not be underestimated. Another subcell model was also generated, with (twice as much internal variables), but no difference was found between both subcell models. 
C. Dielectric Thin Wire
The third example is similar to the previous one, but instead of studying the effects of a perfectly conducting wire, a dielectric wire is considered. In Fig. 11 the fine grid that was used for extracting the subcell model is shown. The different dimensions are:
, and the wire radius is 0.9 mm. The dielectric constant of the wire is:
. The size of the subcell model does not cover just one cell but covers an area of 2 2 cells. The dimensions of the original system (13) are:
, and . The number of internal variables ( ) is reduced to internal variables ( ), and was used. The generated subcell model was validated in the configuration of Fig. 12 for several values of . The source was a line source, the field was recorded at the other side of a periodic dielectric structure consisting of 9 dielectric wires. The source was excited by a modulated Gaussian pulse. Fig. 13 shows the results for 3 different subcell models (different orders of approximation ) simulated in a grid with . These results can be compared with the normal FDTD results, obtained using a fine grid (
). The time step used in the simulations containing the subcell models was or about 0.45 times the Courant limit related to the coarse grid ( ). With this time step results showed no sign of instability even after time steps. The curve with agrees with the FDTD result only in a the small frequency region up to . When a better model is used, , the results agree up to much higher frequencies:
. For both curves only start to deviate at about 11 GHz.
In Figs. 10 and 13 it can be seen that the frequency region where we get a good approximation extends far larger than . The parameter follows from theoretical grounds (see [18] , [19] ), but all numerical examples show that this parameter is too conservative.
D. L-Shaped Lossy Dielectric Object
In a last example, a subcell model of a small nonsymmetric lossy dielectric object was generated. The L-shaped object can be seen in Fig. 14. The parameters of the lossy dielectric are:
and . Cell sizes are , and the subcell model is 2 2 cells in size. The skin depth associated with the loss is about at the maximum frequency of interest. The time step and dimensions of matrices and vectors are the same as for the previous example. The configuration used for the simulation is shown in Fig. 15 . In  Fig. 16 , the frequency results are shown, where the results based on a fine FDTD grid are used as a reference. It can be observed that with increasing order of approximation , the frequency domain, where the model holds, becomes larger. For this is up to 1.5 GHz, for this is already 4.5 GHz and for 6 GHz. An important remark is, which could also be seen in the previous examples, that every subcell model holds in the lower frequency domain, only at higher frequencies the generated subcell models become invalid.
As an illustration of the power of the proposed method we compare in Table I the computational complexity (in flops) for this example as opposed to what was needed for the regular fine grid simulation. In Table II the memory savings are considered. The size of the grid as shown in Fig. 15 was used. Table I illustrates that, if the same amount of simulated time is considered, even for the worst case , the computational savings are considerable: a factor 40 to 100. When memory is considered (see Table II ), a significant gain can also be determined: a factor 10. Moreover, if the same model is used several times, as in the example with the thin dielectric wires, savings in memory are even larger. This is a consequence of the fact that for each repeatedly introduced subcell model, only a vector has to be added since the matrices in the reduced counterpart of (7) remain the same and have to be stored only once.
VI. CONCLUSION
In this paper, a straightforward method has been introduced that allows the automatic generation of subcell models for small objects. The accuracy and stability of the method was carefully investigated. The method turns out to be stable at a time step which is about one half of the Courant limit of the coarse grid. The versatility of the method was demonstrated by the different shapes and electrical properties of the simulated objects: a PEC-wire, a dielectric wire and an L-shaped lossy dielectric. When the computational requirements for generating the reduced order model are not considered, the savings in computational memory and CPU time are considerable, especially compared to the normal FDTD technique with a fine mesh. Finally we remark that the subcell models are scalable for lossless structures.
Although only the 2-D situation was investigated here, it is possible to apply this technique to 3-D problems. This is cur-rently under investigation. The main problems that will remain are not theoretical but related to the size of the state-space model.
APPENDIX A EIGENVALUES
The update (7) is stable when the eigenvalues of have a modulus not exceeding 1. These eigenvalues are solutions of where is the Laplace transform, and , are the original state-space matrices. In the ROM technique used in this paper, the impulse response matrix is expanded in scaled Laguerre functions defined as in the -domain.
Since the Laguerre expanion is transformed into a Padé expansion we can use a reduced order algorithm for Padé approximation. This algorithm is the PRIMA-algorithm described in [22] . It starts by introducing matrices and (B.10) (B.11)
Next the column-orthogonal matrix is obtained, which is associated with the block Arnoldi process as applied to the Krylov matrix (B.12)
where the factor is the order of reduction. This then yields a reduced order system described by (B.13) such that the reduced order state-space model becomes (9) . Instead of the matrix , associated with the block Arnoldi process, it is shown in [18] that it is numerically more stable to use the left SVD column-orthogonal factor of the matrix . Hence the ROM algorithm eventually becomes the following.
• Select the values for and .
• Solve .
• Solve , for .
• Construct . • Calculate SVD: . • Construct new reduced order system matrices (B.14)
It can be shown [19] , that a suitable choice for the Laguerre parameter is , where is the bandwith of the system. Finally we remark that the reduction process conserves passivity of the system.
