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Abstract
For a )xed non-negative integer k, let Uk = {Uk(n)}, n¿ 0, denote that sequence which is
de)ned by the initial conditions Uk(0) =Uk(1) =Uk(2) = · · ·=Uk(k) = 1, and by the restricted
subadditive recursion
Uk(n+ k + 1) = min
06l6[k=2]
(Uk(n+ l) + Uk(n+ k − l)); n¿ 0:
Uk is important in the theory of optimal sequential search for simple real zeros of real valued
continuous kth derivatives. The structure of Uk depends substantially on the parity of k. In an
earlier work, the author proved that U2p (p a )xed non-negative integer) also satis)es a certain
periodic system of p + 1 di%erence equations. This system was solved, and several closed
form expressions for U2p(n), n¿ 2p, were duly exhibited. In contrast, much less is known
about the behaviour of U2p+1, although it has been conjectured that it satis)es, eventually, a
single (solvable) di8erence equation. In this paper, the author determines a su9cient condition
for U2p+1 to satisfy this equation. It transpires that this )nding on U2p+1 is a special case
of a general conclusion on members of a certain family of restricted subadditive recursions.
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1. Introduction
Let k be a )xed non-negative integer, and let y denote a real valued function possess-
ing a continuous kth derivative y(k). How might simple real zeros of y(k) be e9ciently
approximated, by using only values of y and points in the domain of y?
A standard approach to this question entails successively choosing a (prescribed)
total of n (¿k) points to be the abscissae for sequences of kth divided di%erences.
The signs of these di8erences are then used to locate the zeros; see Isaacson and Keller
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[13] (k = 0), Kiefer [14,15] (k = 1; 2), Johnson (cited in Bellman [4]) (k = 1), Booth
[5–7,10] (k = 0–6) and Wallace [21–25] (various k even and general k odd).
Of central importance is the particular rule (or strategy) by which these n search
points are selected. Some strategies estimate the zeros of y(k) more e9ciently than
others, so previous workers have sought the most e9cient strategy Sk(n) = Sk . Prior
to 2000, Sk had been exhibited for k = 0; 1; 2; 3; 4; 5; 6 and 14 only. Then, in [25],
the author established S2(2m−1) (m a )xed non-negative integer), thereby generalizing
S0, S2, S6 and S14. For k ¿ 6 and k =2(2m − 1), however, no further Sks have been
exhibited.
1.1. The importance of Uk
In seeking these elusive Sks, S. Johnson, Booth and others have established the
intrinsic signi)cance of that sequence Uk = {Uk(n)}; n¿ 0, which is de)ned by the
initial conditions
Uk(0) = Uk(1) = Uk(2) = · · ·= Uk(k) = 1; (1.1a)
and by the recursion
Uk(n+ k + 1) = min
06l6[k=2]
(Uk(n+ l) + Uk(n+ k − l)); n¿ 0: (1.1b)
The structure of Uk depends substantially on the parity of k. In [22], the author con-
centrated on the case k even. First, it was established that U2p (p a )xed non-negative
integer) satis)es the periodic system of p+ 1 di%erence equations
U2p(n+ 2p+ 1)
=


U2p(n+ p− 1− i) + U2p(n+ p+ 1 + i); if n ≡ i (mod (p+ 1)) and
06 i¡
[
p+ 1
2
]
;
U2p(n+ i) + U2p(n+ 2p− i); if n ≡ i (mod (p+ 1)) and[
p+ 1
2
]
6 i6p;
(1.2)
in which n¿ 0, and [ · ] denotes integer part. An induction-based technique was then
used to solve (1.2) subject to (1.1a) with k =2p, and several closed form expressions
for U2p(n), n¿ 2p, were duly exhibited.
These expressions provide valuable insight into the structure of U2p. Two of the
properties thus illuminated are (a) the existence of p + 1 distinct limit points (1 +
1=(p + 1 + i), 06 i6p) of the associated sequence {U2p(n + 1)=U2p(n)}; n ¿ 0,
and (b) the relevance to U2p of the classic number theoretic function ord (de)ned
in [16]).
R.J. Wallace /Discrete Applied Mathematics 124 (2002) 127–139 129
In [22], the author also commented on the case k odd. It was noted that calculations
suggest that U2p+1 satis)es, instead, the single di8erence equation
U2p+1(n+ 2p+ 2) = U2p+1(n+ p) + U2p+1(n+ p+ 1); (1.3)
for all n su9ciently large. Subsequently, in a personal communication to the author,
Rogers [20] proved that (1.3) holds if there are 2p + 4 consecutive convex values
of U2p+1. Also, Rogers showed that, for certain small p at least, U2p+1 does indeed
obey this condition. Hence, each such U2p+1 satis)es (1.3), and so a closed form
expression for each U2p+1(n) (n su9ciently large) can be determined, by standard
methods. This does not mean, however, that investigation of U2p+1 is complete. A
closed form expression for U2p+1(n), for every p, has not yet been established (in
contrast to the situation with U2p(n); recall [22]).
1.2. Structure of paper
This paper comprises three main sections. Sections 1 and 2 provide a brief ac-
count of the historical and technical development of this relatively unexplored (and
deceptively di9cult) branch of numerical analysis, and of Uk ’s intrinsic importance,
therein. Most of the contents of these sections have been published previously by the
author (in [23,25]). However, both [23,25] appeared in monographs, and so would
have attracted a far smaller audience than will this journal. Moreover, Sections 1 and
2 furnish the preliminary theory, notation and seminal results that are required for real
understanding and practical implementation of the results in the )rst part of Section 3.
Accordingly, it is the author’s experience that such a gently paced explanatory account
is essential here, particularly because of its value to those readers who are new to the
)eld of optimal sequential search for zeros of derivatives.
The )rst part of Section 3 focuses on U2p+1. Therein, Rogers’ convexity result in
[20] is augmented by determination of an alternative su9cient condition for U2p+1 to
satisfy (1.3) (Theorem 3.1). It is shown how, for certain small p at least, Theorem
3.1 similarly leads to a closed form expression for each such U2p+1(n), n ¿ 2p+ 1.
Rogers’ convexity result for U2p+1 is a special case of one of his conclusions in
[20] on any sequence k = {k(n)}; n¿ 0, that is de)ned, for a )xed non-negative
integer k, by the general initial conditions k(0); k(1); k(2); : : : ; k(k), and by the
non-homogeneous recursion
k(n+ k + 1) = min
06l6[k=2]
(k(n+ l) + k(n+ k − l)) + gk(n+ k + 1); n¿ 0;
(1.4)
in which gk ={gk(n)}; n¿k, is a given convex sequence. In [20], Rogers also proved
that if there is a run of k + 3 consecutive convex values of k , then, henceforth, k
satis)es the single di8erence equation
k(n+ k + 1) = k(n+ [k=2]) + k(n+ k − [k=2]) + gk(n+ k + 1): (1.5)
The second part of Section 3 focuses on k , and presents an alternative su9cient
condition for k to satisfy (1.5) (Theorem 3.3).
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Theorem 3.3 also augments classic )ndings of Rogers and his colleagues Batty
and Pelling (see [2,3,18,19]) in the theory and applications of maximal solutions of
subadditive inequalities. This is because each member k of family (1.4) can be viewed
as the maximal solution of a restricted subadditive inequality—so called (see [2,3])
because k is the largest solution of an inequality ((1.4) with min replaced by 6)
whose subadditivity extends over only a ()xed) portion of sequences which satisfy it;
somewhat like a moving average. See also [8,9,11,12,17,1].
1.3. Preliminary theory and notation
The objective is to estimate a simple real zero of the continuous kth derivative of a
real valued function de)ned on a known open interval. This problem can be reduced
to that of approximating the unique real zero k of the continuous kth derivative f
(k)
k
of a function fk ; where (i) fk is de)ned on (0; 1), and (ii) f
(k)
k (x)¡ 0 if x∈ (0; k)
and f(k)k (x)¿ 0 if x∈ (k ; 1). k is to be estimated by using only values of fk and
points in (0; 1). The algorithm that will locate k is now described.
Algorithm 1.1. A standard method for approximating k ; see [5].
(a) Prescribe an n (¿k). Next; select x1; x2; x3; : : : ; xk+1 (0¡x1¡x2¡x3¡ · · ·
¡xk+1¡ 1); and evaluate the ordinates fk(x1); fk(x2); fk(x3); : : : ; fk(xk+1).
(b) Use these abscissae and ordinates to compute the kth divided di%erence D(k)
[fk ; x1; x2; x3; : : : ; xk+1]; de;ned by the initial condition D(0)[fk ; x1] = fk(x1); and
by the recursion
D(k)[fk ; x1; x2; x3; : : : ; xk+1]
=
D(k−1)[fk ; x1; x2; x3; : : : ; xk ]− D(k−1)[fk ; x2; x3; x4; : : : ; xk+1]
x1 − xk+1 ; k ¿ 0:
(c) Use standard mean value theorems to conclude that;
if D(k)[fk ; x1; x2; x3; : : : ; xk+1]¿ 0 then k ∈ (0; xk+1];
if D(k)[fk ; x1; x2; x3; : : : ; xk+1]¡ 0 then k ∈ (x1; 1):
(d) Select a (k + 2)th abscissa xk+2 from the appropriate sub-interval ((0; xk+1) or
(x1; 1)); and evaluate fk(xk+2).
(e) Repeat the process; until n distinct evaluations of fk have been made.
Denition. A (kth order) strategy Sk=Sk(n) is the particular rule by which the n (kth
order) abscissae x1; x2; x3; : : : ; xk+1; xk+2; xk+3; : : : ; xn of Algorithm 1.1 are chosen.
For a given k, there exist many Sks. It will prove expedient to discuss some.
Example 1.2 (k = 0). A standard 0th order strategy is the so-called Bisection strategy
B (see Isaacson and Keller [13]). With B; each abscissa is simply the midpoint of the
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appropriate interval. Accordingly; after n distinct evaluations of f0 under B; the error
in estimating 0 is ( 12 )
n.
Remark 1.3. Selection of 0th order abscissae need not be based solely on ;xed ratios
such as 12 . Other strategies exist for approximating 0—notably stochastic ones; that
employ a given probability density function ! to select the abscissae. Denote such
a strategy by R!. Booth [6] has shown that; for any such !; the maximum possible
expected error—associated with n distinct evaluations of f0 under R!—exceeds ( 12 )
n.
Before exhibiting an important example of an S1, a useful notation will be introduced.
Notation (see Booth [7]). [a; x1; x2; x3; : : : ; xk+1; b] is termed a con;guration, and sig-
ni)es that (i) k is known to lie in [a; b], and (ii) fk has been evaluated at distinct
x1; x2; x3; : : : ; xk+1 ∈ (a; b).
Denition. Two con)gurations [a; x1; x2; x3; : : : ; xk+1; b] and [a∗; x∗1 ; x
∗
2 ; x
∗
3 ; : : : ; x
∗
k+1; b
∗]
are said to be equivalent if (xj−a)=(b−a)=(x∗j −a∗)=(b∗−a∗); for all j in 16 j6 k+1.
Example 1.4 (k = 1). As with the problem concerning 0; there exist many strate-
gies for selecting those x1; x2; x3; : : : ; xn which are to be used to locate 1. One such
strategy; )rst formulated by Kiefer [14]; is based on the classic Fibonacci sequence
F = {F(n)}; n¿ 0; de)ned by the initial conditions F(0) = F(1) = 1; and by the
di8erence equation F(n+ 2) = F(n) + F(n+ 1); n¿ 0:
(a) Initiate this so-called Fibonacci strategy F by prescribing an n¿ 4. Next; choose
x1 = F(n− 2)=F(n) and x2 = F(n− 1)=F(n); and evaluate f1(x1) and f1(x2).
That is; the initial con)guration is C0 = [0; x1; x2; 1] (= [0;F(n − 2)=F(n);
F(n− 1)=F(n); 1]).
(b) Compute the )rst divided di8erence D(1)[f1; x1; x2] (= (f1(x1) − f1(x2))=
(x1 − x2)).
(c) Conclude that; if D(1)[f1; x1; x2]¿ 0 then 1 ∈ (0; x2] (= (0; F(n − 1)=
F(n)]); whereas; if D(1)[f1; x1; x2]¡ 0 then 1 ∈ (x1; 1) (= (F(n− 2)=F(n); 1)).
(d) Alternative (i): 1 ∈ (0; F(n−1)=F(n)]. Here; select x3 =F(n−3)=F(n). Therefore;
the resultant con)guration is C1=[0;F(n−3)=F(n); F(n−2)=F(n);F(n−1)=F(n)].
Alternative (ii): 1 ∈ (F(n−2)=F(n); 1). Here; select x3=2F(n−2)=F(n). Therefore;
the resultant con)guration is [F(n − 2)=F(n);F(n − 1)=F(n); 2F(n − 2)=F(n); 1];
equivalent to [0; (F(n)− 2F(n− 2))=F(n); (F(n)−F(n− 1))=F(n); (F(n)−F(n−
2))=F(n)]; which equals C1.
So; in both cases; appropriate choice of x3 yields a con)guration that either is equal to
(or is equivalent to) C1. However; F(n− 3)=F(n):F(n− 1)=F(n)=F(n− 3)=F(n− 1):1
and F(n − 2)=F(n):F(n − 1)=F(n) = F(n − 2)=F(n − 1):1. Hence; C1 is equivalent to
[0;F(n−3)=F(n−1); F(n−2)=F(n−1); 1]; the initial con)guration C0 with n replaced
by n− 1. Therefore; the process described above can be repeated.
(e) Eventually; appropriate choice of xn−1 yields a con)guration that either is equal
to (or is equivalent to) [0;F(1)=F(n); F(2)=F(n);F(3)=F(n)] (= [0; 1=F(n); 2=F(n);
3=F(n)]). Form the associated )rst divided di8erence; and so con)ne 1 to a
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sub-interval of length 2=F(n). This has required n− 1 evaluations of f1; at x1; x2;
x3; : : : ; xn−1. Finally; choose xn arbitrarily close to the remaining abscissa within
the sub-interval; and form the associated )rst divided di8erence. Thus; conclude
that 1 is now con)ned to an interval of length either equal to (or arbitrarily close
to) 1=F(n). Note that it has required n distinct evaluations of f1 to reach this
conclusion.
Examples 1.2 and 1.4 and Remark 1.3 illustrate that, in estimating k , by at most n
distinct evaluations of fk under a particular Sk=Sk(n), there is an associated maximum
possible error, denoted by Ek(n; Sk).
Denition 1.5. Denote 1=Ek(n; Sk) by Lk(n; Sk). One strategy Sk is said to be more
e>cient than another strategy S∗k if Lk(n; Sk)¿Lk(n; S
∗
k ). The most e9cient strategy
is that strategy Sk for which Lk(n;Sk) = supSk Lk(n; Sk). Denote Lk(n;Sk) by Lk(n).
Theorem 1.6 (Booth [5]).
Lk(0) = Lk(1) = Lk(2) = · · ·= Lk(k) = 1; (1.6a)
Lk(n+ k + 1)6Lk(n+ l) + Lk(n+ k − l); 06 l6 [k=2]; n¿ 0: (1.6b)
Theorem 1.6 (Booth’s inequality) generalizes a result of S. Johnson (cited in [4])
on k=1. In essence, Booth derived Theorem 1.6 by )rst (a) noting that (1.6a) follows
by de)nition, and by then (b) proving that, for n¿k and ;xed j in 16 j6 k + 1,
xj6Lk(n − k − 2 + j) and Lk(n) − xj6Lk(n − j). Booth’s inequality provides no
explicit information on the value of any Lk(n) beyond n= k, but it does imply that
Lk(n)6Uk(n); n¿ 0; (1.7)
where Uk(n) denotes the nth term of that sequence Uk = {Uk(n)}; n¿ 0, which is
de)ned by
Uk(0) = Uk(1) = Uk(2) = · · ·= Uk(k) = 1; (1.8a)
Uk(n+ k + 1) = min
06l6[k=2]
(Uk(n+ l) + Uk(n+ k − l)); n¿ 0: (1.8b)
For any )xed k and n, therefore, Uk(n) can be obtained recursively from (1:8),
thereby giving an upper bound on Lk(n). However, the greater importance of (1:8) lies
in the fact that, for small k at least, certain properties of Uk can be determined, and
then used, in conjunction with (1.7), to establish Sk . This approach will be illustrated
in the next section, and a survey given of known results on Sk ; Lk and Uk . Also,
therein, an important open question will be studied.
2. Booth’s approach, known Sk; Lk and Uk, and an open question
Remark 2.1. Prior to Booth’s inequality; Sk (and Lk) had been determined for k=0; 1
and 2 only: (i) S0 = B (and L0(n) = 2n; n¿ 0) (classic; see; for example; [13]); (ii)
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S1 = F (and L1(n) = F(n); n¿ 0) [14]; and (iii) S2 had been established (along with
the )ndings L2(3) = 2; and; for t¿ 2; L2(2t) = 2t−1 and L2(2t + 1) = 3 · 2t−2) [15].
Booth’s inequality is particularly valuable because it suggests a “natural” approach
for determining any Sk (and Lk). To illustrate, note )rst that De)nition 1.5 implies
that, for any Sk ,
Lk(n; Sk)6Lk(n); n¿ 0: (2.1)
Example 2.2 (k = 0). De)nition (1:8) implies that (i) U0(0) = 1; and; for n¿ 0; (ii)
U0(n+1)=min(U0(n) +U0(n)) = 2U0(n). Thus; U0(n) = 2n; n¿ 0. But; Example 1.2
illustrates that L0(n;B)=2n; n¿ 0. This means that L0(n;B)=U0(n); n¿ 0. Hence (see
(2.1)); U0(n)6L0(n); n¿ 0. However (recall (1.7)); L0(n)6U0(n); n¿ 0. Therefore;
L0(n) = U0(n) = 2n; n¿ 0; and so S0 = B.
Example 2.3 (k = 1; 2). Parallel use of (1:8); Example 1.4; (2.1) and (1.7) implies
that L1(n) = U1(n) = F(n); n¿ 0; and so S1 = F . Similarly; it can be shown that
L2(n) = U2(n); n¿ 0.
For k ¿ 2, Booth’s approach entails deeper analysis. This will be illustrated by )rst
recounting how Booth [5] established S3.
Example (k = 3). First, it was recalled (from (1:8)) that U3 is de)ned by
U3(0) = U3(1) = U3(2) = U3(3) = 1;
U3(n+ 4) = min
06l61
(U3(n+ l) + U3(n+ 3− l)); n¿ 0: (2.2)
It was then established that, in (2.2), the sum for which l = 1 dominates throughout;
that is, for n¿ 0; U3 satis)es the single di8erence equation
U3(n+ 4) = U3(n+ 1) + U3(n+ 2): (2.3)
A particular (third order) strategy S∗3 was then exhibited. (Compare with Example 1.4,
where S∗1 =F . Here, the initial abscissae are U3(n− 4)=U3(n); U3(n− 3)=U3(n); U3(n−
2)=U3(n) and U3(n − 1)=U3(n); and the next abscissa is either U3(n − 5)=U3(n) or
1−(U3(n−4)=U3(n)).) Use was then made of (2.3), and of a subsidiary recurrence and
inequality (U3(n+4)−U3(n+3)=U3(n−1) and U3(n+4)−U3(n)¡U3(n+3), respec-
tively) that U3 eventually satis)es, as a consequence of satisfying (2.3). It was shown
that applying S∗3 to any f3 guarantees to con)ne the unique zero 3 ∈ (0; 1) of f(3)3 to an
interval of length 1=U3(n) or (1+)=U3(n). That is, L3(n; S∗3 )=U3(n); n¿ 0; hence (see
(2.1)), U3(n)6L3(n), n¿ 0. However (recall (1.7)), L3(n)6U3(n); n¿ 0.
Therefore,
L3(n) = U3(n); n¿ 0; and so S3 = S∗3 : (2.4)
In [7], Booth proved that
L4(n) = U4(n); n¿ 0; (2.5)
and gave an implicit description of S4. This was achieved as follows.
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Example (k = 4). First, it was recalled that U4 is de)ned by
U4(0) = U4(1) = U4(2) = U4(3) = U4(4) = 1; (2.6a)
U4(n+ 5) = min
06l62
(U4(n+ l) + U4(n+ 4− l)); n¿ 0: (2.6b)
A particular (fourth order) strategy S∗4 was then exhibited. The structure of S
∗
4 is
based on (2:6), and on periodic recurrences and inequalities (such as U4(n + 5) =
U4(n + 3) + U4(n + 1), if n ≡ 1 (mod 3) and U4(n + 5)¡U4(n + 4) + U4(n − 3), if
n ≡ 2 (mod 3)), that U4 satis)es, as a consequence of satisfying (2:6). It was shown
that applying S∗4 to any f4 guarantees to con)ne 4 to an interval of length 1=U4(n) or
(1+)=U4(n). That is, L4(n; S∗4 )=U4(n); n¿ 0; hence, U4(n)6L4(n); n¿ 0. However,
L4(n)6U4(n); n¿ 0. Therefore, L4(n) = U4(n); n¿ 0; and so S4 = S∗4 .
Some of the abscissae of S4 are selected in a direct manner, similar to that by
which those of S3 are chosen. However, some of the later points are selected by more
involved criteria. For example, one of S4’s abscissae is
min
(
U4(n− 6) + U4(n− 12)
U4(n)
;
U4(n− 5)
U4(n)
)
; when n ≡ 2 (mod 3): (2.7)
In [7], Booth established that L4(3t + 1) = 2t−1; t¿ 2. Later, a complete closed form
expression for L4(n); n¿ 4, was given by Wallace [21]:
L4(5) = 2 and


L4(3t)=
(
5
12
)
· 2t −
(
1
6
)
· (−1)t +
(
1
2
)
;
L4(3t + 1)=
(
1
2
)
· 2t ; t¿ 2;
L4(3t + 2)=
(
2
3
)
· 2t −
(
1
6
)
· (−1)t +
(
1
2
)
:
(2.8)
Formula (2.8) enables an explicit value to be assigned to all the abscissae of S4,
particularly ones such as (2.7).
Example (k = 5; 6). In [10], Booth proved that
L5(n)¡U5(n); for all n su9ciently large: (2.9)
Earlier, in [7], he had announced that
L6(n) = U6(n); n¿ 0: (2.10)
Recall Examples 2.2 and 2.3, and (2.4), (2.5), (2.9) and (2.10). Thus, observe
that, for n¿ 0; Lk(n) =Uk(n), if k = 0; 1; 2; 3; 4; 6; whereas, for all n su9ciently large,
L5(n)¡U5(n). These two observations suggest the open question: “Does Lk(n)=Uk(n),
for all even k?”
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Remark 2.4. With a view to answering this question; Wallace [22] determined (several)
closed form expressions for U2p(n); n¿ 2p (p a )xed non-negative integer). As a
consequence; U2p satis)es a set of periodic recurrences and inequalities; like those
associated with U4. However; unlike with U4; it is not immediately apparent how this
set; or; indeed; the expression for U2p(n) itself; can be utilized to establish S2p. Such
is the case; for example; when 2p=8; 10 and 12. One particular exception; though; is
when 2p= 14.
In [23], the author used results from Wallace [22] to determine S14, and noted that
L14(n)=U14(n); n¿ 0 (and also that the (periodic) structure of S14 is similar to those
of S0;S2 and S6). Thereupon, in [25], the author employed deeper results from Wal-
lace [22] to determine S2(2m−1) (m a )xed non-negative integer), thereby generalizing
S0;S2;S6 and S14. In particular, it was noted that L2(2m−1)(n) = U2(2m−1)(n); n¿ 0.
Example 2.5 (k = 2(2m − 1)). For given m and n;S2(2m−1)(n) depends upon the least
residue of (n + 2) modulo 2m. To illustrate; let  denote 2m; and let n + 2 ≡
! (mod ); 06 !¡ ; where n+ 2¿ (m+ 4) .
Case (i) !=0. Here, the initial con)guration is that symmetric (evenly spaced) con-
)guration on (0; 1) which is given by C0 = [0; c01; c02; c03; : : : ; c0#; : : : ; c0;2 −1; 1], where
c0# = #=2 ; 0¡#¡ 2 . Each subsequent con)guration C$(0¡$¡ ) is equivalent
to that symmetric (non-evenly spaced) con)guration C∗$ on (0; 1) which is given by
C∗$ = [0; c
∗
$1; c
∗
$2; c
∗
$3; : : : ; c
∗
$#; : : : ; c
∗
$;2 −1; 1]; 0¡$¡ , where
c∗$# =


(
#
2 − $
)
; if 0 ¡#6 − $;
(
#+  − $
2(2 − $)
)
; if  − $ ¡#¡ + $;
(
#− $
2 − $
)
; if  + $ 6 #¡ 2 :
Thereafter, con)gurations repeat periodically: C +t = Ct; t¿ 0.
Case (ii): ! =0. Here, the initial con)guration is C∗ −!, and subsequent con)gura-
tions are equivalent to C∗ −!+1; C
∗
 −!+2; C
∗
 −!+3; : : : .
Example 2.6 (k = 14 (m = 3); and (i) n = 54, (ii) n = 77 and (iii) n = 101). Here;
 = 8. (i) n+ 2 = 56 ≡ 0 (mod 8). Accordingly; != 0; hence; the initial con)guration
is C0 = [0; 1=16; 2=16; 3=16; : : : ; 15=16; 1]. The next con)guration C1 (on (0; 15=16] or
(1=16; 1)) is equivalent to C∗1 =[0; 1=15; 2=15; 3=15; : : : ; 7=15; 1=2; 8=15; : : : ; 14=15; 1]. (ii)
79 ≡ 7 (mod 8). Accordingly; the initial con)guration is C∗8−7 = C∗1 ; just given in (i).
The next con)guration (on (0; 14=15] or (1=15; 1)) is equivalent to C∗2 = [0; 1=14; 2=14;
3=14; : : : ; 6=14; 13=28; 1=2; 15=28; 8=14; : : : ; 13=14; 1]. (iii) The con)gurations are identi-
cal to those in (ii); because 103 ≡ 79 (mod 8).
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Remark 2.7. For k ¿ 6 and k =2(2m−1); however; no further Sks have been exhibited;
nor have closed form expressions for any Lk(n); n¿ 0; been determined.
In the next section, attention turns to U2p+1 and k (recall Section 1).
3. U2p+1 and 	k
3.1. An alternative su>cient condition for U2p+1 to satisfy (1.3)
From (1:1), recall that U2p+1 = {U2p+1(n)}; n¿ 0, satis)es the recursion
U2p+1(n+ 2p+ 2) = min
l
U2p+1(n+ 2p+ 2; l); n¿ 0; (3.1a)
where the lth “permissible sum” U2p+1(n+ 2p+ 2; l) (de)ned only when 06 l6p)
is given by
U2p+1(n+ 2p+ 2; l) = U2p+1(n+ l) + U2p+1(n+ 2p+ 1− l): (3.1b)
Theorem 3.1 (U2p+1). If there exists an n0¿ 2p + 1 such that; for all ;xed n in
n0 − 2p− 26 n¡n0;
U2p+1(n+ 2p+ 2; l)¿U2p+1(n+ 2p+ 2; l+ 1); for each l in 06 l¡p;
(3.2)
then, for all n¿ n0;
U2p+1(n+ 2p+ 2) = U2p+1(n+ p) + U2p+1(n+ p+ 1):
Proof. This will be by induction on n. To this end; )rst note that (3:1) and (3.2)
imply that; for all )xed n in n0 − 2p− 26 n¡n0;
U2p+1(n+ 2p+ 2) =U2p+1(n+ 2p+ 2;p)
=U2p+1(n+ p) + U2p+1(n+ p+ 1): (3.3)
Next, use (3.1b) with n= n0 to form the di8erence
U2p+1(n0 + 2p+ 2; l)− U2p+1(n0 + 2p+ 2; l+ 1)
= (U2p+1(n0 + l) + U2p+1(n0 + 2p+ 1− l))
−(U2p+1(n0 + l+ 1) + U2p+1(n0 + 2p− l))
= (U2p+1(n0 + l− p− 2) + U2p+1(n0 + l− p− 1))
+ (U2p+1(n0 + p− l− 1) + U2p+1(n0 + p− l))
− (U2p+1(n0 + l− p− 1) + U2p+1(n0 + l− p))
− (U2p+1(n0 + p− l− 2) + U2p+1(n0 + p− l− 1));
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by virtue of (3.3) with n= n0 − 2p+ l− 2; n0 − l− 1; n0 − 2p+ l− 1 and n0 − l− 2,
respectively. This di8erence simpli)es to
= (U2p+1(n0 + l− p− 2)− U2p+1(n0 + p− l− 2))
− (U2p+1(n0 + l− p)− U2p+1(n0 + p− l));
which is non-negative, because of (3.2) with n=n0−p−2 and n0−p−1, respectively.
Thus, (3.2) is true when n= n0, and, therefore, so is (3.3) with n= n0. This completes
the induction step; hence, Theorem 3.1 is proved.
Example 3.2 (U7). From (3:1); it follows that U7(8) = U7(9) = U7(10) = U7(11) =
2;U7(12)=U7(13)=3;U7(14)=U7(15)=4;U7(16)=5;U7(17)=6;U7(18)=7;U7(19)=
8;U7(20)=9 and U7(21)=11. It is now easily checked that (3.2) is true with n0 =14.
Hence; for all n¿ 14; U7(n + 8) = U7(n + 3) + U7(n + 4); which can be solved; by
standard methods; leading to a closed form expression for U7(n); n¿ 7.
Example 3.2 illustrates how to use Theorem 3.1 to determine, for certain small p at
least, a closed form expression for U2p+1(n); n¿ 2p + 1. U2p is not discussed here,
because (several) closed form expressions for any U2p(n); n¿ 2p, have already been
exhibited (in [22]). Furthermore, neither a Rogers-type su9cient condition (nor one of
the type established by the author, earlier in this section for U2p+1) could have been of
use, anyway, with U2p. This is because U2p never has a run of an appropriate number
of consecutive convex values (nor one of an appropriate number of values like those
in (3.2)). Rather, U2p’s structure is periodic (recall (1.2)), quite di%erent from that of
U2p+1 (see (1.3)), and certainly far more manageable.
3.2. An alternative su>cient condition for k to satisfy (1.5)
Theorem 3.3 (k). Let k(n+l)+k(n+k−l) in (1.4) be denoted by k(n+k+1; l).
If there exists an n∗0 ¿k such that; for all ;xed n in n
∗
0 − k − 16 n¡n∗0 ;
k(n+ k + 1; l)¿ k(n+ k + 1; l+ 1); for each l in 06 l¡ [k=2];
then, for all n¿ n∗0 ;
k(n+ k + 1) = k(n+ [k=2]) + k(n+ k − [k=2]) + gk(n+ k + 1):
Proof. The proof here parallels that of Theorem 3.1; and employs the convexity of gk .
Theorem 3.3 is thus established.
4. Conclusions and future research directions
Recall Example 1.4, which details S1 = S1(n). The initial con)guration is C0 =
C0(n) (= [0;F(n − 2)=F(n); F(n − 1)=F(n); 1]); so C0(n1) =C0(n2) if n1 = n2. Hence,
S1(n1)=S1(n2) i8 n1=n2. Also, for k=3; 4; 5;Sk(n1)=Sk(n2) i8 n1=n2 (see [5,7,10]).
In contrast, S0(n1) = S0(n2) for all n1; n2 (recall Example 1.2); S2(n1) = S2(n2) i8
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n1 ≡ n2 (mod 2) (see Remark 2.1(iii)); S6(n1) = S6(n2) i8 n1 ≡ n2 (mod 4) (recall
(2.10), (1:8) and [7]); while Wallace [23] illuminates that S14(n1) = S14(n2) i8 n1 ≡
n2 (mod 8) (see Example 2.6).
The results of Wallace [25] (detailed in Section 2) generalize S0;S2;S6 and S14.
In particular, it was seen there (recall Example 2.5) that S2(2m−1)(n1) = S2(2m−1)(n2)
i8 n1 ≡ n2 (mod 2m). So, each successive S2(2m−1) is (a) a higher and higher order
(periodic) generalization of the basic Bisection strategy S0 (recall Example 1.2), and,
therefore, is (b) far simpler in structure (even for m extremely large) than any of
S1;S3;S4 or S5, the only other Sks described in the literature.
In [25], the author used certain results from Wallace [22] to establish a particular
(in)nite) class of S2ps. Unfortunately (see Remark 2.4), it is not immediately ap-
parent how other results from [22] might be utilized to establish further classes of
S2ps. Recently, however, the author has (in [24]) re-proved many of his results of
[22], by a technique di8erent from the latter paper’s induction-based approach. The
(determinant-based) technique used in [24] vividly illuminates that certain U2ps pos-
sess a rich underlying algebraic vein, ready to be mined. Accordingly, it may well be
that appropriate analysis of this determinant-based approach in [24] will lead to )nd-
ings, on some of the outstanding S2ps and L2ps (recall Remark 2.7), that will augment
those on S2(2m−1) and L2(2m−1), detailed in [25].
Also, it is anticipated that such analysis, coupled with the su9cient conditions of
Rogers and of the author (detailed in Sections 1 and 3, respectively) will assist in (a)
establishment of some of the outstanding S2p+1s and L2p+1s, and in (b) determination
of closed form expressions for various classes of k . The author will report, elsewhere,
on these research directions and on related investigations in the )eld.
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