Abstract: There has been an intense development of Bayes graphical model estimation approaches over the past decade -however, most of the existing methods are restricted to moderate dimensions. We propose a novel approach suitable for high dimensional settings, by decoupling model fitting and covariance selection. First, a full model based on a complete graph is fit under novel class of continuous shrinkage priors on the precision matrix elements, which induces shrinkage under an equivalence with Cholesky-based regularization while enabling conjugate updates of entire precision matrices. Subsequently, we propose a post-fitting graphical model estimation step which proceeds using penalized joint credible regions to perform neighborhood selection sequentially for each node. The posterior computation proceeds using straightforward fully Gibbs sampling, and the approach is scalable to high dimensions. The proposed approach is shown to be asymptotically consistent in estimating the graph structure for fixed p when the truth is a Gaussian graphical model.
INTRODUCTION
Recent technological advances in many scientific disciplines such as genomics, imaging and environmental studies result in data sets with very many variables. A convenient framework for analyzing and interpreting relationships between the variables is via graphical models. Graphical models are useful tools for detecting a network of dependencies amongst a group of p measurements denoted by x 1 , . . . , x p . In particular under a Gaussian set-up, the pattern of zeros in the inverse covariance or the precision matrix correspond to conditional dependency interpretations between x 1 , . . . , x p . Covariance selection (Dempster, 1972) refers to the approach of estimating these structural zeros from the data. Our focus in this article is to propose a novel, flexible and scalable Bayesian covariance selection strategy in high dimensional fixed p settings (our examples include p in several hundreds).
In high-dimensional settings, traditional methods for covariance/ precision matrix estimation (and hence graphical model estimation) may not perform well (Whittaker 1990 there has been an intense methodological development of covariance selection approaches, in particular on prior constructions for graphical models based on discrete mixture formulations. Let X = (X 1 , . . . , X n ) T = (X c1 , . . . , X cp ) be the n × p dimensional data matrix, with subscript c denoting the columns. Usual Bayesian covariance selection approaches focus on the following discrete mixture formulation:
where the graph G is defined using a set of nodes or vertices V = {1, . . . , p} and an edge set E = (e ij ) with e ij = 1 if and only if the (i, j)th entry of the precision matrix is non-zero.
For a fixed graph G, the support of Σ −1
G is the cone M + G , the space of all positive definite matrices having exact zeros for off-diagonals corresponding to absent edges. Here θ denotes the mean which is usually set to zero after standardizing the measurements.
Typical prior choices include discrete mixture priors such as the hyper inverse Wishart prior (Dawid and Lauritzen, 1993) gorithm for decomposable Gaussian graphical models. As an alternative to discrete mixture priors, Wang (2012) recently proposed the Bayesian graphical lasso which discovers absent edges by shrinking the corresponding off-diagonals towards zero, and subsequently uses a heuristic post-MCMC processing step to estimate the edge set.
As p increases, the cardinality of the graph space increases exponentially, making it computationally intractable if not impossible for many MCMC based approaches to efficiently explore the graph space. This problem is somewhat akin to known difficulties encountered by stochastic search variable selection (George and McCulloch, 1993) approaches to navigate the model space for high dimensional regression settings (Bondell et al., 2012; Kundu et al., 2013 ). However, the problem is far more severe under reversible jump MCMC approaches for graphical model estimation, as the graph space (having cardinality 2 p(p−1)/2 ) can become huge even for moderate p. As a result usual discrete mixture based approaches can fail to discover models with high posterior probabilities, with the edge-specific posterior inclusion probability estimates being potentially unstable under finite runs of the MCMC chain (as demonstrated in our simulations). Moreover in high dimensions, the results can be sensitive to the choice of the prior on the graph space.
In addition, for non-decomposable graphs, estimation of graph posterior probabilities require computing P (X|G) by marginalizing out the nuisance parameters, which entails Bayesian graphical lasso (Wang, 2012 ) entails severe computational burden for increasing p, due to column-wise updates required for sampling the precision matrix (as we evidence in the simulation section).
To address these issues, we propose a novel approach for graphical model estimation in
Gaussian graphical models which is suitable for high dimensional settings. The proposed approach separates model fitting and covariance selection. First, the full model based on a complete graph is fit under a class of novel continuous shrinkage priors which is denoted as Regularized Inverse Wishart (RIW) priors in the sequel, and is based on mixtures of inverse Wishart priors on the precision matrix. Our approach is novel in assigning suitable priors on the scale parameters, marginalizing over which induces adaptive shrinkage on the precision matrix elements. The shrinkage is induced under equivalence with known Choleskybased regularization (Pourahmadi, 1999; Chen and Dunson, 2003; Wu & Pourahmadi, 2003) employing a group lasso (Yuan and Lin, 2006 ) type penalty. However unlike usual Choleskybased regularization approaches, the proposed prior is order invariant and enables conjugate updates of the precision matrix, leading to efficient posterior computation. Due to order invariance, the proposed approach can be applied to a broad spectrum of problems, and is not restricted to scenarios where there is a natural ordering among variables.
Subsequently we propose a post-MCMC model selection step, which uses L 0 penalized joint credible regions to perform neighborhood selection for each node, thus resulting in graphical model estimation. In summary, the proposed approach overcomes several difficulties associated with existing Bayesian alternatives: (1) it obviates having to specify prior probabilities on the graph space which can significantly influence the final results under discrete mixture alternatives, especially for large p, (2) it does not require long runs of MCMC chains to search over model space and the posterior computation proceeds using a straightforward fully Gibbs sampler, (3) it can sample entire precision matrices as a whole due to conjugacy, thus attaining substantial computational gains and being scalable to high dimensions, and (4) it is applicable to a broad class of models including both decomposable and non-decomposable graphs.
The paper is structured as this. In Section 2 we propose the RIW prior formulation and explore its properties including connections to Cholesky-based regularization approaches, as well as describe the associated posterior computation. In Section 3, we describe the model/covariance selection approach, and establish selection consistency of the proposed approach. In Section 4, we describe our numerical simulation studies and Section 5 illustrates an application in gene/microRNA regulatory networks in cancer. Section 6 includes additional discussions and all technical details are collected into an Appendix.
SHRINKAGE PRIORS FOR PRECISION MATRICES

The Regularized Inverse Wishart prior
In this section, we propose shrinkage priors on the precision matrix, which are based on mixtures of inverse Wishart formulation on the covariance. Without loss of generality we assume a zero mean model, i.e. set θ = 0 in (1), indicating the data matrix X is appropriately standardized. The general construction of the prior can be written as, Before proceeding further, it would be useful to define some notations. The covariance
where Σ p−1,11 denotes the principal minor of dimension p − 1 derived from the first p − 1 rows and columns of Σ, and Ω k−1 11 denotes the principal minor of dimension k − 1 for Ω k .
Let ω k,ij denote the j-th element in the i-th row of Ω k , and note that ω k,kk can be viewed as the residual precision for the regression x k |x 1 , . . . , x k−1 , where x k denotes the generic k-th measurement, i, j = 1, . . . , k, k = 1, . . . , p.
Having defined such notations, we now state the following well known result as a Lemma, which serves as a first step towards understanding the regularization properties of the prior in (2) . The Lemma captures the distribution for elements in the last row of Σ −1 ≡ Ω p conditional on D, and it is straightforward to adapt the result for any row.
2 , dp 2 , and,
Choice of mixing distribution (G): immediately shed light on how the shrinkage will be induced through the joint prior on Σ −1 .
We specify the following formulation, which leads to explicit expressions for the regularized prior after marginalizing out appropriate parameters
where b is the degrees of freedom of the inverse Wishart in (2) . The hyperparameters λ = (λ 1 , . . . , λ p ) control the shrinkage under the RIW approach -by proposing hyperpriors on λ as in (3), we can achieve a hierarchical specification which lets the data control the degree of shrinkage. We demonstrate the role of λ in shrinkage in Figure 1 , which plots the density of precision off-diagonals generated under the RIW formulation, with λ k = λ, k = 1, . . . , p, 
Connections to Cholesky-based regularization
We now explicitly establish how our formulation in (2) with positive diagonal entries, and a unique lower triangular matrix T having diagonal entries as 1, and off-diagonals satisfying
where x j is the generic representation for the j-th measurement, and j has residual variance v j , j = 2, . . . , p, with 1 = x 1 . Then writing = X −X, we have Var( ) = Var(T X) = T ΣT ,
Using the above representation, the modified Cholesky-based regularization approaches induce shrinkage in Σ −1 by imposing appropriate priors on the elements of T, V .
In our case, the Gaussian structure in model (2) allows the following equivalent representation as series of regressions (2)- (3) translates to a regularization prior involving a group Lasso type penalty on the regression coefficients in (4).
Theorem 1:
Under the prior defined in (2)-(3), we can marginalize out D to obtain
Remark 1:
The support of the prior defined by Theorem 1 is positive definite, which is evident from the fact that
almost surely with respect to D by construction.
Remark 2:
It is straightforward to see that the prior is proper, since
To further explore the regularization aspects of the prior defined in Theorem 1, note that
wheret k corresponds to the first k − 1 elements in the k-th column of T in (4) and
The exponent term in (5) is reminiscent of the group Lasso penalty in the regression setting. The usual group lasso involving J groups proceeds by solving the penalized regression
where µ ≥ 0 is the regularization parameter and K j s are called kernel matrices, and each γ j corresponds to the vector of regression coefficients for the j-th distinct group, j = 1, . . . , J.
In our case, formulation (2)- (3) is equivalent to fitting a series of p − 1 regressions given by (4) under the regularized prior in Theorem 1, with the order of the equations in (4) being allowed to be arbitrary. In other words, our approach can be viewed as the Bayesian equivalent of the following penalized regression with group Lasso-type penalties
where (T ) j corresponds to the j-th row of T and || · || 2 denotes the L 2 norm. In our case, the vector of regression coefficients for the k-th group consists of regression coefficients for x k in the regressions x l |x 1 , . . . , x l−1 , l > k in (4) . The k-th group has associated shrinkage parameter λ k and kernel matrix K k . It is easy to see that the prior in Theorem 1 is maximized
, and similar conclusions hold for any element in λ. Thus a large value of Instead, we propose conjugate inverse Wishart priors as in (2) which are order invariant and naturally lead to shrinkage in Σ −1 through a group Lasso type regularization on the elements of the Cholesky factor. The order invariance for the prior in Theorem 1 can be seen from the fact that π(
, where (2), and Σ P is the matrix obtained by permuting the rows and columns of Σ in the order specified by permutation P. If the ordering of equations in (4) is changed according to the permutation P, the prior in Theorem 1 would simply be expressed in terms of the elements of the Cholesky factor of Σ −1 P .
Posterior Computation
The MCMC sampler for the RIW proceeds using a straightforward fully Gibbs approach, using conjugacy to sample precision matrices as a whole. As mentioned previously, hyperparameters in the prior on λ are important for determining the sparsity of the estimated graph.
We specify λ k ∼ Ga(a λ,k , 1) for the RIW approach, where a λ,1 , . . . , a λ,p is an evenly spaced decreasing sequence from n to max(n/2, p). Thus the prior mean of λ k is greater than λ k for k < k , which is specific to the ordering of equations in (4) and needs to be adjusted for a different ordering. The reason for such a hyperparameter choice is due to Step 3 of posterior computation (below) in which we draw λ k from a Gamma posterior with shape parameter
To induce appropriate shrinkage in the elements of λs under the above posterior, we need a k > a k for k < k -such a choice works sufficiently well for a variety of simulation settings. We specify b = 3 in our computations as in Jones et al. (2005) . The MCMC alternates between the following steps.
Step 1: Update Ω from the posterior
Step 2:
Step 3: Update λ using π(
MODEL SELECTION AND CONSISTENCY
Model selection
We now develop a post-MCMC fitting strategy for graphical model estimation, which assigns exact zeros to off-diagonals corresponding to absent edges by using a decision theoretic approach incorporating joint penalized credible regions. The proposed approach does not make any assumptions about the underlying graph structure, allowing for both decomposable and non-decomposable graphs. First, define the neighborhood of a node i ∈ V as ne i = {j ∈ V \ {i} : (i, j) ∈ E} as in Meinshausen and Bühlmann (2006). Our approach uses connections with regression settings to perform neighborhood selection for each node in the graph, which are then subsequently combined to obtain estimates for the entire edge set.
In particular, the neighborhoods are estimated by using equivalent L 0 minimization based approaches in regression settings -in this paper, we adapt the approach proposed by Bondell and Reich (2012), to our context. We shall first briefly summarize the approach in Bondell and Reich (2012), and subsequently develop our approach for graphical model determination
and discuss large-sample consistency properties in section 3.2.
In particular, Bondell et al. (2012) first fit the full regression model
and subsequently perform model selection as a post-MCMC step by estimating an ordered sequence of models corresponding to a sequence of credible regions having probability content 1 − α, with α ∈ (0, 1) indexing the sequence. The model corresponding to a credible region C α with probability 1 − α in the sequence is obtained by finding a sparse solution for β by minimizing the L 0 norm ||β|| 0 (i.e. the number of non-zero elements). In particular, they propose to solvẽ
where C α is chosen to specify the 100(1 − α)% joint credible interval C α andβ,Σ are the posterior mean and covariance of β.
Instead of directly solving (7) 
where the proposed sequence of solutions corresponding to a sequence of credible regions is given as a function of ∆. This results in a single parameter indexing the path, with there being a one-to-one correspondence between ∆, α, C α . Equation ( Neighborhood Selection: In our graphical model selection context, denote
. . , p, and note that model (2) admits the following representa-
where the conditional normality of the regression coefficients in (9) is specific to the inverse Wishart formulation, but is not guaranteed for arbitrary priors on Σ. After convergence of the MCMC, the posterior samples of (ω p,kk , β k ) can be thought to be arising from the stationary distribution π(ω p,kk , β k |X) implied by (9) , with an additional prior specification for D as in (3) The posterior samples of Σ −1 can be now directly used to obtain posterior realizations of β k , k = 1, . . . , p, which can be thought as arising from fitting the marginal models (9), but under a valid joint distribution as specified the RIW approach. Further, note that (9) is very similar to model (6) with
where X −k denotes X without the k-th column. Hence, we can adapt the penalized joint credible regions approach to obtain a sparse solutions of β k corresponding to level α as
whereβ k andΣ k are the posterior mean and covariance of β k respectively. The solutionβ α k corresponds to a distinct estimated neighborhoodne k,α ={l ∈ V :β α kl = 0, l = k} for node k ∈ V , sinceβ α kj = 0 implies that the (k,j)-th precision matrix element is zero under the
The complexity of the proposed neighborhood selection approach for a fixed α/∆ and for one node is O(p 3 ), using equation (10) and complexity results of the LARS procedure.
Edge Set Estimation: Note that the edge set is defined as E = {(k, l) : k ∈ ne l ∧ l ∈ ne k }.
As we only consider undirected graphs, k ∈ ne l implies l ∈ ne k , so that we also have
A particular estimate of the edge set corresponding to fixed α can be obtained by combining the neighborhoods for each node aŝ
Alternatively, one can also define a less conservative
Since the neighborhoods are estimated using posterior samples of Ω where ω p,kl = ω p,lk , k = l and ω p,kk , k = 1, . . . , p, have more or less similar magnitudes after normalization of data, it is almost always the case thatÊ α,∧ =Ê α,∨ in practice. Moreover it is shown in the next section that asymptotically both the estimates converge to the true edge set and are hence equal. We supress the second subscript and denote the estimated edge set with the generic notationÊ α , α ∈ (0, 1).
Precision Matrix Estimation:
Corresponding to a sequence of graphs, we also estimate a sequence of precision matrices, with the precision matrix corresponding to level α being 
Selection Consistency
In this section, we establish that the proposed model selection approach involving penalized joint credible regions leads to consistent neighborhood selection under some suitable assumptions. Suppose that for a given sample of size n, we estimate the neighborhood corresponding to level α n in the ordered sequence, and denote the corresponding estimated neighborhood for the k-th node asne k,n . By choosing α n such that 1 − α n → 1 as n → ∞, (i.e. the coverage increases with n), we show that under such a choice the probability of the neighborhood of node k equaling the true neighborhood ne k0 goes to 1 as n → ∞.
For a sample size n, let the credible region for β k with content 1 − α n be C n,k = {β k :
, implying a one-to-one correspondence between α n and C n . Suppose p is fixed and consider the following assumptions:
has exact zeros for offdiagonals corresponding to absent edges in E 0 . Here, E 0 is the true edge set corresponding to an undirected graph and having true neighborhood ne k0 for node k, k = 1, . . . , p.
(A2) Ω E 0 is positive definite with c 1 / √ n < |ω 0,ij | < c 2 for finite and positive constants c 1 , c 2 ,
The following Theorem establishes neighborhood selection consistency.
Theorem 2: Under assumptions (A1), (A2), if we choose a sequence of credible regions C n,k such that C n → ∞ and n −1 C n → 0, then P (ne k,n = ne k0 ) → 1 as n → ∞, k = 1, . . . , p.
Remark 3: Theorem 2 holds for any proper mixing distribution d k ∼ G k (•), as well as for
The proof of the above Theorem is provided in the Appendix. Let the estimated generic edge set for level α n be denoted asÊ n with the corresponding estimated precision matrix aŝ ΩÊ n . The following result holds for bothÊ n,∧ andÊ n,∨ .
Corollary 1: Suppose Theorem 2 holds. Then P (Ê n = E 0 ) → 1 and P (ΩÊ 
Edge selection based on false discovery rates
While, the above approach yields an ordering of graphs which lead to asymptotic consistency, it is often of interest to report a single point estimate of a graph that is best supported by the data. Usual Bayesian methods obtain such a graphical estimate by including edges have a posterior probability > 0.5, i.e. median probability model (Barbieri and Berger, 2004) or reporting the graph having the highest log-likelihood while frequentist approaches minimize some BIC-type criteria, the latter often leading to sparse estimated graphs (as demonstrated in simulations). Instead, we propose here an approach based on controlling false discovery rates (FDR) which includes a natural multiplicity correction and can directly control the level of sparsity in edge selection.
First note that the edges that are strongly supported by the data will likely appear in most of the ordered sequence of graphs, whereas other edges with weaker evidence may appear less often. We first compute a pseudo posterior inclusion probability matrix P = (P ij )
by 1 j * j * k=1P k ≤ η}, and a lower value of c η leads to sparser graphs, while simultaneously controlling the false discovery rate at a pre-specified level.
SIMULATION STUDIES
We present simulation studies for two data generating models and different (n, p) combinations, while comparing our approach (RIW) to discrete mixture based approaches such as We consider two cases for data generation, with each case having 50 replicates.
Case I: A fractional Gaussian noise process having covariance elements
where H ∈ [0.5, 1] is the Hurst parameter, and choosen to be H = 0.7 as in Banerjee et al. (2012) . Data was generated for (n, p) = (300, 100), (400, 200), (500, 100), (500, 200), and (700, 500). For (n, p) = (700, 500), we could only compare the performance of RIW and GLASSO, as it was not possible to obtain results for any of the other Bayesian competitors due to unrealistic computational burden.
Case II: For this case, we generate data emulating a real data application, where mRNA expression levels for 49 (p) genes are available for 241 (n) subjects. From prior biological evidence, it is known that these 49 genes have underlying connections between them, so that they can be said to lie on a graph -these aspects will be described in more detail in section 5.1. We first fit the RIW model to this data, and obtain an estimated graph having edge setÊ for ∆ = 0.05 and the corresponding positive definite precision matrix (ΩÊ) with exact zeros corresponding to absent edges inÊ. The resulting graph has 631 edges and is shown in Figure 4 (a). Subsequently, we generate data under a zero mean Gaussian graphical model with covarianceΩ On the other hand for Case II, it is clear that RIW dominates all other approaches, while HIW has a substantially improved performance in contrast to the high dimensional Case I.
Continuous shrinkage based approaches such as BGLA and BGAD perform comparatively poorly, with BGLA yielding substantially poorer results for n = 300. We report the area under the ROC curve for true edge set ES1 corresponding to moderately strong absolute partial correlations (c m = 0.1), and for true edge set ES005 corresponding to low absolute partial correlation (c m = 0.005) in Tables 1.1 and 1.2.
To examine the reason for low area under the curve for competing approaches, we plot the ROC curves in Figure 3 when the true edge set is ES1. For Case I, we see that the ROC curves for BGLA, BGAD and HIW, are uniformly dominated by RIW and GLASSO, with the ROC curve under HIW being a segment-wise straight line. This results from either extremely high or low sensitivity values (with no intermediate values) under different thresholds for the edge specific posterior inclusion probabilities and seems to be associated with the difficulties of reversible jump MCMC in efficiently exploring the graph space. For Case II, it is evident that the ROC curve under RIW uniformly dominates all other curves except HIW, with the latter demonstrating a much improved performance compared to the high dimensional Case I. It is clear that under Case II when n = 300, the ROC curves for BGLA and BGAD rapidly taper towards the origin, thus exhibiting remarkably low sensitivity for high specificity levels compared to other approaches, which leads to low area under the curve.
The preceeding results throw light on the performance under the induced ordering of graphs. We now examine point estimates for the graph under different approaches in Tables   2.1 
where Σ is a clear winner -however, the RIW approach is seen to have higher specificity for all cases and higher sensitivity for true edge set ES1 compared to BGLA. RIW also demonstrates improvements in both specificity and sensitivity over BGAD in several cases in Table 2 .1.
For Case II, the sensitivity under RIW is always within the highest two values reported under any approach, while having reasonably high specificity levels as well. GLASSO seems to report sparse graphs with low sensitivity under the BIC criteria, even for true edge set ES1. On the other hand, the results under the HIW approach seem to vary widely under different choices of the adjacency matrix. For Case I when (n, p) = (300, 100), the specificity and sensitivity for HIW was 45, 57, for true edge set ES005 and 45,89, for ES1 under an initial adjacency corresponding to a complete graph -these results are very different compared to those reported in Table 2 .1 under an initial null adjacency matrix.
The difference in results under different initial adjacency matrices is indicative of a larger
issue -the instability of HIW results for higher dimensions under finite runs of the MCMC.
To demonstrate this, Figure 5 shows a histogram of the standard errors of the posterior inclusion probabilities for the edges under the HIW approach for Case I when (n, p) = (300, 100), over different replicates. It is evident that some of these standard errors can be as high 0.4, thereby potentially resulting in unstable estimates of edge sets across replicates.
Similar unstable behavior was reported by Scott and Carvalho (2008) for Metropolis based approaches under discrete mixture priors. Combined with the segment-wise straight line ROC curves in Case I associated with difficulties of the reversible jump MCMC in efficiently exploring the graph space, it is evident that applicability of HIW (and in general most discrete mixture approaches) can become increasingly challenging for higher dimensions under finite runs of MCMC.
For the high dimensional case (n, p) = (700, 500) under Case I, Table 3 reports the area under the ROC curve and sensitivity and specificity values under the optimal graph for RIW and GLASSO. It can be seen that RIW has higher area under the curve under the true edge set ES005, while both approaches have area = 1 under the true edge set ES1. In terms of performance under the optimal graph, the GLASSO seems to do marginally better with slightly higher sensitivity levels. Given the fact that it was not possible to apply BGLA, BGAD and HIW, due to an unrealistic computational burden, this example highlights the advantage of our approach over Bayesian alternatives in high dimensions. BGLA perform better than the other approaches in estimating the degree, with the GLASSO having relatively poor performance due the estimated graph being parsimonious under the BIC criteria. The difference between true and estimated degrees can be high due to presence of weakly related edges for ES005, but the difference comes down for ES1 which has edges corresponding to moderate or strong absolute partial correlations.
Computational Efficiency: An important aspect of any Bayesian procedure is computational efficiency. Table 4 reports the computation time in cpu seconds for the Bayesian approaches in Case I for different (n, p) combinations. It is clear that the RIW approach is several times faster than the continuous shrinkage based approaches BGLA and BGAD, and is scalable to higher dimensions. We conjecture that the reason for these competing approaches to be computationally intensive is due to the requirement of sampling Ω by doing column-wise updates which becomes increasingly burdensome as p increases. On the other hand, the computation time under the HIW approach per iteration is slower but comparable to that under the RIW -however the HIW requires increasingly longer (and perhaps infeasible) MCMC runs to attain meaningful results as p increases, with the net computation time exploding.
Conclusions: From the simulation results, it is clear that the RIW approach (1) outperforms competing Bayesian approaches in terms of true graph recovery in high dimensions, (2) has demonstrably better computational efficiency over other competing Bayesian approaches, with the latter approaches quickly becoming computationally infeasible as p increases, and (3) in terms of area under the ROC curve, exhibits improvements over GLASSO under Case I for true edge sets defined by lower thresholds of absolute partial correlations, while dominating GLASSO when data is generated emulating a real data application in Case II.
APPLICATION TO CANCER GENOMICS
We illustrate our methods using a glioblastoma multiforme (GBM) genomics dataset collected by The Cancer Genome Atlas (TCGA) network. GBM was one of the first cancers As the underlying graph is expected to be sparse in both the applications, we use η = 0.1 in our FDR based approach for edge selection and we summarize our major findings below.
Gene(mRNA) regulatory networks: The hub nodes along with the number of neighbors are listed in Table 5 .1, and the estimated graph is shown in Figure 6 . The estimated graph had 6 hub nodes each having greater than 8 neighbors, while one node did not have any neighbors. Some of the highly connected genes such as PI3KC2G (14 connections The IPA analysis identified a number of enriched pathways including; glioma, GBM, PTEN signaling and other molecular mechanisms in known in cancer. This is so since most of these genes encode protein critical to cellular functions such as cancer, DNA recombination, and repair, cellular development, cell cycle and connective tissue development which may be attributed to their highly connected nature.
MicroRNA regulatory networks:
The estimated miRNA graph had 9 hub nodes each having greater than 10 neighbors, while 107 nodes did not have any neighbors. The hub nodes along with the number of neighbors are listed in Table 5 
DISCUSSION
We have proposed a novel Bayesian graphical model selection approach that overcomes several difficulties of existing Bayesian approaches. The proposed approach is shown to be selection consistenct in recovering the true graphical model, and is scalable to higher dimensions, thus providing a theoretically justified Bayes graphical model selection approach which can address high dimensional settings.
APPENDIX
Proof of Theorem 1: Without loss of generality, let P = {p, , p − 1, . . . , 2, 1} denote the ordering of equations in (4), and let Ω P = Q P ΩQ P , with Q P representing the permutation matrix corresponding to P. Then, using the arguments in section 2.2, we have
Equating the trace of DΩ P with that of DT V −1 T , we have,
Also note that det(Ω P ) = p k=1 ω k,kk . Using the form of the inverse Wishart density, these facts imply
Then writing
Using the scale mixture representation of the Laplace distribution, we have the result.
Proof of Theorem 2:
The proof uses sufficiency conditions of Theorem 1 in Bondell and Reich (2012), a result which we describe now. In context of fitting regression model (6), supposeβ αn is the solution to (7) with respect to the credible region having probability content 1−α n . Denote the estimated set of non-zero coefficients in (6) as A n = {j :β αn j = 0}
and let the true set be A = {j : β 0 j = 0}, with β 0 being the vector of true regression coefficients. Consider a sequence of credible sets C n = {β : (β −β) (B3) The prior precision τ satisfies τ = o(n).
For our case, consider the conditional regression x k |x 1 , . . . , x k−1 , x k+1 , . . . , x p as in equation (9) . As argued previously in section 3.1, the posterior samples of π(β k , ω k,kk |X) under the RIW approach can be equivalently thought as arising from fitting the model (9), k = 1, . . . , p. Under assumption (A1) of Theorem 2, the truth is a Gaussian graphical model, and hence admits the following set of true conditional regressions
where β 0 kj are the true regression coefficients with β 0 kj = 0 when ω 0,kj = 0 (j = k) corresponding to absent edges in E 0 . We will show that the sufficiency conditions (B1)-(B4) in Theorem 3 hold for our case for each regression in (9), which will help prove Theorem 2.
Without loss of generality, we will first establish consistency for the k-th conditional regression X ck |X −k in (9), and subsequently marginalize out X −k to obtain our result. Under the representation (11) for the k-th true regression and assumption (A2), condition (B1) is clearly satisfied. Further for fixed p, X T X/n a.s.
→ Ω
, so that X T X/n is positive definite as n → ∞ (under assumption (A2)) except on a set of measure zero. Substituting X −k for Z, the above fact ensures that condition (B2) in Theorem 3 is satisfied for the conditional regression X ck |X −k , for all X −k with positive probability. Further for all (k, j) ∈ E 0 , β
so that condition (B4) is satisfied under assumption (A2).
Instead of having a fixed prior precision τ as in Theorem 3, the prior precision for β kj is
The posterior mean and variance of β k is given bŷ
where M is total number of MCMC iterations, B is burn-in, and D A n in Theorem 3 is equivalent tone k,n for the conditional regression X ck |X −k , k = 1, . . . , p, which implies P (ne k,n = ne 0k |X −k ) → 1 as n → ∞ almost surely with respect to X −k .
Using dominated convergence Theorem, P (ne nk = ne 0k ) = E [P (ne nk = ne 0k |X −k )] → 1, so Theorem 2 is proved.
Proof of Corollary 1: Let ADJ 0 denote the adjacency matrix corresponding to the edge
withΩ denoting the posterior mean of Ω. Since d k = o P (n) as argued in the previous proof
→ Ω E 0 , so thatΩ E 0 a.s.
→ Ω E 0 as n → ∞. Further from the first part of Theorem 2, P (E n = E 0 ) → 1 as n → ∞, which implies P (ΩÊ n =Ω E 0 ) → 1 as n → ∞. The rest follows. 
