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a b s t r a c t
We introduce a new kind of kernel function, which yields efficient large-update primal-
dual interior-point methods. We conclude that in some situations its iteration bounds
are O(m
3m+1
2m n
m+1
2m log n
ϵ
), which are at least as good as the best known bounds so
far, O(
√
n log n log n
ϵ
), for large-update primal-dual interior-point methods. The result
decreases the gap between the practical behavior of the large-update algorithms and their
theoretical performance results, which is an open problem. Numerical results show that
the algorithms are feasible.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Interior-point methods (IPMs) for solving linear optimization (LO) problems were initiated by Karmarkar [1]. They not
only have polynomial complexity but also are highly efficient in practice. After the landmark paper of Karmarkar [1], LO
was revitalized as an active area of research. The interior-point method is one of the most efficient methods for solving
LO problems. Recently, IPMs have been widely used; many researchers have proposed and analyzed various IPMs for
P∗(κ) linear complementarity problems [2–4], nonlinear complementarity problems [5], second-order cone optimization
problems [6,5,7–10], and convex quadratic programming problems [11]. A large number of results have been reported;
see [12–16,16–20]. It is generally agreed that these IPMs are very efficient from a computational point of view (see [21]).
This is especially true for so-called primal-dual large-updatemethods, which are themost efficientmethods in practice [21].
However, at present there is still a gap between the practical behavior of the algorithms and the theoretical performance
results, especially for so-called large-update methods. If n denotes the number of inequalities in the problem, then the
theoretical iteration bounds are O(
√
n log n log n
ϵ
) and O(n log n
ϵ
) for the so-called small-update methods and the so-called
large-updatemethods, respectively, where ϵ represents the desired accuracy of the solution. In practice, the so-called large-
update methods are much more efficient than the so-called small-update methods. To narrow this gap, Peng et al. [22,23]
used the so-called self-regular barrier function, and obtained the best iteration bounds so far, O(
√
n log n log n
ϵ
), for large-
update IPMs. In this paper, we extend this work, and find good methods to further improve the complexity of large-update
IPMs, and to decrease the gap between theory and practice.
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Most of the classical primal-dual IPMs for LO are based on the use of the logarithmic barrier function [21]. Peng
et al. [22,23] introduced self-regular barrier functions for primal-dual IPMs for LO and obtained the best complexity result so
far,O(
√
n log n log n
ϵ
), for large-update primal-dual IPMswith some specific self-regular barrier functions. Recently, Bai et al.
[24–30] proposed new primal-dual IPMs based on various kernel functions to improve the iteration bounds for large-update
methods from O(n log n
ϵ
) to O(
√
n log n log n
ϵ
). In particular, Bai et al. [25] proposed a new class of barrier functions which
are called eligible, neither logarithmic barrier nor self-regular, and they presented a unified computational framework for
the complexity analysis of the algorithm. They greatly simplified the analysis of IPMs. Motivated by their work, we define
a new kind of kernel function and propose a new primal-dual interior point algorithm based on this kernel function for LO.
We show that the iteration bounds areO(m
3m+1
2m n
m+1
2m log n
ϵ
) for the new large-updatemethods, which in some situations are
at least as good as the current best known bounds. For small-update methods the iteration bounds are O(
√
n log n
ϵ
), which
are currently the best known bounds.
The paper is organized as follows. In Section 2, we briefly review the basic concepts of IPMs for LO, such as the central
path and new search directions. The generic polynomial interior-point algorithm for LO is also presented. In Section 3, we
define a new kernel function and give its properties which play a crucial role in the complexity analysis of algorithm. The
complexity analysis is performed in Section 4. Numerical results are described in Section 5. Finally, Section 6 contains some
concluding remarks and directions for future research.
Somenotation used throughout the paper is as follows. First,Rn,Rn+ andRn++ denote the set of vectorswith n components,
the set of nonnegative vectors and the set of positive vectors, respectively. The 2-norm and the infinity norm are denoted
by ‖ · ‖ and ‖ · ‖∞, respectively. If x, s ∈ Rn, then xs denotes the componentwise (or Hadamard) product of the vectors x
and s. Furthermore, e denotes the all-one vector of length n. If z ∈ Rn+ and f : R+ → R+, then f (z) denotes the vector in Rn+
whose ith component is f (zi), with 1 ≤ i ≤ n. We write f (x) = O(g(x)) if f (x) ≤ cg(x) for some positive constant c and
f (x) = Θ(g(x)) if c1g(x) ≤ f (x) ≤ c2g(x) for positive constants c1 and c2.
2. Preliminaries
2.1. The central path
We consider the standard linear optimization
(P)min{cT x : Ax = b, x ≥ 0},
where A ∈ Rm×n, rank (A) = m, b ∈ Rm, and c ∈ Rn, and its dual problem
(D)max{bTy : ATy+ s = c, s ≥ 0}.
It is well known that finding an optimal solution of (P) and (D) is equivalent to solving the following system:
Ax = b, x ≥ 0,
ATy+ s = c, s ≥ 0,
xs = 0.
(1)
The basic idea of primal-dual IPMs is to replace the third equation in (1), the so-called complementarity condition for (P)
and (D), by the parameterized equation xs = µe, with µ > 0. Thus we consider the system
Ax = b, x ≥ 0,
ATy+ s = c, s ≥ 0,
xs = µe.
(2)
Due to the last equation, any solution (x, y, s) of (2) will satisfy x > 0 and s > 0. So a solution exists only if (P) and (D)
satisfy the interior-point condition (IPC), i.e., there exists (x0, s0, y0) such that
Ax0 = b, x0 > 0, ATy0 + s0 = c, s0 > 0. (3)
Surprisingly enough, if the IPC is satisfied, then there exists a solution, for each µ > 0, and this solution is unique. It is
denoted as (x(µ), y(µ), s(µ)), and we call x(µ) the µ-center of (P) and (y(µ), s(µ)) the µ-center of (D). The set of µ-
centers (with µ running through all positive real numbers) gives a homotype path, which is called the central path of (P)
and (D). The relevance of the central path for LO was recognized first by Sonnevend [31] and Megiddo [32]. If µ→ 0, then
the limit of the central path exists, and since the limit points satisfy the complementarity condition, the limit yields optimal
solutions for (P) and (D).
From a theoretical point of view, the IPC can be assumed without loss of generality. In fact wemay, and will, assume that
x0 = s0 = e. In practice, this can be realized by embedding the given problems (P) and (D) into a homogeneous self-dual
problem which has two additional variables and two additional constraints. For this and the other properties mentioned
above, see [18].
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2.2. The search directions
IPMs follow the central path approximately. We briefly describe the usual approach. Without loss of generality, we
assume that (x(µ), y(µ), s(µ)) is known for some positive µ. For example, due to the above assumption, we may assume
this for µ = 1, with x(1) = s(1) = e. We then decrease µ to µ := (1 − θ)µ for some fixed θ ∈ (0, 1), and we solve the
following Newton system:
A1x = 0,
AT1y+1s = 0,
s1x+ x1s = µe− xs.
(4)
This system uniquely defines a search direction (1x,1s,1y). By taking a step along the search direction, with the step size
defined by some line search rules, we construct a new triple (x, y, s). If necessary, we repeat the procedure until we find
iterates that are ‘‘close’’ to (x(µ), y(µ), s(µ)). Then µ is again reduced by the factor 1− θ , and we apply Newton’s method
targeting the newµ−centers, and so on. This process is repeated untilµ is small enough, say until nµ ≤ ϵ; at this stage we
have found an ϵ−solution of problems (P) and (D).
Let us mention that in practice many LO solvers use the ϵ−solution to construct a basic solution and then produce an
optimal basic solution by crossing over to the simplex method. An alternative way is to apply a rounding procedure as
described by Ye [33,34] and Roos [18].
The result of a Newton step with step size α is denoted as
x+ := x+ α1x, s+ := s+ α1s, (5)
where the step size α satisfies (0 < α ≤ 1).
Now we introduce the scaled vector v and the scaled search directions dx and ds as follows:
v :=

xs
µ
, dx := v1xx , ds :=
v1s
s
. (6)
System (4) can be rewritten as follows:
A¯dx = 0,
A¯T1y+ ds = 0,
dx + ds = v−1 − v,
(7)
where A¯ := 1
µ
AV−1X, V := diag (v), X := diag (x). Note that the right-hand side of the third equation in (7) equals the
negative gradient of the logarithmic barrier function Ψl(v), i.e.,
dx + ds = −∇Ψl(v), (8)
where the barrier function Ψl(v) : Rn++ → R+ is defined as follows:
Ψl(v) := Ψl(x, s;µ) :=
n−
i=1
ψl(vi), (9)
ψl(vi) = v
2
i − 1
2
− log vi. (10)
We callψl(t) the kernel function of the logarithmic barrier functionΨl(v). In this paper, we replaceψl(t) by a new kernel
function ψ(t), which will be defined in Section 3. Note that the pair (x, s) coincides with the µ-center (x(µ), s(µ)) if and
only if v = e. One can easily verify that the kernel function ψ(t) as defined by (10) is a strictly convex function which is
defined for any t ∈ R++ and which is minimal at t = 1, whereas the minimal value equals 0.
2.3. The generic interior-point algorithm for LO
It is clear from the above description that the closeness of (x, s) to x(µ), s(µ) is measured by the value of Ψl(v), with
τ > 0 as a threshold value. If Ψl(v) ≤ τ , then we start a new outer iteration by performing a µ-update; otherwise, we
enter an inner iteration by computing the search directions at the current iterates with respect to the current value ofµ and
apply (5) to get new iterates. If necessary, we repeat the procedure until we find iterates that are in the neighborhood of
(x(µ), s(µ)). Then µ is again reduced by the factor 1 − θ with 0 < θ < 1, and we apply Newton’s method targeting the
newµ-centers, and so on. This process is repeated untilµ is small enough, say until nµ < ϵ; at this stage we have found an
ϵ-approximate solution of LO.
The parameters τ , θ and the step size α should be chosen in such a way that the algorithm is optimized in the sense
that the number of iterations required by the algorithm is as small as possible. The choice of the so-called barrier update
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Fig. 1. Algorithm.
parameter θ plays an important role both in theory and practice of IPMs. Usually, if θ is a constant independent of the
dimension n of the problem, for instance θ = 12 , thenwe call the algorithm a large-update (or long-step)method. If θ depends
on the dimension of the problem, such as θ = 1√n , then the algorithm is named a small-update (or short-step) method.
The choice of the step size α (0 < α ≤ 1) is another crucial issue in the analysis of the algorithm. It has to be made such
that the closeness of the iterates to the current µ-center improves by a sufficient amount. In the theoretical analysis, the
step size α is usually given a value that depends on the closeness of the current iterates to the µ-center.
The generic form of this algorithm is shown in Fig. 1.
3. The new kernel function and its properties
In this section, we define a new kernel function and give its properties which are essential to our complexity analysis.
We call ψ : R++ → R+ a kernel function if ψ is twice differentiable and satisfies the following conditions [25]:
ψ ′(1) = ψ(1) = 0,
ψ ′′(t) > 0,
lim
t→0+
ψ(t) = lim
t→∞ψ(t) = 0.
(11)
Now, we define a new function ψ(t) as follows:
ψ(t) = (m+ 1)t2 − (m+ 2)t + 1
tm
, t > 0, (12)
wherem > 4.
For convenience of reference, we gives the first three derivatives with respect to t as follows:
ψ ′(t) = 2(m+ 1)t − (m+ 2)−mt−m−1,
ψ ′′(t) = 2(m+ 1)+m(m+ 1)t−m−2,
ψ ′′′(t) = −m(m+ 1)(m+ 2)t−m−3.
(13)
Obviously, ψ(t) is a kernel function and
ψ ′′(t) > 2(m+ 1). (14)
2948 L. Liu, S. Li / Journal of Computational and Applied Mathematics 235 (2011) 2944–2955
In this paper, we replace the function Ψl(v) in (8) with the function Ψ (v) as follows:
dx + ds = −∇Ψ (v), (15)
whereΨ (v) =∑ni=1 ψ(vi),ψ(t) is defined in (12). Hence, the new search direction (1x,1y,1s) is obtained by solving the
following modified Newton system:
A1x = 0,
AT1y+1s = 0,
s1x+ x1s = −µv∇Ψ (v).
(16)
Note that dx and ds are orthogonal because vector dx belongs to null space and vector ds to the row space of the matrix A¯.
Since dx and ds are orthogonal, we have
dx = ds = 0⇔ ∇Ψ (v) = 0⇔ v = e ⇔ Ψ (v) = 0⇔ x = x(µ), s = s(µ). (17)
We use Ψ (v) as the proximity function to measure the distance between the current iterate and the µ-center for given
µ > 0. We also define the norm-based proximity measure, δ(v) : Rn++ → R+, as follows:
δ(v) := 1
2
‖∇Ψ (v)‖ = 1
2
‖dx + ds‖. (18)
Lemma 3.1. For ψ(t), we have the following.
(i) ψ(t) is exponentially convex for all t > 0; that is,
ψ(
√
t1t2) ≤ 12 (ψ(t1)+ ψ(t2)).
(ii) ψ ′′(t) is monotonically decreasing for all t > 0.
(iii) tψ ′′(t)− ψ ′(t) > 0 for all t > 0.
(iv) ψ ′′(t)ψ ′′(βt)− βψ ′(t)ψ ′′(βt) > 0, t > 1, β > 1.
Proof. For (i), using (13), we have
tψ ′′(t)+ ψ ′(t) = 4(m+ 1)t +m2t−m−1 − (m+ 2).
Let
g(t) = 4(m+ 1)t +m2t−m−1 − (m+ 2);
then
g ′(t) = 4(m+ 1)−m2(m+ 1)t−m−2,
g ′′(t) = m2(m+ 1)(m+ 2)t−m−3 > 0, t > 0.
Let g ′(t) = 0; we get t = m24
1
m+2 . Since g(t) is strictly convex and has a global minimum, g(m
2
4
1
m+2
) > 0. And by Lemma
2.1.2 in [23], we have the result.
For (ii), using (13), we have ψ ′′′(t) > 0, so we have the result.
For (iii), using (13), we have tψ ′′(t)− ψ ′(t) = m(m+ 2)t−m−1 + (m+ 2), t > 0.
For (iv), using Lemma 2.4 in [25], (ii) and (iii), we have the result. This completes the proof. 
Lemma 3.2. For ψ(t), we have
(m+ 1)(t − 1)2 ≤ ψ(t) ≤ 1
4(m+ 1)ψ
′(t)2, t > 0, (19)
ψ(t) ≤ (m+ 1)(m+ 2)
2
(t − 1)2, t ≥ 1. (20)
Proof. For (19), using (11) and (14), we have
ψ(t) =
∫ t
1
∫ ξ
1
ψ ′′(ζ )dζdξ ≥ 2(m+ 1)
∫ t
1
∫ ξ
1
dζdξ = (m+ 1)(t − 1)2
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ψ(t) =
∫ t
1
∫ ξ
1
ψ ′′(ζ )dζdξ
≤ 1
2(m+ 1)
∫ t
1
∫ ξ
1
ψ ′′(ξ)ψ ′′(ζ )dζdξ
= 1
2(m+ 1)
∫ t
1
ψ ′′(ξ)ψ ′(ξ)dξ
= 1
2(m+ 1)
∫ t
1
ψ ′(ξ)d[ψ ′(ξ)]
= 1
4(m+ 1)ψ
′(t)2.
For (20), since ψ(1) = ψ ′(1) = 0, ψ ′′′(t) < 0, ψ ′′(1) = (m+ 1)(m+ 2), and by using Taylor’s Theorem, we have
ψ(t) = ψ(1)+ ψ ′(1)(t − 1)+ 1
2
ψ ′′(1)(t − 1)2 + 1
6
ψ ′′′(ξ)(ξ − 1)3
= 1
2
ψ ′′(1)(t − 1)2 + 1
6
ψ ′′′(ξ)(ξ − 1)3
≤ 1
2
ψ ′′(1)(t − 1)2
= (m+ 1)(m+ 2)
2
(t − 1)2,
for some ξ, 1 ≤ ξ ≤ t . This completes the proof. 
Let ϱ : [0,+∞)→ [1,+∞) be the inverse function ofψ(t) for t ≥ 1 and ρ : [0,+∞)→ (0, 1] be the inverse function
of− 12ψ ′(t) for all t ∈ (0, 1]. Then we have the following lemma.
Lemma 3.3. For ψ(t), we have
s
m+ 1 + 1 ≤ ϱ(s) ≤ 1+

s
m+ 1 , s ≥ 0, (21)
ρ(s) ≥ m
2s+m
1
m+1
, s ≥ 0. (22)
Proof. For (21), let s = ψ(t), t ≥ 1, i.e. ϱ(s) = t, t ≥ 1. By the definition of ψ(t), we have
(m+ 1)t2 = s+ (m+ 2)t − 1
tm
.
Because (m+ 2)t − 1tm is monotone increasing with respect to t ≥ 1, we have
(m+ 1)t2 ≥ s+m+ 1,
which implies that
t = ϱ(s) ≥

s
m+ 1 + 1.
By (19), we have s = ψ(t) ≥ (m+ 1)(t − 1)2, so
t = ϱ(s) ≤ 1+

s
m+ 1 .
For (22), let z = − 12ψ ′(t), t ∈ (0, 1]. By the definition of ρ : ρ(z) = t, t ∈ (0, 1], and 2z = −ψ ′(t), we have
m
tm+1
= 2z + 2(m+ 1)t − (m+ 2).
Because 2(m+ 1)t − (m+ 2) is monotone increasing with respect to t ∈ (0, 1], we have
m
tm+1
≤ 2z +m,
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which implies that
ρ(z) = t ≥ m
2z +m
1
m+1
.
This completes the proof. 
Lemma 3.4. Let ϱ : [0,+∞)→ [1,+∞) be the inverse function of ψ(t), t ≥ 1. Then we have
Ψ (βv) ≤ nψ

βϱ

Ψ (v)
n

, v ∈ R++, β ≥ 1.
Proof. Using Lemma 3.1(iv), and Theorem 3.2 in [25], we can get the result. This completes the proof. 
Lemma 3.5. Let 0 ≤ θ < 1, v+ = v√1−θ . If Ψ (v) ≤ τ , then we have
Ψ (v+) ≤ (m+ 1)(m+ 2)2(1− θ)
√
nθ +

τ
m+ 1
2
.
Proof. Since 1√
1−θ ≥ 1 and ϱ(Ψ (v)n ) ≥ 1, we have
ϱ(
Ψ (v)
n )√
1−θ ≥ 1. Using Lemma 3.4 with β = 1√1−θ , (20) and (21), and
Ψ (v) ≤ τ , we have
Ψ (v+) ≤ nψ

1√
1− θ ϱ

Ψ (v)
n

≤ n (m+ 1)(m+ 2)
2

1√
1− θ ϱ

Ψ (v)
n

− 1
2
= n(m+ 1)(m+ 2)
2(1− θ)

ϱ

Ψ (v)
n

−√1− θ
2
≤ n(m+ 1)(m+ 2)
2(1− θ)

1+

Ψ (v)
(m+ 1)n −
√
1− θ
2
≤ n(m+ 1)(m+ 2)
2(1− θ)

1+

τ
(m+ 1)n −
√
1− θ
2
≤ n(m+ 1)(m+ 2)
2(1− θ)

θ +

τ
(m+ 1)n
2
= (m+ 1)(m+ 2)
2(1− θ)
√
nθ +

τ
m+ 1
2
,
where the last inequality holds from 1−√1− θ = θ
1+√1−θ ≤ θ, 0 ≤ θ < 1. This completes the proof. 
Denote
Ψ˜0 = (m+ 1)(m+ 2)2(1− θ)
√
nθ +

τ
m+ 1
2
= L(n, θ, τ ); (23)
then Ψ˜0 is an upper bound for Ψ (v) during the process of the algorithm.
Remark 3.6. For the large-update method, by taking τ = O(n), θ = Θ(1), Ψ˜0 = O(n). For the small-update method with
τ = O(1), θ = Θ( 1√n ), Ψ˜0 = O(1).
4. Analysis of algorithm
In this section, we compute a proper step size and the decrease of the proximity function during an inner iteration and
give the complexity results of the algorithm. For fixed µ, taking a step size α, we have new iterates
x+ := x+ α1x, s+ := s+ α1s.
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Using (6), we have
x+ = x

e+ α1x
x

= x

e+ α dx
v

= x
v
(v + αdx),
s+ = x

e+ α1s
s

= s

e+ α ds
v

= s
v
(v + αds).
So we have
v+ =

x+s+
µ
= (v + αdx)(v + αds).
Define, for α > 0,
f (α) = Ψ (v+)− Ψ (v).
Then f (α) is the difference of proximities between a new iterate and a current iterate for fixedµ. By Lemma 3.1 (i), we have
Ψ (v+) = Ψ (

(v + αdx)(v + αds)) ≤ 12 (Ψ (v + αdx)+ Ψ (v + αds)).
Therefore, we have f (α) ≤ f1(α), where
f1(α) = 12 (Ψ (v + αdx)+ Ψ (v + αds))− Ψ (v). (24)
Obviously, f (0) = f1(0) = 0. Taking the first two derivatives of f1(α)with respect to α, we have
f ′1(α) =
1
2
n−
i=1
(ψ ′(vi + αdxi)dxi + ψ ′(vi + αdsi)dsi),
f ′′1 (α) =
1
2
n−
i=1
(ψ ′′(vi + αdxi)d2xi + ψ ′′(vi + αdsi)d2si).
Using (15) and (18), we have
f ′1(0) =
1
2
∇Ψ (v)T (dx + ds) = −12∇Ψ (v)
T∇Ψ (v) = −2δ(v)2.
For convenience, we denote
v1 = min(v), δ := δ(v), Ψ := Ψ (v).
Lemma 4.1. Let δ(v) be as defined in (18). Then we have
δ(v) ≥ (m+ 1)Ψ (v).
Proof. Using (19), we have
Ψ (v) =
n−
i=1
ψ(vi) ≤
n−
i=1
1
4(m+ 1)ψ
′(t)2 = 1
4(m+ 1)‖∇Ψ ‖
2 = 1
m+ 1δ(v)
2,
so
δ(v) ≥ (m+ 1)Ψ (v).
This completes the proof. 
Remark 4.2. Throughout the paper, we assume that τ ≥ 1. Using Lemma 4.1 and the assumption that Ψ (v) ≥ τ , we have
δ(v) ≥ √m+ 1.
From Lemmas 4.1–4.3 in [25], we have the following Lemmas 4.3–4.5.
Lemma 4.3. Let f1(α) be as defined in (24) and δ(v) be as defined in (18). Then we have
f ′′1 (α) ≤ 2δ2ψ ′′(vmin − 2αδ).
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Lemma 4.4. If the step size α satisfies the inequality
− ψ ′(vmin − 2αδ)+ ψ ′(vmin) ≤ 2δ, (25)
we have
f ′1(α) ≤ 0.
Lemma 4.5. Let ρ : [0,+∞) → (0, 1] be the inverse function of − 12ψ ′(t) for all t ∈ (0, 1]. Then the largest step size α¯
satisfying (25) is given by
α¯ = 1
2δ
(ρ(δ)− ρ(2δ)).
Lemma 4.6. Let ρ and α¯ be as defined in Lemma 4.5. If Ψ (v) ≥ τ ≥ 1, then we have
α¯ ≥ 1
(m+ 1)(m+ 2)δ m+2m+1
.
Proof. Using Lemma 4.4 in [25], the definition of ψ ′′(t), Lemma 4.2, and (22), we have
α¯ ≥ 1
ψ ′′(ρ(2δ))
= 1
2(m+ 1)+ m(m+1)
ρ(2δ)m+2
≥ 1
2(m+ 1)+m(m+ 1)  4δ+mm m+2m+1
≥ 1
2(m+ 1)δ +m(m+ 1)  4δ+mm m+2m+1
≥ 1
2(m+ 1)δ + 3m(m+ 2)δ m+2m+1
≥ 1
3(m+ 1)(m+ 2)δ m+2m+1
.
This completes the proof. 
Denoting
α˜ = 1
3(m+ 1)(m+ 2)δ m+2m+1
, (26)
we have that α˜ is the default step size and that α˜ ≤ α¯.
From Lemma 1.3.3 in [23], we can get the following lemma.
Lemma 4.7. Suppose that h(t) is a twice differentiable convex function with
h(0) = 0, h′(0) > 0,
that h(t) attains its global minimum at t∗ > 0 and that h′′(t) is increasing with respect to t. Then, for any t ∈ [0, t∗], we have
h(t) ≤ th
′(0)
2
.
Let the univariate function h be such that
h(0) = f1(0) = 0, h′(0) = f ′1(0) = −2δ2, h′′(α) = 2δ2ψ ′′(vmin − 2αδ).
Lemma 4.8. Let α˜ be the default step size as defined in (26) and let Ψ (v) ≥ 1. Then
f (α˜) ≤ − (m+ 1)
−(m+2)
2(m+1)
3(m+ 2) Ψ (v)
m
2(m+1) . (27)
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Proof. Using Lemma 4.5 in [25], if the step size α satisfies α ≤ α˜, then f (α) ≤ −αδ2. So, for α˜ ≤ α¯, we have
f (α˜) ≤ −α˜δ2
= − 1
3(m+ 1)(m+ 2)δ m+2m+1
δ2
= − 1
3(m+ 1)(m+ 2) δ
m
m+1
≤ − 1
3(m+ 1)(m+ 2) (

(m+ 1)Ψ (v)) mm+1
≤ − (m+ 1)
m
2(m+1)
3(m+ 1)(m+ 2)Ψ (v)
m
2(m+1)
≤ − (m+ 1)
−(m+2)
2(m+1)
3(m+ 2) Ψ (v)
m
2(m+1) .
This completes the proof. 
This expresses the decrease in Ψ (v) during an inner iteration completely in ψ , its first and second derivatives, and the
inverse functions ρ and ϱ.
After the update ofµ to 1−µ, we have Ψ (v+) ≤ (m+1)(m+2)1−θ (
√
nθ +

τ
m+1 )
2 = L(n, θ, τ ).We need to count howmany
inner iterations are required to return to the situation where Ψ (v) ≤ τ . We denote the value of Ψ (v) after the µ update
as Ψ0; the subsequent values in the same outer iteration are denoted as Ψk, k = 1, 2, . . . , K , where K denotes the total
number of inner iterations in the outer iteration. The decrease in each inner iteration is given by (27). In [25] we can find
the appropriate values of κ and γ ∈ (0, 1]:
κ = (m+ 1)
−(m+2)
2(m+1)
3(m+ 2) , γ = 1−
m
2(m+ 1) =
m+ 2
2(m+ 1) .
Lemma 4.9. Let K be the total number of inner iterations in the outer iteration. Then we have
K ≤ 6(m+ 1) 32+ 12(m+1)Ψ
m+2
2(m+1)
0 .
Proof. By Lemma 1.3.2 in [23], we have
K ≤ Ψ
γ
0
κγ
= 6(m+ 1) 32+ 12(m+1)Ψ
m+2
2(m+1)
0 .
This completes the proof. 
Theorem 4.10. Let an LO problem be given, let Ψ0 be as defined in (23) and let τ ≥ 1. Then the total number of iterations to
have an approximate solution with nµ < ϵ is bounded by
6(m+ 1) 32+ 12(m+1)Ψ
m+2
2(m+1)
0
log n
ϵ
θ
.
Proof. Recall that Ψ0 is the upper bound according to (23). The number of outer iterations is bounded above by 1θ log
n
ϵ
(see [18]
∏
.17, page 116). Through multiplying the number of outer iterations by the number of inner iterations, we get an
upper bound for the total number of iterations, namely,
6(m+ 1) 32+ 12(m+1)Ψ
m+2
2(m+1)
0
log n
ϵ
θ
.
This completes the proof. 
Remark 4.11. Taking τ = O(n) and θ = Θ(1), we have O(m 3m+12m nm+12m log n
ϵ
) iterations complexity for large-update IPMs.
Now we consider a few values ofm.
(i) Let m = 6; the total iteration bounds are O(n 47 log n
ϵ
), which are better than the total iteration bounds O((1 +
2k)n
3
4 log n
ϵ
) in [2].
(ii) Letm = 100; the total iteration bounds are O(n 51101 log n
ϵ
), which are better than the total iteration bounds O(n
4
7 log n
ϵ
)
in (i).
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Table 1
Numbers of inner iterations for several choices ofm and θ .
θ 0.3 0.5 0.7 0.9
m = 6 83 51 34 51
m = 10 46 20 17 24
m = 20 32 17 11 14
(iii) Since m+22(m+1) is monotone decreasing with respect to m > 4, if m is a constant, then the larger m, the better the total
iteration bounds. Whenm →∞, the total iteration bounds are O((m+ 1) 32 n 12 log n
ϵ
).
5. Numerical results
In this section, we present some numerical results. We consider the following example:
A =

1 0 0
1
4
−8 −1 9
0 1 0
1
2
−12 −1
2
3
0 0 1 0 0 1 0
 (28)
and
c = (1, 2, 3, 4, 5, 6, 7)T , b = (1.2500,−8.0000, 2.0000)T .
We take τ = 10 and ϵ = 10−6. Furthermore, the parametersm and θ are taken as follows:
m ∈ {6, 10, 20},
θ ∈ {0.3, 0.5, 0.7, 0.9}.
The optimal solutions of the primal-dual problem are obtained as follows:
x∗ = (0.0000, 0.0000, 2.0000, 0.0000, 0.9018, 0.0000, 0.9405);
s∗ = (0.8214, 1.2024, 0.0000, 1.0565, 0.0000, 0.0774, 0.0000);
y∗ = (1.0924,−1.1157, 4.7286).
In this paper, we use a dynamic step size [35], and obtain the total inner iteration numbers for several values of the
parameters m and θ , given in Table 1. We take θ = 0.5 and m = 6, for example. When 6 ≤ ‖1x‖ ≤ 8, we set α := 210α.
When 1.5 ≤ ‖1x‖ ≤ 6, we set α := 230α. When ‖1x‖ ≤ 1.5, we set α := 252α. So the number of the inner iterations
which we obtained is 51. The numerical results in Table 1 show that the number of iterations of the algorithm depends on
the values of the parametersm and θ . It is quite surprising that θ = 0.7 gives the lowest iteration count in all cases. It may
be worth pointing that the largerm is, the better the total iteration bounds, ifm is a constant.
6. Concluding remarks and further research
We have proposed a class of polynomial interior-point algorithm for LO based on a new kind of kernel function, and have
developed some new analysis tools that can be used in complexity analysis of the algorithms. The iteration bounds for the
algorithms using large-update methods are derived, namely, O(m
3m+1
2m n
m+1
2m log n
ϵ
); this result reduces the gap between the
practical behavior of the algorithms and their theoretical performance results.
Some interesting topics need further research. First, the extensions to general nonlinear complementarity problems [5]
and positive semi-definite complementarity optimization problems deserve to be investigated. Second, at present, no more
general classes of examples for numerical tests exist. So, this will be interesting work for our future research.
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