In this paper, unstable metric entropy, unstable topological entropy and unstable pressure for partially hyperbolic endomorphisms are introduced and investigated. A version of Shannon-McMillan-Breiman Theorem is established, and a variational principle is formulated, which gives a relationship between unstable metric entropy and unstable pressure (unstable topological entropy). As an application of the variational principle, some results on the uequilibrium states are given.
Introduction
In order to describe the complexity of a dynamical system from different points of view, some invariants are introduced, among which, entropy including metric entropy and topological entropy is a crucial one. The metric entropy gives the maximum amount of average information one can get from a system with respect to an invariant measure, while the topological entropy describes the exponential growth rate of the number of orbits. A variational principle relating them says that topological entropy is equal to the supremum of metric entropy over all invariant measures. The pressure with respect to a potential function is a generalization of topological entropy, and a variational principle relating metric entropy and it can also be formulated.
Concerning smooth ergodic theory, the Lyapunov exponent can be introduced and there has been a system of results related with entropy for diffeomorphisms (the invertible case). Pesin's entropy formula relating metric entropy and Lyapunov exponents with respect to an SRB measure is established for both deterministic and random cases (cf. [4] , [6] ). Moreover, a generalized entropy formula (dimension formula) with respect to a general invariant measure is formulated (cf. [5] ).
Plenty of physical processes are irreversible, so it is interesting to investigate corresponding results as in [4, 5] for non-invertible case, i.e. endomorphisms. However, for endomorphisms, there are some difficulties to establish similar results. Due to non-invertibility, the preimage of a given point is usually not a single point, hence the notion of unstable manifolds is not well defined and therefore it is a problem to formulate the SRB property. Further more, the non-invertibility leads to some subtle difficulties such that it is not convenient to consider problems concerning entropies on the phase space. In order to overcome this difficulty, in [14] , Zhu introduced the inverse limit space (see Section 2, for details), which makes it possible to define the unstable manifolds and borrow some ideas from the smooth ergodic theory for random dynamical systems. In [9] , Qian and Zhu gave the necessary and sufficient condition for Pesin's entropy formula in the case of endomorphisms. Moreover, a series of results on ergodic theory of endomorphisms are obtained, see [8] for a complete discussion of this topic.
Via the inverse limit space, the unstable manifolds can be well defined, which implies us that the unstable entropy and unstable pressure can be introduced for endomorphisms. The concept of unstable entropy is originally introduced by Hu, Hua and Wu in [1] for partially hyperbolic diffeomorphisms, which gives a description of the complexity of a system along unstable manifolds. In [1] , a complete discussion is given, including the relationship between unstable metric entropy and Ledrappier and Young's entropy, a version of Shannon-McMillan-Breiman Theorem and a variational principle relating unstable metric entropy and unstable topological entropy. It is important to point out that in [1] the unstable metric entropy is given by the conditional entropy of a finite partition with respect to a measurable partition, instead of the form in Ledrappier and Young's papers [4, 5] . The latter form of metric entropy is introduced to establish connection with SRB measures, which is not suitable for giving an unstable version of variational principle; while the former one makes it possible to formulate the variational principle using a classical method. However, both of the two forms give the same thing but from different points of view (see Theorem A in [1] for more details). As a generalization of unstable topological entropy, unstable pressure is defined in [2] , where the so-called u-equilibrium states are introduced and investigated finely. Recently, a version of local variational principle and Katok's entropy formula for unstable metric entropy are given in [12] and [3] respectively.
Our main purpose in this paper is to establish unstable entropy and unstable pressure for endomorphisms and try to give a system of results as in [1] . Inspired by the argument in [9, 8] , we introduce the concepts via the inverse limit space.
For an endomorphism f on a Riemannian manifold M with an f -invariant measure µ, the inverse limit space M f ⊂ M Z is introduced, and a dynamical system (M f , τ,μ) is established, where τ is the left shift operator on M f andμ is a τ -invariant measure corresponding to µ. Thanks to (M f , τ,μ), we can give two types of definitions of unstable metric entropy, one is introduced via a "pointwise" way (see Definition 3.1), which is denoted byh u µ (f ), and the other one is defined using finite partitions (see Definition 3.3), which is in the classical form and denoted by h u µ (f ). Then we show thath u µ (f ) and h u µ (f ) are equivalent whenμ is ergodic (Theorem A). Then a version of Shannon-McMillan-Breiman Theorem is established for our case (Theorem B), which makes our unstable metric entropy meaningful. Again using (M f , τ,μ), we define the unstable pressure and unstable topological entropy, the latter one can be viewed as a special case of the former one. And we show that the variational principle for classical entropy and pressure also holds in our case (Theorem C), which makes it possible to consider the so-called u-equilibrium states for endomorphisms. This paper is organized as follows. In Section 2, we give some preliminaries, including the concept of partial hyperbolicity for endomorphisms, the inverse limit space and other necessary definitions for our results. And in the end of this section, our main results are also given. In Section 3, we give the precise definitions of unstable metric entropy for endomorphisms via two methods, following which, Theorem A is proved. And Theorem B is also proved in this section. In section 4, definitions of unstable pressure and unstable topological entropy are introduced, some properties of unstable pressure are also listed in the end of this section. In section 5, we prove our main result, i.e., the variational principle (Theorem C), and as an application, the so-called u-equilibrium states for endomorphisms are introduced.
Preliminaries and statements of main results
Throughout this paper, let M be a compact C ∞ Riemannian manifold without boundary endowed with metric d(·, ·) and f : M → M a C 1 endomorphism. Denote T M the tangent bundle of M with norm · . Both d(·, ·) and · are induced by the Riemannian metric.
For a metric space X, denote B(X) the Borel σ-algebra of X. Let M Z be the infinite product space of M endowed with the product topology and the metricd(
In order to define unstable manifolds, we need the concept of inverse limit space denoted by M f , which means it is a subspace of the product space M Z , and In the remaining of this paper, we always denote µ andμ the measures on M and M f respectively with Π(μ) = µ.
Consider the pull back bundle E = Π * T M . The tangent map Df induces a fiber preserving map on E with respect to the left shift map τ , defined by Π * • Df • Π * , and still denoted by Df for simplicity. Now, we give the definition of partial hyperbolicity.
Definition 2.1 f is said to be (uniformly) partially hyperbolic if there exist a continuous splitting of the pull back bundle E into three subbundles, i.e.,
From now on, let (f, M, µ) be a dynamical system, where f is a partially hyperbolic endomorphism, and µ is an f -invariant Borel measure. Letμ be the corresponding measure on M f .
where λ 2 is the constant in Definition 2.1. W u ǫ (x, f ) is called a local unstable manifold of f atx. Now we have the following theorem, which is stated for hyperbolic endomorphisms, while it is still valid for our partially hyperbolic case. The reader can also refer to [7, 11, 13] for more details.
Theorem 2.1 (Theorem IV.2.1 in [8] ) Let f be a partially hyperbolic endomorphism. Then there exists a continuous family of C 1 embedded disks {D ũ
x }x ∈M f in M and constants 0 < λ < 1 and ǫ > 0 such that
for n ∈ Z + ;
Then we can define
Sometimes, we will use the notation W u loc (x, f ) and
Remark 1 According to Theorem 2.1, it is clear that
is a bijection, which is crucial for our subsequent proofs. and lim sup
Now we define
where λ 2 is the constant in Definition 2.1. We call W u (x, f ) the global unstable set atx. It can also be proved as in [14] that there exists a sequence of
For a measurable partition η of M f , η(x) means the element in η containingx. Now we give some definitions related to measurable partitions.
e.x, η(x) has the following properties:
Givenμ ∈ M(τ ). For a measurable partition η of M f , there exists a canonical system {μ η x }x ∈M f of conditional measures ofμ associated with η, satisfying
. See e.g. [10] for more details.
Let α be a measurable partition of M f . The diameter of α is defined as follows:
In the following, we construct a type of measurable partitions subordinate to W u -foliation. Fix ǫ > 0. Let α be a finite partition of M f with diameter small enough such that the diameter of α is less than ǫ. We can construct a finer partition η such that for eachx ∈ M f
Clearly η is a measurable partition of M f (cf. p34 in [1] for more details). In addition, by the definition of W u ǫ (x, f ) and Theorem 2.1, if µ(∂(Π(α))) = 0, η is a measurable partition subordinate to W u -foliation, where ∂(Π(α)) = A∈α ∂(Π(A)) and for B ⊂ M , ∂B means the boundary of B. Let P(M f ) denote the set of all finite partitions with diameter small enough and P u (M f ) denote the set of measurable partitions of M f subordinate to W u -foliation which are induced by finite partitions in P(M f ).
In the following, we consider a special type of measurable partitions.
The following proposition ensures the existence of increasing measurable partitions, the reader can see Section IX.2.2 in [8] for details. Propositon 2.2 There exists a measurable partition ξ of M f which has the following properties:
We denote by Q u (M f ) the set of all increasing measurable partitions subordinate to W u -foliation as in Proposition 2.2. Now we can introduce the unstable metric entropy along W u -foliation for a partially hyperbolic endomorphism. Two types of unstable metric entropy will be given, one is defined via the average decreasing rate of the Bowen balls which is denoted byh u µ (f ), and the other one is defined by the conditional entropy of f along W u -foliation, which is denoted by h u µ (f ). Both of their precise definitions are stated in Section 3. When µ is ergodic, it can be showed thath u µ (f ) and h u µ (f ) describe the same thing from different points of view essentially, i.e., we have the following theorem.
Theorem A Let f be a C 1 partially hyperbolic endomorphism and µ an ergodic measure of f . Thenh
The classical Shannon-McMillan-Breiman Theorem expresses the metric entropy as the limit of certain conditional information functions, which interprets the metric entropy from the viewpoint of information theory. Moreover, there is a corresponding version of Shannon-McMillan-Breiman Theorem in our case. Specially, for two measurable partitions β and γ of M f , the conditional entropy of β with respect to γ for a τ -invariant measureμ can be given, which is denoted by Iμ(β|γ). Meanwhile, the conditional entropy h µ (f, β|γ) of f for β with respect to γ can be introduced. Precise definitions of above concepts are stated in Section 3. Then we have the following theorem.
Theorem B Let f be a C 1 partially hyperbolic endomorphism, and suppose µ is an ergodic measure of f . For any
Taking account of the topological structure, we can establish the concepts of unstable topological entropy and unstable pressure with respect to a continuous potential function ϕ, whose definitions will be given in Section 4. We denote unstable topological entropy and unstable pressure by h u top (f ) and P u (f, ϕ) respectively.
It is natural to consider the relationship between unstable pressure and unstable metric entropy, a version of variational principle can be formulated as follows. Denote C(M ) the set of all continuous functions on M .
Theorem C Let f be a C 1 partially hyperbolic endomorphism and ϕ ∈ C(M ). Then we have
A direct corollary of Theorem C is the following variational principle for unstable topological entropy.
Corollary C.1 Let f be a C 1 partially hyperbolic endomorphism, then we have
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.1 Definitions of unstable metric entropy
In this subsection, we give the definition of unstable metric entropy for endomorphisms via two methods. The equivalence of the two definitions will be proved in the next subsection. Firstly, we give the definition by "pointwise" approach.
Definition 3.1 Given an increasing partition ξ u of M f subordinate to W u -foliation, we define the unstable metric entropy along W u -foliation as follows:
It can be proved that h µ (f,x, ξ u ) is independent of the choice of ξ u , hence we also denotẽ
x ∈ M f . The reader can refer to Section IX.3 in [8] for details.
Remark 2 In fact, in Definition 3.1, "lim sup" can be replaced by "lim" and "lim ǫ→0 " can be dropped. Indeed, denote
and
It has been proved in Section IX.
Then following the proof of Lemma 3.1 in [1] , we can prove the above claim since f is uniformly expanding along W u -foliation.
In order to give the definition of unstable metric entropy via measurable partitions, firstly we give some definitions on information function, which is slightly modified in our context. Some properties concerning information function will be also listed in the end of this subsection. 
The conditional information function of α with respect to η is defined as
where {μ η (x) }x ∈M f is a canonical system of conditional measures ofμ with respect to η. Then the conditional entropy of α with respect to η is defined as
Now we can give the definition of unstable metric entropy by finite partitions. The conditional entropy of f with respect to η is defined as
and the conditional entropy of f along W u -foliation is defined as
To end this subsection, we list the following lemmas which are derived from [1] with slight adaption and will be useful for the proofs of our main results. 
Equivalence of two definitions of unstable metric entropy
In this subsection, we give the proof of Theorem A, that is, we prove that the two definitions of unstable metric entropy are equivalent whenμ is ergodic. The proof involves the relationship between two types of measurable partitions, η and ξ, where the first one is a measurable partition subordinate to W u -foliation constructed as in Section 2, and the latter is an increasing measurable partition subordinate to W u -foliation as in Proposition 2.2.
Proof of Theorem A The proof will be divided into five steps.
Step 1. In this step, we show that h u µ (f, α|η) is independent of η and α. Firstly, let us show that for η 1 and η 2 ∈ P u (M f ), we have h µ (f, α|η 1 ) = h µ (f, α|η 2 ).
By Lemma 3.1, we have
Hμ(α n−1
By the construction of η 1 and η 2 , we know that there are two finite partitions α 1 and α 2 such that η j (x) = α j (x) ∩ W u loc (x), j = 1, 2, for allx ∈ M f . Let N 1 and N 2 be the cardinality of α 1 and α 2 respectively. For anyx ∈ M f , η 1 (x) intersects at most N 2 elements of α 2 , hence intersects at most N 2 elements of η 2 . Thus, we have 
and similar to the proof of Lemma 2.7 (ii) in [1] , we can show that lim n→∞ 1 n Hμ(β n−1
By (3) and (4) Step 2. In this step, we present a construction of the increasing partition ξ, which will be crucial in subsequent steps. The reader can refer to Section IX.2. For each r ∈ [r/2,r], put
Next we can choose an appropriate r ∈ [r/2,r] such that
is subordinate to W u -foliation. The notationξ u,−k = k j=0 τ jξ u,x * will be used in the following steps.
Step 3. In this step, some facts concerningξ u,−k will be given, which are useful for the proof of our results. Particularly, if we take k = ∞, then the above two equalities become
and lim j→∞ Hμ(β|ξ u ∨ τ j η) = Hμ(β|ξ u ).
Proof of Fact 1 Define B(x, ρ) as follows:
Since η is subordinate to W u , forμ-a.e.x, there exists ρ = ρ(x) > 0 such that B u (x, ρ) ⊂ η(x). Sinceμ is ergodic, forμ-a.e.x ∈ M f , there are infinitely many n > 0 such that τ nx ∈ S u,r . Take N = N (x) large enough such that τ Nx ∈ S u,r and τ −N (ξ u,x * (τ Nx )) ⊂ B u (x, ρ) ⊂ η(x).
Then we have
Thus we have
This proves the first statement in Fact 1.
Then following the line of the proof for Lemma 2.11 in [1] , we can prove the remaining results in Fact 1, where Fatou's Lemma and Lemma 3.4 are needed.
The proof of the following fact is analogous to that in [1] , the reader can refer to the proof of Lemma 2.10 in [1] for more details. The following fact comes from [8] . Step 4. In this step, we prove that h µ (f, α|η) ≤h u µ (f ). By Lemma 3.2 (i), with γ = η and β =ξ u,−k , we have for any η ∈ P u (M f ), n > 0,
Hμ(ξ u,−k |τξ u,−k−j+1 ∨ τ j η).
By Fact 1, the second term of the right side of (5) converges to Hμ(ξ u,−k |τ ξ u ) as j → ∞. It is clear that each elements of η intersects at most 2 k+1 elements ofξ u,−k . So we have Hμ
For any ǫ > 0, take k > 0 as in Fact 2, thus we have lim sup n→∞ Hμ(α|α n−1
Then we get lim sup ).
Thus, by (7), (8) , then by (6) Let ǫ → 0, we have h µ (f, α|η) ≤h u µ (f ).
Step 5. In this step, we complete the proof of Theorem A. By a similar treatment in the proof of Proposition 2.13 in [1] , we can construct an increasing measurable partitionξ satisfying Proposition 2.2 with diameter bounded above. And we know that h µ (f,ξ) = h µ (f, ξ u ). So we only need to prove h µ (f, α|η) ≤h u µ (f ) forξ. We can choose a sequence of partitions α n ∈ P(M f ) such that
which implies lim n→∞ Hμ(α n |ξ) = Hμ(τ −1ξ |ξ).
Thus, we have sup
Hμ(α|ξ) = Hμ(τ −1ξ |ξ).
For any α ∈ P(M f ) with α < τ −1ξ , we have that for any j > 0, τ j α j−1 A corollary can be obtained directly as follows. 
Shannon-McMillan-Breiman Theorem for unstable metric entropy
In this subsection, we give the proof of Theorem B. We always assume thatμ ∈ M(τ ) is ergodic. Firstly, we need some lemmas.
Proof For any ǫ > 0, there exists k > 0 such that diam(α k 0 ∨ ξ) ≤ ǫ. Then for n > 0, we have
By Theorem A and Remark 2 we know that forμ-a.e.x,
The following lemmas are counterparts of those in [1] , which are completely parallel to the treatment in [1] , so we omit the proofs. 
By Lemma 3.1, we have
Then by Lemma 3.9, Lemma 3.8, and Theorem A, we have lim sup
Combining (9) and (10), we complete the proof of Theorem B.
Unstable topological entropy and unstable pressure for endomorphisms
In this section, we give the definition of unstable topological entropy and unstable pressure for a potential function ϕ ∈ C(M ) for endomorphisms. Similar to the classical pressure, there are several ways to define unstable pressure. Here we use W u -separated sets. Fix δ > 0, forx ∈ M f , Let W u (x, δ) be the δ-neighborhood of x 0 in W u (x, f ). A subset E of W u (x, δ) is called an (n, ǫ) W u -separated set if for any y 1 , y 2 ∈ E, we have d u n (y 1 , y 2 ) > ǫ, where d u n (y 1 , y 2 ) is defined by d u n (y 1 , y 2 ) := max 0≤j≤n−1 {d u τ jx (f j (y 1 ), f j (y 2 ))}.
Recall that d ũ x is the metric on W u (x, f ) induced by the Riemannian structure on M . Now we can define P u (f, ϕ,x, δ, n, ǫ) as follows,
where (S n ϕ)(y) = n−1 j=0 ϕ(f j (y)). Then P u (f, ϕ,x, δ) is defined as Next, we define
Letφ(x) = ϕ(Π(x)). It is easy to check that
where (S n ϕ)(ỹ) = n−1 j=0φ (τ j (ỹ)). It is clear that for an (n, δ) W u -separated set E of W u (x, δ), there is an (n, δ) W u -separated set E with the same cardinality as E, and vice versa. Then noticing that ϕ(f j (Π(x))) =φ(τ j (x)) we have P (τ,φ,x, δ, n, ǫ) = P u (f, ϕ,x, δ, n, ǫ). Then P (τ,φ,x, δ) and P (τ,φ, δ) can be formulated similarly.
Finally, we can give the definition of unstable pressure for f . We can prove that P u (f, ϕ) is independent of δ > 0. Indeed, notice that for given δ 1 < δ and x ∈ M f , there exists a positive number N = N (δ, δ 1 ) depending on the Riemannian structure on
for someỹ j ∈ W u (x, δ), j = 1, 2, · · · , N . Then following the calculation in the proof of Lemma 4.1 in [1] , we can prove that P u (f, ϕ, δ) ≤ P u (f, ϕ), and it is clear that P u (f, ϕ, δ) ≥ P u (f, ϕ), which means P u (f, ϕ) is independent of δ. The following proposition can be obtained directly from the definitions. In this subsection, we prove our main result of this paper, i.e. Theorem C, whose proof consists of two parts.
Proof of Theorem C Let ϕ ∈ C(M ).
Part I. In this part, we prove that For µ ∈ M(f ),
Firstly, we give a useful lemma from [2] .
Lemma 5.1 Suppose 0 ≤ p 1 , · · · , p m ≤ 1, s = p 1 + · · · + p m and a 1 , · · · , a m ∈ R. Then
e ai − log s .
The following two lemmas are also important, whose proofs are analogous to those in [1] . [1] ) Letμ ∈ M(τ ) and η ∈ P u (M f ). Assume that there exists a sequence of partitions {β n } ∞ n=1 ⊂ P(M f ) such that β 1 < β 2 < · · · < β n < · · · and B(β n ) ր B(η), and moreover, µ(∂(Π(β n ))) = 0, for n = 1, 2, · · · . Let α ∈ P(M f ) satisfy µ(∂(Π(α))) = 0. Then the functionμ ′ → Hμ′ (α|η) is upper semi-continuous atμ, i.e., lim sup µ ′ →μ Hμ′ (α|η) ≤ Hμ(α|η).
Moreover, the functionμ
By the definition of unstable pressure andφ, we only need to prove that So we only need to prove (11) for ergodic measures.
We assumeμ is ergodic. Let ξ ∈ Q u (M f ), Then we can pickx ∈ M f satisfying 
Denote B n = {ỹ ∈ B : N (ỹ) ≤ n}. Then B = ∞ n=1 B n . So we can choose n > 0 such that
Now we can choose δ > 0 such that W u (x, δ) ⊃ ξ(x). Let F be an (n, ǫ/2) W u -spanning set of
and V u (f,z, n, ǫ/2) ∩ B n = ∅ for anyz ∈ F . Then choose an arbitrary point in V u (f,z, n, ǫ/2) ∩ B n , which is denoted byỹ(z). Then we have
Using (12), (13) and Lemma 5.1 with
Combining (14),
Dividing by n and taking the lim sup on both sides of (15), we have
We can choose a sequence { F n } of such F such that lim sup
Since ρ is arbitrary, and ∆ ǫ → 0 as ǫ → 0, we have
which implies what we need.
Part II. In this part, we prove that
which completes the proof of Theorem C. In fact, we only need to prove that for any ρ > 0, there
Take ǫ > 0 small enough. Then let E n be an (n, ǫ) W u -separated set of W u (x 0 , δ) such that log ỹ∈ En exp(( S nφ )(ỹ)) ≥ log P u (τ,φ,x 0 , δ, n, ǫ) − 1.
Then we construct measuresν n as follows:
, whereδ · denotes a Dirac measure. Letμ
Then there exists a subsequence {n i } such that lim i→∞μ ni =μ.
It is easy to check thatμ ∈ M(τ ).
We can choose a partition η ∈ P u (M f ) such that W u (x 0 , δ) ⊂ η(x 0 ) (by shrinking δ if necessary). Then choose a finite partition α of M f with sufficiently small diameter such that µ(∂Π(α)) = 0 and suppose that α contains K elements. Let α u denote the corresponding measurable partition in P u (M f ) constructed via α.
Fix q, n ∈ N with 1 < q ≤ n − 1. Put a(j) = n−j q , j = 0, 1, · · · , q − 1, where we denote by [a] the integer part of a. Then where T j = {0, 1, · · · , j − 1} ∪ {j + aq(j), · · · , n − 1}. Note that Card T j ≤ 2q. Moreover, we require that diam(α) ≪ ǫ. Then Asν n is supported on W u (x 0 , δ), for each j = 0, · · · , q − 1, we can choose α, β n ∈ P(M f ) such that β 1 < β 2 < · · · < β n < · · · and B(β n ) ր B(τ j η), and moreover, (Πτ jν )(∂(Π(α q−1 0 ))) = 0, (Πτ j ν)(∂(Π(β n ) q−1 0 )) = 0. Then applying Lemma 5. Let ǫ → 0, we have P u (τ,φ,x 0 , δ) ≤ h u µ (f ) + M fφ dμ. Recall that P u (f, ϕ) = P u (τ,φ, δ) ≤ P u (τ,φ,x 0 , δ) + ρ. The proof of Theorem C is complete.
u-equilibrium states for endomorphisms
In this subsection, we introduce the notion of u-equilibrium state and list some results concerning it, whose proofs are similar to those in [2] . Let ϕ ∈ C(M ). We denote by M u (f, ϕ) the set of all u-equilibrium states for ϕ.
Propositon 5.4 Let ϕ ∈ C(M ), then we have the following properties related with u-equilibrium states.
(i) M u (f, ϕ) is non-empty, and it is convex, in particular, the measure of maximal unstable metric entropy always exists;
(ii) the extreme points of M u (f, ϕ) are precisely ergodic members of M u (f, ϕ);
(iii) M u (f, ϕ) is compact and has an ergodic u-equilibrium state;
(iv) assume ϕ, ψ ∈ C(M ) are cohomologous, i.e. ϕ = ψ + σ − σ • τ − c for some c ∈ R and σ ∈ C(M ). Then ϕ and ψ have the same u-equilibrium states, and P u (f, ϕ) = P u (f, ψ) − c.
