Abstract-Many techniques in the area of 3D face recognition rely on local descriptors to characterize the surface-shape information around points of interest (or keypoints) in the 3D images. Despite the fact that a lot of advancements have been made in the area of keypoint descriptors over the last years, the literature on 3D-face recognition for the most part still focuses on established descriptors, such as SIFT and SURF, and largely neglects more recent descriptors, such as the FREAK descriptor. In this paper we try to bridge this gap and assess the usefulness of the FREAK descriptor for the task for 3D face recognition. Of particular interest to us is a direct comparison of the FREAK and SIFT descriptors within a simple verification framework. To evaluate our framework with the two descriptors, we conduct 3D face recognition experiments on the challenging FRGCv2 and UMB-DB databases and show that the FREAK descriptor ensures a very competitive verification performance when compared to the SIFT descriptor, but at a fraction of the computational cost. Our results indicate that the FREAK descriptor is a viable alternative to the SIFT descriptor for the problem of 3D face verification and due to its binary nature is particularly useful for real-timerecognition systems and verification techniques for low-resource devices such as mobile phones, tablets and alike.
I. INTRODUCTION
For many computer vision tasks using local image descriptors has become the norm rather than an exception over the last decades [1] . Image descriptors, such as the SIFT [2] , the SURF [3] or the HOG [4] descriptor, established themselves as state-of-the-art tools for solving various vision-related problems ranging from object detection, recognition and tracking to image stitching and retrieval.
Due to their popularity image descriptors have also found their way into the area of 3D-face recognition, where they were again shown to ensure state-of-the-art recognition results (see e.g., [5] , [6] ). However, most of the available literature on this topic focuses on established descriptors, such as the SIFT or SURF, and largely neglects more recent descriptors, such ORB [7] , BRIEF [8] or FREAK [9] , which unlike SIFT or SURF are binary in nature and, therefore, computationally much simpler. Whether this is a consequence of the superiority of the SIFT and SURF descriptors when applied to a recognition task or pertains to other factors remains an open question.
In this paper we try to address this question and present a comparative assessment of the SIFT and FREAK keypoint descriptors when applied to the task of 3D face recognition. We use the two descriptors within the 3D face recognition framework originally presented in [10] , and apply the framework to images from the FRGCv2 [11] and UMB-DB [12] databases. We assess the descriptors in terms of computational speed and descriptiveness (reflected in the verification performance). The results of our experiments suggest that the FREAK descriptor represents an appealing alternative to the SIFT descriptor and is capable of ensuring a competitive verification performance at a fraction of SIFT's computational cost.
The rest of the paper is structured as follows. In Sections II and III we briefly describe the theory underlying the SIFT and the FREAK descriptors, respectively. In Section IV we introduce the 3D-face-recognition framework used in our experiments and present the experimental results and our main findings. We conclude the paper with some final comments and directions for future work in Section V.
II. SCALE INVARIANT FEATURE TRANSFORM (SIFT)
The Scale Invariant Feature Transform (SIFT), introduced in [2] , represents one of the most popular approaches to keypoint detection and subsequent descriptor calculation. The SIFT algorithm features four important steps: (i) scale-space extrema detection, (ii) removal of unreliable keypoints, (iii) orientation assignment, and (iv) keypoint descriptor calculation. In the remainder of this section we briefly describe all the four steps.
A. Extrema detection
In the first step of the SIFT algorithm, interest points (or keypoints) are identified in the given image by searching for pixels that represent extrema of the Difference-of-Gaussian (DoG) scale-space. Here, the DoG scale-space is defined as a function D(x, y, σ) that is produced through convolution of a variable-scale Difference-of-Gaussian filter and the input image, I(x, y) [13] , [2] :
where σ denotes the standard deviation of the Gaussian G(x, y, σ) and k stands for a scaling factor that controls the Gaussian's size.
Local maxima and minima of D(x, y, σ) are identified by comparing the given sample point with its eight neighbors as well as the nine neighbors in the scale above and below. If the point represents a local extreme, it is selected as a keypoint candidate.
B. Removal of unreliable keypoints
Not all keypoints detected with the procedure described above are actually used for keypoint descriptor calculation. The final keypoints are selected based on different measures of stability. During this step keypoints with low contrast and keypoints with poorly determined locations along edges are discarded.
Two criteria are used for the detection of the unreliable keypoints. The first criterion evaluates the value of |D(x, y, σ)| for each keypoint candidate. If the value is below some threshold, the keypoint is removed, as this indicates that the keypoint was detected in an image area of poor contrast. The second criterion evaluates the ratio of the principal curvatures across an edge and the principal curvature perpendicular to this direction. Note that this is necessary as the DoG function will have strong responses across edges regardless of whether the keypoints at the edge responses are stable (i.e., they have corner-like properties) or not. Thus, for unstable keypoints the ratio will be large and vice versa, for stable keypoints the ratio will be small. Consequently, all keypoints candidates with the ratio below some threshold are retained, otherwise they are discarded.
C. Orientation assignment
In the third step of the SIFT algorithm an orientation is assigned to each keypoint by building a histogram of gradient orientations θ(x, y) weighted by the gradient magnitudes m(x, y) from the key-point's local neighborhood:
where L(x, y) is a Gaussian smoothed image, where the scale of the Gaussian is determined by the scale that closest to the scale at which the keypoint was detected, and
By assigning a consistent orientation to each keypoint, the keypoint descriptor can be represented relative to this orientation and, therefore, can be made invariant to image rotation.
D. Keypoint descriptor calculation
Once the keypoint locations and orientation of each keypoint are determined, a descriptor can be computed for each of the detected keypoints. This fourth step of the SIFT algorithm calculates the SIFT descriptors by first computing the gradient magnitude and orientation at each image point of the 16×16 keypoint neighborhood (Fig. 1 -left) . The keypoint neighborhood is weighted with a Gaussian and then used to compute orientation histograms of subregions of the neighborhood, each subregion having a size of 4 × 4 pixels ( Fig. 1 -right) , with the length of each arrow in Fig. 1 (right) corresponding to the sum of the gradient magnitudes near that direction within the region [2] . Each histogram typically features 8 bins making the final keypoint descriptor comprising 4 × 4 × 8 = 128 elements. The keypoint coordinates of the descriptor as well as the gradient orientations are rotated relative to the keypoint orientation to achieve orientation invariance and the descriptor is ultimately normalized to enhance invariance to changes in illumination [13] , [2] .
E. Matching
A procedure for matching the computed descriptors was also presented in [2] together with the SIFT algorithm. Consider a probe SIFT descriptor and some database of training descriptors 1 . The matching procedure first looks among the training descriptors for the the nearest neighbor of the probe descriptor. Generally, many descriptors do not have a good match among the training descriptors because they were either computed from different image features (and objects) or they arose from background clutter. To discard these descriptors a threshold is used based on which matches that are too ambiguous are discarded. The threshold is applied on the ratio between the distance to the descriptors closest neighbor and its second closest neighbor from the database of training descriptors. If the ratio is below a predefined threshold value the descriptors are declared a match.
III. FAST RETINA KEYPOINT (FREAK) DESCRIPTOR
The FREAK (Fast REtinA Keypoint) [9] descriptor is a binary descriptor computed based on the results of brightnesscomparison tests in a number of sampling locations around a keypoint. Unlike the SIFT algorithm, the FREAK approach does not include a keypoint detectior step, but relies on existing keypoint detectors -most often the AGAST corner detector [14] .
A. Sampling Pattern
The sampling pattern adopted by the FREAK approach is biologically inspired by the retinal pattern in the eye. Thus, the sample points that form the basis for calculating the FREAK descriptor are arranged in the sample pattern shown in FREAK sampling pattern (image taken from [9] ). Red circles represents the standard deviations of the Gaussian kernels applied to the corresponding sampling points. A total of 43 sampling points are selected for the sampling pattern of the FREAK descriptor.
Before the descriptor is computed, the N sample points located around the given keypoint are smoothed with a Gaussian kernel. Here, the size of the kernel is varied with respect to the location of the sampling point to simulate the behavior of the human retina. In analogy to the human visual system, the smoothed image areas around the sampling points are referred to as receptive fields by the authors of [9] . The sampling points of the FREAK descriptor, hence, represent the centers of the receptive fields. Mathematically, this can be defined as follows:
where
In the above equations I(x, y) stands for the input image, G ri (x, y, σ ri ) denotes the Gaussian kernel for the i-th receptive field (i = 1, 2, . . . , N) and L ri (x, y) represents the smoothed version of the input image. The i-th sampling point P i corresponding to the center of the i-th receptive field r i and is defined with the predefined coordinates (x i , y i ) from the sampling pattern, where i = 1, 2, . . . , N.
B. Building the Descriptor
As indicated in the beginning of this section, the FREAK descriptor is constructed based on intensity comparisons between different pairs of smoothed sampling points (i.e., centers of receptive fields). Formally, this can defined as follows. Consider a pair of sampling points P a = (P i , P j ), where i, j ∈ {1, 2, . . . , N} and i = j. The FREAK approach defines a binary encoded intensity comparison s(P a ) on this pair as
The presented comparison forms the basis for building the FREAK descriptor F as a N -dimensional bit string:
The FREAK sampling pattern enables many pair-wise comparisons (binary tests) that would lead to a very large descriptor. However, since many of the pairs might not be useful for describing the content of an image, the authors of [9] run a training algorithm with the sampling pattern presented in Fig. 2 to identify useful pairs for building the descriptor. The final (trained) form of the FREAK descriptor, thus, defines 512 pairs from the sampling pairs that need to be tested in order to compute the bit-string in Eq. (8) . 
C. Orientation normalization
The orientation of the FREAK descriptor is estimated based on 45 selected sampling-point pairs that are arranged symmetrically with respect to the center of the sampling pattern (see Fig. 4 ). Let G be the set of all the selected pairs and assume that local gradients have been computed for all the selected sampling points, then the orientation o of the given keypoint can be computed as:
where M is the number of pairs in G and T (P i ) denotes a function returning the 2D vector of the spatial coordinates of the center of receptive field, i.e., the vector of coordinates of the k-th sampling point
D. Descriptor matching
The procedure for matching FREAK descriptors imitates the coarse-to-fine sacadic search of the human eye. Matching starts by considering only the first 128 bits of the FREAK descriptor carrying coarse information. If the computed Hamming distance is smaller than a predefined threshold, the matching proceeds by considering the remaining bits that represent finer information. With this procedure, more than 90% of the candidate matches are discarded with the first 128 bits of the FREAK descriptor, resulting in an extremely rapid matching step.
IV. EXPERIMENTS

A. Experimental databases
To assess the relative usefulness of the SIFT and FREAK descriptors for the task of 3D face recognition, we use two publicly available databases of 3D facial images, i.e., the FRGCv2 [11] and UMB-DB [12] databases. The FRGCv2 database serves for evaluating the recognition performance ensured by the descriptors within our 3D face recognition framework (presented in the next section) in the case of a large number of subjects with near frontal orientations and major expression variations. The UMB-DB databases is used to examine the robustness of our framework to occlusions given the two descriptors. Images from the two databases represent challenging problems for the existing 3D face recognition technology as evidenced by the sample images presented in Fig. 5 . Here, the upper row depicts sample images from the FRGCv2 database and the lower row shows sample images from the UMB-DB database.
During our experiments we focus on the performance of our face recognition framework with respect to the two descriptors and do not use the otherwise more commonly used metrics for evaluation of detectors and descriptors (i.e. recall and precision), as suggested in [15] . Our experimental results are, therefore, mostly presented in the form of the verification performance (or true accept rate -TAR) at the 0.1% false accept rate (FAR) [16] , [17] , [18] .
B. Experimental setup
For the experimental evaluation we use a similar recognition framework as presented in [10] . A diagram of the framework is presented in Fig. 6 .
The processing chain of our framework starts by low-pass filtering the 3D scans to remove high frequency noise. The depth components (z values) are then interpolated and uniformly re-sampled on the (x, y) plane. After the re-sampling, face localization is performed with a technique relying on k-means clustering (similar to the one presented in [19] ). With this technique, the facial area is extracted from the 3D Fig. 7 . Effect of data representation on the number of detected SIFT keypoints (with default parameters). From left to right: grayscale image, depth image, maximum curvature, mean curvature, z components of the surface normals, shape index (best viewed in color).
scans by clustering the depth data into 3 distinct clusters that commonly correspond to the background, body parts and the face/head region. The cluster with the lowest average depth value typically corresponds to the facial area and is, therefore, retained for further processing. Note that the employed face localization procedure assures only a very rough localization of the facial region. However, it is computationally extremely simple and is able to localize the face even in the presence of severe occlusions, rotations and expression variations, where other localization techniques frequently fail [10] .
As the keypoint-descriptor-calculation methods are optimized for 2D images, it is of major importance in what form the 3D data is passed to the keypoint-detection and the descriptor-calculation procedure. With an unappropriate representation of the depth data, the keypoint detector will be unable to find a sufficient number of keypoints for the recognition procedure to work. Thus, the depth images need to be represented in a reasonable form for our assessment to make sense. Towards this end, we consider different representations of the surface shape to represent our depth data. Specifically, we use pure depth images I r , shape index values I s , mean curvature values I m , maximum curvature values I max and surface normal coordinates I nx , I ny and I nz (see Fig. 7 ). An illustrative example of the effect of different representations on the keypoint detection step of the SIFT algorithm is shown in Fig. 7 .
The keypoint-detection and descriptor-calculation steps of our framework, are implemented with the SIFT and the FREAK approaches. With the SIFT descriptor, the SIFT keypoint-detection procedure is used, while for the FREAK descriptor AGAST keypoint detector is adopted.
The final step in the processing chain of our framework is the matching stage. In this stage a similarity score (or matching score) measuring the similarity between the given probe and target images needs to be computed. Towards this end, each descriptor from the given probe image is matched independently against all descriptors extracted from the given target image. For the descriptor-matching procedure the technique proposed for the SIFT descriptor is used. Recall from Section II-E that the technique relies on the ratio between the distance to the nearest end second nearest neighbor [2] , [15] -we will refer to this matching procedure as the "nearest-neighborratio" matching in the reminder of the paper. Eventually, the number of matching descriptors between the two images serves as similarity measure for the given pair of probe and target images 2 . Fig. 6 . Conceptual diagram of the 3D face recognition framework used in the experiments. During all of our experiments all steps were kept the same, except for the keypoint-descriptor-calculation step, which in one case was implemented with the SIFT algorithm and in the second with the FREAK approach. 
C. Results
In the first series of our experiments we try to evaluate the impact of the selected 3D-surface-shape representation on the keypoint-detection and descriptor-calculation steps, and consequently on the recognition performance of our framework. For this series of experiments we use the FRGCv2 database and compute our performance metrics only on 3D facial images marked as neutral in the database. The experiments are conducted in a all-vs-all manner, thus, each image from the "neutral" subset of the FRGCv2 database is matched against all remaining images in this subset. Due to the selected setup the same images appear as probes and targets, which is common with this database [11] , [10] . Table I presents the results of the first experimental run, where the keypoint-detection step is conducted on different 3D-shape-surface representations and the descriptors are computed from the shape-index representation I s 3 . Note that the best performance (considering both descriptor types) is achieved when both the keypoint-detection and descriptor calculation steps are conducted on the shape-index representation. We argue that this is due to an increased variability in the shape-index representation compared, for example, to the pure depth images, resulting in much more detected keypoints and thus better description of the face.
In the second experimental run of this series of experiments we conduct a similar experiment as in the first run, but this time use the shape-index representation to find the keypoints for the two descriptors and calculates the actual Table I the shape index is again the best representation, which can be explained by the increased robustness of the descriptors, resulting from the invariance of the shape index to scale, translation and rotation [21] . Based on the results of this series of experiments we select the shapeindex representation for all our subsequent experiments.
In the second series of experiments we evaluate the robustness of the keypoint descriptors (within our framework) to variations in the facial expressions and presence to partial occlusions of the facial area. For this series of experiments we use both the FRGCv2 and UMB-DB databases. For the FRGCv2 database we match all images marked as neutral to all image marked as non-neutral. For the UMB-DB we match all non-occluded images against all occluded images. The results of the experiments are presented in Table III . The SIFT-based framework outperforms the FREAK-based one, but the differences in the performance is only around 3% on both databases. Furthermore, the SIFT-based framework is computationally much more expensive as shown in the graphs in Fig. 8 , where the average time needed by our framework to process a single image (given a specific descriptor) is presented. Here, it has to be noted that our experiments were performed on a Intel Xeon CPU @ 2.67 GHz personal desktop computer with 12 GB of RAM. The implementation of the keypoint detectors and descriptor computation procedures is taken from OpenCV [22] and assessed through Matlab 4 . As can be seen from Fig. 8 , the keypoint detection and descriptor calculation times for the FREAK-based framework are much lower than those of the SIFT descriptor. All in all, the results of our experiments suggest that the FREAK descriptor represents a viable alternative to the SIFT descriptor for the task of 3D face recognition. Even with our simple recognition framework, both descriptors ensured high verification performance; in the case of the UMB-DB even comparable to the state-of-the-art (see, e.g., [23] , [24] ). When looking at the speed of computation, the FREAK descriptor definitely has an advantage compared to the SIFT descriptor and is also well suited for building recognition systems for low-resource devices such as mobile phones, tablets and alike.
V. CONCLUSION
We have assessed the relative usefulness of two keypoint descriptors, i.e., the SIFT and the FREAK descriptors, for the task of 3D face recognition. We have shown that despite its binary nature the FREAK descriptor is powerful enough to be used in 3D face recognition systems, where it ensures a recognition performance comparable to the SIFT descriptor, but at a fraction of the computational cost. For our future work, we plan to incorporate the FREAK descriptor into more elaborate recognition schemes, as the results of our experiments suggest that this represents a promising new research direction.
