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As a result of the ever growing number of functionalities and standards to be supported by com-
munication systems, as well as the constant development of radar and imaging technologies, a key
research area in the field of microwaves and millimeter waves is the achievement of reconfigurability
capabilities. In recent years, the progress of MicroElectroMechanical Systems (MEMS) fabrication
techniques has allowed radically challenging the performances of reconfigurable devices based on
established technologies such as controllable ferrite material, semiconductor pin diodes or FET
transistors. Consequently, there is presently significant effort to apply MEMS technology to the
microwave field; in the case of high-cost applications (e.g. radars, satellites), the main reason is
the state-of-the-art performances that MEMS technology can offer; namely, low losses, high linear-
ity, large bandwidth. In the case of mass market (e.g.: mobile phone, GPS receiver), it is rather
pushed by the increasing demand for the integration of numerous microwave functionalities into a
monolithic, small, low-power consuming and low-cost device.
In this context, the objective of this thesis is to contribute to the development of new periodic
or cascadable microwave devices reconfigurable by means of MEMS. Indeed, numerous microwave
devices take advantage of the particular propagation properties of a wave in periodic structures to
achieve given functionalities (e.g. phase shifters, frequency selective surfaces, periodic antennas,
antenna arrays and reflectarrays, metamaterials). For this purpose, analysis and design methods
were developed based on the theory of waves propagating in periodic structures to help in dealing
with different kinds of periodic or cascadable MEMS structures in an integrated approach. The
method comprises the following main steps: the setup of efficient full-wave simulations of MEMS
blocks, the derivation of physical and accurate circuit models, and the development of hybrid
full-wave–circuit model design methods based on periodic structure modeling. It is noticeable
that several theoretical developments presented are not restricted to micromachined and MEMS
devices, but could be of use for many other microwave designs.
Three main classes of devices have been studied and designed to illustrate the versatility of
the approach, as well as the various potentialities of MEMS in microwave applications. The first
structure addressed is an existing microwave MEMS structure, the distributed MEMS transmission
line (DMTL), for which design methods based on the periodic structure modeling were developed.
Analog and digital devices were fabricated, showing excellent agreement with the circuit modeled
results. We also introduce and analyze a new topology for the reduction of the mismatch in
multi-bit DMTLs.
The results presented next consist mainly in theoretical developments on the metamaterial
composite right/left handed transmission line (CRLH-TL) structure, carried out to overcome the
limitations of existing models, which were shown to be inappropriate in the case of MEMS CRLH-
TL implementations. Fixed micromachined devices were successfully designed based on the new
theory, which also allowed the demonstration of the possibility to design especially low/high im-
pedance CRLH-TLs. Next, MEMS implementations of variable CRLH-TLs are presented. Analog
and digital devices were designed, and excellent agreements between full-wave simulations and
circuit models are obtained in both cases. For fabrication reasons, only the analog device could be
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measured to exhibit the expected performances. This constitutes —to the author’s knowledge—
the first implementation of a MEMS-reconfigurable metamaterial structure.
The last device studied is a MEMS-reconfigurable reflectarray cell. A comprehensive assess-
ment of the numerous requirements for such a cell with regard to the functioning of a reconfigurable
reflectarray is first presented, as well as detailed discussions on the rigorous simulation and mea-
surement of the device. A monolithic MEMS reflectarray cell was then designed based on these
considerations, and exhibits excellent performances in comparison with other reconfigurable reflec-
tarray cells based on MEMS and other technologies.
Keywords: Microwaves, Millimeter waves, Micromachining, MicroElectroMechanical Sys-
tems (MEMS), Periodic structure, Phase shifters, Metamaterial, Antennas, Reflectarray.
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Resume´
Le de´veloppement de syste`mes reconfigurables constitue une direction de recherche particulie`re
dans le domaine des hyperfre´quences et ondes millime´triques, en conse´quence du nombre crois-
sant de fonctionnalite´s et standards requis dans les syste`mes de communications, ainsi que
du de´veloppement constant des technologies radar et d’imagerie. Ces dernie`res anne´es, le
de´veloppement des techniques de fabrication de MicroElectroMechanical Systems (MEMS) a per-
mis d’ame´liorer les performances de syste`mes reconfigurables base´s sur des technologies existantes
telles que ferrites, diodes p-i-n et transistors FET. On assiste donc actuellement a` un effort partic-
ulier envers l’application des MEMS au domaine des hyperfre´quences; dans le cas d’applications a`
couˆt e´leve´ (ex.: radars, satellites), la raison principale en sont les exceptionnelles performances que
la technologie MEMS peut potentiellement offrir. Dans le cas de marche´s de masse (ex.: te´le´phonie
mobile, re´cepteurs GPS), c’est la ne´cessite´ d’inte´grer de plus en plus de fonctionnalite´s dans un
syste`me monolithique, petit, a` faible consommation et a` bas couˆt de production.
Dans ce contexte, l’objectif de cette the`se est de contribuer au de´veloppement de nouveaux
syste`mes hyperfre´quence pe´riodiques, reconfigurables graˆce a` la technologie MEMS. En effet, de
nombreux syste`mes hyperfre´quence permettent d’obtenir de tre`s inte´ressantes fonctionnalite´s en
utilisant les proprie´te´s particulie`res de la propagation d’une onde e´lectromagne´tique dans un mi-
lieu pe´riodique (ex.: de´phaseurs, surfaces a` se´lection de fre´quence, antennes pe´riodiques, re´seaux
d’antennes, me´tamateriaux). Dans ce but, des me´thodes d’analyse et de design ont e´te´ de´veloppe´es
sur la base de la the´orie des ondes se propageant dans un milieu pe´riodique, pour traiter de diffe´rents
types de structure pe´riodiques MEMS dans une approche unifie´e. Celle-ci comprend les principaux
points suivants: la mise en place de simulations nume´riques efficaces de blocs MEMS, la de´duction
de mode`les circuit physiques pre´cis, ainsi que le de´veloppement de proce´dures de design hybrides
simulation - circuit, base´es sur la the´orie des structures pe´riodiques. Cependant, on notera que
la plupart des de´veloppements the´oriques conduits dans ce contexte ne se limite pas aux struc-
tures MEMS ou micro-usine´es, mais aussi a` beaucoup de syste`mes similaires bases sur d’autre
technologies.
Trois principaux types de syste`mes ont e´te´ e´tudie´s pour illustrer la polyvalence des me´thodes
de´veloppe´es, ainsi que les diverses potentialite´s des MEMS dans les applications hyperfre´quences.
La premie`re structure concerne´e est un syste`me MEMS pre´alablement existant, la ligne retard a`
MEMS distribue´s (DMTL), pour laquelle des me´thodes de design base´es sur la mode´lisation de
structures pe´riodiques ont e´te´ de´veloppe´es. Des de´monstrateurs analogiques et digitaux ont alors
e´te´ re´alise´s, de´montrant une excellente corre´lation avec les performances mode´lise´es. Finalement,
Une nouvelle topologie pour la re´duction de la de´sadaptation dans les structures multi-bit est
pre´sente´e et analyse´e.
Dans un second temps, nous pre´sentons des re´sultats principalement the´oriques lie´s a` la
structure ’me´tamate´riau’ appele´e composite right/left handed transmission line (CRLH-TL). Ces
de´veloppements sont ne´cessaires pour maˆıtriser les limitations de mode`les existants dans le cas
d’imple´mentation de CRLH-TLs en technologie micro-usine´e et MEMS. Des de´monstrateurs fixes
micro-usine´s ont e´te´ tout d’abord re´alise´s avec succe`s sur la base de cette the´orie, qui a aussi per-
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mis de de´montrer la possibilite´ de concevoir des CRLH-TLs d’impe´dance particulie`rement basse ou
e´leve´e. Puis, des imple´mentations MEMS analogiques et digitales ont e´te´ conc¸ues, pour lesquelles
un excellent accord entre model circuit et simulations nume´riques est obtenu. Pour des raisons de
fabrication, seuls les de´monstrateurs analogiques ont pu eˆtre mesure´s avec succe`s. Cela constitue,
a` notre connaissance, les premie`res re´alisations de me´tamate´riaux reconfigurables au moyen de
MEMS.
Le dernier type de structure e´tudie´ consiste en une cellule de ’reflectarray’ controˆlable par
MEMS. Une e´valuation comple`te des nombreuses exigences pour de telles cellules est tout d’abord
propose´e, ainsi que des conside´rations sur la simulation et mesure rigoureuse d’une telle struc-
ture. Une cellule monolithique a alors e´te´ conc¸ue sur la base de ces de´veloppements, et pre´sente
d’excellentes performances en comparaison d’autres cellules de reflectarray base´es sur la technologie
MEMS ou autre.
Mots cle´s: Hyperfre´quences, Ondes millime´triques, Micro-usinage, MicroElectroMechanical
Systems (MEMS), Structure pe´riodique, De´phaseur, Me´tamate´riaux, Antenne, Reflectarray.
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1. General introduction
1.1. Context of the work
1.1.1. MEMS in microwave applications
The acronym MEMS, forMicroElectroMechanical Systems, does not refer to a class of devices shar-
ing the same functionalities or domain of applications, but rather to a common set of fabrication
techniques. Based on further developments of the fabrication processes established in the field of
microelectronics, MEMS processes allow the combination—at a microscopic scale—of mechanical,
optical or even fluidic elements along with electrical components [1]. Thus, common features to
MEMS in terms of components characteristics are the microscopic size of at least some part of
the device geometry, and the requirement of the presence of some mobile part in the structure
for mechanical interaction with any other ‘field’ (this second characteristic differentiates MEMS
devices from simple micromachined ones).
With earliest developments tracing back to the 1970s, MEMS fabrication techniques made
it possible for systems of all kinds to be more efficient in terms of raw performances, energy-
consumption, size, cost, etc. MEMS-based products were then first commercialized in the 1990s.
Subsequently, they have been successfully applied to various fields, such as electromechanical
sensors (e.g. accelerometers for automobile airbags, gyroscopes), integrated fluidic systems (e.g.
so called ‘lab-on-chip’), optics (e.g. optical switches, low-power small area displays), acoustics
(e.g. MEMS microphones) and other kinds of sensors and actuators (e.g. pressure sensors, ink jet
printer heads). Figure 1.1 shows the forecasted MEMS market up to year 2011, with the detailed
contribution of each of the aforementioned application fields [2].
More recently, MEMS have also been developed for radio frequency (RF) applications, for
instance in the case of resonators [3, 4]. The related class is referred to as RF MEMS and the
various actors active in 2006 in this field are shown in Figure 1.2. Nevertheless, the term RF
MEMS is generally employed so that it also encompasses much higher frequency applications,
namely, in the microwave and millimeter bands. For clarity, we will differentiate here such range
of application and simply refer to the corresponding MEMS as microwave MEMS, which is the
class of MEMS concerned in the present work.
Until recent years, the reconfigurability capabilities of microwave and millimeter wave devices
were solely based on controllable ferrite material, semiconductor pin diodes or field effect transistor
(FET) transistors. However, the development of MEMS technology allowed radically challenging
the performances of reconfigurable microwave devices based on the aforementioned established
technologies [3, 7]. In addition, this process will be further encouraged by the growing interest
15
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Figure 1.1: Foreseen global MEMS market 2006-2011 (courtesy: Yole De´veloppement [2]).
Figure 1.2: Worldwide supply chain for RF MEMS in 2006 (courtesy: Arrro project [5]).
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in the high frequency millimeter wave band (for instance for imaging/sensing and communication
applications [8]), for which the advantage of MEMS proves to be even more significant. Rather than
pushing for the development of completely new microwave and millimeter wave devices, MEMS
technology has mainly allowed increasing dramatically the performances of established topologies
by replacing, for instance, solid state devices by MEMS ones. As an example, Figure 1.3 shows the
numerous sub-functionalities in a telecom repeater that could potentially benefit from a MEMS
implementation. Here is a brief overview of demonstrated benefits of the use of MEMS in microwave
and millimeter wave devices, with regard to established technologies for reconfigurability such as
ferrite materials, pin diodes or FET transistors:
• Low insertion loss: especially towards high frequencies.
• Large bandwidth: no fundamental frequency limitation.
• Low drive power: no DC power consumption outside switching.
• Monolithic integration of microwave actives and passives, which reduces assembly cost as
well as losses and parasitics.
• Good Linearity: possibility to use linear materials only.
• Low cost: use of microelectronics batch fabrication techniques.
• Small size and weight.
Nevertheless, there are as well some causes for concern for the application of microwave MEMS in
’real life’ applications:
• Limited power handling.
• Reliability, lifetime.
• Requirement of hermetic package.
Compared with other classes of MEMS, microwave MEMS are still in their early developments.
Nevertheless, there has been in recent years a significant effort in this direction; in the case of high
cost applications (e.g. radars, satellites), the main reason is the state-of-the-art performances that
MEMS technology can offer; in the case of mass market (e.g.: mobile phone, GPS receiver), it is
rather pushed by the increasing demand for the integration of numerous microwave functionalities
in a single, small, low-power consuming and low-cost device. As can be observed in Figure 1.1, it
is expected that the market for RF MEMS will significantly increase in the coming years.
1.1.2. Research projects
The work carried out in this thesis was mainly funded by the 6th Framework Program of the
European Union on Information Society Technology (IST). A good overview of worldwide public
funding in the domain of RF MEMS is shown in the left hand side of Figure 1.4. The right
hand side of the figure shows the different projects funded by the European Commission in this
field, among which the three projects the author of this thesis was involved in (the names of
these projects are boxed in the legend of the figure). In the first project, entitled WIDE-RF:
17
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Figure 1.3: Sub-functionalities in a transparent satellite telecom repeater that could benefit
from a MEMS implementation (courtesy: Thales Alenia Space, source: [6]).
Figure 1.4: Left: worldwide estimated cumulative public funding of RF MEMS research
between 2000 and 2006. Right: European Commission RF MEMS research
projects funding since 1998 (Courtesy: Arrro project [5]).
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Innovative MEMS for Wideband Reconfigurable RF Microsystems [9], our task was to model,
design and measure MEMS variable capacitors and DMTLs. The most relevant results obtained
in this project are presented in this thesis. In the second project, NanoTIMER: Nanotechnology
in Mechanical-electrical Resonators [10], we designed an optimal package for MEMS resonators,
as well as characterized the parasitics for the overall packaged resonators. This work is however
not reported in this thesis, since quite out of the scope of the rest of the here presented work.
The third source of funding was somehow different from the aforementioned ones since it
consists in a so-called Network of Excellence, meant to improve synergies and collaborations in the
field of RF MEMS in Europe. Entitled AMICOM: European Network of Excellence on RF MEMS
and RF Microsystems [11], the network’s impact on this work was mainly to provide some multi-
project MEMS fabrication runs. More precisely, the participation of EPFL in AMICOM allowed
us to design devices on three different runs, on available surfaces ranging from 1 to 2 cm2. Two of
these runs were used for the design of MEMS composite right/left handed transmission lines (V-
CRLH-TLs), whereas the third run was employed for the design of monolithic reflectarray cells.
The choice of these designs was thus not imposed by external funding or constraints; they were
selected as very interesting microwave periodic structures, to which MEMS technology could be
beneficial to reconfigurability capabilities and integration. Finally, within AMICOM was launched
the smaller scale project RARPA: Reflectarrays and Reconfigurable Printed Antennas [12]. There,
we designed MEMS-controllable RA antenna cells on low temperature co-fired ceramics (LTCC)
technology.
1.2. Objectives and organization of the thesis
1.2.1. Motivation and objectives
As a result of the very interesting features of MEMS for microwave applications listed above,
there has been in the last years intensive research effort in the developments of microwave MEMS
switches, tunable capacitors, phase shifters, filters and reconfigurable antennas. Nevertheless, this
research is still in its early stage, compared with other aforementioned application domains for
MEMS. Indeed, although numerous interesting works have been published, very few devices have
so far reached the market, and these almost only consist in MEMS switches1, namely, the most
simple of the above microwave MEMS.
In this context, the objective of this thesis is to contribute to the development of new mi-
crowave functionalities as well as to improve existing architectures of microwave structures using
MEMS devices. More precisely, we will focus here on periodic or cascadable microwave devices.
Indeed, numerous microwave devices take advantage of the particular propagation properties of
a wave in periodic structures to achieve given functionalities; one can name: distributed phase
shifters, frequency selective surfaces (FSSs), periodic antennas, antenna arrays and reflectarrays,
and more recently, metamaterials. The idea here is to develop analysis and design methods based
1We do not consider FBARs and MEMS resonators here, as they are not properly speaking microwave MEMS due
to their generally low operating frequency.
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on the theory of waves propagating in periodic structures to help in dealing with different kinds of
periodic or cascadable MEMS structures in an integrated approach. It should be emphasized here
that the term periodic as used in the title of this thesis is rather linked with the theory usually
employed for periodic structure but is not limited to real periodic structure only. Indeed, we will
show that this approach is also very interesting for the design of any finite periodic structure. At
the limit, a single cascadable device can be seen as a 1-cell periodic and treated accordingly.
These concepts will be applied to three main classes of devices which will be designed, fab-
ricated, and fully characterized. The first two are 1-dimensional transmission line structures,
namely, the distributed MEMS transmission line (DMTL) and the MEMS composite right/left
handed transmission line (V-CRLH-TL)1. Then, we develop MEMS-controlled reflectarray an-
tenna elements, which are different from the previous devices in the sense that they are the unit
cells of 2-dimensional periodic structures illuminated by a plane wave.
The development of MEMS microwave devices requires not only an efficient electromagnetic
design but also some electromechanical modeling and fabrication process development. Although
these issues obviously had to be addressed in this work to realize functioning devices — in practice,
electromechanical and electromagnetic designs are not fully independent— the emphasis in this
work is put on the electromagnetic design and other aforementioned issues will only be briefly
commented. Finally, let us note that a large part of the original contributions in this thesis are
not limited to MEMS devices only. Indeed, in the process of developing particular MEMS devices,
general theoretical results for a given class of structure were obtained, which could be of use for
the implementation of such type of device in other technologies than MEMS.
1.2.2. Outline and original contributions
In this section, we describe the organization of this thesis and provide some comments about the
original contributions linked with each chapter. The first part of the thesis (Chapters 2 to 7)
focuses on the 1-D TL structures — the DMTLs, fixed CRLH-TLs and V-CRLH-TLs, whereas the
second deals with the reflectarray application, namely, a 2-D periodic structure interacting with a
field in free space rather than guided waves (Chapters 8 and 9).
Chapter 2: Periodic Structure Modeling
Description: First, this chapter studies the fundamental properties of periodic TL struc-
tures composed of identical cascaded unit cells, the results of which will be employed for the
development of design methods for the 1-D MEMS devices. Particular solutions especially
useful for the design of the following MEMS structures are also provided. The theory is then
extended to the multimode case, which allows us to take into account the inter-cell coupling
through higher order modes —whether propagating or evanescent— of the waveguide com-
prising the ports of the cell.
Original contribution: The basis of the theory presented in this chapter, usually referred to
as Bloch wave theory is not new and addressed in several textbooks. However, the develop-
ments are carried out here in a way which allows the clear identification of the link between
1Note that fixed micromachined composite right/left handed transmission line (CRLH-TL) will also be designed
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the different mathematical solutions in the light of physical considerations. Some other in-
tuitive and analytical considerations are also made to show that the Bloch wave periodic
structure modeling is not only valid for infinite periodic structures but also allows dealing
with terminated finite-size periodic structures without any further assumption. Finally, new
contributions are brought to the considerations of higher order modes interactions in the
periodic structure modeling.
Chapter 3: Building Blocks
Description: In order to design efficiently devices such as DMTLs, MEMS V-CRLH-TLs, or
MEMS-based reflectarray cells, it is necessary to work first on a ‘building block’ level, these
blocks being the different MEMS or micromachined ‘units’ constituting the microwave device.
Since most of the design methods presented afterwards are based on equivalent circuits, we
especially wish to derive simple and accurate circuit models for such blocks. In this context,
this chapter discusses the simulation, measurement, and extraction of lumped elements for
several ‘building blocs’ to be employed in the MEMS devices presented in later chapters.
This includes a comprehensive characterization of micromachined coplanar waveguides with
regard to non-conventional materials used in MEMS processes.
Original contribution: This chapter does not present major innovative results but rather
several practical issues linked with the simulation, measurement and method of extraction
for any integrated ‘block’. In addition, we present here several new MEMS devices that were
designed for the particular applications treated in this thesis in Chapters 4 to 9.
Chapter 4: DMTLs Design
Description: In this chapter, we present the design strategies and results obtained for the
single-bit DMTL. First, applications for DMTLs are discussed along with related calcula-
tions, in order to deduce relevant information for the optimization strategies. The two design
algorithms developed, based on the periodic structure modeling, are then explained step-by-
step. Finally, some measurement results for an analog and a digital DMTL are presented,
along with circuit model results.
Original contribution: Several points in the design algorithms presented here are inspired
from previous works on ‘non-MEMS’ distributed delay lines and DMTLs. However, the
methods also include several new aspects and improvements, mostly thanks to the periodic
structure modeling approach. Finally, the two methods presented allow targeting different
goals in the optimization procedure.
Chapter 5: Multi-bit DMTLs
Description: Here we present a simple solution to improve the matching of multi-bit DMTLs,
which is an important limitation of digital DMTL implementations. First, we discuss the
issue of matching in conventional multi-bit DMTL and introduce the new topology. The
advantages of the latter are then explained both intuitively and based on detailed analytical
developments. Afterwards, a design strategy for the new topology is discussed, based on the
design method presented in the previous chapter. Finally, complete designs of DMTLs of the
conventional and new types are carried out to validate the design method and demonstrate
the advantages of the new topology.
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Original contribution: To our knowledge, the advantageous multi-bit topology presented
in this chapter was first introduced by the author. The corresponding analysis and design
method are thus obviously new, and not limited to MEMS-based phase shifters only.
Chapter 6: CRLH-TLs: Theory and Micromachined Implementation
Description: In this chapter, we first study in detail the CRLH-TL structure from a theo-
retical point of view and discuss the notion of effective media for this particular metamaterial
structure. Then, we present a simple method to design optimally matched CRLH-TLs, based
on the computation of the Bloch wave equivalent impedance of the corresponding unit cell
circuit. The modeling and design strategies are then validated by measurements on micro-
machined CRLH-TLs realizations.
Original contribution: Here we show that the theory for CRLH-TL as developed in the
literature is based on assumptions not suited to micromachined realization as well as some
other useful CRLH-TL implementations, and that this is linked with the effective medium
assumption commonly employed for the analysis of such structures. Thus, a new theoretical
approach is developed, which is exact on the basis on the CRLH-TL unit cell circuit while
providing very simple design expressions. Finally, we show that this new approach allows
designing CRLH-TLs whose impedance is much beyond the range achievable in the usual
case of effective CRLH-TLs.
Chapter 7: MEMS V-CRLH-TLs
Description: In this chapter, we present the MEMS-variable counterpart of the microma-
chined CRLH-TL described in the previous chapter. We show that an efficient design can
be made using a Bloch wave formalism, accurate circuit models and a limited number of
full-wave simulations. Both analog and digital devices are designed and fully characterized.
In the second step, we present some applications of the designed MEMS V-CRLH-TL, which
consist in differential phase shifters with interesting phase properties.
Original contribution: The devices presented are, to the author’s knowledge, the first re-
ported MEMS V-CRLH-TLs. The applications proposed are inspired from a previous work
but generalized for reconfigurability and versatility in the phase response.
Chapter 8: Reconfigurable Reflectarray Cell Theory
Description: In this chapter, we first discuss in detail the various requirements for the
design of MEMS-based reconfigurable RA cells. We then discuss the theory and modeling of
2-D periodic structures interacting with a field in free space, which are based on Floquet’s
theorem. Then, a comprehensive theoretical discussion of the possibilities and limitations in
the simulations and measurements of such cells in an array environment is provided. These
developments and the simulation methods are finally validated using dedicated passive test
devices.
Original contribution: Although based on results available in the literature, this chapter
brings new contributions to the different topics addressed. In the case of the requirements
for the RA cells, we integrate some well-known issues linked with fixed-beam RA with new
ones related to the design of reconfigurable devices. Concerning the characterization of such
cells, we provide a comprehensive theoretical assessment of the requirements on the device
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and correct measurement/simulation setups for a valid comparison and interpretation of the
results.
Chapter 9: MEMS Reflectarray Cells
Description: This chapter presents the design of RA cells controlled by MEMS and fab-
ricated in a monolithic process. The design procedures are detailed with regard to the
requirements highlighted in the previous chapter. In addition, we explain the strategy em-
ployed to dramatically reduce the computation time, which would otherwise be prohibitive.
Original contribution: In view of the very fragmented results on MEMS RA cells available
in the literature, the devices designed here present, to the author’s knowledge, the most
comprehensive and state-of-the-art performances.
Chapter 10: Conclusions and perspectives We conclude with some summary and general assess-
ment of the work achieved in this thesis, and discuss the perspectives of MEMS technology
in microwave and millimeter wave applications.
Appendices
Two appendices are provided, briefly treating some electromechanical issues and describing
the different MEMS fabrication processes employed for the realization of the demonstrators




2. Periodic Structure Transmission Line Theory
2.1. Introduction
First, this chapter studies the fundamental properties of periodic structures composed of identical
cascaded 2-port networks, which will hereafter be referred to as the cells of the structure. The
associated theory, known as the Bloch wave theory1, is well known and addressed in numerous
textbooks such as [13] and [14]. Thus, the first part of this chapter mainly consists in rewriting
Bloch theory in the notation that will be used throughout this thesis. However, we also pay
particular attention to the signs within the developments, in order to subsequently link the different
mathematical solutions to physical considerations.
Some additional developments to the ones available in the aforementioned references are also
provided to show that the Bloch wave periodic structure modeling is not only valid for infinite pe-
riodic structures but also allows dealing with terminated finite-size periodic structures without any
further assumption. Then, we develop in more detail the expressions in the particular case where
the cell is composed of an ’obstacle’ loading a TL, since this is the case of several micromachined
and MEMS structures to be studied in this thesis.
In the last part of this chapter, the theory is extended to the multimodal case and an example
and comments about the necessity of taking into account higher order modes are discussed.
2.2. General developments
2.2.1. Naming convention
For clarity in the following discussion, let us first explicitly write the naming conventions employed
here about the propagation of waves:
Propagating vs. evanescent waves: A non-attenuated propagating wave exhibits α = 0 and
β 6= 0. However, a propagating wave can also be attenuated so that α 6= 0 and β 6= 0. An
evanescent wave is characterized by α 6= 0 and β = 0.
Purely traveling waves: A purely traveling wave is a ‘single’ wave propagating either toward
the positive or negative direction of the axis of the periodic structure, hence according to U (z) =
U0 exp(±γz). This traveling wave can be propagating or evanescent.
1by analogy with the quantum-mechanical electron waves that propagate through periodic crystal lattice in a solid.
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Forward vs. backward propagation: We refer to a forward propagation when the phase and
group velocity of a purely traveling wave are in the same direction, whereas a backward propagation
means that phase and group velocities are antiparallel. Let us note that forward and backward
propagations are also sometimes referred to as direct and inverse, respectively.
Concerning the naming of the parameters describing the propagation in the periodic structure,
they are referred to as periodic structure equivalents, or Bloch wave equivalents and are thus denoted
with the subscript equ as follows:
γequ: Periodic structure (Bloch wave) equivalent propagation constant.
αequ, βequ: Real and imaginary parts of γequ.
Zequ: Periodic structure (Bloch wave) equivalent characteristic impedance.
2.2.2. Transmission matrix eigenvalue problem
Let us imagine that a periodic structure supports the propagation of a purely traveling wave.
In this case, voltage and current corresponding to the traveling wave must obviously have the
same dependence on the direction of propagation z, and this dependence must be of the usual
exponential form exp(∓γequd) with γequ = αequ + jβequ so that we write :{
U (z + d) = U (z) exp(∓γequd)
I (z + d) = I (z) exp(∓γequd) (2.1)
This means that γequ is the propagation constant of the wave supported by the periodic
structure and we verify that the attenuation is |U (z + d)/U (z)| = exp(∓αequd) and the phase
shift arg [U (z + d)/U (z)] = ∓βequd.
Formula (2.1) links voltage and current between cell ports, but gives no information about
the electrical quantities inside the cells. The ± sign means that two waves propagating in opposite
directions are supported by the structure and that these waves are described by the same prop-
agation constant1 in the case of reciprocal structures. We must now prove that there exists γequ
so that (2.1) is true. If we compare the above expressions with the definition of the transmission






U (z + d)




U (z + d)
I (z + d)
]
(2.2)
Some observation of the above equation shows that the equivalent propagation constant γequ
of the loaded line is found by solving an eigenvalue problem, where exp(±γequd) are the two
eigenvalues of the matrix Tcell. In other words, we have:
det {[Tcell]− exp(±γequd) [I]} = 0 (2.3)
1This is not exactly equivalent to writing γequ and implicitly considering that this parameter can be either positive
or negative. Indeed, by writing the equation for two different opposite solutions, we will be able to determine if
different signs in some following results are linked with the sign of γequ or independent from it.
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With the definition Tcell = [Acell Bcell ; Ccell Dcell], we find:
AcellDcell −BcellCcell + exp (±2γequd)− exp (±γequd) (Acell +Dcell) = 0 (2.4)
2.2.3. Equivalent propagation constant γequ
a. General case
Any reciprocal network transmission matrix (reciprocity is assumed in these developments) has
the property AcellDcell − BcellCcell = 1, which allows simplifying (2.4). Then, multiplying by






As we found solutions for γequ, we actually proved that the periodic structure supports trav-
eling waves according to (2.1). This result is a simple form of Floquet’s Theorem, which will be
addressed in its general form in Chapter 8. The wave supported by the structure can be purely
propagating, evanescent, or propagating and attenuated, depending on the properties of the cell
cascaded and the frequency. We also observe that the same propagation constant is obtained if
Acell and Dcell are inverted. Since inverting Acell and Dcell is equivalent to physically revert the
reciprocal two-port described by the matrix Tcell, this confirms that the propagation constant is
the same for both propagation directions in the structure, as the solution above in cosh is equally
found for each eigenvalue exp(±γequd).
b. Symmetrical cells
By definition of the transmission matrix, Acell = Dcell for symmetrical cells. In this case, the
expression for the propagation constant reduces to:
cosh (γequd) = Acell (2.6)
2.2.4. Equivalent characteristic impedance Zequ
a. Eigenvalues method
In practice, a periodic structure will be terminated and it is necessary to set appropriate boundary
conditions at the extremities of the structure. For that reason, it is most important to derive not
only the propagation constant, but also the characteristic impedance of the periodic structure,





Note: By definition of the characteristic impedance, U (z) and I (z) in (2.7) must be associated
with a purely traveling wave. We observe that this is consistent with the initial definition of U (z)
and I (z) in (2.1).
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U (z) = AcellU (z + d) +BcellI (z + d) = exp(±γequd)U (z + d) (2.9)
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I (z + d)
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−Bcell
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Now, let us write the solution of the eigenvalue problem (2.4) as (making use of the reciprocity
assumption):








Note that it is, at this stage, impossible to associate the sign before the square root to one of
the signs before γequd. Indeed, each sign preceding the square root is solution for each sign initially















Here, the sign preceding the expression of Zequ is + because the + (respectively -) sign in the
exponential argument of (2.13) corresponds to the + (respectively -) sign of (2.11). This issue is
however not to be mistaken with the sign before the square root, which will be discussed later on.
By definition, Zequ1 and Zequ2 are the same quantity. However, the ± sign in each expression
actually leads to four ‘couples’ Zequ1 = Zequ2, which might not be all true. By the following
method, we can verify if Zequ1 = Zequ2, and in which cases:







We substitute (2.14) and (2.15) into these equalities and find:
A2cell +D
2
cell ± (Acell −Dcell)
√
(Acell +Dcell)
2 − 4− 2 = −2BcellCcell (2.16)
1 Remark: The transmission matrix can also be defined in the other direction (i.e. so as to transform current and
voltage from z to z+d). Consequently, it is important to define properly the signs when calculating the elements
of the transmission matrix, so that they correspond to the convention used in these developments.
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Let us consider the symmetrical case, hence Acell = Dcell. We obtain:
A2cell +BcellCcell = 1 (2.17)
This is not possible for a reciprocal symmetrical network, for which A2cell − BcellCcell = 1 is







not true since not true in the particular case of a symmetrical two-port network.







Similarly, but in the general asymmetrical case, we find after some calculations:
AcellDcell −BcellCcell = 1 (2.18)
This is always true and verifies that the two expressions found for the characteristic im-
pedances are actually the same, with the restriction of choosing the appropriate sign before








Note: Zequ can be normalized or not, depending on the transmission matrix normalization. The
transmission parameters are themselves normalized if the impedances/admittances from which they
are deduced are normalized.
Since Zequ is by definition the ratio U (z)/I (z) and [U (z) ; I (z)] the eigenvector of the matrix
Tcell [see (2.7) and (2.2), respectively], the eigenvectors of the operator Tcell can be written as a







So, we showed that the equivalent propagation constant γequ is linked with the eigenvalues
exp (∓γequd) of the unit cell transmission matrix Tcell, whereas the equivalent impedance Zequ





b. Single cell method
This section presents a simple and intuitive, alternative way to calculate the equivalent impedance
of the periodic structure, based on the analysis of a cell connected to a given load impedance ZL,








U (z + d)




AcellU (z + d) +BcellI (z + d)
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Þ
Figure 2.1: Circuit for the ‘single cell’ method determination of the equivalent Bloch im-
pedance.





U (z + d)
I (z + d)
(2.22)








If ZIN = ZL, this means that the two-port network transforms the impedance seen at its right
terminal to the same impedance at its left input. If now more than one cell are cascaded at the
left of the load, the same input impedance will be repeated at each connection. Consequently,
this means that that the load impedance ZL such that ZIN = ZL is the equivalent characteristic
impedance Zequ of the structure. So, we introduce the condition Zequ ≡ ZIN = ZL in the last








This result is the same as the one found by means of the eigenvalues method (it is actually
one of the solutions, which was proven to be equivalent to the other one), which concludes the
demonstration.
Finally, let us note that the propagation constant given by (2.5) can also be found using this
method. Indeed, when Zequ = ZL, there is no reflected wave and we simply have:
U (z + d)
U (z)
= exp (−γequd) (2.25)
Using then the definition cosh (x) = (exp (+x) + exp (−x))/2 and (2.21) allows obtaining (2.5),
after some algebraic operations.
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c. Symmetrical cell
If a cell is reciprocal and symmetrical, we know that AcellDcell − BcellCcell = 1 and Acell = Dcell,





















2.3. Solutions and signs discussion
2.3.1. Equivalent propagation constant γequ
The mathematical developments for the propagation constant γequ in the periodic structures led to
two solutions given by (2.5), which thus only differ by their sign. We noted that both solutions exist
at any frequency and correspond to the two possible directions of propagation. The question we
face now is how to link each solution to a given propagation direction, since this information could
not be deduced from the mathematical developments. As will be shown below, a good physical
interpretation of the solutions is not trivial when forward, backward or even negative group velocity
bands exist (see this chapter’s appendix). Understanding that propagation behavior with regard to
the mathematical results will be especially important to select the right solution for the impedance
among the two solutions found previously. Finally, another illustration of the need of these results
will be given in Chapter 6 in the case of the CRLH-TL structure.
For that purpose, we will now discuss two possible sign conventions in the light of physical
considerations. First, let us recall the definitions of phase and group velocities:







Positive group velocity (vg > 0) convention: The first convention proposed here is to force a pos-
itive group velocity (vg > 0) to choose the sign of the γequ solution. According to (2.28), this
means that the sign chosen is the one corresponding to a positive β (ω) slope. This does not
mean that we restrict the solution to one direction of propagation, since +z and −z remain
in the expression for U (z), and is only a question of consistency in the definitions since waves
can actually propagate in both directions at any frequency.
Positive phase velocity (vφ > 0) convention: Usually, purely traveling waves U+ (z) and U− (z)
propagating in the +z and −z directions, respectively, are written as follows:
U+ (z) = U0+ exp(−γz) and U− (z) = U0− exp(+γz) (2.29)
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0gv vφ >
0gv vφ <
0 , 0gv vφ > >
0 , 0gv vφ < <
0 , 0gv vφ < >











Figure 2.2: Intuitive illustration of the signs of phase and group velocities in forward and
backward bands.
with γ = α+jβ. To be consistent with the convention that U+ (z) and U− (z) are respectively
propagating in the +z and −z directions, inspection of the above equations shows that β
must always be positive. According to (2.27), the sign of the phase velocity is obviously that
of β and this convention is thus referred to as positive phase velocity (vφ > 0).
In the case of a forward propagation, which is the usual TL behavior, the phase velocity vφ is in
the same direction as the group velocity vg so that vφvg > 0. We can see in Figure 2.2 that if
an energy source is placed at one end of a semi-infinite line, a purely traveling wave propagates
away from the source. The two reverse lines in the figure represent the two possible directions of
propagations, with the associated velocities signs with regard to the z axis, which is identically
defined for both propagation directions. In the case of backward propagation, the phase velocity
vφ is opposite to the group velocity vg so that vφvg < 0. Except for very particular cases1, the
energy/information propagates in the same direction as the group velocity. Consequently, it is
physically sensible to set the convention that the group velocity is directed from the source to
the load (here the infinite line). By doing so, we set the convention that vg > 0, both in forward
and backward bands. We can also think from a group delay point of view, which represents the
time for the energy/information carried by the signal to travel through the line. It is logical
that this quantity is always positive, which is the case only with this convention. According to
this convention and due to the conservation of energy, the attenuation coefficient α will always
1 The group velocity can be antiparallel with the energy/information propagation in very particular cases. This
issue is treated in this chapter’s appendix. However, these special cases can be identified by observation of the
propagation characteristic and are also very rare. Therefore, and for the sake of simplicity, all present develop-
ments consider that the energy propagates in the same direction as the group velocity, and any extraordinary
behavior will be treated in a second stage.
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Figure 2.3: Intuitive illustration of the signs of phase and group velocity in forward and
backward bands, using the convention of positive group velocity (vg > 0).
be positive for a positive group velocity, whatever the type of propagation, namely forward or
backward.
All cases for the signs of vφ and vg are depicted in Figure 2.2. In the general case of a finite
periodic structure, there are waves propagating in both direction but we can consider only one
direction to set the convention, as we know that we only need to change the sign of α and β to
describe propagation of the energy in the other direction. With regard to the intuitive illustration
of Figure 2.2 this means that we can choose a certain position for the source. We decide to put it at
the left end of the line (toward −z) so that vφ > 0 corresponds to the forward band. Figure 2.4(a)
shows a numerical example of the computed γequ with adequate post processing regarding the
selection of solution, according to the vg > 0 convention discussed above. The structure concerned
here consists of a TL loaded with shunt loading elements with a mainly capacitive behavior. As can
be seen in the figure, it exhibits stop and passbands, themselves either corresponding to forward
or backward propagations.
If we had chosen the vφ > 0 convention, it would mean that we deal with waves whose
phase velocity is always in the +z direction. We will now give an example which shows that this
convention is physically inadequate. Let us consider a finite structure having both forward and
backward bands. We connect a source to the left termination of the structure (toward −z) and
a perfect load to the right one (toward +z). This situation is obviously equivalent to the infinite
line presented above but practically more realistic. As the convention sets that the phase velocity
is always positive, this means that in the forward band, the group velocity and energy flow are
positive. This is physically correct since the energy then flows from the source to the load. Now
let us consider an backward band, defined by vφvg < 0. Since in this case vφvg < 0, using the
vφ > 0 convention means that the group velocity is negative and that the energy travels towards
the −z direction. In other words, this means that the energy is transmitted from the load to the
source, which is obviously not true and a consequence of the vφ > 0 convention.
This problem is overcome by using the vg > 0 convention. However, the representation ‘β
positive’ is sometimes used in the literature. In this case, the sign of α must be negative in the
backward bands in order to fulfil the requirement that the energy carried by a propagating wave
33
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stop pass stop 
(a) positive group velocity (vg > 0).



























(b) positive phase velocity (vφ > 0).
Figure 2.4: Example of a band structure with different sign conventions vg > 0 and vφ > 0.
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is attenuated in the direction of propagation of the energy. Consequently, α is positive within the
‘forward’ bands but negative within the ‘backward’ bands. With this convention, the graphs of
Figure 2.4(a) become the ones shown in Figure 2.4(b).
2.3.2. Equivalent characteristic impedance Zequ
Concerning now the equivalent characteristic impedance Zequ, not only the sign is to be determined
since two solutions different in magnitude were found in the general case [see (2.19)]. However,
(2.26) shows that in the symmetrical case, only the sign of the impedance changes. Although it
is in general understood that these two solutions are linked to different propagation directions,
developments available in the literature do not provide any convincing explanation to support this
statement. Indeed, a careful attention paid to the signs in the previous calculations showed that
both solutions for Zequ are found for each eigenvalue. Moreover, the problem of determining which
impedance solution corresponds to which propagation direction remains and we will now try to
address these questions with regard to our convention.
Figure 2.5: Representation of the eigenvectors in the U -I plane for a symmetrical cell.
Figure 2.5 is a graphical representation, in the U -I plane, of the two eigenvectors of the cell
transmission matrix in the symmetrical case [see (2.20)]. We see that in this case, and for a given
voltage at a point of the line, the two eigenvectors correspond to opposite currents. On the other
hand, we know that in the case of uniform lines (which are degenerate periodic structures), two
waves exhibiting the same voltage but opposed currents correspond to traveling waves propagating
in opposite directions. Therefore, we can conclude that each solution found for the impedance
actually corresponds to a particular direction of propagation. Nevertheless, we must now establish
some criterion to deduce which solution should be selected in each particular propagation type, in
relation with the set convention.
Energy propagation toward +z: First, let us again consider a semi-infinite line with a source
located at its left terminal. By doing so, we consider a pure propagating wave with energy prop-
agating toward +z, as shown in Figure 2.6. The convention for the sign of the current and the
voltage is also depicted in the figure. Except for the aforementioned negative group velocity prop-
agation, the group velocity and Poynting vector are directed toward +z, for both forward and
backward bands, as a result of the conservation of energy and causality. We can write the active
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power transmitted at any point in the line, which is necessarily positive:
Pact = Re [U (z) I∗ (z)] > 0 (2.30)
For this wave propagating to the right, we link voltage and current by the impedance Z+equ:
U (z) = Z+equI (z) (2.31)
and we develop:





= |I (z)|2Re [Z+equ] > 0 (2.32)




Figure 2.6: Sign definition of current and group velocity for a wave propagating toward +z.
Energy propagation toward −z: If we now locate the source at the right end of the line and
keep the same conventions for the axis z and for U (z) and I (z), we obtain the situation depicted in
Figure 2.7. As the convention for U (z) and I (z) is the same, and that the energy is propagating
in the other direction, we obviously have a change of sign in the expression of the transmitted
active power, which is now negative:
Pact = Re [U (z) I∗ (z)] < 0 (2.33)
The impedance definition is still the same, since the convention for U (z) and I (z) is the same:
U (z) = Z−equI (z) (2.34)
So, if we develop the expression of transmitted active power:





We see that the real part of the characteristic impedance Zequ must now be negative.
The convention we chose concerning the propagation constant was to keep the same direction
for the group velocity (vg > 0) whether in forward or backward bands. This corresponds to the
first case studied for the impedance (Energy propagation toward +z), and the solution for Zequ
must consequently be chosen so that its real part is always positive. Once again, only the case of
negative group velocity is an exception to this rule (see Section 2.8). Let us also note that, with
the rejected convention that β is always positive, the sign of the real part of Zequ must be positive
for a normal propagation, but negative in backward bands. If now Zequ is purely imaginary, no
active energy is transferred and the above criteria can obviously not be used. In this case, a more
complicated ‘sign tracking’ strategy is possible, based on the condition that the imaginary part of
the refractive index is positive [15].
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Figure 2.7: Sign definition of current and group velocity for a wave propagating toward −z.
2.4. Finite periodic structure
2.4.1. Transmission matrix
a. General case
This section examines the properties of finite periodic structures, which in practice must be con-


































where the the eigenvalues κ± and eigenvectors v± were found to be:
























































































2. Periodic Structure Transmission Line Theory
Figure 2.8: Representation of a finite and terminated periodic structure.





Z+equ exp (Nγequd)− Z−equ exp (−Nγequd)
2 sinh (Nγequd)
−2Z+equZ−equ sinh (Nγequd)
−Z−equ exp (Nγequd) + Z+equ exp (−Nγequd)
] (2.42)
b. Symmetrical cell
In the symmetrical case, we saw that the two eigenvectors have opposed U-components, which also


















cosh (Nγequd) Zequ sinh (Nγequd)
1
Zequ
sinh (Nγequd) cosh (Nγequd)
]
(2.44)
We observe that this transmission matrix is exactly equivalent to the transmission matrix of a
uniform line of length Nd, with characteristics γequ and Zequ. This result is very important and
will be further commented below.
2.4.2. Reflection coefficient
a. General case
A finite periodic structure is, by definition, terminated by given impedances. The situation is
depicted in Figure 2.8, together with the definition of voltages and currents for the following
developments. The reflection coefficient at the left termination of the line (z = 0) is defined as
the ratio of reflected and incident currents, when a wave propagating in the −z direction reaches
the impedance ZLeft. The reflection coefficient can also be defined as the ratio of the voltages,
and it is straightforward to show that the only difference resulting from this choice is the sign of
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the reflection coefficient. Using the ‘current’ definition, we write, with the superscript ‘+’ and ‘-‘
respectively referring to waves propagating towards the +z and −z directions:





We must now write incident and reflected currents at ZLeft in terms of the total voltages and
currents: {
I0 = I+0 + I
−
0












In accordance with the developments carried out previously, the reflected voltage U+ (resp. U−)
is linked to the current I+ (resp. I−) by the impedance of a wave propagating in the +z direc-
tion (resp. −z). The corresponding impedances Z+equ and Z−equ are the equivalent characteristic
impedances of the line, and must not be mistaken with the termination impedances. We now









and observe in Figure 2.8 that U0/I0 = −ZLeft. Substitutions in (2.45) then yield:




Similarly, we find at the right hand termination (incident and reflected wave are now respectively
traveling in the +z and −z directions, respectively):
ρI,Right = −ρU,Right =
I−d
I+d






We proved previously that in the case of symmetrical cells, the equivalent characteristic impedances
satisfy:
−Z−equ = Z+equ ≡ Zequ (2.50)
Substitutions in the expression for ρI,Right and ρI,Left lead to:
ρI,Left = −ρU,Left = Zequ − ZLeft
Zequ + ZLeft
(2.51)
ρI,Right = −ρU,Right = Zequ − ZRight
Zequ + ZRight
(2.52)
As expected, the reflection coefficients are now identical. We also found the well-known expression
for the reflection coefficient in a uniform line.
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c. Calculation example
Here, we will calculate the input impedance of a structure consisting of a single symmetrical cell
(N = 1) connected to a load ZL. This is done by means of both the equivalent TL parameters
and a direct calculation, thereby allowing us to draw interesting conclusions in the next section.
Direct calculation: a direct calculation with the transmission matrix immediately gives the










Equivalent line calculation: The two-port network is now seen as a TL of length d with
parameters γequ and Zequ. The input impedance of the device is consequently [16] (this is the usual
loaded TL input impedance formula, written in a convenient form for the following substitutions):
ZIN = Zequ
ZL (1 + exp (−2γequd)) + Zequ (1− exp (−2γequd))
Zequ (1 + exp (−2γequd)) + ZL (1− exp (−2γequd)) (2.54)
From the eigenvalue solution for the equivalent propagation constant and impedance, and making
use of the reciprocity and symmetry assumptions, we have:











We substitute these expressions into (2.54) and obtain, after some calculation, exactly the same
expression as the one found with the direct calculation, namely, (2.53). This shows that the repre-
sentation of the cell by a TL of length d with γequ and Zequ is equivalent to its initial transmission
matrix definition.
2.5. Summary and conclusions
A periodic structure consisting of a cascade of identical two-port networks defined by their trans-
mission matrix Tcell = [Acell Bcell ; Ccell Dcell] can be modeled as a TL of propagation constant
and impedance γequ and Zequ according to (2.5) and (2.19). We showed, in the symmetrical case,
that the transmission matrix of the cascade of N two-ports is exactly the same as the one of a
TL of length Nd, with characteristics γequ and Zequ. The corresponding transmission matrix is
given by (2.44) and the equivalence is illustrated in Figure 2.9. Consequently, the only difference
that the structure exhibits, when compared to a uniform line, is that its characteristic parameters
γequ and Zequ might have highly dispersive behavior and that the voltages and currents are only
defined at the connections of the periodic cells, whereas they are defined everywhere in the case of
the uniform line.
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Figure 2.9: Illustration of the exact equivalence between the N cascaded cell two-port and
its equivalent TL model using the Bloch periodic structure equivalents.
It should be emphasized here that the aforementioned equivalence is exact regardless of the
number of cells cascaded, although this fact is sometimes misunderstood (e.g. [17]). Indeed, several
examples of calculations were made to illustrate and confirm this result; we showed that the
reflection at the termination of the periodic structure is similar to a uniform line. It was also
observed that the equivalent impedance could be deduced for a single cell (‘single cell method’),
and that the impedance of a ‘super-cell’ composed of any number of such cascaded cells exhibit
the same impedance. This is a straightforward way to show that the impedance does not depend
on the number of cascaded cells. A more powerful demonstration example, taking γequ and Zequ
into account, was shown above: the calculation of the input impedance based on the equivalent
line parameters provided an exact result for the input impedance, although the number of cells in
the example is only N = 1.
In conclusion, usual TL theory, and more specifically the analysis of boundary conditions
(matching), can be correctly applied to symmetrical periodic structures which are described by their
Bloch equivalent characteristic impedance and propagation constant. In the case of asymmetrical
cells, some modifications must be made to basic formulas, because the characteristic impedance
has a different magnitude for two waves propagating in opposite directions. The corresponding
expressions for the propagation and reflection have been derived.
2.6. Particular case: TL with loading element
2.6.1. Introduction
In this section, we study some particular case of interest for the design of micromachined or
MEMS structures; namely, an ‘obstacle’ periodically loading a TL, as depicted in Figure 2.10(b).
Under the assumption that this loading element is symmetrical, it is then modeled by a T-network
[Figure 2.10(c)] and corresponding periodic structure Bloch wave equivalents are provided for use
in the design and analysis of such structures.
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Figure 2.10: Particular case of a symmetrical ’obstacle’ periodically loading a TL.
2.6.2. Calculations
a. Cell transmission matrix
With the loading element represented by its transmission matrix To = [Ao Bo ; Co Do], the trans-


























2 +BoXU + CoXV +DoV U AoXV +BoX2 + CoV 2 +DoXV
AoXU +BoU2 + CoX2 +DoXU AoV U +BoXU + CoXV +DoX2
]
(2.58)












with ψ = γ0 ·d/2, where γ0 is the unloaded TL propagation constant and Z0 the complex unloaded
TL characteristic impedance.
42
2.6. Particular case: TL with loading element
b. Propagation constant γequ
General case















In most practical cases, the loading element is symmetrical and we are interested in finding reduced
solutions. We decide here to represent the symmetrical loading element by a T-model, as shown








1 + ZSYP 2ZS + Z2SYP
YP 1 + ZSYP
]
(2.61)
By substitution of (2.59) and (2.61) into the general solution (2.60), and making use of sev-
eral hyperbolic trigonometrical formulas, we find the general solution (2.62) for the circuit of
Figure 2.10(c).
cosh (γequd) = (1 + ZSYP ) cosh (γ0d) +
1
2
[(2 + ZSYP ) (ZS/Z0) + Z0/ZP ] sinh (γ0d) (2.62)
Shunt loading element
If the loading element is purely shunt so that ZS = 0, the last expression can be simplified and
validated by the result provided in [16].
cosh (γequd) = cosh (γ0d) +
1
2
[Z0/ZP ] sinh (γ0d) (2.63)
c. Characteristic impedance Zequ
General case
The general expression for the characteristic impedance of the loaded line is obtained by substi-
tuting (2.58) into (2.19). The resulting expressions for the impedance are easily obtained but very
long. They are thus not presented here, and the substitutions can be directly implemented in any
software. Nevertheless, we present some developed expressions for the model of Figure 2.10(c).
Symmetrical loading element
Making use of the simplified impedance formula (2.26) for symmetrical loading elements, we obtain,
after some calculation using the hyperbolic functions properties:
Zequ = ±
√
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The impedance for a line loaded with a purely shunt loading element is obtained by introducing
ZS = 0 in the last expression:
Zequ = ±Z0
√
2 sinh (γ0d) + Z0/ZP (cosh (γ0d)− 1)
2 sinh (γ0d) + Z0/ZP (cosh (γ0d) + 1)
(2.65)
d. Case study: Low-frequency reduced expressions in the case of purely shunt load elements
Here, we show that working with the general expressions developed above, we can also deduce
intuitive expressions corresponding to the case of short TL sections cells (low-frequency limit)
loaded with purely shunt elements.
Propagation constant γequ
Let us start with the general expression for (2.63) found for a purely shunt element loading a TL:
cosh (γequd) = cosh (γ0d) +
1
2
[Z0/ZP ] sinh (γ0d) (2.66)




, y = γequd and x = γ0d (2.67)
Doing then the Taylor expansions (associated assumptions are commented below) sinh (t) ∼= t+t3/6





















































Z ′Y ′ (2.71)
In order to obtain this result, we made use of the conditions |γ0d|  1 and |γequd|  1 for the
above Taylor expansions to be valid. The first condition obviously means that the TL sections in
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the unit cell of the structure are electrically short. If this condition is verified, the second condition
is equivalent to requiring that the following simpler condition is not true:
1
ZPd
 G′L + jωC ′L (2.72)
Result (2.71) is very intuitive; indeed, if the wavelength is large enough compared to the distance
d between loading elements, we can distribute the admittance of this shunt loading element over
the line. This distributed admittance 1/ (ZPd) is then added to the admittance of the line and we
get the effective admittance Y ′. As will be explained in more detail in Chapter 4, the simple but
approximate Formula (2.71) was intuitively proposed in [18] for the design of distributed microwave
structures.
Characteristic impedance Zequ
We now want to find a low frequency simplified expression for (2.65). Using the same simplified

























) = ±√Z ′
Y ′
(2.74)
Again, the result is directly interpreted by seeing the equivalent loaded line admittance Y ′ as a
superposition of loading element and unloaded line admittance. The assumptions for the validity
of this expression are the same as for γequ.
2.7. Multimode periodic structure theory
2.7.1. Introduction
In this section, we extend the periodic structure modeling as previously presented in the monomode
case, to a multimodal one. This is obviously necessary to treat periodic structures whose ports TLs
support more than one propagating mode. However, we will show that the most interesting feature
of the approach is that it allows taking into account higher order evanescent modes at the port
TL while keeping a monomode periodic structure equivalent model. The approach is validated by
simulations on a packaged coplanar waveguide (CPW) and applied to the modeling of a DMTL in
such a package.
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Figure 2.11: Multimode two-port network.
2.7.2. Multimode two-port networks matrices
a. Generalities and notation
For all following considerations, we assume the same number N of TL modes1 at each port. This,
of course, is not a limitation since the formulation is also valid in the case where some modes are
not considered at one of the ports: in this case some of the terms in the matrix corresponding to
those modes will be null. Such a N -mode two-port is depicted in Figure 2.11.
b. Multimode Scattering S matrix








port out,port in (2.75)






























































































1Throughout this chapter, we will always refer to the modes supported by the waveguide at the ports as the TL
modes, which can equivalently be propagating or evanescent. This is to avoid any confusion with the Floquet’s
modes to be defined later.
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p=j = 0 (other modes)
a
(q)
p6=j = 0 (other ports)
(2.77)














• a¯i is a vector, whose k-th component is the k-th mode incident wave at the i-th port.
• b¯i is a vector, whose k-th component is the k-th mode reflected or transmitted wave at the
i-th port.
• S˜ij is a sub-matrix, coupling the waves at port j and at port i, for all modes combinations.
c. Multimode impedance Z matrix
Here we will use the same compact notation as in the case of the scattering matrix. We choose to
define I¯2 as the vector of currents flowing out of port 2, while writing −I¯2 in the right hand side
of (2.79). In this way, the impedance matrix actually links currents flowing inward the two-port,
which is the usual convention used for Z matrices (see Figure 2.12). This notation will be useful
when transforming Z to ABCD matrices.















• V¯i is a vector, whose k-th component is the k-th mode voltage at the i-th port.
• I¯i is a vector, whose k-th component is the k-th mode current at the i-th port.
• Z˜ij is a sub-matrix, coupling the currents at port j and voltages at port i, for all modes
combinations.
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d. Multimode transmission ABCD matrix
The transmission matrix concerned here is the transmission (ABCD) matrix defined in the voltage-














The definitions of V¯i and I¯i are the same as for the impedance matrix (2.79). Moreover, the
current I¯2 is defined in the same direction as for the matrix Z, so the notation is consistent.
e. Matrices transformations
The method explained below to deduce the multimode periodic structure equivalents is based on
the ABCD matrix, in a similar way as in the monomode case. As full-wave simulation tools usually
provide results only in terms of scattering or impedance matrix, it is necessary to deduce how to
transform multimode S or Z matrices into multimode ABCD matrices. In the next subsections, we
recall the S-Z transformation formula (this transformation is available in textbooks). Concerning
the Z-ABCD transformation, the required developments to deduce the transformation formula are
provided, since such transformations were not found in the literature in the multimode case.
S – Z matrices transformation



















where U˜ is the identity matrix and Z0 is the diagonal matrix having the characteristic impedance
of each port as diagonal values.
S – ABCD matrices transformation


























We can now solve for the sub-matrices A˜, B˜, C˜ and D˜ as follows:








1This matrix should not be mistaken by the matrix sometimes referred to as the wave transmission matrix [13],
which links wave parameters (a¯i and b¯i) in a different way than the scattering matrix.
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By substitution in (2.83), we obtain:
I¯1 = Z˜−111 A˜Z˜21I¯1 (2.84)
Which means that, U˜ being the unit matrix:
Z˜−111 A˜Z˜21 = U˜ (2.85)
The transformation from (2.84) to (2.85) is obviously true only if I¯1 is not an eigenvector (with
eigenvalue equal to 1) of the left hand of (2.85). However, the calculation must hold true for any
excitation and the relative amplitudes of the excitation of the modes (i.e the different components
of the vector I¯1) are therefore not fixed. Consequently, the only general solution is the one proposed
above and we finally write A˜ as a function of the Z˜ sub-matrices as follows:
A˜ = Z˜11Z˜−121 (2.86)
Also, by substitution using (2.77) and (2.79):
C˜ = Z˜−121 (2.87)





V¯1 = Z˜11I¯1 − Z˜12I¯2
0 = Z˜21I¯1 − Z˜22I¯2 (2.88)
This system can also be reduced by substitution and we obtain:
B˜ = Z˜11Z˜−121 Z˜22 − Z˜12 (2.89)
and
D˜ = Z˜−121 Z˜22 (2.90)
Summary
The complete set of transformation formulas is thus:
A˜ = Z˜11Z˜−121
B˜ = Z˜11Z˜−121 Z˜22 − Z˜12
C˜ = Z˜−121
D˜ = Z˜−121 Z˜22
(2.91)
A comparison with literature results is possible in the case where only one mode is considered [14]:
A = Z11/Z21
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2.7.3. Multimode periodic structure
Now that we have set the definition and transformation for multimode matrices, we can deduce
the periodic structure equivalents in a multimode case. First, let us write the electric field at the
ports of the structure as:
~E1 = ~E (x, y, z = 0)
~E2 = ~E (x, y, z = d)
(2.93)
where ~E is the total field written in the most general way. The Floquet condition of periodicity
on the total electric field in the structure is given by (2.94). Let us note that there is a different
equation (2.94) for each Floquet’s mode, namely a different γequ. These different γequ solutions
will be found when solving the multimode eigenvalue problem.
~E1 = exp (γequd) ~E2 (2.94)
We decompose the total transverse field at the ports in terms of the N modes of the port TL (see
Figure 2.11), which leads to (2.95), where ~e(k)i and V
(k)
i are defined as in [19]. It is clear that the
















If the modes of the TL constitute an orthonormal base, namely ~e(k)i · ~e(l)i = δkl, the condition of
periodicity applies to the amplitude of each mode individually :
V
(k)
1 = exp (γequd)V
(k)
2 (2.96)
Since Floquet’s theorem equivalently applies to the magnetic field, with the same γequ as for the
electric field, we write:
~H1 = exp (γequd) ~H2 (2.97)
and, following the same procedure as for the electric field, we can write:
I
(k)
1 = exp (γequd) I
(k)
2 (2.98)
The mode amplitudes in (2.96) and (2.98) correspond to the generalized V¯ and I¯ vectors in the
multimode ABCD representation so we can combine the above condition with the definition of the
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a. Conclusion and discussion
Eigenvalue problem solutions
Equation (2.99) is the fundamental eigenvalue problem to be solved in order to obtain the Floquet
modes —or Bloch waves— description for a given unit cell described by its multimode ABCD
matrix. When considering N TL modes, this system leads to 2N eigenvalues and eigenvectors
solutions, collected in a matrix form as (2.100) and (2.101), respectively:
[




V¯equ,m=1 V¯equ,m=2 ... V¯equ,m=2N











We can note that in the case where the 2-port is reciprocal, there will only be N independent
eigenvalues (the other N solutions corresponding to solutions with opposite sign of the Bloch
wave propagation constant γequ,n). However, two eigenvalues with opposite signs do correspond
to different eigenvectors and there are indeed 2N solutions to be considered. If the 2-port is now
not only reciprocal but also symmetric, the eigenvectors corresponding to opposite eigenvalues will
only differ by their sign, as was already observed in the monomode case.
TL modes and Floquet’s modes
First, for a clear understanding and interpretation of the results, it is important to differentiate:
TL modes: modes (propagating or evanescent) of the TL that constitutes the port.
Floquet’s modes: modes (propagating or evanescent) supported by the periodic structure. These
are not to be mistaken with Floquet’s harmonics, which will be introduced in Chapter 8.
We observe that the number of Floquet’s modes —or Bloch waves— found here is linked to the
number of TL modes considered. The reason for this is not physical —there is no direct link
between both number of modes— but rather mathematical. Indeed, the above developments are
only exact if an infinite number of TL modes are considered. If so, there is also an infinite number
of Floquet’s mode and, in both cases, this can be seen as expansions of the field on a complete
basis. For a finite number of TL modes N , the mathematical development above allows finding
the solutions of the 2N first Floquet’s modes.
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2.7.4. Results
a. Tests and method validations
The resolution of the eigenvalue problem (2.99) has been implemented in Matlab, so as to obtain
the 2N eigenvalues and eigenvectors from the multimode matrix of Z parameters, obtained from
a full-wave simulation. In order to test the method, a uniform waveguide, consisting of a CPW
embedded in a metallic package (see Figure 2.13), was simulated. Indeed, in this case, the device
simulated is a simple multimode TL section and the Floquet modes are theoretically exactly
equivalent to the TL modes. Since the simulator employed (HFSS) also provides the propagation
constant and impedance of each TL mode at the port, this allows a simple verification of the
method.
Figure 2.14 shows the electric field of the 4 first waveguide modes found by the cross-solver of
HFSS. The propagation constant of the 3 first modes is shown in solid lines in Figure 2.15 (since
the cutoff frequency of the 4th mode is well above the maximum frequency considered here, it has
not been considered for the rest of these developments). As was already clear from the pattern of
the field in Figure 2.14 the first mode is the usual quasi-transverse electromagnetic (TEM) CPW
fundamental mode, whereas the second is a rectangular waveguide-like mode. The 3rd mode has
a less obvious pattern, but it can be seen from Figure 2.15 that it has a quite similar propagation
constant as Mode 2.
Figure 2.15 also indicates the 2N eigenvalues found at each frequency point. Since we consider
N = 3 TL modes here, we have 6 solutions for each frequency point. The structure is obviously
reciprocal, so there are actually 3 pairs of propagation constants of opposite signs that are solutions.
It is observed that these results match the 3 positive solutions found by the cross-solver of HFSS
(shown in solid lines in Figure 2.15), hence validating the method. The different types of markers
used in Figure 2.15 represent the eigenvalues position in the eigenvalue vector. It is observed
that the eigenvalues location corresponding to two opposite solutions are randomly inverted in
the vector. This is due to the fact that the eigenvalue matrix is found independently for each
frequency point, based on the S or Z matrix at that frequency. In order to overcome that problem,
further post-processing was implemented in Matlab to reorganize eigenvalues and eigenvectors in
their matrix so that they are sorted according to Floquet’s modes. The results after sorting are
shown in Figure 2.16 (we now only show the three positive solutions).
The structure of the Floquet modes is given by the eigenvector matrix (2.101). More precisely,
to each eigenvalue in the eigenvalue vector (2.100) corresponds an eigenvector in the same column
in the eigenvector matrix (2.101). It is noticeable that this matrix was also reorganized in the
same way as the eigenvalue matrix, so that each eigenvector location still corresponds to the
right eigenvalue in their respective matrices. Since the structure simulated here is a uniform TL,
the eigenvector matrix is degenerated so that only one pair of element in each vector is non-
null, these elements being Vequ,n,m and Iequ,n+N,m, following the notation of (2.101). The ratio
Vequ,n,m/Iequ,n+N,m must obviously correspond to the impedance of each of the modes of the TL,
which is verified in Figure 2.17 and concludes the verification.
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Figure 2.13: Half-geometry of the boxed CPW test structure.
Figure 2.14: Electric field of the 4 first modes of the boxed CPW.
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Figure 2.15: Mode structure of the boxed CPW. Solid lines: direct port solution, markers:
reconstruction by the multimode eigenvalue problem.


























Figure 2.16: Same as Figure 2.15, after post-processing.
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Figure 2.17: Modes impedances of the boxed CPW. Solid lines: direct port solution, mark-
ers: reconstruction by the multimode eigenvalue problem, after post-processing.
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b. Test case
The method has been tested on a uniform TL, where the solution to be found were already known
and this example thus merely consisted in a verification of the calculation procedure. We will now
apply the method to a given non-uniform unit cell to derive some qualitative and quantitative
observations. The test case structure used here consists of a ‘bridge’ loading a CPW, the CPW
being exactly the boxed CPW previously employed (see Figure 2.18). It should be noted that
this example is of real practical interest, for the following two main reasons. The first one is
linked with the fact that, in real-life applications, MEMS always require a hermetic package for
protection from external environment. Thus, the boxed CPW can simply represent a packaged
CPW. Second, the bridge over CPW structure is the unit cell of the DMTL (see Chapter 4),
which is a major application of microwave MEMS. In conclusion, the design of DMTL that are
packaged could require the use of the multimode method presented here and is the reason why
this structure was selected here for the following developments.
The mode structure of the TL was shown in Figure 2.16 and the band simulated can be
separated into two main regions. The first region goes from DC to about 100 GHz; this is below
the cutoff of the two superior modes. This is the region where a typical design will be made, since
we prefer in general working with a TL that supports a single propagating mode only. In this
case, the usual approach is to carry out simulations considering only the fundamental mode at the
ports. However, the effect of the higher modes coupling between cells is obviously not exactly zero
in the associated periodic structure, although they are evanescent. The importance of these effects
depends on:
• The attenuation level of the evanescent modes.
• The obstacle loading the TL.
• The distance between successive elements.
This is symbolically illustrated in Figure 2.19, which depicts the amplitude of an evanescent wave
propagating from an obstacle at z = 0 to the adjacent one at z = d. The obstacle loading the TL
influences the amplitude of the excitation, A0, whereas the attenuation is represented by ξ in the
graph. The impact of this phenomenon will be tested here in the particular case of the structure
of Figure 2.18.
The second region is above 100 GHz, where more than one propagating mode is supported
by the TL. This is a classical multimode problem, where a monomode method will obviously not
only lead to some possible imprecision, but wrong results. In this case the multimode approach
must obviously be employed.
The results for the DMTL unit cell of Figure 2.18, with d = 80 µm and d = 800 µm, were
computed considering first the CPW dominant mode only. The same process was then repeated
considering the 3 first modes previously commented. The results for the propagation constant are
plotted in Figure 2.20. In colors are presented all 3 positive solutions for the 3 modes case, while
the monomode one is shown in black. The comparison between both methods is, for the reason
explained above, only relevant below the cutoff frequency of the first higher order mode and the
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.
Figure 2.18: Simulated half geometry of the bridge loading a CPW (CPW dimensions
100 µm/100 µm/100 µm, bridge width w = 40 µm).
Figure 2.19: Illustration of the parameters influencing the coupling through higher order
evanescent modes
results are thus plotted here up to 100 GHz. It is observed that only one of the 3 Floquet modes
is non-evanescent for both d = 80 µm and d = 800 µm. This means that the TL higher order
evanescent modes only ‘create’ evanescent Floquet’s modes, which in general do not need be taken
into account in a practical design since they will not couple to surrounding structures.
Second, we observe that this propagating Floquet mode is influenced by the inter-cell coupling
through evanescent TL modes, since there is some difference between the results obtained with
one and 3 TL modes. We observe that this difference is significant when d = 80 µm, whereas it is
very small with d = 800 µm. This result is perfectly consistent since the longer distance between
the obstacles loading the TL (here the ’bridges’) makes the coupling through evanescent modes
much smaller.
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d = 80 µm  monomode
     "         3 modes # 1
     "         3 modes # 2
     "         3 modes # 3
d = 800 µm  monomode
     "         3 modes # 1
     "         3 modes # 2
     "         3 modes # 3
Figure 2.20: Comparison of the monomode and multimode Bloch propagation constants for




We extended the periodic structure approach to the multimode case, which allows taking into
account the inter-cell coupling through higher order modes —whether propagating or evanescent—
of the TL comprising the ports of the cell. The method was validated by an unloaded multimode
TL.
This is a further illustration of the power of periodic structure equivalents and Bloch wave
modeling. Indeed, in most practical cases the unit cell TL ports support only one propagating
mode and higher order modes are evanescent. In this case, only the first Floquet mode is non-
evanescent and we thus have a monomode periodic structure equivalent model, while taking into
account more than one mode at the cell level. As a result, most of the concepts and design methods
presented in this thesis in the monomode case (which is in most cases sufficient) could easily be
upgraded to take into account higher order mode inter-cell coupling without a significant increase
in complexity.
From a quantitative point of view, the method was tested on a structure of interest in the
framework of this thesis, namely a packaged DMTL. We showed that, for realistic dimensions (a
bridge width of d = 40 µm for a unit cell length of d = 80 µm), the packaging of the structure
would have a significant impact on the delay of the line since it is directly linked with the imaginary
part of the Bloch wave propagation constant.
2.8. Chapter conclusion
In this chapter, we first explained that a finite periodic structure consisting of a cascade of identical
two-port networks can be modeled as a TL of propagation constant and impedance γequ and Zequ
according to (2.5) and (2.19), regardless of the number of cells cascaded. As a result, usual TL
theory, and more specifically the analysis of boundary conditions, can be used for the analysis or
the design of such structures.
Then, some physically-based considerations for the right selection of the signs of γequ and Zequ
were proposed, and we showed that the most logical choice was to select the sign of γequ so that
the group velocity is positive both in forward and backward bands. In this case, the corresponding
sign of Zequ must be chosen so that its real part is always positive.
After having deduced some useful expressions for γequ and Zequ in some particular cases
relevant to the design of micromachined and MEMS periodic structures, we finally showed how
the periodic structure approach can be extended to the multimode case, which allows taking into
account the inter-cell coupling through higher order modes of the TL comprising the ports of the
cell.
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Appendix: Group velocity and abnormal propagation
Introduction
In Section 2.3, we deduced a simple and physically-based convention for the signs of the Bloch
wave equivalents. It was explained that associated considerations were always valid, except for
the very particular case of negative group velocity, which will be discussed in this appendix. For
that purpose, we first recall some important considerations with regard to phase and group veloc-
ities. Then, we summarize some results available in the literature and interpret them to allow us
identifying a possible so-called abnormal group velocity with regard to our convention.
Generalities
Definitions
Let us consider a transmission medium with wave number β (ω) and the spectrum of an incident
wave A (ω). If a pure monochromatic wave with constant amplitude is considered, the function
A (ω) is a Dirac function and a single parameter, for instance the phase velocity, is sufficient to
describe the propagation of the wave. For a pulse of finite length, which can be in its simplest
form a monochromatic wave modulated by a ‘time window’ function, the frequency domain peak
has a finite width, such as depicted in Figure 2.21. The frequency range of interest is then the
region where the spectral components of the transmitted wave are sufficiently significant. This is
will be called the bandwidth of the signal (or pulse) and is highlighted in the figure as ∆ω. In a
general case, namely when β is not proportional to ω, the different components of the pulse do not
have the same phase velocity, which induce a distortion of the pulse as it is transmitted through
the medium.
First order development (β (ω) linear in the ∆ω band)
In the case where β (ω) is approximately linear in the bandwidth of the signal, one can use the first
order approximation of β (ω) to describe the propagation of the wave. Indeed, according to [20],
which uses the Fourier transform to treat the propagation in the frequency domain and obtain a
space-time domain solution, a given incident signal u (x, t = 0) traveling through a given medium
takes the form:
u (x, t) = u (x− vgt, 0) · exp {j (β0vg − ω0) t} (2.103)
with vg = (∂β/∂ω)
−1. The first term in the right hand side of 2.103 is the magnitude —or
envelop— of the signal. It is observed that this envelop remains unchanged and propagates at the
velocity vg. Consequently we can state that: if a signal propagates through a medium whose β (ω)
is linear in the bandwidth ∆ω of the signal, the envelop of the signal remains unchanged in shape
and propagates at the velocity vg = (∂β/∂ω)
−1. Nevertheless, the attenuation of the signal was
not considered here; it is clear that the attenuation must be weakly frequency dependant in the
bandwidth ∆ω in order that the different components have approximately the same attenuation
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Figure 2.21: Spectrum diagram for the propagation of a pulse A (ω) through a medium of
wave number β (ω).
and the envelop is not distorted. Concerning the phase variation, we can readily show that it is
null only if the phase velocity is constant since:
(β0vg − ω0) t = 0 → vg = ω0
β0
= vφ (2.104)
In other words, the signal is not distorted in magnitude and in phase only if the phase velocity is
constant in the bandwidth.
Conclusions
If β (ω) is not linear in the bandwidth of the pulse, the pulse shape is distorted as it propagates
and describing the special propagation of the pulse by a single velocity quantity is not possible. In
this case, a Fourier transform into the space or time domain is needed to deduce the shape of the
pulse after transmission through the media. This consists in treating separately each frequency
component of the pulse and reconstructing the overall pulse after transmission.
As a conclusion to this section, the group velocity has an intuitive and useful meaning only
if the pulse distortion is negligible, which occurs if β (ω) is approximately a linear function in the
bandwidth of the transmitted signal. If this is not the case, a computation of the group velocity
can be used to assess the distortion undergone by the envelop of a pulse in a given frequency range.
Finally, one must keep in mind that a constant group velocity in the signal bandwidth is
sufficient for the envelop of the signal not to be distorted, which is usually sufficient for the trans-
mission of data in communication systems demodulation (e.g.: delay lines before A/D sampling,
PLLs). In contrast, if the phase of the carrier within the envelop must be constant, not only the
group velocity must be constant but also the phase velocity (e.g.: corporate feeding network for
phased array).
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Abnormal group velocity
General description
This section treats some special propagation characteristic leading to so-called abnormal group
velocity, in connection with the sign discussion carried out previously. It can be read in several
textbooks such as [13] that the group velocity as defined above is equal to the flow of energy
or information carried by a propagating wave, except for a positive constant factor. This is
true in almost all practical cases but theoretically not valid for any transmission medium at any
frequency. More specifically, it is not true in media exhibiting losses, where the group velocity
might be negative or larger than the speed of light.
By negative group velocity, we mean here that the group velocity of a pure traveling wave is
directed toward the source of this very wave. Although this might seem non-causal in the first
place, it is possible and well understandable if we associate this phenomenon with pulse reshaping.
In this case, the group velocity represents the velocity of the maximum amplitude of the pulse. The
causality principle is not violated since the wavefront itself still exhibit a positive and subluminal
velocity. All these concepts are especially well treated in [20] and [21]. Therefore, they will not be
detailed here as we only want to deduce the necessary condition to interpret correctly the computed
characteristic of a given periodic structure.
Abnormal velocity identification
In Section 2.3, it was chosen to use the convention of a positive group velocity for both backward
and forward bands of a given structure. This approach is sufficient in almost all cases but we need a
criterion to identify if an abnormal negative group velocity occurs somehow in order to exclude any
erroneous interpretation of the results. It is noticeable that the abnormal superluminal velocity is
already well treated by our approach, since the only possible error is about the sign of the velocity.
The abnormal negative velocity can occur only in the case where the periodic structure contains
a lossy resonant element, such as described in [21]. It is noticeable that the resonant element will
lead to an abnormal velocity only for very particular numerical values of the elements. Therefore,
we already know that a structure will not exhibit a negative group velocity by inspection of their
equivalent circuit, if known. Still, such a resonant element might be hard to identify in a structure
containing lossy lines and parasitics. For this purpose, we make use of the following theorem
demonstrated in [22], re-written here in the case of passive structures only: ‘In any medium, the
group velocity is abnormal for a frequency at which the absorption is a maximum. In contrast, the
group velocity is normal for a frequency at which the absorption is a minimum’
This theorem allows the verification of the curves obtained for β. First, let us consider the
propagation constant plot of Figure 2.4(a), which corresponds to a TL loaded with shunt loading
element with a mainly capacitive behavior. We observe an abnormal velocity at the point of
maximum attenuation, which consists in a null slope in the β plot, hence an infinite group velocity.
This observation is consistent with the first part of the above theorem. On the other hand, normal
velocity is observed for the attenuation minima, and the second part of the theorem is also verified.
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Figure 2.22: Unit cell presenting an abnormal negative group velocity. Z0 = 150 Ω, d =
10 mm, β = β0, C2 = 1 nF, Cres = 1 pF, Rres = 300 Ω, Cres = 5 pF,
Lres = 2.7 nH, L2 = 11 pH.



























negative group velocity 
maximum 
Figure 2.23: Propagation constant for the unit cell of Figure 2.22
As a result, we can conclude that this structure does not exhibit extraordinary behavior and our
criterion and sign convention is suitable for this structure.
Now, let us consider the structure presented in [21], with numerical values tuned in order
to observe an abnormal negative propagation. The corresponding circuit and associated lumped
element values are shown in Figure 2.22, and the computed propagation constant is depicted
Figure 2.23. We observe that the maximum in the attenuation is not associated with an abnormal
infinite group velocity. Consequently, according to the aforementioned theorem, the maximum
must be associated to an abnormal negative group velocity. As a result, and only in this case, we
must modify our ‘vg > 0’ convention so as to allow for a negative slope of β (ω) in the region of
the maximum attenuation.
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3.1.1. Motivation and organization of the chapter
Microwave TL periodic structures such as DMTLs, CRLH-TLs, MEMS filters [23], or MEMS
matching networks [24], consist of TLs periodically loaded with shunt or series capacitors, in-
ductors, or more complicated MEMS systems. Here, we refer to these loading elements as the
constitutive building blocks of the structures, which are defined in the most general way as given
geometries connected to the ports of the building block by TLs. In addition, note that the host
TL sections of the structures will be considered as building blocks as well.
In order to analyze and design DMTLs, MEMS CRLH-TLs, or MEMS-based reflectarray
cells, it is obviously much more efficient to work first on a building block level. However, even
more important is to derive lumped element models from the S-parameters of the block1. Indeed,
this allows designing a given device on a circuit level first, using methods such as presented in this
thesis. In a next step, the required lumped element values are translated into building block layouts
by a given number of simulation-extraction cycles. The second advantage of the lumped circuit
representation is for computational efficiency. This is especially relevant for MEMS-based devices
since such structures exhibit very different scales and critical aspect-ratios; for example, as will be
explained in detail in Section 3.8, a reflectarray cell with several MEMS can only be simulated in
reasonable time and accuracy if the MEMS are represented by lumped elements, which have been
previously deduced from the simulation of a single isolated MEMS building block.
In this chapter, we first comment on the simulation, extraction and measurement methods
employed to characterize such building blocks, together with their precision with regard to some
targeted applications. Some examples of building blocks designed and realized for concrete appli-
cations within this thesis are then presented. The comparison between measurements, full-wave
simulation and circuit model results is discussed. Nevertheless, in order to limit this chapter to a
reasonable size, not all building blocks are presented. For the same reason, not all issues linked with
the building blocks (measurement results, full-wave simulations, circuit models, lumped models in
full-wave simulation, etc) are addressed for each device but are treated to give a good overview of
the methods employed and resulting efficiency. Table 3.1 shows which building blocks are presented
here, along with their application in the context of this thesis. The table also lists the building
blocks designed but not described in this chapter.
1This remark does not concern the ‘host TL’ building block.
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Table 3.1: Overview of the building blocks designed in this thesis.
Building block Device application Presented results
CPW All DMTLs + CRLH-TLs Measurements, full-wave sim.
Shunt analog MEMS C Analog DMTL Measurements, full-wave sim., circuit model
Shunt digital MEMS C Digital DMTL Measurements, full-wave sim.
Shunt fixed L (1) CRLH-TL Measurements, full-wave sim.
Series analog MEMS C Analog V-CRLH-TL Measurements, full-wave sim., circuit model
Series digital MEMS C Digital V-CRLH-TL Measurements, full-wave sim., circuit model
Series switch RA cell Full-wave detailed + ’RLC’ sim., circuit model
Series fixed C CRLH-TL Not shown
Shunt fixed L (2) Analog V-CRLH-TL Not shown
Shunt digital MEMS L Digital V-CRLH-TL Not shown
3.1.2. Note on the EM full-wave simulation of MEMS blocks
The majority of building blocks considered here cannot be designed nor characterized using ana-
lytical formulas, but require full-wave EM simulations. The particularities of these MEMS blocks,
with regard to typical microwave devices for which full-wave EM solvers are commonly employed,
are the following:
• The small electrical size of the whole simulated block.
• The (very) large aspect-ratios in the geometry.
• The presence of electrically very small but physically significant geometrical details.
• The non-conventional materials sometimes present in MEMS processes.
Thus, significant effort was made in the determination of optimal simulation setups and testing of
the solvers employed with regard to the particular class of devices concerned here. It should be
mentioned that, although the elements are small in terms of wavelength, static or quasi-static (e.g.
Ansys and ADS momentum RF module, resp.) solutions are either not sufficient to assess all EM
effects in the block or proved not to be as efficient as their full-wave counterparts.
The two full-wave solvers employed in this thesis are Agilent ADS Momentum and Ansoft
HFSS. ADS is based on the method of moments (MoM) and suffers important limitations for the
simulation of MEMS devices. First, the MoM is not appropriate for the very thin dielectric layers
and dimensions present in MEMS processes, because of the numerical instabilities linked with the
computation of the Green’s function in such cases [25]. Second, MEMS devices usually comprise
metal layers as thick as, or thicker than, dielectric ones. Although this is not an inherent problem
for the MoM solution, it is a limitation with regard to commercially available MoM-based codes
such as ADS Momentum or Ansoft Designer. Indeed, metal patterns are only defined as 2-D
structures in these software, which is not appropriate if the thickness of the metal is comparable
with that of surrounding dielectrics (although pseudo 3-D metal structure can be defined in these
codes using ‘vias’, a real 3-D approach is preferable here, see below).
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Also problematic is the fact that these solutions can only consider infinite dielectric layer,
which is often not realistic here (e.g. SiO2 layer in the ’Al-Si EPFL’ process, see Appendix A).
Finally, the MoM classifies materials either as conductors or dielectric, which then have completely
different ‘roles’ in the numerical computation. This is problematic when ‘intermediate’ materials,
such as low-resistivity silicon, are present in the technology.
As a result of these important limitations, it was in general preferred to use the finite elements
method (FEM) based HFSS software. Indeed, although this method is usually not as fast as a
MoM solution, HFSS allows an exact 3-D description of the complete MEMS structures, as well
as arbitrary material definitions, thus overcoming the aforementioned limitations of ADS. Finally,
some tests were carried out to verify that HFSS does not suffer from instabilities when solving for
electrically very small patterns in the design. This is an important feature of this FEM solution
for MEMS devices, which was even validated for the simulation of MEMS structure in the low
MHz range1.
3.1.3. Lumped model extractions
This paragraph summarizes the principle of the method employed here to extract lumped element
models from measured or simulated S-parameters of a ‘building block’. For this we assume that
the block is small in terms of wavelength so that it can accurately be described by an RLC circuit,
which is always the case for the micromachined and MEMS devices building blocks considered in
this thesis.
In general, the block can be well described either by a T or pi-model, as shown in Figure 3.1. In
this case, the values of the corresponding impedances can easily be deduced from the S-parameters
and the reference impedance [14]. For each impedance, a model is chosen (for instance, RC series
or RLC parallel ...), and the values of the corresponding R, L and C elements are extracted in a
least mean square sense. These regressions are applied separately on the real and imaginary parts
of the impedances. Note that if neither the T or the pi-model is a good model for the device, a
more complicated circuit might be employed. However, in this case, the method for the extraction
cannot be as simple and numerical algorithms such as available in Matlab or ADS schematics must
be used. It should be noted that our method considers frequency-independent lumped element only,
which is necessary for the circuit models to have a physical meaning, and thus to be advantageously
used in circuit-based design methods.
The accuracy of the extracted model can be graphically evaluated by comparing —over the
frequency range of interest and for each impedance—the value given by the extracted model with
the initial data. However, in order to get a quantitative estimation of the accuracy of the whole
extracted model, the S-parameters of the T- or pi-network can also be calculated with the extracted
impedances. In this reconstitution process, there is the possibility of neglecting some elements that
have been extracted but the effect of which is expected to be small (parasitic elements, for instance).
Then, the reconstituted S parameters (S˜) are compared to the original ones (S), by means of two
1These simulations were carried out in the context of the design of the package of MEMS resonators within the
NanoTimer EU project, the results of which are not reported in this thesis; see Chapter 1 and [10].
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Figure 3.1: extraction process on T or pi RLC two-port networks.
quantities which involves the four S-parameters at all the Nf frequency points of interest: the





























It is important to emphasize here that the models chosen to represent given building blocks are
not chosen in the sole goal that a regression on this model fits the S-parameter data, but chosen
prior to the regression based on a physical understanding of the building block. Of course, a good
fit should be obtained if the physical representation is valid. However, it is important to have
a relevant physical model to get a good understanding of the link between the layout geometry
and lumped element value. Indeed, design processes such as developed in this thesis (e.g. MEMS
CRLH-TLs) provide lumped element values that must then be translated into layout elements.
It is clear that this process can only be done in a limited number of simulation-extraction cycles
if the link between the physical geometry and lumped element value is well understood. Finally,
let us mention that the model chosen should be a good tradeoff between precision and simplicity
(namely a small number of R, L, and C, since it is obviously preferable to have a compact model
to develop efficient analytical or numerical circuit-based design methods.
3.1.4. On-wafer measurements and TRL calibration
a. Thru-Reflect-Line (TRL) calibration
This section concerns the TRL calibration [26], which was employed in this work to carry out on-
wafer and rectangular waveguide measurements. This issue is addressed in this chapter because
the TRL calibration exhibits particular features, which must be clearly understood prior to any
building block characterization based on this calibration technique. Figure 3.2 shows a typical
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Figure 3.2: TRL calibration standards and TRL-calibrated measurement of a device under
test (DUT). The letters RP show the reference planes of the measurement.
CPW TRL calibration kit, which must be designed on each wafer to be measured and according to
the CPW characteristics and frequency band [26]. This calibration method presents the advantage
that the calibration is done on the wafer where the devices to be measured have been fabricated,
avoiding calibration problems due to inter-wafer variability. Second, the TRL calibration is es-
pecially convenient for on-wafer measurements since it allows placing the reference planes at an
arbitrary location with regard to the device under measurement (see the inset of Figure 3.2).
Due to the TRL algorithm, the S-parameters obtained from the TRL-calibrated measurements
are always referred to the characteristic impedance of the TL on which the calibration is carried out.
As is well known, the reference impedance of the scattering matrix must be known to transform
the S-parameters to the Z domain, which is necessary in any lumped elements extraction. Thus,
in order to carry out some precise extraction from the measurements of a building block loading
the TL, it is necessary to know precisely the characteristics of the CPW. The problem is that
the value of the reference impedance is not directly calculated by the calibration algorithm and
is therefore not accessible from the measurements. Nevertheless, we will show here how we can
obtain some measurements, or pseudo-measurements, of the calibration line characteristics.
Let us finally mention that the knowledge of the host TL is not only important with regard
to the treatment of TRL-calibrated measurements, but also because the TL is itself a building
block whose characteristics will significantly influence the performance of the microwave periodic
structure it hosts.
b. Measurement precision assessment
The various on-wafer measurements in this thesis were taken with a HP8510XF network analyzer
and a Cascade Microtech 42 probe station. The measurement of a building block is pictured in
Figure 3.3(a), where one clearly sees the two RF probes, as well as a DC actuation needle probe. A
simple way to assess the precision of such measurement is to measure a ‘Thru’ standard. Indeed,
as can be seen in Figure 3.3(c), in this case the two reference planes are degenerated and the
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measurement should ideally yield |s11| = −∞ dB, |s21| = 0 dB and arg (s21) = 0. In order to test
the precision of such measurement, we first carried 3 different calibrations on a given calibration kit.
Then, 3 different ‘Thru’ standards were measured, using the 3 different calibration sets previously
determined. The results, referred to as A, B and C, in terms of S-parameters are presented in
Figure 3.4.
For each measurement, the error is the superposition of the calibration imprecision (i.e. the
errors in the calibration set data) and the error in the measurement itself, mainly due to the limited
precision in the placement of the probes. We observe that typical values for |s11| are -40 dB to
-50 dB, and 0.01 dB to 0.02 dB for |s21|, which is good enough for typical measurements to be
carried out in this work. Concerning arg (s21), a linear response is obtained, which means that the
error is mainly due to the placement of the probes; indeed, a simple calculation shows that the
2o error at 20 GHz observed in the worst case A corresponds to a misplacement of the probes of
about 35 µm only. More precisely, it is probable that the two probes were located 35 µm too close
to each other for this measurement since the phase is positive. In contrast, the best measurement
(C in Figure 3.4) correspond a total misplacement of 10 µm. These values were deduced from the
measurements but are realistic with regard to achievable precision on the manual probe station
used here.
However, these results can be better interpreted with regard to the extraction of lumped
elements by carrying out some extraction following the method explained in Section 3.1.3. If we
assume that the measurement of the ‘Thru’ corresponds to the measurement a TL section whose
length correspond to the error in the placement of the probes, a usual TL section model (shunt
C, series L) should fit the raw impedances. This is confirmed by Figure 3.5 (taking into account
that the measurement ‘noise’ is important with regard to the very small values extracted) and the
results are consistent with the observations made above and based on arg (s21). Indeed, we observe
in case A that the probes were too close too each other and the series L and shunt C extracted
values are negative. In case B the probes were slightly too far and L and C are thus positive.
Numerically, we obtain in case A (resp. B) CP = −5 fF and LS = −7 pH (resp. CP = 2 fF
and LS = 6 pH). In case C, the measurement is almost perfect since we have CP = −1 fF
and LS = −2 pH. These values are useful in the way that they provide a rough assessment of
the incertitude on the extracted parameters. For instance, the shunt digital capacitive MEMS
presented hereafter in this chapter is about 20 fF; although this value is very small (even for a
MEMS device), it can still be extracted from such measurement. However, the incertitude will
be quite large since we showed that a minimal imprecision in the placement of the probes already
results in an error of some fF in the shunt capacitance extracted.
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Figure 3.3: (a) On-wafer TRL-calibrated measurement of a building block. (b) reference
planes (RP) and device under test (DUT) between TRL calibration lines. (c)
‘Thru’ reference.












































Figure 3.4: Measured TRL-calibrated S-parameters for 3 different ‘Thru’ standards.
71
3. Building Blocks














































First, we discuss the characterization of the ‘host TL’ building block. In all devices presented from
Chapter 4 to 7, this host TL is a CPW. The CPW presents well-known advantages over microstrip
lines: low dispersion, low radiation, low coupling between adjacent lines, etc. Nevertheless, the
main reason here for the use of CPW is linked with fabrication issues. Indeed, it is very difficult
to make MEMS shunt loading element in microstrip technology. For instance, a MEMS variable
shunt capacitor can easily be implemented in CPW technology (see Section 3.3 of this chapter),
whereas an implementation in microstrip would be much more complicated. Concerning shunt
inductances, they can also hardly be designed in microstrip because of the quasi impossibility to
draw vias in standard wafers. Therefore, this section discusses the modeling and measurements
of CPWs in micromachined technology. First, let us make some comments on the analytical and
numerical methods for the computation of the CPW parameters:
• Analytical methods are limited by the fact that variations of the geometry from the standard
CPW, such as the presence of non-uniform substrate layers, cannot be taken into account.
These methods are also unable to compute dielectric losses and do not take the thickness of
the metallization into account. Such limitations are not of prime importance in most PCB
designs; in contrast, they have significant impact when considering CPWs in micromachining
technologies.
• Numerical methods can handle all these limitations (although most of them do have some
limitation in terms of material definition, metal thickness vs. skin depth, etc.), but are of
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course much more time consuming. This is not a problem if a single CPW is to be designed,
but is inconvenient in an optimization process since in this case, it is necessary to have
a fast calculation method that can be integrated in the optimization parent program (see
Chapter 4).
Now, let us summarize the special needs and difficulties in the precise assessment of the TL
characteristics in the context of this work:
• As explained in Section 3.1.4, the impedance of the TL must be precisely known to carry
out some extraction of lumped elements on TRL-calibrated measurements.
• In micromachining technologies, materials definitions are not as simple and precisely known
as in standard PCB technologies (e.g. inversion layer in semiconductor substrates, see Sec-
tion 3.3). Thus, even if an ‘ideal’ modeling tool is available, it is necessary to experimentally
assess if the expected materials definitions are appropriate. We will thus discuss here how
the TL characteristics can be experimentally determined.
• As mentioned above, there was here the need for a fast solver that can be integrated within
a larger optimization procedure. For that purpose, the well-known conformal mapping ap-
proach was employed, with some additional steps to obtain a reasonable accuracy of the
computed values. These particularities of the method are described in the Appendix of this
chapter.
3.2.2. Theory
The approach presented here relies on the measurement of a TL using a TRL calibration made on
this same TL. In other words, this means that the ‘Line’ standard of the TRL calibration kit can
simply be used, although a longer line is generally preferred, for precision reasons. In this way,
no discontinuity and higher order effects occur in the measurement, as would be the case if the
measured line was different from the TRL calibration line.
a. Propagation constant
As the device under test is the same line as the one on which the TRL calibration is carried out,
there is no mismatch at the ports and we have:
s21 = exp(−γ0l) → γ0 = −1
l
· lnC (s21) (3.2)
Where γ0 = α0+jβ0 and l are the TL propagation constant and length, respectively, and where the




ln |s21| and β0 = −1
l
arg (s21) (3.3)
The propagation constant of the TL is thus immediately deduced from the S-parameters. The only
source of imprecision in this measurement is the non-perfect repeatability of the probes placement
in the calibration and measurement processes, which can be assessed by inspection of s11 and s22




From TLs basics [14], we know that:
γ0
Z0
= jωC +G (3.4)
where Z0 is the characteristic impedance and C and G the distributed capacitance and conductance













Since s21 is the only parameter obtained from the measurement (s11 = 0 by definition), we observe
that Z0 cannot be deduced from the measurement alone as C and G are present in the right
member of (3.5). However, in the case of lines with reasonably low losses, it is observed that C is
extremely weakly dependent on the frequency and the conductivity and that G ωC [27]. With





l · ωC · lnC (s21) =
j
l · ωC · (ln |s21|+ j arg (s21)) (3.6)
We can therefore deduce a pseudo-measured characteristic impedance Z0 from the line S-parameter
measurements, making use of a theoretical value for C. Nevertheless, C is the easiest line parameter
to obtain and can be computed with good accuracy. Let us remark finally that, when computing Z0
according to (3.6), one must previously unwrap the phase of s21 so that it decreases continuously
with the frequency even below −pi. For this purpose it is preferable to separate real and imaginary
parts:
Re [Z0] = − 1
l · ωC · arg (s21) (3.7)
with arg (s21) replaced by arg (s21)+2npi for frequencies above the n-th ‘phase jump’ in the wrapped
arg (s21). Concerning the imaginary part of the impedance, it is similarly given by:
Im [Z0] = +
1
l · ωC · ln |s21| (3.8)
c. Computation of the distributed capacitance C
We just explained that there is a need for a precise computation of the distributed capacitance C of
the line. However, few numerical software deal with finite-thickness metallization and non-infinite
dielectric layers, and it was observed that these are determining issues as far as the distributed
capacitance is concerned. It is possible to do 2-D electrostatic analysis for such geometries using
a software like ANSYS. However, the approach that was preferred and presented here is to use
HFSS. Indeed, HFSS provides a versatile and powerful cross-section solver for the ports. This
solver does not directly provide C to the user but gives access to the characteristic impedance Z0
and propagation constant γ0. However, ZS and YP being the distributed series impedance and






























Let us also note that the distributed series inductance of the line can be found in a similar way by




Im [γ0 · Z0] (3.12)
3.2.3. Results
Different types of CPWs that will be used as host TLs in the devices presented in this thesis
have been simulated and measured using the approach explained in the previous section. In this
paragraph, we illustrate some of these results to validate the methods, as well as to draw important
conclusions with regard to the losses in micromachined CPWs on standard MEMS substrates.
Figure 3.6 shows simulated and measured impedance and propagation constant results, for CPWs
of dimensions 20/110/20 µm with 475 µm-wide ground planes, made out of the patterning of a
3 µm-thick aluminum layer on the following substrates:
• ‘Quartz’: Fused silica quartz wafer.
• ‘Si-standard’: high resistivity (> 10 kΩ.cm) silicon wafer with 500 nm SiO2 insulator.
• ‘Si-passivated’: Same as ‘Si-standard’, but with the creation of an amorphous silicon layer
at the Si-SiO2 interface (see below).
A very important issue concerns the losses obtained with the different technologies, since these
will directly impact on the insertion loss of the MEMS devices. Here, the particular following
procedure was employed to clearly identify the origin of the losses in each case, using measured
results and HFSS. The quartz wafer is first analyzed; in this case, the losses in the substrate are
negligible because the quartz conductivity is nearly zero. As a result, measured losses on the
quartz wafer can be attributed to the metal alone, and we can deduce the conductivity of the
deposited aluminum by comparison with HFSS simulations (cross-checked by other simulators).
Doing so results in an Al conductivity σ = 3.2e+7 S/m, for which we observe in Figure 3.6(b) a
good agreement between simulated and measured results. As the Al deposition on both silicon
wafers was made with exactly the same equipment and recipe as for the quartz wafer, we can safely
assume that the conductivity of the Al is close to σ = 3.2e+7 S/m in all three cases.
Comparing now measured and simulated results for the ‘Si-standard’ technology, we observe
that measured losses are much larger than simulated ones with the minimal specified silicon re-
sistivity of the wafers (10 kΩ.cm). This phenomenon is linked with the formation of conductive
surface channels at the Si-SiO2 interface, which degrades the ‘effective’ substrate conductivity of
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Figure 3.6: Simulated and measured (a) CPW impedance. (b) CPW propagation constants.
(©) ’quartz’, () ’Si-standard’, (5) ’Si-passivated’.
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the high-resistivity silicon [28]. As shown in Figure 3.6(b), measured losses on this substrate actu-
ally correspond to the simulation with a silicon resistivity of less than 0.7 kΩ.cm, namely, 13 times
smaller than expected. It is possible to alleviate this problem by depositing a thin highly defective
silicon layer at the Si-SiO2 interface, which was done here by means of a 300 nm thick amorphous
silicon [29]. The corresponding ‘Si-passivated’ measured loss is also shown in Figure 3.6(b), and
we observe that the loss is indeed significantly reduced. This new measured results actually fits
the simulated ones with the specified Si conductivity, which demonstrates the effectiveness of the
amorphous silicon deposition.
From a practical point of view, the first conclusion to draw from these observations is that
the best substrates for low-loss MEMS devices are quartz wafers. Much higher losses occur for
standard high-resistivity silicon, although this is not suggested by the theoretical bulk resistivity
of this material. In order to reduce the loss on silicon, it is necessary to ‘passivate’ the Si wafer,
but the losses remain larger than with quartz substrates. Unfortunately, the two silicon-based
MEMS processes employed in this thesis1 did not include such passivation step, and losses in the
corresponding devices are thus higher than what could have been achieved otherwise.
3.3. Shunt analog MEMS capacitors (for DMTL applications)
After having characterized the host TL for our periodic MEMS structures, we present here the
first building block in the sense of a given geometry loading the TL. This block is one of the
simplest one and consists of a shunt analog MEMS capacitor implemented by a mobile membrane
connected one each ground plane side of the CPW and providing a variable capacitance to the
central conductor (see Figure 3.7, [30]). This MEMS structure, also called bridge, is used as the
basic element in the DMTLs presented in Chapter 4 and the principle of the actuation of such a
MEMS is explained in the original paper [30] and in Appendix A.
3.3.1. ‘Dimensionless’ discontinuity model
The discontinuity constituted by the capacitor is considered dimensionless; that is, the distance
between the reference planes of the discontinuity is zero, as illustrated in Figure 3.7. In concrete
terms and referring to the sketch of Figure 3.7, this means that:
• In a full-wave simulation: a reference plane shift of half of the simulated length dref between
ports is carried out at each port.
• In a TRL-calibrated measurement: the reference planes are degenerated in the middle of
the cell. In other words, the whole measured device comprising the calibration lines has the
same length as the ’Thru’ standard.
It should be emphasized that this approach is perfectly valid and not less accurate than setting the
reference planes at a finite distance with respect to each other and adding a small TL section on




Figure 3.7: Illustration of the ‘dimensionless’ model for the bridge (dark grey: metal1 slots,
light grey: metal2, black: anchoring).
each side of the discontinuity circuit model. The only requirement is to ensure consistency between
the extraction process and use of the extracted model ; here, the bridge loading a given TL section
length L will be modeled by the dimensionless element model (namely the ZS and ZP T-network
of Figure 3.7), with two TL sections of length L/2 on each side, which is thus consistent with the
method employed for the extraction.
3.3.2. Shunt components (ZP )
The capacitor of Figure 3.7 was realized and measured on the Al-Si EPFL process (see Appendix A).
The measured S-parameters are plotted in Figure 3.8 and are typical of the low-pass behavior of a
shunt capacitance. The imaginary part of the shunt admittance is shown in Figure 3.9, along with
the regression lines and some of the regressed capacitance values. It is observed that the MEMS
capacitor pull-in occurs between 12 V and 13 V since the capacitance value dramatically change
in that region [7]. However, the capacitance still increases when the voltage is further increased,
which shows that the membrane is not flat enough to achieve a good contact for a voltage only
slightly larger than the pull-in voltage. The resistance of the bridge, in series with the capacitance,
is more difficult to extract than the capacitance. Nevertheless, the values extracted for the different
voltage are all between 1 and 1.5 Ω, which gives some estimate of the bridge resistance.
We observed that the shunt impedance measured is well modeled by a capacitance in series
with a resistance alone. However, there is obviously also an inductive component linked with the
current flowing through the bridge suspension beams, which could not be identified due to the
limited precision and frequency range of the measurements. In order to extract this inductance,
the frequency range must be increased so that the effect of the inductance becomes significant
enough to be easily extracted. Associated results are shown in Figure 3.10 with two different
full-wave simulators (corresponding measurements could not be carried out due to the 20 GHz
limitation of the available measurement setup). The effect of the inductance is clearly seen in the
upper part of the band, and the inductance value can now be extracted (see Figure 3.10).
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V = 0, 8,10, 11, 12 
- pull in - 
V = 13, 16, 20, 22, 25 
Figure 3.8: Measured S-parameter of an analog capacitor (referred to the calibration im-
pedance).


















V = 0,10, 11, 12
 - pull in - 
V = 13, 16, 18, 20, 22, 25
CP  = 47 fF
CP  =123 fF
CP  = 161 fF
Figure 3.9: Measured imaginary part of the shunt impedance for an analog capacitor.
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ADS, LP = 52 pH
HFSS, LP  = 41 pH
Figure 3.10: Simulated imaginary part of the shunt impedance for an analog capacitor.
3.3.3. Series components (ZS)
a. Limitation of a purely shunt model
In the previous section, the MEMS bridge was modeled as a purely shunt component (i.e. ZS = 0 in
Figure 3.7), as was already done in previous works on DMTLs or MEMS switches [7,31]. However,
the purely shunt model is only accurate enough for small bridge widths and larger ones require
the introduction of series components. Indeed, in this case, non-negligible currents parallel with
the axis of CPW are induced in the bridge. These currents are linked with series components,
since the shunt modeling only accounts for current in the bridge perpendicular to the CPW axis.
This assumption is confirmed by [32], which models the bridges by sections of transmission lines
consisting of a CPW with top-cover. By doing so, currents in both directions are implicitly taken
into account and any bridge width can be modeled. However, although such model can be of
use for the analysis of DMTLs, its complexity makes it inappropriate for a design procedure such
as presented here in Chapter 4. Consequently, we first propose here to model the effect of the
series currents in an approximate way (namely using only R, L and C elements), so that the
corresponding circuit can be directly introduced in a design procedure. Second, this simpler model
is used to show that the undesirable series components can be significantly reduced by carrying
appropriate cuts in the bridges.
b. Introduction of corrective series elements
The approach proposed here is to keep the length of the discontinuity to zero in the modeling,
whilst introducing the series components ∆LS and ∆RS . As a result, the detailed model for the
analog bridge with shunt and series elements is as depicted in Figure 12. This approach is valid as
long as the series elements are considered as corrective elements to distributed series parameters
of the plain CPW (hence the notation ∆LS and ∆RS). Considering again the bridge as a CPW
80
3.3. Shunt analog MEMS capacitors (for DMTL applications)
Slots Etch holes
Figure 3.11: (a) Complete circuit model for the shunt MEMS capacitance [with degenerate
reference planes, see Figure 3.7]. (b) layout of a bridge with etch holes and
with slots (dark grey: metal1 slots, light grey: metal2, black: anchoring).
with top-cover line section, the corrective elements ∆LS and ∆RS represent the difference between
the distributed series elements of the unloaded CPW and the top-covered one. If this is true, this
means that ∆LS < 0 since it can be shown that the distributed inductance of a top-covered CPW
is lower than the one of the simple CPW with same dimensions [33]. Similarly, it is expected that
∆RS > 0.
c. Simulations
Bridge with etch holes
These assumptions were first confirmed by simulation, which also confirmed that ∆LSand ∆RS
increase with the bridge width x. The considered bridge is shown in Figure 3.11(b) and includes
the etch holes that are necessary for the sacrificial layer etching. Corresponding simulated results
for three different bridge widths are depicted in Figure 3.12. The real part of the extracted series
impedance increases with the frequency, as expected since the surface resistance does so. The
imaginary part is negative and proportional to the frequency, and can consequently be modeled
by the negative inductor ∆LS .
Bridge with slots
As mentioned previously, the corrective series elements are linked with currents parallel with the
axis of CPW. As a result, it was believed that preventing such currents to flow should allow
the reduction of ∆LS and ∆RS and narrow slots were cut in relatively wide bridges, such as
depicted in Figure 3.11(b). Comparing simulation results for the plain bridge and the bridge
with slots (Figure 3.12), it is observed that the slots have the effect of significantly reducing both
the resistive and inductive part of the series component. It is also worth mentioning that the
bridge with slots is exactly equivalent to the bridge with etch holes from a capacitance point of
view. Indeed, as a result of the fringe field, the effect of the slots on the parallel capacitance
is very small when the bridge is not stuck to the central conductor (analog capacitor or digital
capacitor in the Up state). In the case where the bridge is pulled-in on the central conductor,
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Figure 3.12: Series impedance of the bridge with and without slots as a function of frequency
and bridge width x. (The arrows show increasing bridge widths x = 90, 120,
and 150 µm).
the effect of the slots is close to the one produced by the etching holes that must be cut in a
bridge without slots and consequently does not result in a reduction of the parallel capacitance.
Finally, it is noticeable that the series components can also apparently be reduced by reducing the
bridge width and compensating the reduction of the capacitance by enlarging the central conductor
under the bridge. However, this approach modifies the CPW structure and would also introduce
corrective series elements; consequently, it does not result in any improvement with regard to the
performance of the DMTL.
d. Measurements
Figure 3.13 shows the regressed value for ∆LS as a function of the bridge width. Some measure-
ments on different samples of the same bridge and with different calibrations were taken for the
bridge width x = 122 µm and are plotted on the same graph. As explained in Section 3.1.4, the
limited precision in the placement of the probes results in some error in the extraction of a series
inductance. Since the corrective inductances to be measured are very small, the relative error
is here significant. Anyway, the measurements clearly confirm that the slots significantly reduce
∆LS . Concerning ∆RS , no clear confirmation of the simulations could be drawn from single bridge
measurements, due to the importance of the incertitude with regard to the small resistive values
highlighted by the simulations. However, the importance of ∆RS can be observed when modeling
a complete DMTL, as will be shown in Chapter 4.
82
3.4. Shunt digital MEMS capacitors (for DMTL applications)
















Figure 3.13: Simulated and measured corrective series inductance as function of the bridge
width (only one bridge width was available for measurement).
3.4. Shunt digital MEMS capacitors (for DMTL applications)
The shunt digital capacitor concept for use in DMTLs was introduced in [34]. It is basically the
same structure as the analog capacitor, except for two additional fixed capacitance in series with
the mobile MEMS one. These fixed capacitance can be metal-insulator-metal (MIM) capacitors
such as in [34] or metal-air-metal (MAM), as is the case of the digital shunt MEMS capacitor
whose layout is presented in Figure 3.14(a). This digital capacitor was used for the design of
digital DMTLs.
The model for this bridge is the same as for the analog capacitor, except that the capacitance
CP in Figure 3.11(a) must now include the two fixed MAM capacitances CF in series with CM so
that the overall shunt capacitance is now CP = (1/CM + 1/2CF )
−1. Compared with the analog
case previously shown, this capacitor is meant to be operated in digital mode. In the Up state,
the membrane is not actuated and the total capacitance is the series combination of CF and
CM,Up. However, in the Down state, a voltage sufficient to pull-in the CM capacitance is applied
and the total capacitance is now the series combination of CF and CM,Down. In [34], CM,Down is
assumed large enough so that CM,Down  2CF so that CF,Down ≈ 2CF , although this assumption
is not necessary and not employed in the design method of Chapter 4. As explained in [34], the
digital capacitor allows a larger tuning range than its analog counterpart. It also exhibits better
properties in terms of repeatability and sensitivity to the actuation voltage imprecision. More
details about the actuation voltage and power handling for such digital MEMS bridge can be
found in Appendix A.
Figure 3.14(b) shows the imaginary part of the shunt admittance in the circuit of Fig-
ure 3.11(a). The measurements of two instances of the same device are presented, along with
HFSS and ADS simulation results. The curves exhibit a good agreement, taking into account the
very small capacitance value extracted (20 fF) and the measurement incertitude (see section 3.1.4).
Concerning the inductance LP , simulations with both simulators have been carried out on extended
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Figure 3.14: (a) Digital shunt MEMS capacitor layout [dark grey: metal1 slots, light grey:
metal2, black: anchoring]. (b) Extracted imaginary part of the shunt admit-
tance. (c) SEM picture of the fabricated device.
frequency ranges, which allowed the extraction of the inductance value. It was shown that LP is
only weakly dependant on the capacitance value and on the type of suspensions [full bridge or
4 beams structure as depicted in Figure 3.14(a)]. From a practical point of view, this means
that a constant value for LP can be used while optimizing CP , as done within the DMTL design
procedures presented in Chapter 4.
3.5. Shunt fixed inductor (for CRLH-TL applications)
Figure 3.15(a) shows the layout of a shunt inductor made with stubs in the CPW central conduc-
tor, as proposed in [35]. This basic block is employed for the realization of the fixed CRLH-TLs
presented in Chapter 6 and was also fabricated on the Al-Si EPFL process. The inductor dimen-
sions were chosen targeting the value LP = 115 pH using HFSS. Both real and imaginary parts
of the shunt impedance ZP are shown in the graph of Figure 3.15(b), along with their measured
counterparts. A linear regression on the imaginary part leads to a measured LP = 119 pH, which is
close to the design target. The real part of ZP represents the parasitic resistance RP in series with
84
3.6. Series MEMS analog capacitor (for V-CRLH-TL applications)








 Im[Y  ]
Re[Y  ]P
P
Figure 3.15: (a) Shunt inductance layout [dark grey: metal1 slots, light grey: metal2, black:
anchoring], (b) simulated and measured shunt impedance: (—) measurement,
(◦) HFSS simulation.
LP . A good agreement between simulations and measurements is also obtained in this case and
the results show that this resistance is non-negligible due to the small dimensions and significant
loss in the ’Al-Si EPFL’ process (see Section 3.2.3). In general, higher LP values are associated
with higher resistive parts RP , therefore limiting the practical range of LP value.
Shunt fixed and variable inductors were also employed for the design of the MEMS V-CRLH-
TL. In this case, more complicated models were required due to the more complex geometries and
larger inductance values (in this case longer stubs are needed and the capacitive component in the
TL line model of the stub must also be taken into account). These devices are not described in
this chapter for space consideration, but the relevant models can be found as a part of the overall
MEMS CRLH-TL circuits of Chapter 7.
3.6. Series MEMS analog capacitor (for V-CRLH-TL applications)
3.6.1. Description
Here we present a new series MEMS capacitor topology, designed for the implementation of the
MEMS V-CRLH-TLs of Chapter 7. These V-CRLH-TLs are to be fabricated on the ‘Au-Si ISiT’
process and it was thus necessary to design a series capacitor based on this technology. Consider-
ing electromechanical issues and the requirement of achieving particular capacitances values with
regard to the V-CRLH-TL application, the topology depicted in Figure 3.16 was selected (instead
of a more straightforward cantilever approach, [7]). The overall series capacitance depends on
the interdigited capacitor in the central conductor of the CPW [see the inset in Figure 3.16(a)],
but also on the parallel plate capacitances between the 1st metal and the bridge; it is therefore
possible to control the overall series capacitance by changing the height of the bridge membrane.
As shown in the figure, in the final V-CRLH-TL structure the shunt inductive loading elements of
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Figure 3.16: Principle of the series MEMS analog capacitor for V-CRLH-TL applications.
(a) 3-D view, (b) cut along the central CPW central conductor, (c) optical
microscope picture.
the V-CRLH-TL will DC ground the CPW central conductor sections. As a result, it is possible to
actuate the structure by applying a DC voltage to the bridge by means of a DC pad, as depicted
in Figure 3.16(a).
3.6.2. Modeling and results
Figure 3.17(a) shows the physical model deduced for this analog series capacitor. Note that here,
a finite length between reference planes was chosen because of the CPW cross-section variation
in the MEMS area, which prevents the use of ‘degenerate’ reference planes such as done for the
devices previously presented in this chapter. Here is a brief description of the different lumped
elements in the circuit:
• CSUB represents the coupling capacitance through the substrate between both electrodes of
the interdigited capacitor.
• CGAP represents the variable capacitance between each electrode and the bridge.
• CA represents the coupling between the bridge anchors and the CPW ground.
• CL, RL and LL account for the CPW-like propagation in the MEMS area.
This physical model can obviously be reduced to the T-model shown in Figure 3.17(b), and Fig-
ure 3.18 shows the regressed results based on this model. Looking first at the full-wave simulation
results, we observe that the model accounts very well for the simulated structure since the regres-
sion curves are almost indistinguishable form the raw impedance and admittance data. On the
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Figure 3.17: Circuit model of the analog MEMS series capacitor of Figure 3.16. (a) detailed
physical model. (b) reduced model.

































Figure 3.18: Extracted shunt admittance YP and series impedance ZS of the T-model of
Figure 3.17, in the Up state. (—) raw data, (· · ·) circuit model regressions.
(+) full-wave, (no marker) 3 different devices measurements.
















Up  (0 V)
Down (40 V)
Figure 3.19: Extracted shunt admittance YP in Up and Down states for 3 different measure-
ments. (—) raw data, (- -) circuit model regressions.
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graph are also plotted three different measurements. A very good agreement with the simulation
is observed for the series impedance. Concerning the shunt admittance, some discrepancy with the
simulated result is observed, and is attributed to some fabrication tolerances.
Let us now observe the behavior of the imaginary part of the series impedance under ac-
tuation. Measured results for 3 instances of the same MEMS are presented Figure 3.19, which
indicates that good ‘intra-wafer’ repeatability is obtained (all fabricated devices were processed
on the same wafer). The MEMS is here actuated in its analog range, and the Down state curve
presented corresponds to the maximum deflection before pull-in of the membrane (at about 40 V).
As expected, the actuation of the MEMS corresponds to an increase of the series capacitance
value, which is however limited to about 10% here due to the contribution of the fixed coupling
capacitance between both electrodes of the interdigited capacitor [CSUB in Figure 3.19(a)].
3.7. Series MEMS digital capacitor (for V-CRLH-TL applications)
3.7.1. Description
The device presented in this section consists in an evolution of the MEMS of the previous paragraph
and is depicted in Figure 3.20. As can be seen in the inset, MIM capacitors have been added in
series with the MEMS central capacitor, following the concept already employed for the digital
shunt MEMS capacitor. This allows operating the MEMS in two stable states while accurately
controlling the overall series capacitance in each state, although the main reason here is to extend
the range of tunability of the capacitor. In this digital realization, the actuation of the bridge is
achieved by applying a DC voltage between both CPW central conductors, as shown in Figure 3.20.
In this case, there is no DC actuation pad and the corresponding physical circuit model employed
is shown in Figure 3.21, along with its reduced pi-model.
3.7.2. Results
a. Full-wave and circuit model
Figure 3.22 shows the full-wave simulation results for this digital capacitor, along with regressed
circuit model data. Again, we observe that the model accounts very well for the simulated structure
since the regression curves fit the raw admittances very well. In contrast with the analog capacitor,
a large capacitance ratio is obtained here, namely 54.2 fF/21.8 fF=2.1.
b. Measurements
The series digital capacitor was fabricated in a 2nd run on the ‘ISiT Au-Si’ process. Figure 3.23
shows corresponding measured results, along with simulated ones already shown in Figure 3.22
(for clarity, the regression curves are not shown here). A very large discrepancy is observed, and it
was thus decided to measure the topology of the device using some interferometry profilometer, in
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Figure 3.20: Principle of the series MEMS digital capacitor for V-CRLH-TL applications,
(a) 3-D views (b) cut along the central CPW central conductor.
Figure 3.21: Circuit model of the digital MEMS series capacitor of Figure 3.20. (a) detailed
physical model. (b) reduced model.
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Figure 3.22: Extracted series and shunt admittances of the pi-model of Figure 3.19(b). (—)
raw data, (- -) circuit model regression.
order to identify possible problems in the fabricated devices. The 3-D view corresponding to this
measurement is shown in Figure 3.24. A set of particular cuts in this profile allows determining
the thickness of the different layers and the following observations were made:
• One of the dielectric layers (AlN) was damaged during the process.
• The annealing of the membrane done as a last step in the process led to some lateral bending
of the membrane, hence a poor contact in down state.
• The dielectric stack used to fabricate the MIM capacitor was thicker than expected, namely,
700 nm – 800 nm instead of a targeted value of 500 nm.
We can reasonably assume that these are the main causes for the discrepancies since the observed
defects obviously lead to smaller capacitances both in the Down and Up state, which translates into
the smaller imaginary part of the series admittance observed in Figure 3.23. It is interesting to note
that these issues would not have been detrimental in the case of the analog capacitor: concerning
the two first points above, it is because they only have a significant effect when the membrane is
pulled-in, which only occurs in the digital case. Concerning the third item, it is because the MIM
capacitor is not implemented in the analog version of the device. However, the impact of these
process faults is very significant for the digital MEMS. For instance, the difference in the MIM
capacitor dielectric thickness will obviously greatly reduce the overall capacitance, especially in the
Down state. In order to verify these statements, the simulations were run again with the measured
MIM dielectric thickness, and assuming a poor contact of the pulled-in membrane. The results
are shown in Figure 3.23 as well; although these simulations are not meant to precisely account
for the measured device, they show that the large discrepancy between targeted performance and
measured results can indeed be mainly attributed to the above process faults. This failure in
obtaining the desired performances with this MEMS capacitor is a good illustration of the difficulty
of designing performing microwave devices based on MEMS, even using a quite mature fabrication
process. The case of the MIM capacitor is exemplary. Indeed, two different steps were taken in
the design stage to minimize the effect of fabrication tolerances on the capacitance value. First,
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Figure 3.23: Extracted imaginary part of shunt and series admittances. Simulations: ex-
pected dimensions (◦), corrected dimensions (×). Measurements: Up states
(- -), Down state (· · ·) [two different measurement results are shown here].
Figure 3.24: 3-D view of the profile measurement of a fabricated series digital MEMS capac-
itance. A set of particular cuts in this profile allows determining the thickness
of the different layers.
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both dielectrics were used so that a larger active surface is patterned for a given capacitance value
(lower sensitivity to both the dielectric thickness and the metal surface patterning imprecision).
Second, each MIM capacitance actually consists of two capacitances in series (see Figure 3.20),
which reduces the geometrical tolerances on each capacitance. Nevertheless, these steps proved
not to be sufficient here, and it is believed that a better solution would have been to implement
the fixed capacitor of the MEMS as metal-air-metal (MAM) capacitors, using the sacrificial layer
for the gap (such as done in the case of the shunt digital capacitor of Section 3.4).
3.8. Series MEMS switch (for reflectarray application)
3.8.1. Introduction
The last building block presented in this chapter is the series MEMS capacitor shown in Fig-
ure 3.25(a). Although the MEMS itself resembles a usual shunt topology, the way the electrodes
below the membrane are connected obviously results in a series capacitance between the two ac-
cesses to the MEMS. This capacitor is to be inserted in a controllable reflectarray element in
Chapter 9, and is realized on the ’Al-Quartz VTT’ technology. In contrast with the previous
MEMS capacitors, this one is referred to here as a switch. The reason is that, although this ca-
pacitor has the same structure as a usual analog capacitor, it will be operated as a switch in the
reflectarray element: the membrane will be either left with no actuation voltage (Up state) or
completely pulled-in (Down state).
However, this example also differs from the previous ones in the sense that the MEMS studied
here is not meant to load a transmission line but is part of a radiating element. In this case, several
of the MEMS concerned here are to be inserted in a single reflectarray cell, and a simulation of
such a cell including all the MEMS detailed geometry is extremely time consuming. On the other
hand, and in contrast with the previous TL applications (DMTL, CRLH-TL), it is in this case not
possible to deduce the relevant parameter of the reflectarray cell working only on a circuit level.
As a result, an intermediate approach is necessary, which consists in including lumped models
representing the MEMS in a full-wave simulation of the reflectarray cell. This is possible in HFSS
using so-called RLC boundaries, which are actually surface impedances. However, in order to
do so, we must first deduce the appropriate circuit model for the MEMS, which was done here
following the procedure:
1. Full-wave detailed simulation of a single switch.
2. Deduction of a circuit model for the switch.
3. Implementation of this circuit model by RLC boundaries in the full-wave simulation of a
single switch (the detailed geometry of 1. is replaced by the RLC boundary).
4. Verification that the result of 3. corresponds to the result of 1.
Consequently, the organization of this section is different from the previous one since emphasis
is put here on some theoretical and practical aspects of the substitution of the detailed MEMS
geometry by a simple lumped model in HFSS.
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Figure 3.25: (a) 3-D view the series MEMS switch for reflectarray application. (b) Illustra-
tion of the implementation of a lumped element by a surface impedance in a
full-wave simulator.
a. Representation of lumped elements with RLC boundaries
It is not possible to include a real lumped element as shown in the top of Figure 3.25(b) in a FEM
software like HFSS. Nevertheless, it is possible to setup RLC boundaries to model lumped elements,
where the R, L and C elements are connected in parallel. Such a boundary actually consists in
a surface with given surface impedance and is depicted in Figure 3.25(b) as well. Formally, the
equivalence between the lumped and boundary approach can be expressed by first writing the
continuity of the tangential electric field at the boundary:
n× (E1 − E2) = 0 (3.13)
The tangential electric field on the boundary E2T is linked to the surface impedance ZS and surface
current JS by:
E2T = ρJ = (ZSdx) (JS/dx) = ZSJS (3.14)
Substituting (3.14) in (3.13) yields the tangential component of the E field at the boundary:
E1T = ZSJS (3.15)
Assuming a constant surface impedance within the boundary, and that a non-zero net current only
exists in the direction of the current of the lumped element, we have:
V = ZI → ETxb = Z · (JSwm) (3.16)
with b and wm as defined in Figure 3.25(b). The relation between the lumped impedance Z and
the surface impedance ZS of the boundary is finally obtained using (3.15) and (3.16):





































































Figure 3.26: Comparison of the simulation results with detailed MEMS geometry (•) and
RLC boundary (×). (a) Up state, (b) Down state. (—) raw data, (- -) regres-
sions.
3.8.2. Results
As explained previously, the first step here was to simulate the MEMS switch in its detailed
geometry, shown in Figure 3.25(a). Note that the biasing line for the MEMS is not present in the
simulation, since it was previously tested that it has no influence on the RF response of the device,
due to the very high resistivity of the dedicated layer in the ’Al-quartz VTT’ process.
First, Let us consider the Up state, namely when the membrane is not actuated. The raw
impedance of the MEMS switch is plotted in Figure 3.26(a). Some extraction on this result shows
that the device is very well modeled by a series RLC network with the following lumped elements
values R = 0.1 Ω, L = 225 pH, and C = 71 fF, since we observe in Figure 3.26(a) that the
regression curves fit very well the simulated impedance (compare solid and dashed lines). As
expected, the switch mainly behaves as a series capacitance in the Up state.
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The next step is now to replace this MEMS geometry by some lumped RLC boundaries in
HFSS. However, this is not as straightforward as putting in series boundaries with the above
regressed values, for the following reasons; first, the capacitance value extracted comprises the
capacitance due to the MEMS, but also the contribution resulting from the coupling through the
substrate between the access lines on each side of the MEMS. This can be checked by carrying out
the same simulation but without the MEMS structure [namely, with an ’open’ between the two
access lines visible in the darkest grey in Figure 3.25(a)]. In this case we extract a series capacitance
of C = 33 fF, which means that the contribution of the MEMS is only about C = 71− 33 = 38 fF,
since it is in parallel with the ‘open’ capacitance. As a result, the boundary must be set to a
lumped capacitance value of 38 fF rather than 71 fF. Concerning the inductance, it results from
the currents flowing in the electrodes and membrane of the MEMS. However, when the MEMS
is replaced by an equivalent capacitive boundary as proposed here, current still flows through the
boundary and the inductive effect remains. In other words, the inductance extracted above should
not be included as an L boundary in the simulation since this would mean ‘accounting twice’ for
the inductive effect in the MEMS.
These affirmations are simply verified by comparing the results for the detailed geometry with
the simulation where the MEMS is replaced by a boundary condition corresponding to a lumped
C element of 38 fF in series with a lumped R boundary of 0.1 Ω. This is done in Figure 3.26(a):
a very good agreement between both simulation setup is obtained, which confirms the above
considerations and validates the possibility to replace the detailed MEMS geometry by a simple
boundary condition in HFSS. It is noticeable that a similar verification is also carried out in
Chapter 9, considering then the whole reflectarray cell.
The same approach was employed in the Down state and is thus not detailed here. The lumped
model for the MEMS is again a RLC series network (but behaves now mainly as an inductance),
with numerical values for the boundary conditions C = 1500 fF, L = 150 pH, and R = 0.3 Ω.
In Figure 3.26(b) are compared the extracted results from the detailed simulation and simplified
RLC boundaries setup. Here again, we observe that the simplified setup accounts very well for
the detailed geometry.
3.9. Chapter appendix: Enhanced conformal mapping CPW modeling
The method employed to compute the characteristics of the CPW lines in the optimization pro-
cedure of Chapter 4 is based on the conformal mapping method. Most of the formulas used are
presented in [33] and will consequently not be repeated. However, some particular steps were taken
to obtain reasonable accuracy of the computed values and are described in this appendix.
1: Skin depth and surface resistance
In order to calculate the conductor losses, it is necessary to assess the skin depth δ over the








Usually, the calculation of the surface resistance is made under the assumption that the conductor






where σ is the metal conductivity. However, in the case where the ratio t/δ is not large enough
for the above formula to be valid, the formula is ‘corrected’ in order to take the finite thickness of














The resistance calculated with these three different formulas, so together with the ratio t/δ, are
plotted in Figure 3.27 for a typical micromachined line with 1 µm aluminium on Hi-Res silicon.
We observe that:
• At high frequencies, RS,HF is equal to RS,BF . This means that the ratio t/δ is large enough
to consider the skin depth negligible when calculating the surface resistance. This occurs for
a relatively small ratio t/δ = 2.5.
• Below t/δ = 1.2, RS,BF becomes larger than RS,HF , which was expected and means that the
thickness is small enough compared to the skin depth so that the resistance increases with
reduced thickness.
• RS,BF tends to RS,DC at very low frequency, which validates the formula for RS,BF at low
frequencies.
As a conclusion, it is necessary to use Formula (3.20), which takes into account a finite conductor
thickness, in order to compute correctly the characteristics of the line at rather low frequency. It is
important to remind here that the conductor losses of a CPW line are proportional to the surface
resistance. Therefore, using wrongly the high frequency formula for the resistance would lead to
a very significant under-estimation of the line losses under the frequency where t/δ = 1.2. For
instance, for typical lines on the ‘Al-Si EPFL’ process, an error of 300% occurs at 1GHz.
2: Perturbation method
The impedance calculated with a conformal mapping method is real, which means that the losses
are not taken into account in its calculation. The losses are computed in a second step and we can
use a perturbation method in order to obtain a complex impedance taking the losses into account.
The impedance calculated with the conformal mapping corresponds to the real part Z0R of the
impedance so we have:
γ0
Z0
= jωC +G → β1 = Im [Z0R (G+ jωC)] = Z0RωC (3.22)
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where C and G are the CPW distributed capacitance and conductance. α is calculated separately
by the conformal mapping method, and since we also know that αd = GtZ0/2 (αd this is the
substrate loss only) [33], the complex characteristic impedance Z0C is:
γ0
Z0









Figure 3.28 shows an example of complex impedance obtained with this simple method, which
corresponds to a CPW designed on a low-resistivity silicon substrate. In this case, the losses are
very important and Z0C is far from being a frequency-constant, real parameter. The agreement
with a full-wave simulation is very good.
3: Conformal mapping capacitance correction
One limitation of the conformal mapping method is that it is unable to consider non-infinite
dielectric layer such as the SiO2 insulator layer of the Al-Si EPFL process. However, the removal
of this dielectric in the slots of the CPW has a non-negligible impact on the distributed capacitance
of the line, since most of the electric field is concentrated at the edges of the CPW. So, a possibility
is to calculate the capacitance by neglecting the insulator layer. The error introduced depends on
the insulator thickness, the difference between substrate and insulator permittivities and also on
the dimensions of the CPW with regard to the thickness of the insulator. However, for a given
technology, the only parameter that varies is the size of the CPW. Thus, for a reasonable range
of CPW dimensions, we can introduce a corrective factor in the calculation of the capacitance,
deduced from a simple static 2-D capacitance solution or using HFSS and the method explained






























Figure 3.27: Illustration of the surface resistance as a function of frequency using different
formulas.














Figure 3.28: illustration of the complex impedance obtained by the perturbation method
(×) and comparison with simulated results (—) for a 85/60/85µm CPW on
low-resistivity silicon.
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4. Distributed MEMS Transmission Lines
(DMTLs)
4.1. Introduction
4.1.1. Content and organization of the chapter
In this chapter, we present the design strategies and results obtained for the distributed MEMS
transmission line (DMTL), which is a typical microwave MEMS periodic structure. The organi-
zation of the chapter is as follows: first, we introduce the DMTL in the more general context of
MEMS variable true-time delay lines (V-TTDLs). Applications for V-TTDLs are then discussed
along with related calculations, in order to deduce relevant information for the DMTL optimiza-
tion strategies. The developed design algorithms based on the periodic structure approach are
then explained step-by-step. Finally, some measurements for an analog and a digital DMTL are
presented, along with circuit model results.
4.1.2. MEMS-based V-TTDLs
There is a significant amount of publication concerning MEMS-based V-TTDL topologies. Here,
we first describe the main features of the most popular V-TTDL configurations and introduce the
structure of interest in this chapter, namely, the DMTL.
The switched type V-TTDL is based on transmission lines of different length which are switched
to produce different delays. It has good performance over a large bandwidth but device size is its
major drawback. The bandwidth (BW) is not limited by the dispersion in the line but rather by
the quality of the switching devices. A high-performance device using microstrip technology and
based on the switched lines principle is presented in [37], and is depicted in the left hand side of
Figure 4.1. The switched type V-TTDL uses the ’space’ to produce a change in the delay while
the ’velocity’ is kept constant. In contrast, the distributed type V-TTDL takes advantage of the
possibility to control the wave velocity, while keeping the length of the propagation path constant.
This approach is the best in terms of space but also provides a very wide BW. Regarding these
advantages, the distributed type delay lines have been the most widely studied and many results
can be found in the literature (e.g. [18,31,34]). The easiest way to control the velocity in such lines
is by using MEMS to vary the distributed capacitance. Usually, this control is made by means
of MEMS variable capacitors connected periodically in parallel with the TL. The corresponding
structure was thus named the distributed MEMS transmission line (DMTL) in [30].
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Figure 4.1: Pictures of the switched-type MEMS V-TTDL of [37] (left) and distributed-type
V-TTDL of [38] (right).
It is finally noticeable that, although most designs have been done on CPW lines, it is also
possible to realize microstrip distributed TTDL [39] (see the right hand side of Figure 4.1). Another
kind of distributed delay line is presented in [38]. In this case, the variation of the distributed
capacitance is achieved by controlling the strip to group plane distance. When compared to the
aforementioned distributed types, this realization reveals to be more complex in terms of design,
fabrication complexity, and requires hundreds of volts for the actuation.
4.1.3. V-TTDLs Applications
a. Introduction
This section first discusses some applications of V-TTDLs. Although there are some possible
applications in ultra wideband (UWB) telecommunication subsystems, it is generally understood
that the main field of application of V-TTDLs is for the feed networks of phased arrays. By briefly
showing why and in which feed network configuration V-TTDLs are useful for phased arrays, we
intend to show how the phase error of the V-TTDL should be characterized with regard to this
particular application. These results will be of use when developing methods for the optimization
of DMTLs in the next sections of this chapter.
b. Communication system
In UWB systems, there is a need for increased sampling rates. For instance, in the case of an all-
digital UWB receiver, the received signal is immediately converted by high speed A/D converters.
However, the maximum sampling rate is determined by the speed of the conversion (not to be
confused with the acquisition speed). In order to design UWB systems where a very high sampling
rate is required, there is a need to overcome the limitation of the speed of the converter by operating
different converters in parallel, as shown in Figure 4.2. This requires a precise control of the true-
time delay blocks between antenna and converters. In advanced architectures, it can be envisioned
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Figure 4.2: Parallel sampling strategies in UWB systems
to use V-TTDL to substitute for the numerous delay lines for space saving in mobile receivers. In
practice, such parallel acquisition also suffers from imprecision in the delays, which could then be
corrected by a real-time correction of the delays thanks to V-TTDLs.
c. Array corporate feed network
Introduction
Figure 4.3 shows the example of a 1-D array with its corporate (or parallel) feed network. The
BW of arrays and phase arrays depends on the radiating elements, but also on the feed network.
In general, the radiating elements are matched over a broad band and the array BW is mostly
determined by the feed network and phase shifters [40]. It is important to observe that while the
matching of the radiating element limits the BW of the array from a reflected energy point of view
(matching BW), the feed network structure induces another form of limitation to the BW, which
is a dependence of the scan angle on the frequency (named here scan angle BW). As will be shown
below, the scan angle BW is linked with the phase properties of the feed network.
There are naturally also other limitations to the BW of arrays, which are beyond the scope
of this document. Nevertheless, it is noticeable that they are not only ‘phase’ issues in the role of
the feed network in the array BW since the performance of the power splitter and the matching
of the different lines in the feed network will also influence the matching BW of the array. For
instance, in digital operation, the phase shifter in each branch of the feed network must actually
be constituted of a cascade of sub-phase shifters in order for several angles to be scanned (with a
single digital phase shifter in each branch, the array would only be able to scan at 0o, −α and +α
with regard to broadside). Consequently, the mismatch can be a very limiting factor in the feed
network if the scan angle resolution is high.
For the sake of simplicity, let us consider a 1-D array such as depicted in Figure 4.3. This
is not a limitation since the concepts developed here are also valid for 2-D arrays. If the array
is scanned to the angle αs with regard to azimuth, this means that the waves from each antenna
interfere constructively in the plane perpendicular to that direction and, referring to Figure 4.3,
we can write:
θspace = θel + 2npi (4.1)
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Figure 4.3: Principle of a corporate-fed phased array and some variables definition.
where θel is the inter-element electrical phase shift and n can be negative or positive. It is easily
shown that the phase shift associated with the propagation from the antenna to the given phase
front is:
θspace = −2pid sinαs
c
f (4.2)
where d is the inter-elements spacing and c the speed of light in the surrounding medium. So,
we obtain an expression for the electrical phase shift to be imposed between elements in order to
obtain a given scan angle αs:
θel = −2pid sinαs
c
f + 2npi (4.3)
Corporate feed phase scanning
True-time delay: The right hand side of Figure 4.3 shows the phase shifts of interest θ for the
following analysis in the last level of the corporate feed ’tree’. The developments will be done only
for this stage, but it is straightforward that they apply to the whole network, if the phase shift is
doubled when decreasing one level in the ‘tree’ (see Figure 4.3).
We use here the notation:
θcont,i : Total phase shift of the controlled phase shifter i.
θline,i : Phase shift produced by the line section i, except for the controllable part [see (4.4)].
∆θ : Phase difference between two states of the phase shifter.
From the figure, we easily deduce that (for simplicity, a perfectly matched structure can be
considered at this stage):
θel = θ1 − θ2 = θline,1 + θcont,1 − θline,2 − θcont,2 (4.4)
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Figure 4.4: Ideal phase and delay properties of a V-TTDL
In the case of this corporate feed, the ‘non-controllable’ phase shifts θline,i cancel each other out
in the above subtraction, so we have:
θel = θcont,1 − θcont,2 ≡ ∆θ (4.5)
Finally, we make use of expression (4.3), where n can obviously be set zero in this case, and find:
∆θ = −2pid
c
· sinαs · f (4.6)
Inspection of (4.6) shows that, for a narrowband array, a simple device producing the required
phase shift ∆θ between different states at the operation frequency f allows to scan the desired
angle. However, in the case of a wide band phased array, we want the scan angle to be frequency
independent. An observation of the above expression readily shows that this means that the phase
shift ∆θ must be proportional to the frequency. This will be the case for a phase shifter whose
phase shift is proportional to the frequency, as shown in Figure 4.4, which is called a variable
true-time delay line (V-TTDL) since the associated propagation delay is frequency independent.
In conclusion, the scan angle BW of a corporate-fed array with V-TTDL controllable elements
corresponds to the band where the V-TTDL dispersion is below a certain level, determined by the
maximum error allowed for the scan angle. If a good performance is achieved from this point
of view, the actual BW of the array will in general be determined by the input return loss BW.
Finally, it should be noted that V-TTDL are also of use in the case of narrow band arrays, where
the use of V-TTDL results in a signal modulating the carrier to be appropriately delayed, hence
limiting the dispersion in the demodulated signal [41].
Error quantification: Here we want to determine how the deviation of a V-TTDL from its ideal
behavior should be characterized, with regard to the resulting scan angle error in a corporate feed
application. In other words, the question we address is: is it right to characterize the V-TTDL
by the phase error in the BW, such as done in almost all V-TTDL publications (except [37])? To









A mere observation of this expression shows that an error in αs is directly related to the ratio ∆θ/f
rather than the phase shift ∆θ alone. This difference is fundamental for DMTLs since such devices
can reach BW greater than a decade. For instance, a phase error of 5oat f = 1 GHz results in a
103
4. Distributed MEMS Transmission Lines (DMTLs)
scan angle error 4 times greater than at f = 4 GHz, with the same 5ophase error. Consequently,
the quality of a true-time delay line (TTDL) in the BW should be given in terms of the ∆θ/f error
and not in terms of phase error, as long as the corporate feed application is concerned. Finally, let
us note that the aforementioned ratio ∆θ/f is proportional to the differential phase delay ∆Dφ of





















where l is the length of the controlled line.
Mismatch: In practice, and particularly in the case of the DMTLs considered in this chapter, the
V-TTDLs are not perfectly matched in all states. In order to take into account the effect of the
mismatch on the phase of the signals, we must write the differential phase shift between two states
i and j as ∆θmis = arg(s21,i) − arg(s21,j) where arg(s21,i) and arg(s21,j) are the insertion phases
of the delay line in two different states of the V-TTDL, referred to the impedance of the reference
lines. We can now define a delay which simply corresponds to the phase shift but reported to the
time domain:




If the mismatch effect on the transmission phase is neglected, and only in this case, arg (s21) = −lβ
and ∆Dφ,mis stands for the difference between the propagation delays of pure traveling waves
as given by (4.8). However, the scan angle is indeed linked with the phase shift including the
mismatch, and we finally write the scan angle as a function of ∆Dφ,mis as defined in (4.9), using
(4.6):






In conclusion, the error in the scan angle is directly linked with the delay error rather than with
the phase error and it is thus more appropriate to define the DMTL phase error in terms of delay
than in terms of phase. Second, the delay must include the mismatch and must not be considered
as the insertion phase βl alone.
4.2. Design
4.2.1. Introduction
In order to explain the design strategies presented in this section, it is useful to first recall the prin-
ciple of the DMTL and deduce some general characteristics of this device by means of approximate
formulas. The principle of the DMTL is sketched in Figure 4.5; MEMS variable capacitors CP
periodically load a TL of unloaded characteristics Z0, β0 and distributed parameters L, C. This
allows controlling the phase velocity in the line, as suggested by (4.11), which is valid under the
assumption that the capacitors are electrically very close to each other (d λ0). However, (4.12)
shows that varying CP to control the velocity also results in some modification of the structure
characteristic impedance and thus in some mismatch. In practice, there will be losses in the device
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Figure 4.5: Principle of the distributed MEMS transmission line (DMTL).
Reference plane
Figure 4.6: Periodic structure representation of a DMTL.
as well. As a result, the design of DMTL mainly consists of optimizing the circuit element values
so that a large delay is obtained while guaranteeing minimum mismatch and insertion loss.
β0 ≈ ω
√




C + CP /d
(4.12)
We will now explain in detail the design of DMTLs based on the requirements for V-TTDL that
were just deduced. More precisely, two systematic design algorithms are explained, which are
based on the periodic structure concepts presented in Chapter 2. Indeed, the DMTL is inherently
a periodic structure, as suggested in the illustration of Figure 4.6. A very important aspect for a
good efficiency of the method is to get a precise circuit modeling of a cell in the periodic structure
that the DMTL constitutes. This issue was already addressed in chapter 3, where we presented
two ‘building blocks’ directly intended to this application, namely the analog and digital shunt
MEMS capacitor. The equivalent circuit models for these blocks were deduced and the circuit of
the digital shunt capacitor is recalled in Figure 4.7.
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Figure 4.7: Equivalent model for a bridge loading a CPW guide.
4.2.2. Design algorithms
The two design algorithms presented here differ in their optimization goals; the first method,
called Minmis, is inspired from developments presented in [42] and [7], while taking advantage of
the periodic structure modeling. We also introduce the series elements of the unit cell circuit of
Figure 4.7 in the design. In this method, the insertion loss is minimized, but the main requirement
is to achieve optimal matching. The second method, called Minloss, minimizes the insertion loss
of the line while relaxing the constraint of minimum mismatch.
Note: The methods described here are valid for both analog and digital designs. When referring
to the Down state in the case of an analog DMTL, we consider the state corresponding to the
maximum deflection in the stable analog range of the MEMS.
a. Minimum mismatch design (Minmis)
All variable definitions and the different steps of this first design algorithm are summarized in
Table 4.1 and 4.2, respectively. In step 1, the design starts with making initial choices for the
targeted differential delay, the Bragg frequency and the bandwidth for which the optimization is
to be carried out. The Bragg frequency of the DMTL periodic structure is the frequency at which
the first stopband occurs, as illustrated in Figure 4.8 for a typical DMTL. Obviously, a DMTL will
be operated below this frequency. However, the closer the Bragg frequency to the upper limit of
the operation band, the larger the dispersion. Therefore, the Bragg frequency given as input here
will mainly set the delay distortion in the upper part of the bandwidth of the DMTL.
Concerning the capacitance ratio between Down and Up states Cr, it differs greatly depending
on the type of the used loading capacitor, namely up to about 1.3 for an analog MEMS and between
1.5 and 3 for a digital one (see Chapter 3). Thus, the choice of the exact value given as input to
the algorithm is made with regard to electro-mechanical considerations and physical limitations
for the capacitances. Also, as can be easily understood from the approximate expression (4.11)
and (4.12), it is important to consider that higher capacitance ratios will result in larger ratios of
differential delay over losses, at the cost of increased mismatch.
For the next steps, the unloaded line impedance Z0 is left variable, in order to be optimized.









Cu, Cd ‘Up’ and ‘down’ states capacitance
∆LS Bridge series inductance
Zu, Zd Up and Down approximate impedance
Zequ,u, Zequ,d Up and Down equivalent impedance
γequ,u, γequ,d Up and Down equivalent prop. constants
∆τ Differential delay per unit length
∆D ‘target’ differential time delay
d, l Cell length, total DMTL length
Table 4.2: Minmis design method
Description Formulas, comments
1 Inputs Choice of Cr, fB, ∆D and BW
With Z 0 variable (step 2-9):
2 γ0, Z0 Enhanced conf. mapping (see Chapter 3)






+ Z2u(Cr − 1)− CrZ20 = 0
Zd = Z2ref/Zu
4 fB 7→ d d = Zd−2pifB∆LSpifBLCPW







6 γequ,u, γequ,d, Zequ,u, Zequ,d Formulas (2.6) and (2.19)












9 ∆τ/αequ,d 7→ Z0 Selection of optimum (Z0 choice)
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UP state, no losses
DOWN state, no losses
UP state, incl. losses
DOWN state, incl. losses
fB





Figure 4.9: Symbolic representation of the impedances of the DMTL.
MEMS capacitance and neglecting ∆LS in this case (exact calculation of the impedances is made
in step 6, but is not convenient at this stage).
As explained previously, the impedances in Up and Down state are different and thus there
is necessarily some mismatch in at least one state. Different kind of matching circuits could be
imagined in order to match the loaded lines to the reference impedance. Nevertheless, matching
circuits based on frequency-dependent properties of stubs [43] or lines are not adequate since we
want to design a very wide-band V-TTDL. Moreover, these would have to be reconfigurable.
We will come back to this issue in more details in Chapter 5; here, as a result of the evident
difficulty in designing a satisfactory wideband, low-loss, and reconfigurable matching network, we
will not use any matching circuit but minimize the mismatch as already suggested in [7]. The
optimal solution is thus to set the impedances in Up and Down so that there is a minimum
mismatch considering both states together. In this case, the mismatch is the same in both states,
as symbolically illustrated in Figure 4.9, and some calculation shows that this is equivalent to
setting the condition Zd = Z2ref/Zu on the unloaded and loaded impedances. This condition is
used in step 3 and this is the reason why this first design method is referred to as Minmis for
minimum mismatch.



























Cr = 1.4 - 2.2 
ZU 
Figure 4.10: Illustration of the relation between impedances, mismatch and capacitance
ratio.
of Z0, Cr and the reference impedance chosen for the design. It can be easily deduced from the
distribution of the capacitances in the different states and Zd = Z2ref/Zu. Basically, this expression
links the impedances illustrated in Figure 4.10 as functions of the mismatch. Obviously, the larger
the mismatch, the further away Zu and Zd from the reference impedance (which is 50 Ω in the
graph). We also observe that when the capacitance ratio decreases, the impedance of the unloaded
line gets closer to Zu. Finally, it should be noted that in order to find a solution for this equation,







Step 4 is a closed-form expression for choosing the spacing d between bridges as a function
of the Bragg frequency (see above) and Step 5 allows choosing the Up state capacitance Cu from
formulas (4.14)-(4.16) [44], where we also include a term accounting for the series inductive com-
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Figure 4.11: Illustration of the effect of the finite Bragg frequency on the differential delay
dispersion
The precision of the last design steps is maximized by making use of the periodic structure prop-
agation constant γequ in step 61. As no assumption is made in this calculation with regard to
the circuit model, it allows calculating the losses and the phase properties (respectively related to
real and imaginary parts of γequ) precisely and at any frequency. In contrast, and as mentioned
in [44], the expression used for the losses of the DMTL with TL sections modeled with lumped
elements [42] is less accurate, especially for frequencies approaching the Bragg frequency. More
important in the case of the DMTL, the approach proposed here takes into account series elements
such as ∆LS when computing the losses and the delay (∆LS and ∆RS will be shown to have a
significant impact on the delay and losses, respectively). In addition, any model for bias lines or
other parasitics can be easily included. Finally, it is noticeable that the use of a full-wave simulator
is not convenient at this stage since this calculation is included in an optimization loop. For fast
computation, 3-D transmission matrices are used, whose 3rd dimension accounts for the frequency.
In step 7, designs based on the phase delay ∆τφ or group delay ∆τg can be made, depending
on the target application (∆τφ for phased array feed, whereas ∆τg could be preferred in some
transmission application).
In step 8, the line length that will produce the goal delay is calculated. In practice, a multiple
of the cell length d is chosen by the algorithm so that the equivalent characteristic impedance is
known at the input and output of the structure (see Chapter 2). In step 9, the impedance of the
CPW line is chosen so as to maximize the delay/losses ratio ∆τ/α, which concludes the design.
The differential delay can be plotted at this stage, giving a quantitative assessment of the
dispersion in the BW. In the upper part of the band, this consists of observing accurately the
effect of the choice of the Bragg frequency. An example is plotted of Figure 4.11 for a design with
1There are in general sign ambiguities in the periodic Bloch equivalents, which must be appropriately treated as
explained in Chapter 2. However, such considerations are not necessary in the case of DMTL structures in the
frequency range of interest, namely where they behave as TTDL. Indeed, in this case, each sign can be easily
selected by analogy with a continuous transmission line.
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a Bragg frequency of 80 GHz. The dispersion is clearly visible in the plot and is, as expected, more
important in the group delay. If this dispersion is too important, the design algorithm should be
re-run with an increased Bragg frequency. The delay defined by (4.9) also includes the mismatch.
In multi-bit operation, the mismatch is especially important in the states where the cascaded
lines have different equivalent impedances, and leads to significant oscillations in the differential
delays. The method presented allows assessing precisely these oscillations, which can be reduced
by decreasing Cr chosen for the design, at the cost of a reduced delay/losses ratio.
b. Minimum losses design (Minloss)
We propose here another design method, called Minloss, which minimizes the insertion loss of
the line, while relaxing the constraint of minimum mismatch (step 3 in methodMinmis). This ap-
proach leads to designs with even reduced insertion loss, which can be useful for applications where
the mismatch is not the main requirement. The method Minloss is presented in Table 4.3, where
only the steps different from the Minmis method are shown. Relaxing the minimum mismatch
condition results in the pseudo-independence of Zu and Zd and there is one more degree of freedom
for the optimization of the insertion loss. Therefore, it was chosen here to let Z0 and Zu variable
for optimization. Since the mismatch is not ‘fixed’ here as it was in case with the methodMinmis,
it is also necessary to include its influence on the insertion loss, which is due to the ohmic losses
in the line but also to the energy reflected to the source. Therefore, the delay/losses optimization
coefficient Kopt is written as a function of |s21|, as described in step 9b. The insertion loss |s21|
is calculated by means of the formula in step 9a for one-bit operation. In the case of multi-bit
operation, the most straightforward way to calculate |s21| is to cascade transmission matrices, with
each matrix representing a bit line section (in contrast with the transmission matrix of a cell in
the periodic structure). These matrices are simple TL section transmission matrices, where the
line parameters are the periodic structure Bloch equivalents.
An example of the optimization coefficient Kopt as a function of the variables Zu and Z0
is depicted in Figure 4.12, in an analog mode (Cr = 1.22). The maximum is selected by the
algorithm and provides the optimum values for Z0 and Zu, which are here 73.7 Ω and 46.5 Ω,
respectively (the resulting Zd is 43.7 Ω). It is noticeable that both Zd and Zu are now below
the reference impedance 50 Ω, which is a consequence of the fact that losses in the CPW reduce
as the impedance decreases. Indeed, in this case, the Minloss method selects the solution with
minimum insertion loss, while relaxing the mismatch performance. Figure 4.13 shows the insertion
loss results obtained with the Minmis and Minloss methods. The curves corresponding to the
Minloss method exhibit, as expected, lower insertion loss. However, the increased mismatch in
the Minloss case leads to oscillations in the differential delay. In this example, the amplitude of
the maximum oscillation is only 0.2 ps for an overall differential delay of 20 ps. Let us note here
that the coefficient Kopt is actually optimized with regard to the curve corresponding to the local
minima of |s21|, which is also plotted in Figure 4.13 (This curve was obtained by some filtering on
|s21| implemented in Matlab). The length of the delay line designed with the Minloss method
is 10% shorter than its Minmis counterpart.
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Table 4.3: Minloss design method (steps different from Minmis only).
Description Formulas, comments
With Z0 and Zu variable:
3 Cr → Zd Zd = Zu·Z0√
Z2u(1−Cr)+CrZ20
9a γequ,d, Zequ,d 7→ |s21| |s21| = 1|cosh(γequ,dl)+0.5(Zequ,d/Zref+Zref/Zequ,d) sinh(γequ,dl)|
















Figure 4.12: Optimization coefficient Kopt as a function of the variables Zu and Z0.
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Figure 4.13: Comparison of the Minmis and Minloss design methods results.
4.3. Results
First, we briefly present the measured results for a fabricated analog DMTL. In a second step, we
present a digital design along with design details and comparison with circuit model results. All
realized DMTLs were designed for operation in the 0.8 - 20 GHz frequency range, the upper limit
of this bandwidth being determined by the probe station available for the measurements at the
time of this work. The technology employed for the fabrication of the device basically consists of
aluminum on high resistivity silicon (details available in Appendix A, ‘Al-Si EPFL process’)
4.3.1. Analog DMTL
Figure 4.14 shows the layout of the analog DMTL whose measured results are presented in this
section. Figure 4.15 to 4.18 present the results for this analog DMTL for actuation voltages varying
from 0V to 19V. All those voltages are below the pull-in voltage of the bridges, as is required for
analog DMTLs. The insertion phase, shown in Figure 4.15, is linear with frequency and becomes
larger when the voltage is increased. The dispersion is better observed with the differential delay
plotted in Figure 4.16. The line was designed for achieving a delay of 10 ps (for a capacitance ratio
of 1.3), which occurs for a voltage of 19V. The dispersion in the lowest frequency is due to the
CPW characteristic impedance frequency variation whereas the dispersion in the highest frequency
is linked with the periodic structure of the DMTLs (Bragg frequency).
Figure 4.17 shows the input return loss of the line, which is excellent within the whole band-
width but limited at lower frequencies by the important imaginary part of the CPW characteristic
impedance at such frequencies. The graph also shows that the design method properly ‘sets’ the
loaded line impedances since all the intermediate states from 9 to 18V are better matched than
the extreme positions 0 and 19V. Indeed, this means that the equivalent impedances have been
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Figure 4.14: Layout of the presented analog DMTL (white: first metal, light grey: second
metal, dark grey: slots, black: anchoring).




























Figure 4.15: Analog DMTL: measured absolute phase shift.






















Figure 4.16: Analog DMTL: measured differential phase delay.
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Figure 4.17: Analog DMTL: measured input return loss.
























Figure 4.18: Analog DMTL: measured insertion loss.
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Figure 4.19: Layout and SEM pictures of the presented digital DMTL.
‘placed’ in an optimal way above and below (resp. for 0V and 19V) the reference impedance of
50 Ω, as suggested by Figure 4.9.
4.3.2. Digital DMTLs
Here we present the measurements and circuit model results for the digital design whose layout
and SEM pictures are shown in Figure 4.19. The inputs for the design of the line are a differential
delay ∆D = 20 ps, a Bragg frequency fB = 80 GHz and capacitance ratio Cr = 2. The circuit
model of a cell was presented in Figure 4.7 and the numerical values of the associated lumped
elements are Cu = 58 fF, CF = 29 fF, N = 34 cells of d = 288 µm, RP = 1Ω, LP = 50 pH,
∆LS = −4 pH and ∆RS = 0.1 Ω at 20 GHz. The computation of the CPW characteristics is done
by means of the enhanced conformal mapping method described previously in Chapter 3.
Figure 4.20 depicts the measured and simulated delay results in terms of phase shift and
differential delay. As mentioned previously, this second representation is preferred with regard to
the phased array application. It is also noticeable that, although the dispersion is invisible when
observing the phase shift, it is well highlighted by the delay plot. The dispersion in the upper part
of the band (linked with the periodic structure of the DMTL) and in the low frequencies (due to
the dispersion of the CPW characteristic impedance) is perfectly modeled when the mismatch is
included in the computation of the delay.
The modeled designed capacitances values have been slightly tuned in order to fit the mea-
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Figure 4.20: Absolute phase shift and differential delay of the digital DMTL, measured and
modeled.





















Up , lumped model
Down , lumped model
Up , measurement
Down , measurement
Figure 4.21: Matching and insertion loss of the digital DMTL, measured and modeled.
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surements. The difference is not due to modeling issues but linked with the limited precision
in the height of the free-standing parts of the structure after sacrificial layer etching, which ob-
viously results in some deviation in the capacitances values. In the case of the DMTL results
presented here, the capacitance values have been tuned of about 10% on average. Figure 4.21
exhibits the matching and insertion loss of the delay line. The matching is better than -20 dB
in both states. The insertion loss performance is about -2 dB at 20 GHz, which is not as good
as state-of-the-art DMTL insertion loss performance [31]1. This is linked with the fact that the
optimized delay/losses performance of DMTLs mainly depends on the losses in the technology on
which the design is based. Here, the DMTLs are implemented on the Al-Si EPFL process and it
was shown in Chapter 3 that this process exhibits higher losses than a process on quartz substrates
for instance, hence the lower performance of our device in comparison with [31].
a. Influence of the series elements on the DMTL performances
In Chapter 3, we commented on the series elements ∆LS and ∆RS of the circuit of Figure 4.7 in the
context of the simulation or measurement of a single MEMS capacitor. Concerning ∆RS , no clear
confirmation of the simulations could be drawn from such a measurement, due to the importance of
the incertitude with regard to the small resistance values highlighted by the simulations. However,
the importance of ∆RS can be observed when modeling a complete DMTL, taking into account
or neglecting ∆RS in the bridge model, as shown in Figure 4.21 in the case of the digital DMTL
presented here. It is observed that the insertion loss is very sensitive to ∆RS and that neglecting
∆LS results in some error in the computation of the mismatch |s11|, which means that the series
elements should be considered in both the modeling and in the optimization process.
4.3.3. Electromechanical properties
Although the mechanical design and analysis of the structure was not the focus of this work, the
repeatability of the device characteristics (i.e. the similarity between the results for two instances of
the same design) was tested and is shown in Figure 4.23 to be very good. The narrow suspension
beams (10 µm) were designed for an actuation voltage of 20 V. This is already low for digital
capacitors [31, 34], but could even be reduced by means of a ’separate actuation’ as explained in
Appendix A. No degradation in mechanical behavior was observed by the use of such narrow
beams.
1Note that in general, DMTLs performances are given in terms of the differential phase shift per dB of insertion
loss. This figure of merit is however misleading because it increases with frequency for a given design, as a result
of the proportionality between phase shift and frequency in the DMTL, whereas the losses increase less rapidly
with f , namely with
√
f as long as metal losses are concerned).
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Figure 4.22: Effect of the bridge series element in a DMTL structure (Down). No series
elements (—), ∆RS (20 GHz) = 0.1 Ω (◦), ∆LS = −4 pH ().





























Down, device 1 
Down, device 2 
Figure 4.23: Test of the repeatability: measurements of two instances of the same digital
design.
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4.4. Conclusion
Powerful methods for the design of DMTLs have been presented, based on the periodic structure
theory addressed in Chapter 2. In addition, the accurate analysis of the building block of the
DMTL, presented in Chapter 3, allowed for a better analysis and reduction of the parasitics. The
designed analog and digital devices have been successfully measured and the detailed circuit models
used for the design proved to account very precisely for the measured results. The approach was
applied to an existing DMTL structure. However, the analysis does not focus on a particular
DMTL topology or MEMS equivalent circuit. Therefore, it could be of use for other types of
DMTLs, such as the one presented in [45].
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5. Multi-bit DMTLs: the interlaced-bits
topology
5.1. Introduction
5.1.1. Organization of the chapter
In this chapter, we present a new and simple solution to improve the matching of multi-bit DMTLs,
which is an important limitation of digital DMTL implementations. First, we will discuss the issue
of matching in conventional multi-bit DMTL and introduce the new topology. The advantage
of the latter will then first be intuitively explained by means of the periodic Bloch wave equiva-
lents. Secondly, an analytical approach based on realistic approximations and the concept of small
reflections will demonstrate the advantages and limitations of the new topology over its usual
counterpart, in a very general manner. These results will be validated by actual DMTL numerical
applications.
Next, a design strategy for the new topology will be discussed, based on the design method
presented in Chapter 4. Finally, complete designs of 2-bit phase shifters of the conventional and new
types will be carried out to validate the design method proposed and demonstrate the advantages
of the new topology on a concrete basis.
5.1.2. Mismatch in multi-bit DMTLs
We explained in the previous chapter that the performance of DMTLs in terms of differential delay
over losses was significantly improved by increasing the MEMS capacitance ratio, which is one of
the advantages of replacing the loading analog capacitors with digital ones. However, it was also
shown that this improvement is necessarily at the cost of a larger impedance difference between
Up and Down states, hence a larger mismatch.
In the example of digital DMTL realized in the previous chapter, the input return loss was
satisfactory, namely about -20 dB. However, this figure corresponds to a single bit DMTL only,
whereas most practical applications require multi-bit resolution. For instance, and as already
mentioned, each branch in a corporate array feed network must have several bits in order to scan
more than 2 angles in addition to broadside. In this case, the mismatch can become prohibitive
for good delay/losses performance, at least in some of the states operated. Indeed, although states
0000 and 1111 of a 4-bit phase DMTL will be correctly matched, it will not be the case for states
0101 and 1010, for which 3 additional important impedance discontinuities occur at the transition
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between the different bit sections 0 and 1.
Since the main reason for implementing a DMTL is to obtain a constant delay over a very wide
bandwidth, it is not possible to use conventional, frequency-dependant matching techniques. Even
if operated over a relatively narrow band, the matching circuits would have to be reconfigurable,
and such complicated structures would introduce losses larger than the ones of the DMTL itself.
Concerning the tapered match, it requires a length comparable with the wavelength. This solution
is therefore too space consuming for most monolithic microwave integrated circuit (MMIC) appli-
cations and would also increase the overall insertion loss of the DMTL. In [45], the matching of the
DMTL is improved by using a loading element that is not purely capacitive but also modifies the
distributed inductance in the line, thus controlling the velocity while preserving an impedance close
to the reference impedance. However, this very interesting solution is much more complex than
the one proposed here and also introduces some small degradation of the other parameters of the
DMTL with regard to a conventional implementation. In summary, the problem with the existing
matching strategies is linked with the fact that the DMTL itself exhibits very good linearity and
insertion loss performance thanks to its simplicity; thus, any improvement in terms of matching
is generally overshadowed by additional losses or non-linearities in the delay. In this context, the
solution proposed here improves the matching of multi-bit DMTL without significantly increasing
the complexity of the device.
5.1.3. IB-DMTL structure description
When multi-bit operation is required for DMTL (N > 1 bits), the usual approach is to cascade a
number N of DMTLs as presented in Chapter 4, each of those providing a delay corresponding to
a bit weight (e.g. [31,46]). This structure is schematically depicted in the upper part of Figure 5.1
in the case N = 2 and will be referred to here as the CB-DMTL for cascaded bits DMTL. In the
lower part of the figure, we propose a new structure where the bridges actuated by the different
bits are not cascaded, but interlaced. This structure will be referred to as the interlaced bits DMTL
(IB-DMTL). Both structures are operated in four different states determined by the value of each
control bit, named AB in the CB-DMTL case and CD in the IB-DMTL case (see Figure 5.1).
These different states will be referred to in this document using the bit values, i.e. 00, 01, 10 and
11. The bits ‘0’ and ‘1’ mean that the corresponding MEMS capacitors are in the Up and Down
states, respectively.
It should be noted here that the evolution from CB to IB-DMTL does not simply consist of
operating a single section of the CB-DMTL with ‘four-state MEMS capacitors’ since there are line
sections between the two types of bridges C and D, in order to limit the dispersion at the high
frequencies (Bragg frequency). In addition, it is clear that although the bridges for bits A and B
are the same in the CB-DMTL topology, it is not the case for the bridges controlled by the bits C
and D in the IB-DMTL case. More details about these issues will be given when presenting the
design method for IB-DMTLs later in this chapter.
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CB-DMTL
IB-DMTL
Bit A Bit B
Bit C Bit D
Figure 5.1: Illustration of the cascaded-bit (CB) and interlaced-bit (IB) topologies in a 2-bit
case
5.2. Performance analysis of the IB-DMTL structure
5.2.1. Intuitive periodic structure approach
In order to understand the main difference between both DMTL types, let us qualitatively study
the equivalent characteristic impedances of the structures, based on the diagrams of Figure 5.2.
First, we consider the case of the 2-bit CB-DMTL, which can be modeled by two cascaded TL
sections in the sense of the Bloch wave equivalence explained in Chapter 2, as shown in the left
of Figure 5.2(c). In order to minimize the mismatch in the four states altogether, the equivalent
characteristic impedance of each section in the state 0 (Up state, high impedance Zu) is placed
above the reference impedance Zref , while the impedance in state 1 (Down state, low impedance
Zd) is below Zref according to Zd = Z2ref/Zu, as explained in Chapter 4. In the case of the
IB-DMTL, there is only one periodic structure Bloch TL, but with four different characteristic
impedances, which will be ‘placed’ by an appropriate design method as schematically shown in the
right of Figure 5.2(d).
In states 00 and 11, both structures will exhibit approximately the same matching properties
since they correspond to single lines of very similar impedances [see Figure 5.2(d)]. Now, let us
observe that in the case of the CB-DMTL and for states 01 and 10, the mismatch will be larger
than in states 00 and 11, because there is an additional impedance discontinuity at the transition
between the two line sections. States 01 and 10 are therefore the critical ones for the matching
performances of the CB-DMTL structure. This problem is solved by the IB-DMTL topology since
there is no discontinuity in the line in terms of Bloch impedance, and that the impedance in the
states 01 and 10 is close to the reference impedance. Intuitively, this can be understood by the fact
that an IB-DMTL unit cell is small in terms of wavelength, which results in some averaging of the
impedance along the structure in states 01 and 10. This is not the case of the CB-DMTL, where
an important impedance discontinuity occurs at an electrically long distance from the ports.
These intuitive interpretations will be confirmed by the analytical approach of the next section
and validated by comparison of detailed designs of IB and CB-DMTL at the end of this chapter.
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Figure 5.2: Description and intuitive comparison of IB and CB-DMTL topologies. (a) Phys-
ical structure representation, (b) Detailed circuit models, (c) Bloch wave TL
equivalent models, (d) optimal location of the impedances.
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Figure 5.3: Periodic Bloch wave TL models for the analytical study of IB and CB DMTL
structures (top and bottom, respectively).
5.2.2. Analytical small reflection approach
In this section, we propose an analytical approach based on equivalent circuits and using the
concept of small reflections [13] to demonstrate the advantages and limitations of the IB topology
over its usual CB counterpart. Using appropriate approximations, we deduce simple and general
expressions for the performance of both structures, allowing a fast quantitative assessment of the
advantage of the IB over the CB topology as a function of frequency.
a. Models
Figure 5.3 depicts the models for the 2-bit IB and CB structures on which the following analysis
is based. It must be emphasized here again that the TL sections in these circuits are TLs in the
sense of the Bloch wave equivalence demonstrated in Chapter 2 and that the analysis is thus not
limited to cascades of ’conventionnal’ TLs. Therefore, each TL section in the IB model represents
one smallest unit cell of the device —i.e. a single bridge loading a CPW— but N of these cells in
the CB case.
In the case of actual DMTLs, both topologies are operated in 4 four different states, which
means that each of the parameters of the model Zc, Zd, θc and θd takes 2 different values. In
practical DMTLs, the variations of θc and θd are small with respect to their average value (see
the results of the DMTLs of Chapter 4, in particular Figure 4.15). As the total electrical length
of the line is larger than 2pi for all actual DMTLs and that we are interested in the input return
loss (IRL) maximum in the bandwidth, the phase change resulting of the actuation of the bridges
will not impact significantly on the result and we can therefore choose to fix θc and θd , which
accounts for the mean value between the different states.
As explained previously, the critical states for the matching are states 01 and 10 and the
analysis is thus made for these states only, hence the condition Zd = Z2L/Zc on the impedances of
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Figure 5.3, where ZL is the reference impedance. These impedances are considered constant with
frequency. Therefore, the analytical developments hold true only much below the Bragg frequency
of both the IB-DMTL and CB-DMTL, namely where the equivalent impedance of the cells can
indeed be considered as constant. This is no limitation with regard to the matching of DMTL,
since the requirement of a quasi constant delay already limits their useful bandwidth toward the
upper frequencies to a fraction of their Bragg frequency. Finally, let us note that we will consider
only real impedances Zc and Zd, which is very realistic for systems with reasonable losses. Finally,
the choice made for the length of the lines in both cases are made such that both topologies exhibit
the same electrical length:
θtot = N (θc + θd) (5.1)
Also, a 2-bit operation with equidistant delays means that the average phase shift of the most
significant bit (c line here) is twice that of the less significant one (d line here). Therefore, we will
use the following relation between the phase shifts:
θc = 2θd (5.2)
And the total electrical length of both structures is thus:
θtot = 3Nθc (5.3)
A last assumption used here is to neglect the losses in the phase shifter. This assumption is very
realistic when considering matching issues since the IRL of a phase shifter essentially depends
on the equivalent impedance of the phase shifter, which is weakly dependent on ohmic losses.
In contrast, these losses obviously impact on the insertion loss performances and this issue is
addressed in Section 5.4 below.
b. Numerical case studies
For some numerical validations of these assumptions and to illustrate the following analytical
developments, we will use the parameters of the two following concrete DMTL designs:
Example A
In [34] were designed 1-bit CB-DMTLs with two different impedances pairs Zu/Zd = 70/38 Ω and
60/44 Ω, in the 1-10 GHz band. These two pairs of impedances correspond, in a 1-bit configuration,
to IRLs of -10 dB and -15 dB, respectively. The first pair, used for our study, can be considered
as the maximum impedance difference for practical cases since the IRL is already about -6 dB
if such impedance ratio is used for 2-bit CB structures. The number of cells is N = 18 and the
absolute average phase shift by unit cell can be deduced from other data provided in [34] and is
θ (fmax = 10 GHz) = 26◦.
Example B
This second example is related to the actual designs that will be presented at the end of this
chapter. In this case, the impedances are Zu/Zd = 56.4/44 Ω, which guaranties a minimum
mismatch since the relation Zd = Z2L/Zc is satisfied (this is not exactly the case for example A).
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The number of cells is N = 15. The absolute average phase shift by unit cell is θ (10 GHz) = 6◦,
which is much lower than for example A, meaning that the Bragg frequency is higher and that a
higher limit for the bandwidth can be set in this case, for a given delay dispersion. The BW is here
1-30 GHz and the cell phase shift at the maximum frequency is thus θ (fmax = 30 GHz) = 18◦.
c. IB-DMTL
In order to analyze the mismatch at the input of the IB structure, let us first define, in accordance
with Figure 5.3, the following partial reflection coefficients:







An optimal matching is obtained with Zd = Z2L/Zc and some calculations, not detailed here, show
that this condition leads to (5.6) with a very small relative error, given by (5.7). For instance, in
the case of example B, this error is only 0.4%.









Let us now write the virtual IRL at the first transition between the line sections c and d at the
right end of the structure, as depicted in Figure 5.3. This IRL is called virtual here because it is
the IRL that would be obtained if there was a load of value Zc at the left of the transition, which




ρd + ρL exp (−2jθd)
1 + ρdρL exp (−2jθd) (5.8)
Using the small reflection approximation (5.9), which leads to a very small error for usual DMTL
(e.g. 0.8% in example B), (5.8) can be reduced to (5.10).
|ρdρL|  1 (5.9)
r
(N−1)
d = ρd + ρL exp (−2jθd) (5.10)
If we now shift to the next discontinuity in the left direction, we write the equivalent of (5.10) at
this discontinuity as:
r(N−1)c = ρc + r
(N−1)
d exp (−2jθc) (5.11)
We now substitute (5.10) into (5.11) and obtain:
r(N−1)c = ρc + ρd exp (−2jθc) + ρL exp (−2j (θc + θd)) (5.12)
Making use of (5.6), we can write:
r(N−1)c = ρcA+ ρLB (5.13)
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where we introduced the compact notation: A = (1− exp (−2jθc))B = exp (−2j (θc + θd)) (5.14)
This operation can then be repeated for each transition until the left load ZL. In order to obtain
a compact analytical expression, we deduce the following recursive expression by analogy with
(5.13):
r(i)c = ρcA+ r
(i+1)
c B (5.15)
with the following ‘limit condition’:
r(N)c = ρL (5.16)
Solving the recursive problem of (5.15) and (5.16), we deduce a general virtual IRL at any transition




Bj + ρLBn (5.17)
We are particularly interested in the virtual IRL at the very left hand of the structure, which is




Bj + ρLBN (5.18)
It is interesting to observe that the first term in the right hand side of (5.18) is linked with
the mismatch at the 2 (N − 1) discontinuities between the lines of impedance Zc and the lines
of impedance Zd (hence ρc in the considered term), whereas the second term is linked with the











For practical cases, we are interested in finding an expression for the IRL s11,IB of the structure
when connected to two identical loads ZL, such as depicted in Figure 5.3. However, r
(0)
c given
by (5.20) is referred to the impedance Zd, due to the recursive approach used for the calculation.
Therefore, we need to change the reference impedance of the IRL from Zd to ZL, which is done by
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Substituting (5.20) in (5.21), we finally obtain:
s11,IB,0 =
(
1−BN) [ρc A1−B − ρL]
1− ρLρcA1−BN1−B − ρ2LBN
(5.22)
For simplicity, we shall now consider the particular case of interest θ ≡ θc = 2θd [see (5.2)], so we
have:  A = (1− exp (−2jθc))B = exp (−6jθc) (5.23)
We can then show that:
B = exp (−2j (θc + θd)) →




∣∣∣∣ exp (jθ) → ∣∣∣∣ A1−B
∣∣∣∣ = ∣∣∣∣sin 2θsin 3θ
∣∣∣∣ (5.25)
which is bounded and close to 2/3 for small θ values. Therefore, (5.22) can be simplified by using
the small reflection condition that was already used in a previous stage of this very development,
namely |ρLρc|  1, and with the similar condition
∣∣ρ2L∣∣  1, which is also verified for practical
impedances values. We obtain:
s11,IB =
(
1−BN) [ρc A1−B − ρL
]
(5.26)
Or, by expanding A and B for use in further developments:




∣∣∣∣ exp (jθ)− ρL] (5.27)
In order to assess the performance of the IB-DMTL in terms of matching, it is logical to consider the
level of the local maxima of |s11,IB| in the bandwidth. As mentioned previously, actual wideband
DMTLs will always have at least one local minimum and maximum of IRL in their bandwidth
and the value of the maxima is the quantity of interest here, to be compared with its CB-DMTL
structure counterpart. Although these maxima could be found by some derivation of |s11,IB|, the
location of the maxima can be found in a much simpler way by separating |s11,IB| as follows:
|s11,IB| = |1− exp (−j6Nθ)|︸ ︷︷ ︸
T1
·
∣∣∣∣ρc ∣∣∣∣sin 2θsin 3θ
∣∣∣∣ exp (jθ)− ρL∣∣∣∣︸ ︷︷ ︸
T2
(5.28)
It can be shown that the term ‘T2’ is a monotonous function for 0 < θ < pi/3 , which means
that the location of the local maxima in the band of interest (which is in the lower part of the
0 < θ < pi/3 range for acceptable delay dispersion/ Bragg frequency) is determined by the term
T1. Therefore, the location of the maxima is given by:
θmax,IB = (2m+ 1)
pi
6N
m ∈ N (5.29)
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As the total electric length of the structure is 3Nθ, this means that the maxima and minima are
located at approximately the same frequencies as for a continuous structure of constant equivalent
impedance and electrical length 3Nθ. This approximation is linked with the assumption made in
previous steps leading to (5.28), namely the small reflection assumption. From (5.29) we deduce
the condition on the total electrical length of the IB-DMTL for having at least one local IRL
maxima in the bandwidth:





→ θtot (fmax) = 3Nθ > pi2 (5.30)
At these maxima, the module of T1 in (5.28) is obviously equal to 2. Thus, we can define the
determining quantity for the matching of the IB-DMTL as the value of the local maxima of the
module of s11,IB. In other words, this quantity corresponds to the curve fitting the local maxima
of (5.28), and is given by:
s11,IB,max = 2 ·
∣∣∣∣ρc ∣∣∣∣sin 2θsin 3θ








We will now verify these developments by means of the numerical examples proposed above.
Figure 5.4(a) and Figure 5.4(b) compare the exact circuit solution (calculated by cascading trans-
mission matrices for each TL periodic equivalent section of Figure 5.3) and the approximations
deduced here, for examples A and B, respectively. In example A, there is a shift in the position
of the maxima due to the large impedance difference between Zc and Zd. However, it is seen that
this phenomenon is very small in case B. Nevertheless, this does not impact on the precision of
the relevant parameter calculated, namely the expression for the maxima of the mismatch (5.31).
This is due to the calculation method and we observe that s11,IB,max given by (5.31) is indeed a
very good approximation of the level of mismatch in the BW, even in example A (as explained
previously, example A can be considered as an extreme case for the validity of the small reflection
assumption).
The dependence of s11,IB,max on the frequency, represented by the angle θ here, is complex.
Different Taylor expansions can be made to obtain polynomial functions of θ, which will be of use
later in this document. In (5.32) and (5.33) are the corresponding 3rd and 1st order expansions
(3rd and 1st order terms are null and the expression deduced are therefore 2nd and 0th order
polynomials):
























It is observed in Figure 5.5 that the 2nd order expression is a very good approximation of the level
of the maxima, whereas the 1st order approximation gives the maximum level of the mismatch at
low frequencies.
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Figure 5.4: Numerical validations of the approximate expressions for the matching of the
IB-DMTL.
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S11,IB          exact
S11,IB,max
S11,IB,max   1
st order
S11,IB,max   3
rd order
Figure 5.5: Numerical validation of the Taylor expansion on the approximate expression for
the matching of the CB-DMTL (example B).
d. CB-DMTL
The CB-DMTL case is studied using the same approach as for IB-DMTL. In this case, no recursion
is needed as the structure is only constituted of two line sections and we can write the IRL at the




where a notation consistent with the IB-DMTL developments has been introduced: A′ = 1−A = exp (−2jθc)B = exp (−2j (θc + θd)) (5.35)
Again, the reference impedance of this IRL must be changed from Zd to ZL, and the IRL of




1−A′N)+ ρL (BN − 1)
1− ρLρc (1−A′N )− ρ2LBN
(5.36)
We observe that:
B = exp (−2j (θc + θd)) →
∣∣BN ∣∣ = 1 (5.37)
A′ = exp (−2jθc) →
∣∣1−A′N ∣∣ ≤ 2 (5.38)
Therefore, (5.36) can be simplified by using the same small reflection condition as used in the




1−A′N)+ ρL (BN − 1) (5.39)
Again, we need find the level of the local maxima of |s11,CB| in the bandwidth. An exact ana-
lytical solution for this problem is lengthy but it can be shown that the maxima of |s11,CB| are
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3Nθ=2pi 3Nθ=4pi S11,CB     exact
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(a) example A
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S11,CB     approx
S11,CB,max
(b) example B
Figure 5.6: Numerical validations of the approximate expressions for the matching of the
CB-DMTL.
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m ∈ N (5.40)
It is noticeable that the small error in terms of the location of the maxima (frequency or θ)
has a very small impact on the error in terms of the value of the maximum, as |s11,CB| is a slowly
varying function in the local maxima regions (see Figure 5.6(a) and Figure 5.6(b)). From this
expression we can deduce the condition on the total electrical length of the CB-DMTL for having
at least one local minimum in the bandwidth:





→ θtot (fmax) = 3Nθ > pi (5.41)
The value of |s11,CB| is the same at all maxima (since |s11,CB| it is actually periodic, with a period




Figures 5.6(a) and 5.6(b) show the good agreement between the exact circuit solution and the
approximation deduced here. The location of the maxima is also depicted and it is observed that
(5.42) precisely account for the maximum level of mismatch.
e. Performance comparison
Influence of N
Before comparing the matching performances of IB and CB topologies, it is useful to discuss the
influence of the number of cells N in the IB-DMTL structure. We observe that the final results
of these developments, namely the levels of IRL given by (5.31) and (5.42), do not depend on N .
However, it seems obvious that the difference between CB-DMTL and IB-DMTL depends on N
(at the extreme limit, we can even note that the CB and the IB structures are exactly the same
for N = 1!). This apparent contradiction can nevertheless be easily explained as follows: in order
to base our comparison of the mismatch on the level of the local maxima of the IRL in the BW,
we assumed that there is at least one local maximum in the BW for both topologies, which is true
if [see (5.30) and (5.41)]:




Let us now illustrate this matter by means of our 2 numerical examples, for which (5.43) means
that the results found in the previous section for the maximum level of IRL are true as long as
the number of cells is at least N = 3 (example A) and N = 4 (example B). As explained before,
actual DMTLs have indeed a much larger number of cells, here N = 18 (example A) and N = 15
(example B) and the assumption is well verified. Nevertheless, it is interesting to illustrate these
considerations graphically as done in Figure 5.7, which corresponds to example B. For N = 15
and N = 4, there is a large difference between the maximum levels of CB and IB topologies, as
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∣∣+ ρ2L − 2ρcρL ∣∣ sin 2θsin 3θ ∣∣ sin θ)1/2
Table 5.1: Summary of the final results obtained for the IRL of CB and IB-DMTLs.
calculated in the previous developments. In the case where N = 4, we see that this is indeed the
limit case, since below that value the local maximum of the IB-DMTL will be shifted outside the
BW considered. Finally, both curves are, as expected, exactly the same in the case N = 1.
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Matching performance
Table 5.1 summarizes the final results (5.31), (5.33), and (5.42) obtained for the level of mismatch













which, using (5.6), yields:
20 log10∆LF = −14.3 dB (5.45)
It is remarkable that, thanks to the approximations used, this result is independent from the
impedances Zu and Zd. Indeed, although these impedances obviously influence the mismatch of
each structure, the difference between the IRL of both structures is itself independent from the
impedances, as long as they are optimally ‘positioned’ above and below the reference impedance
according to Zd = Z2L/Zc.
Since s11,IB,max given by (5.31) increases with θ, the difference between IB and CB topologies
reduces as the frequency increases. In this context, it is interesting to calculate at which frequency
the level of mismatch of the IB structure reaches that of the CB topology. Mathematically, this





After some calculation, and using again (5.6), it is seen that this result is also independent from
the impedances and is given by:
θlim = 0.23pi (5.47)
This means that when the electrical length θ of the unit cell of the IB structure reaches about 45o,
the ’averaging’ effect explained in the intuitive interpretation of the advantage of the IB topology
is lost.
We will now again illustrate the final results (5.45) and (5.47) with our numerical examples.
Figure 5.8(a) shows the results for example B on an extended frequency range. On the graph are
plotted the exact circuit solutions as well as the maxima curves (5.31) and (5.42). It is verified
that the IB topology exhibits better matching than its CB counterpart below the calculated limit
of 69 GHz [which is directly deduced from (5.47]). At the LF limit, the difference is about -14 dB,
which also confirms the calculated result (5.45). Practically, this means that the IB structure
exhibits a much better matching than the CB topology on the whole operation BW (in this case,
this upper limit of the BW can be set between 20 GHz and up to about 40 GHz, depending on
the requirement on the delay dispersion). Figure 5.8(b) plots the results in example A, on the
whole operation bandwidth for which the corresponding DMTL was designed [34]. Here again, it
is observed that the IB topology exhibits much better matching than its CB counterpart on the
whole BW.
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(b) example A
Figure 5.8: Comparison of the matching of CB and IB topologies.
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Figure 5.9: Comparison of the phase delay of CB and IB topologies (example A).
Delay performance
This section studies how the difference in terms of mismatch between IB and CB topologies affects
the phase shift. First, let us note that in the case of a perfectly matched phase shifter, only a
pure traveling wave propagates in the structure. In this case, arg (s21) = −θtot, where θtot is the
total electrical length of the phase shifter (e.g. 3Nθ in the models of Figure 5.3). However, the
mismatch of the structures considered here results in the superposition of reflected waves to the
‘main’ one, hence some oscillations in arg (s21). These oscillations can be clearly highlighted by





Figure 5.9 depicts the exact τp circuit solutions in the IB and CB cases using Example B numerical
data. As expected, it is observed that the reduced mismatch of the IB structure leads to a significant
reduction of the oscillations in τp.
5.3. Design
For simplicity, the design of the IB-DMTL consists of an extension of the design method presented
in Chapter 4 for ‘conventional’ DMTLs. In order to do so, we need to assume that the cell of
the digital IB-DMTL as shown in the left hand side of Figure 5.10 can be first approximated by
the same structure, but where the 2 pairs of loading capacitances are averaged and considered
identical (right hand side of the figure). It can be shown that this approximation has a small
impact on the calculation since the unit cell length is small in terms of wavelength. Moreover,
once the design solutions are found by the approximate method, an exact periodic analysis of the
designed circuit is made and the actual structure performances are immediately assessed (this also
allows quantifying the impact of the approximation).
Using the assumption that the mobile capacitance in the Down state is much larger than
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Figure 5.10: Approximation employed for a simple design of the IB-DMTL.
the fix one, namely, Cd  CF 1 , the averaging of the capacitance as illustrated in Figure 5.10 is



















Cq,11 = 12 (CF2 + CF2)
(5.49)
So, we first use (5.50), derived from the design formulas of Chapter 4, to deduce the four ca-
pacitances Cq,CD within the design method for conventional DMTLs. The values of the actual

















However, (5.49) implies that:
Cq,00 + Cq,11 = Cq,10 + Cq,01 (5.51)
which means that it is not possible to deduce a solution CF1, Cu1, CF2, Cu2 for any four capaci-
tances Cq,CD (Cd1 and Cd2 are linked to Cu1 and Cu2 by the capacitance ratio used as an input
in the design). Now, let us write the approximate propagation constant under the assumption
that 2d λ as (5.52), where CP accounts for each capacitance connected in parallel with the TL
of the unit cell of length 2d. From this expression we deduce the absolute delay given by (5.53),
where (1 + C ·∆Cr,c) = Cr,c with Cr,c being the capacitance ratio as usually defined (here the new
notation allows including the value 0 or 1 of the bits C and D in the general expression for the
delay). Since this delay is not a linear function of the capacitances values, it is clear that (5.51) is

















CC (1 + C ·∆Cr,c)
2d
+
CD (1 +D ·∆Cr,d)
2d
(5.53)
1but we do not use the approximation CF  Cu as sometimes proposed, since not accurate in many design cases.
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There is therefore one degree of freedom missing in order to have equally spaced delays. This issue
could be solved by adding a free parameter in the structure in different ways (e.g. adding a fixed
capacitance in the circuit) and modifying the design method accordingly. However, this was not
done here, for the following reasons:
• As will be shown with the design example presented below, it possible to achieve almost
equally spaced delays by some fine tuning after the design method is completed, since this
one comprises some approximations.
• Although all published CB-DMTL results (e.g. [31, 46]) exhibit equally spaced delays, this
is not a requirement set by the main application for DMTLs, namely the corporate feed
network. Indeed, as shown in Section 4.1.2, such equally spaced delays would lead to non-
constant steps in the scan angle since this angle is linked to the delay by a sine function. On
the other hand, compensating this sine dependence by the delays is not possible with the
CB-DMTL structure either, which also lacks a degree of freedom to select independently the
different delays, since we necessarily have ∆D11−00 = ∆D10−00 +∆D01−00, where ∆DIJ−00
is the differential delay between states IJ and 00.
5.4. IB-DMTL design results
In this last part of the chapter, we design actual 2-bits CB and IB-DMTLs in order to test the
presented design method for IB-DMTLs as well as verifying its superior performances with regard
to its CB counterpart. Although such tests were already carried out numerically based on the
circuits of Figure 5.3, here the verification is made on a full-wave simulation level after a detailed
design. The designed structures were however not measured nor fabricated, since the multi-bit
DMTLs require the use of high resistivity bias lines not available in the ’Al-Si EPFL’ MEMS
process employed here1. Indeed, since there must be two independent control voltages here, it is
not possible to apply the DC bias voltage between central conductor and ground planes of the
CPW, as was done in the case of the single-bit DMTLs of Chapter 4. As a result, and as shown
in Figure 5.12, it is necessary to feed each type of bridge by a separate feed line, which must
necessarily be of a highly resistive material as available in several MEMS processes such as the
’Al-Quartz VTT’ presented in Appendix A. Nevertheless, although the simulations will not be
verified by measurements here, the agreement between these was previously tested in the case of
single-bit DMTL and must obviously be verified here as well.
For fair comparison, the designs were made using the same materials, delays, and bandwidth.
The results obtained from the model used for the design are verified by full-wave simulations with
Ansoft HFSS. Plotted in Figure 5.12 and Figure 5.13 are the absolute delay and IRL obtained. We
observe that the circuit model and the full-wave simulations are in very good agreement. Table 5.2
reports the performances for each topology, along with the corresponding values of the various
periodic Bloch impedances. As can be seen in this table and Figure 5.13, the CB-DMTL and
1the use of this process for the design of DMTLs was set by the corresponding research project Wide-Rf, see
Chapter 1.
140
5.4. IB-DMTL design results
Figure 5.11: 3-D view of the designed IB-DMTL with bias lines. Note: the small fixed
capacitors of the bridges corresponding to Bit C are realized by the coupling
through the substrate alone.
IB-DMTL exhibit approximately the same IRL in states 00 and 11 as there is no mismatch at the
transition between the two bit sections in the CB-DMTL. However, in the states 01 and 10, an
important mismatch occurs in the CB case, since two lines of impedances 44 Ω and 56.4 Ω are
cascaded. As expected, this problem is solved by the IB-DMTL approach, where the states 01 and
10 correspond to intermediate impedances (52.5 Ω and 46.7 Ω), hence a low IRL. In Section 5.2.2,
we showed theoretically that the difference of IRLs between states 01 and 10 of IB and CB-DMTL
is about 14 dB at low frequency and slowly decreases with frequency. Looking at Table 5.2, we
see that this difference is here about 11 dB and 13 dB, which is perfectly consistent with the
theoretical result since the whole bandwidth is considered and that these values are slightly lower
that the low-frequency limit of 14 dB1.
These improvements of 11 dB and 13 dB occur for the critical states of the CB-DMTL struc-
ture, namely states 01 and 10. However, since the IB-DMTL allows achieving a very good matching
for these states, the critical ones in the case of the IB-DMTL are 00 and 11, as can be observed in
Figure 5.13 or Table 5.2. Consequently, the improvement in terms of mismatch considering all four
states together is the difference between the IRL of the CB structure in states 01 and 10 and the
IRL of the IB structure in states 00 and 11. As a result, the improvement based on the criteria of
the maximum IRL of the four states is −12− (−18) = 6 dB, which is lower than the improvement
considering states 01 and 10 only.
As mentioned previously, some oscillations in the delay are due to the mismatch and are
therefore lower in the IB-DMTL case. Another important parameter for DMTL is the insertion
loss and it is seen that both configurations exhibit approximately the same performance from this
point of view. The reason is the predominance of ohmic losses over mismatch losses in the overall
insertion losses.
1In addition, note that the difference of matching is calculated on the basis of IRLs as low as -25 dB, for which
imprecisions of 1 or 2 dB can be expected.
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Figure 5.12: Absolute delays of the CB-DMTL and IB-DMTL, HFSS simulation (—) and
lumped model (– –).




































Figure 5.13: Input return loss of the CB-DMTL and IB-DMTL, HFSS simulation (—) and




Zequ,A Zequ,B S11max S21min Zequ S11max S21min
00 56.4 56.4 -19 -0.7 56.7 -18 -0.8
01 56.4 44.0 -12 -0.7 52.5 -25 -0.7
10 44.0 56.4 -12 -0.8 46.7 -23 -0.7
11 44.0 44.0 -17 -0.7 44.2 -19 -0.6
Table 5.2: Comparison of the two types of DMTL in terms of the equivalent impedances in
Ω, the max. of s11 and the min. of s21 in dB.
5.5. Conclusion
In this chapter, we introduced the IB-DMTL structure and demonstrated its advantages over its
CB-DMTL counterpart from matching and delay distortion points of view, in a two bit operation.
The cost of this improvement is an increased design complexity. Although the method could
be extended to a larger number of bits, the complexity of the design might become prohibitive.
However, it is possible in this case, for instance for a 4-bits DMTL, to cascade 2 sections of 2-bit
IB-DMTLs as designed here, which would obviously exhibit much better matching properties than
a 4-bit CB-DMTL. Nevertheless, the best solution in terms of mismatch when a large number of
bits are required is probably the one proposed in [45] (which was commented in Section 5.1.3).
Indeed, in this case the mismatch only weakly depends on the number of bits, as a result of the
quasi-independence of the impedance to the state operated.
Let us finally note that the generality of the IB method presented here makes the results
directly applicable to most multi-bit microwave distributed phase shifters whose equivalent im-
pedance depends on the state operated. This is the case of a wide class of phase shifters; namely,
phase shifters relying on the control of the effective permittivity of a TL, since the impedance of
the line will also vary if the effective permittivity is changed. This is the case of DMTL, but also
of devices based on ferroelectric [47] or piezoelectric actuation [48], or even phase shifters based
on variable metamaterials structures such as presented in this thesis in Chapter 7.
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6. CRLH-TLs: Theory and Micromachined
Implementation
6.1. Introduction
6.1.1. The composite right/left handed transmission line (CRLH-TL)
In recent years, there have been tremendous developments in the realization and characterization of
artificial materials exhibiting negative permittivity and/or permeability. Such materials are usually
referred to as metamaterials and were conceptually proposed by Veselago [49]. Nevertheless, they
were only recently implemented using either particular geometries such as arrays of metal wires
and split ring resonators (SRRs) [50, 51] (for ε < 0 and µ < 0, respectively), or lumped L and
C elements loading a transmitting medium [52, 53]. These artificial dielectrics were named by
Veselago as left-handed media, as a result of the left-handed triplet formed by the vectors E, H
and k of the wave propagating in the metamaterial.
In the case of the LC -loaded transmitting medium approach, the reversed properties of meta-
materials are rather observed in terms of the opposition of the phase and group velocities of a
propagating wave (‘backward wave’ propagation, see Chapter 2). In the left hand side of Fig-
ure 6.1 is shown a possible 1-D unit cell of such metamaterial, which is made of the composition
of classical ‘right-handed’ TL loaded by dual ‘left-handed’ elements (shunt L and series C). Such
metamaterials are usually referred to as composite right/left handed TL (CRLH-TLs) [54], which
is also the naming we will use here. Upon given conditions on the circuit elements values, this
structure exhibits both ‘forward’ and ‘ backward’ bands (denoted as FW and BW) in a common
passband, with a continuous transition between FW and BW band at the frequency f0 of 0o phase
shift. This band structure is illustrated in the right hand side of Figure 6.1. If there is no stopband
between BW and FW band, as is the case in the figure, it is usually said that the CRLH-TL is
balanced. In this work, we decided to address the micromachined implementation of this CRLH-TL
metamaterial rather than the one based on metal wires and SRRs. The reason is twofold: first,
the SRR-based realization as proposed in [55] is not suitable for a micromachined implementation
because the miniaturization of the SRRs leads to prohibitive losses as a result of the large currents
flowing in the SRRs. The second —and more fundamental— reason is the narrow band of oper-
ation associated with the resonance of the SRRs1 (there is no such resonance in the case of the
1 [56] describes a so-called ’broadband resonant-type metamaterial TL’, which shows that it is possible to realize a
broadband metamaterial-TL using the SRR approach. Nevertheless, this is done by working the SRRs off their
resonance and thus actually consists of mimicking the CRLH-TL approach by a SRR one (the correspondence
between these structures is established in [57]). In this context, the CRLH-TL approach is preferable due to its
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Figure 6.1: Possible 1-D unit cell circuit and band structure of a balanced CRLH-TL.
CRLH-TL). From a more general perspective, most useful applications of metamaterials are based
on the aforementioned particular dispersion of the CRLH-TL structure, which cannot be achieved
with the SRR approach. Here is a non-exhaustive list of applications advantageously using the
properties of the CRLH-TL:
• 2-D applications: negative refraction for focusing application [52].
• 1-D phase shifters for various applications:
– Arrays feed networks [58].





– Microstrip patch miniaturization [54].
– Leaky-wave antennas [54,62].
– Etc.
Thus, for miniaturization purposes, or for a monolithic integration of these devices with active
components, it is necessary to study the implementation of CRLH-TLs in micromachining tech-
nology, which is the topic of this chapter. In addition, let us note that the knowledge acquired in
this process will be of use for the development of MEMS-based reconfigurable CRLH-TL presented
in the following chapter of this thesis.
This chapter is organized as follows: first, we study the band structure of the CRLH-TL based
on the calculation of its periodic equivalent Bloch propagation constant. Then, we compare the
results to the ones obtained in previous works on CRLH-TL and explain in which case and why the
new formulation must be used. We link this issue to the notion of effective media, which will be
discussed in the case of the CRLH-TL structure and with regard to its most common applications.
These considerations are then validated by the design and measurements of silicon-integrated
CRLH-TLs.
unequalled performances and design ease, which are discussed in the present chapter.
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Next, we study the Bloch impedance of the CRLH-TL and show that this parameter must
also be considered for the design of micromachined CRLH-TLs with a wide bandwidth. Based on
all aforementioned developments, we eventually provide a simple design procedure for an optimal
CRLH-TL design and demonstrators are measured on quartz substrates.
In a next section, we show that our general approach also allows designing CRLH-TLs with
extreme impedance values, which have been fabricated and measured. Finally, we also discuss the
design of CRLH-TL optimized for operation at a different frequency than the one of the transition
between FW and BW bands (f0 in Figure 6.1). The modified design method is applied to the
design of multi-sectional quarter-wavelength transformer (QWT) used for antenna matching.
6.2. Equivalent periodic propagation constant γequ
6.2.1. CRLH-TL band structure
A CRLH-TL is realized by cascading any number of unit cells whose equivalent circuit is a TL
loaded with shunt inductances and series capacitors, as shown in Figure 6.2. When considering an
infinite periodic structure, the two unit cell definitions shown in the figure are possible, depending
on the choice of the location of the reference planes of the cells. In practice, the structure is finite
and the choice of the model corresponds to the actual structure so that the input and output of
the finite periodic structure correspond to the reference plane of the first and last cells. Losses
in the TL and loading elements are not considered in this section but will be introduced when
comparing modeled and measured results on some realized micromachined CRLH-TLs.
Here again, we base our analysis on the computation of the periodic Bloch equivalents of the
CRLH-TL unit cell. Since the cells are symmetrical, we can use the reduced expression recalled in
(6.1) and (6.2), where Acell, Bcell, Ccell and Dcell are the four elements of the transmission matrix.






The transmission matrices of the unit cells of Figure 6.2 are easily obtained by cascading the five
matrices associated with the sub-elements of a cell. The equivalent propagation constant γequ is














with θh = β0 (d/2), and where β0 is the unloaded host TL phase constant. Although Zequ depends
on the reference plane choice (as will be seen later in these developments), it is not the case of the
equivalent propagation constant γequ and (6.3) is thus found equivalently for the two circuits of
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X
Y
Figure 6.2: General models for unit cells made up of series/shunt loaded TL.
For reasons that will be clarified below, we also explicitly write the frequency dependence of the
phase shift through the unloaded TL sections as follows:
θh = β0 (d/2) = τω (6.5)
where τ corresponds to the propagation delay through each of the two line sections in a cell. With
c0 being the speed of light in vacuum and εr,eff the effective permittivity of the unloaded TL








Eventually, substituting (6.4) and (6.5) in (6.3) yields:
g′ ≡ cosh (γequd) = − 12CSLP
1
ω2













where we defined the function g′. Now let us define g as g = g′ − 1 and rewrite (6.7) as:





g′ = g + 1
)
(6.8)
It is observed that the particular network studied here leads to a real function g. From (6.8) we
express the relation between the type of propagation in the periodic structure and the sign of the
function g:
if g > 0 → γequ = αequ
if g = 0 → γequ = 0
if − 2 < g < 0 → γequ = jβequ
(if g < −2 → γequ = αequ + jpi)
(6.9)
So, the Bloch waves guided by the structure depicted in Figure 6.2 are either purely attenuated
or propagating without attenuation, provided that no losses are considered. As is the case for any
periodic structure, a spatial harmonic solution for the propagation constant γequ is obtained [see
the acosh function in (6.8)].
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Figure 6.3: Example of function g and corresponding αequd and βequd.
An example of the function g and the resulting γequ is given in Figure 6.3 in the region of
interest in the fundamental harmonic range. The numerical values for the circuit elements were
chosen arbitrarily but are typical for micromachined designs. Below f0a, the function g is negative
and corresponds to a negative βequ solution with the convention of a positive group velocity vg
(see Chapter 2). This means that the corresponding band is ‘backward’ since the sign of the phase
velocity vφ is obviously that of βequ. Above f0b, βequ is positive (with the same convention for vg)
and this band is therefore ‘forward’ since vφ and vg are in the same direction. Finally, g is positive
between f0a and f0b and the wave is purely attenuated.
It should be emphasized that the sign analysis and associated convention explained in detail in
Chapter 2 is useful here for a correct physical interpretation of the mathematical results obtained.
Indeed, let us imagine that the stopband in Figure 6.3 is closed such as depicted in the Figure 6.1.
Mathematically, there are always two opposite solutions for βequ, such as shown in Figure 6.1 by
the a-b and c-d solutions below and above f0, respectively. Now, what is the propagation of a given
signal traveling in such a structure and whose spectrum covers a finite bandwidth including the
transition frequency f0? If solution ’a’ is linked with solution ’d’, this means that the frequency
components above and below f0 have different group velocity signs. In contrast, if ’a’ is linked with
solution ’c’, this means that there are different phase velocity signs, but that the group velocity
is approximately constant around f0. This question is simply answered following the approach of
Chapter 2; for a given traveling wave, the group velocity is always positive [except for the case
of abnormal propagation, which is not the case here (see Chapter 2)]. Thus the curve selected
below f0 is that of positive slope and negative βequ (’b’ in Figure 6.1) and corresponds, for a given
traveling wave, to that of positive slope and positive βequ above f0 (’b’ in Figure 6.1). Thus, the
components of the signal on a finite bandwidth below and above f0 actually travel with an almost
constant, positive, group velocity. However, the frequencies below f0 have negative phase velocities
whereas the ones above f0 exhibit positive ones.
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6.2.2. Phase shift continuity condition and 0o phase shift frequency
The location of the frequencies where both real and imaginary parts of γequ are zero determine
the limits of the stopband of the structure, which are shown as f0a and f0b in Figure 6.3. These
frequencies are therefore determined by introducing γequ = 0 in (6.8), which means that g′ =
g + 1 = 1, hence:
















sin (2τω0) = 0 (6.10)
As explained in [63], we wish to ‘close’ the stopband between f0a and f0b in order to obtain a
continuous βequ (hence a continuous phase shift) around a single solution f0 for γequ = 0. This
means that we can write:
f0 ≡ f0a = f0b (6.11)
and the associated condition for closing the stopband will be referred to in this document as the
phase continuity condition1. Consequently, based on expression (6.10), we are interested in:
• Finding the phase continuity condition.
• Determining the circuits elements as functions of the 0o phase shift frequency f0 (for design
purposes).
a. Existing solution
Both these issues were treated in [63] by doing Taylor expansions of the trigonometric functions of
the right hand of (6.3) on the variable θh and around θh = 0 (note the difference of a factor of 2 in
the definition of θh with θ of [63]). By doing so, other variables in (6.3) are implicitly considered
independent from θh, which is however not the case since θh is proportional to frequency and
YL and ZL are also frequency dependent (see (6.4) and (6.5)). Therefore, a Taylor expansion of
a given order should rather be made on expression (6.7) and on the variable τω, where all the
frequency dependences have been explicitly written and provided that LP and CS are lumped
elements independent of frequency.
Nevertheless, the method presented in [63] works well under suitable conditions on the values
of the parameters of the circuit (which will be derived later in this chapter and are valid in the
case of [63]). The resulting phase continuity condition linking the characteristic impedance of
the unloaded TL to the loading elements is given by (6.12), whereas the resulting 0o phase shift
















1Saying that a CRLH-TL is balanced [53] means that this phase continuity condition is met.
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b. Exact solution
In the approach presented here, we solve (6.10) in an exact way, namely, without doing Taylor
expansions on the trigonometric functions in (6.10). Indeed, a Taylor expansion around ω0 = 0 is
only precise if θh = τω0  1, which is usually not true in the case of designs free of surface-mount
technology (SMT) elements, as will be explained later in this chapter. In addition, an expansion
around the frequency f0 (unknown of the problem) leads to a system that cannot be solved with
reasonable complexity. Therefore, we start by writing cos2 (τω0) in terms of cos (2τω0) and obtain,
after some algebraic operations:















a = cos (2τω0)
b = sin (2τω0)
(6.15)
We want (6.14) to have only one solution in ω0 in order to close the stopband. As a and b
are functions of ω0, the left term of (6.14) is rigorously not a polynomial in ω0. However, we can
consider the electrical length 2τω0 as a constant at the single solution angular frequency ω0, since
τ is an adjustable parameter in the problem. Therefore, we can determine the condition for the













a2 − 1) 1
CSLP
= 0 (6.16)
Due to the definition of a and b we have a2 + b2 = 1 and:
∆ =
(












Therefore, the first possibility for (6.10) to have only one solution ω0 is a = ±1, which means that
2τω0 = 0 + npi, n ∈ N. However, substituting a and b according to 2τω0 = npi in (6.14) leads to
non-physical solutions and we must therefore cancel the term in square brackets in (6.17) which,






This condition is now used to substitute ZC in (6.10), which leads to (6.19). As a result, (6.19)















2Aω0 sin (2τω0) = 0 (6.19)
with
A = 2LPCS (6.20)
Expression (6.19) is a transcendental equation and solving for ω0 is only possible numerically.
However, for design purposes, it is especially useful to derive formulas providing the values of the
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Figure 6.4: g function and g = 0 solutions for typical micromachined design values ZC =
50 Ω, LP = 115 pH, CS = 92 fF.
circuit parameters as functions of the frequency f0. This is possible in an exact way, since solving










The τ solution given by (6.21) is harmonic and there are consequently an infinite number of line
lengths which are solutions. However, for losses and space considerations, the most interesting
solution is obviously the one corresponding to the smallest line length and is bounded within 0
and pi/(2ω0).
We finally present some graphical illustration of the function g on which the above calculation
was based; Figure 6.4 exhibits the g (f, τ) function and the fundamental harmonic solutions to
g (f, τ) = 0 (which are found here numerically) with parameters as reported in the relevant caption.
On the graph shown here, condition (6.18) is not met and two solutions curves τ (f) for which
γequ = 0 are found. However, if one of the elements values is changed so that (6.18) is met, it
is verified that the two curves tend to a unique solution corresponding to the analytical formula
(6.21).
6.2.3. Discussion and notion of effective media
a. Conditions of equivalence
It is observed that the exact solution (6.18) to the phase continuity condition is the same as the
solution found in [53, 63], despite the approximation made in the latter calculation method. In
contrast, the expression linking circuit elements values and frequency f0 are not the same [see
(6.13) and (6.21)]. Here, we will discuss the correspondence between these approaches both from
mathematical and physical point of views.
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Figure 6.5: Graphical representation of formula (6.21).





Now, some inspection of (6.21) shows that the conditions (6.23) and (6.24) below are equivalent
in the case of balanced CRLH-TLs:
2Aω20 = 4LPCSω
2
0  1 (6.23)
τω0 = β0 (d/2) 1 (6.24)
If we now introduce these conditions in the exact τ solution (6.21), we obtain the approximate
expression (6.22), which demonstrates that (6.22) is only valid if condition (6.23) is met.
For illustration purposes, Figure 6.5 shows a plot of the exact solution for τ given by (6.21)
and indicates that, for a given f0, small line length τ are associated with large A, thus illustrating
the correspondence between conditions (6.23) and (6.24).
b. Discussion
Need for the exact formulation
The practical conclusions to be drawn from the above developments for the design of CRLH-
TLs are as follows: if it is possible to design large CS and LP —they cannot be independently
maximized, due to the phase continuity condition (6.18)— at the given 0o phase shift frequency
f0 so that condition (6.23) is met, the expressions given in [63] are suitable for the design of the
CRLH-TL. For example, in [64], a design at f0 = 0.9 GHz made of SMT elements mounted on a
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printed CPW allows large CS = 22 pF and LP = 54 nH so that condition (6.23) and (6.24) are
met.
In contrast, if CS or LP are too small for (6.23) to be met —as will be shown to be the case
in a typical micromachined design— (6.24) is also not true and the exact expression (6.21) must
be used for the design.
Link with the notion of effective medium
We will now show that these considerations are linked with the notion of effectively homogeneous
medium1, which is well known in the field of metamaterials [52, 53]. But prior to this, it is useful
to clarify the different possible definitions of what is an effective medium and the corresponding
conditions on the structure parameters. The criterion used in this document is as follows: A
CRLH-TL is effective if the wavelength in the host medium of the metamaterial is much larger
than the unit cell dimensions. Nevertheless, the notion of effective medium is also sometimes
assessed considering the ‘effective wave’ propagating in the periodic structure that constitutes the
metamaterial. Indeed, it is shown in [65] that effective parameters cannot be defined in a physically
rigorous manner in some SRRs and wires type metamaterial in the region of resonance, namely
where the Bloch wavelength is too small. However, this problem does not occur in the case of
the particular metamaterial structure studied here; namely, the CRLH-TL. Indeed, the equivalent
Bloch propagation constant in the frequency range of interest of such structures is close to zero,
which means that the Bloch wavelength will always be much larger than the unit cell size. In
conclusion, the only relevant condition for determining if a CRLH-TL is an effective medium from
a phase shift modeling point of view is the one stated above.
This definition being clarified, we can observe that condition (6.24) is mathematically exactly
equivalent to the above definition of an effective CRLH-TL. Thus, since we showed that (6.24) is
equivalent to (6.23) for a balanced CRLH-TL, we can conclude that the CRLH-TL will be effective
if it is possible to design sufficiently large CS and LP at the given 0o phase shift frequency f0. In
other words, developments presented in previous works on CRLH-TL such as [53, 64] are valid as
long as the CRLH-TL is effective. If it is not the case, the exact expressions hereby deduced must
be employed.
Non-effective CRLH-TLs
We will now make several comments with regard to the effective and non-effective CRLH-TLs,
both from vocabulary and physical point of views. First, let us comment on the use of the term
‘metamaterial’ in the present context. It is often stated that a structure must be effective to be
referred to as a metamaterial. This seems quite logical, in the sense that the word ‘material’ refers
in our common understanding to a structure that is homogenous, and that a metamaterial behaves
as a homogenous transmission media for the propagating wave only if it is effective [52,53]. Indeed,
in this case only, it is possible to define effective parameters for the propagation of the wave in
the metamaterial, which are valid at any point in the structure [52,65]. For that reason, and also
because a 1-D structure should rather not be referred to a ‘material’, it seems appropriate here to
1In this thesis, by abuse of language, the terms (non-)effectively homogeneous will usually be replaced by the
simpler expression (non-)effective.
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refer to our non-effective CRLH-TL as a meta-transmission line but not as a metamaterial.
Although this question of vocabulary is important for a good communication in the field,
more important here is to understand if a CRLH-TL which is not effective according to (6.23) and
(6.24) is still useful from an application point of view. In other words, can we employ non-effective
CRLH-TLs for the applications listed in the introduction of this chapter or is there some special
requirement in terms of modeling or performance that prevents such use ?
First, from a modeling point of view, we showed here that it is possible to describe the prop-
agation in non-effective CRLH-TL in a similarly convenient way as with effective parameters by
using the periodic structure Bloch equivalents of the structure. The main difference between the
effective and non-effective medium situations is that the effective parameters are defined anywhere
in the structure for the former, whereas the latter is described by its periodic structure equiva-
lents only at the reference planes between unit cells1. Keeping this in mind, it is clear that all
CRLH-TL applications based on phase shifting (arrays feed networks [58], dual-band couplers [59],
resonators [60], baluns [61]) can be implemented using non-effective CRLH-TL provided an appro-
priate placement of the reference planes.
More complicated is the case of applications where the CRLH-TL is not a purely ‘wave guiding’
structure but interacts with some ‘external’ field, such as in the case of an antenna. In this case, it
is expected that there is some requirement for the structure to be effective for a proper radiation
and modeling of this one with simple ‘effective’ concepts. However, even in this case, several groups
have published results showing that metamaterial structures that cannot be considered as effective
media regarding the modeling of the propagation in the structure, can still behave as effective
media from a scattering point of view. A first example is the CRLH-TL leaky-wave antenna
presented in [62], which exhibits a phase shift in the unloaded TL sections of τω0 = β0d/2 ' 0.9,
which is obviously not  1 and thus do not meet (6.24). Second, similar considerations as the
ones made here in the case of the CRLH-TL structure were also observed in the case of SRR-based
metamaterials. Indeed, it was shown that such structures presenting unit cell dimensions not very
small in terms of free space wavelength —namely, λ/6 [66], λ/10 [67]— can still behave as effective
media from a scattering point of view, although their size makes the usual effective parameters
modeling less accurate [68].
6.2.4. Experimental validation
a. Design
This section presents a numerical and experimental validation of the formulation derived above
based on a micromachining implementation. Let us start the design by setting the unloaded line
impedance ZC to the reference impedance of 50 Ω; we will see later that this is not an optimal
choice for a large CRLH-TL bandwidth but this is sufficient for the present validation. We then
select an inductance LP = 115 pH and we find CS = 46 fF with (6.18) and A = 1.06e− 23 s2 with
1In fact, the periodic structure equivalents represent a general approach from which the effective parameters can
be derived on the condition that the wavelength is much larger than the unit cell dimension.
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Figure 6.6: Equivalent propagation constant γequ of CRLH-TLs designed using formula 6.22
(×) and formula 6.21 ().
(6.20). We must now choose τ as a function of the desired frequency f0 = 17.5GHz, which is done
using (6.21) and yields τ = 1.00e − 11 s. All circuit parameters are now known and Figure 6.6
exhibits the corresponding equivalent propagation constant. Also plotted is the result that would
be obtained using the effective media approximation, namely, using (6.22) instead of (6.21). As
expected, this second solution leads to an actual f0 ' 11GHz, which is very far from the targeted
value of f0 = 17.5GHz. In contrast, we observe in the graph that using the exact solution (6.21)
results in a 0o phase shift at the target frequency f0 = 17.5GHz.
We will now present the measurements of two integrated CRLH-TLs based on these numerical
results. We decide to use the type X unit cell of Figure 6.2, which means that the inductor is
placed at the center of the cell and the capacitors at the reference planes. An inspection of the
circuit in Figure 6.2 shows that the series impedances at the reference planes of the cell are ZL/2,
hence capacitances values of 2CS . Therefore, a 1-cell CRLH-TL comprises two capacitors of 2CS
whereas CRLH-TLs with more than one cell are made up of 2CS capacitors at their external ports
but CS at the connections between successive cells within the structure. As a result, and according
to the numerical design above, we designed a shunt inductor LP = 115 pH and series capacitors
CS = 46 fF and 2CS = 92 fF.
The design is based on the ‘Al-Si EPFL’ process described in Appendix A. The corresponding
shunt inductor was presented as a ’building block’ in Chapter 3, and the measured associated
resistance in series with LP is RP = 1.2 Ω. We also designed interdigited capacitors CS and 2CS
and measured values of 49 fF and 88 fF, for targeted values of 46 fF and 92 fF, respectively (this
corresponds to gaps in the range of 6− 10 µm here). Finally, the CPW sections length are chosen
using (6.21) for a 0o phase shift at f0 = 17.5GHz and a total cell length of 2.5 mm is obtained.
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Figure 6.7: Layouts and SEM pictures of the measured 1-cell (top) and 2-cell (bottom)
micromachined CRLH-TL.
b. Results
The 1-cell and 2-cell designed CRLH-TL layouts, which have been made with different inductor
types, are shown in Figure 6.7. In Figure 6.8 is plotted the equivalent propagation constant of the
1-cell CRLH-TL. The measured data is obtained by converting the measured S-parameters into
ABCD matrices and applying (6.2). Modeled results are also obtained using (6.1), but the unit cell
ABCD matrix is calculated by cascading the five ABCD matrices associated with the sub-elements
of a cell and visible in the circuits of Figure 6.2.
The useful part of the measured frequency range is the passband around f0 = 17.5GHz,
denoted as ‘CRLH band’ in the figure. The measured γequ is similar to the modeled one with the
ideal unit cell model used for the design and visible in Figure 6.2 (dashed line). In order to get an
even more precise modeling of the device, CPW losses and inductor parasitics RP and LS can be
included in the circuit, as shown in Figure 6.9. The CPW losses were measured on an unloaded line
to be 0.6 dB/cm. RP and LS were extracted from a measurement on an isolated shunt inductor
and are 1.2 Ω and 4 pH, respectively. It is seen in Figure 6.8 that modeled curves (dashed squared
line) are now almost indistinguishable from the measured one, except outside the useful band
and when the attenuation reaches about 30 dB. It is also interesting to observe that a very good
agreement between model and measurements is obtained in the stopband. As the whole device is
well modeled by simply cascading TL sections and loading elements separately characterized, it is
understood that higher order mode coupling effects between successive elements are negligible.
We present in Figure 6.10 modeled and measured results in terms of S-parameters. Here
again, a good agreement between simulation and measurements is observed. The performances in
terms of matching and insertion loss are satisfactory. However, we will present later in this chapter
similar devices exhibiting much better performances, due to the use of a fabrication technology
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Figure 6.8: Measured (—) and modeled (– –) equivalent propagation constant of the 1-
cell CRLH-TL of Figure 6.7. The modeled results are based on the circuit of
Figure 6.9. Squared modeled results include CPW losses and shunt inductor
parasitics RP and LS .
Figure 6.9: Unit cell model including CPW losses and shunt inductor parasitics. CS = 49 fF,
LP = 119 pH, τ = 1.00e−11 s, CPW losses: 0.6 dB/cm at 17.5 GHz, RP = 1.2 Ω
and LS = 4 pH.
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Figure 6.10: S -parameters of the 1-cell (—) and 2-cells device (– –), circuit model () and
measurements (•).
with reduced losses and a design method improving considerably the matching performances of
the CRLH-TL. Nevertheless, these first implementations allowed validating the modeling of mi-
cromachined non-effective CRLH-TLs.
6.3. Equivalent periodic impedance Zequ
6.3.1. Theory
This section studies the Bloch impedance Zequ of the CRLH-TL unit cells of Figure 6.1. This
impedance, which can be seen as the equivalent characteristic impedance of an infinite or finite
CRLH-TL structure, is obtained by computing (6.2) from the unit cell transmission matrices. We
obtain general expressions for the equivalent impedances of both circuits X and Y of Figure 6.2,























2CSωZC sin (τω)− cos (τω)
2LPω sin (τω)− ZC cos (τω) (6.27)
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Here it should be noted that the Bloch impedance of a CRLH-TL structure was already introduced
in [69] for structure Y in a general 2-D case. Here, (6.25a) and (6.25b) provide this impedance for
both X and Y circuits in a 1-D case in a particular convenient form for a linear design procedure
(see below).
a. Particular case: balanced CRLH-TLs
We are especially interested in matching balanced CRLH-TLs, namely, CRLH-TLs satisfying the
phase continuity condition (6.18). Thus we introduce (6.18) in the general Zequ expressions (6.25a)
and (6.25b), which yields:









K (ω) = 4CSLPω2 − 1 + 4
√
CSLPω tan (τω) (6.29)
The aforementioned sign ambiguity of the Bloch impedance is visible in (6.28a) and (6.28b).
However, the condition that the transfer of active energy Pact toward the direction of positive
group velocity is also positive –this is true for the type of structure studied here [21, 64]– makes
it possible to identify the right sign for given numerical values of the parameters. This issue was
treated in Section 2.3.2 and we showed that the sign in (6.28a) or (6.28b) must be chosen so that
Re [Zequ] > 0. Here, K (ω) > 0 above the cutoff frequency1 fc and choosing the positive solution
of
√
K (ω) means that the right sign in (6.28a) and (6.28b) is the ‘+’ sign. Below fc, Zequ is
purely imaginary and no energy is transferred, making the use of the same approach impossible.
However, any real device exhibits some losses and the positive active transmitted power can be
used to determine the right solution sign. Here, the sign of the imaginary part is negative below
fc for topology Y whereas it is positive for circuit X.
b. Effective medium limit
We now first show that the general expressions for Zequ (6.28a) and (6.28b) can be simplified in
the case of an effective CRLH-TL. In order to do so, we firstly use the 1st-order approximation
tan (τω) ' τω since we have τω0  1 in this particular case. Secondly, we introduce (6.22) in
condition (6.23), which are also both true in the case of an effective CRLH-TL, and obtain:
2
√
LPCS  τ (6.30)
As a result, expressions (6.28a) and (6.28b) are, in the case of an effective medium CRLH-TL
(hence the EM subscript in the expression below):
Zequ,EM,X = ± 2LPω√
4CSLPω2 − 1
(6.31a)
1which corresponds to K (ω) = 0 in (6.28a) and (6.28b).
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Employing now (6.23) in (6.31a) or (6.31b) equally yields (6.32), which gives the value of the
impedance at f0 in the particular case of an effective CRLH-TL.






Figure 6.11 numerically illustrates expressions (6.28a), (6.28b) and (6.31a), (6.31b) in the cases
of an effective and a non-effective CRLH-TL. The circuit parameters for the comparison were
chosen so that both structures exhibit the same frequency of 0o phase shift f0 ≈ 22 GHz. For that
purpose, we introduce the variable m and plot the results for LP = m · 115 pH, CS = m · 46 fF
and τ = (1/m) 1e− 11 s. In the left row of Figure 6.11 , m = 8 and the parameters of the circuit
satisfy condition (6.24) since τω0 = 0.03  1 and the approximate effective medium impedances
(6.31a) and (6.31b) closely match the exact solutions. However, if CS and LP are reduced, (6.31a)
and (6.31b) differ from solutions (6.28a) and (6.28b). This is shown in the right hand side of
Figure 6.11 (m = 2), where a significant discrepancy is observed, although the TL sections are still
relatively short in this case (τω0 = 0.11 1).
6.3.2. Optimal design of CRLH-TLs
a. Principle
In order to optimally match a CRLH-TL, the parameters of the circuit must be chosen so that
its Bloch equivalent impedance is equal to the reference impedance. Therefore, this requirement
must be combined with the phase shift continuity condition in order to get an optimal matching
around the frequency of 0o phase shift f0.
Case 1: Effective CRLH-TL












which means that an optimal matching at f0 is simply obtained by choosing unloaded TL sections of
characteristic impedance ZC equal to the reference impedance and, of course, CS and LP according
to (6.33). This simple condition, valid in the case of effective CRLH-TLs, was already presented
and discussed in several works such as [63] or [59].
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Figure 6.11: Bloch wave equivalent impedance (real part: , imag. part: O) and effective
medium approximation (real part: •, imag. part: ◦) for m = 8 and m = 2.
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Case 2: Non-effective CRLH-TL
In this case, we observe that Zequ, given by (6.28a) or (6.28b), is strongly frequency-dependent
around f0 and cannot simplified as in the above effective case. In this context, we show in the
next section how to achieve an optimal matching in this general case.
b. Design Method
An optimal matching at f0 requires that the equivalent impedances Zequ (f0) given by (6.28a) or
(6.28b) is equal to the reference impedance Zref . This equality is written as (6.35a) and (6.35b),
where we also eliminated τ using (6.21):
Zequ,X (f) =
2LPω√













)) = Zref (6.35a)
Zequ,Y (f) =
√
















In these expressions, and in comparison with (6.31a) and (6.31b), the ‘+’ sign has been selected
since it is the right one in the passband of the structure (see Section 6.3.1). We are here particularly
interested in obtaining an optimal matching at f = f0 (or ω = ω0); At this frequency, it is possible










Equations (6.36a) and (6.36b) can now be solved for CS or LP , which will allow deriving a purely
analytical and linear design method. The choice of the parameter CS or LP to solve for depends
on which circuit element we wish to fix as a first step in the design. Here, we decide to set LP and
thus solve (6.36a) and (6.36b) for CS :

















As a result, the following simple design procedure can be employed to design a balanced CRLH-
TL with a frequency of 0o degree phase shift f0 and an impedance at f0 equal to the reference
impedance Zref :
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1. Choose LP (or CS) according to technological issues and considering losses and precision.
2. Since ω0 = 2pif0 and Zref are targets in the design, we can directly deduce CS from (6.37a)
or (6.37b) (LP can be computed here as well if it was chosen to fix CS in step 1.).
3. Finally the characteristic impedance ZC of the TL sections is chosen using the phase con-
tinuity condition (6.18) and the length of these TL sections is calculated using (6.21) and
(6.5).
It is noticeable that (6.37a) only yields a positive, namely, realizable solution for CS,X if 2LPω0 >
Zref . Thus, the value of LP chosen in the first step of the design must meet this condition in
order to complete the design. This design procedure is simple and mainly differs from the effective
medium case in the way that the characteristic impedance of the TL sections ZC is not necessarily
equal to the reference impedance Zref .
6.3.3. Results
a. Topologies and design solutions
In the examples given here, we set f0 = 18 GHz and the reference impedance Zref to 50 Ω.
Figure 6.12 shows the left part of (6.35a) and (6.35b), i.e. the equivalent Bloch impedance of the
structure in both configurations X and Y of Figure 6.2, as functions of CS and for different LP
values. For instance, if we want to match our structure to Zref = 50 Ω with LP = 4 · 130 pH and
using circuit X, the solution to (6.35a) is CS ' 167 fF and is found analytically using (6.37a).
This graphical illustration provides some other interesting information; if it is not possible to
achieve sufficiently large LP value, it might be impossible to match exactly the structure of type
X at f0. For instance if LP = 130 pH, Zequ is always smaller than 50 Ω for any realizable value
of CS . However, the graph shows that type Y is preferable in this situation since it is possible to
match the structure even for rather low LP values. It is also observed that the two types of curves
X and Y converge when CS and/or LP are large, thus confirming previous developments; indeed,
a large CSLP product at a given frequency —so that (6.23) is true— means that we tend to an
effective medium case, for which it was shown that the two types of structures exhibit the same
characteristic impedance (6.32). On the graph is also plotted the characteristic impedance ZC of
the unloaded TL sections providing a continuous phase shift at f0, according to (6.18). Here again
we graphically observe that ZC is only equal to Zref and Zequ in the case of an effective medium
design (m = 16).
b. Experimental validation
This section compares the design method described above, which takes into account the equivalent
impedance of the structure (matched method), with a design method that does not consider this
parameter, referred to as the unmatched method. In the second case, we simply choose ZC = Zref ,
which is the optimal choice in the case of an ’effective design’.
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Figure 6.12: Impedances considered
in the design of a CRLH-
TL: Zequ,X (•), Zequ,Y
(), ZC (×), Zref (– –).
LP = m · 130 pH.














Figure 6.13: Impedance of a CRLH-
TL in the case of a
matched (◦) and un-
matched (4) design with
Zref = 50 Ω.
For this study, we choose again f0 = 18 GHz, Zref = 50 Ω and consider the structure Y , which
was shown to be preferable for designs with small LP . With LP = 130 pH we find CS = 118 fF,
ZC = 33.2 Ω and τ = 7.48e − 12 with the matched method and CS = 52 fF, ZC = Zref and
τ = 9.19e−12 with the unmatched method. The resulting equivalent impedances for these designs
are calculated using (6.28b) and are shown in Figure 6.13; the unmatched design presents an
equivalent impedance of more than 100 Ω whereas the matched method results in an impedance
of exactly 50 Ω at f0.
Two-cell CRLH-TLs have been designed and fabricated to demonstrate experimentally the
advantage of the matched design over its unmatched counterpart. The layout of each loading
element (LP , CS and 2CS) for both structures was determined by full-wave simulations using HFSS
and circuit extraction to achieve the above numerical values. For a good precision, underetching
in the process was compensated for in the masks and the typical wirebond height was measured to
be precisely accounted for in the simulations. The technology used for the designs is the ‘Al-quartz
EPFL’ process described in Appendix A and Figure 6.14 shows the fabricated 2-cell unmatched
and matched CRLH-TLs. The measured S-parameters, obtained on-wafer by means of a TRL
calibration, are shown in Figure 6.15. First, it is observed that the measured frequency of 0o phase
shift f0 is close to the design frequency of 18 GHz for both devices. Since the structures exhibit an
electrical length that is zero at this frequency, the matching and insertion loss are good for both
structures in a narrow band around f0. The insertion loss at this frequency is about -0.8 dB, so
only -0.4 dB per unit cell. This is much better than for the devices fabricated on silicon wafers
and previously presented in this chapter, due to the reduced losses of quartz implementations over
silicon ones (see Chapter 3).
Now, let us observe the performances of both matched and unmatched structures on a certain
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Figure 6.15: Comparison of the measured S -parameters for 2-cell CRLH-TLs designed with
unmatched and matched design methods. Matched method (), unmatched
method (O).
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bandwidth around f0. The -10 dB input return loss bandwidth is about 1.2 GHz in the unmatched
case whereas the matched structure presents a mismatch lower than -20 dB on the whole measured
bandwidth (15 GHz - 20 GHz). This means that the input return loss bandwidth is at least
four times larger thanks to the matched design method. The reason for this very large relative
bandwidth is not only that Zequ is exactly 50 Ω at f0 but also that it exhibits little variation
around f0, as can be seen in Figure 6.13. It is also noticeable that the insertion loss is much better
than in the case of the unmatched design as well, which results from the difference in terms of
matching rather than ohmic losses.
Finally, the matched design method results in a better linearity of the phase shift around f0,
as can be seen in the right hand side of Figure 6.15. This is due to the poor matching of the
unmatched structure, which results in some oscillations in the phase shift expressed in terms of
S-parameters. In the case of the matched design, the very good matching on the whole bandwidth
results in arg (s21) ' 2 (−βequd), where the factor 2 accounts for the two cells cascaded here.
c. Leaky wave antenna (LWA) application
The inherent dispersion property of the CRLH-TL makes it a very interesting candidate to realize
leaky wave antennas (LWAs) [62, 70]. Indeed, a wave propagating in a CRLH-TL structure gives
rise to a main radiated beam in the backward or forward direction, depending on whether the
frequency is located in the left or right-handed band of the CRLH-TL, respectively. The radiation
angle from broadside θML of the main lobe of a matched LWA is linked to the Bloch wave phase





As a result, scanning in both backward and forward directions can be obtained either by frequency
scanning on a fixed CRLH-TL, or, preferably, by an additional control of the unit cell phase shift
at a fixed frequency. Such a control is done in [70] by means of varactors diodes but could also be
implemented using MEMS.
This section illustrates the use of the CRLH-TL design approach presented in this chapter in
the case of LWAs. First, let us note that some LWAs implementations cannot be considered as
effective media regarding the propagation in the structure, according to condition (6.24). Indeed,
data provided in [62] and [70] lead to β0 (d/2) = 0.9 and 0.6, respectively. In this context, the
design method presented here allows designing CRLH-TL LWA with an accurate control of the
‘broadside frequency’ f0 and a control of the antenna impedance around f0. It should be noted
here that, as explained in [66], metamaterials that do not meet the effective medium condition
regarding the propagation in the structure can still behave as an effectively homogeneous media
regarding scattering effects (hence the good radiation properties of the LWAs of [62] and [70]).
A LWA that exhibits a Bloch wave impedance different from the reference impedance must
be matched, for instance, using λ/4 transformers. The advantage of designing a LWA with a well
controlled Bloch impedance is twofold; first, no matching circuit is required, which can result in
some important space saving in particular cases (e.g. LWAs array for pencil scanning). Second,
167
6. CRLH-TLs: Theory and Micromachined Implementation

















































Figure 6.16: Input return loss and unit cell phase shift for a 16-cell LWA designed with the
presented method and without matching network. (a) Simulated, (b) measured,
by extrapolation from a 2-cell measurement.
Table 6.1: Unit cell phase shift and radiation angle
f βequd θML (6.38) θML pattern ∆θML
15 GHz -27o -31o -34o -3o
16 GHz -10o -10o -14o -4o
18 GHz 19o 17o 14o -3o
20 GHz 45o 39o 35o -4o
a wider BW can be achieved than using frequency-dependant matching networks such as λ/4
transformers.
Figure 6.16(a) shows the simulated input return loss of a 16-cell LWA that radiates at broadside
at about 17 GHz and whose Bloch impedance was set equal to the reference impedance of 50 Ω.
The antenna is terminated on a 50 Ω load and a very wide BW is obtained since the matching
is better than -10 dB on almost the whole band from 13 GHz to 22 GHz. It is noticeable that
this band corresponds to a very wide range of unit cell phase shift βequd since it is about -70o and
+70o at the limit of the BW. The radiation patterns at different frequencies within the BW are
shown in Figure 6.17. The simulated angles of radiation of the main beam are compared with
formula (6.38) in Table 6.1; a small discrepancy of no more than 4o is observed for all frequencies.
Integrated LWA have been designed and fabricated on the ‘Al-Quartz EPFL’ process. How-
ever, due to some problem in obtaining a good connection from wafer to SMA connector at fre-
quencies up to 20 GHz, no radiation pattern or connected measurement were taken. Nevertheless,
some experimental data for the input return loss of the 16-cell LWA can be deduced from on-wafer
measurements by cascading 8 identical measured 2-cell networks. The corresponding results are
shown in Figure 6.16(b); the phase response is shifted from 17 GHz to 18 GHz, which is believed
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Figure 6.17: Simulated radiation patterns at different frequencies.
to be due to the modeling of the wirebonds shape in the structure. The measured -10 dB BW is
similar to the simulated one, although the measurements are limited to 20 GHz due to the mea-
surement setup. The measured BW is therefore at least 12-20 GHz, except for a small degradation
to about -8 dB around 17.7 GHz.
In conclusion, a LWA designed to exhibit the appropriate Bloch impedance can be well
matched—without the need of a matching network—on a very wide BW, comprising a wide range
of radiation angles.
6.4. High/low impedance CRLH-TLs
6.4.1. Introduction
Metamaterial TLs with extreme impedance values have recently been studied in [71]. These were
implemented using a microstrip line with complementary split ring resonators (CSRRs) etched in
the ground plane. Here we show that the CRLH-TL structure also allows achieving especially high
or low impedances. Although the CSRR approach allows designing TLs with a very wide range of
impedance at a given frequency, the impedance obtained is strongly frequency-dependent. This is
due to the resonant nature of the CSRRs and severely limits the bandwidth. In contrast, the CRLH-
TL is a non-resonant structure, and we show here that the design method previously employed,
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free from the effective media assumption, allows designing CRLH-TLs with an impedance beyond
the range achievable using conventional design, and this on a very wide BW. Finally, the CRLH-
TL low/high-impedance TL presents the advantage over the CSRR implementation that it can be
used for the various applications of CRLH-TL, whenever extreme impedance values are required.
6.4.2. Theory
First, we calculate the product of the Bloch impedance of the type X and type Y CRLH-TLs at
the frequency f0, respectively given by (6.36a) and (6.36b), which yields:
Zequ,X (f0) · Zequ,Y (f0) = Z2C (6.39)
Dividing now (6.36a) by (6.36b) and considering that lumped elements values and frequency are







Finally, combining (6.39) and (6.40), we obtain:
Zequ,Y (f0) > ZC > Zequ,X (f0) (6.41)
a. Discussion
From these simple calculations we deduce that:
(i) Result (6.41) means that a CRLH-TL of type X (resp. Y ) will always exhibit a lower (resp.
higher) impedance Zequ (f0) than the unloaded TL impedance ZC . Thus, topology X should be
selected if the minimum host impedance ZC achievable in the technology considered is larger than
the desired CRLH-TL impedance. In contrast, topology Y must be selected if the technology does
not allow sufficiently high unloaded TL impedance values.
(ii) Some inspection of (6.39) shows that the difference between Zequ and ZC is only significant if
4LPCSω20  1 is not true. Now, this condition was shown to be the one required for a CRLH-TL
to be effective. We can thus conclude that we can only extend the range of achievable CRLH-
TL impedance much beyond the limit of the technology ZC in the case of non-effective CRLH-
TLs. This obviously also means that a CRLH-TL design strategy based on the effective medium
assumption does not allow designing low or high impedance CRLH-TLs. However, the general
method presented in Section 6.3.2 can be directly employed for the design of high/low impedance
since it provides all circuit element values for achieving any CRLH-TL Bloch impedance value.
6.4.3. Applications
The range of achievable unloaded impedances in conventional technologies is usually limited, due
to fabrication or space constraints. As a result, two main fields of applications can be envisioned for
the results presented here. The first one concerns applications based on the CRLH-TL particular
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dispersion characteristic. In this case, the method allows designing CRLH-TLs with an extended
impedance range when compared to usual CRLH-TLs (for which Zequ (f0) is necessarily equal to
ZC). For example, this would allow controlling the impedance of the different line sections in a
CRLH-TL-based series feed network for optimal matching [72]. Similarly, a slab of metamaterial
embedded in air for focusing application should exhibit the free space impedance of 377 Ω for
optimal matching.
Second, the CRLH-TL can be used to mimic low or high impedance conventional —or true-
time delay— TLs. For instance, a matching network might require impedance values not achievable
in a given technology; this problem can be overcome by using a CRLH-TL and the presented design
procedure. It is however obvious that the CRLH-TL dispersion is different from a conventional
TL; thus, it cannot be used to mimic a conventional TL in all applications (for instance, it would
lead to beam squint if used in an array corporate feed network). However, as will be verified
experimentally below, a balanced CRLH-TL as designed here exhibits a linear phase shift on a
wide BW and can therefore be used in several applications in this second category.
6.4.4. Experimental example
Depending on the substrate characteristics, process resolution, and the type of waveguide (e.g.
CPW, microstrip), it is usually difficult to realize either high or low characteristic impedance
values. The technology employed here to design a demonstrator is the same as for the previous
CRLH-TLs presented, namely, the ‘Al-quartz EPFL’ process. Due to the low permittivity of
quartz (εr = 3.8) and the use of a CPW as the host TL for the CRLH-TL, it is in this case difficult
to achieve a low impedance. Thus, in this section, we quantify the practical limitation of this
technology to realize low impedance TLs and demonstrate how this limitation is overcome by the
appropriate CRLH-TL design.
a. Design
The total width of the CPW is set to G + 2W = 1000µm, where G and W are the width of the
central conductor and the slots of the CPW, respectively. If we want to realize a 20 Ω CPW in
this technology, this means that the slots width G must be only about 0.3 µm, which is not a
realistic value in any conventional process. Even in the case of an impedance of 30 Ω, the slot
would have to be 6 µm-wide, which is already very critical from a precision point of view. Although
there are some techniques to obtain low-impedance TL, they are based on sophisticated multi-layer
fabrication processes (e.g. [73]). Thus, we will employ the method presented here to design a 20-Ω
CRLH-TL based on the aforementioned single-layer technology and CPW size.
First, let us observe from (6.41) that topology X of Figure 6.2 should be selected in order
to realize a CRLH-TL with a lower impedance than the achievable unloaded TL impedance ZC .
We can now use the design method detailed in Section 6.3.2, using the design expression for the
topology X. We start the design by choosing LP = 120 pH and consider the design targets f0 =
15 GHz and an impedance of 20 Ω. Using these inputs, the design method gives CS,X = 65.4 fF,
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Figure 6.18: Bloch wave impedance of the designed CRLH-TL, ideal circuit model () and
full-wave simulation (◦).
the impedance ZC = 42.8 Ω and the TL length d/2 = 2.27 mm. As expected, we can verify that
the condition of effective media is not verified here; indeed, as explained previously, only a CRLH-
TL that is not effectively homogenous allows achieving a Bloch impedance of 20 Ω significantly
smaller than the host TL impedance ZC = 42.8 Ω (which is easily realized with a conventional
precision).
Figure 6.18 shows the resulting Bloch wave impedance Zequ,X on a wide BW around f0 =
15 GHz. First, the results for the ideal circuit of Figure 6.2 with the above design values show
that the impedance is exactly 20 Ω at f0 and smoothly varying with frequency. As no losses are
considered in the circuit, the imaginary part of the impedance is exactly zero. The graph also
shows the HFSS full-wave simulation results on the exact designed structure. A good agreement
is observed, despite some discrepancies due to the losses and parasitics of the actual simulated
structure, which were for simplicity not included in the circuit here.
b. Results
Figure 6.19 shows the designed low impedance CRLH-TL unit cell. The measurements were taken
on-wafer using a TRL calibration with 50 Ω reference lines (see Figure 6.19). The reference
impedance of the S-parameter was then changed from 50 Ω to 20 Ω. These measurements are
shown in Figure 6.20 and compared to full-wave simulations using Ansoft HFSS, which were also
simulated using 50 Ω CPW ‘waveports’ ports subsequently re-normalized to 20 Ω.
An excellent agreement between full-wave simulations and measurements is observed. These
results slightly differ from the ideal circuit model results since no losses and parasitics elements
were introduced here in the circuit. The measured -10 dB matching BW is almost 5 GHz around
the f0 = 15 GHz target frequency, which corresponds to a 30% BW. This means that the Bloch
wave impedance is close to 20 Ω on a wide band, as suggested by Figure 6.18. The measured
insertion loss is -0.6 dB on a 17% BW and is better than -1 dB on the whole matching BW. The
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Figure 6.19: Picture of the fabricated type X 1-cell low-impedance CRLH-TL. The loading
shunt inductance (incl. wirebond bridges) and series capacitance are shown in
the left and right insets, respectively.


























Figure 6.20: S-parameters of the low-impedance CRLH-TL with a reference impedance of
20 Ω. Ideal circuit model (), full-wave simulation (◦), and measurement (×).
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right-hand side of Figure 6.20 shows the phase shift within the BW (12.5 GHz - 17.5 GHz); very
good phase shift continuity at f0 is achieved, as well as good phase linearity within the whole band.
6.5. Non-zero phase shift CRLH-TLs
6.5.1. Introduction
The design method and associate demonstrators presented so far in this chapter concerned balanced
CRLH-TLs whose matching was optimized around the frequency of 0o phase shift, which was called
f0. This is obviously the optimal solution for structures operating on a bandwidth centered around
f0, such as the array series feed network [58], the patch and broadside leaky-wave antennas of [54]
and [62], or for some so called 0th-order resonator [60]. However, in some other applications, the
CRLH-TL is not operated at f0 but at some frequency f1 where the phase shift is not zero, either
in the ‘backward’ or ‘forward’ propagation region, which are below and above f0, respectively (see
Figure 6.21).
Figure 6.21: Balanced CRLH-TL operating at a non-zero phase shift frequency f1 (here in
the ‘forward’ zone).
This is for instance the case of the CRLH-TLs used in [61] to realize a very broadband balun.
Indeed, in this device, the output ports of a classical Wilkinson divider are respectively connected
to +90◦ and −90◦ meta-TLs. Another example is the implementation of a quarter-wavelength
transformer (QWT) matching network using CRLH-TL. For such applications, a CRLH-TL unit
cell must exhibit a phase shift θ = ±90◦/N if N cells are to be cascaded in the corresponding
branch, Thus, referring to Figure 6.21, the matching should be optimized at f1 rather than f0.
In [61], good matching is obtained straightforwardly because the device is effective. However, for
the reasons explained earlier in this chapter, this ‘effectiveness’ is made possible here by the use
of SMT elements and the rather low frequency of operation (1-2 GHz). If such a device is to
be implemented in micromachined technology and/or at much higher frequency, the condition of
effective media would not be met and a design approach based on the Bloch wave equivalents is
necessary.
Therefore, we first show in this section how the design method presented in Section 6.3.2
for an optimal matching at f0 can be updated to design CRLH-TL with a given non-zero phase
shift θ at the frequency f1, while simultaneously enforcing the Bloch impedance of the structure
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to the desired value at this same frequency f1. In a next step, the theory is applied to the
matching of antennas using multi-sectional QWTs; indeed, in this case, it is necessary that the
phase shift incurred in each matching section is Nθ = ±90◦. In addition, this application is
especially challenging since the CRLH-TL must exhibit the impedance required by the proper
functioning of the QWT, determined by the antenna input impedance.
It should however be noted that in a dual-band operation coupler such as in [59], the same
CRLH-TL is used at two different operation frequencies corresponding to +90◦/N and −90◦/N
phase shifts. One of this frequency is necessarily above f0 and the other below. Thus, in this case,
it is a good solution to achieve a good, wideband matching around f0 so that both aforementioned
frequencies are still in the bandwidth of the CRLH-TL. For instance, we can observe that CRLH-TL
whose measured results are presented in Figure 6.15 exhibits very good matching (below -20 dB) on
a 15-20 GHz bandwidth, which also covers the necessary phase shift range for such an application.
6.5.2. Theory
Let us first remark that in the case of operation around f1, the phase continuity condition is
not always necessary if the bandwidth does extend up (or down) to f0. However, for the sake of
generality we will design here CRLH-TLs with a continuous phase shift at f0 and a given phase
shift and impedance at another frequency f1. Following the periodic structure analysis explained
in Section 6.2, we can express the propagation constant of the balanced CRLH-TL by introducing
(6.18) in (6.10):
















A = 2LPCS (6.43)
Now, we can solve this expression for τ to obtain the required TL length to achieve a given
phase shift θ at the frequency f1. Since this frequency must obviously be in the passband of the
CRLH-TL, we can write1:
cosh (γequ (f1) d) = cos (βequ (f1) d) = cos (θ) (6.44)











3−Q+ 2A (1 +Q)ω21
)± 2√−2 (Q− 1) (1 +A (Q+ 1)ω21)
)
(6.45)
with Q = cos (θ) and where the + and - signs of the ± correspond to θ < 0 and θ > 0, respectively.
However, note that in the case θ < 0, there is not always a valid solution since, in very particular
cases, the values of the parameters of the circuits and design targets make the design impossible.
More details about this issue and the associated condition of validity for (6.45) are given below.
1Note: here, θ > 0 corresponds to a ‘forward’ propagation and hence to a negative phase shift in terms of
S−parameters arg (s21).
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Figure 6.22: Phase shift of CRLH-TLs designed to exhibit +40o and -40o phase shifts at
f1 = 17.5 GHz.
Example
For illustration purposes, let us choose the parameters ZC = 50 Ω, LP = 115 pH, and CS = 46 fF,
a frequency of operation f1 = 17.5 GHz, and two different target phase shifts θ = 40◦ and
θ = −40◦. Using (6.45), we find τ = 1.14e-11 s and τ = 8.6e-12 s, respectively, and the validity
of the calculation is verified by plotting the phase shift cos (βequd)of the designed structures (see
Figure 6.22).
It can be verified that these CRLH-TLs are non-effective. For that reason, and since we
simply chose ZC = 50 Ω without considering the structure impedance, the very poor matching
visible in Figure 6.23(a) is obtained; namely, about -3.5 dB and -10 dB for θ = 40◦ and θ = −40◦,
respectively. This phenomenon was already observed in the case of the design at f0 if the Bloch
impedance is not considered. However, here the phase shift at the design frequency is not null;
thus, the mismatch results in a some discrepancy between βequd and the phase shift in terms of
S-parameters, namely − arg (s21), even at the design frequency. The error is in this case really
significant since arg (s21) is about -55o and +45o for θ = 40◦ and θ = −40◦, respectively. As a result,
here again we must enforce the Bloch impedance Zequ (f1) to the desired reference impedance Zref .















with τ given by (6.45). Consequently, the design procedure for a non-zero phase shift at f1 is
very similar to the design method at f0 and only step 2 below slightly differs from the original
procedure:
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(a) unmatched method
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arg(s21 ), βd = +40°
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|s11| ,       "
|s21| , β d = +40°
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(b) matched method
Figure 6.23: S-parameters of CRLH-TLs designed with and without matching considera-
tions to exhibit +40o and -40o phase shifts at f1 = 17.5 GHz.
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1. Choose LP (or CS), for instance according to technological issues and considering losses and
precision.
2. Since ω1 = 2pif1, θ and Zref are inputs for the design, we can directly deduce CS from
(6.46a) or (6.46b) (or LP , if CS was fixed in step 1.). Although (6.46a) and (6.46b) are not
a closed-form expression for CS , they can be easily solved numerically.
3. Finally the characteristic impedance of the TL sections is chosen using the phase continuity
condition (6.18) and the length of these TL sections is calculated using (6.45) and (6.5).
We will now briefly illustrate the design method, using the same design targets as in the case
of the above unmatched example. In the case of structure Y , with ZC = 50 Ω, LP = 115 pH
and targets θ = 40◦ and θ = −40◦ at f1 = 17.5 GHz, we now find τ = 9.53e-12, CS = 163 fF,
ZC = 26.6Ω and τ = 7.17e-12 s, CS = 81 fF, ZC = 37.7Ω, respectively. The corresponding
S-parameters results are shown in Figure 6.23(b) and it is observed that an optimal matching is
obtained at f1 = 17.5 GHz and on a very wide bandwidth. In addition, as the structure is now
perfectly matched at f1, arg (s21) is equal to the phase shift of a pure propagating wave in the
structure −βequd, hence arg (s21) = −βequd = ±40◦.
a. Limitation to negative phase shift designs
As mentioned previously, there is some limitation to the validity of the design formula (6.45) in the
case θ = βequd < 0. In this section, we explain this limitation and derive the associated analytical
condition for the validity of (6.45).
In the case θ < 0, we have f1 < f0 since a negative phase shift is targeted at f1 and that
the 0o phase shift frequency f0 is therefore above f1 (see Figure 6.24). For such a structure it can
be observed in Figure 6.24 that f0 increases very significantly with LP , for a given θ phase shift
at f1. Also linked with this increase in LP is a decrease of τ (which is proportional to the TL
section length). Eventually, there is a superior limit to LP for which τ = 0 and f0 →∞, and the
CRLH-TL only operates in its ‘backward’ region. Above this value for LP , the right solution to
the calculation is τ as given by (6.45) but with a minus sign:













−2 (Q− 1) (1 +A (Q+ 1)ω21)
)
(6.47)
with Q = cos (θ). Since it corresponds to negative TL lengths, this solution is obviously impossible
in practice1. Therefore, the condition for the validity of the design expression is obtained by
introducing τ = 0 in (6.47), which yields:
2LPCS <
1
ω21 (1− cos (θ))
(6.48)
This means that for a given design target phase shift θ = βequ (f1) ·d, there is a maximum 2LPCS
1It is possible to add a wavelength (calculated at f1) to this negative TL length solution to obtain a positive,
realizable value. By doing so, we indeed obtain the desired phase shift at f1; however, this solution is not
equivalent to the mathematical negative length TL for other frequencies than f1 and is not satisfactory in terms
of dispersion and space.
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LP  = 8 nH
f0f1
LP  = 5 nH
Figure 6.24: Unit cell phase shift for two CRLH-TLs with different inductance values (LP =
5 nH and LP = 8 nH) and same target phase shift of -60o at 1 GHz.
value given by (6.48) for which the CRLH-TL can be designed. However, let us note that this
limitation only occurs for negative phase shift design (for βequd > 0, f1 > f0 and a design is always
possible) and within a domain of parameters corresponding in practice to very large phase shifts
and large LP values. In this case, it was shown that f0 is pushed to a frequency much higher than
f1. If so, there is no real use in enforcing a continuous phase shift at f0 and designs with large and
negative unit cell phase shifts θ = βequ (f1) · d should thus rather be made free of the condition
of continuous phase shift at f0. Finally, let us remark that the limitation is here on the phase
shift per unit cell ; it is thus in practice possible to realize any total negative phase shift provided
enough CRLH-TL cells are cascaded.
6.5.3. Application to antenna matching
a. Introduction
These theoretical results have been applied to the design of CRLH-TLs for the matching of anten-
nas using multi-sectional QWTs, as sketched in Figure 6.25. Indeed, this application requires a
simultaneous control of the phase shift and impedance of the CRLH-TLs at the antenna operation
frequency. The study of this implementation was carried in the context of a Master thesis [74]
supervised by the author of this thesis. Numerous practical results were obtained but we will here
only summarize the main outcomes of this work.
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Figure 6.25: Illustration of the matching of an antenna using a CRLH-TL multi-sectional
QWT. In the sketch, there areM = 2 stages in the QWT and N = 2 CRLH-TL
cells in the QWT section whose circuit is detailed in the figure.
b. Results
General aspects
Some theoretical issues linked with the CRLH-TL-based QWTs were first studied in a general
manner. For instance, we assessed the matching bandwidth as a function of the CRLH-TL disper-
sion or the number of sections in the QWTs (see Figure 6.26). In addition, many practical aspects
arise in the context of concrete realizations. For instance, the impact of the following issues with
regard to antenna bandwidth and size of the matching network were assessed:
• Selection of the type X or type Y unit cell.
• Use of ‘forward’ or ‘backward’ band to achieve the required phase shift (each QWT section
can either incur a +90◦ or −90◦ phase shift).
• Choice of the number of cells N exhibiting a phase shift θ = ±90◦/N to achieve the total
±90◦ phase shift required in each QWT section.
• Other practical aspects: minimum size for the soldering of the SMT elements, maximum
element value for layout implementations, etc.
The conclusion of theses studies are available in [74]. Concerning practical implementations, two
different approaches in terms of technology and frequency were studied and are described in the
next sections.
Low-frequency antenna matching based on SMT elements
We first studied the matching of a CPW-fed slot-loop antenna designed on a printed circuit
board (PCB) substrate and whose second resonance —the one commonly employed in such a
loop antenna— is at about 1.1 GHz. For that purpose, we designed a 2-stage QWT using SMT
elements. The antenna and its matching network are shown in Figure 6.27. The matched antenna
was measured, along with a reference design consisting of a 1-stage QWT using a conventional
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Figure 6.26: Performance of the CRLH-TL-based QWTs as a function of the number of
QWT-sections (complete design for a load of 200 Ω with ideal lumped ele-
ments).
TLs instead of the CRLH-TL (a 2-stage QWT using a conventional TLs was not realized due to
its prohibitive size). The results are presented in Figure 6.28; a slightly better bandwidth (25%) is
obtained using the CRLH-TL-based match. More important, the matching network is 66% shorter
than the classical 1-stage QWT. The radiation patterns of both antennas were also measured and
proved to be very similar.
It should be noted that it was possible to use here SMT loading elements with large L and
C values because the antenna was realized on PCB and especially as a result of its low operation
frequency1. Consequently, the two CRLH-TLs designed here —one for each section of the QWT—
are effective according to conditions (6.23) and (6.24). They could have thus, in contrast with
the next demonstrator, been designed using the existing expressions based on the effective media
assumption.
High-frequency antenna matching based on micromachining techniques
In a second step, we decided to match a similar slot-loop antenna, but operating at a much
higher frequency (16 GHz). In this case it is not possible to use SMT elements and the loading
elements thus have to be designed using a ‘layout’ approach (namely, interdigited capacitors and
stub shunt inductors). The matching network and antenna were designed for an implementation
using the ’Al-Quartz EPFL’ process and a picture of the overall device is shown in the left hand
side of Figure 6.29 (in the right of the figure is shown an example of a 2-port characterization of
a QWT CRLH-TL section). The simulated and measured results are presented in Figure 6.30,
along with the results for a QWT using conventional TLs. A larger bandwidth is observed for the
realized CRLH-TL-matched antenna, whose matching network is also much smaller than for its
conventionnal TL counterpart.
1SMT elements are in practice limited to a few GHz and a design at about 3 or 4 GHz would already be problematic.
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Figure 6.27: Picture of the low-frequency antenna demonstrator on PCB, with its 2-stage
CRLH-TL QWT transformer using SMT elements (details available in [74]).
















Figure 6.28: Matching results for the antenna of Figure 6.27.
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Figure 6.29: Left: Picture of the high-frequency micromachined antenna, with its 2-stage
CRLH-TL QWT transformer using ‘layout’ elements. Right: 2-port character-
ization of a QWT CRLH-TL section (details available in [74]).


















Figure 6.30: Matching results for the antenna of Figure 6.29.
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c. Discussion on the antenna demonstrators
Although we showed that the CRLH-TL QWTs were surpassing the performances of their conven-
tionnal counterparts, especially from a size point of view, it is probable that the antennas presented
here could also be advantageously matched using other techniques (for instance, using a T-match,
which allows achieving a wide bandwidth using a minimum space for the matching network [75]).
Nevertheless, some advantage of the CRLH-TL QWT is that it is potentially dual-band since both
the ’forward’ and ’backward’ regions can be used to achieve phase shifts of +90◦/N and −90◦/N ,
respectively.
Due to the limited time available for this work, a more comprehensive benchmarking of the
matching strategies and the extension to dual-band operation could not be completed. Neverthe-
less, these matching network implementations were first aimed at validating the design method
presented in the second part of this chapter —that is to design CRLH-TLs with a non-zero phase




In Section 6.1.1 were listed numerous microwave devices where the use of CRLH-TLs allows sur-
passing the performances achievable with conventional, true-time delay TLs. In this context, it is
obvious that the implementation of variable CRLH-TLs (V-CRLH-TLs) is of great interest since
it would allow making such devices reconfigurable. V-CRLH-TLs based on diodes have been in-
vestigated in [76] in the case of leaky-wave antenna for scanning capabilities. Also, a CMOS active
implementation has been proposed in [77]. However, MEMS-based V-CRLH-TL have —to the
author’s knowledge—not been reported yet, although MEMS technology has proved to allow chal-
lenging the performances of other types of phase shifters in terms of insertion loss, drive power,
monolithic integration and cost (e.g.: the DMTL of Chapter 4). It was thus decided here to study
the implementation of such MEMS V-CRLH-TLs, and corresponding results are reported in this
chapter.
We present two different realizations of MEMS V-CRLH-TLs. In the first approach, we
analogically control the series capacitance of the CRLH-TL alone, and this device is referred to
the analog V-CRLH-TL. Second, in order to significantly extend the tunability range of the phase
shifter while maintaining good performances in all states, we extend the initial concept by also
controlling the shunt inductor of the CRLH-TL. In this case, both the C and LMEMS are digitally
controlled, and the corresponding structure will be referred to as the digital V-CRLH-TL. We
conclude the chapter by discussing in detail some new applications of the designed V-CRLH-TL,
namely, the implementation of differential phase shifters with particular dispersion properties.
7.2. Analog MEMS V-CRLH-TLs
7.2.1. Description
First, we propose to achieve reconfigurability of the CRLH-TL by controlling the series capacitor C
while letting the shunt inductor L fixed. As a result, it is clear that perfect phase shift continuity
such as defined in Section 6.2.2 will not be achieved in all MEMS states. Nevertheless, this
approach is sufficient if C is varied of a small relative amount and it will be shown that this results
in satisfactory phase continuity within the whole range of analog variation of the MEMS series
capacitance.
Figure 7.1 shows a 3-D view of the analog MEMS V-CRLH-TL. The detailed description of
185
7. MEMS V-CRLH-TLs
Figure 7.1: 1-cell MEMS-variable CRLH-TL (Black: 1st thin metal, dark grey: 2nd thick
metal, light grey: bridge membrane, wireframe: bridge anchoring structure).
The total length of the cell is 2.74 mm.
the MEMS capacitor designed for this application and visible in the inset of the figure was given
in Chapter 3 and will thus not be repeated here. Nevertheless, note that in the context of this V-
CRLH-TL application, the capacitor topology allows —thanks to the interdigited capacitor below
the membrane— to independently tailor the value of the overall series capacitance in different
MEMS bridge position.
The two shunt inductances in the CRLH-TL circuit are realized by a symmetrical arrangement
of four short-circuited stubs. As a result, the CPW central conductors are DC grounded and it
is possible to actuate the structure by applying a DC voltage to the bridge membrane, which is
done here by means of the actuation pad visible in Figure 7.1. In the absence of a highly resistive
material in the fabrication process to realize DC feed lines that do not impact on the microwave
performances, the MEMS bridge is connected to the DC actuation pad by a narrow meander line
using the thin 1st metal layer, in order to produce a high impedance. The length of this one-cell
CRLH-TL is 2.74 mm.
7.2.2. Modeling and design
a. Circuit model
Figure 6.2 showed the circuit model of an ideal CRLH-TL structure. In the case of the MEMS
design presented here, an accurate modeling requires the inclusion of parasitics linked with the
integrated loading elements, as shown in Figure 7.2. The CPW-type stubs used to realize the
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Figure 7.2: Comprehensive circuit model for the presented MEMS 1-cell CRLH-TL.
shunt L elements and visible in Figure 7.1 are represented by a combination of the desired LL
value, as well as RL and CL parasitics. This model is physically justified by representing the stub
by the RLC model of an electrically short, short-circuited CPW section, where LL and RL are
the series inductance and metal resistance of the CPW, respectively, while CL accounts for the
shunt capacitance. The circuit model for the MEMS capacitor was discussed in Chapter 3, and is
represented in Figure 7.2 by the lumped elements CC,S , CC,P , LC,S and RC,S .
b. Design procedure
Due the non-ideal circuit model required to model the structure, the electromagnetic design of the
MEMS phase shifter cannot be made using simple design expressions such as derived in Chap-
ter 6. In addition, it is not possible to tailor the C and L loading elements to any given value
independently of the fabrication process constraints and electromechanical issues related with the
actuation of the MEMS. Consequently, the approach employed here for the design of the phase
shifters can be summarized as follow:
1. General topologies for the C and L loading elements are chosen according to process limita-
tions and electromechanical issues.
2. These elements are separately simulated using HFSS.
3. Physical equivalent circuits for these elements are deduced by regression on the simulated
data (see circuit of Figure 7.2).
4. The design and optimization of the phase shifter is done on a circuit level, using the extracted
values as starting points.
5. Finally, some iterations of the ‘simulation-extraction’ process are made in order to update
the loading elements geometries to match the required circuit elements values obtained in
step 4.
For use in step 4., the S-parameters of the circuit model are computed by first cascading the five
transmission matrices associated with the sub-elements of the circuit of Figure 7.2. By doing so,
the S-parameters can be instantaneously plotted for any set of lumped elements values. Since
the parasitics values weakly depend on the major circuit parameters such as the series capacitance
CC,S , the shunt inductance LL, and the TL impedance and length, the optimization is based on the
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latter alone to achieve the best phase shift continuity, matching and insertion loss at the frequency
of interest. Finally, it is noticeable that step 5. can be done in a small number of iterations thanks
to the physical model used here, which allows an easy link of the geometrical parameters of the
loading elements with the lumped elements values. For example, the values of CC,S and LL can be
tuned by controlling the capacitance active surface and the stub length, respectively. Finally, let us
note that some tradeoff between microwave performances and MEMS electromechanical behavior
(low actuation voltage, reliability) must be considered in the design.
7.2.3. Results
The MEMS CRLH-TL structure depicted in Figure 7.1 was designed using the proposed design
procedure and targeting a frequency of 0o phase shift f0 ≈ 18 GHz. The corresponding Bloch
wave equivalent propagation constant and S-parameters are shown in Figure 7.3 and Figure 7.4,
respectively. The results are shown for the two extreme positions of the bridge membrane in an
analog mode of operation. The initial height of the bridge membrane is h = 3 µm and the minimal
bridge position within the stable range for analog operation is thus of 2 µm (see Chapter 3).
For each bridge position, the graphs show both full-wave and circuit model results, which
exhibit very good agreement. The values of the elements of the circuit model are given in Table 7.1,
with reference planes locations within the unit cell chosen so that dM = 1000 µm and dline =
870 µm (see Figure 7.2). It is observed that the only parameter of the circuit that varies with
the bridge membrane height is the capacitance CC,S , thus confirming that the proposed circuit is
a good physical model for the structure. It is also worth mentioning that, in contrast with the
CRLH-TL circuit modeling proposed in [78], the element values are here frequency-independent
(which is necessary for a physical model of an electrically small device, see Chapter 3).
Figure 7.3 shows the band structure of the designed CRLH-TL phase shifter. When losses are
considered, as is the case here, the unit cell phase shift βequd is never exactly 0◦ or −180◦ in the
stopbands, while the attenuation αequd is not null in the passbands. As shown in Figure 7.3, the
left-handed (LH) and right-handed (RH) propagation bands inherent to the CRLH-TL structure
form here a single passband. Indeed, the design was made to achieve phase shift continuity at the
transition f0 between LH and RH bands, which also means that the stopband between LH and
RH regions is ‘closed’.
Due to the analog mode of operation, the overall series capacitance is varied of a relatively
small amount, which results in a rather low variability, namely, about 300 MHz. However, this is
also the reason why good phase shift continuity is achieved at f0 ≈ 18 GHz in all MEMS states,
although the control of the CRLH-TL is made by the loading C element alone. Figure 7.4 also
shows that the structure is matched over a very wide bandwidth since the -10 dB input return
loss bandwidth is about 4 GHz. The insertion loss is -2 dB at the frequency of 0o phase shift
f0 ≈ 18 GHz and smoothly decreases around f0 within the input return loss bandwidth.
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Table 7.1: Values of circuit elements for the presented MEMS CRLH-TL.
TL sections
α0 (20 GHz) = 0.16 dB/mm
β0 (20 GHz) = 0.92 rad/mm
Z0 = 50 dline = 870 µm
Inductive stubs LL = 182 pH CL = 78 fF RL = 0.8 Ω
MEMS capacitor
CC,S (h = 3 µm) = 130 fF CC,S (h = 2 µm) = 140 fF
CC,P = 228 fF
LC,S = 176 pH
RC,S = 4.5 Ω






























Figure 7.3: Bloch wave propagation constant of the MEMS CRLH-TL with h = 3 µm ()
and h = 2 µm (O). For each state are shown full-wave HFSS simulation (—)
and circuit model (- -) results.
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Figure 7.4: S-parameters of the MEMS CRLH-TL with h = 3 µm () and h = 2 µm (O).
For each state are shown full-wave HFSS simulation (—) and circuit model (- -)
results.
7.2.4. Experimental validation
In order to measure the fabricated device under actuation, a DC probe was connected to the
pad visible in Figure 7.1. Due to the availability of metal layers only to pattern bias lines in the
‘Au-Si ISiT’ process, the connection of the DC probe results in a degradation of the insertion
loss from -2 dB to about -3.5 dB (taking into account the loss in the meander bias line path as
well). However, it is observed in Figure 7.5 that measured phase and matching results are in close
agreement with modeled ones. The DC voltage corresponding to the pull-in of the membrane is
about 43 V and the phase shift can consequently be varied continuously between the two states
shown in Figure 7.5 by applying a DC voltage between 0 V and 42 V, which correspond to bridge
heights of about 3 µm and 2 µm, respectively.
Here we also present the measured results for another design. In this case, the optimization
was made so that the matching and insertion loss bandwidth is centered around a frequency
different from f0. Indeed, we observe in Figure 7.1 that the optimal matching and insertion loss
are obtained for a phase shift of about 30o. Such a design would be of use in applications where the
CRLH-TL is operated at a frequency different from f0, as is the case of several CRLH-TL-based
couplers, baluns, or of the matching networks whose results where presented in Section 6.5 in a
non-reconfigurable case. Indeed, for such devices, a 90o phase shift per section of CRLH-TL is
required at the frequency of operation, and this could be achieved by cascading 3 unit cells as
presented here since each of these presents about 30o of phase shift.
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Figure 7.5: Measured S-parameters with actuation voltage of 0 V () and 42 V (O).




























Figure 7.6: Measured S-parameters of an analog design with bandwidth optimized with ac-
tuation voltage of 0 V () and 46 V (O).
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7.3. Digital MEMS V-CRLH-TLs
7.3.1. Description
The digital-type phase shifter presented in this section consists in an evolution of the analog one
and is depicted in Figure 7.7. First, Metal-Insulator-Metal (MIM) capacitors have been added in
series with the MEMS central capacitor, following the same concept as in the case of distributed
MEMS transmission lines (see Chapter 4). This allows operating the MEMS in two stable states
while controlling accurately the overall series capacitance in each state. But more important, this
topology allows achieving high capacitance ratios, which results in much higher tunability range
than in the analog case; here, C is 26.8 fF and 57.3 fF when the bridge is in the Up and Down
states, respectively, hence a capacitance ratio of 2.1. As a result, it is necessary to control also
the shunt inductor element of the CRLH-TL in order to meet the CRLH-TL phase continuity
condition in each state (see Section 6.2.2). Figure 7.7 shows that this is done here by means of
MEMS bridges which allow changing the virtual length of the stubs and hence the shunt L value.
In state A, the bridges of the series C and shunt L are in the up and down state, respectively.
When state B is operated, both C and L values are increased to shift the phase response toward
lower frequencies while maintaining phase shift continuity. This means that the C bridge is now
in the Down state, whereas the L bridge is in the Up state.
The biasing of the structure is also shown in Figure 7.7. In this digital realization, the
actuation of the C bridge is achieved by applying a floating DC voltage between both CPW
central conductors, which are DC decoupled from the CPW grounds by the large MIM capacitor
at the RF short of the stubs. Concerning the L bridges, the are actuated by a DC voltage applied
on the actuation pad in the upper middle part of the figure. Finally, let us note that in order to
facilitate the design and achieve better performances, the initial height of the membrane (namely,
the thickness of the sacrificial layer in the MEMS process) was changed from 3 to 1 µm for the
digital designs.
7.3.2. Modeling and design
Figure 7.8 shows the circuit employed to model the digital V-CRLH-TL depicted in Figure 7.7.
Compared with the circuit model of the analog device, we observe that the capacitor is now modeled
by a pi-model rather than a T-model; the reason is that there is now no actuation pad, which made
it preferable to model the analog capacitor by a T-model. In this new situation, it was observed
that the element is more precisely modeled by a pi-model. In the case of the inductor, some series
parasitics inductances are now introduced to increase the overall precision of the model. Finally, it
should be noted that, although a lot of lumped elements are present in the circuit, LL,P and CC,S
are predominant and the structure still behaves in nature as a usual CRLH-TL. Concerning the
design of the structure, it was made following the procedure explained in the case of the analog
V-CRLH-TL.
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Figure 7.7: Layout of the presented digital CRLH-TL phase shifter (only conductive mate-
rials are shown here). The total length of the device is 2.80 mm.
Figure 7.8: Physical equivalent circuit of the digital CRLH-TL phase shifter.
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Figure 7.9: Bloch wave propagation constant and impedance in state A (•) and state B ().
Full-wave simulations (—), dashed lines: circuit model (- -).
7.3.3. Results
Figure 7.9 and Figure 7.10 show the results of the HFSS full-wave simulations of the whole struc-
ture, compared with results computed from the equivalent circuit of Figure 7.8. A very good
agreement is obtained, except for a slight discrepancy in the phase shift outside the bandwidth,
which is obviously no limitation here. The passband and stopband of the CRLH-TL structure
in each state, as well as the phase continuity at the frequency of 0o phase shift f0, are clearly
identified in Figure 7.9. f0 is 18 GHz and 15 GHz in state A and B, respectively, which means
that the tunability is about 20% and hence much larger than for the analog device. However, for
given applications such as the differential phase shifters to be presented in the next section, this
tunability can rather be seen as a control of the phase shift at a given fixed frequency. Here, for
instance, we can observe in Figure 7.10 that the phase shift can be controlled to -50o or +50o at
17 GHz.
Figure 7.9 shows that the equivalent impedance of the structure is close to 50 Ω around f0 in
each state. As can be seen in Figure 7.10, this results in good matching and insertion loss of the
structure over a wide bandwidth around f0. Finally, Figure 7.10 shows, in terms of S-parameters,
that a good phase linearity is obtained in each state on relatively large bandwidth around f0.
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Figure 7.11: Picture of the fabricated digital V-CRLH-TL.
7.3.4. Experimental validation
The digital V-CRLH-TL was fabricated and a picture of the device is shown in Figure 7.11.
However, some problems occurred with the second ‘Au-Si ISiT’ fabrication run for which the V-
CRLH-TL had been designed (the first run was the one employed to fabricate the analog devices
previously presented). This issue was extensively discussed when presenting the measured results
of the series digital capacitor building bloc (Chapter 3) and will thus not be repeated here. How-
ever, it should be noted that the defects led to very significant discrepancies between simulated
and measured results for both the C and L MEMS loading elements. Consequently, any proper
functioning of the V-CRLH-TL could not be achieved and measured results for the digital device
are not presented here. It is believed that a new run—possibly associated with some further work
to design devices less sensitive to fabrication tolerances1— would have allowed obtaining satisfac-
tory measured results. Such additional run could however not be performed, for reasons beyond
the control of the author.
1Note that some steps were already taken in the first place to reduce this sensitivity (see Chapter 3). However,
they obviously proved here to be insufficient to overcome unexpectedly large tolerances in the fabricated devices.
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Figure 7.12: General topology of the differential phase shifters.
7.4. Applications
7.4.1. Introduction
The tunability of the presented V-CRLH-TLs can be seen either as a shift in frequency of their
linear phase response or as a control of the phase shift at any given frequency in the bandwidth. In
this context, such devices could be of use to achieve different reconfigurability capabilities in the
various applications already demonstrated for fixed CRLH-TLs (see Section 6.1.1). Some other
possible application concerns CRLH-TL leaky-wave antennas in frequency scanning operation (the
use of the V-CRLH-TL for fixed-frequency phase scanning is already explained in [76] and thus not
discussed here). In the case of frequency scanning, the reconfigurability of the CRLH-TL can be
used for interference reduction purposes. Indeed, one drawback of frequency scanning antennas is
that they are especially sensitive to noise and jamming since these interfering signals might exhibit
high spectral density at the frequency corresponding to the desired scan angle [79]. In this case,
a spectral analysis of the environment followed by an appropriate shift in frequency of the phase
response of the V-CRLH-TL would allow reducing the undesired effect of the interferers [80].
In the rest of this section, we will study in detail some other new application of the designed
V-CRLH-TL, namely, the implementation of differential phase shifters with particular dispersion
properties.
7.4.2. Differential variable phase shifters
a. Introduction
Here We study the application of V-CRLH-TLs to 3-port phase shifters providing given differential
phase shift functions between the two output ports of the device. The phase shifter structure is
shown in Figure 7.12; first, the input signal is divided using a Wilkinson divider providing two
outputs of same magnitude and phase. The outputs of the divider are connected to CRLH-TLs
exhibiting different phase constants, thus providing a differential phase shift between the outputs
of the phase shifter. The interest of the structure relies on the particular dispersion properties
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and reconfigurability of the V-CRLH-TLs. Indeed, we will show that this phase shifter topology
allows achieving versatile differential phase shift functions by adjusting the length and dispersion
of each line section. In particular, we demonstrate two types of devices. In the first case, the phase
shifter is designed to obtain a differential phase shift constant in frequency on a wide bandwidth.
This device is thus referred to as the MEMS constant-phase shifter (M-CPS). In a second stage,
we show that the topology of Figure 7.12 also allows achieving a tunable differential group delay
which is frequency-independent on a significant bandwidth. This second device is referred to as
the MEMS constant group delay shifter (M-CGDS).
The study is based on the simulated and measured performances of the V-CRLH-TL unit cells
presented in the first part of this chapter. Since these CRLH-TLs were not designed targeting the
application addressed in this section, it is expected that the performances of the phase shifters
will be limited; a more efficient design approach would obviously consist in first designing CRLH-
TL optimized for a particular phase shifter design. Nevertheless, we will show that interesting
properties can be achieved even with this non-optimal approach, initially only meant to serve as a
proof-of-concept.
b. MEMS constant-phase shifters (M-CPSs)
Principle
A phase shifter based on the topology of Figure 7.12 was presented in [81], where the two branches
of the device are fixed balanced CRLH-TLs. If the two CRLH-TLs sections are designed to exhibit
insertion phases that only differ by a constant phase in a given bandwidth, the differential phase
shift φ between the outputs will be frequency-independent within this band. Note that the constant
phase shift band can equivalently be in the left or right-handed band of the CRLH-TLs.
Reference [81] explains how to design two CRLH-TLs with the same slope, so that the dif-
ferential phase shift φ is approximately constant in a significant bandwidth. This is quite easy
provided the effective medium assumption is valid. Nevertheless, it is also possible to ‘correct’ a
difference of slope in the phase response of the CRLH-TL by adding a right-hand transmission
line (RH-TL) section to the appropriate branch. This is illustrated in Figure 7.12 and 7.13, where
a RH-TL section of the right length was added to the ‘A’ branch of the phase shifter, so as to
compensate for the smaller dispersion of the CRLH-TL in this branch. This is obviously an ap-
proximate solution and the differential phase shift will only be constant on a limited frequency
band. Nevertheless, this is already the case without the RH line since the same dispersion for
two different CRLH-TLs can only be rigorously satisfied at a single frequency (which is shown
in [81] to be sufficient to obtain very good results). As mentioned above, the different CRLH-TLs
designed here were not designed to exhibit the same dispersion in a given frequency band and we
will thus make use of the additional RH-TL to achieve a pseudo-constant differential phase while
using the V-CRLH-TLs previously designed. Finally, let us note that, in contrast with [81], the
implementation considered here uses variable CRLH-TLs and the differential phase shift φ can
thus be dynamically controlled. Examples of applications for such device are for phase comparison
in receivers and in modulators [82].
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Figure 7.13: Sketch of the different phase shifts in the M-CPS.
Method
In order to calculate which differential phase shift would be achieved using our MEMS V-CRLH-
TLs, we use the measured or simulated phase shifts φA,0 and φB (see Figure 7.12). The power
divider and the RH-TL section are considered ideal. The phase shift corresponding to the RH
section can thus be written as φRH = −Kf (with K = 2pi√εrd
/
c0). If the structure is correctly
matched, the differential phase shift is simply:
φ = φB − φA = φB − φA,0 − φRH = φB − φA,0 +Kf (7.1)
Results analog M-CPS
First, we present the design of a M-CPS based on the measurements of the 2 different analog
MEMS V-CRLH-TLs presented in Figure 7.5 and Figure 7.6. Using the measured phase shifts
and an additional RH-TL section of 3.9 mm, we obtain the differential phase shift φ shown in
Figure 7.14(a) and defined by (7.1). The results are plotted on a 5% fractional BW in the passband
of the V-CRLH-TLs. The two curves in solid lines correspond to the maximum and minimum
differential phase shifts; these states logically correspond to the situation were one V-CRLH-TL is
not actuated while the other is in the state corresponding to the maximum deflection of the MEMS
in the analog region. All intermediate phase shifts between these extrema can thus be achieved by
applying the appropriate voltages to the V-CRLH-TLs. In Figure 7.14(a), the 3 curves in dashed
lines represent intermediate states within this analog range. The range obtained is 55o at the
center of the BW and the maximum phase error1 is less than 3.5o (resp. 9o) on a on 5% BW
(resp. 10% BW). Figure 7.14(b) shows the phase shifts in each branch of the phase shifter in the
third state depicted in Figure 7.14(a), which illustrates well the principle of this M-CPS.
Figure 7.14 indicates that the differential phase obtained varies in a range that does not include
a 0o differential phase shift, which is inconvenient in some particular applications. This is due to
the addition of the RH-TL section in one branch of the phase shifter, itself due to the fact that these
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Figure 7.14: Analog M-CPS results: (a) differential phase shift analog range, (b) phase shift
in each branch of the phase shifter and corresponding phase difference in one
particular state.



























Figure 7.16: Digital M-CPS differential phase shift.
particular V-CRLH-TLs were initially not tailored for this application. Nevertheless, we observe
that reasonable phase dispersion is obtained even without the RH-TL sections, while obtaining a
phase range covering a 0o differential phase shift. The results are presented in Figure 7.15. It is
observed that the maximum phase error is now 8o, whereas it was about 3.5o using the ‘corrective’
RH-TL section.
In order to extend the tuning range of the M-CPS (for a given number of V-CRLH-TL cells in
the branches of the structure) and work in a digital control mode, we now make use of the digital
V-CRLH-TL. As a result of the problems that occurred with the fabrication of these devices,
we base the analysis on the simulated results shown in Figure 7.10 rather than measured ones.
Corresponding results for the differential phase are shown in Figure 7.16, and there are now 4
different phase states that can be operated. A range of 327o is obtained by using 2 MEMS CRLH-
TLs cells in each branch of the phase shifter.
c. MEMS constant group delay shifters (M-CGDSs)
Another interesting phase shifting property can be achieved based on the topology of Figure 7.12,
namely, to obtain a controllable, frequency-independent differential group delay. For that purpose,
the phase difference between the CRLH-TLs of each branch must now be linear within the band-
width, such as depicted in Figure 7.17. In this case, the differential group delay dg is given by
(7.2):















Figure 7.17: Sketch of the various phase shifts in the M-CGDS.
Type A
Let us first imagine that the two branches of the phase shifters are implemented with the same
digital V-CRLH-TL. Each of the branches is controlled by a control voltage and there are therefore
4 states which will be referred to as AB, where A and B are the values of the bit controlling the
A and B branches, respectively. In the states 01 and 10, there will be opposite differential group
delays:




whereas when states 00 or 11 are operated, the differential group delay is zero: dg (00) = dg (11) =
0. As a result, this basic implementation allows controlling the differential group delay at the
outputs of the phase shifter, which could for instance be utilized in time-domain modulation
transceivers. Multibit operation can obviously be achieved as well, either by the connection of
several phase shifters in a ‘tree’ manner (such as in a corporate feed network), or by cascading
CRLH-TL corresponding to different bit weights in each of the two branches of the phase shifter.
Using the simulated results for the digital MEMS CRLH-TL presented earlier in this chapter,
we obtain the differential phases and group delays shown in Figure 7.18. A differential group delay
of 65 ps is achieved with a single V-CRLH-TL in each branch, and the maximum delay error is
about 5 ps, which corresponds to a relative error of 8%.
Type B
In the case of the ‘Type A’ M-CGDS, the two branches of the phase shifters were implemented with
the same digital MEMS CRLH-TL, which means that 3 different possible group delays could be
achieved, with dg (10) = −dg (01) and dg (00) = dg (11) = 0. Here, we show that it would also be
possible to achieve other, more complex phase functions using different MEMS CRLH-TL in each
branch. In this case, it is obvious that 4 different phase state are obtained (instead of 3 for Type
A). For instance, let us imagine that we wish to achieve 4 differential group delays (temporarily
















































Figure 7.18: Digital M-CGDS differential phase shifts and group delays.
 
Figure 7.19: Graphical illustration of the group delays (a) and phase shifts (b) in the V-
CRLH-TL for obtaining 4 equidistant differential group delays.
It is then quite simple to deduce the group delays in each branch that would allow obtaining the
required differential group delays. The solution is graphically depicted in Figure 7.19(a), and the
general shape of the corresponding phase shifts is shown in Figure 7.19(b).
In contrast with the cases presented above, this example is not implemented using the results
of the MEMS V-CRLH-TL since devices exhibiting the required phase shifts were not designed.
Nevertheless, it is believed that the required phase properties can quite easily be achieved. Indeed,
we observe in Figure 7.19 that each branch A or B must be able to exhibit only a limited group
delay variation [see the arrows in Figure 7.19(b)] with regard to the total differential group delays
required. Moreover, it is again possible to make use of small RH section as shown in Figure 7.12
to make some correction of the group velocity in one of the branch.
Comparison with the DMTL
It is clear that the response of the devices studied here, namely, a controllable but frequency-
independent differential group delay, can also be implemented using DMTLs such as designed in
Chapter 4. In this case, the differential phase shifter has the same structure as the M-CGDS
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of Figure 7.12, but with a DMTLs in each branch instead of the V-CRLH-TLs. Indeed, the
DMTL, whose main purpose is to provide a controllable constant phase velocity in corporate feed
network, do obviously also exhibits a constant group velocity. In contrast, it should be noted
that the M-CGDS presented here can not substitute DMTLs in corporate feed networks aimed at
very wideband application since the phase velocity is not constant. Nevertheless, it is relevant to
compare the performances of both approaches in terms of devices providing a controllable constant
differential group delay.
In order to do so, we will compare the results achieved in ‘Type A’ above (namely with identical
MEMS V-CRLH-TL in each branch of the phase shifter), with a similar case but using the digital
DMTL whose measured results are presented in Section 4.3.2. Although both kind of devices were
not realized using the same fabrication process, the comparison in terms of losses is relevant since
they are both realized on Hi-Res silicon wafers. The frequency for the comparison must obviously
correspond as well, and is set here to 17.5 GHz. Table 7.2 shows the 3 principal figures of merit
identified for the differential phase shifter, and in each case, corresponding numerical values. We
first observe that the use of the V-CRLH-TL results in much better performance in terms of
differential group delay over losses. Another significant advantage of this new approach is that it
is much more compact than the somehow large DMTL structure. Indeed, the length of the line to
be inserted in each branch is only 2.8 mm here, whereas it is 9.8 mm in the case of the DMTL.
Taking into account that the differential delay is also larger with the new device, the performance
in terms of delay per unit length is improved of a factor 10 by using the V-CRLH-TL-based M-
CGDS. The main drawback to these advantages is the reduced bandwidth of the M-CGDS, which
does not compete with the inherent very broadband DMTL.
Table 7.2: Comparison of the performances of the M-CGDS using V-CRLH-TLs or DMTLs.
V-CRLH-TL DMTL
Diff. group delay / losses 64 ps / 2.9 dB = 22 ps/dB 22.5 ps / 2 dB = 11 ps/dB
Bandwidth ∼ 16− 19 GHz ∼ 1− 25 GHz
Diff. group delay / length 64 ps / 2.8 mm = 23 ps/mm 22.5 ps / 9.8 mm = 2.3 ps/mm
7.5. Conclusions and perspectives
From a design perspective, the realization of MEMS V-CRLH-TLs requires a careful analysis of
electromechanical issues, process limitations, and parasitics linked with this particular implemen-
tation. Nevertheless, we demonstrated that an efficient design can be achieved using accurate
circuit models and a limited number of full-wave simulations.
Both analog and digital CRLH-TL phase shifters have been successfully designed. However,
the fabricated digital devices suffer important defects, which prevented obtaining reasonably good
measured results for this second class of devices. Concerning the analog devices, they suffer from a
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rather low tunability; however, it is obviously possible to cascade digital and analog cells to achieve
an analog control over a wide tuning range. The performance of the devices in terms of phase
and matching are very good. The insertion loss, of about 3.5 dB, could be an issue in particular
applications but is however quite good for reconfigurable phase shifters operating in the upper Ku
band. Nevertheless, it was shown by simulation that this figure could be improved to about -2 dB
by the use of high-resistive bias line, and some ions implementation in the silicon wafer to prevent
the formation of a conductive layer at the Si-SiO2 interface (see Chapter 3).
From a more general perspective, this work has shown that MEMS technology allows simul-
taneously adding variability, compactness, and monolithic integration to previously demonstrated
capabilities of CRLH-TLs. In addition, we discussed in more details the application of our designs




8. Reconfigurable reflectarrays (RA) Cell Theory
8.1. Introduction
8.1.1. Objectives and organization of the chapter
The aim of this chapter is to provide all necessary theoretical aspects and to validate measurement
and simulation methods for the MEMS RA cells presented in Chapter 9. First, we discuss in
detail the various requirements for the design of MEMS-based reconfigurable RA cells, by inte-
grating some well known issues linked with fixed-beam RAs with new ones related to the design
of reconfigurable devices. We then discuss the theory and modeling of 2-D periodic structures
interacting with a field in free space, based on Floquet’s theorem. Then, a theoretical discussion
of the possibilities and limitations in the simulations and measurements of such cells in an array
environment is provided. Eventually, these developments and the simulation methods are validated
using dedicated fixed test devices.
8.1.2. The reflectarrays (RA) antenna principle
The principle of the RA is well known and has been explained in several papers such as [83, 84].
In brief, it consists of a reflector antenna whose usual parabolic reflector is replaced by a planar
or conformal surface, as shown in Figure 8.1. Thus, while the usual reflector uses the difference
in the path length to control the phase of the reflected field, the RA is based on the control of
the reflection phase on the reflecting surface. By appropriately tailoring this phase distribution, it
is possible to form a given reflected radiation pattern out of the incoming wave on the reflector,
which is produced by the feed of the RA (usually a directional antenna such as a horn). The RA
is especially interesting for realizing pencil-beam high-gain antennas; in this case, the reflector is
tailored to form a planar reflected field phase front perpendicular to a given pointing direction.
Nevertheless, RAs are also used to achieve particular shaped-beams, for instance for the satellite
multimedia coverage of a given earth area [85,86].
The advantages and limitations of fixed-beam RA over parabolic reflectors and conventional
fixed-beam TL-fed arrays have been extensively discussed (e.g. [84]). Compared to conventional
fixed-beam TL-fed arrays, space feeding of the RA eliminates the complexity and losses of a TL
feed network, which are especially problematic for high-gain and high frequency applications.
Compared to parabolic reflectors, the RA system is advantageous in terms of size, weight and
cost, since it is much easier to manufacture than a parabolic reflector. However, although the
bandwidth (BW) of a RA is generally better than that of its planar array counterpart, it is much
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Figure 8.1: Symbolic representation of a RA system.
smaller than can be achieved with parabolic reflectors [84] (which provide a true-time delay, hence
a very large BW). In contrast, the cross-polarization is generally low for dual-polarized RA, which
can be designed so that each polarization operates at a different frequency [86].
Nevertheless, as far as fixed-beam arrays are concerned, the main advantages of the RA are
not to be found in its electrical characteristics but rather in terms of size, weight and cost. It is
thus clear that it is the application that will determine if a RA or a conventional parabolic reflector
is to be implemented, depending on the tradeoff between electrical characteristics (BW, aperture
efficiency, polarization purity), mechanical ones (space, weight), and cost.
8.1.3. Reconfigurable RAs
We can trace the origin of the RA antenna back to the 1960’s [83], although most developments
in terms of design, analysis and planar implementation of fixed beam RAs were performed in
the last decade (e.g. [84, 85, 87, 88]). Nevertheless, there is at present a renewed interest in the
RA structure, especially directed towards the implementation of reconfigurable RAs. Although
we could think of reconfigurability in frequency for instance, the main interest at present is to
form dynamically-controllable radiation patterns for beam-forming applications; namely, the RA
counterpart of a TL-fed scan-phased array.
Compared to scan-phased arrays, reconfigurable RAs obviously present the same advantages
as fixed-beam RA over fixed-beam TL-fed arrays (see previous section). However, the RA structure
becomes even more interesting for applications requiring reconfigurability capabilities; indeed, it
is clear that the beam produced by parabolic reflector can not be electronically steered, and
mechanical steering cannot compete with electronic steering in terms of speed, vibration, etc.
208
8.1. Introduction
In this context, very important applications for reconfigurable RA concern space applications,
where high performances must be achieved on very low volume and mass budget [6]. Potential
applications concern for instance earth observation, lunar/mars exploration, or orbital debris radar.
More precisely, reconfigurable RA could serve as antennas mounted on low earth orbit (LEO)
satellites that need the production of fixed spot beam on earth or serving as synthetic aperture
radars (SAR) [89]. Reconfigurability however also concerns geosynchronous orbit (GEO) satellite
systems, allowing to update some communication mission in-orbit, or to deal with the failing of an
antenna by the reconfiguration of a spare one. In addition, the reflector of the RA can be mounted
conformally onto a spacecraft. In the case of deployable reflectors, the reflecting surface, being flat,
can be more easily and reliably deployed than curved reflectors. [86] presents another advantage of
the RA structure over a parabolic reflector in a telecom satellite application, that is, the possibility
of designing a reflecting surface scattering two different beams with only one reflector. Another
interesting application of reconfigurable reflecting surfaces consists in the dynamic compensation
of thermal or gravitational reflector distortion, for instance by the use of a reconfigurable sub-
reflector [90]. As mentioned previously, the main limitation of RA is the limited BW. However, a
significant number of communications satellite applications require only about 5% BW (e.g. direct
broadcast satellites), which can be achieved by RA designs [85]. Finally, one can name non-spatial
applications such as automotive cruise control (77 GHz), imaging applications or remote sensing
(35 GHz, 94 GHz).
In this context, reconfigurable RA cells employing different techniques for microwave recon-
figurability have recently been investigated by several groups, namely using:
• PIN diodes [89,91–93].
• ferroelectric thin films [94].
• liquid-crystal [95].
• Photonically-controlled semiconductor [96].
• MEMS [97–99].
[89] and [91] present the results for a complete realized RA reconfigurable by means of PIN
diodes. However, when compared to PIN-diodes based RA cells, MEMS will allow significantly
reducing losses and intermodulation effects due to the non-linearity of PIN-diodes, while extending
the high frequency limit of operation for such devices [98]. Concerning the other approaches listed
above, they are at the moment not competitive with the MEMS and PIN diode approaches, mainly
because they exhibit prohibitive losses with regard to most applications.
Concerning MEMS-based RAs, [98] presents the results for a RA unit cell only, and [97]
presents the results for a fixed-beam RA structure while only providing the concept of an associated
MEMS-based reconfigurable RA. In [100], a reconfigurable RA cell is studied by simulation and
using ideal switching devices. In this case, an assessment of the performances that would be
achieved for real MEMS or PIN-diode switches is necessary (real switching performance, parasitics,
losses). The most comprehensive work on MEMS-based RA is, to the knowledge of the author,
the one of [99], where both the fully operational MEMS unit cell and a ‘static’ RA demonstrator
were measured.
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From these observations we first conclude that a fully operational MEMS-based RA has not
been implemented yet, due to the high complexity and cost of the design with a large number of
MEMS unit cells, full biasing network, etc. For the same reason, it was decided in this thesis to
design MEMS-based RA unit cells only. However, as will be explained later in this chapter, the
RA design itself is quite independent from the design of a versatile reconfigurable RA cell. In other
words, we can design a reconfigurable RA cell with good performances, which can then be used in
most RA designs. Second, since there are numerous characteristics that must be simultaneously
met for a high-performance reconfigurable RA cell (see section 8.2.1), satisfactory performances
have not been fully demonstrated yet. Consequently, much work remains thus to be done in this
field and we wish here to contribute to the development of new MEMS-reconfigurable RA unit
cells.
8.2. Reconfigurable RA theory
8.2.1. Reconfigurable RA cell requirements
This section addresses the main requirements for the design of RA cells, first deduced in a qual-
itative way from the RA principle. Whether for fixed-beam or reconfigurable applications, the
RA cell reflection phase is controlled by a given parameter p. In the case of fixed-beam RA, p is
variable but not dynamically reconfigurable (e.g. length of patch, slot or tuning stub length). In
the case of reconfigurable RA, the parameter p is dynamically controllable and is in general a DC
control voltage (PIN-diode, MEMS, ferroelectric film and liquid crystal).
In both cases, we can plot the reflection phase as a function of frequency and for each p
value, such as depicted in Figure 8.2(a). As shown in the figure, this graph will be referred to as
the frequency response of the RA element. The companion graph is shown in Figure 8.2(b); in
this case, the phase response of the element is plotted as a function of the control parameter p for
different frequencies. This graph is referred to as the phase diagram, following the naming employed
in [87]. As will be seen in many instances throughout this document, these two representations
are very helpful to intuitively understand and quantify the different requirements for the design of
high-performance RA cells.
a. Frequency phase error and BW
We define here the BW of a RA cell as the band within which the phase error (i.e. the phase
difference with regard to the ideal phase response) is below a certain level. Indeed, the design of
the RA is done so that the phase shift of the elements compensates for the different path length
from the feed at the design frequency f0 only. At f0 + ∆f the phase of the elements does not
in general match the phase of the propagation from the feed to the elements, which results in
some loss in gain1. Since this requires some mathematical developments, the ideal reflection phase
1These remarks strictly concern pencil-beam RAs only. However, the same phenomenon obviously occurs for all
RA since the radiation pattern will also be distorted for frequencies different from the design frequency.
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(a) (b)
Figure 8.2: Frequency response and phase diagram representations of the reflection phase of
a RA cell.
of a RA element for an optimal BW will be deduced later in this chapter in Section 8.2.4. The
deviation from this ideal characteristic will determine the BW of a given RA, although we will in
practice rather set the desired BW and characterize the phase error at the limits of the BW.
b. Sensitivity and range





R = max [arg (ρi)− arg (ρj)] (8.2)
The sensitivity s corresponds to the slope of the phase diagram of Figure 8.2 and the range R to
the difference of phase between the two extremes phases that can be obtained. For simplicity, let
us first consider a fixed-beam RA. In this case, p is a variable but not dynamically reconfigurable
parameter of the radiating element that is used to control the reflection phase. In other words, all
elements in the array are different but non-variable. In practice, it is desirable that the sensitivity
is small; indeed, the larger the sensitivity s, the larger the phase error to manufacturing and
modeling tolerances. On the other hand, the range R should be large enough so that it is possible
to achieve all required phases. Ideally, the range should be R = 360◦ or more. The requirements
on the sensitivity and range are contradictory since in general a lower sensitivity is associated with
a smaller range (e.g.: rectangular patch [87]). In addition, a high sensitivity is usually linked with
a high frequency phase error, which is a major limitation in RA design; for instance, increasing
the substrate thickness in a microstrip patch allows reducing the frequency phase error (and thus
increasing the BW), but also results in a reduction of the sensitivity and range [87]. A good study
of the RA performances as a function of the shape of the radiating element and the parameter p
varied is provided in [87] in the case of fixed-beam arrays.
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Figure 8.3: Diagrams illustrating the different possible approaches for the use of reconfig-
urable RA cells.
Let us now consider the case of reconfigurable RAs. As mentioned previously, the parameter p
is in this case dynamically controllable and is in general a DC control voltage, as will be the case for
the MEMS-based RA cells of Chapter 9. In order to comment on the requirements on sensitivity
and range, we must separately treat different possible applications and approaches for the RA
implementation. Ideally, a reconfigurable RA cell for scanning applications should obviously exhibit
a > 360◦ range so that any phase distribution can be achieved within the reflector surface1. This
situation is symbolically sketched in Figure 8.3(a1). However, an intermediate approach might be
envisioned if it is not possible to design a reconfigurable element with satisfactory performances on
a > 360◦ range. Indeed, we can subdivide the 360◦ range by N such as shown in Figure 8.3(a2) in
the case N = 2. This means that we actually have to design N different elements which are meant
to cover different areas of the 360◦ range [note that some overlap would then be necessary, as
shown by ρol in Figure 8.3(a2)]. This approach is however not as general as with a single element,
because not all phase distribution can be achieved along the reflector surface. The possibility to
use this approach thus depends on the application requirements (mainly on the scan angle range
in the case of pencil-beam RAs).
A reconfigurable element might also be used for different purposes, that is, only to correct
—or tune— the reflection phase of a fixed-beam array. This could be of use in large arrays such
as satellite deployable RAs. Indeed, such structures will obviously not be perfectly flat and are
also subject to some temperature and gravitational deformation, or even damaging. In this case,
an interesting approach would be to design a pseudo fixed-beam array, but where the phase of
the elements can be reconfigured on a small range, sufficient for an algorithm to dynamically
correct for the non-ideal position of the elements [this case is depicted in Figure 8.3(b1)]. Another
interesting approach for such surface distortion compensation is proposed in [90]. In this case, the
main reflector of the array is not reconfigurable, and can be either a flat RA surface or a parabolic
reflector. In order to compensate for the distortions in the reflector, a reconfigurable sub-reflector
1In the case of fixed-beam RA, it is possible to cope with ranges < 360◦ by letting empty the elements locations
requiring a phase that is unavailable with the considered cell [85]. However, in the case of reconfigurable RA,
this is not possible in most cases since the location where the element should be ‘removed’ depends on the state
operated.
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is used between primary feed and fixed reflector. In this case, a good phase precision will be
required; however, the necessary range will in general be smaller than 360◦. This last situation is
graphically depicted in Figure 8.3(b2).
As a result, the requirements on the range can be very different depending on the application
and approach envisioned. Concerning the sensitivity, it should be small enough so that some
imprecision in the control voltage has limited impact on the reflection phase. In a similar way as
for the fixed-beam RA, there is here in general an inherent tradeoff between sensitivity and range.
Nevertheless, we will show in Chapter 9 how this problem can be solved using MEMS technology,
to achieve simultaneously a large range and a low sensitivity to the control voltage.
c. Uniform phase repartition
In the case of digitally-controlled RA elements, it is also important that a uniform phase reparation
is obtained within the range, to limit to a minimum the discrepancy between the phase shifts
required (by the array design) and the ones the designed element can provide. However, obtaining
a phase repartition with good uniformity is not straightforward; indeed, the principle of all RA cells
is to work the element close to one of its resonance, so that a full range of phases can be obtained
by the variation of the control parameter. However, there will be in general (and especially if the
resonance is too sharp) lots of states close to +180o or -180o, but very few in the region where the
element resonates, namely, around 0o. The design of the element must thus be done considering
this issue as well.
d. Summary of RA cells requirements
Here is a non-exhaustive list of the requirements for reconfigurable RA cells:
1. Large phase range.
2. Uniform phase repartition.
3. Low frequency phase error (large BW).
4. Low reflection loss.
5. Low sensitivity to control voltage precision.
6. Polarization purity.
7. Small cell size. Remark: It is useful to have radiating elements as small as possible, even
below the limit set to rule out grating lobe (see Section 8.2.4), for phase quantization reasons.
8. Broadbeam and incidence-independent element pattern. As will be explained in
Section 8.2.5 below, a weak dependence of the elements radiation pattern on the incident
wave angle is preferred, so that these need not be taken into account in the array design.
Second, a broadbeam reflected pattern is desired so that the gain of the RA do not degrades
significantly when scanning the array away from broadside.
9. (Small dependence on incidence angle. Remark: This dependence is small close to
broadside and becomes more important when the incidence angle becomes large. It can in
principle be taken into account in the design and is thus not a major cause for concern.
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However, it is clear that a significant dependence will increase the complexity of the design
and the performances might consequently be slightly degraded.)
From a general perspective, the requirements for reconfigurable RA cells are basically the same
as those for fixed-beam RA. However, in the case of the reconfigurable cell, we wish to have
satisfactory performances for all states of a single element. From this point of view, the design of
reconfigurable RA elements is much more demanding than in the case of its fixed counterpart.
8.2.2. RA fundamentals
The complicated issue of beamforming in RAs is treated for instance in [86], but is out of the scope
of the present developments, since our aim is to design versatile elements that could potentially
be employed for various RA implementations. Nevertheless, it is very important to discuss some
fundamental principles and performances of RAs in order to select efficient radiating elements,
based on particular figures of merit for the implementation of RAs. For the sake of simplicity, the
rest of this chapter only concerns 1-D scanning (by a 1-D or 2-D reflector), although the concepts
can be generalized to 2-D scanning as well. Figure 8.4 shows a 1-D representation of a RA and
associated geometrical definitions used here. Note also that the reflecting surface is in general
composed of a discrete number of equally spaced RA cells, such as sketched in Figure 8.4, and
we employ the usual following discrete notation varm = var (x = md), where var is any of the
considered variables. The right hand side of Figure 8.4 shows a zoom on some array elements and
corresponding variables1. The lattice spacing d is in practice much smaller than the distance from
the cell to the feed:
d
√
(x− xf )2 + (y − yf )2 + z2f (8.3)
so that the incident field has a locally nearly constant incidence angle, hence:
θi,m−1 ≈ θi,m ≈ θi,m+1 (8.4)
Here It should be emphasized that this condition does not means that we assume that θi,m is
constant within the whole array, but only that it is slowly varying with regard to the lattice
spacing, which is true if (8.3) is met. Using (8.4), the phase delay of the incident wave between
successive elements is simply2:
φi,m = +kd sin θi,m (8.5)
However, the total phase delay between the reflected waves of successive array elements also in-
cludes the phase shift induced by the reflection on the elements. With ∆ρm given by (8.6) being
1The sketch of Figure 8.4 must be interpreted with care. Indeed, each reflected ray in the sketch —which corresponds
to the maximum of radiation— should not be associated with a single element but with the overall reflection on
a given number of elements in the x direction, locally in the array. Indeed, a single element is here in general not
directive, whereas the directive beam results from the interference between elements.
2We chose here the convention θi,m < 0. Note also the naming convention that θ angles are geometrical angles,
whereas φ and ρ represent electrical phase shifts.
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Figure 8.4: Variables definitions in a 1-D RA.
the difference between the reflection phase of successive array elements, this total phase delay φit,m
is given by (8.7).
∆ρm = arg (ρm+1)− arg (ρm) (8.6)
φit,m = φi,m +∆ρm = kd sin θi,m +∆ρm (8.7)
Now, the locations of the main radiated beams are such that the waves reflected by each element
interfere constructively in that direction. In other words, the total phase shift between two wave
fronts is:
−kd sin θnr − φit,m = 2npi (8.8)
with n ∈ Z. We rewrite this expression as follows to give the location of the constructive reflection
angles (location of the ‘beams’):






Note: Expression (8.9) shows that, as indicated in the right hand side of Figure 8.4, there is identically
always a solution pi − θnr and a solution θnr , since sin θnr = sin (pi − θnr ), which intuitively means that the
locations of the beams are the same on both sides of the array plane. However, the element pattern is here
obviously not accounted for and the array factor must be spatially modulated by the element pattern. The
developments as written below are nevertheless general and account for both sides of the array. In the case of
the RA application, there is always a ground plane to maximize the reflected power and the element patterns
are null in the region ‘below’ the array (here θ ∈ {pi/2, 3pi/2}).
We are for the moment interested in the location of the main lobe of the array, which corre-
sponds to n = 0 and we can write, using the simplified notation θn=0r = θr:
sin θr = −φit,m
kd
(8.10)
or also, using (8.7):
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As expected, the reflection angle of the main beam is opposite to the incidence angle (θr = −θi,m)
in the case where ∆ρm = 0; namely, if all elements exhibit the same reflection phase. It should
also be noted that there is a real solution for θr only if:
|sin θr| =
∣∣∣∣φit,mkd
∣∣∣∣ = ∣∣∣∣sin θi,m + ∆ρmkd
∣∣∣∣ ≤ 1 (8.12)
If this condition is not met, this does not necessarily mean that there is no constructive interference
in real space, but only that the first beam appearing in real space is linked to the n = 1 or n = −1
(or any other) solution to (8.9). In practice, we can restrict our study to the case where (8.12) is
true without loss of generality (if the main beam corresponds to n = 1 for instance, then the first
GL will correspond to n = 0 or n = 2).
8.2.3. grating lobes (GLs)
a. Developments
In this section, we derive a general condition to rule out GLs in RAs, based on a simple calculation
to deduce the location of the GLs with regard to the reflector inter-element spacing, the incidence
angle, and the inter-element phase shift. We start with expression (8.9) from Section 8.2.2, which
gives the angles θnr where the waves reflected by the array elements interfere constructively. In
(8.9), the main lobe normally corresponds to the solution n = 0. Thus, we can rewrite (8.9) as a
function of the direction of the main lobe θr = θn=0r by introducing (8.10) in (8.9):




The condition to exclude any GLs is obtained by placing the first ones (n = ±1) in invisible space,
namely: { ∣∣sin θ+1r ∣∣ > 1∣∣sin θ−1r ∣∣ > 1 (8.14)
So we have, using (8.13): 
∣∣∣sin θr + λ0d ∣∣∣ > 1∣∣∣sin θr − λ0d ∣∣∣ > 1 (8.15)
This system can be reduced as follows. First, let us use the reduced notation:
a = sin θr and b = λ0/d (8.16)
so that (8.15) writes: {
|a+ b| > 1
|a− b| > 1 with b ≥ 0 (8.17)
Using the property (8.18), this system can be reduced by treating separately 3 cases, as shown in
Table 8.1.
|a+ b| ≥ |a− b| if sign (a) = sign (b) (8.18)
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Table 8.1: Resolution of system (8.17) by studying 3 cases separately.
Case
a > b −b > a b > a > −b
Reduced form of (8.17)
{
a+ b > 1
a− b > 1
{
−a− b > 1
−a+ b > 1
{
a+ b > 1
−a+ b > 1
After simplif. using (8.18) a− b > 1 −a− b > 1 − |a|+ b > 1
After subst. using (8.16) λ0d < −1 + sin θr λ0d < −1− sin θr dλ0 < 11+|sin θr|
Let us now study the final solutions shown in the last row of the table. In the case a > b, we
observe that the right member of the inequality is always negative or zero. Since λ0/d is always
positive, the inequality is never true and there will always be GLs in this first case. With a similar
reasoning, we also find that the solution in the case −b > a is never true and there will always be





1 + |sin θr| (8.19)
We can thus conclude that, since there are no solution to avoid GLs in case 1 and 2, meeting
condition (8.19) is the only way to rule out GLs. It is remarkable that condition (8.19) is similar
to the one obtained in the case of a ‘usual’ array fed by TLs [101]. However, this result was shown
here in the more general case of a RA and allowed us to demonstrate that the condition on the
element spacing depends only on the direction of the main reflected beam, but not on the incident
angle and inter-element phase shift (θi and ∆ρm, respectively). This is due to the fact that ∆ρm
and θi are not independent but that ∆ρm is tailored depending on the variation of θi within the
array so that the overall field is coherent in the θr direction [according to (8.11)]. As a result,
(8.19) is valid for any position x in the real array, despite the individual variations of θi and ∆ρm
in that direction.
b. Influence of the cell radiation pattern
It is clear that the amplitudes of the main and grating lobes depend on the element radiation
pattern. For instance, a GL close to θ = 90◦ might be almost cancelled out by the element pattern
in the case of a grounded RA cell, as is almost always the case in practice (in order to maximize
the reflection amplitude). In this case, we might consider that GLs located at θ > θlim do not need
be excluded, θlim being determined by the element pattern and the maximum GL level allowed
by the application. In this case, the development presented in the first part of this section can be





L+ |sin θr| (8.20)
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with L = |sin θlim|. First, we observe that (8.20) is, as expected, equal to (8.19) in the case
θlim = 90◦. Second, since L ≤ 1, the elements can be spaced slightly further apart if we can live
with GLs in the region θ > θlim.
8.2.4. RA element BW
In order to characterize the RA element BW, let us first rewrite (8.11) with explicit mention of
the frequency dependence:








∆ρm (f) = arg (ρm+1 (f))− arg (ρm (f)) (8.22)
represents the variation of the phase response of the cells over the array. First, we consider the
dependence of ∆ρm (f) on the positionm and at the design frequency only; since we want in general
to have a reflection angle θr constant over the array for a maximum gain, it is clear from (8.21) that
∆ρm (f) is function of the location of the element m since the incidence angle θi,m from the feed
is itself function of m. In practice, the exact relation between ∆ρm (f) and θi,m depends on the
geometry of the RA (reflector and feed size and relative positions). These geometrical parameters
thus determine the form of the curves in the phase diagram as a function of the position m in the
array.
Now, let us consider a finite BW. We want θr to be frequency-independent so that the gain
remains maximum within the whole BW (if it is not the case, not only some beam squint will occur,
but the maximum gain will be degraded since the different elements will not radiate coherently
anymore). A simple observation of (8.21) shows that θr is frequency-independent if ∆ρm (f) is
proportional to f . This is the case if arg (ρm (f)) is of true-time delay (TTD) (namely, proportional
to f), although this is not the only solution for having ∆ρm (f) ∼ f), as shown in Figure 8.5(a).
This means, considering now the phase diagram of Figure 8.5(b), that the derivative –in a discrete
sense– of the curves is also proportional to f , as shown in (8.23), where arg (ρm (f)) is written in
its general ideal TTD form with arbitrary parameters A and Bm, and using the notation of (8.22).




In the case of RAs, a BW of 5% is already considered rather large, and will never exceed 15% –
20%. Therefore, since f varies of a relatively small amount within such BWs, the ideal curves in
the phase diagram almost only differ by a vertical offset, and the deviation of any real element
phase response from this ideal case can be used as a measure of the phase error in the BW.
In the case of large arrays, there can be more than 360◦ of spatial phase delay from the feed
between different locations in the array. For clarity, let us consider a location ma where the spatial
delay from the feed is φa and an another location in the large array mb with φb = φa + 2pi. If we
consider the central frequency of operation only, the elements at ma and mb can be exactly the
same since only the phase shift modulo 2pi is relevant. In this case, it is only useful to achieve
218
8.2. Reconfigurable RA theory
Figure 8.5: Ideal phase response of a RA element for a minimum frequency phase error
(maximum BW).
elements with a reflection phase range of 360◦. However, if we now consider a wideband design,
the ideal frequency response slope is not the same for φb and φa. In this case there is the need
for TTD responses in excess of 360◦ to achieve the ideal phase slope for each element, such as
done in [102]. However, [103] shows that achieving a real TTD-type phase response only for the
first 360◦ while reusing the same elements for phases in excess of 360◦ results only in a minor
degradation of the gain with regard to the ideal solution, even for relatively large reflectors. This
result is fundamental for reconfigurable RAs where we wish to use only a single reconfigurable
element for the whole array; indeed, we only need to design an element with the appropriate phase
responses within a range of 360◦. If this was not the case, it would be necessary to have several
states corresponding to the same phase modulo 2pi but with different slopes of frequency response,
which would be extremely complex in practice. In addition, in this case the approximation that the
curves in the frequency response (and subsequently in the ’position’ phase diagram, see Figure 8.5)
are ideally almost parallel would not hold true anymore. Thus, a more complex criteria for the
characterization of the frequency phase error would have to be used.
Finally, let us note that these developments were based on the reflection phase as a function of
the position in the array m [hence the naming position phase diagram in Figure 8.5(b)]. However,
when characterizing a RA element we will in practice rather plot its phase diagram as a function
of its state p. Nevertheless, it is clear that if the curves in the position phase diagram are parallel,
so will be those in the phase diagram as a function of the states of RA element used in the array.
Thus, the frequency phase error defined by (8.27) can be employed to assess the BW of a RA
element, based on the phase diagram as a function of the state p.
In summary of these observations, the ideal frequency response of the RA elements for achiev-
ing a large RA BW is such that ∆ρm (f) ∝ f within the range from 0◦ to −360◦. This means, by
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approximation on a limited fractional BW, that the curves for different frequencies in the phase
diagram should only differ by some offset, and that any deviation from this characteristic will limit
the BW of the array.
a. Phase frequency error (BW) characterization
In order to assess the performance of different MEMS RA cells in terms of BW, we define here
the phase frequency error as a measure of the imperfection of the phase response of the element
at the limits fC + ∆f and fC − ∆f on a given BW. As explained above, the error for fC + ∆f
corresponds to the deviation of the curve at fC +∆f with regard to the curve at fC in the phase
diagram, except for a constant ‘vertical’ shift (with the assumption of a limited fractional BW).
From a more intuitive perspective, this error is a measure of the ‘non-parallelism’1 of the curves
at fC +∆f and fC . So, we first define δm as the difference between the curves at fC +∆f and fC
[see Figure 8.5, this quantity should not be mistaken with (8.22)]:
δm (fC ,∆f) = arg (ρm (fC +∆f))− arg (ρm (fC)) (8.24)
and the average distance on all M values of the parameter m (namely all states) represents the
shift between both curves:





δm (fC ,∆f) (8.25)
So the average phase error of the response at fC +∆f can logically be defined as follows:





∣∣δm (fC ,∆f)− δ¯ (fC ,∆f)∣∣ (8.26)
And we verify that the error E0 is zero if ρm (fC +∆f) is parallel with ρm (fC) since in this case
δm (fC ,∆f) = δ¯ (fC ,∆f) for all m. In practice, we will calculate the average of the errors at the
lower and upper frequency of the BW:
E (fC ,∆f) =
1
2
(E0 (fC ,+∆f) + E0 (fC ,−∆f)) (8.27)
This finally yields (8.28), by substitution of (8.26) and (8.25) in (8.27), which will be the quantity
used to assess the phase error of the presented RA cells at the limit of a given BW.
E (fC ,∆f) = 12M
M∑
m









1The term parallelism is here an abuse of the language since we deal here with curves that are not straight lines.
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8.2.5. Element radiation pattern
The radiation pattern of a RA is mainly determined by the reflection phase of the RA elements, as
discussed so far in this chapter. However, it is clear that the radiation pattern of the element also
influences the total RA pattern, in a similar way as the pattern of an element in a conventional TL-
fed array multiplies the array factor to yield the total radiation pattern. However, the situation
is not exactly the same in the case of the RA; in order to discuss this issue and derive some
requirements for the RA element pattern, we first recall formula (8.11):







where θr is the location of the main lobe of the array, θi,m the incidence angle on element m,
and ∆ρm = arg (ρm+1) − arg (ρm) the difference between the reflection phase of successive array
elements. First, let us imagine the case of a RA whose feed is far enough from the reflector so
that the incidence angle θi,m = θi can be assumed constant for all elements in the array, and thus
independent from m (this is not realistic but helpful as a first step in the present discussion). In
order to point the reflected beam in a given direction θr, (8.29) shows that the inter-element phase
shift variation ∆ρm is also independent from m (but not necessarily zero). In other words, there is
in this case a constant phase difference between successive elements in the array, and all elements
have the same radiation pattern since illuminated under the same incidence. As a result, it is
possible here to write the total pattern of the array as a product of the array factor and element
pattern under θi illumination, in a similar way as in the case of a TL-fed array1.
However, in practical RAs, the feed is too close to the reflector for the incidence angle to be
assumed constant. In this case, (8.29) shows that the inter-element phase shift variation ∆ρm also
changes with m. Second, all elements exhibit now a different radiation pattern since illuminated
under a different incidence angle θi,m. As a result, it is rigorously not possible to express the total
field of the RA as a product of array factor and element pattern, although this could be done as
a first approximation if the element pattern dependence on θi is assumed low enough.
Concerning the requirements on the RA element pattern, it is clear that a weak dependence
on θi is preferred, so that the element radiation patterns do not be taken into account in the array
design. Second, whichever the value of θi, a broadbeam reflected pattern is desired so that the
gain of the RA do not degrades significantly when scanning the array away from broadside.
8.2.6. Design method
As explained previously, here we aim at designing RA elements but will not design a complete
array. However, for the sake of completeness and to show that the design of a reconfigurable
RA cell is, to a certain extent2, independent from the RA design itself, we describe the general
procedure for the design of a RA system [84]:
1. Selection of fixed parameters for the array (e.g. substrate, size of the reflector).
1Note that we also assumed in this reasoning that the incident field intensity is the same on all elements.
2The operation frequency and polarization of the cell must obviously be those intended for the complete RA.
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2. Element design and characterization: The element is optimized and the reflection phase of
the radiating element is computed as a function of the element control parameter p. All
details about these issues are presented in Chapter 9.
3. Beamforming: For a given desired pattern, the required element phase shift as a function
of the position of the element in the array is deduced from the path delays, which depend
on all geometrical parameters shown in Figure 8.4. In the case of reconfigurable RAs, this
calculation is done for each radiation pattern that the array must radiate. The incidence
angle can be taken into account here if the phase of the element was computed for different
incidences for each value of p.
4. Making use of the results of the two previous steps, a fixed-beam array is simply designed by
placing the appropriate element at each position in the array to provide the required phase
shifts. In the case of reconfigurable RAs, p is the command DC voltage and is deduced for
each cell and for each state.
Since approximations were used in the design process, different steps can be employed to refine
the design and predict the array pattern accurately (element radiation pattern, incident field
amplitude, etc). More details about these issues can be found in [84] or [85].
8.3. Floquet’s theorem and the periodic boundary conditions
waveguide (PBC-WG)
8.3.1. Infinite periodic array approximation
In practical RA designs, the difference of reflection phase between successive elements, defined here
as ∆ρm in (8.22), is small enough for the reflection phase of an element embedded in the array to
be almost the same as if the element was embedded in an array of identical elements (for which
∆ρm = 0). As a result, the reflection phase of the element is in general computed using an infinite
array approximation, which allows simulating only one cell of the array by making use of periodic
boundary conditions (PBCs). It should be noted that this approximation is necessary for design
purposes since we need to first characterize the reflection phase of an element as a function of the
control parameter p, before designing the array. Thus, the exact element environment is not known
at the time of element characterization and the best possible approach is to compute the reflection
phase in a infinite periodic array approximation. It is of course possible to carry out verification
simulations once the array has been fully designed to assess the impact of this approximation.
8.3.2. Floquet’s theorem
a. Introduction
Developments linked with Floquet’s theorem were already presented in Chapter 2 to deduce the
periodic structure Bloch equivalents of given two-port networks. In that case, we were interested
in the characterization of the propagation of a wave guided by a periodic structure, namely with
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identical networks connected together at their ports, where the fields can be decomposed into the
modes supported by the TLs constituting the ports. Although we were in practice interested in 1-D
structures, such approach can obviously be extended to 2-D ones as well. In these situations, the
condition of periodicity was set at planes which are ports of the network that constitutes the unit
cell of the periodic structure. The different Bloch wave propagation constants (one per Floquet’s
mode) found thus link the fields of input and output ports of the unit cell.
In the case of RAs, the situation is different since the planes of periodicity do not correspond
to ports of the unit cell; there is an incident field exciting the structure and the condition of
periodicity applies to the fields at periodic planes of the structure on which the incident wave
impinges. In the rest of this section, we first recall Floquet’s theorem and explain how it applies
to the case of RAs of interest here. Although Floquet’s theorem is referred to in numerous works,
detailed information about this theorem, and especially the exact link with the periodic boundary
conditions waveguide (PBC-WG) described in the next section, are not easily found. In this
context, [104] proved to be a relevant source for the next developments, which are also further
developed and interpreted in view of the analysis and design of the MEMS-controlled RA cell of
Chapter 9. Finally, note that full demonstration of Floquet’s theorem in the case of electromagnetic
waves in periodic structures can be found in [105].
b. Floquet’s theorem
The electromagnetic fields in an infinite periodic structure consist of a superposition of modes
which are called Floquet’s modes. Each of these modes can be expressed as follows:
U (r) = Up (r) e−γ·r (8.30)
with
Up (r+R) = Up (r) (8.31)
where U (r) is any field component, R the lattice vector, Up (r) a periodic function in space
(different for each Floquet’s mode) and γ the equivalent propagation vector (different for each
Floquet’s mode). So, the field is the same in all cells of the structure, except for a propagation
factor e−γ·r, where Re [γ] is not necessarily zero. In other words, the Floquet’s mode field is a
travelling wave with e−γ·r, modulated in space by the periodic function Up (r). Another form of
this theorem can easily be obtained from (8.30) and (8.31) and writes:
U (r+R) = U (r) e−γ·R (8.32)
c. 2-D periodic structures and Floquet’s spacial harmonics
In the case of reflectarrays, the structures are only periodic along two directions. With a periodicity
along the x and y axes, the lattice vector R can be written as follows:
R = mdxex + ndyey, m, n ∈ Z (8.33)
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In this case, the periodic function U (r) = Up (x, y, z) is only periodic along the x and y directions
as well since (8.31) now writes:
Up (x+mdx, y + ndy, z) = Up (x, y, z) (8.34)
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which means that each Floquet’s mode can be expressed as an infinite sum of traveling waves of
the form:
Umn (r) = a′nm (z) exp [−γxmx] exp [−γyny] (8.37)
with:
with γxm = γx − j 2mpi
dx
and γyn = γy − j 2npi
dy
(8.38)
and where the information about the dependence of the field in z (which is the normal direction
to the periodic ‘infinite’ plane), is contained in a′nm (z). The traveling waves of the form (8.37) are
called Floquet’s spatial harmonics, and should not be mistaken with the Floquet’s modes.
d. 2-D periodic structures illuminated by a plane wave
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with the angles, the vector k and the associated incidence plane as depicted in Figure 8.6(a).
Now, we observe again from the form (8.32) of Floquet’s theorem that the total fields in
two successive cells of the structure only differ by some propagation factor e−γ·R, and that this
propagation factor is the same for all cells. As the structure is infinite and illuminated by a plane
wave, it is clear that the only possible total field propagation factor between successive cells is that
of the incident plane wave. Mathematically, this writes:
γ ·R = j (k ·R+ 2ppi) , p ∈ Z (8.40)
Consequently, under illumination by a plane wave, the real part of the transverse components of
γ is zero. This is not necessary in Floquet’s theorem but stems here from the fact that the infinite
structure being illuminated by an (also infinite) plane wave obviously ‘carries’ a field that do not
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Figure 8.6: (a) Definition of the array cell dimensions, field incidence, and coordinates. (b)
Decomposition of an incident field in TE and TM polarized waves (in the case
ϕ = 0◦).
decay in any direction along which the structure is infinite. Thus, Floquet’s theorem becomes in
this case:
U (r+R) = U (r) e−jk·R (8.41)
In summary, in the case of a 2-D structure excited by an impinging plane wave, the Floquet’s
propagation vector γ in (8.30) only depends on the incident plane wave and is known. However,
the form of the fields in a unit cell, or Up (r), depends on the structure of the cell itself and we
explain in the next section how these fields can be determined.
8.3.3. periodic boundary conditions waveguide (PBC-WG) description
As a result of Floquet’s theorem, the unit cell of the periodic structure can be seen as a waveguide
with its axis in the z direction and its lateral walls subject to PBCs, as illustrated in Figure 8.7.
The PBCs consist in enforcing that the field is the same on two opposite walls, except for a phase
shift function of the frequency and incident wave angle [see (8.39)]:{
φx = −kxdx = − (k0 cosϕ sin θ) dx
φy = −kydy = − (k0 sinϕ sin θ) dy
(8.42)
As a result, the considered 1-cell structure can be seen as a virtual waveguide along the z axis with
PBC on its walls, and is hence referred to here as the periodic boundary conditions waveguide
(PBC-WG). The analysis of such a waveguide is presented in [106] and will not be repeated here.
The main practical results of this analysis are:
• The PBC-WG supports degenerated pairs of TE and TM modes (i.e. each TE mode propa-
gation constant is also the propagation constant of a TM mode). As the boundary conditions
of the PBC-WG are imposed by the direction of the incident plane wave, there is a PBC-WG
with its own set of modes for each incidence angle.
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Figure 8.7: Modeling of an infinite periodic structure by its unit cell in a PBC-WG.
• In the particular case of normal incidence θ = 0, both TE00 and TM00 modes become TEM
modes.
Here, The convention for the TE and TM naming is the usual one used to describe the polarization
of an incident wave on a surface; namely, the TE has a perpendicular polarization whereas the
TM has a parallel polarization. As a result, a plane wave with any given polarization can always
be decomposed in a TE and a TM polarized wave and analyzed by the PBC-WG approach.
For instance, in the case ϕ = 0◦ depicted in Figure 8.6(b), an incident plane wave with Ei =
Eixex + Eiyey + Eizez can be decomposed as Ei,TE = Eiyey and Ei,TM = Eixex + Eizez so that
Ei = Ei,TE +Ei,TM .
It is shown in [104] that the modes of the PBC-WG correspond to the spatial Floquet’s
harmonics given by (8.37) on which the expansion of the concerned Floquet’s mode was done. It
is especially remarkable that:
• The dependence of the field in the dimensions of periodicity x and y, seen as a propagation
along x and y in expression (8.41), is given by the transverse field of the PBC-WG modes.
• Concerning the dependence of the field along z, represented by anm (z) in (8.41), it is de-
termined by the PBC-WG modes propagation constant (these modes can be propagating or
evanescent).
Consequently, the PBC-WG can be used to find the field distribution in the unit cell. However,
in the case of the RA, we are mostly interested in the far field, which is only determined by the
modes of the PBC-WG which are non-evanescent. Thus, the PBC-WG approach can be employed
to compute the reflection phase that will determine the direction of the radiated beam(s) in a RA,
since this reflection phase is the argument of the modal reflection coefficient of the non-evanescent
mode(s) of the PBC-WG. Using the detailed mathematical description of the modes provided
in [106], we can show that the cutoff frequency of the 2nd pair of PBC-WG modes corresponds to
the limit frequency for a RA grating lobe to appear in visible space. In conclusion, this means that
a PBC-WG corresponding to an array whose dimensions were selected to rule out grating lobes
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will have only one pair of TE/TM propagating mode, and the location of the main beam is thus
linked with the reflection phase for this mode only.
It should finally be noted that, in contrast with the ‘TL-type’ periodic structures studied in
chapter 2, the theory only allows here to deal with infinite periodic structures. This is due to the
fact that in this case, the field at the periodicity planes cannot be decomposed into TL modes and
connected to a given load where the structure is terminated.
8.3.4. PBC-WG in the case of normal incidence
In the case of a normal incidence θ = 0, the phase shifts between PBCs given by (8.42) are
obviously φx = φy = 0. If, in addition, the unit cell is symmetrical around both x and y axis and
the excitation is linearly polarized along the y axis, the induced currents presents:
• A symmetry around the y symmetry axis of the cell, so the PBCx boundaries of Figure 8.7
are perfect magnetic conductor (PMC) boundaries.
• An antisymmetry around the x symmetry axis of the unit cell, so the PBCy boundaries of
Figure 8.7 are perfect electric conductor (PEC) boundaries.
As a result, it is theoretically equivalent to simulate the structure with PBCs with θ = 0 and
PEC/PMC boundaries, and we will refer to the latter simulation setup as the perfect elec-
tric/magnetic conductor waveguide (PECPMC-WG). It is noticeable that PEC and PMC are
simple (i.e. numerically efficient) boundary conditions and that the reflection coefficient in this
case is the s11 of the TEM plane wave guided by the PECPMC-WG. As a result, it provides a
simple tool to validate the PBC simulation setup and post-processing.
8.3.5. PBC-WG and linearly polarized arrays
This section discusses the interpretation and use of the aforementioned concepts in the case of RAs
with linearly-polarized incident wave and antenna elements, as will be the case of the RA cells
presented in Chapter 9. Let us consider linearly polarized elements designed to resonate along
their y dimension. In this case, the most efficient method to illuminate such an array is to produce
an incident TE-polarized wave with ϕ = 0. As a result, the incident wave in the PBC-WG is
in this case purely TE polarized. In general, the reflected wave will however not be purely TE
polarized, although only this contribution is desired with regard to the functioning of the RA.
As a result, the TE reflected wave can be seen as the co-polarization of the element while the
TM contribution corresponds to ‘lost’ cross-polarized field. Finally, and as explained above, the
array parameters are in practice chosen upon the condition that no GL appears and only the first
degenerated TE/TM modes of the PBC-WG propagate. So we can write:
|ρco|2 + |ρx|2 + Lmat = 1 (8.43)
where Lmat represents all material losses (metal and dielectric losses) and ρco and ρx are the
reflection coefficient of the reflected TE and TM waves, respectively, with regard to the incident
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TE polarized wave. Since the only useful reflected contribution is linked with ρco, we can identify
the effective losses in the system as the sum of the material losses and losses by cross-polarization:
L = |ρx|2 + Lmat = 1− |ρco|2 (8.44)
Since ρco and ρx are both provided by the PBC-WG simulation, it is possible to identify individually
cross-polarization losses Lx and material losses Lmat, so that L = Lx + Lmat.
Lx = |ρx|2 (8.45)
Lmat = 1− |ρco|2 − |ρx|2 (8.46)
8.4. Rectangular waveguide infinite array simulator (RWG-IAS)
8.4.1. Introduction
The measurement of array elements is especially inconvenient; indeed, the only way to measure
such an element in its real array environment —namely, taking into account the coupling with the
other active elements in the array— is to build the RA. Since building and measuring the array
is particularly costly and time-consuming, this approach is extremely inefficient in a design stage
since some updates of the element would mean that numerous arrays would have to be built and
measured.
From a numerical simulation point of view, it is also extremely inefficient to simulate the whole
array in the design stage; for that reason, PBCs were introduced to model the element in a periodic
infinite environment (PBC-WG) and provide a computational effective way to simulate the array
element in the design stage. In the case of measurements, PBCs can obviously not be artificially
fabricated and the only easily available waveguide for the measurement is the usual rectangular
waveguide (RWG). However, it was shown in [107] that such a waveguide can be used to simulate
the behavior of an array element in an infinite array and in an exact way (upon some condition
that will be exposed below). We will refer here to this approach as the rectangular waveguide
infinite array simulator (RWG-IAS).
8.4.2. RWG-IAS description and theory
The RWG-IAS concept was introduced by Hannan and Balfour in [107]. Nevertheless, we will make
in this section a complete but intuitive demonstration of the RWG-IAS principle and required
assumptions, while limiting ourselves to the particular simple case of interest here (see below).
The reason is twofold; first, [107] only provides very few theoretical justifications to the concepts
presented, which do not allow answering practical questions arising when using the RWG-IAS in
concrete situations. Second, we study different issues linked with the particular case of interest
here, which will be used in this chapter for further developments and comparison with other
methods of RA cell characterization. The particular case we are interested in here is sketched in
Figure 8.8 and consists of:
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Figure 8.8: Definition of the array setup and incident wave for the present RWG-IAS devel-
opments.
• A rectangular array lattice with scanning in a single plane intersecting the array plane in one
of the array axes. The array lattice spacing in that direction is dx, as shown in the figure.
• TE incidence, also called H-polarization (namely, incident E field perpendicular to the scan
plane and H field in the scan plane).
• The structure is to be characterized in a RWG and with the dominant TE10 mode only.
a. The RWG TE10 mode seen as a superposition of two plane waves
The principle of the RWG-IAS relies on the fact that the TE10 mode of a RWG can be decomposed
into two particular plane waves, which we first write in the general forms:
E1 = E1,0 exp [−j (k1 · r+ α1)] (8.47)
E2 = E2,0 exp [−j (k2 · r+ α2)] (8.48)
We will now re-write these planes waves so that:
• Their only non-null E field component is along the y axis and is the same for both plane
waves: E1,0 = E2,0 = Ey eˆy.
• Their ‘phase offset’ are the same, and are set to zero here without loss of generality: α1 =
α2 = 0.
• The planes waves propagation vectors are in the xz plane and with opposite angles θ and −θ
relative to the RWG axis.
With these assumptions, we have:
E1 = Ey eˆy exp [−jk0 (x sin θ + z cos θ)] (8.49)
E2 = Ey eˆy exp [−jk0 (−x sin θ + z cos θ)] (8.50)
We can now sum these two plane waves and find:
Etot = E1 +E2 = Ey eˆy exp (−jk0z cos θ) · 2 cos (−k0x sin θ) (8.51)
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Figure 8.9: Illustration of the decomposition of the TE10 mode of a RWG into 2 plane waves.
Now, we want to find which condition on these plane waves is required so that the total field
corresponds to the field of the TE10 mode of a RWG whose side walls are located at x = −a/2
and x = +a/2, as sketched in Figure 8.9. Since the tangential field must vanish at the PEC walls
of the RWG, we have the condition:
Etot (x = +a/2) = Etot (x = −a/2) = 0 (8.52)
Substituting these conditions in (8.51) yields:




2a · f (8.53)
We now substitute (8.53) into the general expression for the total field (8.51) and obtain after
some developments:











)2 · z) (8.54)
We observe that this is exactly the expression for the E field of the TE10 mode of RWG of width
a (and with walls located at x = −a/2 and x = +a/2) [14], which concludes the demonstration.
Here we also provide an intuitive illustration of the above analytical developments. Figure 8.9
shows the two planes waves, symbolically represented in dark and light grey; phase fronts corre-
sponding to maxima are represented by solid lines (+1) and the minima by dashed line (-1). In
the situation sketched in the figure, the two plane waves add up in a destructive way on the RWG
lateral walls (E field nulls) while they add constructively in the center of the guide, which complies
with the TE10 mode. From simple geometrical considerations based on this figure, we can find
again (8.53).
For following considerations, we also observe that the total field of the two plane waves which
match the TE10 of the RWG are such that there is an ‘antisymmetry’ of this total field around
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Figure 8.10: RWG and incident TE10 wave with E = Ey eˆy impinging on an asymmetrical
load.
x = −a/2 and x = +a/2, namely Einc,y (x− a/2) = −Einc,y (−x− a/2) and Einc,y (x+ a/2) =
−Einc,y (−x+ a/2). Concerning now the walls of the RWG in the xz plane, they also comply with
the incident superposition of the planes; indeed, the E field is along the y axis and a PEC can thus
be placed in the xz plane without perturbing the field.
b. Loaded RWG
We now place a load at one extremity of the RWG, which will be excited by the TE10 mode. There
will now be some reflected wave and we will deduce which infinite arrangement of this load under
illumination by a plane wave is simulated by the loaded RWG. The reasoning is based on Figure 8.10
and the load is, for the sake of generality, asymmetrical around the yz RWG symmetry plane. The
total field simulated by the RWG necessarily satisfies the PEC condition at the RWG yz walls.
For this condition to be verified, it is necessary that the total (incident and scattered) Etot,y and
Etot,z components of the infinite structure simulated are ‘antisymmetrical’ around x = −a/2 and
x = +a/2, which means here that Etot,y and Etot,z are of the form:{
Ey/z (x− a/2) = −Ey/z (−x− a/2)
Ey/z (x+ a/2) = −Ey/z (−x+ a/2)
(8.55)
Since the total field is the sum of incident and scattered fields and that the incident field is
itself ‘antisymmetrical’ according to (8.55), we must only find which arrangement of loads in the
simulated infinite structure will result in a scattered field satisfying (8.55). As depicted in the
figure, we observe that this will be the case if the loads are placed so that there is a geometrical
yz plane of symmetry at x = −a/2 and x = +a/2. In other words, the structure simulated
is an infinite rectangular lattice, where the elements are repeated by symmetry (namely, not by
translation).
Let us now consider the y dimension. Since the incident wave is polarized along y, we deduce
that the infinite lattice arrangement whose scattered field will comply with the condition set by
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Figure 8.11: Illustration of the correspondence between the loaded RWG and the infinite
arrangement, obtained by symmetry, that it simulates. White arrows represent
currents in the elements whereas black ones represent the incident TE10 E field
of the RWG.
the PEC walls is a repetition of the element by symmetry around the x axis, as illustrated in
Figure 8.11. In conclusion, a load placed in the RWG and excited by the TE10 mode exactly
models the incidence of two plane waves as described above on an infinite array of such loads,
periodically repeated by symmetry around both array axes, as shown in Figure 8.11.
c. Loaded RWG for periodic array simulation
As mentioned in the introduction, our aim is to use the RWG to simulate an infinite array of the
same radiating element, obtained by translation of this element. However, we showed that the
RWG actually simulates an infinite array of elements, but where the infinite lattice is obtained by
symmetry of the element with regard to the RWG lateral walls, such as depicted in Figure 8.11. As
a result, the RWG-IAS can be employed to simulate the ‘translation array’ only in the particular
case where both ‘symmetry’ and ‘translation’ arrangements are the same. Some inspection of
Figure 8.11 shows that this is only possible if the two following conditions are met:
• The element must by symmetrical around both xz and yz symmetry planes of the RWG.






dy with p ∈ N∗ (8.56)





dx with m ∈ N∗ (8.57)
232
8.4. Rectangular waveguide infinite array simulator (RWG-IAS)
x x
Figure 8.12: Simulation of the same RA with different RWG sizes.
where m is the number of ’half-elements’ placed in the RWG in the x dimensions. Figure 8.12
illustrates how the same array (dx is the same in both sketch) can be simulated by two different
array lattices satisfying (8.57). Note that when m is odd, one element is cut in half (see the left
hand side of Figure 8.12, where m = 3).
8.4.3. RWG-IAS and array grating lobes (GLs)
a. Developments
In this section, we link the above observations about the RWG-IAS to the issue of GLs addressed
in Section 8.2.3. In order to do so, let us first recall the condition on the regular RA of lattice





1 + |sin θ| (8.58)
Now, we found the following relation between frequency and angle of incidence θ when using a
RWG as RWG-IAS [written here as a function of m and dx by substituting (8.57) in (8.53)]:
|sin θ| = λ0
m · dx (8.59)
Here, it should be noted that the formula for the RWG-IAS (8.59) consider an infinite array where
all elements have the same reflection phase [namely with ∆ρm = 0, see (8.22)], while the condition
1Remark: Here we recall that (8.58) is mathematically and physically equivalent to excluding higher order modes
in a PBC-WG simulation. These superior modes should not be confused with the higher order modes of the
RWG-IAS, which is the WG concerned here.
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on the GL is valid without the need for this assumption; they are thus directly ‘comparable‘. In the
case of a real RA, we have ∆ρm 6= 0 but the developments hold true locally, thus for the element
tested in the RWG-IAS. We can now introduce (8.59) in (8.58), which yield the new condition
(8.60). This expression is written in terms of frequency rather than wavelength and the limit
frequency where the first grating lobe appears is referred to as fGL.






We will now introduce in this expression the cutoff frequency f10 of the RWG-IAS, which is first






m · dx (8.61)
which finally yields the condition on the frequency so that the array simulated by the RWG-IAS
exhibits no grating lobe:
f < fGL = (m− 1) f10 (8.62)
In principle, it can be envisioned to make a measurement in a multimodal region of the RWG
by appropriate setup and mode cancelling. However, we will restrict our study to the simpler
case where we wish to restrict our measurement to the fundamental TE10 band only (as will be
done with the MEMS RA cells of Chapter 9). For RWGs with a > 2b, where a and b are the
dimensions of the RWG, the second mode is the TE20 mode, so the frequency band where the only
fundamental TE10 mode propagates is:
f10 < f < f20 = 2f10 (8.63)
If we unify these two conditions, we find the band where the RWG-IAS can be employed in its
fundamental mode to simulate an array without GL:
f10 < f < min [2f10 , (m− 1) f10] (8.64)
This formula and associated information are symbolically illustrated by the graph of the left of
Figure 8.13. Now, let us study the band as a function of the parameter m, namely, the number of
half-elements placed in the RWG-IAS [see (8.57)]:
• for half a cell or a single cell embedded in the RWG-IAS (m = 1 and m = 2, respectively),
there is no frequency where the first mode of the RWG propagates for a RA without GL.
• for m = 3, which means that 1.5 cell is embedded in the RWG-IAS, the first grating lobe
appears at the same frequency as the 2nd mode of the RWG, so the whole f10 < f < f20 = 2f10
band can be used.
• For m > 3, the limiting factor for the upper band of the frequency range measured is the
appearance of the 2nd mode of the RWG, so we always have in this case f10 < f < f20 = 2f10.
b. Influence of the cell radiation pattern
As explained in Section 8.2.3, the element pattern might in practice cancel, or at least reduce to a
low level, the amplitude of a GL close to θ = 90◦. If such a GL is ’tolerated’, this means that the
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Figure 8.13: Illustration of the band usable for the RWG-IAS measurement of a RA cell
with no GLs, limited by the RWG mode structure and the condition that no
GL exists (Left: general case. Right: m = 2). fc1 and fc2 represent the two
first cutoff frequency of the RWG.
upper limit frequency fGL for the measurement is slightly larger than the value given by (8.60),
as suggested in the right hand side of Figure 8.13, which corresponds to the case m = 2 (where
fGL = f10). We see that in this case, there is a small band just above f10 where the measurement
of the cell can be taken. However, this band corresponds to very large incidence angles, where the
reflection coefficient is strongly dependent on θ. In other words, the reflection coefficient obtained
here is a bad approximation of the reflection close to normal incidence, which can thus not be
measured with reasonable accuracy with m = 2. As a result, we can conclude that even if the GL
condition is slightly relaxed, it is still necessary to choose m > 2 in the great majority of practical
RA designs. In this case, a measurement for incidence angles down to θ = 30◦ represents a good
approximation of the reflection for normal incidence (see Section 8.6.2).
8.4.4. Practical RWG-IAS summary and conclusions
A conventional RWG with a > 2b operated in its fundamental TE10 mode can be used to simulate
the reflection of an H-polarized plane wave of incidence θ on an infinite array of symmetrical
elements and constant lattice spacing d according to [substitution of (8.57) in (8.53)]:
|sin θ| = λ0
m · d =
c0
m · d · f (8.65)





d with m ∈ N∗ (8.66)
In order to simulate an infinite array without GL, it is necessary to choose m ≥ 3. This means,
for a RWG-IAS with a > 2b, that the band available for monomodal measurement corresponding
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to an array free of GL is:
f10 < f < 2f10 with f10 =
c0
m · d (8.67)
So, for a given array lattice spacing d, the only free parameter here is m, which is twice the number
of array elements placed in the RWG-IAS. We showed thatm must necessarily be equal to or larger
than 3 for the measurement of an array without grating lobe and that the choice of m determines
the relation between frequency and angle θ. However, the maximum and minimum incidence θ
angle that can be simulated do not depend on the choice of m and are θmax = θ (f10) = 90◦
and θmin = θ (f20) = 30◦ (a multimodal approach would be necessary in order to simulate angles
θ < 30◦). This is due to the fact that when m is increased for a given array lattice spacing d,
the limit frequency f20 reduces linearly with m, which exactly compensates for the m factor in
(8.65). Finally, let us note that more than one incidence angle can be tested at the same frequency
if several RWG-IASs, corresponding to different m values, are built. Nevertheless, even in this
case, the frequency and incidence angle for characterization cannot be independently chosen, since
m ∈ N∗.
8.5. Summary of RA cell simulations/measurements possibilities
Table 8.2 summarizes the possibilities and necessary assumptions to characterize, either by simula-
tion or measurement, a linearly polarized RA cell under illumination by an H-polarized wave with
different incidence angles. In all cases, the assumption of an infinite array of the same element is
required.
In conclusion, the choice of a simulation setup depends on the incidence angle range, on
whether the element is symmetrical or not, and on the simulator capabilities (e.g. availability of
PBCs). It is of course possible to do some approximation; for instance, an element with a limited
asymmetry could be simulated with the PECPMC-WG and measured with a RWG-IAS with a
limited error. In such a case, this error should be quantitatively assessed by a comparison between
PECPMC-WG and PBC-WG simulations.
Table 8.2: Summary of RA cell simulations/measurements possibilities.
Type of WG
(Boundary conditions)
WG mode Condition on
element
Availability






Simul. only (requires PBC)
Simul. only (requires PMC)











8.6.1. Test structures description
In order to validate the previous developments and test measurements and simulation accuracy,
four test RA cells were designed and fabricated. The corresponding layouts, printed on a lossy
0.1 mm-thick epoxy substrate (εr = 4.4, tan δ = 0.01 − 0.02), are shown in Figure 8.14(a). In
order to have a thick substrate with reasonably low losses, the PCB is then stuck to a 3 mm-thick
foam (εr = 1.07, tan δ ≈ 0.001) and the whole structure is backed by a ground plane. All elements
are designed to resonate within X-band under TE incidence with Einc = Einc,yey [the y axis is
vertical in Figure 8.14(a)]. Cell D is a simple rectangular patch, while A, B and C can be seen
as 2 pairs of dipoles, or a pair of rings split in their E-plane symmetry axis. The array lattice
spacing is 11.43 mm and 10.16 mm in x and y directions, respectively. The dimensions of these
demonstrators were chosen here so that the measurements could be carried out using an existing
usual X-band RWG. In practice, it is clear that it is the array lattice that is set by the array
requirement, and a RWG complying with that lattice must be built especially for this purpose.
As explained in Section 8.4.3, the exact measurement of such a cell using the RWG-IAS in a
case where no grating lobe is radiated requires that at least 1.5 cells are placed in the RWG. Here
we chose to place 2 cells in the measurement setup (m = 4), which sets which pairs f , θ will be
characterized. The left of Figure 8.14(b) shows the four fabricated pairs of cells. The right of the
figure shows one pair of cells in the RWG section, backed by a RWG short accounting for the array
ground plane. It is noticeable that this setup maintains the RWG continuity so that no leakage
occurs.
With the conventional X-band R100 RWG used here (10.16 × 22.86 mm), we have f10 =
6.56 GHz, f20 = 13.12 GHz and f01 = 14.76 GHz. Thus the theoretical fundamental mode band is
6.56 GHz -13.12 GHz1. It can be verified with (8.65) and (8.58) that we have indeed no GLs for
the angle and frequency of this RWG-IAS measurement.
8.6.2. Simulated performances (PBC-WG)
Here, the aim was not to design high-performance RA elements but to demonstrate the theoretical
developments and test the simulation and measurements accuracy. Thus, we do not provide the
phase diagram or other consideration linked with the design of a RA using these elements. Never-
theless, we first show the simulated reflection of the cells in a PBC-WG, which is the determining
parameter of the unit cell for the design of the RA. In the latest version of HFSS available at the
time of this work (HFSSv10), only the magnitude of the reflection coefficient for such a PBC-WG
was provided by the software. Therefore, a dedicated post-processing of the fields computed by
HFSS was programmed to deduce the reflection phase.
1Note that the recommended band for this RWG is 8.2 GHz -12.15 GHz (limited by the dispersion and the proximity
to higher modes, respectively). However, as will be verified below, here we can use the full theoretical BW since
the RWG is not used for the transmission of a signal.
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(a) layout of the cells.
(b) Left: picture of the fabricated RA cells on the additional foam substrate. Right: a cell placed
in a RWG shortcut for measurement (the RWG shortcut simulates the RA ground plane).
Figure 8.14: Passive RA cell measurement.
























Figure 8.15: Computed reflection coefficients for cells C (•) and D (+) of Figure 8.14(a) for
different incidence angles 0o(—), 30o(· · ·) and 60o(– –).
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Figure 8.16: Measured and simulated reflection phase of devices A and D from Fig-
ure 8.14(a).
The results are shown in Figure 8.15 for different incidence angle (0o, 30o, and 60o). It
is observed that, as expected, the reflection phase becomes highly dependent on this angle for
incidences far from normal (in other words, the difference between the phases for 30o and 60o is
much larger than between 0o and 30o). Concerning the magnitude, we observe that unphysical
results, namely, |ρ| > 0 dB, are obtained under the 60o incidence for all four devices (although only
the results for cells C and D are shown in the figure for clarity purpose), while this never occurs
for 0o and 30o. This shows a limitation of HFSSv10 to compute the losses with PBC conditions
for large incidence angles.
8.6.3. Experimental validation (RWG-IAS, simulation vs measurement)
Figure 8.16 shows the phase and amplitude measured in the RWG-IAS for 2 of the 4 fabricated
RA cells test devices, namely devices A and D from Figure 8.14(a). These results are compared
to simulated ones. For a first direct comparison, we also simulate the 2-cells device in the RWG
rather than in the PBC-WG, while making use of a symmetry plane for computation time saving.
First, we plot the result simulated with the materials definitions provided by the manufacturer
(for the PCB substrate, we used the maximum value in the range provided, namely, tan δ ≈ 0.02).
These results are referred to as ‘no paste’ in the legend of the figure. There is a good agreement
between the phase of measured and simulated results, except for a slight shift. Concerning the
magnitude of the reflection coefficient, it is observed that the losses are underestimated by the
simulation but that the general measured behavior of the losses is well accounted for. This dis-
crepancy might be due to variation of the material properties but is rather thought to be the due
to the epoxy paste used to glue the PCB substrate on the foam. The curves denoted as ‘incl. paste’
in the graphs corresponds to the same simulation definition, except for the insertion of a thin layer
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meant to account for the epoxy paste (t = 0.025 mm, εr = 4.4, tan δ = 0.1). The thickness of the
layer is not known and has been fitted here to match the reflection phase. We observe that the new
curves almost exactly match measured results, even though the discrepancy that was previously
observed is not constant with frequency. Consequently, we can assume that the inclusion of the
paste as done here in the simulation indeed accounts well for the real fabricated device.
Finally, it should be noted here that the agreement between curves does not degrade when
approaching the cutoff frequency f10 = 6.56 GHz, which shows that the large dispersion of the
TE10 mode in the lowest part of the band does not affect the accuracy of the measurement and
simulation. The same remark applies when approaching the cutoff frequency of the first superior
mode (f20 = 13.12 GHz).
8.6.4. Verification of RWG-IAS theory
a. Comparison with PBC-WG results (and PECPMC-WG)
The previous section showed a direct comparison between simulation and measurements in the
RWG. However, the determining reflection coefficient for the design of a RA is the one correspond-
ing to the PBC-WG. Thus, we must link PBC-WG simulations and RWG-IAS results according
to the developments of Section 8.2 to validate the theory as well as the PBC-WG simulation setup
and post-processing.
Figure 8.17 first shows measured and simulated results in the RWG-IAS for cell D (these
are the same curves as in Figure 8.16, where the simulation includes the epoxy paste definition).
The previous developments showed that these RWG-IAS results are exactly equivalent to PBC-
WG ones, but only for the particular incidence angles θ given by (8.65). Here, we have m = 4
and d = 11.43 mm and these angles are θ (7 GHz) = 69.9◦, θ (8 GHz) = 55.1◦, and so on until
θ (13 GHz) = 30.3◦, as shown on the top of the graphs of Figure 8.17. So, the simulations with
the PBC-WG were carried out for each of these pairs f , θ. The corresponding results can now
be directly compared to the RWG results, as done in Figure 8.17. It is observed that a very good
agreement is obtain for the phase, while the discrepancy in terms of magnitude is also quite small.
Similar results are found for the three other cells, as shown in Figure 8.18 to Figure 8.20. In all
cases, it is observed that a better agreement is obtained for the phase than for the magnitude.
Finally, we also plotted on the same graphs the reflection phase for normal incidence, namely
using the PECPMC-WG, which was shown to be in this case exactly equivalent to the PBC-WG
with 0o phase shift between boundaries. As expected, the difference with the other curves is rather
small in the highest part of the band, since it corresponds to small incidence angles. However, the
phase simulated for normal incidence becomes very different from the one obtained with the RWG-
IAS for lower frequencies, where a discrepancy as high as 90o is observed for the 4 devices. Since
these results are computed for a RWG and a PBC-WG of same width a, the difference can only
be attributed to the angular dependence of the reflection coefficient. This means that, in contrast
with the statement expressed in [95], the RWG measurement cannot in general be considered as
fairly good approximation of the case of normal incidence.
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Figure 8.17: Measured and simulated reflection coefficient (cell D).
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Figure 8.18: Measured and simulated reflection coefficient (cell A).
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Figure 8.19: Measured and simulated reflection coefficient (cell B).
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Figure 8.20: Measured and simulated reflection coefficient (cell C).
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Figure 8.21: RWG-IAS setup with 2 (left) or 1 (right) embedded RA unit cells, and corre-
sponding infinite arrays simulated.
b. Comparison with RWG-IAS results for a single embedded cell
In [100], for instance, the same X-band RWG as used for the measurement presented in the previous
section is employed, but with only one cell embedded in the RWG (m = 2). This situation
is sketched in the right of Figure 8.21 using our element A, together with the corresponding
infinite array that the RWG-IAS simulates. In the aforementioned reference, the measurement
is done at f = 9.8 GHz and, as rightly pointed out in [100], this corresponds to an incidence
angle of θ (f = 9.8 GHz) = 42◦ using (8.65). However, as demonstrated above, the corresponding
infinite array that the RWG-IAS simulates necessarily exhibits GLs at the frequency and angle of










and we find that in the case corresponding to a single cell embedded in the RWG-IAS (m = 2,
or a = d), the first GL is opposite to the main one so it is here located at the angle −42◦. As
a result, although the measurement done in [100] is perfectly valid, it corresponds to an array
which exhibits a GL. It is noticeable that although we considered here isotropic elements for the
determination of the GL location, the element pattern will in this case not cancel or limit this first
GL level. Indeed, RA elements generally radiate broadbeam patterns and the gain of the antenna
for such an angle is still close to its azimuthal maximum. Anyhow, the element concerned here
exhibits symmetrical patterns around the lattice axes (this is required for scanning both negative
and positive angles with regard to azimuth). Therefore, in the case m = 2—where the first GL
location is simply opposite to the main radiated beam, the level of the GL will be exactly that of
the main lobe.
In order to determine if the measurement with m = 2 is useful for the design of the real
array (which should not exhibit GLs), the results thereby obtained should be compared with the
case where the lattice spacing is small enough so that no GL occurs. These two situations, in
the cases m = 2 and m = 4, are depicted in Figure 8.21. The difference is small if the coupling
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Figure 8.22: Comparison of the simulated reflection phase for 1 and 2 cells embedded in the
same RWG-IAS and as depicted in Figure 8.21.
between elements in the actual array is low, and if extending the GP around the element does not
influence much the reflection phase. This was quantitatively tested here by simulation in the case
of structure A of Figure 8.14(a) and the results for the reflection phase are plotted in Figure 8.22.
Although the general behavior of both setups is similar, there is a substantial difference in the
phase obtained (the difference is larger than 50o for the majority of frequencies simulated), which
demonstrates the necessity of choosing the size of the RWG to be used as RWG-IAS according to
(8.57).
8.7. Conclusions
In this chapter, we first explained what are the multiple requirements for reconfigurable RA cells,
based on simple considerations using RA theory. Then, we characterized in detail the different
measurement and simulation methods for RA cells, in the particular case of interest for the follow-
ing MEMS RA cell designs (although most of these considerations are valid or could be extended to
other cases as well). These developments were validated by measurements and comparison between
the different simulation methods, which also allowed assessing the precision of these characteriza-
tion techniques. This chapter thus paved the way for the design of the MEMS cells of Chapter 9
both from a design point of view (determination of the requirements) and characterization (analysis
of the different simulation and measurements approaches).
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9.1. Introduction
We addressed in Chapter 8 the principal prerequisites for the design of reconfigurable RA cells;
namely, modeling and measurements issues, as well as the description of the various requirements
for such cells. In addition, some introduction on the need for reconfigurable RA cells and corre-
sponding state-of-the-art was made and will thus not be repeated here. As a result, this chapter
focuses on the design of a particular MEMS-reconfigurable RA cell, making extensive use of both
modeling and requirement issues previously exposed.
It was decided here to design MEMS RA cells operating in X-band and linearly polarized,
as needed, for instance, in synthetic aperture radar (SAR) applications [89]. Concerning the
MEMS technology platform, it was possible —for the first time in this thesis— to choose among
different fabrication processes made available by the AMICOM EU network of Excellence (see
Chapter 1, [11]). In this context, it was decided to design the RA cell based on the ‘Al-Quartz
VTT’ platform described in Appendix A, for the two following main reasons; first, this process is
based on quartz wafers, which, as shown in Chapter 3, exhibit better loss performances than Hi-Res
silicon wafers. Second, this process comprises a highly resistive layer dedicated to the patterning
of biasing lines which do not degrade microwave performances.
9.2. Description
9.2.1. General element shape
The basic topology of the RA element studied here consists of single-layer ring elements backed
by a ground plane, such as depicted in Figure 9.1. The element is to operate in single, linear
polarization with E field along the y axis of Figure 9.1(a) and will be reconfigurable to achieve
scanning in its H-plane (xz plane). In this case, if not centered, the feed of the RA should be placed
in the H-plane of the array to minimize the cross-polarization and reflection phase dependence on
the relative position of the element in the array. In other words, this means that the incident field
on the array element is TE polarized with a wave vector k in the H-plane of the element1.
RA cell ring elements have been studied in [108] and [109] in the case of fixed-beam RA.
Such elements exhibit smaller resonant size than rectangular patches which allows the reduction
1This is exact only for the elements that are in the plane perpendicular to the array surface and that contains the
feed. For other elements in the array, k has a small non-zero component outside their H-plane.
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Figure 9.1: Schematic description of a double ring RA cell loaded with variable capacitances.
(a) top view. (b) side view.
of the phase quantization error in a RA. In addition, [109] states that this results in a reduced
dependence on the incidence angle. Finally, although this work only concerns single linear polarized
elements, it is noticeable that ring elements are good candidates for an extension to dual frequency
operation [108], as well as circular or dual-linear polarization.
It is well known that the substrate permittivity and thickness greatly impact on the BW and
range of the reflection coefficient of printed RA cells [87]. Since we will implement our device
in MEMS technology, the choice of the substrate characteristic is extremely limited. In order to
overcome this limitation, the fabricated device is to be placed on a foam layer mimicking air, which
is itself backed by the ground plane, as depicted in Figure 9.1(b).
9.2.2. Reconfigurability approach
In order to achieve reconfigurability, the rings are loaded with variable series MEMS capacitors,
as shown in Figure 9.1. Indeed, the resonance of such rings loaded with capacitors shifts towards
lower frequencies with increasing capacitances values, thus enabling to dynamically reconfigure the
reflection phase at a given frequency by control of the MEMS.
As suggested by Figure 9.1(a), the capacitors are placed by pairs so that the symmetry of
the element around the E-plane is preserved. This is useful to reduce the cross-polarization to a
minimum (the cross-polarization is zero in the E-plane, for a normal incidence). This is at the cost
of doubling the number of loading elements. Nevertheless, the whole RA cell is to be fabricated
in a monolithic process and the number of MEMS devices is not an issue in the case of a reliable
process. In contrast, the cell is not symmetrical around the H-plane. Indeed, this would mean
that the number of MEMS would again have to be doubled, which would be problematic here
because of the limited space to accommodate the MEMS in the rings in the y dimension of the
cell (this problem does not occur when doubling the elements around the E-plane). Finally, let
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us remark that although the locations of the MEMS loading elements present some asymmetry,
the general shape of the radiating element does not. Thus, the cross-polarization in the H-plane
should remain small as well. These assumptions will be quantitatively assessed in the case of the
designed structure.
A reflectarray cell loaded with a single pair of MEMS is proposed in [98]. In this case, the
control of the MEMS capacitance, and thus of the reflection phase, is of analog type. The approach
proposed here is different in the sense that N pairs of digital -type MEMS are implemented, so that
2N discrete states can be operated [N = 3 in Figure 9.1(a)]. There are different advantages to this
approach with regard to the analog one. First, let us note that the MEMS used here will be operated
as switches, namely, with an Up state corresponding to a zero voltage (VUp = 0 V control voltage,
and a Down state corresponding to a pulled-in MEMS membrane (VDown > VPull−in). Thus, the
two states of the MEMS are mechanically stable and insensitive to control voltage imprecision,
since this voltage is zero in the Up state and that a variation of voltage in the Down state will
only induce a negligible error in the capacitance value, as the MEMS membrane is in this case
already pulled-in. This is especially important for the design of RA cell, for the following reason.
In fixed-beam reflectarrays, the requirements on the sensitivity and range are contradictory, since
a lower sensitivity is associated with a smaller range (e.g.: rectangular patch [87]). This problem
also occurs for analogically-controlled reconfigurable RA (e.g. [94,98]) and particularly in the case
of an analog MEMS control. First, let us note that a single-gap MEMS analog capacitance ratio
is only 1.5 and that the corresponding V (C) characteristic becomes highly non-linear above a
capacitance ratio of about 1.3 [7] (larger ratios can be obtained using more complex fabrication
processes [98], but the general limitation remains the same). In order that this small capacitance
ratio leads to a large range of reflection phase, it is necessary to design an element very sensitive to
some variation of MEMS capacitance. However, such a design will necessarily be very sensitive to
the precision of the control voltage, as well as fabrication tolerances and temperature drift. This
problem is solved using a multi-bit digital control as proposed here, since, as explained above, the
capacitances are in this case insensitive to the DC voltage precision. Intuitively, this improvement
consists in preserving a high sensitivity as defined by (8.1)—hence a large range, while decoupling
the precision of the state p operated from the precision or noise of the control voltage and fabrication
variability.
From a biasing circuit point of view, the digital case requires a single voltage VDown and
some DC switching matrices, whereas the analog type requires the supply of a variable and precise
voltage, and this independently for each cell in the RA. Finally, a very interesting feature of the
digital approach is linked with the functioning of the loaded ring resonator. It can be observed
that there is a limit lower (resp. larger) capacitance value for which it acts as an open-circuit (resp.
short-circuit). Thus, if the two discrete values of the digital capacitance are chosen so that they
are beyond these limit values, the design can be made insensitive to discrepancies in the fabricated
MEMS capacitance values, which is a major cause for concern in the design of MEMS microwave
devices. It is however clear that the digital approach does not allow a continuous control of the
phase. Nevertheless, a sufficiently good phase quantization can be achieved with a limited number
of MEMS (here N = 5 bits and thus there are 32 states available, hence an average 360◦/32 < 12◦
step between successive available phases).
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Figure 9.2: Reflectarray cell layout with numbering of the MEMS bits (dielectric and sacri-
ficial layers are not shown here).
9.2.3. Implementation
As explained in the introduction, we base our design on an existing MEMS micromachining process,
described in detail in [110] and in the Appendix as the ‘Al/quartz VTT’ process. Deposited on
fused silica quartz wafers, the first metal layer consists of 500 nm-thick gold. The second metal
layer, used for the free-standing parts or to cover the first metal, is 1500 nm-thick aluminum.
Finally, the high-resistivity bias lines are patterned out of polysilicon.
The left hand side of Figure 9.2 shows the layout of a designed RA cell based on this technology,
where only metal layers and biasing lines are shown. The 5 pairs of MEMS, to achieve 32 phase
states, are clearly seen in the figure. It is observed that the radiating elements are not properly
speaking closed loops; concerning the center element (the one loaded by MEMS 1, 2, and 3 in the
figure), it is actually similar to a closed loop since the openings at the top and bottom of the ring
are located in current nulls, as a result of the incident E field polarization. The openings were
made here to allow an easier layout for the biasing lines. The second element could be seen as a
loop with larger openings, or even like two dipoles. Here again, it was observed that the openings
have a small impact on the reflection phase when compared to a closed loop.
The MEMS structure can be seen in the right hand side of Figure 9.2. The membrane of
the MEMS, made out of ‘metal 2’, is connected to the bias line and the capacitance between the
conductors on each side of the MEMS can be controlled by the actuation of the membrane. In
order to have an attraction force on the membrane when a voltage is applied to the bias line, all
radiating element parts (namely all metal parts apart from the bridge membrane) are connected
to DC ground bias lines.
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9.3. Modeling and design
9.3.1. RA cell full-wave simulation
The modeling and optimization of the RA cell requires a very large number of intensive simulations.
Indeed, there are here 32 different MEMS states to be simulated for several frequency points and
incidence angles. In addition, in a process of tests and optimization, such simulations must be
repeated for each variation in the design, which is practically prohibitive. In this context, this
section describes the major steps taken to dramatically reduce the computation time of the RA
cell using Ansoft HFSS, which allowed to efficiently optimize the presented device.
a. Use of PEC and PMC boundaries
As explained in Section 8.3, the only strictly valid way to simulate an asymmetric RA cell in
an infinite array obtained by translation of the cell is to use the periodic boundary conditions
waveguide (PBC-WG). With this method, we can compute the results for any incidence angle
and frequency. However, the approach employed here for the design consists in optimizing the
element under normal incidence and subsequently characterizing it under oblique incidence. In
this case, it is possible to reduce the computation time by replacing the PBCs by simple PEC
and PMC boundaries (PECPMC-WG, see Section 8.3.4). Since the element is symmetrical around
its E-plane (Fig. 9.2), the PBCs boundaries parallel to this plane can be replaced by PMC walls
in an exact way for normal incidence characterization. In contrast, the element exhibits a small
asymmetry around its H-plane. Thus, replacing the PBC boundaries parallel to the H-plane by
PEC boundaries amounts to neglecting the small H-plane asymmetry.
The impact of this approximation on the results was assessed by comparing the results ob-
tained with the PBC-WG under normal incidence and with the PECPMC-WG, as shown in Fig-
ure 9.3 for 4 different MEMS states of the cell shown in Figure 9.2 (two of the 4 states tested
here are the ‘most asymmetrical’ ones). The agreement is good and we can thus conclude that
the PBCs can be replaced by PEC and PMC boundaries for the characterization of our element
under normal incidence. In terms of computation time, the advantage is twofold. First, PEC and
PMC boundaries are treated much more efficiently than PBCs in the software used here, namely,
Ansoft HFSS. Second, since the cell is symmetrical around its E-plane, the structure simulated
in the PECPMC-WG can be cut in half to reduce the computation effort even further. Finally,
let us recall that PBC-WG simulations can be performed for all states once the optimization is
completed, in order to characterize the element without the aforementioned symmetry assumption
and under oblique incidence as well.
b. Lumped MEMS modeling in full-wave simulation
Including the detailed MEMS geometry in the full-wave cell simulations leads to very intensive
simulations (there are 5 MEMS in the PEC/PMC boundaries simulation and 10 in the PBCs
simulations). However, the small electrical size of the MEMS makes it possible to model these
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Figure 9.3: Comparison of the reflection phase of the asymmetric RA cell with PBCs under
normal incidence (+) and with PEC/PMC boundaries (—), tfoam = 3mm.
by lumped circuits. Since it is possible to include lumped elements in most full-wave simulators,
(in HFSS, this can be done using the so-called RLC boundaries), the simulation time can be
highly reduced if the MEMS geometries are replaced by accurate but simple lumped models. The
modeling of the MEMS used here by such lumped elements was described in detail in the ‘building
blocks’ Section 3.8 and will thus not be repeated here. Let us however recall that it is modeled by
a single capacitor in the Up state, and by a series RLC network in the Down state.
Validation of this simplification process was made in Chapter 3 by introducing the equivalent
lumped models in two-port simulations using RLC boundaries, and comparing with the simulations
of the detailed MEMS geometry. Here, we make the same comparison but for the complete
structure of interest, namely, the RA cell. In the simulation setup of Figure 9.4(a), the MEMS
geometry is detailed whereas in Figure 9.4(b), it has been replaced by 3 RLC boundaries connected
in series, since a single RLC boundary in HFSS can only handle RLC circuits in parallel. A routine
was programmed to set the right numerical values to the various RLC boundaries as a function of
the state being computed.
The computed reflection phases are shown in Figure 9.5 (for clarity, only 7 states are shown
here but a similar behavior is found for all 32 states). We observe that the simulation including
the RLC models developed accounts very well for the phase response of the ‘exact’ structure.
The reflection loss is plotted in Figure 9.5 for the 2 extreme states. We observe a rather good
agreement, except for the location of the dips in the 11111 state curve, which correspond to small
ripples in the phase plot. In conclusion, the MEMS can be replaced by a carefully developed lumped
model to characterize and optimize the phase very quickly and accurately. More attention must
be paid with regard to the interpretation of the loss obtained using the lumped model, although
this approach still provides some good assessment of the losses. Nevertheless, a more accurate but
intensive computation of the losses, obtained by a complete definition of the MEMS geometry, can
be carried out once the design is completed.
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Figure 9.4: RA cell simulation setups with: (a) detailed MEMS geometries and (b) MEMS
lumped models using RLC boundaries. Note that only the half-cell actually
simulated is shown here.



























Figure 9.5: Comparison of the computed reflection coefficient with exact MEMS geometry
(—) and lumped model RLC boundaries (· · ·). For clarity, only some of the
computed states are plotted here.
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Finally, let us note that the conjunction of these two simplifications (PECPMC-WG and
MEMS lumped element modeling) proved to reduce the computation time by a factor of at least 20.
In the case of the exact geometry definition with PBCs, the required mesh to obtain sufficiently
accurate results leads to large RAM memory requirements (in excess of 2 GB), and days of com-
putation time.
c. DC biasing network
The biasing network visible in Figure 9.2 is a very complex part of the RA cell from a full-wave
simulation point of view (in particular, the crossing of lines corresponding to different bits result
in complex multi-layer geometries). Thus, it was first tested if the resistance per unit length of
these lines is sufficient for these to be neglected in the simulations. The lines are 10 µm-wide
and patterned from 1 kΩ/sq polysilicon; simulations showed that the corresponding resistance is
large enough for the bias network to have no visible impact on the microwave performances of the
cell. By contrast, it was observed that the effect becomes non-negligible starting from a surface
resistance of 100 Ω/sq, and eventually very large for 10 Ω/sq. In conclusion, the patterned DC
biasing network can be removed from the simulations without impacting on the precision of the
results.
9.3.2. Design/optimization of the MEMS geometry and locations
The strategy employed here to design the MEMS geometry and select optimized locations for the
different MEMS can be summarized as follows:
1. Simulations of ‘isolated’ generic/possible MEMS geometries are carried out in a two-port
configuration (see Section 3.8). The S-parameters obtained are then treated to extract
equivalent circuits for the MEMS in Up and Down states for the different variations, thereby
providing the range of possible values for the MEMS lumped elements.
2. The RA cell response is then studied for the range of lumped element values deduced in
step 1. The adequate lumped element values being selected, the corresponding MEMS exact
geometry is found with the two-port simulations of Step 1.
3. The location of the MEMS is optimized to achieve good relative repartition of the different
states phases.
The approach presented requires some comments:
• The efficiency of the method relies on the use of lumped elements models for the MEMS
in the full-wave RA cell simulation. Indeed, this allows separating step 1 and 2 and thus
simulating the exact MEMS geometry only in an ‘isolated’ configuration while running the
much more intensive RA cell simulation with lumped models only.
• The selection of the MEMS geometry (step 2.) was made prior to the MEMS location
(step 3). The reason is that the range and BW of the RA cell are strongly dependant on
the MEMS equivalent circuit, while in contrast, the MEMS locations have limited impact on
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these figures but influence the relative repartition of the phases. Therefore, we first choose the
MEMS geometry for a large range and BW, and subsequently optimize the MEMS locations
to improve the phase repartition.
• As mentioned in Section 9.2.2, it was shown that there is a limit Up state (resp. Down state)
capacitance value for which the MEMS load behaves as an open-circuit (resp. short-circuit).
Thus, two discrete values of the digital capacitance can be chosen in Step 2 beyond the
aforementioned limit values, in order to make the design insensitive to discrepancies in the
fabricated MEMS capacitor. The drawback is that the range achieved can not be simply
extended by increasing the ratio between the capacitance in the Up and Down states.
9.4. Results
9.4.1. Current visualization
Both pseudo-ring radiating elements composing the RA cell were designed to resonate in the same
frequency range, which helped achieving good range and phase repartition. This can be shown
by plotting the induced surface currents in two particular states, such as done in Figure 9.6. In
the first one, state 00011, all the MEMS of the inner pseudo-ring are in the Up state while the
ones of the outer shape are in the Down state. Plotting the surface current where the reflection
phase is approximately zero, here at 7.5 GHz, we observe that the outer element is in a classical
half-wavelength resonance mode, while the inner one presents much lower current levels, since all
corresponding MEMS are in the Up state. We can now compare this plot to the one obtained
for state 11100, the reflection phase of which is also close to zero at this frequency. We observe
that the inner ring is now in resonance while the outer one is poorly excited, illustrating how both
shapes resonate at around 7.5 GHz for this foam thickness when the corresponding MEMS are all
in the Down state.
9.4.2. Reflection phase characterization
Figure 9.7 shows the reflection phase as a function of frequency for all 32 states, with a foam
thickness tfoam = 3mm. This graph confirms that the resonant frequency decreases when the
loading capacitors values increase. Thus, the state corresponding to the highest resonant frequency
is 00000 (all MEMS in Up state), and the state with the lowest frequency is 11111 (all MEMS in
Down state).
In order to better observe the phase distribution at a given frequency of operation, we plot
the phase as a function of the state operated (phase diagram). In order to assess the relative
repartition of the phase states within the range, the states are sorted according to the phase, as
is done in Figure 9.8 for an operation frequency fC = 8.5 GHz. Such plot allows characterizing
the range while visualizing the relative repartition of the 32 states, which should be as uniform as
possible —namely, forming a linear curve in the phase diagram— to minimize phase quantization
errors on the array reflector surface. It is observed that for the frequency and thickness considered
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Figure 9.6: Computed surface current at 7.5 GHz in states 00011 (a) and 11100 (b), tfoam =
3mm. The same scale is used for both plots.
here, a range of 147o and good phase repartition are obtained. The losses are shown in the same
graph, and are very low since below 0.2 dB in all states.
Nevertheless, as explained in Chapter 8, a comprehensive characterization of such element
requires the assessment of the phase not only at the central frequency but on a certain BW.
Indeed, it is in practice easy to design a RA cell that presents good range and phase repartition
by operating it around high resonances, namely where the phase dispersion is very high. However,
this would lead to very large frequency phase errors, hence very narrow BWs. In addition, such
a design would also be extremely sensitive to fabrication tolerances, control voltage imprecision,
and temperature drift.
Here, for simplicity, we address the BW issue by first setting the desired fractional BW and
plotting the corresponding phase error at the lower and upper limits of the band, referred to as
fL and fH , respectively. We use a reference fractional BW of 5% (this is a typical ‘large’ BW for
RAs [85]), and the results for fL and fH are plotted in Figure 9.8 along with fC . It should be
emphasized here that these curves must not be sorted according to their own phase, but using the
same ‘sorting index’ as for fC . Indeed, we must characterize the phase difference state-by-state.
In most cases, sorting each curve independently wrongly suggests a better BW than is actually
the case.
In order to quantitatively assess the dependence of the phase on the frequency, we employ
the definition of the frequency phase error E (fC , BW ) introduced in Section 8.2.4. We obtain an
average phase error at the limits of a 5% BW of only 1o. It is also noticeable that, even for a very
large BW of 20%, this error remains low since it is only 10o (a limit phase error as high as 30o is
sometimes used in the design of RA [86]).
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Figure 9.7: Reflection phase as a function of frequency for all 32 states, tfoam = 3mm.
























Figure 9.8: Reflection phase and loss as a function of the MEMS states (phase diagram) at
the center and limits of a 5% BW around fC = 8.5 GHz, for tfoam = 3mm.
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Figure 9.9: Effect of the foam thickness tfoam on the reflection phase. (—): state 00000,
(- -): state 11111. (◦): tfoam = 1mm, (×): tfoam = 3mm, (): tfoam = 5mm.
Table 9.1: RA element performances overview and influence of the foam substrate thickness.
Substrate thickness tfoam 1 mm 2 mm 3 mm 4 mm 5 mm
Frequency fC 12 GHz 10 GHz 8.5 GHz 7 GHz 6 GHz
Range R (fC) 360o 218o 147o 118o 94o
Phase error E (fC , BW = 5%) 7o 4o 1o 1o 1o
Phase error E (fC , BW = 10%) 15o 7o 2o 2o 2o
Cell size d < 0.47λ < 0.39λ < 0.34λ < 0.28λ < 0.24λ
Average loss < 0.3 dB < 0.2 dB < 0.1 dB < 0.1 dB < 0.05 dB
9.4.3. Foam substrate thickness
Figure 9.9 illustrates the dependence of the reflection phase on the foam substrate thickness. For
clarity, only states 00000 and 11111 are shown but the same trend is observed for each state. First,
we note that the resonance of the element —which approximately corresponds to the frequency
where the range is the largest— is shifted towards lower frequencies when the foam thickness tfoam
increases. In order to fairly compare other performances of the element (BW, loss, electrical size)
as a function of the foam thickness, we compute these at the ‘largest range’ frequencies, which are
reported in the second row of Table 9.1.
The fractional BWs chosen for the comparison are 5% and 10%, and Table 9.1 indicates that
the average phase error E (fC , BW ) reduces as the foam thickness increases. This was already
suggested by Figure 9.9, where we observe that the slope of the reflection phase decreases with
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tfoam, which generally means a lower frequency phase error. As mentioned in Chapter 8, the cost
of an enhancement in the element BW is in general associated with a reduced range. This is clearly
verified here since the improvement in terms of phase error achieved by increasing the substrate
thickness is at the cost of a severe reduction of the range R (fC). Finally, the losses are higher for
thin foam thicknesses, which is due to the sharper resonances occurring in this case.
Finally, we graphically illustrate some results obtained for the two extreme foam thicknesses
tfoam = 1mm and tfoam = 5mm (the results for tfoam = 3mm were shown in Figure 9.8).
Figure 9.10(a) shows the performances of the cell with the thin tfoam = 1mm foam substrate at
12 GHz. In this case, the full 360o range is covered, while the average phase error at the limit
of the 5% BW is still very low, namely, about 7o. The graph is necessary to assess the phase
repartition, which is rather good, except that few states exhibit phases between -45o and -135o.
Now, some inspection of the magnitude of the reflection coefficient shows that higher losses occur
for particular states and frequencies, due to some sharp resonances of the element (here, this occurs
only for states 23 and 32 and especially at the frequency of 12.3 GHz). Although the level of losses
is acceptable even for these states, a practical solution to overcome this problem is simply to
exclude the states leading to prohibitive losses, which is not a problem if there is some redundancy
in the available phases.
The results obtained for tfoam = 5mm, at 6 GHz, are shown in Figure 9.10(b) on a 10% BW.
The corresponding very low phase error (2o) reported in Table 9.1 stems from the fact that some
change in frequency mainly results in some offset of the phase curve in the graph. We also observe
that very good phase repartition and loss are obtained.
9.4.4. Incidence angle
a. Introduction
The phase results presented so far correspond to a normal incidence θi = 0◦. However, it is clear
that in an actual RA, the different cells all ‘see’ the feed under different incidence angles, depending
on their locations on the reflector surface. As a result, this incidence angle must be taken into
account in the RA design when selecting the state to be operated at a given cell location and for a
given scan angle. Consequently, the design of the reconfigurable RA requires the characterization of
the cell reflection phase for each state, for different frequencies in the BW, but also for the various
possible incidence angles from the feed to the reflector surface. Here, this is possible thanks to the
development of the PBC-WG setup in HFSS, and this section studies the influence of the incidence
angle on the phase diagram and BW, from an array design and performances points of view.
In [92], the design of a pin diode based reconfigurable reflectarray was carried out by charac-
terizing the element for an incidence of about 50o alone1. The design of the RA itself was thus
made by assuming that this reflection phase is independent from the incidence angle. As rightly
pointed out in this reference, this assumption probably led to the observed significant loss of effi-
ciency of the array, since the assumption results in phase characterization errors of “up to 45o for
1This angle was not chosen for a particular reason but set by the cell characterization method of [92].
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Figure 9.10: Reflection phase and loss as a function of the MEMS states. (a): at the limits
of a 5% BW at 12 GHz with tfoam = 1mm. (b): at the limits of a 10% BW at
6 GHz with tfoam = 5mm.
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Figure 9.11: Phase diagram of the MEMS RA cell for different incidence angles, with
tfoam = 1mm and at 12 GHz.
incidence angles as small as θi = 25◦, compared to the case of normal incidence θi = 0◦”. In [100]
and [95] as well, RA elements are characterized in usual RWGs only, which means that the element
is only characterized for given pairs of frequency and incidence angles (see Section 8.4).
b. Effect of incidence angle on phase and range
When characterizing the BW of a RA element such as done Section 9.4.2, we explained the require-
ment that the curves obtained at different frequencies only differ by some phase offset. However,
there is no such requirement for the curves obtained under different incidence angles, at a given
frequency. Indeed, in this case these curves correspond to different element locations on the re-
flector, and not to the variation of phase with frequency for a given array location. Consequently,
the dependence of the incidence angle on the phase is not a limitation, provided it is taken into
account in the design. Nevertheless, although the phase responses for different angles need not be
the same, it is clear that large range and good phase repartition should be achieved for all possible
incidence angles. As an example, Figure 9.11 depicts the phase diagrams for 4 different incidence
angles between 0o and 60o. We observed that the 360o phase range is preserved even for very large
incidence angles, and that the phase repartition is not significantly degraded.
c. Effect of incidence angle on BW
Similarly to the range and phase repartition, the BW should be assessed for the different incidence
angles under which the reflector surface is illuminated by the feed. This is done here in Figure 9.12,
where the phase diagram on a 5% BW is shown for both normal incidence and θi = 40◦. A
moderate degradation of the frequency phase error is observed, namely, from an average of about
7o to 17o. It should however be noted that these figures are very sensitive to the large errors
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Figure 9.12: BW characterization plots for different incidence angles (a) θi = 0◦ (b) θi = 40◦,
with tfoam = 1mm, at 12 GHz.
occurring in particular states (see the ‘peaks’ in the graphs of Figure 9.12(b) in states 12, 17 and
24). Nevertheless, it was observed that these peaks are not easily repeatable by the simulation,
even for very stringent convergence criteria, which is linked to the limited precision of HFSS using
PBCs for large incidence angles.
9.4.5. Element radiation patterns
As explained in Section 8.2.6, a weak dependence of the element radiation patterns on the incidence
angle θi is preferred, so that these patterns do not need to be taken into account in the array design.
Second, whichever the value of θi, a broadbeam reflected pattern is desired to limit the degradation
of the RA gain when scanning the array off broadside. Here, a problem is to characterize the
element pattern when embedded in the array (so-called active pattern). In a TL-fed array, it would
be possible to carry out some simulation or measurement of an active element, surrounded by some
other elements matched to the reference impedance of the system. This is not possible in the case
of the RA, because we cannot ‘match’ the surrounding elements, as they will necessarily all be
excited by the incident wave as well. Another approach employed for TL-fed arrays to deduce the
active pattern is using the isolated element pattern and the the reflection coefficient at the input of
the element in the array environment as a function of the scan angle [101]. This is again impossible
in the case of the RA and here we will, for simplicity, only simulate the radiation patterns of the
element in an isolated configuration. It is thus clear that the coupling between elements is not
taken into account and that related effects such as array blindness are not assessed [101]. However,
the idea here is simply to observe the effect of the incidence angle on the patterns and to compare





































































MEMS CELL state 11111
MEMS CELL state 00000
Figure 9.13: Simulated element radiation patterns as a function of incidence angle θi, at
12 GHz for tfoam = 1mm. (thick lines): Co-pol, (thin lines): Cross-pol. (—):
θi = 0◦, (- -): θi = 40◦.
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the active patterns should be studied in future work on the topic (note that publications on the
design of RA generally do not address this question). The different 2-D patterns computed are
described in the following table:
E plane (φ = 90◦) H plane (φ = 0◦)
Co-polarization Eθ Eφ
Cross-polarization Eφ Eθ
The results are shown in Figure 9.13, and have been computed for states 00000 and 11111 with a
foam thickness tfoam = 1mm at 12 GHz, in order to correspond to the phase results presented in
Figure 9.10 and Figure 9.12. Figure 9.13 first shows the patterns for a reference rectangular patch
on the same substrate, which was designed to resonate at about 12 GHz, too. We observe that:
• The E-plane co-polarization very weakly depends on the incidence angle θi.
• The E-plane cross-polarization for θi = 0◦ is extremely low, and is actually only related
to the limited precision of the simulation, since this is theoretically zero in the whole E-
plane. For an oblique incidence θi = 40◦, the currents induced in the element are no longer
symmetrical around the E-plane, and the simulation shows that the cross-polarization is now
about -20 dB.
• The H-plane co-polarization pattern is influenced by the incidence angle θi; more precisely,
the maximum directivity approximately corresponds to the angle of specular reflection (here,
θi = 40◦ so this maximum is at about −40◦).
• The H-plane cross-polarization is very low for both simulated incidence angles.
As is clearly seen in Figure 9.13, all these observations apply to the MEMS ring element as well.
The worst cross-polarization level is about -30 dB, which is even better than the -20 dB obtained
in the case of the reference rectangular patch and good enough for most applications. The co-
polarization patterns are very broadbeam. Thus, the directivity in a wide range of angle around
broadside is only weakly dependent on the incidence angle. As a result, we can conclude that the
designed element can be employed for RAs scanning large angles off broadside. Also, a comparison
with a rectangular patch antenna shows that the pattern are not degraded by the use of more




Figure 9.14 shows a fabricated device, as well as some close views on a MEMS series capacitor and
the bias lines distribution network. In the picture, the MEMS device is placed on the thinnest
(1 mm) foam additional substrate. The foams were fabricated to exhibit thickness tolerances
below 0.05 mm for a good reflection phase precision. Figure 9.15 shows a symbolic representation
of a fabricated device embedded in a RWG-IAS for experimental characterization. Here, two cells
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Figure 9.14: Pictures of a fabricated RA 2-cell on a 1 mm foam additional substrate. The













Figure 9.15: Sketch of a proposed ’active’ RWG-IAS measurement of the RA cell.
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are actually measured, for the reasons explained in detail in Section 8.6 in the case of the PCB
cells measurements. As shown in the sketch, it is however necessary here to drive the DC control
voltages inside the RWG. There are several possible ways to do this, with different pros and cons.
The solution shown in Figure 9.15 is to mechanically fix the device to a PCB where lines and
connectors were previously printed and mounted, respectively. The lines are then connected to the
MEMS device by wirebonding, as shown in the drawing. Finally, the whole structure is inserted
in the RWG-IAS, which must include some opening to accommodate the PCB.
It is clear that the opening carried out in the RWG should not perturb the measurement.
This issue can be addressed by carefully selecting its size and location with regard to the fields and
currents in the RWG. However, more problematic here is the fabrication issue. Indeed, although
quite simple in principle, realizing the proposed setup is difficult in practice, in particular because
of the stringent criteria on the size of the MEMS chip to be fabricated (this one could not be freely
chosen to allow printing some dedicated pads for the wirebonding). As a result, it was decided
to test the device in ’frozen’ states, where all MEMS are either in the Up or Down state. The
measurements are thus carried for the states 00000 and 11111 only, for the 5 considered substrate
thicknesses and on the whole X-band, which should be sufficient to confirm simulated results.
Indeed, if good correlation between simulations and measurements is confirmed for states 00000
and 11111, this means that the MEMS structure is well modeled both the Up state and the Down
state. Since all other RA cell states can be seen as combinations of these two extreme states, it
can safely be assumed that a good agrement between simulations and measurements would be
obtained for the other states as well.
b. Results
Figure 9.16 exhibits measurement results for 3 foam thicknesses (1 mm, 3 mm, and 5 mm) and
for both states considered. In each case, two different instances of the device were measured to
assess the repeatability of the results, which proves to be very good both in terms of phase and
loss. The graphs also show simulated results in the same configuration and same location of the
reference plane for the computation of the reflection phase. Concerning the phase, an excellent
agreement between simulations and measurements is observed, taking into account the inherent
measurement imprecision such as the centering of the RA cells in the RWG and the accuracy
of the foam substrate thickness. In particular, we can note that the difference between the two
measured devices is sometimes larger than the difference between simulation and measurements.
It is believed that the good agrement is partly due to the fact that the design was done so that
moderate discrepancies in the MEMS capacitance values would not impact on the reflection phase
precision (see Section 9.3.2).
More complicated is the issue of loss, because of the limited knowledge in the conductivity
of the deposited materials. Some tuning of the metal conductivity in the simulations showed that
the actual conductivity of the deposited metal is much lower than that of pure aluminium (of a
factor of about 100). However, this very large change in the conductivity does not lead to a great
degradation of the reflection loss, nor to the presence of new resonances in the reflection loss, as
shown in the right hand side of Figure 9.17. In addition, the left hand side of Figure 9.17 shows
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(a)  t           = 1 mmfoam 
(b)  t           = 3 mmfoam 
(c)  t           = 5 mmfoam 
Figure 9.16: RWG-IAS measurements results of the MEMS RA cell (—), compared with
simulations (· · • · ·). The plane wave incidence angle θ corresponding to the
different frequencies of the RWG-IAS measurement are shown on the top of
each graph.
265
9. MEMS Reflectarray Cells




























Figure 9.17: Comparison of the simulated results with a metal conductivity of σ =
4e7 S/m () and σ = 5e5 S/m (•), for tfoam = 3mm.
that the reflection phase is totally insensitive to the conductivity of the metal, which is especially
convenient for the design of RA cells. Finally, let us note that although the cell might exhibit
rather large losses in some parts of the measured band, this does not mean that the actual RA cell
in operation will exhibit such losses. For instance, let us observe the loss of the cell on the 1 mm
foam [Figure 9.16(a)]; although the losses are larger than -2 dB below 10 GHz, they are much
lower in the frequency range where this cell is intended to be used. Indeed, the phase diagram for
this structure shown in Figure 9.10(a) corresponds to an operation frequency of 12 GHz, where
the worst case measured loss is below -0.7 dB. As a result, the losses remain excellent with regard
to state-of-the-art, even for a significant degradation of the metal conductivity.
9.4.7. Application examples
This section presents the application of the designed MEMS RA cell to reconfigurable RA designs.
The idea is to show in a simple but quantitative way how the element could be employed in concrete
reconfigurable RAs, but especially to illustrate the corresponding phase quantization. Indeed, the
phase distribution that can be achieved using the RA element differs from the ideal phase required
on the reflector surface since:
1. The actual reflector surface is discretized according to the cell size d, whereas the required
phase shift is a continuous function.
2. Only 2N phase states can be achieved by the actual element, although the required phase
shift at a given element location can take any ‘analog’ value. So, there will necessarily be
some differences between the required theoretical phase and the selected state of the cell for




Figure 9.18: RA geometry with [−xf ; zf ] = [180mm; 360mm] and 2wx = 320mm.
Here, we first calculate the required phase distributions for a given array geometry and some scan
angles. Second, we study how these phase distributions can be approximated using the designed
MEMS RA cell. For simplicity, we consider here 1-D scanning and will only determine the required
phase on the axis of the array in the scan plane (note that the phase within the whole array can
be easily deduced too). Figure 9.18 shows the RA geometry and associated definitions. Here the
idea is to get ‘maximum gain’ scanning in the xz plane, with an angle θr with regard to broadside.
The feed is located at [−xf ; zf ] and the reflecting surface width is 2wx. The numerical values
are provided in the caption of the figure and correspond to the fixed-beam RA presented in [111].
This array geometry was chosen first because it operates in the same band as our RA elements
(X-band). Second, the electrical dimensions of the array at the operation frequency are such that
an element covering the full 360o range is required, because different elements in the array are
subject to more than one wavelength of difference of path length from the feed. For the following
calculations, the surface of the array is discretized according to the grid spacing d so that x = m ·d
with m ∈ Z. As the reflector is located within x ∈ [−wx, wx], we have m ∈ [−M,M ], with M
being the largest integer with M 6 wx/d.
In order to determine the required phase distribution, let us first re-write (8.11) in the following
form:
∆ρm = −kd (sin θr + sin θi,m) (9.1)
and recall that θi,m is the incidence angle on element m (see Figure 9.18), and ∆ρm the difference
of reflection phase between successive elements: ∆ρm = arg (ρm+1)− arg (ρm). We express θi,m as







Then we substitute (9.2) in (9.1) and obtain, after some trigonometric simplification:
∆ρm = −kd
(
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with αm = (xf +md)/zf . Finally, the desired reflection phase for arg (ρm) is deduced from (9.3)
by the following recursion:
arg (ρm) = ∆ρm + arg (ρm−1) (9.4)
There is obviously an infinity of solutions arg (ρm), which only differ by a constant phase offset.
This is very interesting in the sense that, in practice, we can select which offset to give to the
ideal phase response to get a minimal quantization error using a given reconfigurable RA element.
However, for simplicity, we choose in this first example to set arg (ρm=0) = 0, namely, to fix the
phase to zero at the center of the array. We have now deduced the ideal phase reflection in the
array axis, which is given by (9.4) and (9.3). Using the array geometry described above and for
an operation frequency of 12 GHz, we obtain the results shown in solid lines in Figure 9.19, for 4
different scan angles.
Now, we want to approximate this ideal phase distribution using the designed MEMS element.
For that purpose, we use the 32 phases obtained in the case of a 1 mm-thick foam, in order to cover
the full 360o range required here. First, we observe how finely the ideal curve is discretized along
the reflector dimension x, which only depends on the element size d. Here, d = 11.43mm and there
are 28 elements in the considered array axis. A routine was programmed to automatically select
the best state at each element location, and plot the corresponding phase as shown in Figure 9.19,
in comparison with the ideal solution. We observe here that the element allows implementing a
phase profile that accounts well for the ideal solution. The largest discrepancies obviously occur
in the regions of the phase diagram where few states are available. The average and maximum
quantization phase errors are also calculated; for the four scan angle studied here, the average
quantization phase error is between 6o and 10o, while the maximum error is less than 30o.
It is interesting to compare these figures with the average frequency phase error defined in
Section 8.2.4 and reported in Table 9.1 for this RA element. We observe that the phase quantization
error is in general larger than the frequency phase error. This means that the degradation of the
phase response due to a change of frequency in the considered BW is small with regard to the
error already present at the design frequency because of phase quantization.
As explained in Section 8.2.1, another application for reconfigurable reflecting surfaces is for
the dynamic compensation of surface distortion [90]. Let us imagine that our surface is now a
sub-reflector that must exhibit the typical phase profile shown in Figure 9.20(b)1. In this case,
since the range is only about 60o, it is preferable to use an element with a limited range but better
phase repartition to minimize the phase quantization errors. Using a foam thickness of 5 mm, we
obtain the phase diagram of Figure 9.20(a), and Figure 9.20(b) plots the optimal phases obtained
at each element location. Note that we made use of the fact that, as explained above, any offset
of the ideal phase reflection is also an ideal solution. Thus, we purposely selected the ideal phase
response that is within the range of our element [see the arrow in Figure 9.20(a)], so that the
required phase distribution is well accounted for by the real surface.
1This profile was chosen arbitrarily, for the sake of illustration, but is typical of a sub-reflector compensation of
some parabolic antenna thermal distortion [90].
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Figure 9.19: (—): ideal phase responses for the array of Figure 9.18, (markers): implemen-
tation using the presented MEMS RA cell with a 1 mm-thick foam, 12 GHz.























Figure 9.20: Use of the RA element for phase distortion compensation at 10 GHz. (a):
Phase diagram of the RA element with a 5mm-thick foam. (b): Ideal phase
compensation (—) and implementation using the RA element ().
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9.5. Results summary and performances discussion
This section gives an overview of the results obtained with the designed MEMS cell, with regard to
the various requirements for reconfigurable RA cells addressed in this work. Theses performances
are also discussed in the light of the results achieved for other reflectarray cells, whether based on
MEMS or on other technologies for reconfigurability.
Phase range
As shown in Table 9.1, The range of the designed MEMS cell can be controlled by means of the
foam substrate thickness. The full 360o range is covered in the case tfoam = 1mm, with all other
performances satisfactory. Nevertheless, in cases where a smaller range is sufficient, it is possible to
use a thicker substrate to further increase the BW. For instance, [112] calculates a required range
of 300o, while even smaller ranges could be sufficient for some error compensation application. For
comparison with the results achieved in the literature, one must separately treat the case where
the phase shift is achieved by a TL connected to the radiating elements, or when the phase shift
originates from a modification of the radiating area itself. In the first case, achieving a 360o is
rather straightforward since this only depends on the length of the TL. In this context, RA cells
such as presented in [92,113,114] all achieve the required phase shift. However, in the case of the
modification of radiating shape itself, it is observed that [95] and [98] demonstrate smaller ranges
of 280o and 230o, respectively. The cell designed here belongs to this second category and thus
presents very good range with regard to the aforementioned values.
Phase repartition
In principle, the best method to achieve uniform phase repartition is using TL phase shifters,
since the different phases can be uniformly distributed in a simple way by varying the electrical
length of the TLs of constant increments. However, note that having a sufficient number of bits
might be problematic here if the principle is to switch between TLs of different length, such as
done in [114]. Indeed, in this case complicating switching network would have to be implemented
(in [114], a 2-bit resolution is achieved by using SP3T switches). Nevertheless, we demonstrated
here that good phase repartition can be achieved as well by integrating the control element into
the radiating shape itself; in this case, the principle can be extended to virtually any number of
bits.
Bandwidth (BW)
Table 9.1 shows the very small average phase error obtained with the designed element. In most
published works presenting reconfigurable RA cells (e.g. [93, 95, 98, 100]), a unique phase diagram
at the design frequency and for a given incidence angle is used to characterize the element. It is
therefore not possible to compare our design to these references where the BW was not character-
ized. In contrast, some phase error information can be found in [92] and inspection of Figure 2 in
this reference shows that the element presents larger phase error than the extremely small figures
obtained for our element and reported in Table 9.1. Reference [113] also shows the phase obtained
at different frequencies around the center frequency of the element. In this case, an average phase
error as large as 50o is obtained in a BW of less than 10%, which is much larger than typical phase
270
9.5. Results summary and performances discussion
errors obtained here.
Reflection loss
The losses of the RA cell depend on the foam thickness, and the worst case here corresponds to the
largest phase range 360o, namely, using the thinnest 1 mm foam substrate. Even in this case, very
low losses were measured, namely, inferior to -0.7 dB at 12 GHz for all states and chips measured.
In the case of the rather new approaches for RA reconfigurability based on liquid-crystal [95],
ferrite ground plane [94], or the photonically-controlled semiconductor of [96], the losses are in the
range of -6 dB to -10 dB, which seems prohibitive with regard to most applications. The diode-
based designs of [92] and [93] exhibit better performances, namely, about -2.5 dB and -3.5 dB,
respectively. However, these figures are already much higher than the loss reported in this work.
In addition, such loss performances are obtained for operation frequencies of 5.4 GHz and 5.8 GHz,
whereas the ’worst case’ -0.7 dB obtained here correspond to an operation frequency of 12 GHz.
Since the difference between both approaches in terms of losses increases with frequency, the
advantage of the MEMS implementation would be even more advantageous for higher frequencies,
which is fundamental considering the millimeter waves applications envisioned for reconfigurable
RAs [e.g. automotive cruise control (77 GHz), imaging and remote sensing (35 GHz, 94 GHz)].
Finally, some measured loss results for a MEMS implementation were presented in [98] and range
from -1 dB to -3 dB at 5.8 GHz, for a limited range of 230o. References [115] and [114] provide
some loss assessment too; however, these only correspond to the loss in the TL to be used as a
reflective phase shifter at the ‘ouput port’ of the radiating element. Corresponding results are
already of about -1 dB in both cases, but still have to be evaluated for the complete RA cell (as
well as confirmed by measurement in the case of [115]). Finally, some good loss figure is obtained
with the MEMS RA cell of [99], namely, between -0.6 dB and -1 dB.
Sensitivity to control voltage precision
The approach employed in this work to reduce (and virtually eliminate) the influence of
noise/imprecision of the control voltage on the microwave performances was to operate the MEMS
in a digital mode. In contrast, designs based on an analog control necessarily suffer such limitation
(e.g. diodes [92], ferrite [94], liquid crystal [95], and MEMS [98]). The sensitivity of these analog
designs depends on the technology and detailed design, and cannot be easily quantified; however,
it will clearly be much more important than for the digital design presented here. In addition, and
as explained in Section 9.2.2, the sensitivity is especially problematic in the case of the MEMS
analog implementation, as a result of the very large slope of the C(V ) curve for large capacitance
ratios.
Reflected pattern
Some radiation patterns for the designed element were presented in Figure 9.13. We could thereby
show that a broadbeam pattern is obtained, with a maximum cross-polarization level of about
−30 dB for an incidence angle of 40o. The performance of the element was compared with a
reference rectangular patch in a similar setup and it was found that the MEMS element cross-
polarization is even lower than that of the patch element. It is not possible to compare these results
to other RA cell since no pattern characterization was found in the corresponding references.
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Incidence angle effect
The effect of the incidence angle was tested both in terms of the phase response and of the reflected
pattern. Concerning the phase response, it was observed that the range, the phase repartition, and
the BW are good even for incidence angles as large as 60o. The radiation pattern dependence on
the incidence angle was found comparable to that of a rectangular patch. Here again, no similar
results for comparison could be found in the literature.
Cell size
The cell designed here is smaller than λ/4 at the maximum operating frequency, thus ruling out
grating lobes for any angle scanned by the array. In addition, the even smaller electrical sizes of
the element reported in Table 9.1 allow the reduction of phase quantization errors on the reflector
surface. This is an advantage over RA elements based on TL phase shifters, which can suffer from
the space required to accommodate the TL in the unit cell [111,113].
Complexity
The complexity of the designed structure is obviously also an issue, mainly for reliability and
cost reasons. In this context, [96] certainly presents the more costly solution, as a result of the
photonical excitation of the substrate. Concerning MEMS-based cell, a monolithic approach as
presented here is the most reliable and cheap, since no difficult mounting and wirebonding must
be carried out (e.g. [112]). Finally, as explained in Section 9.2.2, the DC biasing circuit of the
digital MEMS approach is much simpler than it is the case of an analog implementation.
Other issues
In addition to the points discussed above and linked to the RA operation, MEMS based RA cells
inherently present the usual advantages of MEMS over established technologies. One can name:
a fundamental very high upper frequency limitation, very low drive power, and excellent linearity
with regard to diodes.
9.6. Conclusions and perspectives
From a general perspective, we demonstrated that MEMS technology is a very promising solution
for the implementation of reconfigurable RAs with state-of-the-art performances. This solution is
particularly suitable for high frequencies, which is especially important considering envisioned ap-
plications for reconfigurable RA in satellite communication, automotive cruise control, and remote
sensing. In general, MEMS reconfigurable RA presents the same pros and cons as other MEMS-
based microwave devices (e.g. cost, reliability; see Chapter 1). However, the digital MEMS control
proposed here allowed solving the main limitation linked with any analog implementation, namely,
a severe tradeoff between range and sensitivity to control voltage precision, temperature drift and
fabrication tolerances. In addition, the numerous other requirements for RA cells were addressed
and the very good performances of the device from these different points of view were highlighted.
An efficient design method was employed to design the MEMS RA cell, based on physical
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insight, circuit modeling of the MEMS, and full-wave simulations. Since a very large number of
intensive simulations is required in this process, particular steps were taken and validated to reduce
the computational time.
The presented reconfigurable RA cell exhibits excellent performances with regard to the frag-
mented results available today in the literature concerning reconfigurable RA cells. However, here
are some potential directions for further work on this topic:
• Study the effect of MEMS packaging: this is rather straightforward since this would only
require running similar simulations as carried out here, while adding the package in the setup.
• Investigate multilayer topologies, which were shown in [88] to potentially improve the BW
of fixed-beam reflectarrays.
• Increase or decrease the number of bits (depending on the application), while maintaining
good range and phase repartition.
• Investigate dual-polarized reconfigurable elements.
• Develop some algorithm for the automatic optimization of some of the element parameters.
This would be particularly useful for the fine tuning of the MEMS elements locations, which
mainly determine the quality of the phase repartition.
• Finally, it is clear that the implementation of a full, operating MEMS RA should eventually
be carried out. The main issue here is technological, namely, to fabricate a large number of
RA cells, and to manage the mounting, biasing, and control of the whole structure.
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10.1. Summary
The theory of periodic TL structures has been revisited in the light of its application to the devel-
opment of circuit-based design methods for micromachined and MEMS circuits. The first outcome
of these developments was to show that Bloch wave modeling can be rigorously employed even in
the case of finite periodic structures. Second, particular attention was paid to the mathematical
and physical interpretation of the sign ambiguities in the computation of the fundamental parame-
ters of the periodic structure. Finally, the approach was generalized for the multimode description
of the structure’s unit cell.
Methods based on this theory were then developed for the design of distributed MEMS trans-
mission lines (DMTLs), along with different contributions to the analysis of such structures. Analog
and digital devices were fabricated, showing excellent agreement with the circuit modeled results.
In a next step, a new topology for the reduction of the mismatch in multi-bit implementations was
introduced. An analytical proof of the superiority of the approach over the conventional one was
then presented, along with some design method for the new topology.
The next results presented mainly consisted in theoretical developments on the composite
right/left handed transmission lines (CRLH-TLs) structure, carried out to overcome the limitations
of existing modeling based on the effectively homogenous media assumption, which was shown to
be inappropriate in the case of micromachined or MEMS CRLH-TL implementations. Devices
were successfully designed based on the new theory, which also allowed the demonstration of the
possibility to design especially low/high impedance CRLH-TLs.
Next, MEMS implementations of variable CRLH-TLs were presented. Analog and digital
devices were designed, and excellent agreements between full-wave simulations and circuit models
were obtained in both cases. For fabrication reasons, only the analog device could be measured
to exhibit the expected performances. Eventually, new differential phase shifters were designed
using the MEMS CRLH-TLs as building blocks. The devices exhibit reconfigurable frequency-
independent differential phase shift, or group delay, on wide bandwidths.
The last part of the thesis concerned the reflectarray application. We first presented a com-
prehensive assessment of the numerous requirements for a reflectarray cell, which required several
considerations related to the functioning of a reconfigurable reflectarray. Simulations and mea-
surement issues were also extensively discussed and validated. The designed reflectarray cell was
then introduced and characterized considering all aforementioned requirements.
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10.2. Discussion
This thesis addressed various issues linked with the development of microwave or millimeter wave
devices reconfigurable by means of MEMS, both from a practical and a theoretical point of view.
Different types of devices have been designed to illustrate the versatility of the developed
methods. In addition, the choice of the devices studied was also made to illustrate the various
potentialities of MEMS in microwave applications. The first device studied, the DMTL, was an
already popular MEMS device and the new contributions here mainly consisted in the improvement
of existing design methods as well as proposing some new topology for multi-bit operation. The
second TL structure that was selected, the CRLH-TL, was much more challenging and constitutes
—to the author’s knowledge— the first implementation of a MEMS-reconfigurable metamaterial
structure. This research area is especially promising, as a result of the demonstrated capabilities
of non-variable metamaterial and the efficiency of MEMS for reconfigurability. Finally, noting
that the two first classes of structures designed were based on TL, it was decided to implement
some MEMS-variable radiating structure as well. The reflectarray application was selected, as
an advantageous solution for reconfigurable low-cost antennas that would especially benefit from
MEMS technology.
When designing microwave MEMS, considerations related to fabrication, reliability, and
electromechanical issues must be considered along with the electromagnetic design —on which
the emphasis was put in the present work. In this context, there is the requirement of some
’practical’ know-how for addressing all these issues in reasonable time, which was progressively
acquired through the various designs presented. It is actually interesting to note that many pub-
lished works on microwave MEMS have somehow neglected theoretical issues to the profit of the
time-consuming practical and technological issues to be addressed as well. However, it was shown
in many instances in this thesis that a careful electromagnetic theoretical approach is also required
for an efficient design and optimized performances. It is also obvious that the V-CRLH-TL could
not have been designed without the Bloch modeling approach employed, and that the performances
of the reflectarray cell would not have been achieved without the setup of a very effective sim-
ulation method, which relied on the clear understanding of various theoretical concepts. A last
and fundamental example of the necessity of a careful theoretical analysis of a MEMS device is
linked with the major limitation of MEMS with regard to industrialization, namely, the precision
and reliability of microwave MEMS. Indeed, the presented MEMS reflectarray cell was designed in
order to alleviate the impact of the limited precision in the MEMS device on the electromagnetic
performances.
In several instances, these theoretical contributions did not fully constitute new theoretical
concepts, but rather consisted in revisiting or extending some existing theory in the light of our
targets. It is however noticeable that several theoretical developments presented are not restricted
to micromachined and MEMS devices, but could be of use for many other microwave designs.
This is for instance the case of the multimode periodic theory, the interlaced bit topology for the
reduction of the mismatch, the analysis and design of non-effectively homogeneous CRLH-TLs,
or the requirements and modeling of reconfigurable reflectarray cells. Nevertheless, it is believed
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that a main contribution of this thesis relies in the setup of a common approach to the design of
different MEMS structures. Indeed, all presented designs relied on the completion of three main
steps:
• Setup of efficient full-wave simulations of MEMS blocks.
• Development of physical, compact and accurate circuit models.
• Full-wave – circuit model hybrid design methods based on periodic structure Bloch wave
modelling.
From a general perspective, the designed components exhibit very good simulated and measured
performances, with the exception of the digital V-CRLH-TL, the poor measured results of which
were clearly attributed to fabrication issues. Concerning the DMTL, the performances obtained
were not as good as state-of-the-art. However, this is a consequence of the use of a standard
silicon wafer rather than quartz, which is again linked to fabrication issues rather than modeling
ones. Concerning the micromachined fixed CRLH-TLs, they are the first structures operating at
such high frequencies, and the devices realized on quartz wafer shows excellent properties, as is
also the case of the low-impedance demonstrator. Regarding now the MEMS V-CRLH-TLs, they
are limited mainly by the insertion loss; it is however noticeable that it is likely that no better
performances would be achieved using technologies other than MEMS at similar frequencies. In
addition, the achieved losses could be significantly reduced by passivation of the silicon substrate
or, preferably, the use of quartz wafers. However, the most performing structure of this thesis with
regard to state-of-the-art is certainly the reflectarray cell; indeed, it exhibits excellent performances
in comparison with similar MEMS reconfigurable reflectarray cell in the literature, as well as
dramatic loss reduction with regard to other reconfigurability technologies used for that purpose.
10.3. Perspectives
Research on microwave MEMS such as done in this thesis and by other groups has recently con-
firmed that this technology outperforms other solutions, not only in the case of basic devices such
as the MEMS switch, but also for more advanced applications such as metamaterials, filters, phase
shifters or reconfigurable antennas. However, the picture is somewhat different regarding the com-
mercialization of such products, since the only available device on the market today is the simplest
MEMS microwave device, namely, a switch. The reason is probably linked to—in addition to the
natural delay between research and industrialization—the issue of reliability and yield of MEMS
fabrication. However, in the light of the aforementioned breakthrough in the potentialities and
performances of reconfigurable microwave devices, it is believed that effort should be maintained
to overcome theses difficulties so that more MEMS devices can be employed in real-life applica-
tions. In addition, it is clear that the trend towards higher frequency operation, for instance in
imaging/sensing and communication applications, will further encourage MEMS solutions in the
future. However, the issue of tolerances and reliability is also a concern of the electromagnetic
designer of MEMS devices, since this one should also contribute to leverage the impact of the
fabrication problems on the microwave performances.
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Once these issues are solved, it is likely that MEMS will establish themselves as a standard
technology for reconfigurable microwave designs, as is today the case of MMICs or diodes. However,
one should distinguish here two possible approaches: in the first case, MEMS can be used as
surface mount elements, in a similar way as diodes are employed in PCB circuits. However, a
preferred approach for advanced designs is obviously to implement the whole microwave device
in a monolithic MEMS process. In this case, some MEMS technology platforms should be made
available to the designers. One of the key advantages of this approach is that it would be possible
to freely design the MEMS themselves, rather than only the circuit they are part of, thereby
achieving much better performances and versatility. However, such approach obviously requires
particular knowledge of the designer with regard to the analysis and design of the MEMS structure
itself. In this context, the methods presented in this thesis have proved to constitute an efficient
way to achieve this goal, and could consequently be used for the design of a wide range of MEMS
microwave or millimeter wave devices.
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A.1. Al-Si EPFL process
A.1.1. Introduction
Here we describe the fabrication process developed at the Center of MicroNanoTechnology (CMI) of
EPFL to realize Aluminium-based MEMS devices on high-resistivity silicon wafer. This fabrication
process was presented in [116] and is referred to here as the Al-Si EPFL process. It was employed
for the design of the DMTLs of Chapter 4, as well as for some of the fixed CRLH-TLs presented
in Chapter 6. In summary, this process involves 5 photolithographic steps and one chemical
mechanical planarization (CMP) step. It has a low thermal budget, making it compatible with
CMOS post-processing for above-IC integration of RF-MEMS devices.
A.1.2. Process description
Figure A.1 shows the complete fabrication process sequence for the Al-Si EPFL process. The
MEMS structures are fabricated on 525 µm-thick high resistivity silicon substrates (> 8 kΩcm),
which are first thermally oxidized (500 nm-thick) [Figure A.1(a)-(b)]. A 1 µm or 1.5 µm-thick Al-Si
(1%) layer (Metal1) is then deposited by sputtering [Figure A.1(c)] and patterned by dry etching in
a standard Cl2/BCl3 gas mixture using a photoresist mask [Figure A.1(d)]. Then, a 200 nm-thick
sputtered silicon dioxide layer is deposited at 200o as an insulating layer [(Figure A.1(e)]. A 4 µm-
thick amorphous silicon (a-Si) layer is then sputtered [Figure A.1(f)]. Prior to planarization, the
a-Si layer is etched with continuous SF6/C4F8 anisotropic process to have access to the alignment
structures in Metal1 and to monitor the a-Si thickness during CMP (this step is not shown in
Figure A.1). It is then planarized by CMP to a thickness that will determine the nominal gap of
the suspended membranes (2 µm here) [Figure A.1(g)].
The a-Si sacrificial layer is now patterned by chlorine-based chemistry using a photoresist
mask [Figure A.1(h)]. The second step is to pattern the mechanical anchors and the Metal1-to-
Metal2 contacts [Figure A.1(i)]. The SiO2 insulating layer plays the role of etch stop layer for the
chlorine chemistry in this latter step. It is then etched at 0o in carbon/fluorine plasma, which is
selective to aluminum. A 2 µm or 4 µm-thick Al-Si (1%) structural layer (Metal 2) is deposited by
sputtering [Figure A.1(j)] and patterned by dry etching in a standard Cl2/BCl3 gas mixture using
a photoresist mask [Figure A.1(k)]. For wafers, which will be wafer-level packaged afterwards,
annealing is done at 300o for 20 min in N2/H2 forming gases. The aluminum membranes releasing
is done in SF6 plasma with a high selectivity to both SiO2 and aluminum at room temperature
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Figure A.1: Al-Si EPFL process complete fabrication sequence
Figure A.2: SEM detail pictures of devices on the Al-Si EPFL process. (left: suspended
Metal2 membrane over Metal1 step, right: etching hole in Metal2)
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[Figure A.1(l)]. Finally, the SiO2 insulating layer over Metal1 is etched in carbon/fluorine plasma
where it is not covered by Metal2 [Figure A.1(m)], in order to reduce the losses as explained in
Chapter 3.
Figure A.2 shows two close SEM views of particular details of DMTL bridges realized with this
process. We also show here an example of profilometer measurements of an analog shunt capacitor
loading a CPW realized on this process. In the case of the bridge shown here, a significant bending
in the ’H cut’ direction is observed (see Figure A.3), while the membrane over the central conductor
of the CPW is very flat in the ’V cut’ despite the large dimension of the suspended structure in
that direction (about 600 µm).
A.2. Au-Si ISiT process
A.2.1. Introduction
Here we describe the fabrication process developed at the Franhofer Institute for Silicon tech-
nology (ISiT), Itzehoe, Germany, to realize gold-based MEMS devices on High-Resistivity silicon
wafer [117]. This process was used for the realization of the analog and digital MEMS CRLH-TLs
presented in Chapter 7, in the framework of a multi-project run launched within the AMICOM
European network of excellence.
A.2.2. Process description
This process is based on high-resistivity silicon wafers (> 3kΩcm) with an insulator oxide of 2 µm.
Figure A.4 shows the different process step for this Au-Si ISiT process, which are described as
follows:
1. Lithography (UPATH) and fabrication of a Ti/ Pt/ Au/ Pt underpath by lift-off.
2. Deposition of the first dielectric layer (300 nm PECVD nitride), lithography (PASS 1) and
RIE. Deposition of the second dielectric layer (300 nm AlN or PECVD nitride) and lithog-
raphy (PASS 2) and structuring by wet etching or RIE.
3. Deposition of a Ti/Cu plating base and electroplating of the sacrificial Cu layer (4500 nm).
4. Polishing of the sacrificial Cu layer and correction to a final thickness of about 3 µm (by
sputtering of Cu). Evaporation of the 900 nm thick Au/Ni/Au or 850 nm thick Ni membrane.
Lithography (BRIDGE) and structuring by ion-milling.
5. Lithography (OS 1) and wet etching of the sacrificial Cu. Deposition of a Ti/Au plating base
layer. Lithography (LINES) and electroplating of the Au lines (about 2 µm thick).
6. Lithography (SPRING) and electroplating of the Ni anchoring and, if required, the stiffening
bars on the membrane (about 15 µm thick). Removal of the oxide from the back side of the
substrate (optional).
7. Removal of the Ti/Au plating base by wet etching and wet etching of the Ti/Cu sacrificial
layer and rinsing with isopropanol. Supercritical drying and annealing at 350o under vacuum.
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Figure A.3: Measured profile of an analog shunt capacitor loading a CPW.
Figure A.4: Au-Si ISiT process fabrication sequence.
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Figure A.5: SEM detail pictures of devices on the Au-Si ISiT process.
Table A.1 lists the 7 standard lithography layers available for this process in more detail, along
with some material properties. Finally, Figure A.5 shows some SEM views of particular details of
the MEMS CRLH-TLs realized with this process.
A.3. Al-Quartz VTT process
A.3.1. Introduction
This section describes the fabrication process developed at VTT-Millilab, Finland, to realize
Aluminum-based MEMS devices on fused silica quartz wafer [110]. It also provides high resis-
tance bias lines, which was not the case of the previous Al-Si EPFL and Au-Si ISiT processes.
The Al-Quartz VTT process was used for the realization of the monolithic MEMS reflectarray cells
presented in Chapter 9. This fabrication was made possible in the framework of a multi-project
run launched within the AMICOM European network of excellence.
A.3.2. Process description
Figure A.5 summarizes the main steps of the Al-quartz VTT fabrication process and Table A.2
describes the resulting layers. The process is based on fused silica substrates with a permittivity of
3.8. High resistivity bias lines (about 1 kΩ/square) are made of polysilicon and are used in order
to prevent coupling between RF signal and biasing circuits. The bottom electrodes of MEMS
structures are made of Gold or Aluminium/Molybdenum (500 nm). Plasma enhanced chemical
vapor deposited (PECVD) silicon oxide (200 nm) is used as the dielectric layer. A 1100-1200 nm
photoresist is then deposited to serve as sacrificial layer. It is possible to use two sacrificial layers to
get about 2400 nm total thickness. Sputtered aluminium (1500 nm) is then used as the structural
layer. As the last step, the sacrificial layer is removed in oxygen plasma without the need of critical
point drying.
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Layer Object Material Structuring Properties
UPATH underpath metallization evaporated
Ta/Pt/Au/Pt
lift-off with resist mask < 0.10 Ω/sq
PASS 1 additional dielectric on
the act. electrodes
PECVD Si3N4 RIE 300 nm, ε = 7.5
PASS 2 dielectric in the active
area
sputtered AlN wet etching 300 nm, ε = 10
OS 1 main sacrificial layer electroplated Cu wet etching ∼ 3 µm (after CMP)
LINES lines and interconnec-
tions
electroplated Au ∼ 3 µm
BRIDGE movable membrane evap. stack
Au/Ni/Au
ion-beam etching 900 nm, ∼ 0.06 Ω/sq,
∼ 5e8 Pa stress
SPRING anchoring structures and
stiffening bars
electroplated Ni ∼ 16 µm, ∼ 0 stress
Table A.1: Au-Si ISiT process layers.
Figure A.6: Al-quartz VTT process fabrication sequence.
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Name Material (Default) function Thickness Sheet resistance
1 bias Polysilicon Bias lines 500 nm > 1000 Ω
2 cont (Ion implantation) Doping for polySi-metal contact - 70 Ω
3 met1 Au Metal layer 500 nm -
4 diel PECVD Si-N Dielectric layer 200 nm -
5 sacr1 Photoresist Sacrificial layer 1100-1200 nm Insulator
6 sacr2 Photoresist Sacrificial layer 1100-1200 nm Insulator
7 bridge Aluminium Structural layer 1500 nm < 0.03 Ω
Table A.2: Al-quartz VTT process fabrication sequence.
A.4. Al-Quartz EPFL process
In contrast with the three processes presented above, the Al-Quartz EPFL process is not a MEMS
process but a very simple micromachining one for non-controllable circuits. This process was
employed for the realization of most of the micromachined CRLH-TLs demonstrators of Chapter 6.
It mainly consists in a lithography of aluminum on fused silica quartz wafers. First, the 1.5µm-
thick, pure Al layer is deposited on the wafer by sputtering at room temperature. Some amorphous
Si was temporarily deposited on the back of the wafer for clamping the quartz substrate and the
Al is dry etched. Since some bridges were needed in the designs to realize shunt inductances in
the CPWs, precision gold wirebonding was employed as a last step of the fabrication.
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In this thesis, it was decided to put limited effort into electromechanical aspects of MEMS, to the
profit of electromagnetic considerations; in the various demonstrators presented, electromechani-
cal issues, and in particular the actuation voltage of MEMS devices, were approximated by simple
formulas or by appropriate ‘scaling’ strategies using measured actuation voltages in conjunction
with analytical formulas [7]. These calculations were done in the sole goal of obtaining functioning
devices with reasonable actuation voltages and was not reported in the present document. Indeed,
due to the complexity of electromechanical modeling of MEMS structures taking into account
complex but non-negligible material stress as well as charging effects, the electromechanical mod-
eling of MEMS devices is a research topic of its own. In this context, there is sustained effort
in the MEMS community to address this issue and related information can be found for instance
in [7, 118,119].
Nevertheless, we will address here some electromechanical issues in a way that useful infor-
mation can be obtained without considering mechanical aspects in detail. As will be shown below,
the power handling capability of a microwave device based on MEMS is directly linked to electro-
mechanical aspects, and more particularly to the actuation voltage and the topology employed for
the biasing of the MEMS. Therefore, we will deduce in this section, working on an electric circuit
level, the relation between MEMS biasing topologies, actuation voltage and power handling.
A.1.2. Network analyzer and T-bias
Before dealing with biasing and power issues, we recall how RF and DC signals are decoupled
in a network analyzer when T-bias are connected to both its ports. Figure A.1 shows the basic
schematic of the network analyzer with its device under test. We see that the low pass filter
constituted by the T-bias helps not short-circuiting the RF signal. The remaining influence of
this DC access on the RF signal is removed by calibration since the T-bias are also connected
during calibration. From the DC point of view, the capacitances are open-circuits, which results
in a direct transmission of the DC voltage at the ports of the network analyzer, provided that the
other terminal of the DC source is grounded.
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Figure A.1: Schematic of the network analyzer, including T-bias, with its device under test
(DUT).
A.1.3. Parallel plate capacitance electrostatic force
Although there exist different geometries for the actuation part of a MEMS, the most common
by far, which is also the only one employed in this thesis, simply consists of two parallel plates.
In general, one of the plates is fixed while the other is mobile and can thus be actuated by an
electrostatic force resulting from a voltage applied between the plates. An electrostatic parallel
plate capacitor model can be used to account for this force since the gap g between plates is always
much smaller that the longitudinal dimensions of the capacitor. Moreover, the fringe effects can
be taken into account in the computation of an effective plate surface A. So, using the definition
of the electric energy density wE , the total energy WE between the plates of surface A and distant

























The minus sign is not important as we know that the force is always an attractive force between
electrodes, regardless of the voltage polarity (no net charge in the capacitor). We can also write
this last expression as a function of the capacitance C and we finally obtain the force as a function







A.2. Basic topologies analysis
In this section, we study 4 different MEMS and actuation topologies to deduce relevant information
about the actuation voltage and power handling.
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A.2.1. Case 1: single capacitor, direct actuation
We call direct actuation the situation where the DC voltage actuation of the MEMS is directly
applied at the RF ports. This is straightforwardly done by means of T-bias, as shown in the circuit
of Figure A.1. If we analyze the resulting circuit [see Figure A.2(a)] by means of the superposition
principle, and consider the low-pass filter to be ideal, we obtain:
VM (t) = VDC + VRF (t) (A.4)







V 2M (t) (A.5)
We calculate the square of the total voltage (A.4) and with the definition of the RMS voltage
VRF,rms according to VRF (t) = VRF,rms
√
2 (sinωt), we obtain:






2VDCVRF,rms (sinωt)− V 2RF,rms (cos 2ωt) (A.6)











2VDCVRF,rms (sinωt)− V 2RF,rms (cos 2ωt)
]
(A.7)
The two last terms in (A.7) are alternative forces at the frequency (and twice the frequency) of the
RF signal. These frequencies are well above the mechanical resonances of typical MEMS devices
and the corresponding terms need not be considered when calculating the displacement of the












This result is fundamental in the sense that it shows that the RF signal yields a DC component
in the total force between plates, which is the principal cause of the power handling limitations of
MEMS devices. A numerical example linked with this issue is presented below.
A.2.2. Case 2: double capacitor, direct actuation
The structure studied here is referred to as a double capacitor and only differs from the previous
case by the addition of a total fixed capacitance CL in series with the variable one CM . This
situation is illustrated in Figure A.2(b), where the capacitance CL is actually implemented using
two capacitors 2CL in parallel, and corresponds to the digital shunt MEMS capacitor on CPW






[VDC + VRF (t)] (A.9)






V 2M (t) (A.10)
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Figure A.2: Different capacitor structures and actuation strategies studied.
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If we compare this expression to the one obtained for the single capacitor, given in (A.8), we
observe that:
• The DC actuation voltage must be increased of (CM + CL)2 /C2L in order to produce the
same force on bridge.
• The relative effect of VRF and VDC on the force remains the same as in the single case. This
is due to the fact that both voltages are reduced by the same factor at the terminals of the
variable capacitor.
A.2.3. Case 3: double capacitor (variable 2nd capacitor), separate actuation
In general, it is also possible to apply the actuation voltage by means of separate feeds from the
RF access, as shown in Figure A.2(c). In this case, the most efficient solution to avoid detrimental
effects of the DC bias circuit on the RF performances is to place high resistances in the DC signal
path and close to the RF circuit (for instance by plating narrow line with a material of high
resistivity), which act as open circuits for the RF signal while allowing driving the DC voltage to
the electrodes.
This structure was proposed in [120] but its analysis in terms of power handling capabilities
presented suffers inaccuracy and would even prove to be erroneous for other geometries than the
one studied (see details below). However, we will see here that this problem can be addressed very
simply by the circuit approach proposed. First, let us write the voltages VM and VL applied to
the two capacitances CM and CL:




















V 2L (t) (A.15)
We now write the squares of the voltages using again the notation VRF (t) = VRF,rms
√
2 (sinωt),
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The two forces are parallel and directed in the same direction. Therefore, the resulting force on
the plate is easily obtained and we find after some simplifications:














a. Comparison with the ‘direct actuation’ (case 1)
Following the choice made in [120], so as to appropriately compare our results with this reference,
we decide to compare both situations case 1 and case 3 with CM constant. This means that, for a













We will now comment these results with regard to the observations made in [120] on this capacitor
topology. Expression (9) of [120] means that the RF force on the bridge is well approximated
by the force due to the capacitance CM only. However, (2.42) shows that the force is actually
related to the capacitance CMCL/(CM + CL) and the result given in [120] thus only holds true
when CL  CM . As in the particular case studied in [120], CL ≈ 8CM , the condition CL  CM
is roughly satisfied and the error is not detected (it is also mingled with the uncertainty in the
capacitances values).
When discussing the advantage of this improved switch over a ‘direct’ actuated switch, [120]
states that “the actuation voltage is reduced by a factor of
√
8 for a given maximum RF power”
[n.b.: The
√
8 figure actually stands for
√
CL/CM in (A.19)]. However, looking at (A.19), we
observe that this observation is only true if no RF power is transmitted (or if it is low enough to
result in a negligible actuation force).
A.2.4. Case 4: double capacitor (fixed 2nd capacitor), separate actuation
If the lateral capacitors are fixed, the above feeding configuration is obsolete since no actuation
occurs, as the DC voltage is only applied to the fixed capacitors. Consequently, the bias voltage
source must be connected between the terminals of CM , as depicted in Figure A.2(d). This source
can be floating, but we can also ground it by means of the connections GND in the figure. If we
do so, one terminal of CM is DC grounded and the DC source sees the capacitances CM and CL






V 2M (t) (A.20)
where the voltage VM is:





















Again, we compare this expression to the one obtained for the ‘direct actuation case’ (case 2)






















C2L as a result of the decoupling of the actuation voltage from the RF signal. Con-
sequently, when choosing values for CL and CM in a such a design, one should keep in mind the




Finally, we also observe that the actuation voltage does not need now be increased when compared
to the single case (case 1).
A.3. Examples and remarks
Formulas (A.8), (A.11), (A.18) and (A.22) express the force on the MEMS membrane in 4 possible
configurations as a function of DC voltage and RF power. This allows carrying out calculations
for a given topology about the actuation with RF power taken into account, or to compare two
topologies, for instance, from a power handling point of view for the same actuation voltage and
with the same overall capacitances in ‘Up’ and ‘Down’ states. In this section, we present some
calculation example and remarks resulting from the developments presented in this appendix.
A.3.1. RF power and single capacitor (case 1)




V 2DC + V
2
RF,rms (A.24)








where ρ is the reflection coefficient due to the obstacle, which accounts for the fact that the tension
VRF is the superposition of incident and reflected voltage, the incident power being directly linked
to the incident voltage only. These last two equations allow taking the RF signal effect into account
in the electromechanical static modeling of the bridge. If we plot the equivalent RMS tension for
a line of 50 Ω characteristic impedance as done in Figure A.3, we can for instance observe that an
RF power of 100 mW will induce a force on the bridge which is equivalent to the one obtained with
a DC actuation voltage of 2 V and no RF power (for the sake of simplicity, ρ = 0 is considered
in the example, which approximately correspond to the reflection coefficient of a shunt capacitor
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in the ‘Up’ state). This characterizes the non-linearity of the device with regard to RF power.
In contrast, the equivalent voltage decreases when the power is reduced and we can neglect the
effect of the RF power when this power is less than about 10 mW. In general and in order to make
appropriate assumptions and calculations in the design, an assessment of the relative importance
of the two following parameters must be made:
• RF power handling requirement in the target application.
• DC actuation voltage chosen for the design.
In other words, the lower the actuation voltage of a parallel capacitor on CPW, the more limited
the power handling of the MEMS. Depending on the priorities in the design, the best topology can
be chosen using the results presented in this appendix.














   
 [V
]
Figure A.3: Equivalent actuation voltage as a function of RF power for a 50 Ω line.
A.3.2. Stiction
In the ‘Down’ state, one of the capacitance plate is pulled-in to the other (in practice it is stuck to
the thin insulator layer between the conductors), which means that the pull-in actuation voltage
has been reached. In this particular case, the contribution of the RF power to the actuation force
will obviously not influence the position of the bridge. However, another problem might happen
in this case, which has been addressed in [119] and called stiction (or latching). In brief, stiction
might occur in the case of a switching from the ‘Down’ to the ‘Up’ state when the RF power is
maintained during switching (‘hot’ switching). Just after the switching, the equivalent voltage is
only due to the RF voltage since VDC is switched to zero but the membrane is still in its ‘Down’
position. If the equivalent actuation voltage due to the RF power is large enough, the membrane
will remain in the ‘Down’ position, causing a failure of the device. In practice, the condition for
stiction in any of the four cases presented can be simply deduced from the results provided since
the pulled-in capacitances values are known and that the DC voltage is simply zero in this case.
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A.3.3. Intermodulation
We calculated the capabilities in terms of power handling versus actuation voltage and thus ne-
glected alternative terms in the total force on the membrane. Nevertheless, these terms actually
translate into intermodulation effects, which are out of the scope of this appendix. However, this
issue is treated in [119]. From a general point of view, it is noticeable that intermodulation effects
are much smaller in MEMS devices than in their solid state counterparts [98,119].
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CMP chemical mechanical planarization
CPW coplanar waveguide
CRLH-TL composite right/left handed transmission line
CSRR complementary split ring resonator
DMTL distributed MEMS transmission line
EM electromagnetic
FEM finite elements method
FET field effect transistor
FSS frequency selective surface
GL grating lobe
IRL input return loss
LTCC low temperature co-fired ceramics
LWA leaky wave antenna
MAM metal-air-metal
M-CGDS MEMS constant group delay shifter
M-CPS MEMS constant-phase shifter
MEMS MicroElectroMechanical Systems
MIM metal-insulator-metal
MMIC monolithic microwave integrated circuit
MoM method of moments
PBC periodic boundary condition
297
A. Appendix: MEMS biasing, actuation, and power handling
PBC-WG periodic boundary conditions waveguide
PCB printed circuit board
PEC perfect electric conductor
PECPMC-WG perfect electric/magnetic conductor waveguide





RWG-IAS rectangular waveguide infinite array simulator
SEM scanning electron microscope
SMT surface-mount technology





TTDL true-time delay line
UWB ultra wideband
V-CRLH-TL composite right/left handed transmission line
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