For integers k and n with k n a v ector x 2 R n is said to be weakly k-ma jorized by a v ector q 2 R k if the sum of the r largest components of x does not exceed the sum of the r largest components of q, for r = 1 ; : : : ; k . F or a given q the set of vectors weakly k-ma jorized by q de nes a polyhedron P q; k. We determine the vertices of both P q; k and its integer hull Qq; k. Furthermore a complete and nonredundant linear description of Qq; k is given.
Introduction
In many branches of mathematics and statistics majorization plays a role in establishing inequalities between e.g., eigenvalues, singular values etc. The basic notion of majorization re ects to what extent components of vectors are spread out". For p; q 2 R n one says that p is weakly sub-majorized by q if P r j=1 p j P r j=1 q j for r = 1 ; : : : ; n . Here p j denotes the j'th largest component o f p . If also P n j=1 p j = P n j=1 q j holds, p is majorized by q and we write p q. Several equivalent conditions for weak sub-majorization are known see 7 . For instance, using the Birkho -von Neumann theorem, one can show that p q i there is a doubly stochastic matrix M 2 R n;n i.e. M has nonnegative elements and all row and column sums are 1 with p = Mq. As of the set of vectors obtained by permuting the components of q. A similar characterization holds for weak submajorization. An extensive treatment o f the theory of majorization as well as its applications in e.g. matrix theory, numerical analysis and statistics is given in the book by Marshall and Olkin 7 . For generalizations of majorization within a measure theoretical framework as well as statistical interpretations, see the extensive treatment in 11 . In 1 approximate majorization is studied.
A function : R n ! R that preserves the ordering given by majorization is called Schur-convex, t h us x q whenever x q. Therefore q maximizes x o v er the set x q. A general and important technique for nding inequalities in various elds is to discover some underlying majorization combined with a suitable Schur-convex function. A simple inequality obtained in this way, which is useful in this work, is the rearrangement inequality due to Hardy, Littlewood and Polya, see 6 , 7 . Let a 1 ; : : : ; a n and b 1 ; : : : ; b n be real numbers. Then we h a v e: In this paper we study weak k-majorization in which w e relax the partial sum constraints of weak sub-majorization for r k . The main goal is to investigate certain polyhedra associated with this notion. Several properties of these polyhedra are established. We should point out that the main results of this work were presented in 2 , but using a di erent approach. This paper is organized as follows. In Section 2 we i n troduce weak k-majorization and describe some of its basic properties. The vertices of di erent majorization polyhedra are studied in Section 3 while in the next section we study the convex hull of all the integral vectors satisfying a weak k-majorization constraint.
Notation. R, Z and Q denote the set of real, integral and rational numbers, respectively. F or 1 a b n and v in R n , w e de ne v a:b := P b j=a v j and v a:b := v a:b =b , a + 1. Note that v a:b is simply the average of the components v a ; : : : ; v b . F or each positive i n teger t we let N t := f1; : : : ; t g , and for x 2 R n , x j is the j'th largest component o f x . When S N n we let jSj denote the cardinality o f S , and if x 2 R n we de ne xS : = P j 2 S x j . F or concepts and results concerning polyhedra and linear inequalities, see 8 or 10 . When is a permutation on N n i.e., a bijection and a 2 R n we call the vector a 1 ; : : : ; a n a p ermutation of a. A set A R n is symmetric if it contains each permutation of its vectors. We let e i 2 R n be the i'th unit coordinate vector in R n , i.e., the i'th component o f e i is 1 and all other components are 0. We also let a; b : = f x 2 R j a x b g .
Weak k-majorization and optimization
We i n troduce and study basic properties of weak k-majorization. Associated optimization problems and polyhedra are also introduced.
Let, throughout, k and n be two given integers such that k n, and let the majorant q 2 R k be a given vector satisfying q 1 : : :q k .W e s a y that x 2 R n is weakly k-majorized by q and write p k q if the following conditions hold: P r j=1 x j P r j=1 q j for all r 2 N k :
2 Note that x k q i some permutation of x is weakly k-majorized by some permutation of q. For k = n the notion k coincides with weak submajorization. Also, weak k-majorization corresponds to weak sub-majorization applied to the k largest components of the vectors. The last observation means that equivalent conditions for weak k-majorization may be adopted from that of weak sub-majorization and expressed in terms of the subvectors consisting of the k largest components. One of the results of the present work is to nd another characterization of k-majorization expressed in terms of the full vector x.
A useful concept is that of an L-function introduced next. For z 2 R n we de ne L z : 0 ; 1 ! R by i L z r=k = P r j =1 z j for r = 0 ; : : : ; k , and ii L z is linear on each subinterval r=k;r + 1 =k , for r = 0 ; : : : ; k, 1. We call L z the L-function associated with z. This function is piecewise linear, continuous and concave, and it satis es L z 0 = 0, L z 1 = P k j=1 z j the dependency on k is suppressed in the notation. Any function of the form L z for some z is called an L-function. A simple, but useful, fact is that a nonincreasing vector x 2 R n satis es x k q if and only if L x L q with componentwise ordering, i.e. the graph of L x lies below the graph of L q .
Optimization problems may b e o f i n terest in connection with weak kmajorization. Let c 2 R n be a nonnegative objective function and consider the problem max fc T x j x k qg: 3 Here we m a y i n terpret c j as the expected value" or pro t associated with a project j n. When the variable x j represent the investment in project j, the problem 3 is to maximize the total pro t of the investments under the requirement that investments are suitably spread out" which reduces the overall risk. Let Pq; k : = f x 2 R n j x k q g be the set of feasible set of 3. Note that x k q if and only if xS qN r for each subset S of N n with jSj = r k because the maximum value of xS taken over all such subsets is P r j=1 x j confer the rearrangement inequality 1. Thus the set Pq; k is a polyhedron, Pq; k = f x 2 R n j x S q N r for all S N n with r = jSj k g :4
The polyhedron Pq; k, called a majorization polyhedron, i s u n bounded, its characteristic cone is ,R n and it is pointed, i.e., its minimal faces are vertices.
Furthermore, Pq; k is symmetric. Note also that a nonincreasing vector v in R n is in Pq; k if and only if v 1:j q 1:j for all 1 j k.
Each n-majorization polyhedron may be viewed as a polymatroid see e.g. 4 , 5 associated with the set function fS = P r j =1 q j for each S N n where r := jSj. T rivially, this function is monotone and submodular. Thus see 3 3 may be solved by the greedy algorithm and the optimal solution when c 1 : : :c n 0 is x = q. This result also follows easily from 1. Some further properties in the case k = n are discussed in 2 . For k n , h o w ever, Pq; k m a y not be a polymatroid and therefore the greedy solution which i s x j = q j for j k and x j = q k for j k may not be optimal in 3. For instance, with n = 3 , k = 2 , q = 2 ; 1 and c = 1 ; 1 ; 1 the greedy algorithm produces the nonoptimal solution 2; 1; 1 while the optimal solution is 3=2; 3=2; 3=2. Therefore it is clear that there are other vertices of Pq; k than the permutations of q. In the next section all the remaining vertices are described.
We also consider the integer linear programming problem coresponding to 3, or equivalently, the problem of maximizing c T x over the integer hull of Pq; k which is the following polyhedron Qq; k = convfx 2 R n j x k q;xis integralg: 5 These optimization problems are motivated by applications concerning e.g. the distribution of indivisible units" to locations or projects where it may be natural to impose a majorization constraint to assure a certain level of diversi cation.
Vertices of majorization polyhedra
We study the inner description of the polyhedra Pq; k and Qq; k. Let For s = 0 ; : : : ; k , 1 w e let w s := x q s +1:k = q 1 ; : : : ; q s ; q s +1:k ; : : : ; q s +1:k 2 R n and call these vectors q-averages. F or notational convenience, we also dene w k := w k,1 . Note that x i s i n tegral whenever and q are integral. In Fig.1 the L-functions associated with q and x are illustrated. The following lemma leads to a description of the vertices of majorization polyhedra. Proof. Let x be an nonincreasing optimal solution to 8, let t := maxf0 i k , 1 j x i g and let t 0 := maxf0 i k , 1 j x i g . One may suppose w.l.o.g. that x is chosen among the optimal solutions so that t is minimum.
Suppose that t t 0 . Let x := x 1 ; : : : ; x t 0 , c := c 1 ; : : : ; c t 0 and q := q 1 ; : : : ; q s , 1 ; x t 0 . Observe that x is a feasible solution to max f c T y j y qg and that x = q is an optimal solution since the greedy algorithm solves this problem to optimality see Section 2. Since q is the vector containing the rst t 0 components of x , the latter is an optimal solution to 8.
Suppose now that t 0 t and let dt : = q t : k , k , t . Note that dt q t since k , t = x t+1:k q t+1:k the last inequality being implied by the We denote by Wq; k the set fw s j 0 s kg. Lemma Proof. To prove that each v ertex has the desired form, let c be an objective function such that the LP problem 3 has an unique optimal solution x. Then c 0 and one can suppose w.l.o.g. that x is nonincreasing as Pq; k is symmetric. The rearrangement inequality 1 then shows that c is nonincreasing. It su ces to show that some w s is optimal for this LP. Since c 0 w e h a v e x k q k . Observe that any optimal solution of 8 must also be optimal in 3 with = x k . T h us it follows from Lemma 3.2 that x i s optimal in 3. Furthermore, from the second part of Lemma 3.2 we see that we m a y assume that = q s : k for some s, as desired.
We nally prove that each w s for 0 s s , 1 is indeed an extreme shows that, for 0 small enough, the unique optimum solution to max fc T w t j 0 t s , 1g is the q-average w s . By 1 and the fact that c is stricly decreasing, c T w s c T w 0 , i f w 0 6 = w s and w 0 is obtained by permutation of a vector in Wq; k. Therefore w s is a vertex of Pq; k.
It follows that the linear programming problem 3 may be solved easily by sorting the components of the objective function c in nonincreasing order and comparing the s , 1 di erent q-averages. In Fig.2 we illustrate the intersection between Pq; k and the nonnegative orthant for k = 2 , n = 3 and q = 2 ; 1. The di erent permuted q-averages are shown. As another consequence of Theorem 3.5 we obtain an inner description of Pq; k a s w ell as an equivalent condition for weak k-majorization. Corollary 3.6 Pq; k = c onvW q; k , R n , i.e., x k q if and only if x z for some z 2 R n which is a convex combination of permuted q-averages. q s:k of q. When m is q-extreme we call xm a r ounded q-average. By using similar arguments as in the proof of the rst part of Theorem 3.5, we get the following result on the vertices of Qq; k. Proposition 3.7 Each vertex of Qq; k may be obtained a s a p ermutation of some rounded q-average. Note that the converse of this result is proved in the next section in Theorem 4.11, but in the meantime the above result is su cient for our purposes. The complete characterization of the vertices of Qq; k given in that theorem yields that solving LP problems over Qq; k or, equivalently, i n teger LP's over Pq; k may be done by sorting the components of the objective function in nonincreasing order and direct comparison of the rounded q-averages.
Examples. Let 4 Linear description of Qq; k
In this section we assume that q is integral and study the facets of the polyhedron Qq; k de ned in 5. The goal is to determine a complete and nonredundant linear description of this polyhedron. Initially, w e study simple facets coming from the linear description of the polyhedron Pq; k, before turning to the remaining facets of Qq; k.
First, observe that Qq; k is full dimensional since the n + 1 points q and q , e j for all 1 j n are in Qq; k and are a nely independent. Moreover the n vectors e j for all 1 j n are the extreme rays of Qq; k, implying that if an inequality a T x is facet de ning for Qq; k then a 0. Note also that, due to the symmetry of Qq; k, each permutationã of a yields a facet de ning inequalitỹ a T x . Hence, a complete description of Qq; k m a y be obtained by considering all permutations of all facet de ning inequalities a T x such that a 0 and a is nonincreasing.
The next lemma concerns the question of strict inequality in the rearrangement inequality. The next technical lemma will be helpful in the sequel for proving that a valid inequality is facet de ning for Qq; k. Proof. i Since F is nonempty, w e can pick z in F. F or all t + 1 j n , the point z , e j is also in F and F 0 , implying that 0 = b T z , z , e j = b j for all t + 1 j n .
ii Let y be in F such that y i 6 = y j for i; j 2 f s ; : : : ; s 0 g . Let k 6 = k 0 2 fs ; : : : s 0 g , let y Proof. Let F be the face of Qq; k induced by 10, written a T x q 1:r , and let b T x be an inequality inducing a facet F 0 of Qq; k containing F. Note that b 0 and we can assume w.l.o.g. that the smallest positive e n try in b is equal to 1. By Lemma 4.2 i, we h a v e b i = 0 for all r + 1 i n .
Note that q is in F. Hence, if q 1 q r , Lemma 4.2 ii shows that b 1 = : : :=b r and thus a = b. I f r = 1 then we trivially have a = b. In both cases, since F is nonempty, w e h a v e q 1:r = , i.e. 10 de nes a facet of Qq; k.
Conversely, suppose that r 1 and q 1 = : : :=q r . Then a T x is the sum of the valid inequalities e T i x q 1 for all 1 i r and thus does not de ne a facet of Qq; k.
We call each inequality in 10 a set size inequality. In certain cases the set size inequalities give a complete linear description of Qq; k, or equivalently, Qq; k and Pq; k coincide. In fact, from the characterization of the vertices of Pq; k and Qq; k w e see that this occurs precisely whenever all the qaverages w s are integral, i.e., whenever k , sjq s+1:k for s = 0 ; : : : ; s ,1. In general, however, further inequalities are required to give a complete linear description of Qq; k. Let We shall prove that all permuted q-average inequalities are valid for Qq; k. As a preparation for this we give relations between optimal solutions of LP problems over Pq; k and similar ones over Qq; k, and start with a result obtained from the last part of Lemma 3.2. We call each such inequality a n extended set size inequality since it extends" the set size inequalities to sets of cardinality larger than k.
Example. Consider again our example where k = 3 , n = 5 and q = 7; 2; 1. We get the extended set size inequalities xN 4 We are now in position to show that each facet of Qq; k that is not a facet of Pq; k is obtained from a permuted q-average inequality. We also have t k since otherwise, by Lemma 3.4, w k,1 is optimal for max fc T x j x 2 Pq; kg and, as w k,1 is integral, it is also optimal for fc T x j x 2 Qq; kg. It follows that c 0 = c T w k,1 , implying that inequality c T x c 0 is valid for Pq; k, a contradiction. Hence 1 s = t 0 , 1 t 0 k t n . Proof. Proposition 4.8 implies that a facet F of Qq; k is either a facet of Pq; k or there exist s; t such that F is de ned by an inequality that is a permutation of a s;t T x s;t . Therefore each facet of Qq; k is either induced by a set size inequality or a permuted q-average inequality and the theorem follows.
Permuted q-average inequalities that are facet de ning for Qq; k are described in the next proposition. Proof. First prove that a s;t = b. In both cases, since F is nonempty, w e h a v e s;t = proving the proposition.
For a discussion of simple algorithms for solving LP problems over Pq; k and Qq; k, see 2 .
The vertices of Qq; k can now be described. 0 and thus for 0 small enough, xm is the only optimal solution to max f P n i=1 a s;t i + i x i j x 2 Qq; kg.
Otherwise, xm is lexicographically smaller than xm 0 and thus a permutation of xm is the only optimal solution to max f P n i=1 a s;t i + n+1,i x i j x 2 Qq; kg.
Conclusions
We h a v e studied the concept of weak k-majorization and associated polyhedra. Complete inner and outer descriptions were found for the k-majorization polyhedron Pq; k consisting of all vectors weakly k-majorized by a given vector as well as for the integer hull Qq; k o f P q ; k . An interesting direction for further work is to study other polyhedra and optimization problems involving k-majorization. For instance, in some network design problems it may b e o f i n terest to consider additional k-majorization constraints. Both structural and algorithmic results would be of interest, and some work in this direction is ongoing.
