A Vogan diagram is a set of involution and painting on a Dynkin diagram. It selects a real form, or equivalently an involution, from a complex simple Lie algebra. We introduce the double Vogan diagram, which is two sets of Vogan diagrams superimposed on an affine Dynkin diagram. They correspond to pairs of commuting involutions on complex simple Lie algebras, and therefore provide an independent classification of the simple locally symmetric pairs.
Introduction
A semisimple symmetric space is a homogeneous manifold G/H, where G is a semisimple Lie group with an involution σ, and H is a closed subgroup satisfying (G
. These spaces are classified by Berger [3] . By ignoring the different covering spaces, this amounts to the pair (g, h), where g is a real semisimple Lie algebra, and h is the fixed points of an involution on g. Such pairs (g, h) are known as the (semisimple) locally symmetric pairs. There exists a Cartan involution θ on g which commutes with σ. By complex linear extension, we obtain an ordered pair of commuting involutions (θ, σ) on the complexification g c . Conversely, given commuting involutions (θ, σ) on a complex semisimple Lie algebra, there exists a θ-stable and σ-stable real form g such that θ is a Cartan involution on g. We conclude that the locally symmetric pairs are equivalent to the ordered pairs of commuting involutions on a complex semisimple Lie algebra. Helminck [8] classifies such pairs (θ, σ), and furthermore distinguishes the inner and outer involutions. Huang [9] also classifies the locally symmetric pairs by square quadruplets. The main purpose of this paper is to use the Dynkin diagrams to provide another combinatorial classification of the locally symmetric pairs, or equivalently the commuting involutions on complex semisimple Lie algebras. We shall call them double Vogan diagrams. Our diagrams provide rich algebraic information on the roots of g. Since σ commutes with θ, it preserves the Cartan decomposition g = k + p, where k = g θ . Thus we also study the extension problem of involutions σ from k to g. Based on Berger's classification, Oshima and Sekiguchi [12] determine the restricted root systems of locally symmetric pairs. We note that the works of Oshima-Sekiguchi and Helminck have used the maximally split Cartan subalgebras of g, while our present work uses the maximally compact Cartan subalgebras.
We now describe our project in better details. To avoid discussion on the simple factors, we always assume that g c is simple. The superscript c always denotes complexification. Once and for all, we ignore the trivial cases θ = 1 (g compact), θ = σ and σ = 1. Let inv(·) denote "involutions on".
Let g be a real simple Lie algebra with Cartan involution θ and Cartan decomposition k + p. The conjugate classes of real forms correspond to the conjugate classes of involutions θ on the complex simple Lie algebra; the correspondence being θ restricts to be a Cartan involution on the real form. Therefore, a Vogan diagram or affine Vogan diagram also represents an involution. Theorem 1.1 is a special case of Kac's theorem on order m automorphisms on complex simple Lie algebras [7, Chap.X, Thm.5.15, 5 .16], where m = 2 in Theorem 1.1.
There are several advantages of affine Vogan diagrams over Vogan diagrams. Affine Vogan diagrams entirely reveal k and p by the white and black vertices. Also, by using the twisted diagrams D In general, we say that a diagram represents a Lie algebra involution σ if there are canonical root vectors X α (see (2.7)) such that σX α = X σα if α = σα, and σX α = ±X α if α = σα, where the sign is + or − depending on whether vertex α is uncircled or circled.
The following is the main theorem of this paper. It leads to the diagrammatic classification of the locally symmetric pairs. Z. D. Yan had studied the above extension problem and obtained similar results, though we can only find the reference in a Chinese book [13] published by Nankai University. Our approach in this paper is simpler and entirely different from that of Yan.
According to Theorem 1.3, every double Vogan diagram represents a unique (up to conjugate class) locally symmetric pair. However, there may be several diagrams which represent the same locally symmetric pair. In this case we say that the diagrams are equivalent. In Theorem 5.1, we shall describe the method to check for equivalent diagrams. Consequently, we obtain an independent classification of locally symmetric pairs via a bijective correspondence with the equivalence classes of double Vogan diagrams. We shall draw the diagrams to provide a complete list of locally symmetric pairs.
While we match the diagrams with the locally symmetric pairs, we have referred to [9] for relevant information. However, [9, p.116-119] contains some misprints and mistakes on the list of exceptional locally symmetric pairs. Therefore, we shall take this opportunity to make correction on the list.
Our diagrams have several advantages over previous classifications of locally symmetric pairs. They describe the locally symmetric pairs just as Dynkin diagrams do to the complex simple Lie algebras. They describe the lowest weights of the k c -representation on p c , and the θ-and σ-actions on the roots of k and p. They reveal the types of g, such as whether g is of equal or non-equal rank type, and of Hermitian or non-Hermitian type (see (2.5)). They also reveal locally symmetric pairs which are associate, as the diagrams coincide on D k . We shall discuss elsewhere their applications, such as the signatures of pseudo-Riemannian structures, existence of pseudo-Hermitian structures, the ranks and types of g, h, k, h ∩ k.
The sections are organized as follows. In Section 2, we establish the notations and recall some structure theory of simple Lie algebras. In Section 3, we prove Theorem 1.3. In Section 4, we prove Corollary 1.4. In Section 5, we develop the method to check for equivalent diagrams, leading to Theorem 5.1. In Section 6, we provide several examples to illustrate our ideas. In Section 7, we apply Theorem 1.3 to list the double Vogan diagrams and their locally symmetric pairs, where Theorem 5.1 helps to avoid equivalent diagrams. In Section 8, we eliminate the mistakes in [9, p.116-119] and provide the correct list of exceptional locally symmetric pairs.
Preliminaries on Simple Lie Algebras
In this section, we recall some background materials on Lie algebras, and set up the notations for later chapters. Recall that a Vogan diagram is a diagram involution on a Dynkin diagram, such that the vertices fixed by the involution are painted white and black [11] . 
Let r be the order of f , so r ∈ {1, 2, 3}. Let Z r be the finite abelian group of integers modulo r. 
Affine Dynkin Diagrams
). An advantage of the affine Vogan diagrams over the Vogan diagrams is that each real simple Lie algebra g is represented by a unique affine Vogan diagram. On the contrary, despite the conditions on m α of Theorem 2.1, there can be distinct Vogan diagrams which represent g. Examples include so(4, 2n − 4) ∼ = so(2n − 4, 4) and e 6 (2) .
We may replace r black m α = 2 of (1.1) by the weaker condition
It leads to additional diagrams, and they represent involutions which are conjugate to the ones resulting from (1.1). This can be regarded as the affine version of Theorem 2.1, or can be seen from explicit algorithms [6] .
The condition r black m α = 2 on D They correspond precisely to the following types of g. Let z denote the center of k.
(1) Equal Rank Type: We say that g is of equal rank type if g and k have the same rank. We use affine Vogan diagram on D
1
. Here ϕ is the lowest root of Π. These Lie algebras are further divided as follows. ) by a Vogan diagram on the white vertices D k . This is a diagram involution on D k whose fixed vertices are uncircled or circled, depending on whether σ = 1 or σ = −1 on its root space. We use "circling" instead of "painting" to distinguish σ from θ. We choose the Vogan diagram of σ ∈ inv(k c ) by Corollary 2.2, so that it has at most one circled white vertex on each connected component of D k .
Our study of commuting involutions (θ, σ) on a complex simple Lie algebra is carried out by the following three steps.
Step 1: Describe g = k + p by an affine Vogan diagram.
Step 2:
Step 3: Study the extension of σ ∈ inv(k 
For part (a), suppose that a black vertex γ is fixed by the diagram involution. Depending on whether vertex γ is circled or not, we have σ = ±1 on p 
Since γ does not annihilate Z, it implies that σ = 1 on z c . This proves (a). For part (b), suppose that the diagram involution interchanges the two black vertices δ and γ. In the above paragraph and also elsewhere, we clearly let D k and D r denote summation over their respective vertices.
Double Vogan Diagrams
In this section, we prove Theorem 1.3. The idea is to perform Step 3 of (2.6). Namely, by Definition 2.3 and Proposition 2.4, we assume that we already have an almost double Vogan diagram. We shall show that r O m α is even if and only if it represents an involution on g It is sometimes more convenient to deal with O than with the roots, so we introduce the following notations. Write
to denote addition of all the roots involved. For example if α = {γ, σγ} and β is a root, then α + β = γ + σγ + β. We also write
is an uncircled vertex, then e(α + β) = e(β). (b) If α is a circled vertex, then e(α + β) = −e(β). (c) If α is a σ-orbit of adjacent vertices, then e(α + β) = −e(β). (d) If α is a σ-orbit of non-adjacent vertices, then e(α + β) = e(β).
Proof: Here e is as defined in (3.1), and α + β is as defined in (3.2). The assumptions of the proposition imply that α + β is a root fixed by σ, so e(α + β) makes sense.
For part (a), an element of g Then
by Jacobi identity and [E, σE] = 0 = e(β)Z.
This proves part (d), and the proposition follows. 2
Let O ⊂ O be as given in (1.3). In the following corollary, a member of O may appear several times in the summation α 1 + ... + α n . Similarly, the same member is counted with multiplicity towards ({α 1 , ..., α n } ∩ O), where (·) denotes "the number of elements of". Here α 1 + ... + α i is as defined in (3.2). By abuse of notation, we allow α 1 ∈ ∆ when α 1 is a pair of adjacent vertices. Namely
Proof: Note that σ fixes α 1 + ... + α i , so e(α 1 + ... + α i ) makes sense. Since each α i ∈ O belongs to one of the four types of σ-orbits in Proposition 3.1, there exist
By Proposition 3.1, the number of −1 which occurs in
If this quantity is even, then e(α) = 1, so σ = 1 on g 
Therefore, it suffices to check (3.4) on any one non-zero root vector of k c , because it then holds for all k c ss . We first check (3.4) for g of equal rank non-Hermitian type. After that, with minor modification, similar arguments also work for g of Hermitian type and of non-equal rank type.
Assuming g is of equal rank non-Hermitian type, its almost double Vogan diagram has a unique black vertex γ with m γ = 2. The diagram leads to an involution σ on the root system. Let β be a k c -root fixed by σ. It can be written as
Since σβ = β, we have b α = b σα for all α. Hence by letting b γ = 2, we can use the format of (3.2) and rewrite (3.5) as
We can also express β with only the white vertices, namely β = D k c α α. Once again c α = c σα , so by letting c γ = 0, we obtain
By (3.6) and (3.
Let X be a non-zero root vector of β. By applying Corollary 3.2 to (3.6), we have
Similarly, by applying Corollary 3.2 to (3.7), we have 
Let X be a non-zero root vector of β. By applying Corollary 3.2 to (3.6) and (3.7), we obtain (3.9) and (3.10). By similar arguments, σ k X = f X if and only if O m α is even. This proves the proposition for g of Hermitian type.
Finally we consider g of non-equal rank type. Its almost double Vogan diagram appears on D
2
. It has a unique black vertex γ, with m γ = 1. Pick a k c -root β fixed by σ, and express it involving γ. This leads to (3.5) and (3.6), with b γ = 2. By expressing β with only the white vertices, we again obtain (3.7), with c γ = 0. Similar to (3.8) ,
Let X be a non-zero root vector of β. By applying Corollary 3.2 to (3.6) and (3.7), we again obtain (3.9) and (3.10). Therefore,
The uniqueness assertion in the theorem statement is trivial. Namely, given a double Vogan diagram, it has already uniquely determined k 
Extension of Involutions
In this section, we consider the extension of inv(k c ) to inv(g c ), and prove Corollary 1.4. Z. D. Yan had studied this extension problem, and we find similar results in a Chinese book [13] published by Nankai University. However, our approach is simpler and entirely different.
Proof of Corollary 1.4:
We first prove Corollary 1.4(a). The extension of σ to g c is determined by what we do to the black vertices of the affine Vogan diagrams.
If there is only one black vertex, then there are at most two extensions, namely to circle or uncircle the black vertex. If there are two black vertices and the diagram involution interchange them, then there is at most one extension, because we are not allowed to circle or uncircle them. It remains to consider the case of two black vertices {γ, δ} fixed by the diagram involution. Here we have four preliminary choices: (i) circle both, (ii) uncircle both, (iii) circle only γ, (iv) circle only δ. But in view of the parity of O m α imposed by Definition 1.2, these four preliminary choices cannot be simultaneously allowed. Namely, since m γ = m δ = 1, if we can perform (i) and (ii), then we cannot perform (iii) and (iv); and vice versa. This proves Corollary 1.4(a). We will illustrate the various possibilities on the extension of σ in Example 6.3.
In Corollary 1.4(b), there are two black vertices. Then we can either perform (i) and (ii), or perform (iii) and (iv) as mentioned in Corollary 1.4(a) above. In general, we do not know whether the two extensions are conjugate. In Section 5, we will discuss the method to check conjugate extensions.
Finally, we prove Corollary 1.4(c). By Definition 1.2, we obtain a double Vogan diagram regardless of whether the black vertex is circled. These two possibilities produce σ = ±1 on the lowest weight space of the adjoint k Finally, for the non-equal rank case, the existence of distinct extensions is also mentioned in [13] (p.212 Thm 1, p.225 Thm 2).
Equivalent Diagrams
In this section, we study equivalence relation among the double Vogan diagrams, so that the equivalence classes of diagrams correspond bijectively to the conjugate classes of locally symmetric pairs.
The locally symmetric pairs can be regarded as involutions on g. Two involutions σ, τ on g are said to be conjugate if there exists some A ∈ aut(g) such that AσA −1 = τ . In particular, if we can find A to be an inner automorphism, we say that σ, τ are inner conjugate. We say that two double Vogan diagrams are equivalent (resp. inner equivalent) if they represent involutions on g which are conjugate (resp. inner conjugate).
We have already used Theorem 2.1 to omit some redundant diagrams in Step 2 of (2.6), though occasionally two diagrams under Theorem 2.1 are still equivalent. However, more importantly, equivalent diagrams may result from Step 3 of (2.6), when we extend σ from k , and is used to classify all the equivalence classes of Vogan diagrams [5] and extended Vogan diagrams [6] . We shall use similar method here. Let α be a circled white vertex in a double Vogan diagram. The following algorithm F α produces another double Vogan diagram, and is analogous to [ 
where each U i −→ U i+1 is given by some F α of (5.1) ) with respect to two σ-stable simple systems Π and aΠ for some a ∈ aut(∆).
We now compare the double Vogan diagrams with respect to Π and aΠ. If a ∈ aut(D k ) and also extends to an automorphism on the affine Vogan diagram, the effect is visually obvious, namely we see a diagram automorphism. It remains to consider the effect when a ∈ W . Recall that W is generated by the reflections r α , where α is a simple k If α is not fixed by the diagram involution, then the simple system r α Π is no longer σ-stable, so we do not obtain a double Vogan diagram. So we only consider white vertex α which is fixed by the diagram involution. In this case it may be circled or uncircled. If α is an uncircled vertex, there is no effect on the diagram, namely σ ∈ inv(g The underlying affine Vogan diagram represents g = su(3, 3). We write the roots as {α ij ; 1 ≤ i, j ≤ 6 and i = j} in the usual manner. For i = 1, ..., 5, let vertex i be the simple root α i,i+1 , so that vertex 0 is the lowest root α 61 . Let E ij be the 6 × 6 matrix with 1 at the (i, j)-th entry and 0 elsewhere.
The Since σ = 1 on the root spaces of α 35 , −α 45 , α 46 , there is no change on the diagram.
Example 6.2 h m x h h x h m h m h m h h
This example serves to highlight the difference between conjugation and inner conjugation. Here each diagram has two circled vertices and O m ν = 2 is even, so they are double Vogan diagrams. By diagram automorphism, it is obvious that they are equivalent. Consequently, they represent conjugate involutions on so(4, 4).
If we use just the algorithms F α and without diagram automorphism, we are not able to transform one diagram to another. To see this, let α denote the middle vertex, and let 1, 2 denote the top and left vertex respectively. In the left diagram, vertices 1, 2 always have the same circling condition (i.e. both circled or both uncircled). This is because the only way to change the circling conditions of 1 and 2 is by applying F α , and F α changes their circling conditions simultaneously. By the same argument, we see that in the right diagram, 1 and 2 always have the opposite circling conditions. So without diagram automorphism, there is no way to transform the left diagram to the right diagram. We conclude that they represent involutions which are conjugate but not inner conjugate.
Example 6.3
0 Using Cartan's notation [7] for g, this is the affine Vogan diagram of e 8(8) , produced by Step 1 of (2.6). We now carefully explain how it gives rise to four non-equivalent double Vogan diagrams. We now perform Steps 2 and 3 of (2.6). There is no nontrivial diagram involution on E 1 8 , so we only need to circle the vertices. Let (i 1 , . .., i k ) denote the circling of vertices i 1 , ..., i k .
We shall write down a set S which consists of a representative from each inner equivalence class of Vogan diagrams on D k = D 8 . It then suffices to consider the extensions of members of S to inv(g c ). This is because if a Vogan diagram U is inner equivalent to V ∈ S via some sequence {F α } α , and if U extends to a double Vogan diagramŨ, then the same sequence {F α } α also transformsŨ to an extension of V. By Theorem 2.1, we only need to consider Vogan diagrams on D k with a single circling, namely {(0), (2) , (3), ..., (8)}. Note that the condition m α = 1, 2 of Theorem 2.1 is irrelevant on D k = D 8 . Here (6) is inner equivalent to (4), and (3) is inner equivalent to (7) [5] . There is no particular preference, so we omit (6) and (3), and let S be the following six diagrams.
(
It turns out that (0) and (2) are equivalent but not inner equivalent in D 8 (this issue has to do with the parity of n in D n ), so we list them both in (6.1).
Since Definition 1.2 requires O m α to be even, each member of (6.1)(b) does not extend to inv(g By the same reason, each member of (6.1)(a) extends to inv(g c ) by circling or uncircling vertex 1. For instance, (2) extends to (2), (1, 2) ∈ inv(g c ) because m 2 = 4 and m 1 + m 2 = 2 + 4 = 6. Therefore, by applying Step 3 of (2.6) to (6.1)(a), we obtain six double Vogan diagrams
Next we look for equivalent diagrams among (6.2). The equivalence relation is defined via F α for white circled vertices α, so we cannot apply F 1 to the above diagrams. Therefore, since (2), (5), (7) are mutually non-equivalent Vogan diagrams on D k , they are also non-equivalent as double Vogan diagrams. It remains to see if any of (1, 2), (1, 5), (1, 7) is equivalent to any of (2), (5), (7) .
We claim that
To check this, we first transform them to some diagrams which do not circle vertex 1 (because 1 is black), and then use [5, Table 1 ] to see that their resulting Vogan diagrams on D 8 are equivalent to (5) and (7) Finally we show that (1, 2) is not equivalent to any of (2), (5), (7). By [6, Table 1 ] on E 1 8 , we see that (1, 2) cannot be transformed to (2) or (7) by any sequence of F α , even when we allow F 1 in [6] . So it remains only to show that (1, 2) is not equivalent to (5) . Since F 2 (1, 2) = (2, 3), we can instead compare (2, 3) with (5). Both (2, 3) and (5) do not circle the black vertex 1, and as diagrams of D k , they are not equivalent [5] . Hence they are also not equivalent double Vogan diagrams. We have thus shown that (1, 2) is not equivalent to (5) .
We conclude that all the distinct conjugate classes of inv(e 8(8) ) are represented by 
Classification of Locally Symmetric Pairs
In this section, we apply Theorems 1.3 and 5.1 to draw all the double Vogan diagrams other than equivalent ones. They provide an independent classification of the conjugate classes of locally symmetric pairs. For convenience, we decide not to distinguish diagrams which differ by a diagram automorphism, such as those in Example 6.2. Consequently, the diagrams do not distinguish locally symmetric pairs which are conjugate but not inner conjugate.
We first explain how we match the diagrams with the locally symmetric pairs (g, h). Two locally symmetric pairs which correspond to the pairs of involutions (θ, σ) and (θ, θσ) are called associate pairs. By Corollary 1.4(a), each locally symmetric pair is associated to at most one other pair. Our diagrams effectively detect associate pairs, because they agree on D k . Let T(·) denote the type of a real reductive Lie algebra. For instance T(su(3, 4)) = A, or more precisely T(su(3, 4)) = A 6 . Distinct associate pairs have the same T(g), T(k) and T(h ∩ k), and different T(h).
Recall that ∼ denotes conjugate g-involutions. Now let ≈ denote conjugate g Consider Example 6.3, where g = e 8 (8) . We now match its four double Vogan diagrams in (6.4) with the four locally symmetric pairs (g, h) in [9, p.118-119] , with h given by e 7(7) + sl(2, R) , so * (16) , e 7(−5) + su(2) , so (8, 8 ) .
As indicated in [9] , the first two cases of (7.2) are associate pairs, while the last two are self-associate. Therefore, the associate diagrams (2) and (1, 2) of (6.4) are matched with e 7(7) + sl(2, R) and so * (16). It remains to determine "which is which" in the associate pair, and we check with T(h). First consider the diagram (2). Since m 2 = 4, it does not satisfy (7.1), so we replace (2) by (7). This is because (2) ≈ (7) (by [6, p.115, Table 1 ]), and also (7) satisfies (7.1) (because m 7 = 2). The uncircled vertices of (7) give T(h) = E 7 × A 1 . Since T(e 7(7) + sl(2, R)) = E 7 × A 1 and T(so * (16)) = D 8 , we conclude that (2) represents h = e 7(7) + sl(2, R). It automatically implies that (1, 2) represents h = so * (16). Indeed we can verify it similarly: Here (1, 2) ≈ (1) (by [6, p.115, Table 1 ] or by F 1 (1, 2) = (1)) and (1) satisfies (7.1). The uncircled vertices of (1) provide T(h) = D 8 , which coincides with T(so * (16)). Next we consider the self-associate diagram (5) of (6.4). We replace (5) by (1) (1, 2) .
By similar arguments, we also see that (7) represents h = e 7(−5) + su (2) . This matches the diagrams (6.4) of e 8(8) with the locally symmetric pairs (7.2) .
If the diagram involution of σ does not preserve the subdiagram D of D
1
, we need to look at the second row of its square quadruplet or its dual pair [9] . For instance, consider the following double Vogan diagram, where the diagram involution does not preserve
We get two non-conjugate diagrams by circling or uncircling the middle black vertex. We use the square quadruplets
in [9] . Quadruplets of associate pairs differ only at the lower left corner, T(h). In particular, the two associate quadruplets obtained from the above affine Vogan diagram (by circling the middle black vertex or not) are
By [9, p.114, (III-C-1)], we get either h = gl(n, H) with T(h) = A, or h = sp(n, C) with T(h) = C 2 . From gl(n, H), we know that if the second row of the quadruplet is A −−C, it should correspond to the diagram with uncircled fixed vertex. This leaves h = sp(n, C) for the diagram with circled black vertex.
Using the methods illustrated above, we now match the diagrams with the locally symmetric pairs. We first list the diagrams on D , and indicates g and k. It is followed by all the double Vogan diagrams with the prescribed g.
For the classical Lie algebras g, we write down the corresponding locally symmetric pairs (g, g σ ). For convenience of the statements, we refer to the classical matrix Lie algebras such as gl(n, R) and u(p, q) without requiring their traces to be zero. We also omit the special cases of our general diagrams. For example in the first locally symmetric pair (g, g s) ), we omit the diagram where the circled vertex happens to be black, in which case some of k, l, r, s become zero. We use sp(n, R) and sp(n, C) to denote the 2n×2n real and complex matrices of type C n , unlike the notations sp(2n, R) and sp(2n, C) used in [9, Section 4] . We also make the convention that all vertices which are not shown are the white vertices without circling.
For the exceptional Lie algebras g, we indicate the corresponding h = g σ . We use Cartan's notation (see for example [7, Chap.X-6]) to describe the exceptional real Lie algebras. For instance e n(c) is the real Lie algebra of type E n , such that dim p − dim k = c.
x h h h h h x h g = e 7(−25) k = e 6 + so (2) x h h h h h x h m h = su(6, 2) (2) h m x −→ h m h = sl(2, R) + sl(2, R)
x =⇒ h p p p h =⇒ h g = gl(n, R) , n is odd k = o(n) (so(n, n) , gl(n, R))
x h =⇒ h h h g = e 6(6) k = sp(4) In the previous section, we use some important information of locally symmetric pairs (such as associate pairs) to match them with the double Vogan diagrams. However, for exceptional locally symmetric pairs, the information in [9, p.116-119] contains some misprints and mistakes. In view of their importance as needed in the previous section, and for the reader's convenience, we take this opportunity to correct the mistakes of [9, p.116-119] and present the accurate information here.
Recall that the locally symmetric pairs corresponding to (θ, σ) and (θ, θσ) are known as associate pairs. Further, the one corresponding to (σ, θ) is known as the dual pair of the original one. Let g be a real exceptional Lie algebra in this section. As before, let k and h be the fixed points of θ and σ respectively. All the dual pairs and associate pairs have the same type T(h ∩ k). Therefore, when we present the locally symmetric pairs in the following groups labelled by T(h ∩ k), the dual and associate pairs appear in the same group. In order to be consistent with the notation of [9, p.116-119], we let l ←→ (e 6(6) , sl(6, R) + sl(2, R)) dual ←→ (e 6(2) , sp(4, R))(self-asso.). ←→ (e 6(6) , so(5, 5) + R) dual ←→ (e 6(−14) , sp(2, 2))(self-asso.). ←→ (e 6(−14) , su(5, 1) + sl(2, R)) dual ←→ (e 6(2) , so * (10) + so(2))(self-asso.). (2))(self-asso.) dual ←→ (e 6(2) , so(6, 4) + so (2)) asso.
←→ (e 6(2) , su(4, 2) + su(2))(self-dual).
(I-5) l c = A 2 × A 2 . The (g, h)-pair is (e 6(2) , su(3, 3) + sl(2, R))(self-dual and self-asso.).
