(1) levels of molecular nitrogen, observed by the Far Ultraviolet Spectroscopic Explorer, is analyzed with the aid of a coupled channels quantum mechanical model of N 2 spectroscopy and predissociation dynamics. Model emission spectra for the mixed c (1) À X 1 S g + (v i = 2, 6-9) transitions, calculated for the case of excitation by photoelectron impact, are in excellent agreement with the observations. While the principal excitation mechanism for N 2 in the thermosphere is photoelectron impact, evidence is also found in other transitions of resonant fluorescence, induced by lines in the solar atomic hydrogen Lyman series, atomic oxygen transitions, and other N 2 bands. The observed emission rate of the c 
Introduction
[2] Molecular nitrogen is the major component of the atmospheres of the Earth, Titan and Triton. N 2 airglow emissions have been observed from the Earth [Morrison et al., 1990; Meier, 1991; Feldman et al., 2001; Strickland et al., 2004a Strickland et al., , 2004b Bishop et al., 2007] , Mars [Kransnopolsky and Feldman, 2002] , and planetary satellites [Broadfoot et al., 1989; Liu et al., 2005a; Ajello et al., 2007] . The interpretation of these observations has contributed significantly to our understanding of planetary atmospheric composition and thermal structure.
[3] N 2 dayglow in the vacuum ultraviolet (VUV) region occurs primarily as emission in the lowest dipole-allowed band systems, involving transitions from excited singlet ungerade states in the extreme ultraviolet (EUV) region to the extensive vibrational manifold of the ground state, X 1 S g + . N 2 , stimulated by solar radiation, undergoes a complex chain of reactions. Since the total ionization oscillator strength of N 2 is $12.4, much larger than the oscillator strength for neutral transitions, $1.6 [Berkowitz, 2002] , N 2 in the thermosphere is primarily ionized by the EUV solar photons, producing N 2 + , N + +N, N + +N + , and photoelectrons. Therefore, excitation of N 2 to the singlet ungerade states by photoelectron impact provides the principal dayglow excitation mechanism, although resonant excitation by solar radiation (D. E. Shemansky et al., Resonant photoexcitation of N 2 by the solar H Lyman series at high altitudes in the Earth and Titan atmospheres, manuscript in preparation, 2009) and, in limited cases, by nearly coincident, strong N 2 EUV emission via multiple scattering [Stevens et al., 1994] , also take place. Predissociation, and spontaneous emission to the singlet gerade states (predominantly X 1 S g + ), are the two primary decay mechanisms for the excited states of N 2 . Thus, realistic interpretation and modeling of the N 2 atmospheric dayglow requires knowledge of both photoelectron-and photon-induced excitation processes, together with radiative and nonradiative decay processes, including accurate and comprehensive information on line positions, oscillator strengths, and predissociation rates.
[4] The singlet ungerade states of N 2 that are dipoleconnected to the ground state comprise the b 0 1 S u + and b 1 P u valence states, and the nps u c 0 n+1 1 S u + , npp u c n 1 P u , and nss g o n 1 P u Rydberg series, where n is the principal quantum number. Many experimental and theoretical investigations have shown that strong coupling among the ungerade states of like symmetry results in major energy level and intensity perturbations. Furthermore, many of the excited levels are significantly predissociated. In a semiempirical study of the coupled states, Stahel et al. [1983] demonstrated that the dominant perturbative effect is homogeneous electronic interaction within the 1 S u + and 1 P u manifolds, primarily of the Rydberg-valence type. Spelsberg and Meyer [2001] carried out ab initio calculations on the six lowest members of the 1 S u + and 1 P u manifolds by introducing internuclear distance (R)-dependent couplings and transition moments, adjusted to achieve excellent agreement with experimental results. Carroll and Yoshino [1972] analyzed the rotational interaction between the c 0 n+1
1 S u + and c n 1 P u series using L-uncoupling theory. Many other investigators [Helm et al., 1993; Edwards et al., 1995; Ubachs et al., 2001; Sprengers et al., 2003 ] also extended the work of Stahel et al. [1983] by including these Rydberg p complex 1 S u + $ 1 P u heterogeneous interactions. More recently, Lewis et al. [2005a Lewis et al. [ , 2005b and Haverd et al. [2005] considered additional spin-orbit interactions between the singlet and triplet P u states within a coupled channel Schrö dinger equation (CSE) model that has succeeded in explaining quantitatively the N 2 predissociation mechanism for the first time.
[5] The strong coupling among the singlet ungerade levels presents two problems for the interpretation of any N 2 VUV emission spectra, especially those taken at high resolution. First, the strong interaction leads to very significant effective rotational (J ) dependence of the transition dipole matrix elements. Both experimental [Stark et al., 2000 [Stark et al., , 2005 and theoretical [Haverd et al., 2005] investigations have noted vibronic band oscillator strengths that vary erratically with J. Furthermore, the P, Q, and R branch oscillator strength ratios for many bands deviate significantly from simple Hönl-London factor predictions [Stark et al., 2000 [Stark et al., , 2005 Haverd et al., 2005; Liu and Shemansky, 2006] . Thus, neither the excitation rate to, nor the spontaneous emission rate from, a singlet ungerade level can be estimated reliably from a constant vibronic band oscillator strength partitioned by Hönl-London factors. Another problem arising from the strong coupling is large rotational dependence of the predissociation yield, as demonstrated in several experimental [Helm et al., 1993; Helm and Cosby, 1989; Walter et al., 1993 Walter et al., , 1994 Walter et al., , 2000 Liu et al., 2005b; Ubachs, 1997; Ubachs et al., 2001; Sprengers et al., 2004a Sprengers et al., , 2004b Sprengers et al., , 2005a Sprengers et al., , 2005b Sprengers and Ubachs, 2006] and theoretical [Lewis et al., 2005a [Lewis et al., , 2005b Haverd et al., 2005] studies. This strong J dependence of the predissociation yield imparts a temperature dependence to even low-resolution emission cross sections. The temperature of N 2 in the thermosphere, while often unknown, is certainly greater than the room temperature conditions under which most laboratory spectra are measured. Thus, laboratory emission cross sections cannot be used immediately in a model of N 2 dayglow emission, unless the thermospheric temperature has been well matched. In view of these difficulties, accurate modeling of N 2 dayglow is best achieved by employing a physically based model with predictive capabilities, such as the CSE model, which provides line positions, oscillator strengths, and predissociation widths simultaneously.
[6] The Carroll-Yoshino c
+ band system appears prominently in the Far Ultraviolet Spectroscopic Explorer (FUSE) observations [Feldman et al., 2001; Bishop et al., 2007] . Emission from the c S g + (0) transition has been found to be only a weak feature in dayglow emission [Morrison et al., 1990] , even though it has the largest oscillator strength of any N 2 band in the EUV region and is the strongest emission feature observed in the laboratory [Ajello et al., 1989] . Stevens et al. [1994] attributed this weakness in dayglow emission to multiple scattering and predissociation of the c et al., 1996] , it was expected that the dayglow emission to v i > 1 levels would be very weak. However, a recent analysis of the FUSE spectra by Bishop et al. [2007] has found bright c 6 -9) emission. This strength has been explained by Liu et al. [2008] as the result of the homogeneous coupling of c
(1), which has a crossing rotational term series and much larger Franck-Condon factors for transitions to the vibrationally excited ground state. In fact, because of this coupling and the overlap of emission lines, the c et al. [2008] have recently performed a joint experimental and theoretical study of the c
S g + band system and obtained consistent oscillator strengths and predissociation rates. The work presented here is an extension and application of those results, comprising an analysis of FUSE observations relevant to the c -9) transitions. This analysis is nontrivial since the N 2 emission spectrum is congested and it was found necessary to extend the calculations to take account of overlapping emissions from other excited levels. The present analysis achieves very good agreement between calculated and observed spectra and leads to the determination of reliable emission and excitation rates for the nominal b 4, 7, 9) [Feldman et al., 2001; Bishop et al., 2007] . While the present modeling of some of these features (i.e., c 0 4 1 S u + (3 -6)), based on photoelectron-impact-induced emission, contains significant uncertainties, there are, nevertheless, strong indications of an additional excitation channel, i.e., resonant solar excitation of N 2 by a number of solar lines in the hydrogen Lyman series. Some evidence will be presented here, with additional details given in a paper by Shemansky et al. (manuscript in preparation, 2009) , in which observed absorption of the solar spectrum by N 2 is reported.
Observations
[9] Observations of the illuminated disk of the Earth were obtained during commissioning of the FUSE satellite in September 1999. Details of the viewing geometry and references to the spacecraft instrumentation have been given by Feldman et al. [2001] , who presented an atlas of the airglow emissions obtained through the medium-resolution (MDRS) aperture. The effective spectral resolution of the atlas, which spanned from 905 to 1184 Å , was $0.07 Å full width at half maximum (FWHM). The low-resolution (LWRS) aperture, which has 11.25Â the throughput of the MDRS aperture and gives an effective spectral resolution of $0.4 Å FWHM, was used to derive limb profiles of the strongest emissions. Subsequently, Bishop et al. [2007] used the LWRS data in their investigation of the relatively weak Carroll-Yoshino bands of N 2 . For their analysis, the spectra were reprocessed though the calibration pipeline using version 2.2.1 of CalFUSE. Nevertheless, they noted residual wavelength shifts that were corrected manually with the aid of atomic airglow emissions. The longest-wavelength data (l > 1130 Å ), covered by the LiF1b channel, was also known to suffer from a problem (called the ''worm''), resulting from a shadow caused by a repeller grid that rendered the extended source calibration suspect.
[10] In preparation for the final archiving of the FUSE data, additional enhancements to the pipeline were incorporated into version 3.2 of CalFUSE [Dixon et al., 2007] . Of relevance to the data of interest here, these included temperature-dependent wavelength corrections, a more complete evaluation of detector background, and a correction for the ''worm'' in long-wavelength extended source extractions. The LWRS data presented in this paper utilize this final calibration. In comparison with the data discussed by Bishop et al. [2007] , the brightnesses of the long-wavelength Carroll-Yoshino (0,7), (0, 8) , and (0,9) bands are reduced by 8%, 14%, and 30%, respectively. At shorter wavelengths, the differences between the two data sets are <5%. The overall absolute flux calibration, based on standard stars, and adjusted for the date of observation, is accurate to better than 5% [Dixon et al., 2007] .
[11] The LWRS data analyzed in the present work cover the 904 -993, 987 -1083, and 1094 -1188 Å regions. Uncertainties in the observed N 2 emission intensities used for comparison with the model are determined primarily by variations in viewing angle and solar activity during the observations. The intensities of O I features in different scans of the 988-992 Å region vary by up to 10%. In the case of the weaker N 2 features, the estimated uncertainties range from 10 to 15%.
Theory

Electron-Impact-Induced Emission
[12] The volumetric photon emission rate I resulting from electron impact excitation is proportional to the excitation rate and the emission branching ratio:
where v and J are the vibrational and rotational quantum numbers, respectively, A r (v j , v i ; J j , J i ) is the Einstein spontaneous transition probability for emission from level (v j ; J j ) to level (v i ; J i ), and
and A nr (v j ; J j ) are the total radiative and nonradiative (in the present case, predissociation only) transition probabilities, respectively, for level (v j ; J j ). In the present paper, the subscript index i always refers to the X 1 S g + state, while index j refers to the excited singlet ungerade states.
[13] The excitation rate g(v j ; J j ) is proportional to the number density of N 2 in the initial level, N(v i ; J i ), the excitation cross section s(v i , v j ; J i , J j ), and the electron flux F e :
[14] For a dipole-allowed rovibronic excitation from electronic state i to state j, the excitation cross section, based on the modified Born approximation, is given by [Shemansky et al., 1985] :
where
and a 0 and Ry are the Bohr radius and Rydberg constant, respectively, f (v i , v j ; J i , J j ) is the absorption oscillator strength, E ij is the transition energy from (v i ; J i ) to (v j ; J j ), E is the impact energy, and X = E/E ij is the dimensionless electron energy. The collision strength coefficients C k /C 7 (k = 0 À 6) and C 8 reflect atomic or molecular electronic properties and are usually assumed to be dependent on electronic state, but independent of rotation and vibration. These have been measured experimentally for the c 
An alternative, and perhaps better, assumption would be to take the b
S g + (valence) parameters to be the same, and the c 3 1
Rydberg) parameters to be the same. However, while these assumptions can lead to uncertainties in the g values used in equation (1) for the b
S g + transitions, these uncertainties are unlikely to be important in the present study, which focuses principally on the c
Furthermore, we note that electron-energydependent non-Franck-Condon effects in the relative vibrational excitation cross sections for a given electronic transition, similar to those discussed in detail for O 2 [Lewis et al., 2001] , are likely to occur also for N 2 [Joyez et al., 1973] . While this is not relevant to the excitation of the fixed upper state vibrational levels considered here, similar interference effects may influence the intensity sharing in emission between the c [15] The line transition probability
, is related to line oscillator strength f(v i , v j ; J i , J j ) of equation (3) by [Abgrall and Roueff, 2006] :
where n(v i , v j ; J i , J j ) is in cm
À1
.
Coupled Channels Calculations
[16] A CSE model of N 2 structure and predissociation dynamics is employed here to describe the dipole-allowed spectrum, providing transition energies, oscillator strengths, and predissociation line widths, at the rovibronic level, for application to the current problem of modeling the N 2 dayglow emissions. The primary advantage of a CSE treatment is the implicit inclusion of all vibrational levels as well as the dissociation continua of the coupled excited molecular electronic states. This is critical for an accurate account of N 2 structure, where strong perturbations span many vibrational levels. Being physically based, the model is able to interpolate and extrapolate realistically into the regions where experimental spectroscopic data are unavailable. The particular CSE model used is an extension of the work of Lewis et al. [2005a] and Haverd et al. [2005] , having been described previously by Liu et al. [2008] .
[17] Specifically, the model excited state manifold comprises the b, c 3 , and o [2005a] to explain the predissociation of the lowest 1 P u levels is extended to higher levels, through the inclusion of the F and G Rydberg states in the 3 P u manifold [Lewis et al., 2008a] , and to the 1 S u + levels, by a preliminary consideration of their spin-orbit coupling to the 3 P u0 states.
[18] The formalism of the CSE technique has been detailed by van Dishoeck et al. [1984] . The model parameters include the diabatic potential energy curves for each electronic state and the R-dependent diabatic electronic transition moments for those states that possess dipole-allowed transitions to the X 1 S g + ground state of N 2 . The electrostatic interactions between singlet ungerade states of like symmetry are represented by R-dependent electronic coupling parameters, the L-uncoupling and spin-orbit interactions by R-independent parameters. All of the R-dependent parameters associated with the 1 S u + and 1 P u states are initialized from the ab initio results of Spelsberg and Meyer [2001] , except the transition moment for c 0 4 1 S u + À X 1 S g + which was derived from experimental oscillator strengths over a progression of both upper and lower state vibrational levels, as described by Liu et al. [2008] . All CSE model parameters have been least squares optimized against a large database of line energies, strengths and widths [Carroll and Collins, 1969; Helm et al., 1993; Helm and Cosby, 1989; Kam et al., 1989; Kawamoto et al., 1997; Levelt and Ubachs, 1992; Lewis et al., 2008a Lewis et al., , 2008b Liu et al., 2008; Ndome et al., 2008; Roncin et al., 1991 Roncin et al., , 1998 Roncin et al., , 1999 Smith et al., 2003 , see also HarvardSmithsonian Center for Astrophysics Molecular Database, http://www.cfa.harvard.edu/amp/ampdata/14n2/eglpdf.html; Spelsberg and Meyer, 2001; Sprengers, 2006; Sprengers et al., 2003 Sprengers et al., , 2004a Sprengers et al., , 2004b Sprengers et al., , 2005a Sprengers et al., , 2005b Sprengers and Ubachs, 2006; Stark et al., 1992 Stark et al., , 2000 Stark et al., , 2005 Stark et al., , 2008 Ubachs et al., 2000 Ubachs et al., , 2001 Vieitez et al., 2007 Vieitez et al., , 2008 Yoshino et al., 1975 Yoshino et al., , 1979 Yoshino and Tanaka, 1977] .
[19] Model photodissociation spectra are continuous in energy because of the inclusion of unbound states in the coupled equations, enabling the determination of resonance energies, oscillator strengths, and line widths by fitting Fano profiles to the CSE model cross sections. The CSE oscillator strengths are used in equations (3), (4), and (5) to determine the electron excitation rate and the photon emission rates to the ground state vibrational manifold. The predissociative contribution to the total decay rate A(v j ; J j ) is determined from the CSE model predissociation line width G nr (v j ; J j ) using the relation
[20] The fitted CSE model (v j , 0) band origins differ by a maximum of a few tenths of a cm À1 from the experimental database values. In order to ascertain the accuracy of the calculated singlet transition energies over the complete range of rovibrational levels of interest, experimentally determined term values reported by Levelt and Ubachs [1992] , Roncin et al. [1998 Roncin et al. [ , 1999 [21] The fitted CSE model (v j , 0) band oscillator strengths differ from those in the experimental database by a maximum of ±10%. A more detailed comparison with the rotationally dependent experimental oscillator strengths of Stark et al. [2005 Stark et al. [ , 2008 
, and c 0 4 À X(0 À 3, 0) reveals encouraging detailed agreement at the ±15% level. A similar degree of agreement is expected for higher-energy levels. Because of the lack of experimental data for comparison, there is no opportunity to comprehensively verify the CSE model (v j , v i > 0) oscillator strengths. However, since the CSE treatment of the coupled excited states has been shown to be valid, it is likely that the (v j , v i > 0) oscillator strengths will be almost as accurate as those for the (v j , 0) transitions. In particular, of prime relevance to this work, Liu et al. [2008] have demonstrated the ability of the CSE model to predict the relative band intensities of the overlapping and strongly mutually perturbing b 
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emission bands when compared with laboratory electron-excited spectra. This result included the correct reproduction of non-Hönl-London line oscillator strengths and P/R branch interference effects due to coupling with the 1 P u manifold.
[22] The modeling of predissociation line widths, which may vary over many orders of magnitude with vibration, rotation, or isotopomer, is significantly more problematic than the modeling of oscillator strengths, since more states and couplings are pertinent, leading to greater uncertainty and less predictability. However, CSE-modeled line widths have been compared successfully with experiment for the f parity levels of b(0 -6) and c 3 (0) 
bands and the highresolution spectra of Liu et al. [2008] . Second, insofar as comparisons are possible, the CSE model predissociative lifetimes for the b 0 (4) and b 0 (7) levels are consistent with experiment. In the case of b 0 (4), the CSE lifetime decreases from 400 to 75 ps as J j increases from 0 to 5, consistent with the average experimental lifetime of 160 ± 70 ps for J j 5 of Sprengers and Ubachs [2006] . Because of a strong perturbation by a crossing 3 P u level, the CSE lifetime varies irregularly in the range 7 -67 ps for J j = 6 À 25, in agreement with the rapid broadening observed in photoabsorption spectra [Stark et al., 2005; G. Stark et al., unpublished data, 2009 ]. In the case of b 0 (7), the CSE predissociative lifetime is in the range 1400 -1110 ps, for J j = 0 À 10, in satisfactory agreement with the only experimental value, 930 ± 140 ps, which is a total lifetime obtained at the band level by Oertel et al. [1982] , including both radiative and predissociative components. As J j increases from 11 to 21, the CSE lifetime decreases rapidly from 790 to 8 ps, in agreement with the broadening observed in photoabsorption spectra Stark et al., unpublished data, 2009 ).
Analysis
[24] The primary focus of the present work is on the mixed c S u + (1), the current e + N 2 model also considers the emission from b
, and c 3 1 P u (v j = 0 À 1), for rotational levels up to J j = 30.
[25] Before comparison with the FUSE spectrum, the e+N 2 model was checked against laboratory emission spectra obtained at room temperature and 100-eV excitation energy. There were discrepancies for some transitions, e.g., for c 3 1
, as noted by Liu et al. [2008] . Small uniform scalings of those transition intensities were sufficient to make the model accurately reproduce the calibrated experimental spectrum. Responsibility for the observed discrepancies is likely to lie either with the assumed form adopted for the b
P u À X 1 S g + collision strength coefficients described in section 1, or, particularly for some higher-vibrational levels of 1 S u + symmetry, with uncertainties in their CSE-calculated predissociation rates. A specific calibration of the electron excitation/emission model is necessary in order to establish the importance of additional excitation mechanisms, as described in section 5.2, and of overlapping transitions other than those originating from c (1), as described in section 5. 4. [26] Since the temperature of the terrestrial thermosphere is significantly higher than the laboratory temperature, it is possible that the 300-K calibration will not be completely accurate for analysis of the FUSE spectra. The model N 2 emission spectrum was calculated for various temperatures between 300 and 800 K, and convolved with a Gaussian of 0.4-Å FWHM, before being compared with the FUSE spectrum. Good agreement between the calculated and observed relative intensities within the spectral regions containing the c
bands was obtained by assuming a temperature of 500 ± 50 K. It is important to note that this is an apparent temperature chosen to give good agreement between the observed and optically thin model spectra for v i = 2 À 9. As will be shown in section 5.3, multiple scattering of the c
0) band and J-dependent predissociation lead to different intensity patterns for primary and secondary emission. The net result is that the observed relative intensity from the high rotational levels is weaker than that for the primary emission. Thus, the inferred temperature of 500 K likely represents a lower limit of the N 2 temperature in the thermosphere.
[27] The relative intensities of the c
S g + transitions are not sensitive to excitation energy because their threshold energies are nearly coincident. Thus, it is not possible to determine the photoelectron energy from this source. Nevertheless, in the future, the electronenergy-dependent non-Franck-Condon effects discussed in section 3.1 might provide a means of estimating the dominant photoelectron energy, through the fitting of relative vibrational intensities in transitions from strongly Rydbergvalence mixed excited states in dayglow emission spectra. However, significant laboratory measurements and CSE model development will be necessary before this becomes feasible.
[28] The identification of spectral features from species other than N 2 , mostly atomic and ionic oxygen and nitrogen, were based on two online databases by Ralchenko et al. [2007] , and P. L. Smith et al. (1995 atomic 
5 of 14 D07304 able at http://cfa-www.harvard.edu/amp/ampdata/kurucz23/ sekur.html, last modified in 2001), as well as laboratory e+N 2 measurements at 20 and 100 eV [Ajello et al., 1989; James et al., 1990] . Dissociative excitation or ionization from the N 2 ground state is energetically impossible at 20 eV, so a comparison of 20-and 100-eV spectra enables unambiguous identification of atomic and ionic nitrogen transitions when overlap with N 2 transitions is negligible.
Results and Discussion
[29] In Figures 1 and 2 , the 500 K model spectrum is compared with the FUSE observations in regions containing the c 
Comparison of Observed and Calculated Intensities
[30] Where the c
) bands are relatively free from overlapping features, the calculated relative emission rates clearly agree well with the FUSE observations, particularly for the reference transitions to v i = 2, 8 and 9. For these three bands, the intensity discrepancy is within ±4%, even neglecting allowance for a possible overlap with an O III transition at 1184.174 Å . The expected 5 -1027.6, 1049.6 -1051.6 , and 1074.5-1076.7 Å , respectively. The spectral peak marked with N* at $1047.5 Å appears in 100-eV e + N 2 laboratory spectra but is absent in 20-eV spectra, indicating that it is due to emission from either atomic or ionic nitrogen. 
6 of 14 D07304 uncertainty in the FUSE spectra encompassing the v i = 8 and 9 emission bands, covered by the LiF1b detector, is ±15%.
[31] Intensities for the c
(0, 1) thermospheric emission bands, known to be attenuated significantly by multiple scattering and resonant, or nearly resonant, absorption, are therefore overestimated by our model which does not include these effects. Further analysis of these bands is performed in sections 5. 4 and 5.3. [32] Figure 1a shows an observed c
(2) emission band that is a little narrower than in the model spectrum. This is likely to be the result of secondary emission during the multiple scattering of c
, caused by J-dependent predissociation, aspects that are discussed further in section 5.3.
[33] The R branch (shorter-wavelength lobe) of the c Figure 1b is et al., 2008] . According to the electron impact measurements of Liu et al. [2008] , taken at 100 eV and 300 K, the atomic nitrogen transitions contribute 35-40% of the total intensity between 1026.5 and 1027.7 Å . This contribution is consistent with the model discrepancy seen on the P branch side of the c Figure 1c , the calculated emission rate within the P branch of the c [36] While the P branch region of the c Figure 2a is relatively unobscured, the R branch is overlapped by one of three strong atomic nitrogen lines. Figure 2a shows a small bump near 1104 Å , this is consistent with the c 3 1
6) band transition in the model spectrum. Thus, the contribution of N I emission to the P branch region is determined to be negligible. Under the above assumptions, the observed integrated N 2 surface brightness, between 1100 and 1103.1 Å , is inferred to be 7.3 R, $15% lower than predicted by the model (8.6 R). 
The optically thin model spectrum has been scaled down by an additional factor of 30 beyond the common normalization applied to all modeled bands. The FWHMs of the observed and model spectra are $0.55 and $1.3 Å , respectively. Note the nearly complete disappearance of the high-J wings of this band. The peak of the observed spectrum is coincident with the P(1) transition, where a valley is predicted by the optically thin model. (b) The model spectrum has been reduced by a additional factor of 3.5. The observed band is also narrower than the model prediction. The model-underestimated spectral feature between 982 and 983 Å is primarily due to the c 3 1
(1) emission band, with the discrepancy exaggerated by the adopted 3.5Â scaling factor. See section 5.3 for a detailed discussion.
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[37] Three O II lines in Figure 2b severely overlap the c Ralchenko et al. [2007] , the O II contribution to the peak at 1128 Å should be $2.5Â the intensity of the 1130.147 Å line. The FUSE emission rate for the 1128 Å peak should then correspond to the modeled N 2 emission rate plus 2.5Â the FUSE emission strength of the O II 1130.147 Å line. However, the integrated strength of the observed 1128 Å feature is only $87% of this sum, implying, under the above assumption, that the modeled N 2 R branch emission rate is a $20% overestimate. The observed P branch region includes a contribution from the O II J = 3/2 fine-structure component at 1129.251 Å . If, according to the relative level degeneracies, the population of the J = 3/2 level is 2/3Â that of J = 5/2, then a comparison between the observed and model spectra in Figure 2b implies that the model intensity for the N 2 P branch is $10% too high. These R and P branch discrepancies are of the same order as the 15% observational uncertainty.
[38] In the calibration regions of Figures 2c and 2d , respectively, there is very good agreement between the shapes of the observed and calculated c 0 4
) emission spectra. However, it should be noted that there is the possibility of weak contamination of the R branch of the latter band by the O III 2s2p 2 ( 4 P)4d 
, with a discrepancy more than 4 times the expected maximum combined error of model and observation. The error includes observation uncertainty equivalent to 35% of the corresponding e + N 2 model intensities, 10% model uncertainty from oscillator strength, 12% model uncertainty from excitation functions and photoelectron energy, and an assumed 40% error in predissociation yields averaged over J j at 500K. These estimated components result in an overall 55% probable combined error and 97% maximum combined error, both of which are relative to corresponding calculated e + N 2 emission intensities as normalized in Figures 1 and 2 . The unmodeled intensity detected from these levels is likely to arise from the omission of excitation channels other than electron scattering of X 
and, assuming local thermodynamic equilibrium (LTE) at 500 K, ground state N 2 will consist of $0.12% v i = 1. This would be sufficient to make the pumping of b
by the solar Lyman-line. A non-LTE vibrationally excited ground state, which would increase the importance of the former process, may result from excited state emission to v i > 0 levels, or by low-energy (<5 eV) electron impact, a process known to have a large vibrational cross section in N 2 [Schultz, 1964; Boness and Schulz, 1973; Allan, 1985; Vicic et al., 1996; Dube and Herzenberg, 1979; Morgan, 1986; Sun et al., 1995; Grimm-Bosbach et al., 1996] . Furthermore, any nonthermal population of X (1) excitation cross section at 2.3 eV is $5.6 Â 10 À16 cm À2 [Robertson et al., 1997] . Clearly, a small percentage of photoelectrons with energy between 1.5 and 5 eV can make vibrational excitation (and deactivation) a very important process.
[43] Finally, we note that resonant excitation of the (0) is slow for the very low J j levels, but increases rapidly with J j . In particular, the J j = 0 level is uncoupled from the 1 P u e states and can, therefore, be considered free from predissociation due to this primary mechanism.
[45] In Figure 3a , the spectrum observed by FUSE in the region of the c
emission band is shown. For comparison, the optically thin model spectrum, scaled down by a factor of 30, is also indicated. Two important features are apparent. First, the width of the observed band spectrum ($0.55 Å FWHM) is significantly smaller than the modeled width ($1.3 Å FWHM). Second, the peak of the observed spectrum coincides with the P(1) rotational transition at 958.6 Å , where a trough is seen in the optically thin model and laboratory spectra [Liu et al., 2008, Figure 2a] .
[46] The drastic decrease of observed FUSE brightness and band width is consistent with a multicycle of emission and resonant absorption, with radiation lost both through predissociation and emission to X
has an emission branching ratio of 0.843, the largest of any rotational transition within this band, and is therefore the most resistant to radiation loss. Nevertheless, there is a loss of 15.7% of P(1) intensity during every cycle of reemission. A simple estimate based on this number suggests that a factor of 30 decrease in the observed P(1) emission rate corresponds to, on average, $20 emission absorption cycles before detection. The radiation lost from higher-J j transitions progressively increases because of increasing predissociation losses. For example, the J j = 7 level decays to X 1 S g + (0) with an emission branching ratio of 0.716. Then, 20 cycles of emission and resonant absorption would decrease the FUSE intensities of the resultant P(8) and R(6) lines by a factor of $800. The losses for the higher-J j levels clearly are even more drastic, which explains the negligible emission rate on the blue side of R(6) (<958.34 Å ) and the red side of P(8)(>959.89 Å ) in Figure 3a . This explanation is in agreement with the peak observed emission rate coinciding with the P(1) transition and the conclusions of Bishop et al. [2007] , who found that consideration of only transitions involving J j 7 was sufficient to approximate the shape of the (0,0) band.
[47] For each c (0) predissociation and so will also preferentially augment the low J j lines of v i > 0 emission, resulting in a narrowing of the profiles of the corresponding bands. This narrowing phenomenon is apparent in Figure 3b , which compares the FUSE and optically thin model spectra for the c
(1) band. The observed emission rate of this band is $3.5Â weaker than predicted by the model (which has been scaled down in Figure 3b ). This reduction in intensity is due to resonant absorption by the nearly coincident transition b
, where the b 1 P u (2) level is strongly predissociated [Stevens et al., 1994] . Whether resonant absorption by X 1 S g + (1) plays any significant role will likely be dependent on the extent of non-LTE effects. Some spectral narrowing is also observed in Figure 1a , in the region of the c 0 4 1 S u + (0) À X 1 S g + (2) P branch, on the long-wavelength side. The presumed similar narrowing for the R branch is obscured because of overlapping solar-enhanced b 0 1 S u + (7) À X 1 S g + (4) emission, as discussed in section 5.2. Indeed, the small peak at 1003.13 Å in the observed spectrum, if real, could be attributed to the P(12) transition of b
2) band is used as part of our intensity normalization procedure (see section 5.1), it is not possible to determine whether any intensity anomalies are present in this band.
[48] Neither intensity nor band shape anomalies are apparent in any of the spectra of Figure 2 . First, the effects of multiple scattering and predissociation on the emission intensities to X Table 1 , the observed and calculated surface emission rates for the c S u + (1) emission rates depend slightly on the temperature. The last column in Table 1 lists integrated FUSE emission rates, after the contributions from atomic and ionic transitions, and N 2 emission from levels other than c (1), have been removed, as described in section 5.1. Reliable FUSE integrated emission strengths for transitions terminating on the v i = 3, 4, and 5 ground state levels cannot be obtained because of heavy overlapping in the corresponding experimental spectra. Furthermore, the serious distortion of the c
0) band shape, and consequent uncertainty regarding the role of overlapping features, prevents its brightness from being estimated to a high degree of accuracy.
[50] Apart from the transitions to the v i = 0 and 1 levels, discussed in detail in section 5.3, the calculated and observed band brightnesses in Table 1 agree to within 15%. The physically based model employed here enables a realistic extrapolation to be made by employing the unattenuated observed emission to v i ! 2 and the modeled relative band intensities. This permits the inference of an optically thin brightness of 2115 R for emission to v i = 0, and 315 R to
Comparing these values with the direct FUSE measurements, the radiation lost during multiple scattering is found to be 99% for emission to v i = 0 and 75% to v i = 1. Since resonant self-absorption, not included in the model, leads partially to secondary radiation escaping via transitions to v i > 0, the extrapolated brightnesses may be overestimated.
[51] Table 1 includes results reported by Bishop et al. [2007] , which differ significantly from the present results in several instances. The differences are caused by a combination of calibration and spectral content. The last column of Table 1 [2008] failed to detect these transitions. The present work shows in Figure 3b that the CSE calculation reproduces the observed P/R branch relative intensity, and the introduction of N I lines is not necessary. If the 4 R allocated to the N I emission is added back to N 2 (0,1) band, the difference between two values is still outside of either error range. For the emissions to the v i = 6 -9 levels, Table 1 S u + (1) levels contributes about 10%, 17% and 13% of the observed N 2 intensities in the 1129. 872 -1130.496, 1154.885 -1157.172 and 1183.328-1185.773 Absolute optically thin model brightness inferred by using a normalization constant averaged over the emission bands terminating on v i = 2, 8, and 9 (see text), and an N 2 temperature of 500 K. Estimated from FUSE spectrum after removing the contributions from atomic, ionic, and other overlapping N 2 emissions. [2007] . Numbers in parentheses are obtained after adjusting for the difference in calibration. Specifically, the rates to v i = 7, 8, and 9 have been reduced by 8%, 14%, and 30%, respectively, and rates to the other v i levels have been reduced by 5%. If the FUSE-measured brightnesses of 24 R is adopted for emission to v i = 0, the total modeled brightness of emission to all ground state levels is $220 R, only 8.6% of the model-predicted optically thin brightness.
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[52] On the basis of our CSE calculations, the rotationally averaged predissociation yields following electron impact excitation of c (1) at 500 K are $25% and $53%, respectively. The model total, column-integrated, optically thin emission rates to all ground state levels considered are 2.49 Â 10 9 and 5.56 Â 10 7 cm À2 s
À1
, respectively. Using these data in equation (1) . These rates are constrained experimentally by the normalization of the model spectra to the FUSE observations.
[53] The combined column-integrated excitation rate to the c 0 4 1 S u + (0) and b 0 1 S u + (1), 3.4 Â 10 9 cm À2 s À1 , is significantly larger than the value 1.4 Â 10 9 cm À2 s
obtained by Bishop et al. [2007] . The difference is largely caused by the difference in emission branching ratios given that the excitation rate is inferred from the observed brightness. A small error in branching ratio can lead to a very significant difference in the inferred c 
Summary and Conclusions
[54] Terrestrial thermospheric N 2 c 0 4
) dayglow emission observed in FUSE measurements has been modeled quantitatively, with the assumption of photoelectron impact as the principal molecular excitation mechanism. Very good agreement has been achieved between the model and observations for the v i = 2, and 6 -9 levels. Reliable estimates of the emission rates to the v i = 3 -5 levels are also provided. In addition, a number of resonant excitations by solar radiation have been identified.
rates and an estimate of the excitation rates have been determined. The significantly reduced observed emission rate of c 
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