Given a Riemann surface Σ and a riemannian manifold M with certain restrictions, we construct a cobordism invariant of M . This invariant is a generalization of the elliptic genus and it shares some similar properties. *
Introduction
The analytic index of an elliptic differential operator D :
vector bundles over a manifold M is defined as
This index can be computed by using heat evolution operators. There are two natural laplacians associated with the elliptic operator D:
2)
3)
The index may be expressed as Index(D) = Tr exp(−t∆ + ) − Tr exp(−t∆ − ) , t > 0, (1.4) because if ∆ + φ = λφ, then ∆ − (Dφ) = λ(Dφ). Thus all but the 1 eigenvalues of e −t∆ + cancel those of e −t∆ − in the difference of the traces. The cancellation is incomplete because one cannot identify ker D with ker D * . Using heat operators leads one to attempt to find a classical quantum mechanics problem with the laplacians being the hamiltonians. The end result is supersymmetric quantum mechanics which has a supersymmetric path integral formulation [1, 2, 3] .
We can go beyond quantum mechanics to quantum field theory and ask whether there are generalizations of the index theorem. In the context of (1 + 1) dimensional quantum field theories, the answer is yes in the form of the elliptic genus [4, 5, 6, 7, 8] . For a survey of the mathematical literature look in [9] . The (1 + 1) dimensional field theory is formulated on a torus where there is a notion of a hamiltonian, i.e., laplacian. Formally, the elliptic genus is the S 1 -index of a formal differential operator, the Dirac-Ramond operator, the Dirac operator with potential function Clifford multiplication by x ′ (σ) on the loop space LM. If one goes beyond genus one the Hamiltonian interpretation is lost, but there is still a path integral. Can one make any sense of this path integral as some generalization of the index and what is it? In this paper we show that the semiclassical approximation of the path integral gives a cobordism invariant generalizing the elliptic genus to the case of genus g > 1.
In Section 2 we review the supersymmetric sigma model, its action and partition function. We explain in Section 3 conditions needed on the target manifold to cancel anomalies and make the path integral formally well defined. We derive the semiclassical approximation in Section 4, obtaining the semiclassical partition function as a ratio of determinants in (4.12). The semiclassical limit is "topological" but not a topological quantum field theory [10, 11] .
We derive a differential equation for one of these determinants in Section 5 and use it to ultimately compute the determinant in terms of ϑ-functions whose characteristics are determined in Appendix A. We identify the ϑ-function with a cross section of our determinant line bundle in Section 6. Using an explicit construction of the determinant line bundle (Section 7) we compute det 1 ⊥ 2− in Section 8 (Theorem 8.14) . In Section 9 we discuss our final formula which gives a cobordism invariant generalizing the elliptic genus as we explain. There we obtain a simple "relative invariant" by taking ratios.
In the appendices we tried to make explicit known material in algebraic geometry.
The body of the paper was written over two years ago. We had hoped to exhibit our semiclassical partition function explicitly as a nonholomorphic section of a holomorphic line bundle over spin moduli space. We did not succeed in doing so. In the meantime line bundles over jacobians have received considerable attention because of M-theory (partition functions for self-dual fields and chiral anomalies). Though we are aware of some of these developments [12, 13] , we have not incorporated their viewpoint into our computations.
where dX denotes the differential map dX : T Σ → T M. The natural inner product induced by the riemannian structures is denoted by angular brackets. If (x 1 , x 2 ) are real local coordinates 2 on Σ and if we abuse notation and also denote local coordinates on M by X, action (2.1) may be written in the form
In the first line, γ ab (x)dx a ⊗ dx b is the riemannian metric on Σ, and g µν (X)dX µ ⊗ dX ν is the riemannian metric on M. In the second line we have exploited the complex structure on Σ induced by its riemannian structure to write the action in a way that depends manifestly only on the complex structure.
The supersymmetric model
The chiral Dirac operator on a Riemann surface∂ 1/2 : Λ 1/2,0 (Σ) → Λ 1/2,1 (Σ) has numerical index zero. It is also a skew symmetric operator and consequently has a mod 2 index, (dim ker∂ 1/2 ) mod 2 which is a topological invariant. An even spin structure is one where dim ker∂ 1/2 = 0 mod 2 and an odd spin structure is one where dim ker∂ 1/2 = 1 mod 2, see [14] .
The supersymmetric version of action (2.1) requires the introduction of a fermionic field ψ which is a section of the bundle K 1/2 ⊗X * (T M) where K is the canonical bundle on Σ. We have to pick a square root of the canonical bundle, i.e., a spin structure s on Σ. Later we will see that we have to pick an odd spin structure. Let X . In local coordinates, the covariant derivative of the section
is given by 2 Our notation is that d 2 x = dx 1 ∧ dx 2 . 3 The X subscript is introduced to emphasize that the operator depends on the map X.
The supersymmetry transformation laws are δX = ǫψ (2.6)
where ǫ is a local holomorphic section 4 of K −1/2 . For the mathematicians, δX should be interpreted as a tangent vector to the space of maps Map(Σ, M), i.e., a cross section of X * (T M). The naive supersymmetric action may be written in local complex coordinates as
where
and
For the moment, we take B = B µν dX µ ∧ dX ν to be a real 2-form 5 on M with
We will be more precise later on the exact interpretation of the B term. For now suffices to say that it is required for anomaly cancellation.
The action is not invariant under supersymmetry in genus larger than one. For example, the transformation law for action I g under the supersymmetry transformation is
For the supersymmetry to be a symmetry of this action, ǫ must be holomorphic and this only happens in genus zero or genus one. Note that in genus one, a constant ǫ tells us that ψ must belong to an odd spin structure, a consequence of the SUSY transformation laws and the periodicity of X around any cycle in Σ. Therefore the field ψ is periodic on a torus, the boundary condition that is consistent with supersymmetry. For genus g > 1, there is no global supersymmetry and one can only talk about supersymmetry locally. The classical holomorphic supercurrent is of type (3/2, 0).
The above action defines a sensible classical conformal field theory. Quantum mechanically, this is not so. Firstly, there are global fermionic anomalies as discussed in [16, 17] and local Adler-Bell-Jackiw anomalies associated with gauge transformations in T M. The I B term is used to eliminate these anomalies. Secondly, due to the conformal anomaly, the above is not in general a conformal field theory. But we will only use the semiclassical approximation about a constant background, which is a conformal field theory.
3 The Supersymmetric Path Integral
Full theory
The path integral for action (2.8) involves integrating over all maps from Σ to M and integrating over all fermionic sections of K 1/2 ⊗ X * (T M). Since the fermions enter quadratically, we can perform the fermionic integral obtaining the following formal expression for the partition section
In the above, ∇ 0,1 X is defined just like (2.5) except that the connection coefficients are given by
This is a metric compatible connection with torsion. In the expression for the partition section (3.1), pf(∇ 0,1 X ) is the pfaffian section of the pfaffian line bundle PF(∇ 0,1 X ). We emphasize that the partition section depends on the metric on the target space M, the metric on the Riemann surface Σ, and the spin structure s of the Riemann surface.
The expression for the partition section Z may be interpreted as an averaging of the pfaffian section over Map(Σ, M). This can be done only if the pfaffian line bundle is a trivial line bundle over Map(Σ, M). If not we have an anomaly in the sigma model as discussed in [16, 17] . General arguments tell us that the determinant line 
where ev : Σ × Map(Σ, M) → M is the evaluation map. The cohomology class 2π c 1 (DET(∇ 0,1 X )) may be represented by a curvature 2-form F of the determinant line bundle DET(∇ 0,1 X ) (which comes equipped with a Quillen connection).
, see Bismut and Freed [19, 20] . We assume that dim M is even and greater than 2. We also assume that π j (M) = 0 for j ≤ 3. The condition π 3 (M) = 0 greatly simplifies the analysis. We discuss complications when π 3 (M) = 0 later. Our assumptions on M imply that M is an oriented, connected spin manifold and that π j (Map(Σ, M)) = 0 for j = 0, 1. Hence PF(∇ 0,1 X ) is the unique square root of DET(∇ 0,1
Triviality of the line bundle is not sufficient. A locality requirement in physics necessitates that there be no local anomaly. Counterterms have to be added to cancel the local obstructions and not just the topological ones; see Section 3.3.
Determinant and pfaffian line bundles
The twisted chiral Dirac operator ∇ 0,1
has numerical index zero. It has a determinant line bundle DET(∇ 
(because X * (T M) is stably trivial as a real bundle over Σ). Hence, if M is even dimensional, dim ker ∇ 0,1 X = 0 mod 2. We restrict ourselves to odd spin structures; the basic Dirac operator has a zero mode so that ordinarily the Pfaffian and the path integral would vanish. However we have twisted by the pullback bundle X * (T M) and dim M is even so the dim ker ∇ 0,1 X = 0 mod 2. Generically, we do not have a zero mode and this fact allows for a nonvanishing partition function. Even spin structures do not give topological invariants of M in the semiclassical approximation.
Anomaly cancellation
In this section we address two issues. First we give an explicit (local) trivialization of the line bundle PF(∇ 0,1 X ) so that the section pf(∇ 0,1 X ) becomes a function. Second, we show how I B cancels the gauge anomaly of I g (general considerations [21] imply that consequently there will be no gravitational anomaly as well).
We first give a rough outline of the chain of arguments which leads to anomaly cancellation. For the moment we do not worry about normalizations factors since later we will do it more carefully.
We have a map X : Σ → M. The Dirac operator ∇ 0,1 X involves the connection on the pullback bundle X * (T M). If v is an infinitesimal gauge transformation then the anomaly is given (up to factors of π and integers) by
where we have denoted the pullback connection by A.
Assume we have a two form B on M. Action (2.11) contains a term
If we can arrange that under a gauge transformation the variation in I ′ is given by δI ′ = − Σ Tr(vdA) then we can cancel the anomaly in the pfaffian with the B term.
The local cancellation of the anomaly is based on the observation that if A is a connection, then under an infinitesimal gauge transformation
The object is to use the Chern-Simons form to cancel the anomaly. Since π 1 (M) = π 2 (M) = 0, the image X(Σ) must be a boundary. There exists N X ⊂ M such that ∂N X = X(Σ). Thus we conclude that
We require
Since p 1 (M) = 0 we have dα = 0 and thus α has a local antiderivative and we want this antiderivative to be B justifying the equation above.
We now give the argument more carefully. Since [p 1 (M)] = 0, we can choose a 3-form H on M such that 6 dH = p 1 (M). So F = dω where ω is the 1-form To study the gauge anomaly, we let α = α(A) be the Chern-Simons form on SPIN(M) for the connection 1-form A, so that dα
Here Ω is the so(n) valued curvature 2-form on SPIN(M). Let C = α − π * H; hence dC = 0. The homotopy exact sequence for the principal bundle π :
But the integral of C over a fundamental 3-cycle in a fiber is 1; hence C represents a generator of 
6 Just as the 4-form p 1 (M ) depends on an SO(n) connection A for a given metric, so does H. Now E(C)( X) is independent of the path γ; for if γ 1 is another such path then γ
is an integer, i.e.,ω represents an integral 1-cocycle.
Put another way, 0+ω is a connection on the trivial line bundle over Map(Σ, SPIN(M)) with 0 curvature and trivial holonomy for all closed paths. Soω is a pure gauge generating the gauge transformation E(C).
We can define the function E(C) a bit more abstractly. Since C represents an element of H 3 (SPIN(M), Z), there exists a Cheeger-Simons differential 2-character B
with dB = C. Then ev * B is a differential 0-character on Map(Σ, SPIN(M)) with values in S 1 whose "differential" isω. ev * B is our function E(C). Changing H to H + db,
The bosonic part of the action I B is to be interpreted as log E(C).
This circle bundle comes equipped with a connection as follows. The trivial circle bundle Map(Σ, SPIN(M))×S 1 has connection 1-form dθ−ω, i.e., the trivial connection dθ modified by the 1-form −ω. The connection descends to Map(Σ, SPIN(M))
where L V is the Lie derivative with respect to the vector field generating the 1-parameter family of maps given by φ t = e tf , f : Σ → so(n).
Since dθ −ω is closed, we need only show that
The component of V in the S 1 -direction can be computed in the following fashion. We have a 1-parameter family of maps e 2πiθ → e 2πi(θ+g(t)) where
and ext X is an extension of X to a map of a three manifold N with boundary Σ. The map ext X : N → SPIN(M)) with ext X| Σ = X induces a map ext φ t X :
Thus the component of V in the ∂/∂θ direction is dg/dt| t=0 which equals X C(
, f (σ)). Thus the circle bundle Map(Σ, SPIN(M)) × C S 1 over Map(Σ, SPIN(M)) has the connection dθ −ω pushed down to it. The curvature of this connection is zero; in fact dθ −ω is a closed form representing an integral cohomology class. So all holonomies are trivial and this circle bundle can be trivialized using the connection dθ −ω. Let T be the associated trivial line bundle. Note that the line bundle T has a natural nonvanishing section s that is the descendant of the functions(
is a nonvanishing section of the line bundle T 1/2 ; since T 1/2 has been trivialized, s 1/2 is a function.
Implicit in our construction of the line bundle T is its dependence on the spin connection A ∈ A, the set of all connections on SPIN(M). So just as DET(∇
The proof uses two lemmas. Let φ be a gauge transformation on SPIN(M) and let φ · A denote its action on A. From [22] we see that
and thus we conclude that
} where
It is well known [23] that the change of the fermions determinant under a gauge transformation is given by the non-abelian anomaly 7 :
We have that 7 The path integral viewpoint is due to Fujikawa [24] . For a review using more modern geometrical language look at [25] .
}} where {{ }} = is, requires the K-theory formula (as opposed to a cohomology formula) for the pfaffian line bundle which in general is nonlocal [26] . We do not address this problem here.
Interpretation
We emphasize that for genus g > 1, the partition section does not have an interpretation as the index of an operator. We have neither an S 1 -index interpretation nor a topological quantum field theory (TQFT) interpretation as in [10, 11] . However, we make the following observation. Rescale the metric g µν (X) → g µν (X)/ and study the behavior of Z as → 0. In this case the partition function has an asymptotic expansion of the form
where the semi-classical partition section Z sc is independent of .
Though we can say very little about the properties of the exact partition section, we show that Z sc (g µν , γ ab , s) makes sense and is a cobordism invariant of M in the form of a non-holomorphic section of a certain holomorphic line bundle over odd spin Teichmuller space. Thus the (1, 0) "supersymmetric" sigma model is a quantum field theory with the property that its semi-classical limit gives topological invariants but it is not a TQFT in the traditional sense.
Semiclassical approximation
The partition section may be written as
where I(g, γ, s) is given by equation (2.8). As → 0, we use the steepest descent approximation to evaluate the above. This entails finding the critical points of the action. An example of a critical point is a constant map X(z) = X 0 , and a holomorphic ψ. These are the global minima as far as the bosonic degrees of freedom. From now on we neglect all other critical points. Note that for a constant map, the pullback
and therefore it makes sense for the section ψ to be holomorphic. We assume we are working at a generic point in M 1/2 g where dim ker∂ 1/2 = 1.
Next, we look at the quadratic fluctuations of the action. It is convenient to choose a Riemann normal coordinate system about X 0 in the target manifold. If we write
then one can show that the action (2.8) may be written as
, and η is a section of
is the curvature tensor of the full connection (3.2). The steepest descent approximation requires integration over the normal bundle of the critical point set. In our case, the (lowest action) bosonic critical point set is M and we have to integrate over the normal bundle NM of M in Map(Σ, M). The fibers of NM are spanned by the orthogonal complement to the constant map 9 in Map(Σ, T M X 0 ).
Integration over the constant maps corresponds to integrating along M.
One last observation is that at = 0, equation (4.4) defines a free conformal field theory with different Virasoro central charges for the holomorphic and anti-holomorphic sectors. This theory has a conformal anomaly under a Weyl rescaling of the Riemann surface metric γ ab . The change of the path integral under such a transformation is known and given by the Liouville lagrangian. For this reason we choose the metric on Σ to be a constant curvature metric.
By using standard physics methods one can show that the bosonic part of the measure at X 0 ∈ Map(Σ, M) reexpressed in terms of normal bundle data is given by 8 We have implicitly made a change of variables which may schematically be written as η → η +Cψξ to eliminate a quadratic term of the form ξη. 9 "Map" refers to ξ in this discussion.
One can always choose ψ µ 0 = η µ 0 ⊗ S 0 and in this way one can conclude that
where the prime now denotes the sections orthogonal to the holomorphic ones. The normalized spinor is determined up to an arbitrary phase reflecting the fact that the partition function is morally a section of a line bundle.
Let I p is the identity transformation on a p-dimensional vector space. The semiclassical approximation gaussian integral can be explicitly performed obtaining
The primes denote that we are working on the space orthogonal to either the constant maps or the holomorphic spinors, respectively. In the last line we have been a bit schematic because we want to simplify the above before writing it in a more intrinsic form. Observe that 10 pf
Grassmann integration tell us that the non-vanishing terms must be homogeneous of degree 2n in η 0 and contain the totally skew expression η
0 . This observation and the fact that we have to integrate over M allows us to rewrite Z sc in terms of integration over differential forms. We define the Cartan curvature two form by
and we formally think of R as a skew linear transformation. Define an operator D :
10 To define det ′∂ 1/2 we need dim ker∂ 1/2 = 1. In Section 9 we show that Z sc = 0 when dim ker∂ 1/2 > 1.
We can formally treat A 0,1 as a flat SO(2n) connection of type (0, 1) on the bundle
). This allows us to write the semiclassical partition function as
The (2π)'s reappear because the only terms of the integrand which contribute are those which are homogeneous of degree n in R/(2π). This is our basic formula; we now compute the determinant.
For reasons which will become clear later on it is convenient to change the orientation on Σ. This interchanges z withz. We do this from now on.
Differential equation for the determinant
The parameter space for our determinant is
integral lattice L Ω determined by the period matrix Ω of the Riemann surface Σ. The jacobian is the complex torus
Basic algebraic geometric facts about the jacobian are discussed in Appendix B. We are interested in the following operators:
The operator D has index g − 1. When A 0,1 is a lattice point, D is gauge equivalent tō Let 1 denote the linear subspace in Λ 0,0 (Σ) spanned by the constant functions and denote its orthogonal complement by 1 ⊥ . We remind the reader that ∂A 0,1 = 0 and thus conclude that 2− : 1 
We are interested in computing det
invariant under L Ω , we cannot evaluate it by elliptic/geometric methods 11 on J(Σ). We note, however, that if we were in finite dimension and all the operators were invertible
In this way we can relate the derivative ∂ Y log det 2− of a holomorphic function to the geometry of the determinant line bundle DET D → J(Σ) because det ∆ − gives the Quillen metric on DET D as we show later. This observation is the motivation for the differential equation.
We define the determinant via the heat kernel definition log det
Tr e −t 2− − 1 .
In the above ǫ is a regularization parameter which we keep and at the end of the day we will take the limit ǫ → 0 or equivalently log det
We wish to define 2
so we know how to define 2
A quick computation shows that
The determinant section of the index zero Dirac operator may be determined using such methods, see for example [27] .
thus concluding that DD −1
One verifies that Q 2 = Q and thus Q is a projector but not an orthogonal projector. To characterize Q we observe the following.
If A 0,1 is not a lattice point then D is surjective and there exists η ∈ Λ 1,0 (Σ) such that Dη = 1 and Qη = 0. We note that Q : may be characterized by
We now return to (5.9) and insert the decomposition I = DD
In (5.10) we used ∂Π 1 = 0.
First we investigate lim t→∞ e −t 2+ . We denote the limiting operator by e −∞ 2+ . Assume ψ is an eigenvector of 2+ with nonzero eigenvalue λ. Thus we can write
It is easy to see that for A 0,1 sufficiently near zero that λ has a positive real part. From now on we assume that A 0,1 ∈Ṽ whereṼ is a small neighborhood of 0 with 0 deleted. We see that
. Also e −∞ 2+ = I on ker 2+ . Thus we conclude that e −∞ 2+ = I − Q. We now go back to (5.11) and write
In the first line we observe that e −∞ 2+ ∂ = 0 because ∂ maps onto H 
In a similar fashion we can also show that
Note that the right hand side of the two last equations involves inverses to D. The regularization and the infinite dimensional nature of the problem lead to slight differences between the right hand sides. We now compute those differences. We first observe that
The first line of (5.14) is explicitly computable. The computation is a long and tedious exercise in perturbation theory. A key observation is that
as |z − z ′ | → 0. We state the result as a proposition
The operator (∂ 2 The easiest way to demonstrate finite rank is to observe that Q(∂ 2
− and therefore the image of (∂ 2
− ) must be in ker Q. The finite rank condition allows us to safely take the ǫ → 0 limit in the second line of (5.14). We explicitly take ǫ → 0 and obtain ∪ {η}, where η is a solution to Dη = i which varies holomorphically over V . It is convenient to define two matrices, the g × g matrix
and the (g − 1) × (g − 1) matrix
We use the physics convention that the hermitian inner product ·, · is anti-linear in the first slot.
The proof is a straightforward use of the variational formulas of perturbation theory.
Going back to (5.16) we see that the combination det ∆ − / det h appears. The first remark is that det ∆ − = det
Thus the combination 1 det h det is precisely (5.20). The Quillen connection in this trivialization is given by the one-form
Define a one-form on H 1,0 (Σ) by
One can show that
One can interpret dν ′ as the curvature of the Quillen connection. It is the standard translationally invariant symplectic 2-form on the jacobian, the polarization.
It is illustrative to see the above in genus 1. The complex coordinate on a torus Σ with modular parameter τ = τ 1 + iτ 2 will be denoted by ζ. The jacobian J(Σ) and H 0,1 (Σ) have complex coordinate z. We write A 0,1 = πzdζ/τ 2 . If we also write z = u + τ v then the jacobian torus corresponds to period 1 in the real coordinates u and v. One immediately verifies that the Quillen curvature two-form (5.23) is dν = −2πidu ∧ dv.
Using the above definitions and derivations we see that det M/ det 1 ⊥ 2− satisfies the partial differential equations
To evaluate det M/ det 1 ⊥ 2− we have to understand what happens at the origin A 0,1 = 0 which we do in Section 8.
Holomorphic Trivialization; the ϑ-function
In this section, we trivialize DET D A pulled up to H 0,1 (Σ) and realize a cross section as a ϑ-function.
The flat trivialization
over the jacobian of a Riemann surface Σ. Let π : H 0,1 (Σ) → J(Σ) be the standard covering map. We have a pull-back holomorphic line bundle L = π * L which can be holomorphically trivialized over H 0,1 (Σ). We will now discuss an explicit holomorphic trivialization of L.
L has its Quillen connection ν. Letν = π * ν be the pull-back of this connection.
Let ρ (see (5.22) ) be the 1-form on H 0,1 (Σ) given by
We have shown that d(ν −ρ) = 0 so thatν −ρ is a flat connection on L. Trivialize L by parallel transport from A to 0 via this flat connection along any path. Since∂(ν−ρ) = 0 the trivialization is holomorphic. If L 0 is the fiber over 0, this trivialization, which we call the flat trivialization, is given by a map ϕ : L → H 0,1 (Σ) × L 0 defined by the parallel transport maps 
We observe that
where P is the parallelogram spanned by A and B. Note that
because B is a lattice vector andν is the pullback of ν. Thus we conclude
We see that e
where the loop γ B ⊂ J(Σ) is the projection on the jacobian of the straight line from 0 to B. hol(γ B ) is the holonomy of the Quillen connection. The remaining computation using (5.23) gives
Putting together the various terms we obtain (6.3).
We can be more explicit by writing A and B as
The (z 1 , . . . , z g ) are the standard complex coordinates on H 0,1 (Σ). We will often abbreviate B 0,1 nm to B 0,1 . One can now verify that
By inserting the above into (6.3) one sees that this is not the standard cocycle that defines a theta function.
The standard trivialization
To get the standard trivialization Φ we multiply ϕ by a specific nonvanishing holomorphic function:
After some algebra one finds
The above is the standard transformation law for a theta function where
is a character for the lattice. The closed curve γ 0 nm is the projection into the jacobian of the straight line from 0 to B nm in H 0,1 (Σ). Verifying that χ is a character is based on the following identity. Given two lattice vectors B and B
where △ is the triangle with vertices {0, B, B + B ′ }. A quick computation shows that
Using (6.6) and an obvious notation we see that
Remembering that B and B ′ are lattice vectors we have
. We conclude
It is now straightforward verifying that (6.10) is a character for the lattice. (z).
Algebraic geometry viewpoint
The holomorphic line bundle L depends on the basepoint P 0 . We have exhibited a cross section ϑ by −κ; an explicit formula for κ can be found in [28] .
The explicit construction of DET D → J(Σ)
The construction of the determinant line bundle is particularly simple in this case because the kernel jumps only at the origin of J(Σ). We go through the details because we need an explicit representation of transition functions.
Let O be the origin in J(Σ). Let V = J(Σ)−{O} and let U be a small neighborhood of O. On V we have that dim ker D = g − 1 and ker D is a rank g − 1 vector bundle over V . We can take its determinant and obtain the determinant line bundle L V → V . On U we use the operator D :
for φ ∈ Λ 1,0 (Σ). A little thought shows that for A 0,1 ∈ U, dim ker D = g and we can define a determinant line bundle L ′ U over U for the operator D. We will patch these bundles to construct the bundle L → J(Σ).
We observe that ker D on U ∩ V contains ker D as a subspace of codimension 1. On U ∩ V we have the exact sequence of vector bundles
U with L V we have to locally trivialize K which we now do. We first identify U with a deleted neighborhood of the origin in H 0,1 (Σ) with coordinates (z 1 , . . . , z g )
given by (6.5). We then introduce an open cover {V 1 , . . . , V g } of U ∩ V , where the open set V j is the set in U ∩ V with z j = 0. On V j we can find a holomorphically varying basis {τ
g−1 } for ker D and a holomorphically varying η (j) satisfying
As a result of the last equation,
(mod ker D). Therefore, the equivalence class of {η 
where ω ∈ H 1,0 (Σ) and Σ A 0,1 ∧ ω = 1. We can now explicitly trivialize the line bundles L ′ U and L V in V j . We order the τ 's and η in a specific way to simplify signs. Let (ξ
by choosing ω in eq (7.4) to be −ω j /z j . Note that if U is chosen small enough then integral equations (7.3) and (7.4) imply that the ξ (j) 's vary holomorphically over V j .
We trivialize L V in V j via the local holomorphic section
which gives the trivialization (−1)
If we use the integral equation one can check that the transition function for L V to go from V j to V k is given by z j /z k . These transition functions are familiar from the study of the canonical line bundle on CP n .
Evaluation of det 2 −
Let ξ ∈ Λ 1,0 (Σ) and define
On U we have an isomorphism with between H 1,0 (Σ) and ker D defined by the integral equation
where ω ∈ H 1,0 (Σ) and ̟ ∈ ker D. Let ̟ j be the image of ω j . A consequence of the integral equation is that {̟ 1 , . . . , ̟ g } varies holomorphically on U. On U, we can identify the line bundle L ′ U with the line bundle
. This agrees with our previous definition of det M defined in
The trivial bundle U × ( top H 1,0 (Σ)) −1 has a canonical section
which gives trivialization of L ′ U which we call the U-trivialization. On V j we had the trivialization of L ′ U given by 1
One can immediately check that the ratio of (8.2) to (8.3) is given by
Here H ij is the matrix ω i , ω j . Hence the section
g−1 of L V trivialized over V j where
Since µ is represented by det M (j) in the V j trivialization, it is represented by the constant det H in the U trivialization. Thus we see that µ is a well defined holomorphic section of L ′ U and it does not vanish at the origin. We showed that det M (j) satisfies the equations
is the one form which represents the connection ω in the V j trivialization.
Thus µ/ det 1 ⊥ 2− may be viewed as a covariantly constant holomorphic section of the
for some s 1 in L 0 . We define the theta section θ in the standard trivialization by
where s 0 ∈ L 0 . Taking the ratio of (8.8) to (8.7) we have
Note that s 0 /s 1 is a complex number. We evaluate the ratio of the two sections on the left hand side by choosing an appropriate trivialization. The ratio is simplest in the U trivialization where
Formula (8.10) defines z which is central in what follows. The zeroes of z describe the Θ-divisor in a small neighborhood of the origin in the jacobian. Thus we conclude that
where c is a constant to be determined by the behavior at A = 0. Let
There is an interesting expression for the ratio r. The ϑ-function in the standard trivialization is given by (8.8) . On the other hand we know that θ = z/̟ 1 ∧ · · · ∧ ̟ g . Taking ratios and limits we conclude that
We have a choice in the overall scale of the θ-section so we can make the constant r = 1.
In the above we have normalized the theta section so that 
The determinant in the case of genus 1
In this section we show how the previous applies to genus 1. The complex coordinate on a torus Σ with modular parameter τ = τ 1 + iτ 2 will be denoted by ζ. The jacobian J(Σ) and H 0,1 (Σ) have complex coordinate z. We write A 0,1 = πzdζ/τ 2 . If we also write z = u+τ v then the jacobian torus corresponds to period 1 in the real coordinates u and v. One immediately verifies that the Quillen curvature two-form (5.23) is dω = 2πdu ∧ dv.
It is clear from the differential equation (7.2) that η ∝ dζ/z and thus det M ∝ 1/z. The theta line bundle over J(Σ) has first Chern class equal to 1. There is a unique holomorphic section θ with a simple zero. Assume the zero is at the origin O in J(Σ). This line bundle is characterized by the divisor O. Choose U and V as in the beginning of Section 7. We can characterize this section by saying that z = z and θ V = 1. Comparing with equation (8.4) we see that z = z/θ V ∝ 1/ det M in agreement with our general results. Using Theorem 8.14 we conclude that
where c = ϑ
(0). The characteristic is the unique odd characteristic in genus 1; in
, the odd spin structure. Note that det 1 ⊥ 2− (z) is a holomorphic function on H 0,1 (Σ). As noted earlier, the operator 2− (z) does not have covariance properties under the lattice and therefore we do not expect det 1 ⊥ 2− (z) to be a section of a line bundle over J(Σ). This is explicitly verified by the formula above.
Final Results
We can now collate our results and obtain a formula for (4.12). We remind the reader that d = 2n. The semiclassical partition function is given by
where h δ is a holomorphic (0, 1/2)-spinor for spin structure δ andĥ δ is a unit normalized spinor. Note that we can write h δ = Nĥ δ where h δ , h δ = |N| 2 . It well known [29, 30] that the square of the holomorphic spinor may be taken to be
Using our results and assuming p 1 (M) = 0 we get
where κ is the characteristic given by the vector of Riemann constants. The Hodge matrix is H jk = ω j , ω k = (Ω −Ω) jk /2i. Also note thatĥ
The integral over M arises from the terms which are homogeneous of degree n in the x α 's. Using this we scale the normalization of the spinor and obtain
In terms of the standard coordinates (z 1 , . . . , z g ) on H 0,1 (Σ),
The j-th coordinate for 2πix α h 2 δ is
We schematically write z = x α (Ω −Ω)ϑ ′ [δ](0). In this notation our formula becomes Theorem 9.4
5) We want to show that the integrand in the second line of (9.5) is a function in an appropriate "small" neighborhood of the cross section c(M
g . We will see that we can lift a neighborhood U of this point to a neighborhood of the covering space of M 1/2 g by choosing a fixed symplectic basis b of H 1 (Σ, Z) which in turn determines (ω 1 , . . . , ω g ) in the usual way. We can think of the neighborhood U as a collection of metrics close to one metric, a choice of symplectic basis b and a choice of spin structure 13 . Choose the neighborhood N U of c(U) to be an open set in J for which (̟ 1 , . . . , ̟ g ) makes sense, i.e., we can solve PDE (8.1) that defines the ̟ j .
, a cross section of the Hodge line bundle. We note from (8.8) and (8.10) that
where we have made the specific choice s 0 = (ω 1 ∧ · · · ∧ ω g ) −1 so that r = 1, see (8.13). We ignore the holomorphic term e πi z j (Ω−Ω)
jk z k because when z is substituted by x α h 2 δ and the product is taken over α = 1, . . . , g we get p 1 (M) in the exponent and it vanishes under our assumptions. The term e
A ∈ H 0,1 (Σ) over the projection of A in U. This is a holomorphic cross section of DET D restricted to N U because∂(ν − ρ) = 0. The quotient of the two terms is a holomorphic function,
We now show that . On the overlap (ω 1 ∧· · ·∧ω g ) is transformed into det(CΩ+D)(ω 1 ∧· · ·∧ω g ) and similarly (̟ 1 ∧ · · · ∧ ̟ g ) is transformed into det(CΩ + D)(̟ 1 ∧ · · · ∧ ̟ g ). 13 We point out that a choice of symplectic basis determines a spin structure S b so that our choice of spin structure δ is S b plus an element of However both ρ and the Quillen connectionν are independent of a choice of symplectic basis. Hence the two factors in the numerator and the denominator in (9.6) cancel.
Remark 2. Footnote 13 explains how h δ transforms so that h 2 δ ∈ H 0,1 (Σ) transforms properly under Sp(g, Z). We need this fact because we evaluate our function on a small multiple of x α h 2 δ in N U .
Remark 3. We next show that specializing (9.5) to g = 1 gives the elliptic genus
Let q = e 2πiτ be the modular parameter for the torus. The Dedekind eta function is defined by η(q) = q
the standard odd theta function and it will simply be denoted by ϑ(z, τ ). The spin structure δ is the unique odd structure so ϑ[δ](z, τ ) = ϑ(z, τ ). We need the identity ϑ ′ (0, τ ) = −2πη(q) 3 . Note that the abelian differential is ω = dz,
We also have the standard
Inserting into (9.5) we see that all dependence onτ disappears and we are left with (9.7). This means that Z sc is a holomorphic function of τ .
Remark 4. We now explain footnote 10, i.e., Z sc = 0 when dim ker∂ 1/2 > 1. Let∂ δ denote the∂ 1/2 for odd spin structure δ ∈ M 1/2 g and let 
if f is harmonic. This statement is also true if f is a harmonic form and not just a function. So we have (sup norm h
Remark 5. The factor before the integral sign in Z sc (M), equation (9.3), depends only on the Riemann surface and the dimensionality of the target M. It is difficult to compute. We can cancel it by taking ratios for two manifolds of the same dimension. Thus
The formula above can be made more explicit by a judicious choice of M 2 . Kervaire and Milnor [31, 32] 
. With these choices of M 2 the integral in Z sc is easy to compute (for manifolds of low dimension) using the first few terms in the power series expansion of z/ϑ. . This family is in fact∂ twisted by flat line bundles as we shall see. Later we needed its determinant line bundle and we needed to identify a holomorphic cross section (unique up to scale) with the appropriate ϑ-function.
In this appendix we make the identification using facts about Riemann surfaces well known to algebraic geometers.
Let J r (Σ) denote the set of holomorphic line bundles over Σ with c 1 equal to r. Of particular interest to us is J 0 (Σ) (our J(Σ)), the set of flat line bundles, which we can identify with π 1 (Σ) = {χ :
The last isomorphism can be described in terms of (real) closed 1-forms ω: let χ ω (γ) = exp 2πi γ ω for γ a closed path starting at P 0 ∈ Σ. Clearly χ ω is a homomorphism π 1 (Σ) → S 1 and depends only on the cohomology class of ω. It is easy to see that
Here we take π 1 (Σ) as the closed (piecewise smooth) paths starting at P 0 with equivalence relationship given by homotopy.
When the real surface Σ has a complex structure, then
with H 1 (Σ, R). Let re : H 0,1 (Σ) → H 1 (Σ, R) be this isomorphism, and let H 0,1 (Σ) = (re)
is a complex torus J(Σ), the jacobian of Σ. Our chain of arguments demonstrates that the jacobian J 0 (Σ) is isomorphic to H 1 (Σ, Z), the character group of
with γ a loop with basepoint P 0 , then µ → χ µ induces the isomorphism of
In Sections 5 and 6 we chose a standard basis (ω 1 , . . . ,ω g ) of H 0,1 (Σ) obtained from a choice of symplectic basis {A i , B j } of H 1 (Σ, R) so that A i ω j = δ ij . We remind the reader that the Riemann period matrix Ω ij = B i ω j with imaginary part (Ω ij −Ω ij )/2i that is positive definite and in fact equal to ω i , ω j . Then ω i = α i + Ω ij β j where α and β are the harmonic representatives dual to the a and b cycles. We write a point in H 0,1 (Σ) as (u j + iv j )ω j where u and v are real. One can easily verify that H 0,1 (Σ) is represented by 2 (m + Ωn) j (Ω −Ω)
jkω k where m ∈ Z g and n ∈ Z g . This is not quite (6.6). The discrepancy arises because of the factors of π and i in the exponent of (A.1). Taking these factors into account leads to the normalization (6.5) and (6.6). When we write ϑ(A 0,1 ) we mean ϑ(z) where z is given by (6.5). The quasiperiodicity properties of the theta function are associated with z → z + (m + Ωn).
Multiplication m L by a line bundle L ∈ J r (Σ) gives an isomorphism m L : J 0 (Σ) → J r (Σ). In particular a spin structure √ K, where K is the canonical bundle of Σ, gives m √ K : J 0 (Σ) → J g−1 (Σ) with g the genus of Σ. Similarly for P 0 ∈ Σ let L P 0 be the line bundle with divisor P 0 so that
is an isomorphism. The complex structure on J r is chosen such that m L is holomorphic.
One can construct a Poincaré line bundle Q r over J r (Σ)×Σ whose restriction to each fiber {L} × Σ is the line L ∈ J r (Σ). The holomorphic line bundle Q r over J r (Σ) × Σ is determined only up to a line bundle on J r (Σ) pulled up to J r (Σ) × Σ. A choice of point P 0 ∈ Σ determines Q r by stipulating that Q r | Jr(Σ)×{P 0 } ≃ 1 on J r (Σ). In Appendix B below we construct such a Q 0 explicitly. We can use (m L
Let∂ ⊗ I Qr be the family of∂ operators parametrized by Q r . Suppose M is a holomorphic line bundle on J r (Σ) which pulled up to J r (Σ) × Σ is M. Suppose we have modified our choice of Poincaré line bundle Q r by Q r ⊗ M. One can show the determinant line bundle of the family∂
The choice of r = g −1 is special because the index of the operator∂
We use m L g−1 P 0 to compare DET(∂ ⊗ I Q g−1 ) with DET(∂ ⊗ I Q 0 ), the latter our line bundle L over J 0 (Σ). The Grothendieck-Riemann-Roch theorem implies that
is isomorphic to L. Although it is well known that H 0 (L, C) has complex dimension one, i.e., the holomorphic sections of L form a one dimensional subspace, we explain this in Appendix C. We now want to identify a properly normalized holomorphic section of L with a ϑ-function.
First identify J 0 (Σ), the universal cover of J 0 (Σ), with C g , where we have defined the Riemann theta function ϑ and its divisor. Let L ϑ be the holomorphic line bundle over J 0 (Σ) whose divisor pulls up to the divisor of ϑ. We learn from Riemann surface theory that there exists a spin structure
The spin structure is the one determined by the choice of symplectic basis of cycles in H 1 (Σ, R). 
Putting these two facts together gives
L ≃ m −1 √ K m L g−1 P 0 * L ϑ ≃ m K −1/2 L g−1 P 0 L ϑ .
B Explicit construction of Q 0
We now construct Q 0 and identify the family∂ ⊗ I Q 0 with the equivariant family
Fix a point P 0 ∈ Σ once and for all, and construct the simply connected covering space Σ of Σ as the (piecewise smooth) space of equivalence classes of paths starting at P 0 with equivalence the relation given by homotopy. Σ is a principal bundle over Σ with group π 1 (Σ) = π 1 (Σ, P 0 ) (the closed paths starting at P 0 ) and projection map the endpoint map.
The Poincaré line bundle Q is the complex line bundle over J(Σ) × Σ defined as follows: for each χ ∈ J(Σ), Q χ over Σ is Σ × χ C with π 1 (Σ) acting on C via χ. Standard arguments demonstrate (see for example [33] ) that {Q χ } χ∈J(Σ) can be made into a holomorphic line bundle over J(Σ) × Σ with hermitian metric (because χ : π 1 (Σ) → S 1 ). One can think of this as a family of line bundles parametrized by
with {P 0 } the constant path at P 0 . For each χ, Q χ is a holomorphic flat line bundle over Σ with hermitian metric hence comes equipped with a unique (1, 0) connection a χ on the associated C * bundle over Σ; moreover,∂a χ = 0 since Q χ is flat 14 .
We now trivialize Q χ by finding a C ∞ nonvanishing section. Since Q χ = Σ × χ C, a section of Q χ is a complex valued function f on Σ such that f (σ · γ) = χ(γ)f (σ) for γ a loop based at P 0 . Suppose χ = χ ω for ω ∈ H 0,1 (Σ), i.e., χ ω (γ) = e πi γ (ω+ω) . Define f (σ) = e πi σ (ω+ω) , remembering thatσ is a path withσ(0) = P 0 . Since σ·γ (ω +ω) = σ (ω +ω) + γ (ω +ω), f is a nonvanishing section of Q χ .
f also gives a sectionf of the circle bundle P χ = Σ × χ S 1 over Σ because f has values in S 1 . Hencef identifies P χ with Σ × S 1 by (γ, e 2πiθ ) → (γ(1), f (γ)e 2πiθ ); thus the canonical connection on P χ becomes a 1-form on Σ = Σ × {1} ֒→ Σ × S 1 which we now compute. Given a point P ∈ Σ we have the lift of a coordinate neighborhood N of P into Σ. Figure 1 explains the lift. We choose a path γ P from P 0 to P and follow it by the straight line from P to x. Call γ x this path from P 0 to x. Then x → γ x is a lift of the coordinate neighborhood to a neighborhood about γ P . The connection 1-form on P χ is 0 on (γ x , 1) and so is dθ on (γ x , e 2πiθ ). Nowf(γ x , e 2πiθ ) = (x, e πi γx (ω+ω) e 2πiθ ).
Hence the 1-form on Σ is 1 2 (ω +ω) in the trivialization we used. With our choices the (0, 1) part of the connection is 1 2 (I + iJ)(ω +ω) = ω, which we denote by A 0,1 in Section 5.
14 Of course, this connection is also the one which is 0 on the local section of Σ → Σ. With any trivialization Q χ ≃ Σ × C, the connection 1-form a χ becomes a 1-form A on Σ which is closed because the curvature is 0. Furthermore, χ(γ) = exp 2πi γ A so that A is determined as a closed 1-form up to integral 1-cocycles. Since we have not specified the trivialization, A is determined only up to a gauge transformation, i.e., as an element of 
C Holomorphic sections of the determinant line bundle
We now compute c 1 of DET(∂ ⊗ I Q 0 ) and show that the space of holomorphic sections is one dimensional.
We want to compute the determinant line bundle DET(∂ ⊗ I Q ) → J(Σ) of the family {∂ ⊗ I Qχ } χ∈J(Σ) . We first compute its first Chern class using Riemann-Roch or the families index theorem. Since the first Chern class of the family is given by the 2-form term in (C.2), we want the 4-form in the integrand which is of total degree 2 in the Σ direction. If we write c 1 (Q) as µ 2,0 + µ 1,1 + µ 0,2 , the decomposition of c 1 (Q) along Σ, Σ × J(Σ) and J(Σ) respectively, we find the desired 4-form to be We now compute µ 1,1 and show that µ 0,2 = 0. We do so using the fact that c 1 (Q) = 1 2πi
∂∂ F
2 where F is a local holomorphic section of Q and • is the norm for the hermitian metric on Q.
Let N P be a neighborhood of P ∈ Σ, and let U χ be a coordinate neighborhood of χ ∈ J(Σ). Because H 0,1 (Σ) covers J(Σ), we can identify U χ with a neighborhood of the appropriate A 0,1 ∈ H 0,1 (Σ). In fact we can take U χ = A 0,1 + U 0 where U 0 is a neighborhood of the origin in H 0,1 (Σ).
Fix a path γ 0 from P 0 to P . If x ∈ N P , let γ x be the path from P 0 to x which is γ 0 followed by the straight line from P to x (see Figure 1) . For (x, ω) ∈ N P × U χ let F (x, ω) = exp 2πi γx ω . For each ω ∈ U χ , F is actually a function on the lift of N P to Σ; it transforms correctly under π 1 (Σ) to give a local section of Q χω . We leave the reader to check that F is a holomorphic section of Q over N P × U χ .
Now 1 2πi
log F 2 (x, ω) = γx (ω −ω) and d Σ of this expression is (ω −ω). Hence Furthermore linearity implies ∂ J(Σ)∂J(Σ) log F 2 = 0. We conclude that µ 0,2 = 0 and µ 1,1 (∂/∂z, τ ) = τ (∂/∂z) and µ 1,1 (∂/∂z, τ ) = −τ (∂/∂z). Hence for τ ∈ T ω (J(Σ)). µ 1,1 (•, τ ) is the 1-form on Σ equal to (τ −τ ) and the two form 
