Abstract-
INTRODUCTION
The main objective of this work is to develop a computerized automated procedure that could be inserted into a clinical environment for the express purpose of detecting the MAs in the EEGs of patients suffering from EDS.
The detection of MAs involves the evaluation of the changing frequency and amplitude characteristics exhibited within the sleep EEG. The evolution of sleep, as seen through the EEG, follows a normally predictable course where the EEG goes from exhibiting predominantly high alpha frequency activity (8-13Hz) of low amplitude (<20µV) at sleep onset or stage 1 of sleep to exhibiting predominantly low delta frequency (0.5-2Hz) of high amplitude (>50µV) as it progressively advances towards deep sleep or stage 4, while entering rapid-eye-movement (REM) sleep at various points in between [1] . Sleep then returns to stage 1 and the cycle repeats itself over the duration of the normal 8-hour sleep session. The EMG concurrently monitors the muscular activity, which plays a direct role in scoring MAs in the REM stage of sleep. Since each stage of sleep displays a dominant frequency, every uncharacteristic higher frequency burst that appears in the EEG potentially can represent an MA. However, because the EEG exhibits a large variety of different, yet normally occurring waveforms, frequencies, amplitudes and artifacts during sleep, Rechtschaffen and Kales (R&K) have proposed rules to define the presence of MAs [2] , [3] . These rules specifically define such parameters as minimum MA lengths, minimum time delays between consecutive MAs as well as the acceptable circumstances involving uncharacteristic events occurring simultaneously on both the EEG and the EMG signals, which allow for the scoring of certain special case MAs.
In order to actually detect and precisely identify the MAs, we propose the following novel three-step procedure. The first step decomposes the EEG using the wavelet transform, choosing the relevant detail functions that provide a clearer signal better suited for subsequent evaluation. The second step involves the segmentation of the selected, superimposed detail functions, resulting from the first step, into stationary segments. The third and final step determines the information content within each of these segments and compares it with the R&K rules in order to score a segment as a MA.
We apply this procedure in two different circumstances. In the first case, we apply it to only the centripetal EEG signal, in order to determine if only the frequency change in that channel is sufficient to detect the MA and correctly identify its position within the EEG. In the second case, we use both the EEG and the EMG signals, whereby we identify MAs by considering the instances when uncharacteristic frequency bursts in the EEG signal and the uncharacteristic power bursts in the EMG appear simultaneously.
For the same clinical records, we compare the identified MAs produced by our procedure against the benchmark MAs scored by a sleep technologist.
II. METHODS
We acquire the specific EEG signals following the International 10-20 montage, by which 21 electrodes, distributed evenly and uniquely over the scalp, provide us with a portrait of the ongoing electrical brain activity of the patient. In particular, for reasons of reduced computational complexity, of these 21 EEG signals, we only consider the centripetal EEG signal for further evaluation. Along with the centripetal EEG, we also include the EMG signal
A. Wavelet Decomposition
Because the EEG signal, like most biological signals, is highly non-stationary, we decompose it using the wavelet transform (WT), whose flexible time-frequency resolution provides superior analysis capabilities compared to other traditional decompositional methods [4] , [5] . We perform a 4-level wavelet decomposition using the discrete Meyer wavelet. We choose the discrete Meyer wavelet because of its natural compatibility in resolving biological signals [6] . Based on the sampling rate of 128 Hz used in the acquisition of the EEG signal, we select a 4-level decomposition. The resulting dyadically partitioned frequency spectrum, allocated to the approximation and detail functions, is given in Table I . Considering that bursts of frequencies of 8 Hz and over occurring during sleep represent potential MAs, we select and superimpose detail functions d3 and d4, which cover the critical 4-16 Hz frequency band, where the majority of sleep frequencies occur.
B. Segmentation
We partition the entire highly non-stationary detail function into stationary segments under the assumption that the higher frequency segments that represent MAs are themselves stationary. We segment the detail function using the ACF method [7] , the NLEO method [8] , [9] and the GLR method [10] . Each of these methods applies a unique difference measure to a specific windowing scheme. We also use these methods to segment the EMG signal.
1) ACF
The ACF method scans the entire signal by comparing two separate 3-second long windows, where the reference window remains fixed while the test window slides across the signal. For each shift of the test window, the ACF of each window is calculated. Following [7] , a direct combination of both ACFs determines the energy difference d a (t) between the signal portions in the two windows while a combination of the normalized ACF of each window provides the spectral difference d f (t). Combining these two differences together, along with their respective adjustable thresholds, T a and T f , we obtain the overall ACF difference measure:
For simplicity, T a and T f are assumed to be unity. A significant change occurs when d(t) crosses the global threshold T g = 1, marking the detection of a non-stationary boundary. After detection, the test window slides around this point of detection, where a further ACF comparison between both windows is made in order to optimally determine a more refined positioning of the boundary between the two different stationary segments it separates.
2) NLEO
The NLEO method slides one 6-second long window throughout the EEG signal, x(n), where it evaluates the content in its two halves so as to decide whether large enough differences exist to make a detection. The non-linear energy operator, Ψ NLEO [8] , establishes the measure of power and spectral energy in both halves of the window and the difference between the overall values from each half produces the required difference measure needed to mark a detection:
where n is the center sample in the window and 2N is the total length of the window. Avoiding an externally imposed threshold, the NLEO method adopts an adaptive threshold. Here, the threshold adapts itself, for each new slide of the window, to the locally produced maximum value of G NLEO . The position of each such maximum value becomes the final detected segmentation boundary.
3) GLR
The GLR method segments the signal parametrically. Using a growing reference window fixed at one end, contiguous with a fixed-sized test window sliding along the EEG signal, the GLR method models the content within each window as an autoregressive process of order p. The two sets of AR coefficients produced by the modeling of the content in each window provide an estimate of the signal's variance within each window. These estimates serve, in conjunction with the likelihood ratio (LR), to establish a difference measure based on hypothesis testing. The maximum likelihood ratio compares the maximum likelihood of the null hypothesis, where the sequences and the corresponding variances of both windows pooled together are equal, against the maximum likelihood where they are not equal. Taking the logarithm of the LR produces the generalized LR used as the difference measure for detection: Once d exceeds an external threshold, estimated through information theory assumptions in [10] , a detection is made and positioned at the sample joining the two windows.
After a detection occurs, the optimization of the final segmentation boundary position proceeds with a further test, which compares two different windowing schemes: one involving a fixed reference window attached to a growing test window; the other involving a growing reference window attached to a sliding test window. Both schemes cover the same signal portion, starting 2N samples prior to the detection point. An iterative comparison between the difference measures of both schemes provides the necessary refinement to mark a more precise boundary position.
C. Segment Information Content
The third step in the procedure evaluates the information content of each stationary segment in the segmented EEG. The assumption of stationarity is critical because, under this assumption, we can now validly apply the stationary Fourier transform to determine the dominant frequency within each segment. For the single EEG channel case, we compare and store those segments, whose dominant frequency exceeds a 9 Hz threshold. For the EEG signal in the two-channel case, we retain those segments exceeding an 7 Hz threshold and establish whether a temporal intersection occurs between them and the adjoining segments of the EMG signal that have exceeded an ad hoc power threshold. The increased number of segments, resulting from the lower threshold, is controlled by the restrictions imposed by intersection. If such an intersection occurs, then that EEG segment is conserved. All conserved EEG segments, in both cases, undergo further comparisons according to the R&K rules and those, which survive this final comparison, are scored as MAs. Because the intersection of the EEG and the EMG channels plays an important role in identifying potential MAs, we discuss it in more detail.
1) Intesecting channels
The intersection of the EEG centripetal channel with the EMG channel is performed after the signals from both of these channels are segmented and thresholded. Choosing a threshold for the EEG channel is straightforward, since 8 Hz is the boundary separating the normal sleep frequencies from the MA-type frequencies. On the other hand, choosing a generous, but practical value, for the EMG channel threshold, which identifies unusually active EMG segments, requires that we evaluate the EMG signal manually in order to find a reasonable power value between the wakeful (high power) and the restive (low power) state. We examine the average power produced over several representative stretches of the EMG signal and quickly decide upon a power threshold of 2000 (µV) 2 . All of the EEG segments with a dominant frequency exceeding 7 Hz and all of the EMG segments with an average power exceeding 2000 (µV) 2 are saved for intersection. Since the MA often appears synchronously in time across the channels, each saved EEG segment is compared in time with the saved segments from the EMG channel. If a saved EEG segment intersects in time with a portion of a saved EMG segment, then that EEG segment is considered valid and saved for further testing. In addition, the overall length of this newly saved EEG segment increases. This increase in length incorporates the combined lengths of the intersecting EEG and EMG segments. In Fig. 1(a) , we show an example of a 60-second sample of the WT centripetal EEG signal, while in Fig. 1(b) we show the corresponding synchronous sample from the EMG channel. Fig. 1(c) and Fig. 1(d) show the segmentation of the EEG and EMG signals respectively. The overall outline of the proposed procedure is illustrated in Fig. 2 . For more details, see [11] . 
III. RESULTS
We apply the proposed procedure to real EEG data. To evaluate the MA detection performance of the procedure with regard to the benchmark MAs included with the test signals, we introduce probability measures for correct and false detections. A correct detection occurs whenever the proposed procedure identifies a MA, which corresponds to a benchmark MA while a false detection occurs when a detected MA does not correspond to any benchmark MA. These performance indicators are shown in Table II for the  case of the single centripetal EEG channel and in Table III for the case where the centripetal EEG channel is intersected with the EMG signal. We consider the effects of the MA detection with and without the wavelet transform present, for each segmentation method. Comparing the results in both Table II and Table III , we see that the procedure produces a significantly higher level of correct detections in the two-channel case than in the onechannel case. Moreover, of the three segmentation methods, the ACF offers the best performance with a Pc of 67%. However, the NLEO, with a nearly similar Pc of 62% clearly stands out as well, but even more so, since it segments the signal nearly one order of magnitude faster than the ACF, the next fastest method. The GLR method displays the poorest performance in quality of detection and speed. Furthermore, the WT plays a crucial role in the overall procedure. In both the one-channel and the two-channel cases, its presence produces considerable improvements in correct detections.
IV. CONCLUSION
The proposed procedure offers encouraging results. However, these results only partially satisfy the objectives, which motivated the pursuit of this study. Several areas of research require further investigation. For instance, the correlation that exists between the EMG and EEG indicates a common physiological source behind the generation of MAs, which appears to be disseminated throughout the various monitoring channels. This correlation suggests that including more channels would further improve the detection. In addition, we could replace the Fourier transform with autoregressive modeling since it offers a more precise spectral description of stationary signals of relatively short duration. Because of the powerful influence of the WT, we could expect large potential improvements by designing wavelets that are better suited to the present signal.
