Abstract-Brain electrical activity recorded via electroencephalogram (EEG) is the most convenient means for brain-computer interface (BCI), and is notoriously noisy. The information of interest is located in well defined frequency bands, and a number of standard frequency estimation algorithms have been used for feature extraction. To deal with data nonstationarity, low signal-to-noise ratio, and closely spaced frequency bands of interest, we investigate the effectiveness of recently introduced multivariate extensions of empirical mode decomposition (MEMD) in motor imagery BCI. We show that direct multichannel processing via MEMD allows for enhanced localization of the frequency information in EEG, and, in particular, its noise-assisted mode of operation (NA-MEMD) provides a highly localized time-frequency representation. Comparative analysis with other state of the art methods on both synthetic benchmark examples and a well established BCI motor imagery dataset support the analysis.
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I. INTRODUCTION
B
RAIN-COMPUTER interface (BCI) is an emerging technology dealing with computer-aided control using exclusively brain activity, and has found application across bioengineering fields and in neuroprosthetics. Most common BCI are based on the electroencephalogram (EEG) owing to its noninvasive nature and affordable recording equipment which facilitates real-time operation [1] . In particular, motor imagery BCI, that is, the imagination of a motor action without any actual movement of limbs, has clear practical significance [2] . However, motor imagery BCI is notoriously difficult to analyze, requiring long training times and exhibiting limited BCI channel capacity.
The neurophysiological basis for motor imagery BCI are the so-called (8) (9) (10) (11) (12) and rhythms (18) (19) (20) (21) (22) (23) (24) (25) Hz) in EEG [3] , which have been observed in the central region of the brain when subjects plan and execute hand or finger movements [4] , [5] . Results by Nikouline et al. [6] that somatosensory stimuli suppressed rhythms at both the contralateral and the ipsilateral somatosensory cortex (SI), while Pfurtscheller et al. [4] described changes of EEG activity in the low-frequency bands, including and rhythms, caused by voluntary movements. It has been suggested by Yuan et al. [5] that such changes to the and rhythms are due to the reflection of phase coherence in thalamocortical circuits. 1 The blocking (ERD) of the rhythm over the contralateral scalp, and the enhancement (ERS) over the ipsilateral area during motor imagery were also demonstrated in [5] .
The so observed changes to and rhythms are utilized by several existing BCI systems, however, studies so far have employed mostly standard signal processing techniques, mainly those based on Fourier analysis [5] , [6] , [9] . These methods are based on a projection onto a predefined set of basis functions and thus inherit the well-known problem associated with standard spectrum estimations: poor time-frequency localization [10] . In addition, fixed linear orthogonal basis functions used in standard spectrum estimation are not suitable for processing real-world data such as EEG, which are almost invariably nonlinear and nonstationary [11] . It is well established that complex biological systems, like the brain, do not produce tones with fixed frequencies, and thus the rhythms in brain electrical responses will drift within different EEG bands, making the estimation based on sine-cosine bases inadequate. Finally, the analysis of multivariate responses (multichannel EEG) on a channel-by-channel basis prevents consideration of a key feature of multivariate data-the cross-channel interdependence.
To account for the nonstationarity, multichannel natures and the inherent drifts in the frequency estimation of real-world signals, and at the same time to bypass the problems associated with techniques which employ fixed basis functions, in this paper we set out to analyze motor imagery responses using recent multivariate extensions of a fully data-driven time-frequency analysis technique, the empirical mode decomposition (EMD) [10] . Properties of the EMD-based decomposition ensure that frequency and amplitude information can be analyzed locally, enabling robust analysis of signal dynamics across time and frequency. There are no prior assumptions on the data and, as such, EMD is suitable for the analysis of nonlinear and nonstationary phenomena, such as intracortical signals and EEG [12] - [15] .
We here make use of the physical insight into the EEG recording and propagation, and combine the locally orthogonal and narrowband IMF bases with a tool for discriminating between different classes of EEG activities based on their spatial configuration across electrodes, the common spatial patterns (CSP) algorithm. It has already been shown that the combina-tion of the EMD and CSP algorithms is a potentially powerful and unified approach to feature extraction across space, time, and frequency for nonlinear and nonstationary data, however, this was achieved without explicitly taking into account a key feature of EEG-its multichannel nature. For instance, Wang et al. applied the CSP algorithm to an IMF obtained using standard EMD for the classification of bistable perception [12] . Despite the potential of EMD-CSP, there are several obstacles which limit its usefulness when processing multichannel data, most significantly the problem of uniqueness associated with single channel EMD. The problem of uniqueness refers to the phenomenon whereby IMFs for each data channel typically do not correspond in number and/or frequency [16] . In this way, it is difficult to establish a consistent pattern of multi-channel IMF relevance without sacrificing accuracy, reducing the performance of the CSP analysis. In our previous work [11] , [16] , [17] we addressed direct bivariate (2-channel) data analysis and were able to show that complex extensions of EMD can be used to circumvent the problem of uniqueness and yield a more accurate estimation of the IMFs when the narrowband oscillations of interest are common to each channel, giving enhanced spectrum estimates. We here extend the analysis to multivariate extensions of EMD and propose an MEMD-based CSP approach to motor imagery classification, fully benefiting from its enhanced localization properties, the use of cross-channel information, ability to identify signal-bearing components across the data channels, and increased robustness to noise and recording artifacts.
II. EMPIRICAL MODE DECOMPOSITION ALGORITHM
Empirical mode decomposition is a fully data-driven method for obtaining highly localized time-frequency estimation for nonlinear and nonstationary signals [10] , whereby the signal in hand is decomposed into a finite set of AM/FM components (IMFs). The two conditions required for a signal to be considered an IMF are: 1) the number of extrema and the number of zero crossings differ at most by one, 2) the mean of the envelopes connecting respectively the local maxima and local minima is approximately zero. Every IMF can thus be regarded as a narrow-band signal, reflecting a different temporal scale intrinsic to the data-a key property giving EMD an advantage over Fourier techniques [10] . The EMD operation is outlined in Algorithm 1.
Algorithm 1
The Standard EMD Algorithm 1) Let ( is original signal) 2) Identify all local maxima and minima of 3) Find a lower "envelope," that interpolates all local minima 4) Find an upper "envelope,"
that interpolates all local maxima 5) Calculate the local mean, 6) Subtract the local mean from , ( is an order of IMF) 7) Let and go to step 2); repeat until becomes an IMF The first IMF is subtracted from the original data,
, and the procedure is applied iteratively to the residue, , until it becomes constant or contains no more oscillations; this so called sifting process is controlled by a suitably defined stopping criterion [18] . The signal is then (1) where , , are the IMFs and the remaining residue. The narrowband nature of the IMFs satisfies the conditions under which the Hilbert transform (2) can be applied to obtain a localized time-frequency spectrogram, where symbol indicates the Cauchy principal value, and the analytic signal is then obtained as (3) and is described by its amplitude and phase functions, and . The phase function, , is differentiated to produce the instantaneous frequency, [19] . A plot of the amplitude versus time and instantaneous frequency , that is, amplitude contours on the time-frequency plane, is called the Hilbert-Huang spectrogram (HHS),
, and represents a time-frequency spectrogram of a nonlinear and nonstationary signal.
A. Obstacles to Multichannel Data Analysis by EMD
Owing to the random natures of EEG signals and noise, the uniqueness problem refers to the fact that the IMFs obtained for different EEG channels can be different in number and properties (frequency), heavily compromising any analysis or fusion of multicomponent signals obtained in a channel-by-channel basis. This is reflected by the different decompositions obtained for signals with similar statistics, and the phenomenon of mode-mixing, whereby similar frequencies appear across different IMFs. To address this problem, Wu et al. proposed a noise-assisted data analysis method, the ensemble EMD (EEMD), which defines the IMF components as the mean of an ensemble of IMFs obtained by applying standard EMD on the signal corrupted by added white noise of finite amplitude [20] , [21] . However, despite being a significant step forward, EEMD does not fully resolve the uniqueness problem and is further limited by its computational and its univariate nature.
In our previous work [11] , [16] , [17] , we used complex extensions of EMD to solve the uniqueness problem for problems pertaining to 2-channel data sources. 2 This was achieved by applying bivariate EMD to decompose the different channels "simultaneously" and then separating the real and imaginary parts of the decompositions, giving two sets of IMFs with the following desired properties.
• The bivariate IMFs are matched in number and frequency; even if mode-mixing is present, it occurs simultaneously in both the real and imaginary components and thus an IMF-by-IMF comparison make sense [16] , [17] .
• Any shared activity, e.g., common oscillations of a given frequency, between the data channels are identified though bivariate IMFs that have the same oscillatory properties at every level and enhance robustness to noise. However, the bivariate EMD can cater only for 2-channel data, or a multidimensional data where the channels are analyzed pair-wise. We here extend our bivariate analysis to multichannel data sets using the recently developed multivariate extensions of EMD algorithm (MEMD) [25] and show that it enables a matched-scale decomposition across multichannel data (two or more), thus allowing for multi-channel pattern estimation at the intrinsic scales of the signal-the IMF level. There are many advantages in simultaneously analyzing the intrinsic modes from multichannel data, especially for EEG where the background noise is broadband and the useful information narrowband, both exhibiting various degrees of nonstationarity and spatial and temporal dependence.
III. MULTIVARIATE EMPIRICAL MODE DECOMPOSITION
The multivariate EMD, recently introduced by Rehman and Mandic [25] , is a natural and generic extension of the standard EMD and BEMD. Standard EMD computes the local mean using the average of upper and lower envelopes. However, the local mean of -dimensional signals cannot be defined directly, 3 and thus the multiple -dimensional envelopes are generated by projecting the signal along different directions in -variate spaces, those projections are then averaged to obtain the local mean. For a uniform set of direction vectors used to project the input multivariate signal, low discrepancy Hammersley sequences are used to obtain quasi-uniform points on high dimensional spheres [26] . The details of MEMD are outlined 4 in Algorithm 2 [25] . Interpolate to obtain multivariate envelope curves 5) For a set of K direction vectors, the mean of the envelope curves is calculated as . 6) Extract the "detail" using ( is an order of IMF). If the "detail" fulfills the stoppage criterion for a multivariate IMF, apply the above procedure to , otherwise apply it to .
The sifting process for a multivariate IMF can be stopped when all projected signals fulfill any stoppage criterion adopted in standard EMD; we employed a combination of EMD stoppage criteria, given in [18] and [27] , for MEMD sifting. The MEMD algorithm acts as a dyadic filter bank on each channel (variate) when applied to multidimensional white Gaussian noise (WGN), exhibiting greatly enhanced alignment of the corresponding IMFs from different channels across the same frequency range compared to EMD. Using this property of MEMD, Rehman and Mandic [28] introduced a noise-assisted MEMD (NA-MEMD) to further alleviate the mode mixing problem. This was achieved by increasing the dimensionality, including a subspace containing multivariate independent white noise, and processing the resulting composite signal using MEMD. Notice that in this way the noise is never mixed with the useful data channels, as it resides in a different subspace, and is used to enforce a filterbank structure, and thus alleviate the problem of mode mixing and provide much better definition of frequency bands inherent to the data. A set of IMFs corresponding to only the original input signal is kept by discarding the IMF subspace associated with the noise. Owing to the noise subspace, the alignment of IMFs obeys the dyadic filter bank structure and also ensures that IMFs associated with the original input signal are aligned, having the same information at the same level of decomposition, and hence providing an intuitive and rigorous tool for the analysis of narrowband but nonstationary rhythms from biomedical data. The details of the NA-MEMD method are described in Algorithm 3.
Algorithm 3
Noise-Assisted MEMD (NA-MEMD) 1) Create an uncorrelated white Gaussian noise time-series ( -channel) of the same length as that of the input. 2) Add the noise channels ( -channel) created in Step 1 to the input multivariate ( -channel) signal, obtaining an -channel signal. 3) Process the resulting -channel multivariate signal using the MEMD algorithm listed in Algorithm 2, to obtain multivariate IMFs. 4) From the resulting -variate IMFs, discard the channels corresponding to the noise, giving a set of n-channel IMFs corresponding to the original signal.
A. Common Oscillatory Modes of Multivariate IMFs
We shall illustrate the operation of MEMD in multichannel data decomposition, where common oscillatory modes are present [25] , and a 3-channel synthetic signal [ , , ], shown in the top row of Fig. 1 , where Fig. 1 . MEMD-based decomposition of a synthetic multivariate signal , which contains multiple frequency components. The common oscillatory modes are aligned at the same IMF level, however, the problem of mode mixing is present in the seventh and eighth IMFs, and .
and , , and denote realizations of 30 dB WGN. All the data channels contained continuous sinusoid components, and MEMD was applied to this multivariate synthetic data and the resulting three-variate IMFs are shown in Fig. 1 . Observe the common oscillatory modes are aligned at the same IMF level, where the 11 Hz sinusoid, common to the three channels, is present at the sixth IMF level. However, the mode mixing problem is evident in the seventh and eighth IMF as shown in Fig. 1 . When the NA-MEMD method was applied to the same data with one additional noise channel, , unlike MEMD, IMFs obtained using NA-MEMD in Fig. 2 fully alleviated the problem of mode mixing and the two different frequency components of were extracted correctly. This illustrates the ability of MEMD to identify and align information at similar scales in different data channels [29] , and that NA-MEMD can furthermore help alleviate the mode mixing problem, indicating that an MEMD-based approach enables a robust scale-by-scale comparison between the data channels-a key requirement for a posterior analysis at the IMF level. 
B. Component Estimation Using Multivariate IMFs
In this section, we examine the ability of MEMD to achieve a more robust and localized estimate of components at the IMF level compared to the single channel EMD algorithm. Particular emphasis, following our previous work in [11] , [16] , is on illuminating that MEMD can extract IMFs that have physical meaning and are better aligned with the components of interest, thus enhancing robustness to noise.
We decomposed the signal using EMD and EEMD, where was a sinusoid of frequency and a realization of WGN, and subsequently applied the Wiener filter 5 to the IMFs to obtain estimates of the sinusoid, and , denoting the estimates using EMD and EEMD respectively. In the EEMD decomposition, 6 noise with a ratio of 0.4 between the standard deviation of the noise and data was added and the number of ensembles for each case was 100. The more accurate the estimate of , the more accurately the IMFs represent the original oscillating components of the input. Additionally, MEMD was performed on a multi-channel sinusoid data set, where all channels contained the same sinusoid, , corrupted with different realizations of WGN, that is where is a realization of WGN in the th channel. The performance of MEMD was examined by increasing the number of channels from 4 to 12. This analysis was performed for several frequencies (5, 11, 23 Hz) , and over three signal-to-noise Table I . In all the scenarios, MEMD outperformed the single channel decomposition algorithms, EMD and EEMD. Observe, in the case of MEMD, that an increase in the number of channels resulted in an increase in performance. These results illustrate that when common activity (oscillating components) exists between several data channels, MEMD has the ability to generate a more accurate estimate of the signal envelope (see the envelope estimation stage as described in Algorithm 2) and thus identify the common activity between multiple data channels more robustly.
IV. MULTIVARIATE ANALYSIS OF MOTOR IMAGERY DATA
This section evaluates the MEMD performance using two motor imagery datasets.
A. Materials: Motor Imagery EEG Datasets
1) BCI Competition IV Dataset I:
The data 7 was recorded from four healthy subjects using the BrainAmp MR plus EEG amplifier with 59 electrodes sampled at 1000 Hz [31] . Each subject selected two motor imagery tasks among three:
, and (both feet). Specifically, subject chose and , subject chose and , subject chose and , and subject chose and . Subjects performed a total of 200 trials. In each trial, the subject imagined one of the two possible tasks (one task per trial) for a duration of 4 s. The selected task was randomised between trials so that the subject imagined each task 100 times in total. Before each task, baseline recordings were made and the subject was presented with a series of pre-task cues so that the onset and termination times were well defined. Based on neurophysiological insight, out of the 59 EEG channels, 11 were selected for analysis, "FC3," "FC4," "Cz," "C3," "C4," "C5," "C6," "T7," "T8," "CCP3," and "CCP4" according to the 10-20 system [32] , since the motor imagery response is primarily associated with the central area of the brain [4] , [5] . The data was down sampled to a 100 Hz sampling rate. 7 The BCI Competition IV Dataset I was recorded for both human and artificially-generated motor imagery data and only the human-generated motor imagery data was considered in our simulations. There were two sessions of collected data, calibration and evaluation sessions, and only the calibration session was used. The data is available from http://www.bbci.de/competition/iv/.
2) Physiobank Motor/mental Imagery Database:
We used the Physiobank Motor/Mental Imagery (MMI) database recorded using the BCI2000 system [33] , available through Physionet 8 [34] . Subjects performed different motor imagery tasks while 64-channel EEG were recorded according to 10-10 system, sampled at 160 Hz. We chose the blocks where the subjects imagined movement of and . Subjects performed a total of 45 trials and imagined one of the two tasks for a duration of 4 s. Out of 64 EEG channels, 11 were selected for analysis, "FC3," "FC4," "Cz," "C3," "C4," "C5," "C6," "T7," "T8," "CP3," and "CP4."
B. Time-Frequency Analysis Using MEMD
A comprehensive comparative study was performed to illustrate the ability of MEMD to produce more accurate spectrogram estimates over the short-time Fourier transform (STFT), continuous wavelet transform (CWT), and synchrosqueezed wavelet transform (SST). Time-frequency spectrograms for the motor imagery datasets of subject ("BCI Competition IV Dataset I") from electrode C3 and C4 were estimated using the STFT, CWT, SST, and NA-MEMD. A 0.3 s sliding Hamming window with 29 data points overlap was applied to create the STFT representation. The CWT time-frequency representation was calculated using the commonly used Morlet wavelet. 9 The SST [35] , [36] is a recent extension of the CWT which reduces redundancy in the wavelet spectrogram and increases its localization [37] , see Appendix A for the mathematical formulation. The NA-MEMD decomposed all data channels with the aid of two additional noise channels and the individual HHS were calculated from the 14-variate IMFs. The spectra of C3 (left hemisphere) and C4 (right hemisphere) were produced to examine ERS of and rhythms over the ipsilateral hemisphere and ERD over the contralateral hemisphere corresponding to the motor imagery task. Fig. 3 illustrates the percentage changes of power in logarithmic scale, relative to the power in a baseline interval from to 0 s prior to the stimulus (Event-related spectral perturbation (ERSP) [38] ), where the motor imagery task was performed within the time period 0-4 s. Subfigures in the left column show the spectra over the ipsilateral hemisphere while subfigures in the right column display the spectra over the contralateral hemisphere. The ERSPs obtained using all four methods illustrate obvious contralateral decrease (ERD) in the alpha (8-12 Hz) and beta (13-30 Hz) bands on the sensorymotor cortex for the duration of the motor imagery task [5] , while ipsilateral increase (ERS) is not shown using STFT.
Observe that the STFT and the CWT obtained less localized ERD than the SST and NA-MEMD. However, the SST lost rhythm information over approximately 20 Hz. To compare NA-MEMD and standard methods within the same time-frequency domain, Fig. 4 shows the STFT of the complete EEG signal from C3 and the IMF ( rhythm) obtained for the EEG using NA-MEMD. Observe that the NA-MEMD-based approach gave highly localized analysis, where the time-frequency component of was very close to the alpha band component in (a).
The extracted and rhythm time-series from to 6 s obtained using the fifth-order Butterworth filter (BF), CWT, SST, and NA-MEMD are shown in Fig. 5 . The time series display the amplitude changes of the signal relative to the mean amplitude in a baseline interval, which were normalized by the standard deviation of baseline waveform. All the methods detected an ipsilateral (C3) increase (ERS) and contralateral (C4) decrease (ERD) in the and rhythms after the onset time (0 s). In particular, the ERS and ERD within the rhythms are more prominent than those observed within the rhythms. Note the power changes of the time series relative to the baseline power in Fig. 6 ; the power was estimated by the squared envelope of the time series.
In order to compare the component estimation performance, we generated noisy realizations of C3 and C4 by adding white and  rhythms from  channel C3 (  ,  ,  , 
, where denotes BF, wavelet, SST and NA-MEMD) and is composed of those from channel C4 ( , 
C. MEMD-Based CSP Feature Estimation 1) Preprocessing:
The motor imagery data was band-pass filtered to occupy the frequency band 8-30 Hz [9] , [39] , using a fifth-order Butterworth filter, and subsequently the CWT, the SST, EMD, EEMD, MEMD, and NA-MEMD. In the case of the CWT and the SST, the scales were reconstructed to obtain the band-pass filtered signals. As before, the standard single channel EMD algorithms (EMD, EEMD) were applied to each channel separately while MEMD was applied to the 11 channels simultaneously. The NA-MEMD algorithm was used to decompose the 11-channel EEG signals with two additional noise channels (SNR 20 dB). The IMFs obtained using the EMD approaches were retained or omitted based on inspection, with the most relevant ones added together to obtain the band-pass filtered signals. Relevance of the IMFs was estimated by calculating the combination which gave the best classification performance with respect to the common spatial patterns algorithm. 
2) Common Spatial Patterns:
Features relevant to motor imagery responses were extracted using the CSP algorithm, widely used in BCI applications [9] , [39] . It determines spatial filters that maximize the variance of signals in one class and simultaneously minimize the variance of signals in the other class. In this way, CSP filters can discriminate between ERD/ERS caused by changing mental states as their operation is sensitive to subtle 3) Classification: The feature vectors and , obtained by (13) in Appendix B for and , respectively, ( defines the number of spatial filters), were classified using a support vector machine (SVM) [40] with a Gaussian kernel. 10 The 200 trial data for each subject in "BCI Competition IV Dataset I" was divided into 140 training and 60 testing sets and the 45 trial data in "Physiobank MMI database" was divided into 32 subsets for training and 13 for test sets. 11 The upper limit of confidence intervals between two classes corresponding to the number of trials was 56.9% for 200 trials and 64.0% for 45 trials (cf. [42] ). For cross-validation, classification 10 The MATLAB code can be downloaded from [41] . 11 The CSP filter parameters were defined using only the training data set.
was repeated 100 times while mixing the sample order, and the average of these outcomes was the final classification rate. Fig. 7 illustrates the average power spectra of the first four IMFs across the EEG channels for all 200 trials of "BCI Competition IV Dataset I." Note that, compared to standard EMD, the average frequency distributions at each IMF level using EEMD, MEMD, and NA-MEMD were more localized in frequency and that greater separation was obtained between the IMF frequency distributions. This indicates that there is greater consistency in the pattern of extracted EEG components between trials and that these components have been better separated. In particular, the and rhythms have been clearly separated using MEMD and NA-MEMD, contained in the IMFs and . These two different rhythms were extracted erroneously within a single IMF component, , using the univariate EEMD, illustrating poorer separability compared to the multichannel algorithms. Observe that the different frequency ranges corresponding to the IMFs of NA-MEMD were more consistently distributed across the subjects than those of MEMD, illustrating the benefits of imposing a data-driven filterbank structure. Table III shows the classification performances for the four subjects of "BCI Competition IV Dataset I" using the BF, CWT, SST, EMD, EEMD, MEMD, and NA-MEMD, where the IMFs of EMD, EEMD, MEMD, and NA-MEMD were selected based on the IMF power spectra in Fig. 7 and the optimal classification performance. The classification performances were calculated for and for [see (13) ], where the best result among the seven different methods is indicated in bold. Observe that MEMD-CSP and NA-MEMD-CSP features always gave classification rates above the upper limit of confidence interval of 56.9%, and outperformed the other methods. On average (when ), the NA-MEMD-CSP approach gave the best classification performance of 83.3%, a 11.6% improvement over the BF, a 7.8% improvement over the CWT, a 4% improvement over the SST, a 20.9% improvement over EMD, a 6.7% improvement over EEMD and a 1.1% improvement over MEMD. These results compare favourably with other methods applied to the same BCI dataset using a similar number of EEG channels 12 .
4) Results:
The classification performances for the second dataset, "Physiobank MMI database," are shown in Table IV , and were obtained using the BF, CWT, SST, and NA-MEMD with CSP ( , which mostly gave higher or equal classification rates compared to the case of for "BCI Competition IV Dataset I"). Among the EMD-based algorithms, we chose NA-MEMD since it obtained the highest classification rates for "BCI Competition IV Dataset I." The first 10 subjects from the 12 Within the BCI competition dataset considered, submission 11 (16 channels), submission 13 (three channels), submission 14 (13 channels), and submission 17 (10 channels) gave average MSE values of 0.557, 0.679, 0.692, and 0.915, while our average MSE value is 0.668 (see http://www.bbci.de/competition/iv/results/#dataset1avsr). "Physiobank MMI database" were chosen, and the classification results were above the upper limit of the confidence interval of 64%. In the simulations, and were decomposed using NA-MEMD, containing and rhythms. Among 10 subjects, NA-MEMD gave the best classification rates for seven; in the case of the remaining three subjects (2, 13, and 26), the results obtained with other methods only marginally outperformed NA-MEMD by 0.1%. On average, NA-MEMD gave a 2.9% improvement over BF, 5.4% over CWT and 12.8% over SST. Fig. 8(a) -(c) displays a series of scatter-plots of classification rates between NA-MEMD and the other analysis methods considered using all the classification results of two experiments in Tables III and IV . For equal performances between two methods, the values should lie on the diagonal-observe that most of values lie below the diagonal, indicating an enhanced performance of NA-MEMD compared to the other algorithms. For rigor, the difference in classification rate between NA-MEMD and the other methods was also analyzed using the one-tailed t-test. The corresponding -values in Fig. 8(a)-(c) shows NA-MEMD performing significantly better than the other algorithms ( -values less than 0.01).
We next examined the relationship between the number of EEG channels analyzed and the MEMD performance. Table V shows classification results obtained by using the following. 1) IMFs for four channels (C3, C4, CCP3, and CCP4 for "BCI Competition IV Dataset I," and C3, C4, CP3, and CP4 for "Physiobank MMI database") of the original 11-channel MEMD decomposition denoted by . 2) IMFs for four channels C3, C4, CCP3, and CCP4 for "BCI Competition IV Dataset I," and C3, C4, CP3, and CP4 for "Physiobank MMI database") of a 4-channel MEMD decomposition denoted by . The number of spatial filters, in (13), was . The best performance for 9 subjects out of 14 was obtained using the approach, exhibiting on the average a 1.4% improvement compared to "
." A series of scatter-plots of these classification rates is displayed in Fig. 8(d) . Most of the dots are distributed below the diagonal, which means that simulations based on 4-channel IMFs from an 11-channel MEMD decomposition outperformed those from 4-channel MEMD decomposition. These significant improvements were also confirmed by the one-tailed -values of the t-test (less than 0.05). Analysis of the motor imagery response in Section IV-B illustrates the high level of accuracy that is achievable using MEMD/NA-MEMD for time-frequency analysis. While the SST gave a similar performance, it inherited the problems of high frequency resolution associated with wavelets and was not sensitive to frequency components above 20 Hz, critically ignoring the full range of the beta band (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) . In addition to the spectrogram analysis, the accurate estimation of synthetic and rhythms using NA-MEMD in the time domain was also investigated.
Power spectra of MEMD/NA-MEMD contained in the IMF in Fig. 7 have been shown to include some parts of the band (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) . However, the classification results obtained using IMF were always outperformed by features that included IMF and only. This implies that the components and obtained using MEMD/NA-MEMD accurately reflected and rhythms, which occupy respectively between 9 and 14 Hz and between 18 and 26 Hz [2] .
The motor imagery classification experiments were conducted with the aim of showing that when IMFs are obtained from a greater number of data-bearing channels, this yields more accurate classification rates [see Table V and Fig. 8(d) ]. This is also supported by the simulation results in Section III-B for synthetic data. This is explained by the enhanced decomposition accuracy that is enabled by processing data-bearing channels simultaneously-in this instance the and rhythms. Observe that by introducing extra noise channels into the MEMD framework, the noise-assisted MEMD algorithm was furthermore able to alleviate the effects of mode mixing and mode misalignment in multivariate IMFs, as shown in Fig. 2 (time domain) and Fig. 7 (frequency domain) .
In our analysis the IMF relevance was estimated empirically, however the high classification rates, obtained with significant improvements for the two motor imagery datasets (see Fig. 8 ), suggest that the MEMD spectrogram estimates for the motor imagery response approximate the ground truth. Unlike standard single-channel EMD, the robust natures of the MEMD and NA-MEMD ensure that the information contained in multivariate IMFs remains the same across the data channels, trials, and subjects.
EMD-based algorithms, including ensemble EMD (EEMD) and multivariate EMD (MEMD), require large computational resources [20] , [25] ; for instance, in our case it takes around 100 s for MEMD to process a quadrivariate white Gaussian noise (WGN) data of length . For NA-MEMD, the computational requirements are even larger since added noise channels (in NA-MEMD) also need to be processed. However, real-time and online computation of EMD-based operations has attracted considerable attention recently, which along with the advancements in computational hardware is expected to alleviate the computational limitations of EMD.
VI. CONCLUSION
It has been illustrated how the multivariate empirical mode decomposition (MEMD) algorithm provides robust time-frequency analysis for multichannel signals where the narrowband nonstationary signal of interest is buried in broadband noise. In a BCI study based on motor imagery EEG responses, the MEMD algorithm facilitated multicomponent extraction of the and rhythms of interest. Unlike the standard single channel EMD algorithm, MEMD and, in particular its noise-assisted variant NA-MEMD allowed a more stable estimate of the time-varying frequency responses from multichannel EEG, providing physical meaning to the intrinsic data modes. The performance of the proposed approach for motor imagery classification via the common spatial patterns algorithm has been compared to those of conventional methods of a kind, including the short-time Fourier transform, wavelet transform and the synchrosqueezed wavelet transform, exhibiting significant improvements.
APPENDIX A SYNCHROSQUEEZED WAVELET TRANSFORM
The synchrosqueezed wavelet transform (SST) [36] is an extension of the CWT, given by (5) The CWT convolves the original signal with a wavelet (a finite energy oscillation) for different scales and time shifts, thus effectively projecting the original signal from the time domain to the time-scale domain. The CWT spreads the energy contained in a narrow range of frequencies in a signal around a particular scale, by ( -a frequency around which the applied wavelet is concentrated, -a pure harmonic signal); this also introduces redundancy in the wavelet coefficients. To address this issue, the synchrosqueezed wavelet transform (SST) reallocates the wavelet coefficients from the time-scale domain to the time-frequency domain through the procedure known as synchrosqueezing, ensuring that a wavelet in the positive spectrum is selected, from which the instantaneous frequency of the resulting CWT coefficients (5) is calculated as (6) for each time-scale . The next step is to perform frequency binning of the wavelet coefficients by synchrosqueezing. In other words, all the wavelet coefficients are combined from the same time-frequency bin to reduce the redundancy 13 in the CWT. Mathematically, synchrosqueezing (in the discrete case) can be formulated as (7) where is the central frequency of a selected frequency bin, a difference of successive discrete scales and a difference between successive frequency bin centers.
APPENDIX B COMMON SPATIAL PATTERNS
A single trial EEG data is represented as an matrix , where is the number of channels and the number of samples per channel. The normalized spatial covariance of can be calculated from (8) where denotes the matrix transpose operator and is the sum of the diagonal elements of . The spatial covariance for a task, or , is obtained by the averaged covariance matrix of the task trials. The CSP analysis seeks to find a matrix 13 The implementation of the synchrosqueezed transform is detailed in [37] .
and diagonal matrices and ( , the identity matrix) with elements such that (9) The composite spatial covariance is given as (10) where is factored as , where is the matrix of eigenvectors, and is the diagonal matrix of eigenvalues. Using the whitening transformation, , the variances in the space spanned by are equalized, which makes all the eigenvalues of equal to unity. Secondly, let and , then and share the common eigenvector matrix, that is (11) Since we assume the eigenvalues are sorted in a descending order, the final spatial filter that satisfies (9) is given by . This allows us to project the EEG signals as (12) Each column vector of is called a spatial filter, or simply a filter. For discriminating between two motor imagery tasks, the variances of the spatially filtered signals using (12) are used as a feature. The row vectors ( and ) from that maximize the difference in the variance between the two groups are associated with the largest eigenvalues in and . These signals are contained in the first and last rows of in (12) , due to the calculation of . The features of interest can be obtained as (13) where the symbol denotes the variance.
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