ABSTRACT
INTRODUCTION
Recently, medical diagnostic data produced by hospitals increase exponentially. In an average-sized hospital, many tera or 10" bytes of digital data are generated each year, almost all of which have to be kept and archived [I] . Furthermore, for telemedicine or teiebrowsing applications, transmitting a large amount of digital data through a bandwidth-limited channel becomes a heavy burden. A digital compression technique can be used to solve both the storage and the transmission problems.
It is not difficult to see that wavelet-based approaches are the mainstream in the signal compression community. Thus, many wavelet-based image compression algorithms have been proposed in the literature. In particular, techniques that are based on the principal of embedded zerotree coding, such as embedded image coding using zerotrees of wavelet coefficients (EZW) [2] , set partitioning in hierarchical trees (SPIHT) [3] and derivatives from them [4] [5] [6] ,
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receive the greatest attention. The techniques demonstrates not only excellent performances but also attractive features such as signal to noise ratio (SNR) scalability (progressive decoding). For medical image compression, more features are needed. For example, it is indispensable for a compression method to have a lossy-to-lossless coding scheme in order to meet the various requirements of different applications. For example, lossless compression is often needed for legal consideration and in some critical diagnostic cases, whereas lossy compression is all we need for browsing applications . How to design an integrated scheme that has excellent performance in terms of compression ratio (CR) and peak SNR (PSNR) and allows both lossy and lossless coding is one of the important issues in the recent study of medical image compression [7] [8] [9] .
Recently, Abu-Hajar and Sankar proposed a lossless image compression scheme using partial SPIRT and bit-plane based arithmetic coding (AC) [10] . The coding philosophy is as follows. After analyzing the occurrence probability of zero/one in each bit plane, it is shown that SPIHT is efficient only in more significant bit planes and it is inefficient in less significant ones. Therefore , the great advantage of SPIHT zerotree coding is explored for the bit planes whose probability of entry one is less than a prespecified threshold. Then an AC scheme is applied to other bit planes. Following that study, the same authors provided a follow-up work [7] to discuss the integration of lossy and lossless compression in one single coding scheme but no new coding framework was proposed. In [8] , images are transformed using the reversible 5/3 wavelet filters for the lossless mode and 9/7 filters for the lossy mode. Also, to enhance the compression performance of the arithmetic coder, bit planes are sorted into three categories , where each category uses its own proposability model within the coder. However, additional sorting and modeling for AC shows only trivial improvement.
Combining the progressive coding capability of SPIHT and a novel dynamic vector quantization (DVQ) mechanism, a record-breaking result for lossy electrocardiogram (ECG) compression was presented in [11] . This work along with the ideas presented in [7] [8] and [10] motivate this follow-up work. However, the direct extension of [11] for medical images will face the following four major technical challenges. (1) How could the lossy compression approach in [11] be modified to allow lossless compression as well ? (2) For lossy/lossless compression of medical images, different wavelet transforms may need to be considered and implemented . (3) The vector formation from the combination of various 1-D wavelet coefficients (for vector quantization of ECG signals) has a specific closed-form relationship [ 10] , but such a 236 relationship for 2-D image signals is more difficult to derive than its 1-D counterpart. (4) Since ECG signals and images are totally different sources, methods work for ECG may not necessary perform well for images. We attempt to address and solve all these four problems in this paper.
The organization of this paper is as follows. The principle of reversible integer wavelet transforms is given in Section 2. A short summary of conventional VQ and codebook replenishment mechanism is depicted in Section 3. In Section 4, the SPIHT algorithm is summarized. In Section 5, the detail of the proposed method is presented. In Section 6, the proposed method is tested and simulation results are illustrated along with discussions . Finally, conclusions are given in Section 7.
REVERSIBLE INTEGER WAVELET TRANSFORMS
The wavelet transform (WT), in general, produces floating point coefficients. Although these coefficients can be used to reconstruct an original image perfectly in theory, the use of finite precision arithmetic and quantization results in a lossy scheme.
Recently, reversible integer WT's (WT's that transform integers to integers and allow perfect reconstruction of the original signal ) have been introduced [9] [12] [13] [14] . In [13] , Calderbank et al. introduced how to use the lifting scheme presented in [15] , where Sweldens showed that the convolutionbased biorthogonal WT can be implemented in a lifting-based scheme as shown in Fig . 1 for reducing the computational complexity. Note that only the decomposition part of WT is depicted in Fig. 1 because the reconstruction process is just the reverse version of the one in Fig. 1 . The lifting-based WT consists of splitting, lifting, and scaling modules and the WT is treated as a prediction-error decomposition . It provides a complete spatial interpretation of WT. In Fig. 1 , let x denote the input signal and xL, and x ,,, be the decomposed output signals, where they are obtained through the following three modules of lifting-based ID-WT:
(1) Splitting: In this module, the original signal x is divided into two disjoint parts, i.e., x,(n)=x(2n) and x,(n)=x(2n+ 1) that denote all even-indexed and odd-indexed samples of x, respectively.
(2) Lifting: In this module, the prediction operation P is used to estimate x,(n) from x,(n) and results in an error signal d(n) which represents the detail part of the original signal.
Then we update d(n) by applying it to the update operation U and the resulting signal is Fig. 1 The lifting-based WT.
combined with x,(n) to s(n) estimate which represents the smooth part of the original signal. (3) Scaling: A normalization factor is applied to d(n) and s(n), respectively. In the evenindexed part s(n) is multiplied by a normalization factor K, to produce the wavelet subband xL,. Similarly in the odd-index part the error signal d(n) is multiplied by K, to obtain the wavelet subband x,,,.
Note that the output results of xL, and x,,, obtained by using the lifting-based WT are the same as those of using the convolution approach for the same input even they have completely different functional structures. Compared with the traditional convolution-based WT, the lifting-based scheme has several advantages. First, it makes optimal use of similarities between the highpass and lowpass filters, the computation complexity can be reduced by a factor of two. Second, it allows a full in-place calculation of the wavelet transform. In other words, no auxiliary memory is needed. ,)=d(x,, c,. ) is generally nonzero and varies according to the varying characteristics of an input source. To maintain the diagnostic features in reconstructed images for a wide variety of image signals, the distortion for any input vector is confined by a pre-determined distortion bound in a distortionconstrained codebook replenishment (DCCR) mechanism, such as the simple yet effective one in [16] to be introduced next.
CONVENTIONAL VO AND CODEBOOK REPLENISHMENT MECHANISM
Given the codebook C, at time t, d(x,, c,.) is checked constantly to see if its value is larger than the distortion bound or threshold d,h. If not, the index i' is transmitted or stored to obtain the decoded vector i, . At the same time, the codebook C, is updated to C, in the following manner: c,. is promoted to the first position of C, and all the codevectors in front of it, i.e., c,^-c,._, , are pushed down by one notch. If d(x,, c,.)> d,h , x, or its approximation must be transmitted or stored as it . In this case, x, or its approximation is treated as a new codevector and is inserted to the first position of the codebook C, , all the original codevectors are pushed down by one notch and the last one is discarded.
As the name 'DCCR' implies, the distortion is 'constrained' by the pre-determined threshold d,h, and the insertion of new codevectors and the codebook update account for 'codebook replenishment'. The distortion-constrained nature keeps the reconstructed distortion of VQ under controlled and guarantees the preserving of diagnostic information if the distortion threshold is set properly. The codebook replenishment feature allows the contents of a codebook to be updated on-line such that the vector quantizer can adapt itself to match the input source. These two features ensure that the DCCR-VQ can be applied to medical images with essentially any characteristic.
SPIHT CODING ALGORITHM
The set partition in hierarchical trees (SPIHT) coding algorithm was proposed by Said and Pearlman [3] . This algorithm has been successfully applied to several forms of data such as images [3] and electrocardiograms [17] . The experimental results show that the SPIHT algorithm is among the best in terms of compression performance. Previously, the SPIHT was designed for lossy data compression. By 
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combining the integer-to-integer WT with the SPIHT, both the lossy and lossless compression modes are now supported. The SPIHT coding is based on three concepts: i) partial ordering of the image coefficients by their magnitudes and the transmission of order by a subset partitioning algorithm that is duplicated at the decoder; ii) ordered bit plane transmission of refinement bits, and iii) exploitation of the self-similarity of the WT coefficients across different scales.
PROPOSED METHOD
A new compression method with lossy-to-lossless capability is proposed in this section. The method includes a novel WT-based tree structure and the corresponding codevector arrangement for DCCR-VQ. By using the proposed method, we require just one codebook for various WT subbands.
Overview
A block diagram of the proposed codec is shown in Fig. 2 . First, the kth image in a medical image sequence is taken as input matrix x,. Then, an n-level WT decomposition is performed on x t , resulting in 3«+l wavelet coefficient subbands: x"" , x",", ...,\ mi , and x HHI . We use 9/7 WT and 5/3 integer WT for lossy and lossless compression, respectively. We extract m tree vectors \ wp j=\,2,..., m, from these subbands in a manner to be explained later. For eachy, x", y is vector quantized to obtain its reconstructed version x n , y , The DCCR-VQ contains both lossy and lossless parts as shown in Fig. 2 , which is a modified version of basic operations discussed in Section III. More details on our DCCR-VQ will be given later. Continue in this way, the entire image sequence can be encoded on-line. The decoder side is not shown explicitly because it simply performs reverse operations of the encoder.
Novel Tree Vector Architecture and Corresponding VQ Coder
Given the 3«+l coefficient subbands, we extract m tree vectors \ 7yj , where each tree vector is composed of the wavelet coefficients taken from these subbands in a hierarchical tree order as shown in Fig. 3 . Take the first tree vector x^, as an example. The first four coefficient groups from x^,, x",", x"," and x HH " , respectively, are assigned to the first 16 coefficients of the tree vector. Next, assign the coefficients from each subband to the rest of corresponding positions in the order of zig-zag scan. Continue this process until the coefficients from subbands x HHI are assigned to the bottom portion of the tree vector. This completes the formation of x IX0 . For x"" the second coefficient group from x Un is assigned to the first four positions of the tree vector. Continue in this way and follow the example as above to form x wi . It is trivial to show that the vector dimension of a tree vector is 4"* 1 . Thus, m, the number of tree vectors for anMXN image, is **$-.
With this architecture of the tree vector, the corresponding VQ codebook C" is given and shown in Fig. 4(a) Note that the well-known pyramid structures are used to highlight the hierarchical relationship among coefficient subbands. This special codebook, consisting of JV tree codevectors, C^,, i'=0,l,..., AM, is available for both encoder and decoder. The initial C w can be obtained using any appropriate codebook training algorithm, say the LBG [18] . The required training vectors for codebook generation are extracted from WT decompositions of some images. For an input tree vector x m its closest tree codevector c TO . can be found from using Equation (1) . As an example, for the vector dimension of 256, we show numerical values of the components in the input tree vector x^ , its closest codevector c IV ,., and their vector difference in Figs. 4(b), 4(c), and 4(d), respectively. The vector difference will be used later in the DCCR mechanism.
Dynamic Bit Allocation in DCCR Mechanism
Recall that an input vector or its approximation must be sent or stored as a new codevector when the distortion between x TV and c m . is beyond some distortion threshold in the DCCR mechanism. In this case, the coding performance can be dropped significantly, especially when n is large, unless an extremely effective coding strategy is available. One such strategy is discussed next. Since a tree vector x^ consists of WT coefficients with great magnitude differences, it is not efficient to assign a fixed number of bits to every coefficient. Even if we assign different but fixed numbers of bits to WT coefficients according to their magnitudes, the coding efficiency may still be poor because of the varying characteristics of various images. Therefore, we need a dynamic bit allocation scheme. Furthermore, the reconstructed distortion does not have to be zero if a nonzero distortion threshold is set, thus it is not necessary to represent the new codevector with a precision more than it should. With these considerations, we found that the SPIHT coding is a perfect solution to our problem. The SPIHT coding strategy not only performs dynamic bit allocation efficiently according to the magnitudes of wavelet coefficients, but also sends or stores encoded data progressively and can be stopped at the point when the distortion falls within the pre-specified d a . Therefore, we propose a DCCR mechanism with the SPIHT coding strategy as follows.
Lossy Compression
Case (1): If, c^x^c^.,. )<</", the index i and a bit "1" indicating Case (1) are transmitted or stored. The codebook is rearranged according to the original DCCR mechanism. considered in the simulation study of the next section.
Lossless Compression
If d(xTv,cTV,i.) drh , the index i' and a bit "1" indicating Case (1) are transmitted or stored. Otherwise the index i' and a bit "0" indicating Case (2) are transmitted or stored. Then, components of the difference vector e,=x,-c.,i. are scalar quantized using the lossless SPIHT strategy to obtain e, In this lossless case, eTV =eTV By investigating the SPIHT coding efficiency and observing the probability of zero/one occurrence in each bit plane, here we propose a SPIHT switching strategy that is not found elsewhere. In this strategy, when the SPIHT coding length of a bit plane is higher than the total number of bits in that bit plane, we will shut the SPIHT coding off and switch to the direct processing of each bit without further coding (say, entropy coding). Once it was switched to the direct processing mode, it will not be switched back because as we move from the more significant bit planes to the least significant bit plane, the zero/one occurrence in the bit plane appears to be more and more noisy and the coding efficiency of SPIHT will be lower and lower. This switching strategy can avoid the inefficiency of SPIHT in less significant bit planes, and thus enhance the coding performance. Again, we have XTV = CTV,i. +e, . In this lossless case, kTV = XTV . The codebook is rearranged or updated according to the original DCCR mechanism. Finally, the resulting bit stream is transmitted or stored following the bit representation of i` and the bit "1" or bit "0". Again, the 14-bit header is needed as in the lossy part. In the following experiments, four groups of volumetric MRI head-scan images for four different subjects, respectively, are taken. The 420 images in each group are obtained in 90 seconds. The scanned time interval between adjacent image slices is 1.5 seconds. The head scan is divided into seven layers, where the first image from each layer is scanned first, followed by scanning the second image for each layer. Continue in this manner until 60 images for each layer are obtained. The image size and pixel precision are and 16 bits, respectively.
EXPERIMENTAL RESULTS
Lossy Compression
Since the biorthogonal 9/7-tap filters for WT are proven to offer excellent coding performance, they are also adopted here. As for the vector dimension, the consideration is as follows. The dimension of a tree vector is 4°", where n is the WT decomposition level. Larger vector dimension seems to increase the CR, but it does not in practice. The reason is that the variance of an input vector will also be larger in general and thus more codevectors in a VQ codebook or larger codebook size N must be used to maintain the reasonable quality of reconstructed signals. Moreover, the computational complexity of VQ increases exponentially with the vector dimension and codebook size. In fact, it is a trade-off in any VQ coder. Here, we chose n to be 3 because it exploits sufficient energy compaction capability of WT for 256X256 MRI images and has sufficient coding gain with the vector dimension of 44=256 . Besides, if n is 4, the dimension of 45=1024 is too large to have high coding efficiency or low computational complexity according to our experience.
We take one layer of MRI images (60 images) in Groupl to initialize a single tree codebook using the LBG training algorithm. Some images in Group2 are used for outside testing. Taking image quality and CR into consideration, we found that the codebook size of 1024 for the vector dimension of 256 is suitable. Fig. 5 gives the average coding performances for an image sequence of 120 images under different values of dth and the results are compared with those by using the SPIHT coding. As a result, the proposed method outperforms the SPIHT coding by a significant margin, especially in high CR regions . This is intuitively plausible because VQ generally performs well in high CR conditions.
Lossless Compression
The proposed algorithm was implemented and compared to the lossless SPIHT, where the S+P transform and the arithmetic codec are used [19] . Fig.  6 . Some MRI head images from Group4 are used for testing. Table 2 gives the CR performance for three randomly selected MRI images using the lossless SPIHT with AC and the proposed method. Fig. 7 shows the results of using 120 MRI head images to evaluate the CR performance of our method and the lossless SPIRT with AC. Table 3 summarizes the average CR performance of the 120 images for lossless compression. All results show that our method achieves better CR performance than that of lossless SPIRT with AC, no matter which initial codebook is used. This proves the robustness of the proposed approach.
CONCLUSIONS
It is not difficult to see that all four problems presented in section I have been solved in the proposed approach. The experimental results show that the proposed method is superior to both lossy and lossless SPIHT with AC for the MRI image sequences under test. The winning margin can be wider if we also use AC in our approach. However, in that case, we may have the disadvantage of higher computational complexity. Finally, the proposed framework is flexible enough to include other functions, for example, region of interest (ROI), SNR scalability, resolution scalability, etc. In addition, Image types other than MRI may also be suitable with the proposed approach, but this requires further study.
