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Abstract
Computation-intensive problems are becoming increasingly common in analysis and design of engineering
systems. On the one hand, many science and engineering problems require repetitive simulation runs of a
model with different input values. Examples of these problems include design optimization, model calibration,
sensitivity analysis, what-if analysis, and design space exploration. In many real-world problems, obtaining
a reliable outcome requires a large number of these simulations, typically for a partial differential equation,
which can be limited by the available computational resources. On the other hand, reliable analysis of the
response of engineering systems often requires taking into account the inherent uncertainties in the system
and quantifying the impact of these uncertainties on the quantities of interest. Conducting uncertainty
quantification with Monte Carlo methods are often infeasible because of the need to execute a large number
of forward model evaluations to achieve converged distributions or statistics. For systems characterized by
numerous input parameters, the response calculation is particularly challenging as one also has to deal with
the curse of dimensionality, which is the exponential increase in the volume of the input space, as the number
of parameters increases linearly.
The overarching objective of this dissertation is to take a step toward addressing these computational chal-
lenges and contribute to the promotion of efficient computational analysis, design, and control of engineering
systems. This is achieved by developing deep learning solutions that are particularly tailored for these systems
and can account for various uncertainties in their behaviors. In particular, and in moving toward this objective,
we introduce various deep learning approaches for efficient modeling, metamodeling, and forward and in-
verse uncertainty quantification in engineering systems. In the first part of the dissertation, we introduce deep
learning methods for efficient supervised, semi-supervised, and unsupervised modeling and metamodeling in
engineering systems. The backbone of the unsupervised learning task in these tools is the physics-informed
neural networks which are a new class of deep neural networks that are trained to satisfy the governing laws
of physics described in the form of partial differential equations. In the second part of the dissertation, we
introduce a variant of physics-informed neural networks for solving high-dimensional random differential
equations (forward uncertainty quantification), and also the adaptive physics-informed neural networks for
ii
efficient and accurate parameter estimation and model calibration. A variety of engineering applications are
considered to verify the accuracy and efficiency of the proposed methods.
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1.1 Modeling and Uncertainty Quantification Challenges in
Engineering Systems
Computation-intensive problems are becoming increasingly common for modeling and uncertainty quan-
tification (UQ) in engineering systems. On the one hand, many science and engineering problems require
repetitive simulation runs of a model with different input values. Examples of these problems include design
optimization, model calibration, sensitivity analysis, what-if analysis, and design space exploration problems.
In many real-world problems, obtaining a reliable outcome requires a large number of these solves, typically
for a partial differential equation (PDE), which can be limited by the available computational resources.
On the other hand, reliable analysis of physical phenomena often requires taking into account the inherent
uncertainties in the system (e.g. in their initial or boundary conditions, material properties, external forces)
and quantifying the impact of these uncertainties on the quantities of interest. Conducting UQ with Monte
Carlo (MC) methods are often infeasible because of the need to execute a large number of forward model
evaluations to achieve converged distributions or statistics. Moreover, for systems characterized by numerous
input parameters, one also has to deal with the curse of dimensionality, which is the exponential increase in the
volume of the input space, as the number of parameters increases linearly. These modeling and uncertainty
quantification challenges in engineering systems justify the need for development of accurate, efficient, and
uncertainty-aware computational tools.
One way to alleviate these computational issues is to construct cheap-to-evaluate response surfaces that
mimic the behavior of the physical systems. These approximate response surfaces are called surrogates or
metamodels (these two terms are used interchangeably throughout this dissertation). Surrogates are analytical
models that approximately describe the relationship between the system inputs and outputs. If the response
evaluated by the reference system is denoted by f (x), a surrogate provides a global approximate function
f̃ (x). This is typically done by using a set of d-dimensional inputs xi ∈ Dd, i = {1, 2, ..., M}, where D and
M are respectively the domain and number of input data, and the corresponding exact system outputs f (xi).
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Various surrogate techniques have been proposed in the civil and mechanical engineering literature [Li et al.,
2010]. Among the most popular ones are polynomial response surfaces (e.g., [Queipo et al., 2005; Das and
Zheng, 2000; Shanock et al., 2010]), radial basis functions (e.g., [Shin et al., 2002; Buhmann, 2000; Wild
et al., 2008]), polynomial chaos expansions (e.g., [Wu and Kozlowski, 2017; Xiu and Karniadakis, 2002;
Marzouk and Najm, 2009]), Kriging (e.g., [Kleijnen, 2009; Van Beers and Kleijnen, 2003; Simpson et al.,
2001; Jeong et al., 2005]), Gradient-Enhanced Kriging (GEK) (e.g. [Bouhlel and Martins, 2017; De Baar
et al., 2012]), Gaussian process regression (e.g. Raissi and Karniadakis [2018]), support vector machines
(SVMs) (e.g., [Clarke et al., 2005; Smola and Schölkopf, 2004; Clarke et al., 2005]), and neural networks
(e.g., [Hurtado and Alvarez, 2001]).
Among these, machine learning tools have recently shown great success and promise in overcoming the
accuracy and efficiency issues associated with the computational modeling and metamodeling of engineering
systems, and have emerged to a new interdisciplinary field, known as scientific machine learning. Scientific
machine learning is a rapidly-growing discipline that blends machine learning and scientific computing. In
scientific machine learning, we focus on mechanistic models, described by the laws of physics in the form of
PDEs. A recent class of scientific machine learning techniques, namely the scientific deep learning, uses the
Deep Neural Networks (DNNs), and is the focus in this dissertation.
1.2 Scientific Deep Learning
Currently, deep learning seems to be the dominant method in the field of machine learning. Compared
to the other machine learning methods, deep learning offers unique advantages and has shown tremendous
success in a variety of learning tasks [LeCun et al., 2015]. Universal approximation theorem rigorously proves
that feed-forward fully-connected neural networks consisting of one or more hidden layers with sufficiently
many hidden units andwith arbitrary non-constant activation functions can approximate any Borel-measurable
function in a finite-dimensional space up to any arbitrary degree of accuracy [Hornik et al., 1989; Hornik,
1991]. This signifies that any failure in function approximation with sufficient accuracy by a multilayer
network must be due to the insufficient number of hidden units, inadequate learning, or lack of a deterministic
input-output map [Hornik et al., 1989]. Although the theorem states that single-hidden-layer neural networks
are already universal approximations, implementation of multiple layers will improve the performance of
the neural network [LeCun et al., 2015]. With the cutting-edge neural network architectures and training
algorithms currently being developed, deep learning is making outstanding advances in solving problems that
was intractable for several years [LeCun et al., 2015]. Additionally, deep neural networks scale well on large
2
datasets (in a supervised learning task), and also with respect to the input dimensionality. In terms of training,
DNNs are very efficiently trained on Graphical Processing Units (GPUs) and Tensor Processing Units (TPUs),
using the state-of-the-art optimization algorithms based on the Stochastic Gradient Descent (SGD).
In scientific deep learning, research studies can be categorized into different groups, based on the specific
learning task they address and also based on what they exploit: the (empirical or simulation) data and/or the
underlying physics or governing laws. A non-exhaustive list of the tasks is presented in Table 1.1. The first
group of studies includes works which use no information on the physics of the system, because it is either
unavailable or too complex. The tasks in this group include data-driven modeling and metamodeling (e.g.
[Shan et al., 2018]), and data-driven discovery of PDEs (e.g. [Qin et al., 2018]). The studies in the second
and third category utilize the available information on the physics of the system, and are generally inspired by
the methodology presented in Lagaris et al. [1998] for solving differential equations, where the authors used
neural networks as a trial solution to these equations, and trained this trial solution such that it satisfies the
differential equations.
Table 1.1: A non-exhaustive list of deep-learning tasks introduced in the literature for modeling of physical
systems.
Use of data or physics in training Tasks
Only data
Data-driven modeling and metamodeling (e.g. Lee and Kang [1990];
Wang and Mendel [1990]; Mills et al. [2017]; Ehrhardt et al. [2017];
Shan et al. [2018]; Zhang et al. [2018])
Data-driven discovery of PDEs (e.g. Raissi et al. [2019a];
Qin et al. [2018]; Gonzalez-Garcia et al. [1998])
Only physics
Unsupervised learning for solving PDEs (e.g. Lagaris et al. [1998];
Raissi et al. [2019a]; Sirignano and Spiliopoulos [2018]; Rudd [2013];
Weinan et al. [2017]; Han et al. [2018]; Berg and Nyström [2018])
Both data and physics Physics-informed data assimilation (e.g. Raissi et al. [2019b, 2018])
The second group of works, where DNNs are trained exclusively based on the known governing equations,
includes unsupervised learning tasks for solving deterministic and random PDEs. For instance, in Lagaris
et al. [1998], neural networks are used to solve initial and boundary value problems, where the neural
network parameters are calibrated by minimizing the squared residuals over specified collocation points. A
similar approach was used in Raissi et al. [2019a] to solve more challenging dynamic problems described
by time-dependent nonlinear PDEs. A mesh-less variation of these approaches is introduced in Sirignano
and Spiliopoulos [2018] for solving high-dimensional PDEs with applications in finance. The deep learning
methods in this group can be directly compared with traditional numerical methods for solving deterministic
PDEs (such as finite difference, finite element, or finite volume methods), or random PDEs (such as Stochastic
Collocation [Xiu and Hesthaven, 2005], Stochastic Galerkin [Ghanem and Spanos, 2003], or Monte Carlo
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methods [Fishman, 2013]), versus which they offer advantages.
In the third group, both the data and partial or complete information about the underlying physics are
needed in the learning task. Examples in this group include Raissi et al. [2019b, 2018], where the task at
hand is data assimilation, which is not solvable by a pure machine learning approach. That is, if knowledge
about the physics is not exploited. Particularly in these two works, for a system governed by the Navier-Stokes
equations, DNNs are used for inference about a latent quantity, e.g. the lift and drag forces on structures
exposed to a fluid flow, given indirect observation/simulation data on a flow feature, e.g. the velocity field.
Such data assimilation task addresses the case where a conventional supervised machine learning approach
or a pure scientific computing approach cannot be used independently [Raissi et al., 2018].
When it comes to learning tasks that exploit the physical laws in addition to or in the absence of data,
Physics-Informed Neural Networks (PINNs) play a pivotal role. PINNs leverage the recent advances in DNNs
to calculate the response of systems governed by PDEs, such as the systems governed by the Navier-Stokes
equations. Specifically, PINNs are trained to satisfy the governing laws of physics described in form of
PDEs, as well as initial/boundary conditions and measurement data [Lagaris et al., 1998; Raissi et al., 2019a].
In this approach, the solution to a PDE is considered to be in the form of a DNN (with second or higher-
order differentiable nonlinearities) whose parameters are estimated by minimizing the squared residuals over
specified collocation points using Automatic Differentiation (AD) [Baydin et al., 2018] and variants of the
SGD algorithm [Bottou, 2012].
1.3 Dissertation Objective and Structure
The overarching objective of this dissertation is to contribute to the promotion of computational analysis,
design, and control of engineering systems by developing deep learning solutions that are particularly tailored
for physical systems and can account for various uncertainties in their behaviors. In moving toward this
objective, we introduce various deep learning tools for efficient modeling, metamodeling, and forward and
inverse uncertainty quantification in engineering systems. In the first part of the dissertation (Chapters 3, 4,
5), we introduce deep learning tools for efficient supervised, semi-supervised, and unsupervised modeling
and metamodeling in engineering systems. The backbone of the unsupervised learning task in these tools
is the PINNs. In the second part of the dissertation (Chapters 6, 7), we introduce a variant of PINNs for
solving high-dimensional random differential equations (forward uncertainty quantification), and also the
Adaptive Physics-Informed Neural Networks (APINNs) for efficient and accurate parameter estimation and
model calibration (inverse uncertainty quantification). A variety of engineering applications are considered
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to verify the accuracy and efficiency of the proposed methods. It is important to note that, throughout this
dissertation, the term unsupervised learning refers to a learning task for which no data is used for training of
an approximating model, but instead, the model is trained based on some known governing laws of physics.
In Chapter 2, we present a brief overview on DNNs. Specifically, three DNN architectures are introduced,
namely the feed-forward fully-connected DNNs, Convolutional Neural Networks (CNNs), and residual neural
networks. A discussion on the training of DNNs and different loss function for different learning tasks is also
presented. Additionally, we explain PINNs, which constitutes the foundation of scientific deep learning. A
bi-harmonic PDE example is presented and solved using a PINN.
In Chapter 3, we present an application of supervised deep learning in accelerating the seismic reliability
analysis of transportation networks. In order to optimize mitigation, preparedness, response, and recovery
procedures for infrastructure systems, it is essential to use accurate and efficient means to evaluate system
reliability against probabilistic events such as earthquakes. The predominant approach to quantify the impact
of natural disasters on infrastructure systems remains to be the Monte Carlo approach, which still suffer from
high computational cost, especially when applied to large systems. This chapter presents a deep learning
framework for accelerating seismic reliability analysis, demonstrated on a transportation network case study.
Two distinct deep neural network surrogates are constructed and studied: (1) a classifier surrogate which
speeds up the connectivity determination of networks, and (2) an end-to-end surrogate that replaces modules
such as roadway status realization, connectivity determination, and connectivity averaging. Numerical
results from k-terminal connectivity analysis of a California transportation network subject to a probabilistic
earthquake event demonstrate the effectiveness of the proposed surrogates in accelerating reliability analysis
while achieving accuracies of at least 99%.
In Chapter 4, we introduce a physics-driven regularization method for semi-supervised training of deep
neural networks (DNNs) for use in engineering design and analysis problems. In particular, we focus on
the prediction of a physical system, for which in addition to training data, partial or complete information
on a set of governing laws is also available. These laws often appear in the form of differential equations,
derived from first principles, empirically-validated laws, or domain expertise, and are usually neglected in
data-driven prediction of engineering systems. We propose a training approach that utilizes the known
governing laws and regularizes data-driven DNN models by penalizing divergence from those laws. The first
two numerical examples are synthetic examples, where we show that in constructing a DNN model that best
fits the measurements from a physical system, the use of our proposed regularization results in DNNs that are
more interpretable with smaller generalization errors, compared to other common regularization methods.
The last two examples concern metamodeling for a random Burgers’ system and for aerodynamic analysis of
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passenger vehicles, where we demonstrate that the proposed regularization provides superior generalization
accuracy compared to other common alternatives.
In Chapter 5, we introduce an importance sampling method for accelerated unsupervised training of
PINNs. Training of PINNs usually involves solving a non-convex optimization problem using variants of
the SGD method, with the gradient of the loss function approximated on a batch of collocation points,
selected randomly in each iteration according to a uniform distribution. Despite the success of PINNs in
accurately solving a wide variety of PDEs, the method still requires improvements in terms of computational
efficiency. To this end, in this chapter, we study the performance of an importance sampling approach for
efficient training of PINNs. Using numerical examples together with theoretical evidences, we show that in
each training iteration, sampling the collocation points according to a distribution proportional to the loss
function will improve the convergence behavior of the PINNs training. Additionally, we show that providing
a piecewise constant approximation to the loss function for faster importance sampling can further improve
the training efficiency. This importance sampling approach is straightforward and easy to implement in
the existing PINN codes, and also does not introduce any new hyperparameter to calibrate. The numerical
examples include elasticity and diffusion problems, through which we numerically verify the accuracy and
efficiency of the importance sampling approach compared to the predominant uniform sampling approach.
In Chapter 6, we introduce a new solution approach, called PINN-UQ, for high-dimensional random
PDEs based on deep learning. This approach is mesh-free, intrusive, and entirely unsupervised, that is, no
other PDE solver (such as conventional Finite Difference (FD), Finite Element (FE), and Finite Volume (FV)
solvers) is ever called in the solution process to calculate the deterministic system response for a collection of
realizations from the stochastic space. Two different solution methods are introduced, which vary in the way
the governing equation is satisfied, i.e. in the strong or variational form. In the first solution method, similar
in spirit to the Least-Square Finite Element Methods (LSFEM) Bochev and Gunzburger [2006], we minimize
the squared residual over the entire computational domain, with the random PDE solution represented in form
of a feed-forward fully-connected deep residual network. In the second one, we consider the variational form
of the PDE of interest and approximate the solution to this weak form using feed-forward fully-connected
deep residual networks. In both of the proposed algorithms, the deep neural network parameters are trained
utilizing variants of the SGD method, and the solution is identified to satisfy either the strong or variational
form of the PDE, and also the boundary and initial conditions. Random batches of spatial, temporal and
stochastic points are sampled iteratively and for each sampled batch of points, the DNN parameters are
updated by taking a descent step toward minimizing the loss function. Therefore, solving the random PDE is
effectively reduced to solving an optimization problem. The satisfactory accuracy of the proposed approach
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is numerically demonstrated on diffusion and heat conduction problems, in comparison with the converged
Monte Carlo-based finite element results.
In Chapter 7, we propose the Adaptive Physics-Informed Neural Networks (APINNs) for accurate and
efficient simulation-free Bayesian parameter estimation via Markov-Chain Monte Carlo (MCMC). We specif-
ically focus on a class of parameter estimation problems for which computing the likelihood function requires
solving a PDE. The proposed method consists of: (1) constructing an offline PINN-UQ model as an approx-
imation to the forward model; and (2) refining this approximate model on the fly using samples generated
from the MCMC sampler. The proposed APINN method constantly refines this approximate model on the fly
and guarantees that the approximation error is always less than a user-defined residual error threshold. We
numerically demonstrate the performance of the proposed APINN method in solving a parameter estimation
problem for a system governed by the Poisson equation.
Finally, in Chapter 8, we conclude this dissertation, with a summary of the research contributions
presented in this dissertation, followed by three suggested future research studies, that are, deep learning
for efficient reliability analysis of transportation networks, adaptive physics-informed neural networks for
efficient gradient-based design optimization, and variational physics-informed neural networks.
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Chapter 2
An Overview on Deep Neural Networks
In this chapter, we first introduce three variants of DNNs that are used in this dissertation, namely feed-
forward fully-connected deep neural networks, Convolutional Neural Networks (CNNs), and residual neural
networks. Next, we briefly illustrate the training of DNNs. Finally, we introduce the PINNs, which form the
foundation of scientific deep learning.
2.1 Feed-Forward Fully-Connected Deep Neural Networks
A basic architecture for deep neural networks is the feed-forward fully-connected deep neural network,
which is briefly introduced here (a more detailed introduction can be found in LeCun et al. [2015]; Goodfellow
et al. [2016]). For notation brevity, let us first define the single hidden layer neural network, since the
generalization of the single hidden layer network to a network with multiple hidden layers, forming a deep
neural network, will be straightforward. Given the d-dimensional row vector x ∈ Rd as model input, the
k-dimensional output of a standard single hidden layer neural network is in the form of
y = σ (xW1 + b1)W2 + b2, (2.1)
in which W1 and W2 are weight matrices of size d × q and q × k, and b1 and b2 are bias vectors of size
1 × q and 1 × k, respectively. The function σ(·) is an element-wise non-linear model, commonly known as
the activation function. In deep neural networks, the output of each activation function is transformed by
a new weight matrix and a new bias, and is then fed to another activation function. With each new hidden
layer in the neural network, a new set of weight matrix and biases is added to Equation (2.1). For instance, a
feed-forward fully-connected deep neural network with three hidden layers is defined as
y = σ (σ (σ (xW1 + b1)W2 + b2)W3 + b3)W4 + b4, (2.2)
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Figure 2.1: A sample feed-forward fully-connected DNN with three hidden layers.
in which {Wi}4i=1, {bi}
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i=1 are the weights and biases, respectively. A graphical representation of a sample
feed-forward fully-connected DNNwith three hidden layers is provided in figure 2.1. Generally, the capability
of neural networks to approximate complex nonlinear functions can be increased by addingmore hidden layers
and/or increasing the dimensionality of the hidden layers.
Popular choices of activation functions in the general domain of deep learning include hyperbolic tangent
(Tanh), Sigmoid, Rectified Linear Unit (ReLU), and sinusoidal functions, as shown in Figure 2.2. The ReLU
function, which is a widely used activation function, has the form of f (θ) = max(0, θ), with its second and
higher-order derivatives being 0 (except at θ = 0). Sigmoid activations are non-symmetric and restrict each
neuron’s output to the interval [0, 1], and therefore, introduce a systematic bias to the output of neurons.
However, Tanh activations, similar to sinusoidal activations, are antisymmetric and overcome the systematic
bias issue caused by Sigmoid activations by permitting the output of each neuron to take a value in the
interval [−1, 1]. Also, there are empirical evidences that training of deep neural networks with antisymmetric
activations is faster in terms of convergence, compared to training of these networks with non-symmetric
activations [LeCun et al., 1991, 2012].
2.2 Deep Residual Networks
It has been shown that depth in neural networks can in general make learning easier [Ba and Caruana,
2014; Simonyan and Zisserman, 2014; Srivastava et al., 2015b,a; Szegedy et al., 2015]. The advantage of
depth is that it can help learning features at various levels of abstraction. By increasing the number of layers,
level of features can be enriched, giving deeper neural networks superiority in generalizability. However,
DNNs are more cumbersome to train, mainly due to the degradation problem: it is observed numerically,
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Figure 2.2: A sample feed-forward fully-connected DNN with three hidden layers.
that with an increase in depth of neural networks, training and test accuracies get saturated and then degrade
rapidly, possibly due to optimization issues [He et al., 2016; He and Sun, 2015].
The degradation problem can be addressed by the use of deep residual networks [He et al., 2016]. Deep
residual networks are similar to feed-forward neural networks except that a number of shortcut connections
are added to the architecture. In deep residual learning, the neural network is represented by a number of
building blocks, each including one shortcut connection. A building block is defined as
y(i) = σ(F (y(i−r),Wi−r+1, bi−r+1, · · · ,Wi, bi) + y
(i−r)), (2.3)
where r is the number of layers in a building block, y(i) is the output of layer i, and F (·) is the residual
mapping that takes y(i−r) to the activation input in layer i. A sample building block is depicted in Fig. 2.3 for
r = 2. Note that if we exclude the term y(i−r) from the above equation, the equation essentially represents
the mapping from the output of layer i − r to the output of layer i in a feed-forward deep neural network. For
instance, consider a building block consisting of two layers right after the first layer of a deep neural network
(i.e. i = 3, r = 2). Then the residual mapping can be expressed as
F (y(i−r),Wi−r+1, bi−r+1, · · · ,Wi, bi) = σ(y
(1)W2 + b2)W3 + b3. (2.4)
The building block represented in Equation 2.4 requires the output dimension of the residual mapping
F (·) be equal to the dimension of building block input y(i−r). In cases where this condition does not hold,
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Figure 2.3: A sample deep residual network building block. r is set to 2.
a linear projection may be applied to the input to building block to make the dimensions match [He et al.,
2016], as follows
y(i) = σ(F (y(i−r),Wi−r+1, bi−r+1, · · · ,Wi, bi) + y
(i−r)Ws), (2.5)
whereWs is a linear projector.
Adding the shortcut connections to the feed-forward DNN does not increase the number of tunable
parameters or the computational complexity, and training can still be performed using the same optimizers,
e.g., SGD. It is straightforward to implement the residual networks in common deep learning libraries, and
there is no need to modify the solvers. It is shown in He et al. [2016] that very deep residual networks,
compared to the counterpart standard feed-forward deep neural networks, are easier to optimize, do not suffer
from the degradation problem as the depth increases, and enjoy the accuracy gains by increasing the depth of
the network.
2.3 Convolutional Neural Networks (CNNs)
CNNs [Rumelhart et al., 1985; LeCun et al., 1989, 2015] are popular deep learning tools, most commonly
applied for image processing. CNNs consist of consecutive application of convolution and pooling layers,
followed by one or more feed-forward fully-connected layer at the end of the network, as shown in Figure 2.4.
A convolution layer consists of a linear transformation such that the spatial information in the previous layer
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Figure 2.4: A sample CNN with three convolution layers and a fully-connected layer.
is preserved, and is usually followed by a nonlinear transformation using an activation function. A pooling
layers then takes the output of the activations and reduces its dimensionality by applying an averaging or
maximizing filter over a small block of adjacent pixels . More details on CNNs can be found in LeCun et al.
[2015]; Goodfellow et al. [2016].
2.4 Training of Deep Neural Networks
In a regression task, given a number of training data points, we usually consider a Euclidean loss function
for training of DNNs, as follows





y j − ŷ j2 , (2.6)
where J is the mean square error divided by 2, X = {x1, x2, ..., xN } is the set of N given inputs, Y =
{y1, y2, ..., yN } is the set of N given outputs, and { ŷ1, ŷ2, ..., ŷN } is the set of neural network predicted outputs
calculated at the same set of given inputs X , and θ = {W1,W2, · · · , b1, b2, · · · } is the set of model parameters
(i.e. weight matrices and biases).
In a binary classification task, we may use a binary cross-entropy loss function. From a probabilistic
viewpoint, cross-entropy loss arises as the natural loss function to implement if a sigmoid or softmax
nonlinearity is used in the output layer, as we intend to maximize the likelihood of correct classification of
input data. The binary cross-entropy loss is in the form of



















These model parameters can then be estimated according to
(W ∗1 ,W
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2, · · · ) = argmin
(W1, · · · ,b1 · · · )
J(θ; X,Y ). (2.8)
This optimization is performed iteratively using the SGD algorithm (see Figure 2.5) and its variants [Bottou,
2012; Kingma and Ba, 2014; Duchi et al., 2011; Zeiler, 2012; Sutskever et al., 2013]. Specifically, at the ith
iteration, the model parameters are updated according to
θ(i+1) = θ(i) − η(i)∇θ J(θ(i); X,Y ), (2.9)
where η(i) is the step size in the ith iteration. The gradient of loss function with respect to model parameters
∇θ J is usually computed using backpropagation [LeCun et al., 2015], which is a special case of the more
general technique called reverse-mode automatic differentiation [Baydin et al., 2018]. In simplest terms, in
backpropagation, the required gradient information is obtained by the backward propagation of the sensitivity
of objective value at the output, utilizing the chain rule successively to compute partial derivatives of the
objective with respect to each weight [Baydin et al., 2018]. In other words, the gradient of last layer is
calculated first and the gradient of first layer is calculated last. Partial gradient computations for one layer are
reused in the gradient computations for the foregoing layers. This backward flow of information facilitates
efficient computation of the gradient at each layer of the deep neural network [LeCun et al., 2015]. It is
important to note that automatic (or reverse automatic) differentiation is different from symbolic or numerical
differentiation, which are two common alternatives for computing derivatives [Baydin et al., 2018]. Detailed
discussions about the backpropagation algorithm can be found in Goodfellow et al. [2016]; LeCun et al.
[2015]; Baydin et al. [2018].
2.5 Physics-Informed Neural Networks (PINNs)
Physics-Informed Neural Networks (PINNs) are a class of deep neural networks that are trained, using
automatic differentiation, to satisfy the governing laws of physics described in form of partial differential
equations [Lagaris et al., 1998; Raissi et al., 2019a]. The idea of using physics-informed training for
neural network solutions of differential equations was first introduced in Dissanayake and Phan-Thien [1994];
Lagaris et al. [1998]; Psichogios and Ungar [1992], where neural networks solutions for initial/boundary
value problems were developed. The method, however, did not gain much attention due to limitations in
computational resources and optimization algorithms, until recently when researchers revisited this idea in
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Figure 2.5: Stochastic vs. batch gradient descent.
(1) solving challenging dynamic problems described by time-dependent nonlinear PDEs [Raissi et al., 2017,
2019a], (2) solving variants of nonlinear PDEs [Berg and Nyström, 2018; Sirignano and Spiliopoulos, 2017;
Guo et al., 2019; Weinan and Yu, 2018; Goswami et al., 2019; Jagtap and Karniadakis, 2019], (3) data-
driven discovery of PDEs (e.g. [Raissi et al., 2019a; Raissi, 2018a; Qin et al., 2018; Long et al., 2017]), (4)
uncertainty quantification (e.g. [Raissi et al., 2019b, 2018; Zhu et al., 2019; Meng and Karniadakis, 2019;
Yang and Perdikaris, 2019; Kissas et al., 2019; Xu and Darve, 2019]), and (5) solving stochastic PDEs (e.g.
[Yang et al., 2018; Raissi, 2018b; Beck et al., 2018; Weinan et al., 2017]).
In PINNs, we seek to calculate the approximate solution u(t, x; θ) for the following generic differential
equation
N(t, x; u(t, x; θ)) = 0, t ∈ [0,T], x ∈ D,
I(x; u(0, x; θ)) = 0, x ∈ D,
B(t, x; u(t, x; θ)) = 0, t ∈ [0,T], x ∈ ∂D,
(2.10)
where θ include the parameters of the function form of the solution, N(·) is a general differential operator
that may consist of time derivatives, spatial derivatives, and linear and nonlinear terms, and x is a position
vector defined on a bounded continuous spatial domain D ⊆ RD,D ∈ {1, 2, 3} with boundary ∂D. Also,
I(·) and B(·) denote, respectively, the initial and boundary conditions and may consist of differential, linear,
or nonlinear operators.
In order to calculate the solution, i.e. calculate the parameters θ, let us consider the following non-negative
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(B(t, x; θ))2dt dx.
(2.11)




s.t. rI(θ) = 0, rB(θ) = 0.
(2.12)
Therefore, the solution to the differential equation defined in Equation 2.12 is reduced to an optimization
problem, where initial and boundary conditions can be viewed as constraints.
The constrained optimization 2.12 is reformulated as an unconstrained optimization with a modified loss
function that also accommodate the constraints. To do so, two different approaches may be adopted, namely
soft and hard assignment of constraints, which differ in how strict the constraints are imposed [Márquez-Neila
et al., 2017]. In the soft assignment, constraints are translated into additive penalty terms in the loss function
(see e.g. [Sirignano and Spiliopoulos, 2017]). This approach is easy to implement but it is not clear how
to tune the relative importance of different terms in the loss function, and also there is no guarantee that
the final solution will satisfy the constraints. In the hard assignment of constraints, the function form of the
approximate solution is formulated in such a way that any solution with that function form is guaranteed
to satisfy the conditions (see e.g. [Lagaris et al., 1998]). Methods with hard assignment of constraints are
more robust compared to their soft counterparts. However, the constraint-aware formulation of the function
form of the solution is not straightforward for boundaries with irregularities or for mixed boundary conditions
(e.g. mixed Neumann and Dirichlet boundary conditions). In what follows, we explain how the approximate
solution in the form of a DNN can be calculated using these two assignment approaches. Let us denote the
solution obtained by a feed-forward fully-connected deep residual network by uDNN(t, x, p; θ). The inputs to
this deep residual network are t, x, and realizations from the random vector p.
For soft assignment of constraints, we use a generic DNN form for the solution. That is, we set
us(t, x, p; θ) := uDNN(t, x, p; θ), and solve the following unconstrained optimization problem
θ∗ = argmin
θ




in which λ1 and λ2 are weight parameters, analogous to collocation finite element method in which weights
are used to adjust the relative importance of each residual term [Bochev and Gunzburger, 2006].
In hard assignment of constraints, the uncertainty-aware function form for the approximate solution can
take the following general form [Lagaris et al., 1998].
uh(t, x, p; θ) = C(t, x) + G(t, x, uDNN(t, x, p; θ)), (2.14)
where C(t, x) is a function that satisfies the initial and boundary conditions and has no tunable parameters,
and, by construction, G(t, x, uDNN(t, x, p; θ)) is derived such that it has no contribution to the initial and
boundary conditions. A systematic way to construct the functions C(·) and G(·) is presented in Lagaris et al.






This constrained optimization can be reformulated as an unconstrained optimization with a modified loss
function that also accommodates the constraints. The predominant approach to do so is the soft assignment
of constraints, where the constraints are translated into additive penalty terms in the loss function (see e.g.
[Sirignano and Spiliopoulos, 2017]). Other approaches also exist (e.g. hard assignment of constraints Lagaris
et al. [1998], and the unified approach [Berg and Nyström, 2018]), but are not discussed here for brevity.
Let us denote the solution obtained by a PINN by ũ(t, x; θ). The inputs to this deep neural network




rN(θ) + λ1rI(θ) + λ2rB(θ)︸                             ︷︷                             ︸
J(θ)
, (2.16)
in which λ1 and λ2 are weight parameters, analogous to collocation finite element method in which weights
are used to adjust the relative importance of each residual term [Bochev and Gunzburger, 2006].
To solve this unconstrained optimization problem, mini-batch SGD optimization algorithms [Ruder, 2016]
are used. In each iteration of a mini-batch SGD algorithm, the gradient of loss function is approximated using
a batch of points of size m in the input space, based on which the neural network parameters are updated.
This iterative update is shown to result in an unbiased estimation of the gradient, with bounded variance
[Bottou, 2010]. Specifically, in the ith iteration, we select a subset of collocation points uniformly drawn in
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where M (i) is the set of indices of selected collocation points at iteration i with |M (i) | = m, J(θ; x j) is the
per-sample loss evaluated at the jth collocation point, and {x j} denotes the boundary collocation points.The
model parameters are updated according to
θ(i+1) = θ(i) − η(i)∇θ J(θ(i)), (2.18)
where ∇θ J is calculated using backpropagation [Baydin et al., 2018]. Algorithm 1 summarizes the steps for
training of a physics-informed neural network:
Algorithm 1 Training of the physics-informed neural networks




2: Set the model architecture (number of layers, dimensionality of each layer, and nonlinearities). Also
specify optimizer hyper-parameters, λ1, λ2, batch size m, and error tolerance ε .
3: Initialize model parameters θ(0).
4: while J(θ(i)) > ε do
5: Randomly select a batch ofm points out of the N collocation points according to a uniform distribution.
6: Take a descent step θ(i+1) = θ(i) − η(i)∇θ J(θ(i)).
7: end while
Collocation points may be generated according to a uniform distribution, or alternatively according to
a low-discrepancy sequence generator algorithm. Low-discrepancy sequences provide a means to generate
quasi-random numbers with a high level of uniformity. Among the popular low-discrepancy sequences are
the generalized Halton sequences [Halton, 1960; Faure and Lemieux, 2009], the Sobol sequences [Sobol’,
1967; Joe and Kuo, 2008], and the Hammersley sets [Hammersley, 1960, 2013].









= f (x, y), (2.19)
with zero Dirichlet and Neumann boundary condition. As a representative test case, we synthesize a the
term f (x, y) that would generate a given solution. In particular, we prescribe the solution u(x, y) to take the
following analytic form
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Figure 2.6: A comparison between the exact and PINN solutions for the bi-harmonic PDE in defined in
Equation 2.19.





















To solve this PDE, we construct a PINN with 5 hidden layers with 64 units in each hidden layer. We adopt
hyperbolic tangent nonlinearities for each hidden layer. The parameters of the PINN are randomly initialized,
and are trained following Algorithm 1 with soft assignment of constraints. Training is performed using
TensorFlow [Abadi et al., 2016] on a NVIDIA Tesla V100 GPU. The Adam optimization algorithm [Kingma
and Ba, 2014] is used to find the optimal PINN parameters, with the learning rate, β1 and β2 set to 0.0001,
0.9 and 0.999, respectively. Batch size is also set to 4000, and the PINN is trained for 1,000 iterations. Figure
2.6 shows the good agreement between the exact and PINN solutions for this bi-harmonic PDE.
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Chapter 3
Deep Learning for Efficient Reliability
Analysis of Transportation Networks
3.1 Introduction
The hazard reliability for an infrastructure system is defined to be the degree of assurance by which the
system will continue to successfully operate at a desired level of performance during a certain period of time
and in a specified environment in the aftermath of a hazard [Zacks, 2012]. Assessment of the impact of natural
disasters on infrastructure systems is of importance toward four main objectives: (1) Planning for actions that
eliminate or reduce the long-term risk to human life and infrastructure systems (e.g. [Godschalk, 1999]); (2)
Disaster preparation or adjustment, which aims to reduce the risk of damages and injuries while enabling
the capability to cope with the temporary disruption of the infrastructure systems (e.g. [Paton, 2003]); (3)
Development of effective emergency response strategies (e.g. [Perry, 2007]); and (4) Post-disaster recovery
planning (e.g. [Adie et al., 2001]). These four are, respectively, known as the mitigation, preparedness,
response, and recovery practices.
Research efforts for hazard reliability of transportation systems, as the focused infrastructure of this chapter,
can be divided into two categories of qualitative conceptualization and quantitative approaches [Faturechi
and Miller-Hooks, 2014]. In the qualitative conceptualization category, for example, Nicholson [2003]
provides a comprehensive review on the reliability of transportation networks, and discusses the alternative
measures and definitions of reliability and different techniques for modeling transportation network reliability.
Bell [2000] introduces a game-theoretic framework for assessment of transportation network reliability, in
absence of link performance frequency distributions (e.g. delay, travel time or capacity distributions). Iida
[1999] discusses the basic concepts, remaining issues and future directions of road network reliability analysis.
Examples of quantitative reliability assessment approaches include the following: Siu and Lo [2008] proposes
a methodology to assess transportation network reliability subject to two levels of uncertainty in capacity
and stochastic demand. Yin and Ieda [2001] discusses assessment of network performance reliability under
non-recurrent congestion. Chen et al. [2013] discusses two network capacity models related to the concepts of
ultimate capacity and practical capacity to estimate alternate capacity reliability measures. The quantitative
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reliability assessment category can be further discretized into three categories of (1) analytical (e.g., [Wang
et al., 2008]), (2) simulation (e.g., [Stern et al., 2017; Bocchini and Frangopol, 2011b,a; Nabian and Meidani,
2017]), and (3) optimization (e.g., [Liu et al., 2009]) approaches.
In the aftermath of severe natural disasters, transportation networks are at least required to satisfy two
requirements [Yin and Ieda, 2001]: (1) Immediately after an extreme event, it is required to maintain
connectivity and certain capacity between critical origin-destination (OD) pairs in order to facilitate evacuation
fromaffected regions, transport goods for critical short-termneeds such as food andmedicine, transport injured
people to hospitals, and transport equipments needed for search for people trapped under collapsed structures,
and (2) Beyond enabling effective emergency response, transportation networks should enable acceptable
mobility conditions for people and goods in the presence of disruptions to transportation network that causes
congestion. Consequently, transportation network reliability analysis can be divided into two categories: pure
network analysis and flow network analysis [Yin and Ieda, 2001]. The pure network reliability analysis is
suitable for situations immediately after a severe extreme event [Kang et al., 2008], and consists of connectivity
reliability analysis (two-terminal, all-terminal, and k-terminal connectivity) and capacity reliability analysis.
Flow network reliability is suitable for normal daily operations after the emergency response to extreme
events and can be divided into two groups of network performance reliability and terminal reliability, where
the former investigates the performance of transportation networks as a whole and the latter evaluates the
reliability between OD pairs [Yin and Ieda, 2001].
Simulation-based reliability assessment of large infrastructure systems are often computationally in-
tractable or expensive due to the large number of network components, complex network topology, statistical
dependence between component failures, and uncertainties in hazard models. This will impose limitations
on design optimization, sensitivity analysis, or management of these systems, which require repeated simula-
tions. As a remedy, a more efficient response assessment for large infrastructure systems can be made possible
by using surrogates [Koziel and Leifsson, 2013]. Our focus in this study is the reliability of transportation
networks immediately after extreme earthquake events where a k-terminal connectivity is chosen as the mea-
sure of reliability. Examples of k-terminal reliability studies in the literature include Yeh et al. [2002] and
Ayoub et al. [2000]. In connectivity reliability analysis of transportation networks, k-terminal connectivity
is a more suitable measure of reliability, compared to two-terminal and all terminal connectivity measures,
since in real-world post-disaster situations, it is typically required to maintain connectivity primarily between
certain critical OD pairs for emergency responses to the disaster, rather than only one OD pair (two-terminal
connectivity) or all the OD pairs (all-terminal connectivity).
The goal of this chapter is to propose a general framework to accelerate seismic reliability analysis of
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transportation systems. Specifically, we will demonstrate how one can achieve this goal using DNN surrogates
in the context of k-terminal reliability assessment of transportation networks. Two distinct DNN surrogates
are constructed and studied: a classifier surrogate, which speeds up the k-terminal connectivity evaluation
for a given network topology, and an end-to-end surrogate that replaces the entire Monte Carlo simulation
and can be used to immediately calculate the average (expected) k-terminal connectivity given the failure
probability of network components. Although the idea of using artificial neural networks in reliability analysis
of structures and infrastructure systems has been previously studied (e.g. [Cheng et al., 2008; Hurtado and
Alvarez, 2001; Srivaree-ratana et al., 2002; Cardoso et al., 2008]), the major contributions of this work are
as follows: (1) Neural network surrogates with multiple hidden layers were used to enhance the performance
of surrogate-based k-terminal reliability analysis; (2) An end-to-end surrogate was proposed, which bypasses
the sample-based calculations module that typically requires prohibitively large number of Monte Carlo
simulations; and (3) In training the end-to-end surrogate, instead of using exact training data, we propose to
use the predictions of the classifier surrogate to drastically reduce the computational time. Wewill numerically
show that the proposed end-to-end surrogate is capable of accelerating the k-terminal reliability analysis of
transportation networks by more than four orders of magnitude, and how such acceleration can substantially
facilitate sensitivity analysis and potentially other planning procedures for large networks.
The remainder of this chapter is organized as follows. A general simulation-based framework for k-
terminal reliability analysis of transportation networks subject to earthquake events is described in Section
3.2. Next, Section 3.3 presents the proposed surrogate-based analysis of k-terminal reliability using DNNs.
Finally, the accuracy and efficiency of the proposed surrogate-based analysis is demonstrated through a case
study for a California transportation network in Section 3.4.
3.2 K-Terminal Reliability Analysis
This section explains a general framework for k-terminal reliability analysis. First, the k-terminal con-
nectivity of a network is introduced. Next, ground motion prediction equations are introduced, which enable
the prediction of ground motion intensity measures at the location of network components. Given these
predictions, it is then illustrated how one can evaluate the vulnerability of network components by the use of




Consider a transportation network represented by a graph G = (V,E), where V is the set of vertices or
nodes and E is the set of edges or roadway links. In the aftermath of an earthquake, a link ei j ∈ E, which
connects nodes i and j, may stop functioning primarily due to bridge failures. Given a set of Ns source
nodes, denoted by Vs , and a set of Nt terminal nodes, denoted by Vt , where Ns + Nt = k, the k-terminal
connectivity is the condition for the network topology where at least one connection exists between all the




are disconnected if there
is at least one failed bridge on the link ei j that connect them. In this work, it is assumed that bridges are the
only components of the transportation network that are vulnerable to and get impacted by seismic hazards.
This assumption is very common in the literature (e.g. [Bocchini and Frangopol, 2011b]).
3.2.2 Ground motion prediction
For engineering applications, the evaluation of earthquake ground motions is generally performed using
empirical Ground Motion Prediction Equations (GMPE) [Yuen and Mu, 2011; Stewart et al., 2015; Mu and
Yuen, 2016]. GMPEs are statistical models that provide a means to predict the ground motion intensity
measures, such as peak ground motions or response spectra, as a function of earthquake magnitude, source-
to-site distance, fault mechanism, local site conditions, etc. GMPEs are generally constructed based on
empirical data and are empirical regression models of recorded data. A summary of all the empirical
GMPEs for estimation of earthquake Peak Ground Acceleration (PGA) and elastic response spectral ordinates
published between 1964 and 2016 is provided in Douglas [2017].
In this work, to determine the ground motion (specifically its spectral acceleration Sa) at a bridge site, the
Graizer-Kalkan 2015 (GK15) GMPE [Graizer and Kalkan, 2016; Graizer, 2015] is adopted. GK15 consists
of predictive equations for spectral acceleration and PGA that are derived based on physical simulations and
empirical data, which are applicable to earthquakes of moment magnitude M between 5.0 and 8.0, at closest
distances to fault rupture plane R ranging from 0 to 200 km, at sites having Vs30 in the range of 200 to 1,300
m/s, and for spectral periods T of 0.01−5 s. In GK15, the PGA, herein denoted by aPGA, is calculated as a
multiplication of a series of functions, and in natural logarithmic scale, is given by
ln (aPGA) = ln (G1) + ln (G2) + ln (G3) + ln (G4) + ln (G5) + σln(aPGA), (3.1)
where G1 represents a scaling function for magnitude and style faulting, G2 is a model for ground motion
attenuation, G3 is a model for adjustment to the attenuation rate in order to take into account the regional
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inelastic attenuation, G4 represents the site amplification model, and G5 represents a model for basin scaling.
σln(aPGA) is the residual variability, which accounts for unexplained variability in the ground motion data used
for the calibration of GMPE. In seismic hazard analysis, reducing this residual variability is of a high priority,
since at large values of aPGA, the probabilities of exceedance go up rapidly with σln(aPGA). As will be shown in
the numerical examples, the k-terminal connectivity of the California transportation network is significantly
affected by this residual variability [Graizer and Kalkan, 2016].
The form of GK15 for the 5% damped Sa response ordinates is





where the spectral shape µ is parameterized by M , R, Vs30, and basin depth under the site Bdepth. For the
analysis of bridge fragility, as described in the next subsection, spectral accelerations at 0.3 s and 1.0 s are
used.
3.2.3 Bridge fragility analysis
There are several well-established ways for the analysis of structural response to natural hazards. In this
study, the HAZUS-MH fragility model [FEMA, 2008], developed by the Federal Emergency Management
Agency (FEMA), is implemented for the calculation of transportation network bridge response to earthquake
ground shaking. HAZUS-MH is a standardized methodology for the estimation of potential physical, eco-
nomic, and social losses from earthquakes, hurricanes, and floods. For a given level of ground motion,
fragility curves for bridges are modeled as functions with log-normal distributions that yield the probability
of reaching or exceeding different damage states. Individual fragility curves are parametrized by a median
value of ground motion or ground failure, and an associated standard deviation.
The required inputs needed to estimate the damages to a bridge in HAZUS-MH fragility model are
geographical location of the bridge, spectral accelerations at 0.3 s and 1.0 s at the bridge location, peak
ground acceleration, soil type, and bridge classification. Bridges are classified into 28 primary types based
on several structural characteristics, such as seismic design, structure type, number of spans, and pier type.
Five damage states are considered for bridges, which are none, slight, moderate, extensive, and complete
damage states. Extensive damage for bridges is defined by shear failure, degradation of columns with no
collapse, differential settlement at connections, large residual movement at connections, and shear key failure
at abutments. In this study, it is assumed that the bridges will stop functioning at the onset of extensive
damage state immediately after an earthquake.
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For each of the bridge classes, a total of four different fragility curves are constructed from the combination
of two log-normal distributions for ground shaking and ground failure. Afterward, specific fragility curves
for individual bridges are constructed by updating the generic curves based on the bridge characteristics. The
output of fragility analysis for each bridge is four different curves that represent the probability of that bridge
exceeding a damage state for a given level of ground motion. These fragility curves are used, as illustrated in
the next subsection, in order to calculate the system-level response of transportation network to an earthquake
via a simulation-based study of k-terminal connectivity.
3.2.4 K-terminal reliability analysis
In order to estimate the system-level network response to an earthquake affecting it components, e.g.
roadways, Monte Carlo Simulation (MCS) may be used. MCS is a straight-forward, easy to implement
approach ideally suited to parallel computing. For calculation of the k-terminal connectivity in this study,
network realizations are drawn by randomly removing roadways according to their survival probabilities,
given by Equation 3.4. Specifically, the damage state for each roadway is modeled as a Bernoulli random
variable with the following distribution
xi =

1, with probability pi,
0, with probability 1 − pi,
(3.3)
where {0, 1} denotes the survived and failed states, respectively, with a survival probability of pi . A roadway
with at least one failed bridge will be removed. Therefore, the survival probability pi of roadway i with k










where pi j is the survival probability of bridge ij .
For a network realization using the j th MC sample, the k-terminal connectivity is assessed by determining
whether there is any connection between all the source nodes in Vs and all the terminal nodes in Vt , that is
g
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1, if vi, vj connected ∀vi ∈ Vs, vj ∈ Vt,
0, otherwise,
(3.5)
in which ` is the total number of roadways in the network. This procedure is repeated by drawingmore network
realizations until convergence of the quantity of interest (QoI) is achieved. The Breadth-First Search (BFS)
24
algorithm with a linear-time computational complexity of O (|V | + |E |) is utilized herein for the evaluation
of k-terminal connectivity. For a given set of failure probabilities for bridges, and for a given MCS with N












In order to accelerate the k-terminal connectivity computations, the Monte Carlo calculations are per-
formed in parallel, where different processors evaluate the network connectivity for different network realiza-
tions. In the next section, we explain the approach to train and use fast and accurate deep learning surrogates
in place of Monte Carlo-based BFS calculations.
There are various well-established stopping rules in Monte Carlo simulations to determine the required






where Sn is the sample standard deviation calculated using N samples. By adhering to this principle, based
on Central Limit Theorem (CLT), we can be 100(1− α)% confident that
Pc − P̂c  will not exceed a specified
threshold ε [Gilman, 1968] (note that, for any confidence level less than 100%, there is a probability, however
small, that the error exceeds the threshold).
3.3 Surrogate Model For Two-Terminal Connectivity
3.3.1 Deep neural networks for k-terminal reliability analysis
The step-by-step procedure for construction of DNN surrogates that can be used to accelerate k-terminal
reliability analysis of transportation systems is elaborated in this section. The framework described in section
3.2 generally consists of three steps: (1) Evaluation of ground motion intensity measures at bridge locations
using a GMPE; (2) Evaluation of component-level response (bridge failure probabilities) to the ground motion
by fragility analysis; and (3) Evaluation of system-level response (k-terminal reliability) given the component-
level responses. The first two steps are computationally inexpensive, and therefore, we develop surrogate
models that can accelerate computations in the last step. Two different surrogate models are developed in
this study. The first model is hereinafter referred to as the classifier surrogate. It replaces the BFS algorithm
to determine whether a particular source-to-terminal connection exists. It does so for each MC sample, i.e.
for each realized roadway failure and its corresponding topology. The input to this model is therefore a
25
Figure 3.1: Workflow for calculation of the expected k-terminal connectivity, using exact (BFS) connectivity
check (top), classifier surrogate (middle), and end-to-end surrogate (bottom).
deterministic network topology in the form of a binary vector, and the output is a binary variable indicating
the connection.
The second surrogatemodel, whichwe refer to as the end-to-end surrogate, is designed to replace the topol-
ogy realization, connectivity determination, and connectivity averaging modules (see Figure 3.1). It is used to
immediately evaluate the average (expected) k-terminal connectivity given the roadway failure probabilities.
It bypasses roadway status realizations from the failure probabilities, and thus saves computational time.
Figures 3.2 and 3.3 show the proposed frameworks for constructing the classifier and end-to-end surrogates,
respectively, and how these surrogates are utilized in the evaluation of expected k-terminal connectivity.
3.3.2 Surrogate performance measures
In order to evaluate the accuracy of a DNN surrogate model, a number of performance measures are
used in this study. These include QoI prediction accuracy αQoI, sensitivity or True Positive Rate (TPR), and
specificity or True Negative Rate (TNR) [Baldi et al., 2000]. The last two measures are applicable to binary
classification only.
The QoI prediction accuracy for connectivity is calculated as
αQoI = 1 −
Pc − P̂c 
Pc
, (3.8)
where Pc and P̂c are the k-terminal connectivity calculated respectively using BFS connectivity check and
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Figure 3.2: Framework for constructing the classifier surrogate and utilizing it for Monte Carlo-based k-
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Figure 3.3: Framework for constructing the end-to-end surrogate and utilizing it for k-terminal reliability
analysis with end-to-end surrogate replacing Monte Carlo simulations.







T N + FP
. (3.10)
where TP (True Positive) is the number of times the surrogate correctly predicts network survival, TN (True
Negative) is the number of times the surrogate correctly predicts network failure, FP (False Positive) is the
number of times the surrogate incorrectly predicts network survival, and FN (False Negative) is the number
of times the surrogate incorrectly predicts network failure, satisfying TP + T N + FP + FN = N .
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3.4 Case Study for the San Jose-Mountain View Transportation
Network
The surrogate-based k-terminal connectivity analysis procedure described in Section 3.3.1 is applied to
a California transportation network that connects Santa Cruz and Morgan Hill to San Jose, Mountain View,
and Milpitas. This network is the only transportation network which maintains the connectivity of Santa
Cruz and Morgan Hill to their neighboring northern major cities including San Jose (with a major airport),
San Fransisco (with a major airport), and Oakland via freeways, highways, and expressways. Therefore, it is
important to maintain the post-disaster connectivity of this network to facilitate evacuation, transportation of
goods for critical short-term needs such as food and medicine, transportation of injured people to hospitals,
etc.
The network is located in a region of high seismic activity. A sketch of this network is provided in Figure
3.4. The network consists of 126 bridges, 42 nodes, and 69 roadway links (out of which 59 have at least one
bridge). Throughout the numerical examples in this section, the network is considered to be impacted by the
1989 Loma Prieta earthquake with varying magnitudes. The geographical coordinates for the epicenter of
Loma Prieta earthquake are 37.04◦N, 121.88◦W. The distance from San Jose terminal node to the rupture
plane is 31.37 km. Bridge characteristics data for this transportation network is obtained from HAZUS
database [FEMA, 2008].
A number of assumptions and choices were made throughout this section. Bridges are assumed to be the
only network components vulnerable to earthquakes, as commonly considered in the literature (e.g. [Bocchini
and Frangopol, 2011b]). The network is considered to be an undirected graph since the adjacent bridges on
two different sides of the road share the same or very similar properties. Equation 3.7 is used to determine
the number of required MC samples, with α = 0.01 and ε = 0.2%. According to the HAZUS-MH soil
classification, the soil for the study area is determined to be of type D. The size of training data in this study
is fixed and is specified subjectively based on the complexity of neural network. To avoid subjective selection
of the size of training set, one can alternatively implement online learning, in which one can start off with a
limited number of training data, and generate more training data until an acceptable prediction accuracy on
an evaluation set is achieved. Additionally, we do not consider bridge failure correlations imposed by factors
including construction methods, network topology, and present-day condition of bridges.
TheNetworkX library [Schult and Swart, 2008] was used for connectivity evaluation using BFS algorithm,
and the Keras library [Chollet, 2015] was used for construction of surrogates. The Python source codes for
the simulations are made available on GitHub [Nabian, 2017]. Computations in sections 3.4.1, 3.4.2 are
conducted on a quad core 2.5 GHz MacBook Pro with 16 GB of RAM. Computations in sections 3.4.3, 3.4.4
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Figure 3.4: Layout of the California transportation network. Numbers near each bridge are the ID of that
bridge. Multiple IDs shows that there are multiple bridges there but only one is shown. Topology data is
obtained from OpenStreetMap ([OpenStreetMap contributors, 2017]).
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are conducted on the XSEDE resources [Towns et al., 2014], with 24 2.5 GHz CPU cores and 128 GB of
DRAM.
3.4.1 Classifier surrogate training and prediction
Following the framework represented in Figure 3.2, given a network realization, the classifier surrogate
indicates whether a connection exists between all sources to all terminals. The input and output to this
surrogate are a binary vector of roadway conditions (failed or survived) and a binary connectivity indicator,
respectively. In order to generate training and evaluation data sets, a total of 50,000 samples of earthquake
magnitude M , denoted by {mi}10000i=1 are drawn according to
mi = mu − θi, (3.11)
where mu is the upper-bound for earthquake magnitude realizations and is set to 7.9, and θi is a random
sample drawn from a truncated exponential distribution with a shape parameter and lower and upper bounds
of 15, 0, and 1.9, receptively. For each earthquake magnitude, one topology sample is generated. With this
selection of parameter values for Equation 3.11, the training data consists of earthquake magnitudes ranging
between 6.0-7.9 Mw. This range of magnitudes is selected because for this specific network magnitudes less
than 6.0 Mw will almost never lead to network failure, and magnitudes more than 7.9 Mw have never happened
in California’s recorded history of earthquakes. Furthermore, 90 percent of the samples are used for training,
and the rest is left for surrogate evaluation.
Earthquake magnitudes for training and evaluation datasets are preferred to be drawn from an exponential
distribution (Equation 3.11), and not a uniform distribution. This is due to the non-linear relationship between
earthquake moment magnitude and energy release [Kanamori, 1977], leading to larger sensitivity of failure
probabilities to magnitude perturbations when the nominal magnitude is larger; hence, the exponentially
increasing distribution of training samples. Such magnitude sampling will put more importance on training
data-points that are associated with larger magnitudes.
The classifier surrogate consists of 7 hidden layers with different dimensionalities (see Figure 3.5). ReLU
activation is adopted for hidden layers 1 through 6. Sigmoid activation is adopted for the last hidden layer in
order to produce probability values that can be used for maximum likelihood estimation of class labels (note
that Sigmoid and Softmax activations are equivalent for a binary classification task). The Adam optimization
algorithm [Kingma and Ba, 2014] is used to minimize the binary cross-entropy loss function (Equation 2.7).
Learning rates, β1, β2, and ε for Adam optimizer are set to 0.001, 0.9, 0.999, and 10−8, respectively. The




























1Figure 3.5: Architecture of the classifier surrogate. This surrogate is to be used instead of the BFS algorithm
in order to accelerate network connectivity evaluation given a network realization. The model consists of 7
hidden layers with different dimensionalities. The input and output to this model are, respectively, a binary
vector of roadway failure states and a scalar that represents the expected k-terminal connectivity.
of prediction accuracy on evaluation data. For 128 epochs and a batch size of 512, it took 108.56 seconds to
train the classifier surrogate (see appendix for details on the software packages and computational resources).
We investigate the performance of the classifier surrogate in network connectivity prediction for a proba-
bilistic earthquake event, i.e. for earthquakes with probabilistic magnitudes. Following Kang et al. [2008], it
is assumed that the earthquake magnitude follows a truncated exponential distribution with the following pdf
fM (m) =

β exp [−β(m − mmin)]
1 − exp [−β(mmax − mmin)]
, m` ≤ m ≤ mu,
0, otherwise,
(3.12)
where mmin and mmax are the minimum and maximum of random magnitudes, which are set to 6.2 and 7.6,
respectively. β is the shape parameter and is set to 0.76 [Kang et al., 2008].
A total of 5,200,000 network realizations are generated, each corresponding to a random sample from
the probabilistic magnitude and a random sample from roadway failure states. For each of these network
realizations, the k-terminal connectivity is evaluated using BFS algorithm and the classifier surrogate, and
the resulting expected connectivities are compared in Figure 3.6. Expected k-terminal connectivity measures
calculated using BFS and classifier surrogate are respectively 73.29% and 73.24%. The BFS and surrogate
computational times are respectively 915.13 and 46.78 seconds. The total training plus computational time
for the surrogate is 155.34 seconds. Therefore, the surrogate achieves about 6-fold reduction in computational
time in total, and can achieve a lot more if multiple k-terminal reliability analyses are performed (for different
ranges of magnitude variability, GMPE uncertainty, sensitivity analysis, etc.), as training is only a one-time
task. TPR and TNR are 99.94% and 99.90%, respectively. Classifier surrogate results are in close agreement
with BFS results with accuracies of more than 99.9%.
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Figure 3.6: Convergence plot for prediction of k-terminal connectivity for a probabilistic earthquake event.
The x-axis is in logarithmic scale.
3.4.2 Uncertainty-aware two-terminal reliability analysis using classifier surrogate
In this section, we investigate an additional layer of uncertainty in k-terminal reliability assessment for
a probabilistic seismic event. Specifically, we consider the residual variability in GMPE which is due to
the model fitting error. To quantify the impact of this residual variability, we start off by the probabilistic
earthquake event defined in Equation 3.12, and then consider ln (aPGA) and ln (Sa) at each bridge location to be
normally distributed random variables with mean values calculated using Equations 3.1 (without considering
the residual term) and 3.2, and standard deviations reported in Graizer and Kalkan [2016].
To consider the site-to-site correlation in residuals, similar to Adachi and Ellingwood [2009], the auto-
correlation of logarithmic residuals of seismic intensity measures, e.g. PGA and Sa, may be evaluated using
an exponential autocorrelation function. However, this requires to readily know the autocorrelation distance
which represents the spatial correlation strength and is a function of local site conditions and seismic wave
propagation characteristics. In the absence of sufficient information to estimate the correlation length, we
consider two extreme cases, namely perfectly independent and perfectly correlated residuals.
To study the classifier surrogate performance in these two cases, following the procedure represented in
Figure 3.2, network realizations are generated by consecutive sampling from earthquakemagnitudes, aPGA and
Sa at bridge locations, and roadway failure states according to their failure probabilities. A total of 6,700,000
and 6,300,000 topology samples are generated for the perfectly independent and perfectly correlated cases,
respectively. As shown in 3.7, surrogate results are in good agreement with BFS connectivity evaluations.
For perfectly independent case, using BFS and classifier surrogate, the expected k-terminal connectivity is
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Figure 3.7: Convergence plot for prediction of k-terminal connectivity for a probabilistic earthquake event.
The residual variability in GMPE is taken into account. The x-axis is in logarithmic scale.
found to be 49.34% and 49.11%, respectively. Surrogate and BFS execution time are 61.88 and 1256.57
seconds, respectively. TPR and TNR are 99.92% and 99.94%. For perfectly correlated case, the expected
k-terminal connectivity using BFS and classifier surrogate is 62.09% and 62.07%, respectively. Surrogate
and BFS execution time are respectively 57.14 and 1156.28 seconds. TPR and TNR are 99.92% and 99.94%.
The total training plus computational time for the surrogate for two fully independent and fully correlated
cases is 170.44 and 155.34 seconds, respectively. Therefore, the surrogate achieves about 7-fold reduction in
computational time in total (including training time). This reduction will be even more substantial if multiple
k-terminal reliability analyses are performed. Note that the surrogate is already trained for computations in
Section 3.4.1, and the surrogate execution time alone is about 20 times faster compared to BFS execution
time.
It should be noted that the evaluated k-terminal reliability in this section for both the fully independent
(49.34%) and fully correlated (62.09%) cases is significantly smaller than the one evaluated in the previous
subsection (73.29%). This highlights the importance of considering additional uncertainties in ground motion
intensitymeasures (e.g. aPGA and Sa), which can otherwise lead to severe overestimation of network reliability.
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3.4.3 End-to-end surrogate training and prediction
As mentioned earlier, k-terminal connectivity calculations can be substantially accelerated by using an
end-to-end surrogate, which replaces the entire MCS as outlined in Figure 3.3. To numerically demonstrate
this, we need to first train the end-to-end surrogate. Training data may be generated using the BFS algorithm.
Alternatively, we propose to use the previously-developed classifier surrogate to produce the training data. It
should be noted that this training data set is not exact, but accurate enough as shown earlier.
It is evident that compared to the classifier surrogate, the end-to-end surrogate is of grander complexity
and as such more difficult to train with such high-dimensional input. One option is to use a relatively
complex architecture with large number of units/layers and training data. However, the time needed to
generate training data and surrogate training might be large in this case and do not provide any substantial
computational savings when compared to MCS. Alternatively, we can make use of the inherent correlation
in roadway failure probabilities to reduce the complexity of surrogate training. Damage state probabilities
of network roadways are correlated as they are likely to share similar characteristics and external loads.
Therefore, we can utilize the Principal Component Analysis (PCA) to exploit this correlation structure in
order to reduce the dimensionality of stochastic space.
To generate training and evaluation data, a total of 3,000 magnitude samples are drawn, and for each
magnitude sample, topology samples are generated whose k-terminal connectivities were evaluated using the
classifier surrogate. The entire training data is used at once to train the PCA projection. Figure 3.8 shows the
percentage of cumulative variance explained by the principal components of training data covariance matrix.
We chose the first 7 principal components which cumulatively explain at least 99.8% of the variance.
Figure 3.9 shows the architecture of the end-to-end surrogate, with the input being the vector of roadway
failure probabilities and the output the expected k-terminal connectivity. The surrogate consists of 5 hidden
layers with different dimensionalities. ReLU activation is adopted for hidden layers. The high-dimensional
input to surrogate passes through the trained PCA layer to be projected to a lower-dimensional space, and
then is fed into the hidden layers. The Adam optimizer is used to minimize the Euclidean loss function
(Equation 2.6). Learning rate, β1, β2, and ε for Adam optimizer are set to 0.001, 0.9, 0.999, and 10−8,
respectively. The number of epochs are determined using an early-stopping approach. For a batch size of 512
and 52 epochs, the end-to-end surrogate training time (including generation of training and evaluation data
and model calibration) was 351.99 seconds.
Using the trained end-to-end surrogate, we study the k-terminal connectivity of the California trans-
portation network subject to a probabilistic earthquake event. Similar to Section 3.4.1, it is assumed that
earthquake magnitude follows a truncated exponential distribution, with similar magnitude variability lower
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1Figure 3.9: Architecture of the end-to-end surrogate. This surrogate is to be used instead of the MCS in
order to accelerate the evaluation of expected k-terminal connectivity given the bridge failure probabilities.
The model consists of 5 hidden layers with different dimensionalities. The input and output to this model
are, respectively, a vector of roadway failure probabilities and a scalar that represents the expected k-terminal
connectivity.
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Figure 3.10: Convergence plot for prediction of k-terminal connectivity for a probabilistic earthquake event.
The end-to-end surrogate estimates are calculated with no MCS.
and upper bounds of 6.2 and 7.6, respectively. Without loss of generality, the GMPE residual variabilities
were ignored for simplicity. To test the surrogate, magnitude samples are drawn and for each sample, the
expected k-terminal connectivity is calculated using the end-to-end surrogate. As the reference case, for each
earthquake realization, topology realizations are drawn and their connectivity is evaluated using BFS algo-
rithm, and the results are compared in Figure 3.10. As another way of demonstrating the surrogate accuracy,
Figure 3.11 compares the BFS and surrogate predictions of connectivity for each earthquake realization. Ex-
pected k-terminal connectivity was estimated to be 73.37% and 73.36% usingMCS and end-to-end surrogate,
respectively, while the computational times for BFS and end-to-end surrogate were found to be 4,744.59 and
0.75 seconds, respectively. The total training plus computational time for the surrogate is 210.58 seconds and
therefore, the surrogate achieves more than 20-fold reduction in computational time in total, and can achieve
more if multiple k-terminal reliability analyses is performed (for different ranges of magnitude variability,
GMPE uncertainty, sensitivity analysis, etc), as the same trained surrogate can be used for such analyses.
For instance, the sensitivity analysis in the following subsection requires 126 k-terminal reliability analyses,
which can be drastically accelerated using the trained end-to-end surrogate.
3.4.4 One-at-a-time Sensitivity Analysis Using End-to-End Surrogate
In this section, we demonstrate the application of the proposed end-to-end surrogate in maintenance
planning. In particular, we consider the optimal seismic retrofitting of bridges [Buckle et al., 2006] where
decision makers seek to improve the k-terminal reliability of the network. In this case, typically in the face of
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Figure 3.11: A comparison between BFS and end-to-end surrogate predictions of k-terminal connectivity for
each earthquake realization.
budget constraints, it is crucial to identify the roadways that are most influential on k-terminal reliability and
prioritize them for repair. To this end, a one-at-a-time (OAT) sensitivity analysis can be performed [Komkov
et al., 1986]. It involves considering amplifications on the survival probabilities, one roadway at a time, while
keeping the other roadways’ survival probabilities at their nominal values. These amplifications should reflect
the expected outcomes of repair plans for each roadway.
We assume that these retrofit plans will result in an amplification rate of 10% for every roadway. Con-
sidering this rate, the expected k-terminal connectivities are then calculated using the BFS algorithm and
end-to-end surrogate, for the nominal and “retrofitted" networks. Again we consider a probabilistic earthquake
event as defined in Equation 3.12 with a magnitude ranging between 6.2 and 7.6 Mw . Figure 3.12 shows the
survival probabilities of 126 bridges subject to two deterministic earthquakes of magnitudes 6.2 and 7.6 Mw .
Table 3.1 shows the OAT sensitivity analysis results for the three most influential components. With
a budget sufficient for increasing the survival probability of one roadway by 10%, it is observed that the
maximum gain in connectivity improvement is 6.07% by investing on bridge 1. For network connectivity to
be maintained, we need to have either bridge 1 or bridges 3-5 to survive. Since the probability of latter is much
smaller than the former (as bridges are in series), therefore bridge 1 plays a more important role in network
survival. Same discussion also holds for bridge 121, compared to bridges 122-126 (in series), which is ranked
second for the best retrofiring options. Survival of either of bridges 14 or 15 is also required for the network
to remain connected, however, bridge 14 compared to bridge 15 is stronger and is more probable to survive,
and thus, has a more important role in maintaining network connectivity. The average computational time
for each of the connectivity improvement evaluation using MCS and end-to-end surrogate is 4,735.72 and
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Figure 3.12: Bridge survival probabilities for two different deterministic earthquake events of magnitudes 6.2
and 7.6 Mw .
0.75 seconds, respectively. This example signifies the substantial computational savings of about four orders
of magnitude that the end-to-end surrogate can offer in repetitive processes, e.g. optimization, sensitivity
analysis, or real-time risk-informed decision making.
Table 3.1: Sensitivity analysis summary for selected bridges
Rank Roadway with which bridge? Improvement in connectivity (%)(BFS estimate)
Improvement in connectivity (%)
(DNN estimate)
1 1 6.07 5.99
2 121 2.91 2.87
3 14 2.10 2.12
3.5 Concluding Remarks
Approximations and uncertainties inherent in infrastructure systems reliability analysis on one hand and the
associated computational cost for simulation-based reliability assessment of these systems on the other hand
motivate the utilization of fast and sufficiently accurate surrogates that can replace one or more computational
modules in the analysis pipeline. Since the resulting surrogate-based reliability assessment tool imposes less
computational cost, it can enable simulation-based optimal planning andmanagement of infrastructure systems
subject to natural hazards. These surrogates can effectively inform mitigation and preparedness procedures
by efficiently providing reliable performance measures to support strategic decisions. Additionally, for post-
disaster response management of large networks which impose substantial training cost, using a previously
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trained surrogate can be uniquely instrumental in readily supporting time-sensitive decisions. Furthermore,
after an actual earthquake happens, the collected seismic data will remove the uncertainties in earthquake
features, such as magnitude, etc. This will make the input to the previously trained surrogate more specific,
and the resulting assessment more accurate.
In this chapter, we studied the surrogates that are trained based on deep learning. Using a case study
on a California transportation network, we highlighted how they can offer fast computation of stochastic
infrastructure response with high accuracy. It is shown through a comprehensive case study that the classifier
and end-to-end surrogates can provide, respectively, at least 6-fold and 20-fold reduction in computational
time, including the time needed for surrogate training. The classifier surrogate computational time is still
comparable to BFS execution time. However, these savings are even more substantial when trained models
are to be used repeatedly when e.g. reliability analysis for a range of magnitudes and correlation structures,
or a sensitivity analysis is pursued, since training is a one-time task. The classifier surrogate, compared to the
end-to-end surrogate, provides slightly superior accuracy, but imposes higher computational cost when used
in a MCS. We chose to have a rather more complex architecture for the classifier surrogate compared to the
end-to-end surrogate for three main reasons: (1) Dimensionality of the input space for the classifier surrogate
is higher; (2) As the classifier surrogate is used to train the end-to-end surrogate, accuracy of the classifier
surrogate will affect the accuracy of the end-to-end surrogate; and (3) Training data generation for the end-
to-end surrogate is computationally expensive, and therefore, to keep the training time at a manageable level,
a rather simple architecture is selected. In this study, we have not evaluated how the accuracy of surrogates
changes when different architectures are considered.
The case study of the California transportation network subject to probabilistic earthquakes suggests that
the proposed framework for accelerating seismic reliability analysis shows practical promises. However, the
following limitations remain: (1) the proposed framework is heuristic; (2) The framework does not provide
error bounds in estimating reliability indices; (3) The surrogates that are trained for a specific network topology
cannot be used for another network with a different topology; and (4) In the presented study, magnitude is
assumed to be the only source of randomness when defining probabilistic earthquakes. This is while other
attributes such as epicenter can also be considered random. The promising numerical evidence presented in
this chapter can serve as a starting point for construction of more general surrogates that also account for
variations in other earthquake attributes, e.g. varying epicenters, etc.
As further extensions, the proposed framework can be further extended by augmenting the training data
to improve the prediction accuracy. An example of data augmentation for improving TPR can be created
as follows. For each topology realization with a source-to-terminal connectivity, we can generate multiple
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additional topology realizations by randomly letting the failed roadways to survive. These additional network
realizations will not incur extra computational burden, as they are already known to be corresponding to a
“connected” condition. The same approach may be used to improve TNR by randomly letting the survived
roadways to fail in networkswith “no connectivity” condition. Moreover, to further improve the computational
efficiency, we can make use of GPUs for surrogate training. Deep learning generally involves large matrix
multiplications that are substantially parallelizable using GPUs, leading to significant acceleration. Another
extension is to conduct a gradient-based sensitivity analysis using the trained surrogates to identify the most
critical components of the network effectively and efficiently, which could help the agencies in decision-
making process of system upgrade or post-disaster restoration. The research study presented in this chapter
is based on the peer-reviewed published articles Nabian and Meidani [2018b,a, 2017].
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Chapter 4
Physics-Driven Regularization of Deep
Neural Networks
4.1 Introduction
DNNs have attracted tremendous attention in various research fields in engineering disciplines. These
models usually consist of a large number of parameters and as such are extremely flexible. This is beneficial for
learning, but also highly challenging when overfitting is concerned. That is, even though the model fits very
well to training data, it cannot effectively find the underlying relationship in data and as a result, DNNsmay not
generalize well to unobserved test data. In order to overcome this difficulty, several regularization techniques
are developed to prevent DNNs from overfitting and improve the generalization accuracy [Goodfellow et al.,
2016]. This is done particularly during the training, where the regularizers incorporate a penalty term into
the loss function that is to be minimized during model training. Current popular choices of regularization
methods for DNNs include L2 and L1 regularizations [LeCun et al., 2015], and dropout [Srivastava et al.,
2014].
This chapter presents an approach for physics-driven regularization of DNNs for systems that are subject
to known governing laws in form of a PDE. These governing laws are obtained using either first principles,
empirically-validated laws, and/or domain expertise. In data-driven modeling of physical systems, this prior
knowledge is usually available, but not directly used in training of these models (e.g. [Guo et al., 2016;
Hennigh, 2017b,a]). In training of DNNs, in particular, the prior knowledge about the governing equations
can be effectively utilized to “push" the trained models to satisfy the governing laws. In this work, we do so
by creating a regularization term that accounts for the underlying physics; a term that penalizes divergence
form the governing equations. It is shown through numerical examples that this regularization method offers
two main advantages: (1) it effectively prevents overfitting and results in significantly smaller generalization
errors, when compared to other regularization methods; and (2) it produces models that are more physically
interpretable, as opposed to the ones that are trained using purely data-driven approaches.
In this chapter, we focus on a task in the third group of studies in scientific deep learning , as discussed in
Section 1.2., and introduce a physics-driven regularization method that can be used in presence of simulation
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ormeasurement data to trainmore accurate and interpretableDNN regressionmodels for engineering analysis
and design optimization. Precisely, in this study we focus on building regression models, and numerically
show that although a pure data-driven deep learning approach can address this problem (as opposed to, e.g.,
problems in Raissi et al. [2019b, 2018]), when this learning approach is used with our proposed regularization,
the resulting model can have better generalization accuracy and interpretability. To demonstrate this, in
particular, we consider systems governed by the Burgers’ and Navier-Stokes equations with a variety of setups
for initial/boundary conditions, and provide a thorough comparison between the performance of the model
regularized by our method, and those regularized by other alternatives commonly used in the literature, in
presence of measurement/simulation data with different noise levels.
The remainder of this chapter is organized as follows. In Section 4.2, a number of commonly-used
regularization methods for training of DNNs are discussed. Our proposed regularization method is then
introduced in Section 4.3. Section 4.4 presents four numerical examples, on which the performance of the
proposed regularization is compared with other common alternatives. Finally, Section 4.5 concludes the
chapter, with some discussion on the relative advantages and limitations of this regularization method and
also potential future works.
4.2 Regularization of DNNs
In this section a number of regularization methods for DNNs are briefly introduced, including parameter
norm regularizations and dropout, which are the commonly-used methods for DNN regularization among the
others (e.g. dropconnect [Wan et al., 2013], early stopping [Caruana et al., 2001], and data augmentation
[Salamon and Bello, 2017]).
4.2.1 Parameter norm regularization
Most of the regularization methods limit the flexibility of DNN models by adding a parameter norm
penalty term Ω(Θ) to the loss function J(Θ; X,Y ). The regularized loss function denoted by Ĵ(Θ; X,Y ) can
be expressed as
Ĵ(Θ; X,Y ) = J(Θ; X,Y ) + λΩ(Θ), (4.1)
where λ ∈ [0,∞) is a hyperparameter controlling the contribution of the parameter norm penalty term relative
to the standard loss function J(Θ; X,Y ). L2 and L1 regularizations are among the most common parameter
norm regularizations. We note that for DNNs, parameter norm regularization usually penalizes only on the
weights, and biases will remain unregularized, as discussed in Goodfellow et al. [2016].
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The L2 parameter regularization is performed by setting the penalty term Ω(Θ) = 12 | |W | |
2
2 . The L
2-
regularized loss function JL2 therefore takes the following form




The addition of the weight decay term has modified the learning rule to multiplicatively shrink the weights by
a constant factor on each training iteration. Therefore, L2 regularization forces the DNN parameters toward
taking relatively small values.
The L1 parameter regularization consists of setting the penalty term Ω(Θ) = 12 | |W | |1 =
∑
i |wi |, where
{wi} are the individual weight parameters of the DNN. The L1-regularized loss function JL1 therefore takes
the following form
JL1 (Θ; X,Y ) = J(Θ; X,Y ) + λ1 | |W | |1. (4.3)
In comparison to L2 regularization, the L1 regularization contribution to the loss gradient no longer scales
linearly with W but instead it is a constant. As a result, a regularization is created that effectively promotes
sparsity for the weight matrixW .
4.2.2 Dropout
Dropout involves removing components of each layer randomly with probability P duringmodel optimiza-
tion and for each forward-backward pass, i.e. each iteration to update the model parameters [Srivastava et al.,
2014]. This prevents units from excessive co-adapting [Hinton et al., 2012]. The dropped-out components
will not have a contribution to the forward pass and weight updates will not be applied to these components
on the backward pass. As a result of applying dropout, effectively an exponential number of different thinned
networks are sampled. At test time, a single unthinned network is used (including all the units) by averaging
the predictions of all these thinned networks [Srivastava et al., 2014].
The standard single hidden layer neural network defined in Equation 2.1 with dropout takes the following
form
y = r · σ(xW1 + b1)W2 + b2, (4.4)
where r = {r1, · · · , rk} is a 1 × k vector, and rj ∼ Bernoulli(P), ∀ j ∈ {1, · · · , k}. Dropout is shown to
improve the performance of DNNs in a variety of supervised learning tasks in speech recognition, vision,
document classification, and computational biology [Srivastava et al., 2014; Hinton et al., 2012; Dahl et al.,
2013; Krizhevsky et al., 2012; Pham et al., 2014]. It is shown in Wager et al. [2013] that dropout applied to
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linear regression is equivalent to L2 regularization.
4.3 Physics-Driven Regularization
In a regression task, the objective is to approximate an unknown function u given a training dataset
consisting of n input samples X = {x1, · · · , xn}, X ∈ Rn×d and their corresponding outputsY = {y1, · · · , yn},
Y ∈ Rn×k . Specifically, we consider the following relationship holds for any data (xi, yi), ∀i ∈ {1, · · · , n}
yi = u (xi) + εi, (4.5)
where u(·) is the unknown nonlinear function and εi is the measurement or simulation noise. In our case, yi
is either the solution of a PDE given the input variables xi , such as time and/or spatial coordinates, or the
measurement from a system governed by a PDE. Our objective is to approximate the function u by a DNN.
We consider cases where the response function follows a governing law, as follows
L(xi, u (xi)) = 0, xi ∈ Rd, (4.6)
where L(·) is a general differential operator that may consist of partial derivatives and linear and nonlinear
terms. Let us denote the DNN approximation by ũ (x;Θ). The physics-driven loss function JPD (Θ; X,Y,L)
is then defined as follows
JPD (Θ; X,Y,L) = J (Θ; X,Y ) + λL JL (Θ; X) , (4.7)
where λL ∈ [0,∞) is a hyperparameter controlling the contribution of the penalty term JL (Θ; X,L) that is
defined as





[L (xi, ũ (xi;Θ))]2 , (4.8)
in which the term L(xi, ũ (xi;Θ))measures the divergence of the DNN solution ũ (xi;Θ) from the governing
laws at input location xi . By adding this regularization term to the standard loss function, the learning task
considers both the mean squared differences between model prediction and measurements (as reflected in
J (Θ; X,Y )), the divergence from the governing laws (as reflected in JL (Θ; X)). The term JL (Θ; X) usually
consists of partial derivatives, and in training of DNNs with physics-driven regularization, these derivatives
can be calculated using automatic differentiation [Baydin et al., 2018; Griewank and Walther, 2008]. In
automatic differentiation, the gradient is calculated by successively applying the chain rule to break down
the operation into a sequence of simple operations and calculating the gradient of each simple operation
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analytically. It is important to note that automatic differentiation is different from symbolic or numerical
differentiation, which are two common alternatives for computing derivatives [Baydin et al., 2018].
It is shown through numerical examples that the proposed regularization method effectively prevents
DNNs from overfitting, and also results in models that are better physically interpretable. That is, it can
estimate more accurately the partial derivatives of the response which carry physical interpretation and can
be utilized in subsequent calculations, such as sensitivity analysis. Although the regularization term shown
in Equation (4.8) is written over the same inputs as those the standard loss function J(Θ; X,Y ) is written
over, it should be noted that this is not a requirement. As an alternative, especially in problems with lack of
sufficient labeled input data, a different and possibly larger set of input data may be used for this penalty term.
Additionally, training the DNN parameters may be performed in a sequential fashion by using the standard
loss function first and the regularized loss function at a later stage in training. It is also worthwhile mentioning
that the proposed regularization method can generally be combined with other regularization methods. For
example, we can use hybrid physics-driven-L1 regularization in order to push the DNN to satisfy governing
laws and at the same time promote model sparsity.
4.4 Numerical examples
In this section, we numerically study the performance of the proposed regularization method in con-
structing accurate DNN models and metamodels for systems governed by physical laws. In the first and
second examples, we consider regression problems when response measurements are obtained from systems
that are governed by the Burgers’ and Navier-Stokes equations, respectively. In both examples, comparative
results are reported for different regularization approaches. In the third example, we show the effectiveness
of the proposed regularization method in constructing metamodels for physical systems with random initial
and boundary conditions. Finally, in the last example, we construct a DNN metamodel using the proposed
regularization that can be used for vehicle aerodynamic optimization, and show that our proposed method
results in smaller generalization error compared to the current state of the practice.
4.4.1 DNN regression on response measurements from Burgers’ equation
Systems governed by the Burgers’ equation arise in various areas of engineering, such as traffic flow,
fluid mechanics, and acoustics. Let us consider a system governed by the Burger’s equation, and that we
have full knowledge about the parameter values of the governing equation, but not the boundary or initial
conditions. Let us further assume that we have access to a number of noisy measurements from this system,
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Figure 4.1: Numerical solution to the Burgers’ equation defined in Equation 4.9 (the figure is adapted from
Raissi [2018a]; Raissi et al. [2019a]).
based on which we seek to construct a DNN regression model. These response measurements could be
obtained experimentally from the system of interest, but in this work we generate synthetic measurements by









= 0, u(0, x) = − sin(πx/8), (4.9)
with periodic boundary condition, and x ∈ [−8, 8], t ∈ [0, 10]. Specifically, in Raissi [2018a], the Chebfun
package [Driscoll et al., 2014] is used with a spectral Fourier discretization with 256 modes and a 4th-order
explicit Runge-Kutta scheme, where the size of time steps is set to 10−4, and the solution is saved every 0.05
s time interval. Using the specifications for the time and space domains used in Raissi [2018a], the Burgers’
equation is solved and the solution at different points in time and space is depicted in Figure 4.1. Next, we add
a Gaussian noise to the solution u, with a zero mean and a standard deviation of γū, where ū is the mean value
of u in the solution dataset, and γ is a constant which controls the noise level. In this example we consider
three different noise levels, with γ = 0, γ = 0.15, and γ = 0.25.
From the noisy solution dataset, we randomly select 500 samples as our synthetic measurement data,
and we assume this is the only available measurement data for training our models. We construct five
different DNN models with five different regularization choices: no regularization, L2 regularization, L1
regularization, dropout, and the proposed regularization. The architecture of these DNN models is fixed and
consists of 4 hidden layers, each with 32 units with Tanh nonlinearities. The Adam optimization algorithm
[Kingma and Ba, 2014] is used to solve the optimization problem defined in Equation 2.8. Parameters β1, β2,
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Table 4.1: The hyperparameters that are tuned for each of the models together with their search domain.
Regularization No Reg. L2 Reg. L1 Reg. Dropout PD Reg.
Hyperparameters η ∈ [10−6, 10−4] η ∈ [10
−6, 10−4],
λ2 ∈ [10−6, 10−2]
η ∈ [10−6, 10−4],
λ1 ∈ [10−6, 10−2]
η ∈ [10−6, 10−4],
P ∈ [0.9, 0.999]
η ∈ [10−6, 10−4],
λL ∈ [10−3, 101]
and ε for the Adam optimizer are set to 0.9, 0.999, and 10−8, respectively. Batch size is set to 50. For the PD
regularization, the following penalty term is used

















Automatic differentiation is used to calculate partial derivatives of the DNN model with respect to input
parameters.
Table 4.1 shows the hyperparameters that are tuned for each of the models, together with the search
domain for each of the hyperparameters. Training is performed for 8 different number of epochs starting
from 25,000 epochs and ending with 200,000 epochs. For each regularization method, given the number of
epochs, we train 100 models on the training dataset. The model which results in the lowest relative L2 norm
on the evaluation dataset is then selected as the best model for the given number of training epochs. In order
to eliminate the dependency of the reported relative L2 error norms to the selection of evaluation and test
datasets, we choose to use a rather large number of our available noisy synthetic data, and therefore we use
5000 randomly selected samples for evaluation and test purposes.
Figure 4.2 shows a comparison between the performance of each of the regularizationmethods for different
noise levels. For each regularization method, we train three different models, each trained using a different
random selection of training data, and the results for each of the models as well as the average results
are shown. It is evident that the proposed regularization method provides superior accuracies compared
to the other methods at all the noise levels. Furthermore, Figure 4.3 represents a comparison between the
performance of different regularization methods in accurate prediction of first and second-order derivatives
of the solution to the Burgers’ equation with γ set to 0. As can be seen, all the regularization methods,
except the proposed one, fail to provide accurate derivative values. This is a remarkable feature of the
proposed regularization method, producing physically-interpretable derivatives that can be accurately used in




Figure 4.2: Comparison between the performance of different regularization methods in terms of relative L2
norm for the Burgers’ example: (a) γ = 0; (b) γ = 0.15; (c) γ = 0.25. For each method, the three lines with
lighter shades refer to the three different trainings, with the darker shade referring to the average performance
of the three trained models.
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Figure 4.3: Comparison between the performance of different regularization methods in accurate prediction
of first and second-order derivatives of the solution to the Burgers’ equation. The solution and it’s spatial
derivatives are depicted at t = 2s. The temporal derivatives are depicted at x = 0.04.
4.4.2 DNN regression on response measurements from Navier-Stokes equations
Let us now consider a system governed by the Navier-Stokes equations, and that given a number of
available response measurements our task is to construct a model that best fits to these measurements. Let us
further assume that we are only aware of the fact that the system is governed by the Navier-Stokes equation,
and have full knowledge about the parameters of the differential equation, but not about its initial and boundary
conditions. Similar to previous section, we generate synthetic responsemeasurements by solving the following


















where u and v are respectively the x- and y-component of the velocity field, and ω is the vorticity, defined
to be the curl of the velocity vector. In order to generate training, evaluation, and test datasets, we use the
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Figure 4.4: A snapshot of the vorticity field ω obtained by solving the Navier-Stokes equations for the flow
past a cylinder. The dashed gray box indicates the sub-sampling region (the figure and the sub-sampling
region are adapted from Raissi [2018a]; Raissi et al. [2019a])
.
data provided by Raissi [2018a], which has been generated with the following specifications. An Immersed
Boundary Projection Method [Taira and Colonius, 2007; Colonius and Taira, 2008] is used to simulate the
2D fluid flow past a circular cylinder at Reynolds number Re = 100. A multi-domain scheme Kutz et al.
[2016] with four nested domains is used, with each successive grid twice as large as the previous one. Time
and length are nondimensionalized. The flow has unit velocity and the cylinder has unit diameter. Data
is collected on the highest-resolution domain with dimensions 9 × 4 with a resolution of 449 × 199. The
Navier-Stokes solver uses a 3rd-order Runge-Kutta (RK3) scheme with time steps dt = 0.02. Once the
simulation converges to steady periodic vortex shedding, 151 flow snapshots are saved at each time step, out
of which one is shown in Figure 4.4. A small portion of the resulting data set is then sub-sampled to be used
as the synthetic measurement data for the construction of our DNN models. Specifically, we subsample 5000
data points for training purposes. This figure and the sub-sampling region are adapted from Raissi [2018a];
Raissi et al. [2019a].
Again in this example we construct five different models with five different regularization choices:
no regularization, L2 regularization, L1 regularization, dropout, and the proposed regularization. The
architecture of these DNN models is fixed and consists of 4 hidden layers, each with 128 units with Tanh
nonlinearities. The output of this model is 3-dimensional, consisting of ω̃, ũ, and ṽ. The Adam optimization
algorithm [Kingma and Ba, 2014] is used to solve the optimization problem defined in Equation 2.8. The
parameters β1, β2, and ε for the Adam optimizer are set to 0.9, 0.999, and 10−8, respectively. The batch size
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is set to 50. For the PD regularization, the following penalty term is used
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with the partial derivatives calculated using automatic differentiation.
Table 4.2 shows the hyperparameters that are tuned for each of the models, together with the search
domain for each of the hyperparameters. Training is performed for 9 different number of epochs starting from
5,000 epochs and ending with 45,000 epochs. For each regularization method, given the number of epochs,
we train 100 models on the training dataset. The model which results in the lowest relative L2 norm on the
evaluation dataset is then selected as the best model for the given number of training epochs. Once again,
In order to eliminate the dependency of the reported relative L2 error norms to the selection of evaluation
and test datasets, we choose to use a rather large number of our available synthetic data, and therefore we use
15000 randomly selected samples for evaluation and test purposes.
Table 4.2: The hyperparameters that are tuned for each of the models together with their search domain.
Regularization No Reg. L2 Reg. L1 Reg. Dropout PD Reg.
Hyperparameters η ∈ [10−7, 10−4] η ∈ [10
−7, 10−4],
λ2 ∈ [10−5, 10−1]
η ∈ [10−7, 10−4],
λ1 ∈ [10−5, 10−1]
η ∈ [10−7, 10−4],
P ∈ [0.9, 0.999]
η ∈ [10−7, 10−4],
λL ∈ [10−3, 101]
Figure 4.5 shows a comparison between the performance of different regularization methods. For each
regularization method, we train three different models, each trained using a different random selection of
training, evaluation, and test datasets, and the results for each of the models as well as the average results are
shown. From this figure it is evident that the proposed regularization method provides superior generalization
accuracies compared to other methods.
Note on the poor performance of dropout
It is observed through the first two numerical examples that models trained with dropout have inferior
accuracies compared to those trained with no regularization. Similar observation has been previously reported
in other studies, e.g. [Kingma and Ba, 2014]. There are multiple reasons that can explain this observation.
Firstly, the success of dropout regularization has been mainly shown in the literature on classification tasks
rather than on regression tasks, and also for Convolutional Neural Networks (CNN) rather than fully-connected
DNNs [Srivastava et al., 2014; Krizhevsky et al., 2012; Goodfellow et al., 2016]. Also, as stated earlier, at
test stage a single unthinned network is used by implementing a weight scaling rule. However, the weight
scaling rule is only an approximation for DNN models. It is only empirically shown (mostly on CNNs) that
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Figure 4.5: Comparison between the performance of different regularization methods in terms of relative L2
norm for the Navier-Stokes example.
weight scaling rule performs well, and this has not been theoretically studied [Goodfellow et al., 2016]. It is
stated in Goodfellow et al. [2016] that the optimal choice of inference approximation for dropout networks is
problem dependent, and weight scaling rule does not necessarily perform well generally for all the problems.
Finally, dropout networks, compared to networks with no regularization, are known to require a relatively
larger number of units/layers, and are required to be trained for a relatively larger number of epochs [Kingma
and Ba, 2014]. However, this doesn’t apply to our examples, where the network architecture and number of
training epochs are kept the same for all the models.
4.4.3 Metamodeling for physical systems with random initial and boundary
conditions
In the first two examples, we demonstrated the effectiveness of the proposed regularization method in
improving the generalization accuracy and interpretability of DNNmodels for measured data. In this and next
example, wewill implement the proposed regularization for constructing accurate metamodels for engineering
systems. A metamodel serves as an approximating model for a quantity of interest (QoI), denoted by u(x),
especially when the QoI cannot be easily computed or measured. The metamodel is built to calculate the
approximate QoI ũ(x) by using a set of m exact model evaluations u(xi) at the d-dimensional input locations
{x1, · · · , xm}.
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Figure 4.6: Sample responses of the Burgers’ system calculated at random initial condition (Equation (4.13)),
and at t = 10s (blue solid lines), and t = 20s (gray dashed lines).
Let us revisit the Burgers’ system defined in Equation (4.9). Here we assume the initial conditions takes
the following random form:
u(0, x) = (−2 + ξ1) sin(πx/8) + 2ξ2 − 1, (4.13)
where ξ1, ξ2 are i.i.d. random variables uniformly distributed in the range [0, 1]. We seek to construct a DNN
metamodel that can be used to calculate the response at any time t ∈ [0, 20] and any point x ∈ [−8, 8] , and
for any given initial conditions. In order to generate the training data, we perform 200 simulations each with
a different initial conditions sampled from Equation (4.13), according to the same numerical setup explained
in Section 4.4.1. A number of calculated system responses at t = 10s, 20s are depicted in Figure 4.6.
For the sake of brevity, we compare our proposed regularization with L2 regularization, as it was shown, in
the first example, to perform better than Dropout and L1 regularizations. The inputs to our DNN metamodel
are realizations of t, x, and ξ1, ξ2, and the output is the predicted scalar-valued response ũ. The DNN
architecture consists of 7 hidden layers, each with 64 units with Tanh nonlinearities. The Adam optimization
algorithm is used to solve the optimization problem defined in Equation (2.8). Parameters β1, β2, and ε
for the Adam optimizer are set to 0.9, 0.999, and 10−8, respectively. Batch size is set to 100. For the PD
regularization, the penalty term defined in Equation (4.10) is used. From the pool of data points obtained
from our numerical simulations, we reserve 10% for validation and 10% for test purposes. For each of the
two regularization method, we train 10 different metamodels, each for 2000 epochs, and select the one which
results in the best validation accuracy. As can be seen in Figure 4.7, physics-driven regularization provides
superior generalization accuracy compared to L2 regularization, showing the capability of the proposed PD
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Figure 4.7: Comparison between the performance of PD and L2 regularizations in terms of relative L2 norm
for the Burgers’ system with random initial conditions defined in Equation 4.13.
regularization to also handle systems with known but uncertain initial conditions.
4.4.4 Metamodeling in CFD-based design optimization
In aerodynamics analysis and design problems, fluid flow is simulated by Computational Fluid Dynamics
(CFD) solvers. This is done by solving the Navier-Stokes equations, which consist of mass and momentum
conservation equations [Tu et al., 2018; Nabian and Farhadi, 2016]. In the Eulerian framework, for 2D steady
laminar flows, the mass conservation equation is given by
∇ · u = 0, (4.14)
and the momentum conservation equation is defined as




where u = (u, v) is the 2D velocity vector, P is the pressure, ρ is the fluid density, and ν is the fluid viscosity.
CFD simulation is known to be typically intensive in terms of computational time and memory usage.
This could potentially make a CFD-based design space exploration prohibitively costly. As an alternative,
metamodels can serve as substitutes for fast fluid flow prediction and enable engineers and designers to
perform design space exploration efficiently, especially at the early stages of design optimization when there
is no need for high-fidelity simulations.
In this example, we show how a PD-regularized Convolutional Neural Network (CNN) metamodel
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can produce accurate aerodynamic predictions towards accelerated design optimization. Specifically, we
reconstruct the CNN model which was proposed in Guo et al. [2016] and implemented in Hennigh [2018]
for the prediction of velocity field in 2D non-uniform steady laminar flows in the presence of rigid bodies,
and will show how the application of the proposed regularization to the CNN loss function can lead to
accuracy improvement, when compared to the state of the practice, as reported in Hennigh [2018]. For a fair
comparison, we use the same implementation as Hennigh [2018], with no changes to the datasets, network
architecture, hyperparameters, and the number of training epochs. The only changes we made were pertinent
to training the regularization.
In the past three examples, we regularized models in the form of feed-forward fully-connected DNNs,
a form briefly explained in Section 4.2. In this part we consider CNNs, which are a specific type of feed-
forward DNNs. A CNN consists of recursive application of convolution and pooling layers, followed by
fully-connected layers at the end of the network (as described in Section 4.2). A convolution layer is a linear
transformation that preserves spatial information in the input data. Pooling layers then simply reduce the
dimensionality of the output of a convolution layer. More discussion on the CNNs can be found in LeCun
et al. [2015]; Goodfellow et al. [2016].
The training and validation datasets of Hennigh [2018]; Guo et al. [2016], used in this example, consist of
five different types of simple geometric primitives, including triangles, quadrilaterals, pentagons, hexagons
and dodecagons. Each sample is projected into a 256×128Cartesian grid. The test dataset consists of different
kinds of car prototypes including SUVs, vans, and sport cars. A binary representation of the geometry shapes
is used, where a grid value is 1 if and only if it is within or on the boundaries of the geometry shapes, and








2 } each of size
256 × 128, where the first matrix represents the geometry shape and the second and third matrices represent
the x and y-components of the Cartesian grid, respectively. The latter two matrices represent the ground-truth
values for the x- and y-components of the velocity field, respectively, computed using the Lattice Boltzmann
Method (LBM) [Chen and Doolen, 1998]. In all the experiments, the Reynolds number is set to 20. The
no-slip boundary condition is applied to the geometry shape boundaries and horizontal walls. The training
dataset contains 3,000 samples (600 samples for each type of primitives that are different in shape, size,
location, and orientation). The validation dataset consists of 300 samples (60 different samples for each type
of primitives). Finally, the test dataset consists of 28 car prototypes. The primitives and car prototypes in the
training, validation, and test datasets are connected to the lower boundary.
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The loss function used in Guo et al. [2016]; Hennigh [2018] is in the form of





















































n is the number of samples, 1 is an indicator function and 1
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are the CNN predictions for the x and y-components of the velocity field for the sample i. The loss
function in Equation (4.16) is simply the Euclidean loss function that takes into account only the fluid part of
the computational domain. As the competitor for our proposed method, we consider the metamodel trained
with dropout with P = 0.7.
In order to do apply the proposed regularization, we only add a penalty term for the violation of the
divergence-free condition (i.e. Equation (4.14)) of the velocity field, and leave violations from the momen-
tum conservation equation (Equation (4.15)) unpenalized. This is because the second penalty term would
necessitate another metamodel to be built for the pressure field P. Therefore, since in the competing study
[Hennigh, 2018], no metamodel for the pressure field was constructed, for the sake of a fair comparison, we
only applied regularization to the velocity field metamodel. As a result, the PD regularization is given by
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, (4.17)
and the partial derivatives are calculated using automatic differentiation. It should be noted that we are
incorporating only partial prior knowledge about the physics in the regularization, and potential further
improvement can be expected with the inclusion of the momentum penalty term.
For the CNN metamodel a U-network approach is used with residual layers [He et al., 2016] similar to
Pixel-CNN++ [van den Oord et al., 2016; Salimans et al., 2017] which is a class of powerful generative models
[Goodfellow, 2016]. For implementation, we used the source code provided by Hennigh [2018]. The Adam
optimization algorithm is used to solve the optimization problem defined in Equation 2.8. Parameters β1, β2,
and ε for the Adam optimizer are set to 0.9, 0.999, and 10−8, respectively. Batch size is set to 8. Learning
rate is set to 10−4. For the PD regularization, the hyperparameter λL is tuned by training 5 different models
and selecting the best one using cross-validation.
Figure 4.8 shows a visualization of the velocity field for the test data. The first column shows the LBM
ground truth results. The second column shows the CNN prediction results using the proposed regularization
method. The third column shows the L2 norm of the difference between ground truth and predicted results,
which are averaged over three independent training efforts. It is evident that the results are in close agreement.
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Table 4.3 shows a comparison between the performance of themetamodels trainedwith different regularization
methods. The third column shows the state of the practice [Hennigh, 2018]. It can be seen that dropout
regularization (third column) and PD regularization (fourth column) have similar performances. It should
be noted again that the applied PD regularization only incorporates the partial prior knowledge pertaining
to the mass conservation, and doesn’t regularize based on the momentum equation. However, it is observed
that the best performance is obtained when PD regularization is applied in addition to dropout. Specifically,
the application of our proposed regularization method to the dropout implementation of Hennigh [2018] has
reduced the relative L2 norm by 16.46%.
Table 4.3: A comparison between the performance of metamodels trained with different regularization
methods.
Regularization No Reg. Dropout (P = 0.7) PD Reg. (λL = 0.1)
Dropout (P = 0.7)
& PD Reg. (λL = 0.1)
Relative L2 norm 2.55 × 10−2 2.43 × 10−2 2.45 × 10−2 2.03 × 10−2
4.5 Concluding Remarks
In this chapter, we presented a physics-driven regularization method for training of DNN models and
metamodels. It has been shown through four numerical examples (systems governed by the Burgers’ and
Navier-Stokes equations) that the proposed regularization method results in models and metamodels that
are physically interpretable, and compared to other common regularization methods, it results in superior
generalization accuracies, which can potentially enhance engineering design and analysis such as aerodynamic
design optimization of passenger vehicles, as discussed in the last example. This is achieved by applying
a regularization term to the optimization loss function that discourages the models and metamodel from
violating the governing laws.
The computational cost associated with PD regularization varies depending on the underlying physics.
Specifically, using automatic differentiation, calculating first-order derivatives of DNN outputs with respect
to inputs is computationally cheap and even negligible, as it only needs minor modifications to the derivative
information already available from backpropagation. For differential equations with higher-order terms, on
the other hand, additional derivative calculations incur additional computational costs. However, this extra
computational time is typically allowable since (1) in data-drivenmodeling of physical systems (e.g. Examples
1 and 2), generalization accuracy and interpretability may be more important factors, as is reflected in the
wide use of deep neural networks which are computationally more expensive than other machine learning
methods; and (2) in data-driven metamodeling problems (e.g. Examples 3 and 4), the computational cost
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Figure 4.8: Visualization of the velocity magnitude. The first column shows the LBM ground truth results.
The second column shows the CNN prediction results using the proposed PD regularization method. The
third column shows the magnitude of the difference between ground truth and predicted results. The car
bodies are shown with a magnitude of -0.05.
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associated with training data generation is significantly larger than the training cost. With these in mind, in
order to reduce the extra cost, instead of automatic differentiation, one can use the Monte Carlo approach
introduced in Sirignano and Spiliopoulos [2018], or the first-order variational form of differential equations,
as proposed in chapter 6.
One limitation of the proposed regularization method is that, in order for us to promote the DNNs that
satisfy the governing equations, an independent model has to be constructed for each of the physical variables
that appear in the governing laws. This was discussed in Section 4.4.4 where a separate ‘pressure field’
metamodel was needed to enforce the momentum conservation. In the presence of available labeled training
data for all the physical variables that appear in the governing laws, we can construct separate models for
each physical variable in order to enable the PD regularization. This can be done even if some of those
physical variables are not our QoIs. This will in fact increase the computational cost compared to other
regularization alternatives, which only account for the QoIs. But, a different investigation can determine
whether the accuracy improvement is worth the the extra cost.
There exists a series of research opportunities to pursue in future studies as extensions pertinent to
this work, including the following: (1) The performance of hybrid regularization techniques that make
apply PD regularization together with other regularization methods, such as L2, L1, and/or dropout, can
be investigated further to evaluate whether the test accuracy gains are accumulated. A glimpse of this
hybrid use is already discussed in Section 4.4.4, however, more comprehensive studies are needed; (2) It is
worthwhile to comparatively study the PD regularization with respect to other regularization techniques such
as regularizations based on Lipschitz continuity (e.g. [Gouk et al., 2018; Gulrajani et al., 2017; Miyato et al.,
2018]), Jacobian regularization (e.g. [Gu and Rigazio, 2014]), or adversarial training [Goodfellow et al.,
2014]. Notably, regularizations based on Lipschitz continuity have shown great success in improving the
stability and robustness of the Generative Adversarial Networks [Gulrajani et al., 2017; Miyato et al., 2018].
(3) In order to enhance the training, It is worthwhile to investigate optimal sampling strategies to intelligently
select the training data in order to reduce the DNN generalization error and also improve convergence rate
for the proposed regularization method; and finally (4) It is worthwhile to study when in the training phase
the regularizing term is applied. In the current algorithm, the regularizer JL is added to the loss function
(Equation 4.7) from the beginning of training phase. Future study can determine whether rate of convergence
can be improved if this is done after a few iterations in the training phase. The research study presented in
this chapter is based on the peer-reviewed published article Nabian and Meidani [2020b].
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Chapter 5
Efficient Training of Physics-Informed
Neural Networks via Importance
Sampling
5.1 Introduction
Training of PINNs usually involves solving a non-convex optimization problem using an iterative method,
with the gradient of loss function approximated on a batch of collocation points, selected randomly in each
iteration according to a uniform distribution. Although this iterative update is shown to result in an unbiased
estimation of the gradient with bounded variance [Bottou, 2010], such batch selection may seem to be naïve
in terms of efficiency. In a given iteration, such batch selection may result in computing the gradient at a
number of collocation points at which the approximate solution already satisfies the differential operator to
a satisfactory extent relative to other points. As a result, little or no gradient information will be obtained
which can delay the convergence. Alternatively, by following an importance sampling Press et al. [2007]
scheme, in each iteration we can select a batch of collocation points that can offer more gradient information
for accelerated convergence.
The performance of implementing an importance sampling-based training has recently been evaluated
on classification tasks using convolutional neural networks and recurrent neural networks [Katharopoulos
and Fleuret, 2018, 2017; Alain et al., 2015], where the authors provided theoretical and numerical evidences
showing that the training convergence speed can be maximized if, at each training iteration, samples from the
training images or texts are drawn according to a proposal distribution that is proportional to the 2-norm of
loss gradient with respect to model parameters. Further, it has been illustrated that computing such proposal
distributions can be computationally expensive, and the authors used an approximate proposal distribution
proportional to the loss function itself to improve the computational efficiency. Finally, the performance of
such importance sampling approach is evaluated for image classification and language modeling tasks.
Our contribution in this chapter is twofold. First, we borrow the theoretical findings in Katharopoulos and
Fleuret [2018, 2017] to propose an efficient approach for accelerated training of PINNs based on importance
sampling. To the authors’ knowledge, this is the first time that an importance sampling scheme is used
for training of PINNs. This can be an important step toward improving the computational efficiency of
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PINNs compared to their traditional numerical counterparts, i.e. Finite Difference, Finite Element, and
Finite Volume methods. Second, we show how a piece-wise constant approximation to the loss function,
using nearest neighbor search [Marsland, 2014] or Voronoi tessellation [Aurenhammer, 1991], can be used
to approximate the proposal distribution to further improve the convergence behavior of PINNs training. The
proposed importance sampling approach is straightforward and can be easily applied to the existing PINN
codes by modifying only a few lines of the code. Furthermore, no new hyperparameters are introduced in the
proposed approach.
The remainder of this chapter is organized as follows. Section 5.2 introduces our proposed importance
sampling approach for training of PINNs. Next, Section 5.3 presents two numerical examples, on which the
performance of the proposed importance sampling approach is evaluated. Finally, the last section concludes
the chapter.
5.2 Importance Sampling for Training of PINNs










J(θ; x j), x j ∼ f (x),
(5.1)
where f (x) is the sampling distribution for the training points in the physical domain x ∈ D. The typical
choice for this sampling distribution is the uniformdistribution defined over the physical domain, i.e. U(D). In
an importance sampling approach, we seek to draw training samples from an alternative sampling distribution,









J(θ; x j), x j ∼ q(x). (5.2)
In this work, we effectively implement a discrete sampling scheme, by turning the continuous domain D
into a discrete set of N sample locations uniformly selected inD, with N >> 1. Thus, instead of the sampling
density functions f (x j) and q(x j), we will work with discrete distributions { fj}Nj=1 and {qj}
N
j=1, respectively,
with fj = 1N at any candidate point j.
In order to build the corresponding SGD, for the sake of brevity, let us first consider no mini batch, i.e.
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m = 1, that is
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G(i)
. (5.3)
Our objective in this work is to design a training scheme with a sampling distribution q that can accelerate
the convergence of Eq. 5.3. Authors in Katharopoulos and Fleuret [2018] considered the following definition
for convergence speed
S(i) = −E f
[
| |θ(i+1) − θ∗ | |22 − ||θ




























It was then concluded that the convergence can be accelerated by sampling the input variables from a






[Katharopoulos and Fleuret, 2018].
It was shown in Katharopoulos and Fleuret [2018]; Alain et al. [2015] that this term is minimized if
training samples are selected according to q∗ ∝
∇θ J(θ(i))2. In the case of mini-batch SGD with batches of
size m, this was effectively done by calculating the sampling distributions according to
q(i)j =
∇θ J(θ(i); x j)2∑N
j=1
∇θ J(θ(i); x j)2 , ∀ j ∈ {1, · · · , N}, (5.6)
and selecting the mini-batch sample set M (i), with |M (i) | = m, by sampling m indices from a multinomial with
probabilities p(i) = {q(i)1 , · · · , q
(i)
N }. In order to get an unbiased estimate of the gradient ∇θ J(θ), following
Equation 5.2, the mini-batch gradient descent update rule will then be given by [Katharopoulos and Fleuret,
2018; Alain et al., 2015]







∇θ J(θ(i); x j). (5.7)
This derivation provides a theoretical evidence that training of PINNs can be accelerated using an
importance sampling approach where training samples are obtained from a distribution proportional to the
2-norm of the gradient of loss function with respect to model parameters. However, computing the 2-norm
of this gradient for all of the collocation point at each iteration requires extra backpropagations through
the computational graph, which can be computationally expensive. To alleviate this issue, it was shown
in Katharopoulos and Fleuret [2017] that one can use the loss value, instead of the gradient value, as the
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importance metric. Specifically, they suggested through the following theorem that the ordering of collocation
points according to their gradient norm is consistent with their ordering according to their loss value.
Theorem 1. [Katharopoulos and Fleuret, 2017] Assuming that the neural network is Lipschitz continuous,
there exists constants c1 > 0 and c2 < maxj(∇θ Jj(θ(i))) such that
1
c1
J(θ(i); x j) + c2 ≥ ∇θ J(θ(i); x j), ∀ j . (5.8)
It was also shown in Katharopoulos and Fleuret [2017] that the Lipschitz continuity assumption holds if
the neural network weights are finite and that we can choose to sample from a proposal distribution that is





, ∀ j ∈ {1, · · · , N}. (5.9)
Specifically, using this proposal distribution, one can select m mini-batch samples as explained earlier together
with the gradient descent rule of Equation 5.7 to update the model parameters.
Although evaluation of the loss function is computationally less expensive compared to that of the gradient,
such evaluation for the entire set of collocation points in each iteration can still be very expensive. To alleviate
this, we propose a piece-wise constant approximation to the loss function. That is, instead of evaluating the
loss function at every collocation point, we evaluate the loss only at a subset of points, hereinafter referred
to as “seeds", denoted by {xs}Ss=1, with S < N . Next, using a nearest neighbor search algorithm [Marsland,
2014], for each collocation point j, we identified the nearest seed s = ρ( j), and set the loss value at that
collocation point equal to the loss at the nearest seed, that is J(·; x j) := J(·; xρ(j)). This is equivalent to
generating a Voronoi tesselation [Aurenhammer, 1991] using the seeds, and using a constant approximation
for loss within each Voronoi cell, as shown in Figure 5.1. It will be shown in the numerical examples that
such piecewise constant approximation provides improved computational efficiency compared to the case
where the loss function is evaluated for the entire collocation points. Algorithm 2 summarizes the steps for
the proposed importance sampling method for efficient training of a PINNs.
5.3 Numerical Examples
In this section, we numerically demonstrate the performance of the proposed importance sampling
approach, with piecewise constant (PWC) loss approximation, in solving sample PDEs. In the first example,
the proposed approach is applied to solve an elasticity problem on an irregular plate. Next, a steady diffusion
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Figure 5.1: Piecewise constant approximation of loss on a sample 2D domain. Within each cell, the loss is
evaluated only at the course-level point and is assigned to the neighboring collocation points.
Algorithm 2 Efficient training of PINNs via importance sampling
1: Generate N collocation points {tj, x j}Nj=1 sampled from [0,T] × D, n boundary points {x j}
N
j=1 sampled
from ∂D, and S seeds {ts, xs}Ss=1 sampled from [0,T] × D.
2: For each collocation point, find the nearest seed.
3: Set the model architecture (number of layers, dimensionality of each layer, and nonlinearities). Also
specify optimizer hyper-parameters, λ1, λ2, batch size m, and error tolerance ε .
4: Initialize model parameters θ(0).
5: while J(θ) > ε do
6: Compute the loss value at each seed {J(θ(i); xs)}Ss=1.




(i); xρ(j)) for ∀ j ∈ {1, · · · , N}.
8: Select a batch of collocation points according to a multinomial with p(i) = {q̃(i)1 , · · · , q̃
(i)
N }.









∇θ J(θ(i); x j).
10: end while
example is considered. Training is performed using TensorFlow [Abadi et al., 2016] on a NVIDIA Tesla
P100-PCIE-16GB GPU. The Adam optimization algorithm [Kingma and Ba, 2014] is used to find the optimal
neural network parameters, with β1 and β2 set to 0.9 and 0.999, respectively.
5.3.1 A two-dimensional isotropic elasticity problem
In the first example, we consider the governing equations of the displacement of a two-dimensional









































where u and v denote the displacement along the x- and y-axes, and fx and fy the external force terms along
the x- and y-axes, respectively. The constants λ and µ are defined as
λ =
νE






where ν and E are the Poisson’s ratio and the Young’s modulus of the structure.
As a representative test case, we synthesize a governing equation that would generate a given solution. In
particular, we prescribe the plate displacement to take the following analytic form
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We further consider an irregular plate geometry that is shown in Figure 5.2 upon which the two displace-
ment fields of Equations 5.13 are defined. We can then analytically back-calculate the terms fx and fy in
Equation 5.10 that would correspond to these prescribed geometry and displacement fields. Also, we estab-
lish a “numerical" boundary conditions, where for any given collocation point on the boundary, we set the
displacement to be equal to the prescribed displacement fields at those points.
To solve the PDE in Equation 5.10 using a PINN with the proposed PWC importance sampling approach,
a neural network is constructed as the trial solution, with 4 hidden layers, each with 32 dimensions. Sinusoidal
nonlinearities are adopted for each hidden layer. The parameters of the trial solution are randomly initialized,
and are trained following Algorithm 2. Batch size is set to 10,000, and the learning rate α is set to 0.002.
Parameters λ1 and λ2 are set to 0 and 1, respectively. A generalized Halton sequence generator algorithm
is used to generate 100,000 collocation points and 10,000 seeds within the computation domain. Another
100,000 uniformly-distributed boundary collocation points are also generated. The model is trained for 500
iterations. Figure 5.3 presents a comparison between the PINN solution trained using the proposed approach
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(a) (b)
Figure 5.2: Plate displacement: (a) x-axis displacement; (b) y-axis displacement.
(a) (b)
Figure 5.3: A comparison between the exact and the PINN solutions to Equation 5.10. The PINN solution is
trained using the proposed importance sampling approach with piece-wise constant approximation to loss.
and the exact solution in Equation 5.13. It is evident that there is a close agreement between the results,
verifying the accuracy of the proposed importance sampling approach. A visualization of the progressive
change in the loss value as well as in the sampled points when themodel is trained using the proposed approach
is also presented in Figure 5.4. Additionally, Figure 5.5 evaluates how well the gradient norm
∇θ J(θ(i); x)2
used in Equation 5.6 is approximated by J(θ(i); x) used in Equation 5.9. This comparison is shown for the
loss fields at 3 different training steps of the PWC importance sampling process.
To compare the accuracy and computational efficiency of the proposed PWC importance sampling ap-
proach with the uniform sampling approach, Figure 5.6 shows the loss value at different iterations (left)
and different times (right) for each approach, and justifies the effectiveness of the PWC importance sam-
pling method in accelerating the convergence of PINNs training. In comparing numerical performances, we




Figure 5.4: a visualization of the progressive change in the (a) loss value, and (b) the sampled points, when
the PINN solution to Equation 5.10 is trained using the proposed importance sampling approach. The color






Figure 5.5: Comparison between the 2-norm of the loss gradient w.r.t. model parameters (top) and the loss
values (bottom) at three snapshots taken at iterations i = 10, i = 30, and i = 50 of the proposed PWC
importance sampling training.
approximation. It is evident from Figure 5.6a that the PWC approximation to loss is in fact a good approx-
imation and does not negatively affect the convergence behavior. Figure 5.6b shows that PWC importance
sampling approach also outperforms the ‘exact loss’ importance sampling method in terms of computational
efficiency. This advantage is apparent in comparing computational times because the PWC importance sam-
pling approach involves significantly less forward model evaluations, compared to the ‘exact loss’ importance
sampling method.
Figure 5.7 shows how the error in piece-wise approximation of the loss function varies with respect to the
number of seeds. In particular, for each seed size, the loss function approximation error is evaluated at and
averaged over the 100, 000 collocation points and the variation in this averaged error over the 500 training
epochs is depicted by the shaded area in this figure. Moreover, in order to demonstrate the effect of seed size
selection on the convergence behavior of model training, Figure 5.8 shows loss values versus the number of
iterations (left) and the elapsed time (right) for different numbers of seeds. It is evident that the number of
seeds, if selected reasonably (e.g. S ≥ 500 in this case), does not significantly affect the convergence behavior
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(a) (b)
Figure 5.6: A comparison between the performance of the three approaches of uniform sampling, importance
sampling with exact loss evaluation, and importance sampling with approximate loss evaluation for training
of a PINN solution to the elasticity problem defined in Equation 5.10.
Figure 5.7: Mean and standard deviation, over the training iterations, of the relative L2 error in piece-wise
constant approximation of loss values versus the number of seeds.
and therefore there is no need to consider that number as a new hyperparameter. This is because a PWC
approximation with relatively large number of seeds (at least 500 in this case) can potentially provide a good
approximation to the loss function, and increasing the number of steps may result in little or no change to the
approximation accuracy. One reasonable suggestion is to simply set the seed size equal to the batch size. As
a representative case for small seed sizes, we have also considered S = 50, and included the corresponding
performance in Figure 5.8. For this seed size, Figure 5.9 shows the selection probabilities of collocation




Figure 5.8: A demonstration of the performance of the proposed PWC importance sampling approach with
different choices for seed size, S.
(a) (b)
Figure 5.9: (a) A visualization of the seeds and the collocation points color-codedwith the selection probability
at the 30th training iteration of the proposed PWC importance sampling approach with S = 50; (b) The 10,000
sampled collocation points.
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5.3.2 A transient diffusion problem
In the previous example we demonstrated the performance of our proposed PWC importance sampling
approach on a boundary value problem. However, in addition to boundary value problems, PINNs have
also been applied to solve time-dependent PDEs (e.g. [Raissi et al., 2019a; Nabian and Meidani, 2020b]).
Therefore, to numerically verify the accuracy and efficiency of our proposedmethod in solving time-dependent






= 3x, t ∈ [0, 1] , x ∈ [0, 1] ,
u(t, 0) = 0, u(t, 1) = 0, u(0, x) = 10(x − x2). (5.14)
To solve this PDE using a PINN we construct as the trial solution a neural network with 4 hidden layers
with 32 units in each hidden layer. We adopt sinusoidal nonlinearities for each hidden layer. The parameters
of the trial solution are randomly initialized, and are trained following Algorithm 2. Batch size is set to
10,000, and the learning rate α to 0.003. Parameters λ1 and λ2 are both set to 500. A generalized Halton
sequence generator algorithm is used to generate N=100,000 collocation points and S=10,000 seeds within the
computation domain. Another 100,000 uniformly-distributed boundary collocation points are also generated.
The model is trained for 3000 iterations. Figure 5.10 shows the accuracy of the PINN solution trained using
the proposed approach against the Finite Element solution (using MATLAB Partial Differential Equation
Toolbox) in solving a time-dependent diffusion example.
Figure 5.11 compares the computational performance of the importance sampling approach with exact
and PWC loss evaluations versus that of the uniform sampling approach, in terms of number of iterations
and elapsed time. Once again, it can be seen in Figure 5.11a that the PWC approximation to loss is in fact
a good approximation. Also, Figure shows that the PWC importance sampling approach provides a better
computational efficiency compared to the other two approaches, and numerically demonstrate the effectiveness
of this method in accelerating the training of PINNs.
5.4 Concluding Remarks
PINNs are a recently-developed class of machine-learning-based methods that can be used to solve PDEs.
This study takes a step forward toward improving the computational efficiency of PINNs for solving PDEs.
Specifically, in this chapter we presented a new approach for training of PINNs based on importance sampling,
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Figure 5.10: A comparison between the exact and the PINN solutions to Equation 5.14. The PINN solution
is trained using the proposed importance sampling approach with piece-wise constant approximation to loss.
(a) (b)
Figure 5.11: A comparison between the performance of the three approaches of uniform sampling, importance
sampling with exact loss evaluation, and importance sampling with approximate loss evaluation for training
of a PINN solution to transient diffusion defined in Equation 5.14.
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which selects training points according to a proposal distribution proportional to a piece-wise constant
approximation of the loss function. We showed that this approach does not introduce any newhyperparameters,
and is straightforward to implement into the existing PINN codes. With some theoretical evidences and also
two numerical examples of elasticity and transient diffusion, we demonstrated the effectiveness of the proposed
importance sampling approach in improvising the efficiency of PINN training.
While the theoretical background and numerical results presented in this chapter provide sufficient evi-
dence that use of the proposed importance sampling approach is promising for accelerating the convergence
of PINN training, it is still necessary to further investigate the success of our proposed importance sampling
approach in solving more challenging problems, such as stochastic PDEs and time-dependent PDEs with
highly oscillatory or non-monotonic solutions. Also, the following extensions to this work can be addressed
in future studies: (1) generalizing the algorithm to distributed importance sampling for even more computa-
tional efficiency, where a number of workers search for the most informative collocation points while a single
worker updates themodel parameters; (2) modifying the algorithm for execution across the recently-developed
Tensor Processing Units (TPU) [Jouppi et al., 2017], which are AI accelerator application-specific integrated
circuits developed specifically for efficient training of deep neural networks.
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Chapter 6
Physics-Informed Neural Networks for
Forward Uncertainty Quantification
6.1 Introduction
PDEs are used to describe a variety of physical phenomena such as fluid dynamics, quantum mechanics,
and elasticity. Reliable analysis of these phenomena often requires taking into account the inherent uncer-
tainties in the system of interest (e.g. in their initial or boundary conditions, material properties, external
forces) and quantifying the impact of these uncertainties on the quantities of interest (QoIs). Developing
numerical methods for solving high-dimensional random PDEs, i.e. for systems with a large number of
random parameters, has been a longstanding challenge. In this study, we propose a novel method based on
deep neural networks for solving high-dimensional random PDEs. We consider the random parameters to be
the only source of uncertainty in PDEs.
Among the numerical methods proposed for random PDEs, Monte Carlo Sampling (MCS) is one of the
most commonly used method [Fishman, 2013]. In MCS, independent realizations from the random inputs are
generated based on their prescribed probability distribution, leading to a number of deterministic PDE, each
solved by a numerical method such as Finite Element (FE), finite difference (FD), and finite volume (FV).
An ensemble of these deterministic solutions is then used in computing the response statistics. Perturbation
methods are another class of methods for random PDEs, where random outputs are expanded as a Taylor
series around the means [Liu et al., 1986]. These methods are suitable when the magnitude of uncertainty
in the inputs and outputs are expected to be small, and as such are limited in applicability. Operator-based
methods are another class which are based on the manipulation of stochastic operators in PDEs, and include
methods such as the weighted integral method [Deodatis, 1991] and the Neumann expansion [Yamazaki et al.,
1988]. These methods are also limited to small uncertainties, and additionally, they are typically restricted to
time-independent problems. Moment equations methods aim to find the moments of the random solution to
PDE directly, by deriving equations from the averages of the random PDEs. These methods suffer from the
so-called closure problem [Zhang, 2001].
The Generalized Polynomial Chaos (gPC) approach [Ghanem and Spanos, 2003; Xiu, 2010; Xiu and
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Karniadakis, 2002] is another widely used solution approach for random PDEs. In gPC methods, the random
variables (both the inputs and outputs) are represented as a linear combination of orthogonal polynomials of
random parameters. The gPC solution is generally obtained according to two different methods of stochastic
Galerkin [Ghanem and Spanos, 2003] and stochastic collocation [Xiu and Hesthaven, 2005; Doostan and
Owhadi, 2011; Blatman and Sudret, 2010]. While the gPC provides a solid framework for solving random
PDEs, they still suffer from a number of shortcomings. On the one hand, the stochastic Galerkin method
is cumbersome to implement, and when the PDE takes highly complex and non-linear form, the explicit
derivation of the Galerkin system is non-trivial. On the other hand, the stochastic collocation methods suffer
from the curse of dimensionality and in high-dimensional systems the approximation errors can be significant,
unless prohibitively large number of samples are obtained [Xiu, 2010].
Neural and deep neural networks have been proposed in previous studies for solving deterministic dif-
ferential equations. These studies can generally be divided into two categories. In the first category, neural
and deep neural networks are utilized in conjunction with other conventional methods (e.g. FD, FE, and FV)
mainly to improve the computational efficiency of the existing methods. For instance, in Lee and Kang [1990];
Wang and Mendel [1990]; Gobovic and Zaghloul [1994]; Yentis and Zaghloul [1996], the computation of
difference equations that appear in the finite difference solution for a PDE was accelerated by neural networks.
Specifically, the linear system of equations derived from the difference equations is mapped onto different
neural network architectures, and the solution to the system of equations is obtained by minimizing the neural
networks’ energy functions. Also, the authors in Meade and Fernandez [1994b,a] adopted linear B-splines
to approximate the solution of ordinary differential equations and used feed-forward neural networks to de-
termine the spline parameters. But, this method is not easily applicable for high dimensions [Lagaris et al.,
1998]. In Tompson et al. [2016], in an attempt to accelerate simulation of Navier-Stokes equations in an
Eulerian framework, Convolutional Neural Networks (CNNs) were built to solve the sparse system of linear
equations derived from the Poisson equation of pressure. In Suzuki [2017], an accelerated (in contrast to
multi-scale simulation) approach is proposed based on regression analysis. Using a training dataset that is
obtained from pre-analysis or experiments, local regression models are trained that represent the nonlinear
relationship between the local nodal points. Each regression model then functions as a discretized equation
for the PDE. Neural networks and polynomial functions are adopted as the regression model in this study.
In the second category, neural and deep neural networks are introduced as a substitute to the conventional
methods. Generally in these methods, the solution to the deterministic PDE is represented in form of a neural
or deep neural network. For instance in Lagaris et al. [1998], neural networks are used to solve initial and
boundary value problems. The solution is formed to consist of two parts, with the first part satisfying the
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initial or boundary conditions, and the second part being a neural network that is independent of the initial
or boundary conditions. Parameters of the neural network are then calibrated by minimizing the squared
residuals over specified collocation points. A somehow similar approach, called Deep Galerkin Method
(DGM), was introduced in Sirignano and Spiliopoulos [2017], with some key differences, namely (1) no trial
function was used to strictly enforce the initial and boundary conditions, and these conditions were (weakly)
enforced during the neural network training, (2) relatively deeper neural network architectures were used
and training was performed with the state-of-the-art mini-batch optimization techniques, and (3) squared
residuals were minimized iteratively over a set of randomly selected points per iteration, which makes the
method mesh-less. Also, a hybrid variation of the approach proposed in Lagaris et al. [1998] is discussed
in Malek and Beidokhti [2006]. In Rudd [2013], the method of constrained backpropagation was used to
train neural networks that can serve as the solution to nonlinear elliptic and parabolic PDEs. Also in Weinan
et al. [2017]; Han et al. [2017], a deep neural network solution approach was proposed for high-dimensional
parabolic PDEs. To this end, PDEs are reformulated using backward stochastic differential equations and
the solution to PDE is approximated by a neural network by making an analogy between the reinforcement
learning and backward stochastic differential equations in which the gradient of the solution plays the role of
policy function.
We present a solution approach for high-dimensional random PDEs based on deep-learning, called PINN-
UQ. This study is partially inspired by ideas in Lagaris et al. [1998]; Sirignano and Spiliopoulos [2017];
Raissi et al. [2019a], where feed-forward neural and deep neural networks were used to solve deterministic
differential equations. The proposed approach is entirely unsupervised and is also intrusive; that is, no other
PDE solver (such as conventional FD, FE, and FV solvers) is ever called in the solution process to calculate
the deterministic system response for a collection of realizations from the stochastic space. Two different
solution methods are introduced, which vary in the way the governing equation is satisfied, i.e. in the strong
or variational form. In the first solution method, similar in spirit to the Least-Square Finite Element Methods
(LSFEM) [Bochev and Gunzburger, 2006], we minimize the squared residual over the entire computational
domain, with the random PDE solution represented in form of a feed-forward fully-connected deep residual
network. In the second one, we consider the variational form of the PDE of interest and approximate the
solution to this weak form using feed-forward fully-connected deep residual networks. In both of the proposed
algorithms, the deep neural network parameters are trained utilizing variants of themini-batch gradient descent
algorithm, and the solution is identified to satisfy either the strong or variational form of the PDE, and also
the boundary and initial conditions. Random batches of spatial, temporal and stochastic points are sampled
iteratively and for each sampled batch of points, the deep neural network parameters are updated by taking a
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descent step toward minimizing the loss function. Therefore, solving the random PDE is effectively reduced
to solving an optimization problem. Similar to the methods in the second category discussed above, the
proposed approach implements deep residual networks as a substitute to conventional methods, and solution
to the random PDE is represented in form of a deep residual network.
The remainder of this chapter is organized as follows. The PINN-UQ algorithm for solving random PDEs
using deep residual networks is introduced in Section 6.2. Next, A modified algorithm based on variational
formulation of PDEs is described in Section 6.3. Section 6.4 represent three sample problems, including
a diffusion process and two heat conduction problems, that are solved by utilizing the proposed method.
Finally, the chapter is concluded in Section 6.5 with some discussion on the results, relative advantages and
limitations of the proposed approach, and potential future works.
6.2 Deep Learning for Random PDEs: A Strong Form
We seek to calculate the approximate solution u(t, x, p; θ) for the following differential equation
L(t, x, p; u(t, x, p; θ)) = 0, t ∈ [0,T], x ∈ D, p ∈ Rd,
I(x, p; u(0, x, p; θ)) = 0, x ∈ D, p ∈ Rd,
B(t, x, p; u(t, x, p; θ)) = 0, t ∈ [0,T], x ∈ ∂D, p ∈ Rd,
(6.1)
where θ include the parameters of the function form of the solution, L(·) is a general differential operator
that may consist of time derivatives, spatial derivatives, and linear and nonlinear terms, x is a position vector
defined on a bounded continuous spatial domain D ⊆ RD,D ∈ {1, 2, 3} with boundary ∂D, t ∈ [0,T], and p
denotes an Rd-valued random vector, with a joint distribution ρp , that characterizes input uncertainties. Also,
I(·) and B(·) denote, respectively, the initial and boundary conditions and may consist of differential, linear,
or nonlinear operators. In order to calculate the solution, i.e. calculate the parameters θ, let us consider the












(B(t, x, p; θ))2ρp dt dx dp.
(6.2)
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s.t. rI(θ) = 0, rB(θ) = 0.
(6.3)
Therefore, the solution to the randomdifferential equation defined in Equation 6.1 is reduced to an optimization
problem, where initial and boundary conditions can be viewed as constraints. In this work, the constrained
optimization 6.3 is reformulated as an unconstrained optimization with a modified loss function that also
accommodate the constraints. To do so, we adopt two different approaches, namely soft and hard assignment
of constraints, which differ in how strict the constraints are imposed [Márquez-Neila et al., 2017]. In the soft
assignment, constraints are translated into additive penalty terms in the loss function (see e.g. [Sirignano
and Spiliopoulos, 2017]). This approach is easy to implement but it is not clear how to tune the relative
importance of different terms in the loss function, and also there is no guarantee that the final solution will
satisfy the constraints. In the hard assignment of constraints, the function form of the approximate solution
is formulated in such a way that any solution with that function form is guaranteed to satisfy the conditions
(see e.g. [Lagaris et al., 1998]). Methods with hard assignment of constraints are more robust compared to
their soft counterparts. However, the constraint-aware formulation of the function form of the solution is not
straightforward for boundaries with irregularities or for mixed boundary conditions (e.g. mixed Neumann
and Dirichlet boundary conditions). In what follows, we explain how the approximate solution in the form
of a DNN can be calculated using these two assignment approaches. Let us denote the solution obtained by
a feed-forward fully-connected deep residual network by uDNN(t, x, p; θ). The inputs to this deep residual
network are t, x, and realizations from the random vector p.
For soft assignment of constraints, we use a generic DNN form for the solution. That is, we set
us(t, x, p; θ) := uDNN(t, x, p; θ), and solve the following unconstrained optimization problem
θ∗ = argmin
θ
rL(θ) + λ1rI(θ) + λ2rB(θ)︸                             ︷︷                             ︸
Js (θ;us )
, (6.4)
in which λ1 and λ2 are weight parameters, analogous to collocation finite element method in which weights
are used to adjust the relative importance of each residual term [Bochev and Gunzburger, 2006].
In hard assignment of constraints, the uncertainty-aware function form for the approximate solution can
take the following general form [Lagaris et al., 1998].
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uh(t, x, p; θ) = C(t, x) + G(t, x, uDNN(t, x, p; θ)), (6.5)
where C(t, x) is a function that satisfies the initial and boundary conditions and has no tunable parameters,
and, by construction, G(t, x, uDNN(t, x, p; θ)) is derived such that it has no contribution to the initial and
boundary conditions. A systematic way to construct the functions C(·) and G(·) is presented in Lagaris et al.






To solve the two unconstrained optimization problems 6.4 and 6.6, we make use of stochastic gradient
descent (SGD) optimization algorithms [Ruder, 2016], which are a variation of gradient-descent algorithms.
In each iteration of an SGD algorithm, the gradient of loss function is approximated using only one point in
the input space, based on which the neural network parameters are updated. This iterative update is shown to
result in an unbiased estimation of the gradient, with bounded variance [Bottou, 2010].
Specifically, in soft assignment of constraints, on the ith iteration, the DNN parameters are updated
according to
θ(i+1) = θ(i) − η(i)∇θ J̃
(i)
s (θ), (6.7)
where η(i) is the step size in the ith iteration, and J̃(i)s (θ) is the approximate loss function, obtained by
numerically evaluating integrals in Equations 6.2 using a single sample point. That is,
J̃(i)s (θ) =
[









B(t(i), x(i), p(i); us(t(i), x(i), p(i); θ))
]2
. (6.8)
where t(i), x(i) and x(i) are uniformly drawn in [0,T] ,D and ∂D, and p(i) is drawn in Rd according to
distribution ρp . The gradient of loss function with respect to model parameters ∇Θ J̃s can be calculated using
backpropagation [Baydin et al., 2018]. The term L(t(i), x(i), p; us(t(i), x(i), p(i); θ)) also involves gradients of
the solution us with respect to t and x, which may be calculated using reverse-mode automatic differentiation.
Similarly, in hard assignment of constraints, the DNN parameters are updated according to










L(t(i), x(i), p(i); uh(t(i), x(i), p(i); θ))
]2
. (6.10)
It is common in practice that in each iteration the gradient of the loss function is calculated at and
averaged over n different sample input points instead of being evaluated at only one point. Such approaches
are called mini-batch gradient descent algorithms [Ruder, 2016], and compared to stochastic gradient descent
algorithms, are more robust and more efficient.
Algorithm 3 summarizes the proposed step-by-step approach. The algorithm can be stopped based on
a pre-specified maximum number of iterations (as shown in Algorithm 3, or using an on-the-fly stoppage
criteria based on variations in the loss function values across a few iterations.
Algorithm 3 Physics-Informed Neural Networks for Uncertainty Quantification (PINN-UQ)
1: Set the DNN architecture (number of layers, dimensionality of each layer, and activation function; and
for residual networks, also the structure of shortcut connections).
2: Initialize DNN parameters θ(0).
3: Select a method m, with m ∈ {h, s} (hard or soft assignment of constraints).
4: if m=h then
5: Form the target function uh(t, x, p; θ) according to Equation 6.5.
6: the loss function J̃h(θ) according to Equation 6.10.
7: else
8: Form the loss function J̃s(θ) according to Equation 6.8.
9: end if
10: For the mini-batch gradient descent algorithm, specify optimizer hyper-parameters and batch size n.
11: Specify maximum number of iterations imax; set i = 0.
12: while i < imax do
13: if m=h then






j=1, sampled uniformly from [0,T] × D, and from
Rd according to ρθ .
15: Calculate the loss function J̃(i)
h
(θ).
16: Take a descent step θ(i+1) = θ(i) − η(i)∇θ J̃(i)h .
17: else






j=1, sampled uniformly from [0,T] × D, and from
Rd according to ρθ . Also, generate n random inputs { x̄(i)j }
n
j=1 uniformly from ∂D.
19: Calculate the loss function J̃(i)s (θ).
20: Take a descent step θ(i+1) = θ(i) − η(i)∇θ J̃(i)s .
21: end if
22: i = i + 1
23: end while
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6.3 Deep Learning for Random PDEs: A Variational Form and a
Lower Order Loss Function
In this section, we present a modified algorithm which can be computationally more robust and more
efficient. In particular, we address the numerical difficulties that arise when the operator L in Equation
6.1 includes second or higher-order derivatives, which are more expensive to compute when the response
is represented by a deep neural network [Sirignano and Spiliopoulos, 2017], and could potentially lead to
ill-conditioned Hessians [Saarinen et al., 1993]. To address this issue, we propose a solution method which
derives a first-order variational form of the operator L.
It should be noted that high order differentiation are typically with respect to spatial coordinates, and
therefore in what follows, we show the derivation with regards to the integral over the spatial domain, and
omit the dependences on time and random inputs for the sake of notation brevity. A typical approach to
decrease the differentiation order is the use of variational form, where instead of solving the original PDE in
Equations 6.1 we solve the following variational form
∫
D
L(x; u(x)) v(x) dx = 0, ∀v(x) ∈ V, (6.11)
where v(x) are referred to as ‘test functions’, andV is the space of solutions that conform with the initial and
boundary conditions (see e.g. [Boffi et al., 2013]). The order of spatial derivatives in L is then reduced by
using integration by parts successively in Equation 6.11, which leads to
∫
D
L̂(x; u(x), v(x)) dx = c(x; u(x)), ∀v ∈ V, (6.12)
where L̂ is a general differential operator that will consist of spatial derivatives that are of first order, and
potentially other linear and nonlinear terms, and time derivatives. Also, the function c(·) is pertinent to the
surface integration term, derived from the integration by parts, usually in the form of a constant for simple





L̂(t, x, p; u(t, x, p), v(t, x, p)) dx ρp dt dp = 0, ∀v ∈ V . (6.13)
In this study we are representing the solution u by a DNN whose parameters are identified in a minimization
problem, we need to find the new ‘low order’ loss function rl(θ) whose extremum is also the solution to
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F (t, x, p; u(t, x, p; θ)) ρp dt dx dp = 0. (6.14)
Recalling calculus of variation, our objective is to identify the integrand F such that its extremum u∗ that












[F (u∗ + εv) − F (u∗)] ρp dt dx dp = 0, ∀v ∈ V, (6.15)
also satisfies the variational form 6.12. In other words, after deriving the variational form 6.12, we set that






[F (u∗ + εv) − F (u∗)] = L̂(t, x, p; u(t, x, p), v(t, x, p)), ∀v ∈ V . (6.16)
It should be noted that in this process, the derivatives in F will remain first order, as the process involves only
first variation and only linear terms are kept. The remainder of this section includes a sample derivation for
a Poisson equation together with general tips on how to derive the lower order loss functions. Considering
a DNN form for solution, uDNN(t, x, p; θ), the lower order loss function will be effectively parameterized by
the DNN parameters θ∗ leading to the following minimization problem to be solved by the SGD algorithm




s.t. rI(θ) = 0, rB(θ) = 0. (6.17)






+ c = 0, (6.18)
with zero Dirichlet boundary conditions. The reduced-order variational form after using integration by parts















dx dy = 0. (6.19)

















which can be easily confirmed that minimizing F is equivalent to solving the Equation 6.19.
It is difficult to formulate a general step-by-step guideline for the derivation of lower-order loss function
for any given differential equations. However, in what follows, we offer few tips that can be useful for such




f (x, u,∇u)dx, (6.21)
for some function f . In order to minimize the functional, we need that for any v ∈ V,
lim
ε→0
F(u + εv) − F(u)
ε
= 0. (6.22)
By applying a Taylor expansion on F, we have
f (x, u + εv,∇u + ε∇v) = f (x, u,∇u) +
(





∂ f (x, u,∇u)
∂∇u
)


















By using integration by parts, we get
lim
ε→0













Since the left-hand side is supposed to be zero for all v ∈ V, it is required that








which is known as the Euler-Lagrange equation for the functional F.
With a known functional F, i.e. a known function f , one can use the Euler-Lagrange equation to derive a
governing PDE. Now, in order to derive the functional associated with a known PDE (which can be regarded
as a Euler-Lagrange equation), we have to take the steps described above in the reverse direction. There
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are a number of rules which can simplify the process of finding the functional. For instance, assuming f is
independent of x, the following rules may be reversed and used:
1. If f consists of |∇u|2, the Euler-Lagrange equation will have the term −24u.
2. If f consists of |u|p, ∀p ≥ 2, the Euler-Lagrange equation will have the term p|u|p−2u.
3. If f consists of a term g(u), where g is a function of one variable, the Euler-Lagrange equation will have
the term g′(u).
6.4 Numerical Examples
In this section, we numerically study the performance of the proposed deep learning method in solving
sample high-dimensional random PDEs. In the first example, the proposed method is applied to solve
random transient diffusion processes. Next, a steady heat conduction example is considered. Finally, the
performance of the proposed method with soft assignment of constraints is examined by solving the heat
conduction equation on a somewhat irregular domain. Training is performed in parallel across 4 NVIDIA
P100 GPUs. The number of layers for the models trained in examples 1, 2, and 3 are, respectively 24, 20,
and 20. Dimensionality of each hidden layer is set to 256. Consequent odd hidden layers are connected to
each other via a shortcut connection, as shown in Figure 2.3, with r = 2. Tanh nonlinearities are adopted
for each hidden layer. The Adam optimization algorithm [Kingma and Ba, 2014] is used to find the optimal
neural network parameters, mini-batch size is set to 32, and α, β1, β2, and ε for the Adam optimizer are set
to 10−5, 0.9, 0.999, and 10−15, respectively. Maximum number of iterations is set to 108, a large number
to ensure the convergence of average loss is achieved before the training terminates. The actual number of
iterations is determined based on the convergence behavior of average loss during the training, and is reported
for each example separately. All the examples are also solved by the Monte Carlo Finite Element (MC-FE)
method (using MATLAB Partial Differential Equation Toolbox), and results are compared with each other.
The MC-FE results are obtained by repetitively drawing samples from the random field, at which the finite
element solver is run, until the convergence of the QoI is achieved.
6.4.1 Transient diffusion problem with random coefficient
In the first example, we consider the transient diffusion problem in one-dimensional spatial domain with




− ∇ · (a(x, p)∇u(t, x, p)) = c, t ∈ [0, 1] , x ∈ [0, 1] , p ∈ [−1, 1]d
u(t, 0, p) = 0, u(t, 1, p) = 0, u(0, x, p) = 10(x − x2), (6.27)
where c = 3, a(x, p) is the diffusion coefficient characterized using the d-dimensional random vector p =
{p1, · · · , pd}. We consider two different analytical forms for a(x, p), as will be discussed later. In both cases,
following a hard assignment approach, we set the deep neural network solution to take the following form
u(t, x, p; θ) = 10(x − x2) + t(x − x2)uDNN(t, x, p; θ). (6.28)
A smooth random field for the diffusion coefficient
In this part, we consider the diffusion coefficient to be represented by













j=1 are independent identically distributed according to uniform distribution
on [0, 1], and d = 100. The first four modes of this random field are depicted in Figure 6.1a. Figure 6.2
shows the satisfactory agreement between the means and standard deviations of u obtained from the DNN
and MC-FE methods. For the FE solver, the mesh edge length is set to 0.005, which resulted in a total of 201
nodes, the size of time steps is 0.01 seconds, and a total of 104 MC samples, observed to be sufficient for the
calculation of mean and standard deviation of the response, are used. For the deep neural network solution,
training is performed for 4.6 × 105 iterations, where an iteration consists of a batch of 32 samples on each
GPU node.
A non-smooth random field for the diffusion coefficient
Here, we assume the diffusion coefficient to take the following form









where d = 50. The first four modes of this random field are depicted in Figure 6.1b, showing that this random
field is less smooth compared to the one in the previous case. As can be seen in Figure 6.3, a good agreement
exists between the DNN and MC-FE results, in terms of the means and standard deviations of u. A FE model
86
(a) (b)
Figure 6.1: The first four spatial modes of the random field a(x, p), associated with (a) the smooth field
represented by Equation 6.29, and (b) the non-smooth field represented by Equation 6.29.
similar to the one detailed in the previous example was created.
Figure 6.4 shows a comparison between the deep neural network and finite element results for the
probability density function of u(t = 1, x = 0.5). The plot on the left and right, respectively, correspond to
the solutions computed in parts 1 and 2. It is evident that there is a good agreement between the results. The
DNN solution is trained for 7.8 × 105 iterations.
6.4.2 Steady heat equation with random thermal conductivity
In this example, we consider the steady heat conduction problem on a 2-D spatial domain characterized
by a random thermal conductivity coefficient, governed by the following PDE:
−∇.(k(x, y, p)∇u(x, y, p)) = f (x, y), x, y ∈ [−1, 1] , p ∈ [0, 1]d ,
u(−1, y, p) = u(1, y, p) = u(x,−1, p) = u(x, 1, p) = 0,
(6.31)
where f (x, y) is the heat generated inside the spatial domain, set to be f (x, y) = 100 × |xy |, and k(x, y, p) is
the thermal conductivity coefficient which has the following analytical form











with d = 50. Four different modes of this random field are depicted in Figure 6.5.
In this examples, we derive a variational form of the problem, following the discussion in section 6.3. It
is easy to verify that solving the variational form of the governing PDE in 6.31 is equivalent to solving the
following minimization problem
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Figure 6.2: A comparison between the DNN and MC-FE results for the mean and standard deviation of u at














)2) − f u] dx dy, p ∈ [0, 1]d
s.t. u(−1, y, p) = 0, u(1, y, p) = 0, u(x,−1, p) = 0, u(x, 1, p) = 0,
(6.33)
and following a hard assignment of constraints, we force the deep neural network solution to take the following
form
u(x, y, p; θ) = (1 − x2)(1 − y2)uDNN(x, y, p; θ). (6.34)
Solution statistics over the spatial domain are represented in Figure 6.6 and are compared with the MC-FE
results. These Figures suggest good agreement between the deep neural network and finite element results,
showing the accuracy of the proposed method. Additionally, Figure 6.7 represents a comparison between the
DNN and MC-FE results for probability density function of u(x = 0, y = 0) and u(x = 0.5, y = 0.5). For the
FE solver, quadratic elements are used with a maximum mesh edge length of 0.005, which resulted in a total
of 7473 nodes. Also, a total of 104 MC samples are used. For the DNN solution, training is performed for
1.6 × 105 iterations.
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Figure 6.3: A comparison between the DNN and MC-FE results for the mean and standard deviation of u at
(a) x = 0.5, (b) t = 0.5, and (c) t = 1. The diffusion coefficient is represented by Equation 6.30.
6.4.3 Steady heat equation with random thermal conductivity on a domain with a
hole
In this example, we consider the steady heat conduction problem defined by Equation 6.31 on a 2-D plate
with a hole in the middle. The heat generated inside the spatial domain is assumed to be constant and equal
to 2. d is set to 30. The thermal conductivity field k(x, y, p) has the same analytical form represented by
Equation 6.32, and the same zero Dirichlet boundary conditions are considered. The geometry of the 2-D
plate with three realizations of the thermal conductivity field is depicted in Figure 6.8.
Similar to the previous example, we consider a variational form of the problem, represented by Equation
6.33. Since the boundaries are rather irregular, soft assignment of constraints are considered in this example,
where a penalty term is added to the loss function to account for boundary conditions, with a relatively large
value for its weight, λ2 = 1000.
Figure 6.9 shows the good agreement between the DNN and MC-FE results for the statistics of the
solution. Figure 6.10 also depicts the probability density functions of the response at two specific locations,
specifically u(x = −0.6, y = 0) and u(x = −0.6, y = −0.6), are compared. It can be seen that the DNN is
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(a) (b)
Figure 6.4: A comparison between the DNN and MC-FE results for the PDF of u at (t,x)=(1,0.5). The
diffusion coefficient is represented by (a) Equation 6.29, and (b) Equation 6.30.
able to accurately approximate the probabilistic response. For the MC-FE calculation, quadratic elements are
used with a maximum mesh edge length of 0.002, which resulted in a total of 42972 nodes, together with a
total of 104 MC samples. The DNN solution is also trained for 1.6 × 105 iterations.
6.4.4 Discussion
Numerical results suggest that the performance of the proposed deep learning solution approach is
promising, and both the strong and variational solution methods are capable of providing accurate solutions
to these PDEs. Figure 6.11 shows the DNN learning curves for each numerical example. The MC-FE and
DNN computational time for each numerical example is also reported in Table 6.1.
Table 6.1: A comparison between the MC-FE and DNN computational time for each numerical example.
The reported computational time is in minutes.
Example Example 1.1 Example 1.2 Example 2 Example 3
MC-FE time 402 387 80 471
DNN time 545 698 99 76
It is observed that although the MC-FE and DNN computational time is comparable, the MC-FE compu-
tational time is generally less than the DNN computational time. It should be noted that Table 6.1 is provided
just to present an estimate on the DNN computational time, and not for the sake of comparison with the
MC-FE time. The exact cost comparison between the MC-FE and DNN methods depends on many factors
including error analysis and convergence criteria, and even on coding efforts involved in developing a DNN
code. Additionally, for the DNN results presented in this chapter, the network architecture and training hy-
perparameters are not optimized. Instead, a reasonable selection of architecture and training hyperparameters
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Figure 6.5: Four different modes of the random field represented by Equation 6.32. The decay term is not
considered.
was used. The scope of this chapter is to evaluate the capability and accuracy of our proposed deep learning
approach for solving high-dimensional random PDEs, and a fair comparison between the computational time
of the two methods requires a separate systematic study, which is not in the scope of this chapter.
Although the computational time for the two methods are comparable, it should also be noted that the
proposed method at its current form is not expected to dominate the best of classical numerical methods for
solving random PDEs. These latter methods have been advanced over the past few decades and are optimized
towards the computational efficiency and robustness requirement in the practice. The aim of this study is to
show that DNNs can be used to solve random PDEs accurately while offering important advantages. The
simplicity in implementation of the proposed method facilitates researchers from a wide range of scientific
domains to develop, test, and analyze their ideas. In a broader context, alongside the expanding applications of
machine learning methods in computational physics, we believe that our work offers an advantageous synergy
between these two domains and in turn the potential to advance both fields, which is timely considering
the advances in deep learning technology, in terms of infrastructural, methodological, and algorithmic
developments.
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Figure 6.6: A comparison between the DNN and MC-FE results; (a) mean response; (b) mean and standard
deviation of u at y = 0; (c) mean and standard deviation of u at x = −0.5.
6.5 Concluding Remarks
We presented a new solution approach for high-dimensional random PDEs using deep residual networks
that are trained iteratively using variants of the mini-batch gradient descent algorithm. The proposed approach
is entirely unsupervised and no other PDE numerical solver is ever called in the solution process. It is also
mesh-free over the entire spatial and temporal domains, and uses no collocation points in the stochastic
space. This removes the scalability issues that collocation-based methods are experiencing with increasing
number of dimensions in the stochastic space. The method can handle irregular computational domains as
well. The approximate random PDE solution is computed in such a way that it will satisfy the differential
operator, in strong or variational forms. In the strong form, the deep neural network parameters are trained
by minimizing the squared residuals over the entire computational domain. In the variational form, a loss
function is derived in such a way that its minimization is equivalent to solving the variational form of the PDE.
Deep neural network parameters are then tuned by minimizing the obtained lower-order loss function. Also,
the initial and boundary conditions are imposed in two different forms. In hard assignment of constraints,
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(a) (b)
Figure 6.7: A comparison between the deep neural network and finite element results for the PDF of u at (a)
(x, y) = (0, 0), (b) (a) (x, y) = (0.5, 0.5).
Figure 6.8: Geometry of the 2D plate with a hole, with three realizations of the thermal conductivity field
represented by Equation 6.32. Radius of the hole is 0.3.
these conditions are inherently satisfied by enforcing the analytical form of the solution to always satisfy the
initial and boundary conditions. In the soft assignment of constraints, the initial and boundary conditions
are satisfied in a weak scene by adding related penalty terms to the loss function. The application of these
proposed methods is demonstrated on diffusion and heat conduction problems where the numerical results
are compared with the solution obtained by finite element and Monte Carlo solutions.
The advantages of using the proposed approach for solving random PDEs include: (1) The solution
to random differential equations has a closed analytical form and is infinitely differentiable with respect to
all temporal, spatial, and stochastic variables and therefore can be easily used in a variety of subsequent
calculations (e.g. sensitivity analysis); (2) The proposed algorithms are very-well suited to be executed
in parallel on Graphical Processing Units (GPUs) to speed up the computations; (3) In soft treatment of
constraints, the loss function is rather straightforward to formulate, and minimal problem-dependent setup is
required before computations; (4) The method is general and can be utilized for a variety of random PDEs;
(5) The solution is valid over the entire computational domain and eliminates the need for interpolation.
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Figure 6.9: A comparison between the DNN and MC-FE results; (a) mean response; (b) mean and standard
deviation of u at y = 0; (c) mean and standard deviation of u at x = −0.5. The thermal conductivity field is
represented by Equation 6.32.
While the proposed approach offers important advantageous, it is not free of limitations in its current form.
Firstly, we have limited understanding about the DNN parameter space, and in training of DNN solutions,
we might face issues with local minima and saddle points. Secondly, the computational burden of the
strong approach is still significant compared to conventional methods, mainly due to the saturation problem.
Although the use of ReLU activations can alleviate the saturation issue in deep neural networks, we are limited
in using these activations in the strong approach as second- and higher-order derivatives of ReLUs are zero
almost everywhere. Another alternative for alleviating the saturation issue is to use batch-normalization. In
our training trials we have adopted the widely used batch-normalization technique (mainly for classification
tasks) introduced by Ioffe and Szegedy [2015]. However, we observed that use of this algorithmwill introduce
some bias in DNN solution when compared to MC-FE results (and the final results reported in this study are
obtained with no batch-normalization). Other batch-normalization techniques may be adopted to investigate
the performance of batch-normalization in accelerating the computations.
While the numerical results presented in this chapter provide sufficient evidence that use of deep neural
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(a) (b)
Figure 6.10: A comparison between the deep neural network and finite element results for the PDF of u at (a)
(x, y) = (−0.6, 0), (b) (a) (x, y) = (−0.6,−0.6).
networks is promising for solving high-dimensional random PDEs and offers important advantages, it is still
necessary to further investigate the success of deep neural networks in solving more challenging problems,
such as high-dimensional time-dependent random PDEs with highly oscillatory or non-monotonic solutions.
The following extensions to this work can be addressed in future studies: (1) numerically validate and study
the applicability of the proposed method on PDEs with a wider variety of forms, (2) generalizing the method
for systems of random PDEs; (3) investigating other efficient techniques for enforcing initial and boundary
conditions, e.g. by using Lagrange multipliers, or by learning the functions C and G in Equation 6.5; and
(4) investigating optimal sampling strategies in order to improve the rate of convergence. The research study
presented in this chapter is based on the peer-reviewed published article Nabian and Meidani [2019].
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Networks for Inverse Uncertainty
Quantification
7.1 Introduction
In many engineering systems, there exists a set of parameters of interest that cannot be directly measured,
and instead, one has to use indirect observations to estimate these parameters. This is usually performed
using the Bayes’ theorem. Examples include estimating the parameters of a low-fidelity turbulence model,
given direct or simulated measurements from a flow field, or estimating the reaction rate coefficients using
measurements from the mass of components in a chemical reaction.
Consider a parameter estimation problem for parameters p ∈ Rnp via Bayesian inference. Using the
Bayes’ theorem, the posterior density of parameters are obtained as follows
π (p|d) =
π (p) π (d|p)∫
π (p) π (d|p) dp
, (7.1)
where d ∈ Rnd is the set of observations, π (p|d) is the posterior density of parameters, π (p) specifies the
prior density over the parameters, and π (d|p) is the likelihood function, which is built based on a deterministic
forward model f and a statistical model for the modeling error and measurement noise. Here we assume a
zero modeling error and a zero-mean additive measurement noise, that is,
d = f (p) + ε, (7.2)
where ε ∼ πε (ε). Therefore, the likelihood function can be represented as
π (d|p) = πε ( f (p) − d) . (7.3)
Computing the posterior distribution in Equation 7.1 analytically often requires calculating intractable inte-
grals. Alternatively, sampling-basedmethods, such asMarkov ChainMonte Carlo (MCMC)methods [Brooks
et al., 2011; Gelfand and Smith, 1990; Tierney, 1994; Besag et al., 1995; Chen et al., 2012; Haario et al.,
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2006; Dunson and Johndrow, 2020; Robert and Changye, 2020] may be used, where we use Markov chains
to simulate samples for estimating the posterior distribution π (p|d).
In many parameter estimation problems in engineering, the forward model f consists of solving a PDE.
Take, as an example, estimating the heat conductivity of an iron rode by measuring the temperature at different
parts of the rode at different times, for which the forward model is a transient heat conduction solver. In
this case, computing the forward model f in an MCMC simulation can be computationally expensive or
even intractable, as usually MCMC samplers require thousands of millions of iterations to provide converged
posterior distributions, and the model f needs to be computed at each and every of these iterations. To
alleviate this computational limitation, metamodels can serve as an approximation of the forward model.
A variety of metamodels have been used in the literature to accelerate MCMC, including but not limited
to, polynomial chaos expansions (e.g., [Marzouk et al., 2007; Li and Marzouk, 2014; Conrad et al., 2018]),
Gaussian process regression (e.g., [Overstall andWoods, 2013; Fielding et al., 2011; Rasmussen et al., 2003]),
radial basis functions (e.g., [Bliznyuk et al., 2008]), data-driven deep neural networks (e.g., [Yan and Zhou,
2019]), and physics-informed neural networks [Deveney et al., 2019].
In the previous chapter, we introduced Physics-Informed Neural Networks for Uncertainty Quantification
(PINN-UQ), which are the uncertainty-aware variant of the PINNs, and are used to effectively solve random
PDEs. In this chapter, we introduce a novel adaptive method (called APINN hereinafter) for efficient MCMC
based on the PINN-UQ method. We specifically focus on a class of parameter estimation problems for which
computing the likelihood function requires solving a PDE. The proposed method consists of: (1) constructing
an offline PINN-UQ model as a global approximation to the forward model f ; and (2) refining this global
approximation model on the fly using samples from the MCMC sampler. We note that in Deveney et al.
[2019], the authors have recently used offline PINNs as a surrogate to accelerate MCMC. However, it is
commonly known that in Bayesian inference, the posterior distribution is usually concentrated on a small
portion of the prior support [Li and Marzouk, 2014]. Therefore, constructing an accurate global approximate
model for f can be computationally challenging, especially for highly-nonlinear systems. On the other hand,
as will be shown in the subsequent sections, the proposed APINN-MCMC method constantly refines this
global approximation model on the fly, and also guarantees that the approximation error is always less than a
user-defined residual error threshold.
The remainder of this chapter is organized as follows. An introduction to the Metropolis-Hastings
Algorithm, a popular variant of MCMC, is given in section 7.2. Next, in section 7.3, we describe the proposed
APINN-MCMC method in detail. Section 7.4 demonstrates the performance of the proposed method in
solving a parameter estimation problem for a system governed by the Poisson equation. Finally, the last
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section concludes the chapter.
7.2 Metropolis-Hastings for Parameter Estimation
In this study, without loss of generality, we focus on the Metropolis-Hastings (MH) algorithm [Metropolis
et al., 1953; Hastings, 1970], which is the most popular variant of the MCMCmethods [Andrieu et al., 2003].
Metropolis algorithm is selected among the "10 algorithms with the greatest influence on the development and
practice of science and engineering in the 20th century" by the IEEE’s Computing in Science & Engineering
Magazine [Dongarra and Sullivan, 2000]. In Metropolis-Hastings algorithm, we construct a Markov chain
for which, after a sufficiently large number of iterations, its stationary distribution converges almost surely to
the posterior density π (p|d), and the states of the chain are then realizations from the parameters p according
to the posterior distribution.
Let q(z∗ |zk−1) be a proposal distribution that generates a random candidate z∗ when the state of the chain





π(z∗)π (d|z∗) q(zk−1 |z∗)
π(zi)π (d|zi) q(z∗ |zk−1)
}
. (7.4)
Upon acceptance, the state of the chain transits to the accepted state z∗, or otherwise, remains unchanged.
Theoretical convergence of the chain’s stationary distribution to the posterior density π (p|d) is independent
of the choice of proposal distribution q, and therefore, various options are possible. Among those, Gaussian
or normal distribution seems to be the most commonly used proposal in the literature. The term π (d|z∗)
represents the likelihood of observations given the candidate state z∗, and usually consists of solving a forward
model f . In this chapter, we consider a class of problems for which this forward model is in the form of a
PDE solver. Details of the Metropolis-Hastings sampler is summarized in Algorithm 4.
InMetropolis-hastings, we usually consider a user-defined burn-in period tb , for which the first tb accepted
samples are discarded in order to ensure that the remaining accepted samples are generated from the stationary
distribution of the chain. Moreover, in order to prevent underflow, we usually compute the log-likelihood
function instead of the likelihood function itself, and modify the steps in Algorithm 4 accordingly.
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Algorithm 4 Standard Metropolis-Hastings
1: Collect the measurements at xm = {x1, · · · , xnm }.
2: Choose initial state z1 and total number of samples N .
3: Choose a proposal distribution q(·).
4: for k = 1 : N − 1 do
5: Draw proposal z∗ ∼ q(·|zk).
6: Compute the system response u(x, z∗) ∀x ∈ xm.
7: Calculate the likelihood function π (d|z∗).




π(zk )π(d |zk )q(z∗ |zk )
}
.
9: Draw ru ∼ Uniform (0, 1).
10: if ru < α then
11: zk+1 = z∗.
12: else
13: zk+1 = zk .
14: end if
15: k = k + 1
16: end for
7.3 Adaptive Physics-Informed Neural Networks (APINNs) for
Markov Chain Monte Carlo
In this study, we propose to use PINN-UQ as an approximation to the forward model f , which consists of
solving a PDE (or a system of PDEs) characterized by uncertain parameters. In approximating the forward
model f , we ideally want to have control over the approximation error to make sure the ultimate posterior
density results are reliable. Therefore, we need to train a PINN-UQ as a representative of the forward model f
such that, for each point in the coupled spatial, temporal, and stochastic spaces, the residual error is less than a
user-defined threshold εt . However, in Bayesian inference, it is commonly known that the posterior density can
reside on a small fraction of the prior support, and therefore, training a sufficiently accurate PINN-UQ over the
entire prior support can be inefficient and challenging, and more importantly unnecessary, as implemented in
Deveney et al. [2019]. In this work, we introduce the Adaptive Physics-Informed Neural Networks (APINNs),
which are PINN-UQ models that are adaptively refined to meet an error threshold as required. Instead of
training a sufficiently-accurate PINN-UQ over the entire prior support such that the residual error is less than
the required threshold εt , in APINNs, we relax this requirement, and train a PINN-UQ with only a viable
accuracy. Next, we run our MH sampler, and for each parameter candidate z∗, we take a few training iterations
in order to reduce the residual error to meet the threshold εt , only for that candidate realization.
In adaptively refining the global PINN-UQ as MCMC runs, there are two extremes that can be considered
for updating the PINN-UQ model parameters. One extreme is to discard all changes to the model parameters
of the PINN-UQ; the changes are only made to ensure the residual error is less than εt at z∗, and are then
discarded, meaning that the model parameters are restored to that of the offline PINN-UQ. The second extreme
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is to constantly update and keep the changes to the model parameters as the MCMC sampler proceeds. There
are downsides to both of these approaches. The first approach is inefficient, as none of the computational
effort in online training is reflected in the global model. In the second approach, excessive local refinement of
the APINN can adversely affect the global accuracy of the APINN. In this study, we take a different approach.
At each candidate z∗, we refine the model parameters as needed, but only keep the parameter update for the
first iteration. This means that we start the training of our global approximating model using samples draw
from the prior distribution of parameters (offline phase), but later we refine this global approximation model
using samples drawn from the posterior distribution (online phase).
Figure 7.1 represents a schematic of the parameter update rule in the APINNs for MCMC. The stochastic
space is depicted on the bottom, with the contour map showing the posterior distribution. On the top, the
APINN model parameter space is depicted for two consecutive and different realizations of the stochastic
space, with the contour map showing the expected value of the local approximation loss over the physical
domain. For the candidate z∗ at iteration i, four training steps are taken to ensure that the average residual
error of the local approximating model (over the physical domain for the specific value of z∗ at iteration i)
is less than the threshold εt . After the refined solution is computed, as shown by the solid arrow, only the
first training step is saved (that is, the APINN model parameters are set to θs1, θ
s
2), and the rest are discarded
(dashed arrows). For the new candidate z∗ at iteration i + 1, two training steps are taken to refine the APINN
model parameters and satisfy the residual error threshold εt , starting from the parameters values after the
first training iteration of the previous round of refinements (i.e., θs1, θ
s
2). Again, after the refined solution is
computed, only the first training step is saved (solid arrow), and the second one is discarded (dashed arrow).
Algorithm 5 summarizes the steps for the proposed APINN method, based on the MH variant of MCMC.
For brevity, J̃(θ) represents the loss function regardless of hard or soft assignment of constraints. The
algorithm consists of two parts of offline and online training. The line numbers that are represented in
boldface denote the steps that are recommended to be executed on GPU for computational efficiency.
7.4 Numerical Example
In this section, we numerically demonstrate the performance of the proposed APINN method in solving a
parameter estimation problem for a system governed by the Poisson equation. Throughout this example, DNN
training is performed using TensorFlow [Abadi et al., 2016] on a NVIDIA Tesla P100-PCIE-16GB GPU. The
Adam optimization algorithm [Kingma and Ba, 2014] is used to find the optimal neural network parameters,
with the learning rate, β1 and β2 set to 0.0001, 0.9, and 0.999, respectively.
Let us consider a system governed by the following Poisson equation
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Figure 7.1: A schematic of the parameter update rule in the APINNs for MCMC. The stochastic space is
depicted on the bottom, with the contour map showing the posterior distribution. On the top, the APINN
model parameter space is depicted for two consecutive and different realizations of the stochastic space, with
the contour map showing the expected value of the APINN loss over the physical domain. For the candidate
z∗ at iteration i, four training steps are taken to ensure that the average residual error of APINN (over the
physical domain for the specific value of z∗ at iteration i) is less than the threshold εt . After the refined
APINN solution is computed, as shown by the solid arrow, only the first training step is saved (that is, the
APINN model parameters set to θs1, θ
s
2), and the rest are discarded (dashed arrows). For the new candidate z
∗
at iteration i + 1, two training steps are taken to refine the APINN model parameters and satisfy the residual
error threshold εt , starting from the parameters values after the first training iteration of the previous round of
refinements (i.e., θs1, θ
s
2). Again, after the refined APINN solution is computed, only the first training step is










u(0, y, c1, c2) = 0, u(x, 0, c1, c2) = 0, u(1, y, c1, c2) = 0, u(x, 1, c1, c2) = 0, (7.5)
where u denotes the system response, x ∈ [0, 1], y ∈ [0, 1] are the spatial coordinates, and c1 ∈ [10, 100],
c2 ∈ [0.1, 4] are the system parameters to be estimated. Figure 7.2 shows four realizations of the system
response u for different choices of c1 and c2 values.
We generate synthetic measurements as follows: (1) We set c1 and c2, respectively, to 15.0 and 1.4,
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Algorithm 5 APINNs for Metropolis-Hastings
1: Generate an offline PINN-UQ approximate model for f using Algorithm 3.
2: Collect the measurements at xm = {x1, · · · , xnm }.
3: Choose initial state z1 and total number of samples N , and the surrogate error tolerance εt .
4: Choose a proposal distribution q(·).
5: for k = 1 : N − 1 do
6: Draw proposal z∗ ∼ q(·|zk).
7: Compute the system response ũ(x, z∗; θ(i)) ∀x ∈ xm.
8: if any {ũ(x, z∗)}∀x∈xm > εt then




j=1, sampled uniformly from D, and
from Rnp according to π (p) (and { x̄(i)j }
n
j=1 uniformly from ∂D, in soft
assignment of constraints).
10: Take a descent step θ(i+1) = θ(i) − η(i)∇θ J̃(i); i = i + 1; c = 0.
11: Compute the system response ũ(x, z∗; θ(i)) ∀x ∈ xm.
12: while any {ũ(x, z∗; θ(i+c))}∀x∈xm > εt do




j=1, sampled uniformly from D,
and from Rnp according to π (p) (and { x̄(i)j }
n
j=1 uniformly from ∂D, in
soft assignment of constraints).
14: Take a descent step θ(i+c+1) = θ(i+c) − η(i+c)∇θ J̃(i+c); c = c + 1.
15: Compute the system response ũ(x, z∗; θ(i+c)) ∀x ∈ xm.
16: end while
17: end if
18: Calculate the likelihood function π (d|z∗).




π(zk )π(d |zk )q(z∗ |zk )
}
.
20: Draw ru ∼ Uniform (0, 1).
21: if ru < α then
22: zk+1 = z∗.
23: else
24: zk+1 = zk .
25: end if
26: end for
and, using the Finite Difference method, we compute the system response at 81 sensor locations uniformly
distributed across the spatial domain, as shown in Figure 7.3; and (2) we add a zero-mean normally-distributed
noise, with a standard deviation of 6% of the 2-norm of system response at sensor locations. Note that, from
this point forward, we assume we only have access to the noisy measurements at sensor locations, and the
true value of the parameters c1 and c2 is assumed unknown.
To solve this parameter estimation problem, we run three separate MH samplers: (1) MH-FD, for which
the likelihood function is computed using the Finite Difference method; (2) MH-PINN-UQ, for which the
likelihood function is computed using an offline PINN-UQ (introduced in Chapter 6); and (3) MH-APINN,
for which the likelihood function is computed using the proposed APINN. We assume a uniform prior for
parameters c1 and c2. A normal distribution is selected as the proposal distribution, with a covariance of
([3.2, 0], [0, 0.006]). The initial state is set to 45 and 1.95 for c1 and c2, respectively, and the samplers are run
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Figure 7.2: Four different realizations of the system response defined in Equation 7.5.
for 50,000 iterations, with burn-in period set to 1,000.
Figures 7.4, 7.5 show the results for the estimated marginal and joint posterior distributions for parameters
c1 and c2, using the MH-FD, MH-PINN-UQ, andMH-APINN (with εt set to 0.025) methods. The acceptance
rate for MH-FD, MH-PINN-UQ, and MH-APINN samplers are, respectively, 25.20%, 26.82%, and 25.43%.
From these two figures, it is evident that unlike the MH-PINN-UQ results, the MH-APINN results are
in good agreement with those of MH-FD. Moreover, Table 7.1 shows the execution time for the MH-FD,
MH-PINN-UQ, and MH-APINN methods.
Table 7.1: Execution time for theMH-FD,MH-PINN-UQ, andMH-APINNmethods, for solving the parameter
estimation problem defined in Equation 7.5.
Sampling method MH-FD MH-PINN-UQ MH-APINN
Execution time (minutes) 1,507 35 43
As stated earlier, the posterior distribution is usually concentrated on a small portion of prior distribution,
and thus, it is natural to train a approximate model to f that is fine-tuned in a region where posterior resides.
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Figure 7.3: System response (Equation 7.5) with c1 and c2 set to 15.0 and 1.4, respectively, and the location
of measurement sensors.
(a) (b)
Figure 7.4: Estimated posterior distributions: (a) marginal distribution for c1; (b) marginal distribution for




Figure 7.5: Estimated joint posterior distributions: (a) a comparison between MH-FD (shaded area) and
MH-PINN (dashed line) results; (b) a comparison between MH-FD (shaded area) and MH-APINN (solid
line) results.
To verify this, Figure 7.6 is depicted, showing the posterior distribution of parameters c1 and c2 in only a
quarter of the prior support. The cross symbol represents the initial state of our MH samplers.
Figure 7.7 shows the cumulative number of online surrogate refinement versus the number ofMH iterations,
for three refinement options: (a) local surrogate is refined but none of these refinements are reflected in the
global surrogate; (b) local surrogate is refined and all of these refinements are reflected in the global surrogate;
and (c) local surrogate is refined and only the first iteration of model parameter update is reflected in the global
surrogate, as implemented in the APINN algorithm. The slope of this cure represents the rate for which the
surrogate is refined. Evidently, for APINN, the slope of the curve for the initial iterations of the MH sampler
is relatively high, and gradually decreases as the surrogate is refined based on the samples collected from the
posterior distribution.
For each of the three refinement options for the global surrogate, Figure 7.8 depicts the MH samples for
which a local surrogate refinement is executed. The total number of MH samples for which a local refinement
is executed is 49,902, 7,970, and 5,347, respectively, for the three outlined options. The total number of
training iterations for local refinements is 4,976,715, 46,690, and 37,847, respectively, for the three options.
It is evident that the proposed online training for APINNs shows superior performance in terms of efficiency
compared to the other two online training options, based on the total number of refinements and the total
number of refinement iterations.
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Figure 7.6: Posterior distribution of parameters c1 and c2 in a quarter of support of the prior distribution. The
cross symbol represents the initial state of our MH samplers.
7.5 Concluding Remarks
In many parameter estimation problems in engineering systems, the forward model f consists of solving
a PDE. In this case, computing the forward model f in an MCMC simulation can be computationally
expensive or even intractable, as usually MCMC samplers require thousands of millions of iterations to
provide converged posterior distributions, and the model f needs to be computed at each and every of these
iterations. Constructing a global approximating surrogate over the entire prior support it computationally
inefficient as the posterior density can reside only on a small fraction of the prior support. To alleviate this
computational limitation, we presented a novel adaptive method, called APINN, for efficient MCMC-based
parameter estimation. The proposed method consists of: (1) constructing an offline surrogate model as an
approximation to the forward model f ; and (2) refining this approximate model on the fly using the MCMC
samples generated from the posterior distribution. An important feature of the proposed APINN method is
that for each likelihood evaluation, it can always bound the approximation error to be less than a user-defined
residual error threshold to ensure the accuracy of the posterior estimation. The promising performance of the
proposed APINN method for MCMC was illustrated through a parameter estimation example for a system
governed by the Poisson equation. Moreover, the efficiency of the APINN online refinement scheme was
illustrated in comparison with two other competing schemes. The research study presented in this chapter is





Figure 7.7: the accumulated number of online surrogate refinement versus the number of MH iterations, for
three refinement options: (a) local surrogate is refined but none of these refinements are reflected in the global
surrogate; (b) local surrogate is refined and all of these refinements are reflected in the global surrogate; and
(c) local surrogate is refined and only the first iteration of model parameter update is reflected in the global





Figure 7.8: The MH samples for which a local surrogate refinement is executed, for three different refinement
options: (a) local surrogate is refined but none of these refinements are reflected in the global surrogate;
(b) local surrogate is refined and all of these refinements are reflected in the global surrogate; and (c) local
surrogate is refined and only the first iteration of model parameter update is reflected in the global surrogate,




In this chapter, we first showcase a summary of the research contributions presented in this dissertation.
Next, we describe three future research directions in the area of scientific deep learning: (1) deep learning for
accelerated pressure projection in Navier-Stokes simulation; (2) variational physics-informed neural networks;
and (3) adaptive physics-informed neural networks for efficient gradient-based design optimization.
8.1 Research Contributions
The overarching objective of this dissertation was to contribute to the promotion of computational analysis,
design, and control of engineering systems by developing novel deep learning solutions that are particularly
tailored for these systems and can account for various uncertainties in their behaviors. In moving toward this
objective, a number of research studies were presented, summarized as follows:
8.1.1 Deep learning for efficient reliability analysis of transportation networks
In this study, an application of supervised deep learning in metamodeling for seismic reliability analysis
of transportation networks was presented. After an extreme natural disaster, transportation networks are
required to maintain connectivity and a certain capacity between critical origin-destination pairs to enable
acceptablemobility conditions for people and goodswithout causing undue congestion. Reliability analyses of
transportation networks, then, are needed to help decision-makers optimally plan and manage these networks.
However, such analyses are often slow to conclude and sometimes computationally intractable. To this
end, a general framework to accelerate the completion of uncertainty-aware seismic reliability analyses was
presented. This is achieved by constructing metamodels based on deep neural networks, and it is numerically
validated that the framework is able to accelerate the reliability analyses by four orders ofmagnitude, compared
to the predominant approaches. Such remarkable acceleration greatly facilitates sensitivity analysis and other
planning procedures for large transportation networks. Using a Northern California network consisting of
more than 100 bridges, it was demonstrated how thesemetamodels can significantly speed-up the computations
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needed for maintenance planning. The proposed deep-learning-based framework is easily generalizable for
use in reliability analyses of other infrastructure networks such as water, gas, or power distribution networks.
8.1.2 Physics-driven regularization of deep neural networks
Many science and engineering problems require repetitive simulation runs of a model with different input
values. Examples include design optimization, model calibration, and sensitivity analysis. However, in
many real-world problems, obtaining a reliable outcome requires large numbers of these solves, which can
be prohibitive given the available resources. One way to alleviate this burden is to construct approximate
metamodels that mimic the solution behavior for these systems. Deep neural networks are among the most
powerful tools that can be used effectively for the construction of these metamodels. However, deep neural
networks suffer from two shortcomings: they are not physically interpretable, and are prone to overfitting. To
address these two shortcomings, a method for semi-supervised training of deep neural networks for systems
that are subject to known governing laws was presented. The proposed method makes use of the available
prior knowledge about the governing laws by systematically penalizing any violation of the metamodel form
these laws. This method effectively prevents overfitting and results in significantly smaller modeling errors
compared to the other state of the practice training methods. Moreover, models trained using the proposed
method are physically interpretable, as opposed to the ones that are trained using the state of the practice
training methods.
8.1.3 Efficient training of physics-informed neural networks via importance
sampling
Training of PINNs usually involves solving a non-convex optimization problem using variants of the
stochastic gradient descent method, with the gradient of the loss function approximated on a batch of
collocation points, selected randomly in each iteration according to a uniform distribution. Despite the
success of PINNs in accurately solving a wide variety of partial differential equations, the method still
requires improvements in terms of computational efficiency. Our contribution in this study was twofold.
First, we borrowed some theoretical findings from the literature in order to propose an efficient approach
for accelerated training of PINNs based on importance sampling. This can be an important step toward
improving the computational efficiency of PINNs compared to their traditional numerical counterparts, i.e.
Finite Difference, Finite Element, and Finite Volume methods. Second, we showed how a piece-wise constant
approximation to the loss function, using nearest neighbor search or Voronoi tessellation, can be used to
approximate the proposal distribution to further improve the convergence behavior of PINNs training. The
111
proposed importance sampling approach is straightforward and can be easily applied to the existing PINN
codes by modifying only a few lines of the code. Furthermore, no new hyperparameters are introduced in
the proposed approach. We have numerically demonstrated the performance of our proposed importance
sampling training approach in solving two engineering problems, i.e. an elasticity problem on an irregular
plate, and a steady diffusion problem. The results provide sufficient evidence that the use of the proposed
importance sampling approach is promising for accelerating the convergence of PINN training, compared to
the predominant training approaches in the literature.
8.1.4 Physics-informed neural networks for forward uncertainty quantification
PDEs are among the most prevalent tools used in modeling various phenomena in nature, such as fluid
dynamics, traffic flow, and elasticity. Reliable analysis of these natural phenomena often requires taking
into account the many sources of inherent uncertainties in a system and quantifying their impact on the
system response. However, solving these high-dimensional random PDEs has been notoriously difficult
due to the curse of dimensionality. The predominant approaches for solving random PDEs remain to be
Monte Carlo, stochastic Galerkin, and stochastic collocation approaches, which still suffer from the curse of
dimensionality. To address these computational challenges, a new deep-learning-based method, called PINN-
UQ,was presented, that is capable of providing efficient and uncertainty-aware predictions of physical systems.
These networks are a new class of deep neural networks that are uncertainty-aware and physics-informed, i.e.,
are trained to satisfy the governing laws of physics described in the form of PDEs in the presence of uncertainty.
Training of PINN-UQ involves solving a non-convex optimization problem on Graphical Processing Units
(GPUs) using automatic differentiation and variants of the SGD method. The proposed method, unlike
the traditional methods, does not suffer from the curse of dimensionality, and therefore, facilitates accurate
analysis and response prediction of complex engineering systems towards enhanced decision making. In
general, the proposed method could become a valuable approach for solving high-dimensional random PDEs,
which are important in engineering, physics, and even finance. In particular, many engineering fields deal with
random PDEs. Examples include aerodynamic design of vehicles and planes, free surface and environmental
flows, and traffic modeling.
8.1.5 Adaptive physics-informed neural networks for inverse uncertainty
quantification
In many parameter estimation problems in science and engineering, the forward model f consists of
solving a PDE. In this case, computing the forward model f in an MCMC simulation can be computationally
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expensive or even intractable, as usuallyMCMC samplers require thousands ofmillions of iterations to provide
converged posterior distributions, and the model f needs to be computed at each and every of these iterations.
To alleviate this computational limitation, we presented e a novel adaptive method, called APINN, for efficient
MCMC. The proposed method consists of: (1) constructing an offline PINN-UQ model as an approximation
to the forward model f ; and (2) refining this approximate model on the fly using samples from the MCMC
sampler. We discussed that in Bayesian inference, the posterior distribution is usually concentrated on a
small portion of the prior support, and therefore, constructing an accurate global approximate model for f
can be computationally challenging, especially for highly-nonlinear systems. On the other hand, the proposed
APINN method constantly refines this global approximating model on the fly and guarantees that the local
approximation error is always less than a user-defined residual error threshold.
8.2 Future Research
8.2.1 Deep learning for accelerated pressure projection in Navier-Stokes simulation
The dynamics of a variety of physical phenomena are governed by the incompressible Navier-Stokes
equations, which are a set of coupled nonlinear PDEs representing the conservation of mass and momentum.
There are two predominant approaches used for the simulation of the Navier-Stokes Equations; the Eulerian
approach that approximates the physical quantities on a fixed grid [Foster and Metaxas, 1996; Chung, 2010],
and the Lagrangian approach that approximates continuous quantities using discretemoving particles [Gingold
and Monaghan, 1977; Nabian, 2015]. In the Eulerian approach, the most computationally-expensive module
is the “pressure projection” step, which consists of solving the discrete form of a Poisson equation. Popular
numerical solvers used for the pressure projection are the traditional convex optimization techniques, such as
the Preconditioned Conjugate Gradient (PCG) algorithm [Shewchuk et al., 1994] or the stationary iterative
methods [Young, 2014], like the Jacobi [Rutishauser, 1966] or Gauss-Seidel [Yoon and Jameson, 1988].
However, performing this pressure projection using these algorithms is still the computational bottleneck of the
Navier-Stokes simulation pipeline. One future research direction is to propose a deep learning metamodeling
approach for accelerating this linear projection. Two different methods can be considered. In the first method,
the pressure field is calculated by directly using the metamodel predictions. This method can potentially
accelerate fluid flow simulations. In the second method, the metamodel predictions can be used as an initial
guess for the conventional iterative solvers. This approach, compared to the first approach, will offer improved
simulation stability, but less computational time savings. Our proposed physics-driven regularization can be
used for semi-supervised training of these metamodels, with the supervised part minimizing the error between
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the training data and predictions, and the unsupervised part minimizing the divergence of the predictions from
(the discrete or continuous form of) the governing laws.
8.2.2 Variational physics-informed neural networks
In Section 6.3, we noted that when the differential operatorL in Equation 6.1 consists of second or higher-
order derivatives, computing a DNN solution can sometimes be computationally expensive or inefficient, and
could potentially lead to ill-conditioned Hessians [Saarinen et al., 1993]. To address this issue, we proposed
a solution method based on the variational form of the differential equation. However, the variational form
we considered was in the form of an energy functional, which is sometimes difficult to derive. Alternatively,
one can consider computing a DNN solution for the weak form of the Equation 6.1, as in the Finite Element
Method. Obtaining this weak form is usually easier than the energy functional form. However, it is not
straightforward how to deal with the test function. One approach can be to formulate a loss function that
is averaged over many piece-wise constant/linear test functions. However, computing this loss function and
its derivative can be computationally very expensive as it may consist of too many terms in the case of
high-resolution/high-dimensional problems. Another approach can be to formulate a loss function that is
averaged over a small randomly-selected subset of the possible test functions at each iteration, similar in spirit
to the SGD. Although this might delay convergence, computation of the loss function and its derivative can
be significantly more tractable compared to the first approach.
8.2.3 Adaptive physics-informed neural networks for efficient gradient-based
design optimization
Gradient-based design optimization is among the predominant methods for design optimization in science
and engineering. This iterative method requires performing a large number of simulations, often computa-
tionally very expensive. Similar to what we discussed in Chapter 7, most of the design space exploration is
usually concentrated on a small portion of the initial design space, and therefore, relying only on a global ap-
proximating model will adversely affect the efficiency/accuracy of the computations. The proposed adaptive
physics-informed neural networks seem to be a viable approach to improve the efficiency of gradient-based
design optimization. Similar to the APINN algorithm presented in Chapter 7, we can start by training an
offline PINN that takes realizations from the spatial/temporal coordinates together with realizations from the
design variables as the input, and computes the QoI. Next, as we explore the design space, we can continuously
refine our local approximating model to ensure the approximations are within a predefined error threshold,
and also refine the global approximating model on the fly to improve the overall efficiency of computations.
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