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Resumo
Neste trabalho, baseados em Bobkov, Chistyakov e Go¨tze [4], estudamos a convergeˆncia
em entropia relativa de somas normalizadas de varia´veis aleato´rias independentes e
identicamente distribu´ıdas para uma varia´vel aleato´ria esta´vel na˜o-extremal, sob a
hipo´tese de convergeˆncia fraca.




In this work, based on Bobkov, Chistyakov and Go¨tze [4], we study the convergence
in relative entropy of normalized sums of independent identically distributed random
variables to a non-extremal stable law, under the hypothesis of weak convergence.
Keywords: Entropy. Relative entropy. Central limit theorem. Stable laws.
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Introduc¸a˜o
As distribuic¸o˜es esta´veis sa˜o as u´nicas poss´ıveis distribuic¸o˜es limites de somas
normalizadas de varia´veis aleato´rias independentes e identicamente distribu´ıdas. Espe-
cificamente, uma varia´vel aleato´ria Z e´ esta´vel se, e somente se, existem uma sequeˆncia
de varia´veis aleato´rias {Xn}n≥1 independentes e identicamente distribu´ıdas (i.i.d.), com
func¸a˜o de distribuic¸a˜o comum F , e sequeˆncias de constantes reais {an}n≥1 e {bn}n≥1,
com bn > 0, tais que a seque¨ncia de somas parciais normalizadas (ou estabilizadas)
Zn =
X1 + . . .+Xn
bn
− an, n ≥ 1 (1)
converge em distribuic¸a˜o para Z, ou seja,
Zn
D→ Z. (2)
Neste caso, dizemos que a func¸a˜o de distribuic¸a˜o F esta´ no domı´nio de atrac¸a˜o da
func¸a˜o de distribuic¸a˜o de Z.
Dentre as distribuic¸o˜es esta´veis, a mais conhecida e´ a distribuic¸a˜o Normal, e o
Teorema do Limite Central, na sua versa˜o mais simples, garante que: se EX21 < +∞ e






nVarX1 e Z com distribuic¸a˜o
Normal padra˜o N(0, 1). No caso bn =
√
nVarX1, a condic¸a˜o EX
2
1 < +∞ tambe´m e´
uma condic¸a˜o necessa´ria para que uma func¸a˜o de distribuic¸a˜o F esteja no domı´nio de
atrac¸a˜o da distribuic¸a˜o Normal.
Nas u´ltimas de´cadas, as distribuic¸o˜es esta´veis distintas da Normal teˆm sido uma
alternativa para a modelagem de dados com variabilidade alta e cauda pesada, cole-
tados nas mais diversas a´reas, como por exemplo em economia, financ¸as, hidrologia,
telecomunicac¸o˜es, entre muitas outras. Isso porque as distribuic¸o˜es esta´veis na˜o nor-
mais possuem variaˆncia infinita e caudas (a` direita e a` esquerda) com decaimento
regularmente variante, ou seja, como uma func¸a˜o poteˆncia.
As taxas de decaimento das caudas das distribuic¸o˜es esta´veis dependem do ı´ndice
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de estabilidade α, 0 < α ≤ 2. Quanto menor for α, mais lento sera´ o decaimento e mais
pesadas sera˜o as caudas. Quando α = 2, temos a distribuic¸a˜o Normal, que e´ a u´nica
distribuic¸a˜o esta´vel com variaˆncia finita e caudas leves. Para 0 < α < 2, a variaˆncia
e´ infinita e as caudas da distribuic¸a˜o sa˜o pesadas, com taxas de decaimento tais que
quando x→∞,
P (X > x) ∼ Cα1 + β
2
σαx−α e P (X < −x) ∼ Cα1− β
2
σαx−α,
onde Cα e´ uma constante que depende do paraˆmetro α, β ∈ [−1, 1] e´ chamado
paraˆmetro de simetria (“skewness”) e σ ≥ 0 e´ conhecido como paraˆmetro de escala.
Toda distribuic¸a˜o esta´vel e´ completamente determinada pelos paraˆmetros α, β, σ
e um quarto paraˆmetro µ ∈ R, chamado paraˆmetro de locac¸a˜o, atrave´s da sua func¸a˜o
caracter´ıstica dada por
f(t) = exp{iµt− σ2|t|α[1 + iβsign(t)ω(t, α)]},





, se α 6= 1,
2
pi
log |t|, se α = 1.
Quando α = 2, temos a distribuic¸a˜o Normal, quando α = 1 temos a distribuic¸a˜o de
Cauchy e para α = 1
2
temos a distruibuic¸a˜o de Levy, que sa˜o as u´nicas distribuic¸o˜es
esta´veis na˜o-degeneradas cujas densidades sa˜o conhecidas e podem ser escritas por meio
de func¸o˜es elementares.
O domı´nio de atrac¸a˜o de uma distribuic¸a˜o α-esta´vel, com 0 < α < 2, e´ caracteri-
zado como sendo o conjunto de func¸o˜es de distribuic¸a˜o F cujas caudas teˆm o seguinte
comportamento quando x→∞:
F (−x) ∼ (c0 + o(1))x−αB(x)
e
1− F (x) ∼ (c1 + o(1))x−αB(x),
onde B(x) e´ uma func¸a˜o lentamente variante no sentido de Karamata e c0, c1 ≥ 0 sa˜o
constantes reais que na˜o sa˜o ambas simultaneamente nulas.
Um estudo detalhado sobre distribuic¸o˜es α-esta´veis pode ser encontrado por
exemplo em [10] e [19].
Uma questa˜o que vem sendo analisada na literatura e´ a possibilidade da con-
vergeˆncia de Zn a` Z ocorrer em um sentido mais forte, quando {Zn}n≥1 e´ uma sequeˆncia
de somas parciais tal que Zn
D→ Z, ou seja, quando a func¸a˜o de distribuic¸a˜o F esta´ no
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domı´nio de atrac¸a˜o da func¸a˜o de distribuic¸a˜o de uma varia´vel aleato´ria α-esta´vel Z.
Nosso interesse neste trabalho e´ a convergeˆncia em entropia relativa.
Tambe´m chamada de divergeˆncia ou distaˆncia de Kullback-Leibler, a entropia
relativa foi introduzida no contexto estat´ıstico por Kullback e Leibler em 1951, [12],
como uma medida de discrepaˆncia entre duas densidades de probabilidade. Assim, se
X e Y sa˜o varia´veis aleato´rias com densidades de probabilidade p e q, respectivamente,








para p e q tais que q(x) = 0 implica p(x) = 0 quase certamente (com respeito a` medida
de Lebesgue). Caso contra´rio, define-se D(X||Y ) = +∞. Como (3) depende somente
das densidades p e q e na˜o especificamente de X e Y , costuma-se tambe´m denotar
D(p||q).
Na verdade, Kullback e Leibler [12] aplicaram os princ´ıpios da Teoria de In-
formac¸a˜o de Shannon [18] para o universo da Estat´ıstica. O principal conceito da
Teoria de Informac¸a˜o, introduzida por Shannon em 1948, e´ o conceito de entropia que,
em linhas gerais, mede a quantidade me´dia de informac¸a˜o contida em um sistema. No
contexto da Estat´ıstica, em particular em teste de hipo´teses, Kullback e Leibler adap-
taram o conceito de informac¸a˜o e de entropia definidos por Shannon, considerando
log p(x)
q(x)
como sendo a informac¸a˜o em um valor observado x de X para a discriminac¸a˜o
entre a hipo´tese nula H0 : X tem densidade q e a hipo´tese alternativa H1 : X tem
densidade p e interpretando D(X||Y ) como a informac¸a˜o me´dia por amostra para dis-
criminar em favor de H1 contra H0, dado que H1 e´ verdadeira. Dessa forma, se uma
observac¸a˜o vem de p, a entropia relativa D(p||q) mede o risco me´dio de usar q no lugar
de p.
Embora tenhamos D(p||q) ≥ 0 para quaisquer duas densidades p e q e D(p||q) = 0
se, e somente se, p = q, a entropia relativa na˜o e´ uma me´trica, pois na˜o satisfaz a
propriedade de simetria e nem a desigualdade triangular. Uma s´ıntese das principais
propriedades de entropia e de entropia relativa pode ser encontrada em [11].
Uma propriedade de interesse e´ que a entropia relativa esta´ relacionada com a
norma da variac¸a˜o total atrave´s da desigualdade de Pinsker
||νp − νq||V T ≤
√
2(D(p||q)), (4)
onde νp e νq sa˜o as medidas de probabilidade na reta absolutamente cont´ınuas com
densidades p e q, respectivamente, e
||νp − νq||V T = 2 sup{|νp(A)− νq(A)| : A ∈ B}.
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Da mesma forma, a desigualdade (4) e´ va´lida se considerarmos a norma em L1,
||p − q||L1 =
∫
R |p(x) − q(x)|dx, no lugar da norma de variac¸a˜o total. Assim, con-
vergeˆncia em entropia relativa e´ uma propriedade mais forte do que convergeˆncia na
norma de variac¸a˜o total ou na norma em L1.
Nesse sentido, sob as hipo´teses do Teorema do Limite Central Cla´ssico, com
EX1 = 0 e VarX1 = σ
2, 0 < σ2 < +∞, e considerando a sequeˆncia de somas norma-
lizadas {Zn} em (1), com an = 0 e bn = σ
√
n, Barron [2], em 1986, demonstrou que
uma condic¸a˜o necessa´ria e suficiente para a convergeˆncia em entropia relativa, isto e´,
para que D(Zn||N(0, 1)) −−−→
n→∞
0, e´ a finitude de D(Zn||N(0, 1)) para algum n ≥ 1.
Assim, o resultado de Barron implica que se Zn





0 se, e somente se, D(Zn||N(0, 1)) < +∞ para algum n ≥ 1.
Em 2013, Bobkov, Chistyakov e Go¨tze [4], obtiveram a extensa˜o do resultado
de Barron para o caso em que Zn
D→ Z e Z e´ uma varia´vel aleato´ria α-esta´vel na˜o-
extremal, ou seja, quando Z e´ normal (α = 2) ou quando Z e´ α-esta´vel com 0 < α < 2
e −1 < β < 1.
Segundo Bobkov et al. [4], o caso em que Z e´ α-extremal, ou seja, 0 < α < 2
e |β| = 1, apresenta dificuldades adicionais pois a densidade ψ de Z tem um compor-
tamento diferente do caso na˜o-extremal. Particularmente, se Z e´ na˜o-extremal enta˜o
sua densidade ψ e´ estritamente positiva em toda a reta e quando Z na˜o e´ normal, sua
densidade satisfaz as relac¸o˜es assinto´ticas quando x→∞
ψ(−x) ∼ c0x−(1+α) e ψ(x) ∼ c1x−(1+α),
para determinadas constantes c0, c1 > 0. Este comportamento assinto´tico no caso na˜o-
extremal foi fundamental para passar da convergeˆncia fraca para a convergeˆncia em
entropia relativa. Por outro lado, quando |β| = 1 e 0 < α < 1, tem-se que ψ(x) > 0
somente sobre um intervalo I do tipo (−∞, x0) ou (x0,+∞) e quando x tende a x0,
ψ(x) se aproxima de zero de forma muito ra´pida. Assim, neste caso, segundo Bobkov
et al., para garantir a finitude de D(Zn||Z) sa˜o necessa´rias hipo´teses adicionais de tal
forma que o suporte da densidade de Zn esteja contido em I e uma hipo´tese sobre
o comportamento da densidade de X1 perto de x0. Uma situac¸a˜o semelhante ocorre
quando 1 ≤ α < 2 e |β| = 1, pois, embora ψ seja estritamente positiva sobre toda a reta,
tem-se que ψ(x) converge a zero muito rapidamente quando x→ +∞ ou x→ −∞.
O principal objetivo deste trabalho e´ estudar em detalhes o artigo de Bobkov et
al. [4].
Para isso, no Cap´ıtulo 1 apresentamos os conceitos e resultados preliminares
necessa´rios para o desenvolvimento do trabalho.
O Cap´ıtulo 2 e´ reservado para a apresentac¸a˜o dos conceitos de entropia e entropia
relativa, de suas propriedades ba´sicas e de propriedades espec´ıficas de interesse.
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Por fim, no Cap´ıtulo 3 apresentamos em detalhes os resultados auxiliares e o





Neste cap´ıtulo, apresentamos conceitos e resultados preliminares que sera˜o u´teis
para o desenvolvimento dos cap´ıtulos seguintes.
Na Sec¸a˜o 1.2, introduzimos o conceito de func¸a˜o de variac¸a˜o lenta e enuncia-
mos o Teorema da Representac¸a˜o de Karamata, que nos permite obter propriedades
importantes para as func¸o˜es de variac¸a˜o lenta.
Na Sec¸a˜o 1.3, apresentamos a definic¸a˜o de convoluc¸a˜o entre func¸o˜es e suas pro-
priedades ba´sicas, entre elas a decomposic¸a˜o binomial para convoluc¸o˜es.
Na Sec¸a˜o 1.4, definimos as varia´veis aleato´rias esta´veis e apresentamos suas prin-
cipais propriedades. Ale´m dos teoremas mais importantes, apresentamos alguns re-
sultados necessa´rios para os pro´ximos cap´ıtulos e definimos as varia´veis esta´veis na˜o-
extremais, que sera˜o o foco deste trabalho.
Dedicamos a Sec¸a˜o 1.5 exclusivamente para apresentar e demonstrar algumas
desigualdades elementares que sera˜o utilizadas nos cap´ıtulos 2 e 3.
Finalmente, na Sec¸a˜o 1.6 apresentamos algumas propriedades especiais de func¸a˜o
caracter´ıstica que sera˜o u´teis no desenvolvimento do Cap´ıtulo 3.
1.2 Func¸o˜es de Variac¸a˜o Lenta
Neste trabalho, estamos interessados na classe de distribuic¸o˜es esta´veis, cujas
propriedades e caracterizac¸o˜es de seus domı´nios de atrac¸a˜o esta˜o relacionadas com as
func¸o˜es de variac¸a˜o regular, conforme veremos na Sec¸a˜o 1.4.
Assim, nesta sec¸a˜o apresentamos as definic¸o˜es de func¸o˜es de variac¸a˜o regular e
lenta e o Teorema de Karamata, que fornece uma caracterizac¸a˜o das func¸o˜es de variac¸a˜o
lenta.
As refereˆncias bibliogra´ficas desta sec¸a˜o sa˜o [17] e [9].
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Definic¸a˜o 1.1 Seja g : [A,+∞)→ (0,+∞), onde A > 0. Diz-se que g e´ de variac¸a˜o






Definic¸a˜o 1.2 Uma func¸a˜o h de variac¸a˜o regular de ı´ndice α = 0 e´ dita ser de va-






E´ fa´cil ver que g e´ uma func¸a˜o de variac¸a˜o regular se, e somente se, g(x) = xαh(x),
onde h e´ uma func¸a˜o de variac¸a˜o lenta. O pro´ximo teorema apresenta uma caracte-
rizac¸a˜o das func¸o˜es de variac¸a˜o lenta. Sua demonstrac¸a˜o pode ser encontrada em [17].
Teorema 1.1 (Teorema da Representac¸a˜o de Karamata). Uma func¸a˜o h : [A,+∞)→
(0,+∞), A > 0, e´ de variac¸a˜o lenta se, e somente se, existir x0 ≥ A tal que








onde c e´ uma func¸a˜o limitada mensura´vel em [x0,+∞) tal que
lim
x→∞
c(x) = c 6= 0












Note que a u´ltima igualdade afirma que, se h e´ de variac¸a˜o lenta, enta˜o h(x) =
o(xα) quando x→∞ para todo α > 0.
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1.3 Convoluc¸a˜o de Func¸o˜es
Para a obtenc¸a˜o de teoremas de limites de somas parcias de varia´veis aleato´rias
independentes, que estudaremos nos pro´ximos cap´ıtulos, apresentamos nesta sec¸a˜o al-
gumas propriedades ba´sicas de convoluc¸a˜o de func¸o˜es. Em particular, a densidade da
soma de varia´veis aleato´rias independentes e´ obtida como a convoluc¸a˜o das respectivas
densidades dessas varia´veis.
Iniciamos com a definic¸a˜o geral de convoluc¸a˜o.
Definic¸a˜o 1.3 Sejam f e g func¸o˜es reais. A func¸a˜o f ∗ g dada por




e´ chamada a convoluc¸a˜o entre f e g desde que a integral em 1.1 exista e seja finita
para todo x ∈ R.
As propriedades de convoluc¸o˜es, a seguir, sa˜o de fa´cil verificac¸a˜o.
Proposic¸a˜o 1.1 Sejam f, g e h func¸o˜es reais. As seguintes propriedades sa˜o va´lidas
desde que as convoluc¸o˜es abaixo existam:
(a) f ∗ g = g ∗ f (Comutatividade);
(b) f ∗ (g ∗ h) = (f ∗ g) ∗ h (Associatividade);
(c) f ∗ (g + h) = (f ∗ g) + (f ∗ h) (Distributividade);
(d) c(f ∗ g) = (cf ∗ g) = f ∗ (cg), onde c ∈ R.
Seja f uma func¸a˜o real. Denote por fn∗ a convoluc¸a˜o de f n vezes, ou seja
f 1∗ = f
f 2∗ = f ∗ f
...
fn∗ = f (n−1)∗ ∗ f, n > 1.
O teorema seguinte fornece a principal justificativa para estudarmos propriedades
de convoluc¸o˜es.
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Teorema 1.2 Se X e Y sa˜o varia´veis aleato´rias independentes e absolutamente cont´ı-
nuas com densidades fX e fY , respectivamente, enta˜o a sua soma Z = X + Y possui
densidade fZ = fX ∗ fY .
Destacamos a seguir duas propriedades de convoluc¸o˜es que sera˜o importantes no
desenvolvimento dos pro´ximos cap´ıtulos. A primeira delas e´ a decomposic¸a˜o binomial
para convoluc¸o˜es.
Proposic¸a˜o 1.2 Sejam f e g func¸o˜es reais. Enta˜o








desde que as convoluc¸o˜es acima existam.
Demonstrac¸a˜o. Segue das propriedades (a) a` (c) da Proposic¸a˜o 1.1, por induc¸a˜o sobre
n. 
Proposic¸a˜o 1.3 Se f e g sa˜o densidades e g e´ limitada, enta˜o (f ∗ g) tambe´m e´
limitada.
Demonstrac¸a˜o. Seja M > 0 tal que g(x) ≤M . Enta˜o









Apresentamos nesta sec¸a˜o as definic¸o˜es e principais resultados acerca das distri-
buic¸o˜es esta´veis. As demonstrac¸o˜es dos teoremas desta sec¸a˜o podem ser encontradas
em Ibragimov [10] ou Zolotarev [19].
Definic¸a˜o 1.4 Sejam X1 e X2 co´pias independentes de uma varia´vel aleato´ria X.
Dizemos que X e´ esta´vel (ou possui distribuic¸a˜o esta´vel) se, para quaisquer constantes







= indica igualdade em distribuic¸a˜o. Se D = 0, dizemos que X e´ estritamente
esta´vel.
O teorema a seguir fornece uma definic¸a˜o equivalente a` Definic¸a˜o 1.4.
Teorema 1.3 Uma varia´vel aleato´ria X e´ esta´vel se, e somente se, dado n ≥ 2,
existem constantes Cn > 0 e Dn ∈ R tais que
X1 + . . .+Xn
D
= CnX +Dn,
onde X1, . . . , Xn sa˜o co´pias independentes de X.
Exemplo 1.1 (Caso Degenerado). Seja X uma v.a. tal que P (X = µ) = 1. Dados




A partir de agora vamos supor que as varia´veis aleato´rias esta´veis sa˜o na˜o-
degeneradas. Neste caso, elas sa˜o absolutamente cont´ınuas, conforme o teorema a
seguir (ver [15]).
Teorema 1.4 Toda varia´vel aleato´ria esta´vel na˜o-degenerada e´ absolutamente cont´ınua
e sua densidade e´ cont´ınua e infinitamente diferencia´vel.
Na grande maioria dos casos na˜o e´ poss´ıvel descrever analiticamente e explicita-
mente as densidades de varia´veis aleato´rias esta´veis. No entanto, o teorema a seguir
mostra que suas func¸o˜es caracter´ısticas possuem uma representac¸a˜o elementar.
Teorema 1.5 Uma varia´vel aleato´ria X na˜o-degenerada e´ esta´vel se, e somente se,
sua func¸a˜o caracter´ıstica f e´ escrita como
f(t) = exp {iµt− σα|t|α[1 + iβsign(t)w(t, α)]}, (1.2)





, se α 6= 1,
2
pi
log |t|, se α = 1
Em particular, |f(t)| = e−σα|t|α.
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= Sα(σ, β, µ)
e dizemos que X e´ α-esta´vel.
O paraˆmetro α e´ chamado ı´ndice de estabilidade, β e´ chamado paraˆmetro de
simetria, σ e´ o paraˆmetro de escala e µ o paraˆmetro de locac¸a˜o.
Como consequeˆncia do Teorema 1.5, podemos obter algumas propriedades im-
portantes de distribuic¸o˜es esta´veis, que destacamos nos corola´rios a seguir.
Corola´rio 1.2 A func¸a˜o caracter´ıstica de uma varia´vel aleato´ria esta´vel na˜o-degenerada
e´ integra´vel.





























Portanto f e´ integra´vel. 
Corola´rio 1.3 A densidade de uma varia´vel aleato´ria esta´vel e´ limitada.
Demonstrac¸a˜o. Considere ψ e f a densidade e a func¸a˜o caracter´ıstica de uma v.a.















A seguir, apresentamos os u´nicos exemplos conhecidos de varia´veis aleato´rias
esta´veis na˜o-degeneradas cujas densidades podem ser representadas em termos de
func¸o˜es elementares.
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Exemplo 1.2 (Distribuic¸a˜o Normal). Seja X
D










, ∀x ∈ R.









Exemplo 1.3 (Distribuic¸a˜o Cauchy). Seja X
D










)2] , ∀x ∈ R.
Como a func¸a˜o caracter´ıstica de X e´ dada por f(t) = exp {iµt− σ|t|}, enta˜o
X
D
= S1(σ, 0, µ).
Exemplo 1.4 (Distribuic¸a˜o Le´vy). Seja X
D









(x− µ)3/2 , se x ∈ (µ,∞),
0, caso contra´rio.




Neste trabalho, nosso interesse esta´ voltado para uma classe espec´ıfica de distri-
buic¸a˜o esta´vel, a qual definimos a seguir.
Definic¸a˜o 1.5 Uma varia´vel aleato´ria esta´vel X e´ dita na˜o-extremal se X tem distri-
buic¸a˜o Normal ou se seus paraˆmetros α e β satisfazem 0 < α < 2 e −1 < β < 1.
Se X e´ na˜o-extremal e na˜o-normal, enta˜o sua densidade e´ positiva em toda a reta
e satisfaz a seguinte relac¸a˜o assinto´tica:
Proposic¸a˜o 1.4 Seja X uma varia´vel aleato´ria α-esta´vel na˜o-extremal a qual na˜o e´
normal, com densidade ψ. Enta˜o
ψ(x) ∼ c0|x|−(1+α) (x→ −∞), ψ(x) ∼ c1x−(1+α) (x→ +∞),
para determinadas constantes c0, c1 > 0.
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Como consequeˆncia da proposic¸a˜o acima, podemos obter uma limitac¸a˜o inferior
para ψ.
Corola´rio 1.4 Seja X uma varia´vel aleato´ria α-esta´vel na˜o-extremal a qual na˜o e´
normal, com densidade ψ. Enta˜o existe uma constante c > 0 tal que
c(1 + |x|)−(1+α) ≤ ψ(x), ∀x ∈ R. (1.3)
Demonstrac¸a˜o. Da Proposic¸a˜o 1.4, temos ψ(x) ∼ c0|x|−(1+α) quando x→ −∞. Enta˜o
existe A > 0 tal que para x < −A temos∣∣∣∣ ψ(x)c0|x|−(1+α) − 1








c0(1 + |x|)−(1+α) < ψ(x), ∀x < −A. (1.4)
Tambe´m, da Proposic¸a˜o 1.4, temos que ψ(x) ∼ c1x−(1+α) quando x → +∞. Enta˜o
existe B > 0 tal que para x > B temos∣∣∣∣ ψ(x)c1x−(1+α) − 1




c1(1 + |x|)−(1+α) < ψ(x), ∀x > B. (1.5)
Por outro lado, como ψ e´ positiva e cont´ınua no compacto [−A,B], segue que existe
m > 0 tal que ψ(x) ≥ m para todo x ∈ [−A,B]. Assim, podemos obter
m(1 + |x|)−(1+α) ≤ ψ(x), ∀x ∈ [−A,B]. (1.6)
Se considerarmos c = min (c0/2, c1/2,m), de (1.4), (1.5) e (1.6) segue que
c(1 + |x|)−(1+α) ≤ ψ(x), ∀x ∈ R.
e (1.3) esta´ provada. 
Uma outra caracterizac¸a˜o de distribuic¸a˜o esta´vel e´ dada no teorema a seguir,
como sendo distribuic¸a˜o limite de somas normalizadas
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Teorema 1.6 Uma varia´vel aleato´ria X e´ α-esta´vel se, e somente se, existem uma
sequeˆncia de varia´veis aleato´rias i.i.d. {Xn}n≥1, com func¸a˜o de distribuic¸a˜o comum
F , e sequeˆncias de constantes {an}n≥1 e {bn}n≥1, com bn > 0, tais que
Zn =
X1 + . . .+Xn
bn
− an D→ X, (1.7)
onde
D→ significa convergeˆncia em distribuic¸a˜o. Em caso afirmativo, se X e´ na˜o-
degenerada, enta˜o as constantes bn sa˜o da forma bn = n
1/αh(n), onde h e´ uma func¸a˜o
de variac¸a˜o lenta no sentido de Karamata.
Uma sequeˆncia {Zn}n≥1 como no teorema anterior, ou seja, definida por
Zn =
X1 + . . .+Xn
bn
− an, n ≥ 1,
onde X1, X2, . . . sa˜o varia´veis aleato´rias i.i.d., bn > 0 e an ∈ R, para todo n ≥ 1, e´
chamada uma sequeˆncia de somas normalizadas.
Dada uma varia´vel aleato´ria α-esta´vel X, com func¸a˜o de distribuic¸a˜o G, o con-
junto de todas as func¸o˜es de distribuic¸a˜o F para as quais temos que o limite em (1.7)
e´ chamado domı´nio de atrac¸a˜o de G. Especificamente, definimos
Definic¸a˜o 1.6 Sejam F e G duas func¸o˜es de distribuic¸a˜o. Dizemos que F e´ atra´ıda
por G se existem sequeˆncias de constantes {an} e {bn}, com bn > 0 tais que
Zn =
X1 + . . .+Xn
bn
− an D→ Z,
onde {Xn}n≥1 e´ uma sequeˆncia de varia´veis aleato´rias i.i.d. com func¸a˜o de distribuic¸a˜o
F e Z e´ uma v.a. com func¸a˜o distribuic¸a˜o G. O conjunto de todas as func¸o˜es de
distribuic¸a˜o que sa˜o atra´ıdas por G e´ dito ser o domı´nio de atrac¸a˜o de G e denotado
por D(G).
O Teorema 1.6 diz que G e´ uma func¸a˜o de distribuic¸a˜o de uma v.a. esta´vel se,
e somente se, seu domı´nio de atrac¸a˜o e´ na˜o-vazio. O pro´ximo teorema apresenta uma
condic¸a˜o assinto´tica necessa´ria e suficiente para que F pertenc¸a ao domı´nio de atrac¸a˜o
de uma distribuic¸a˜o α-esta´vel, com 0 < α < 2.
Teorema 1.7 A fim de que uma func¸a˜o distribuic¸a˜o F pertenc¸a ao domı´nio de atrac¸a˜o
de uma distribuic¸a˜o α-esta´vel, com 0 < α < 2, e´ necessa´rio e suficiente que
F (x) ∼ (c0 + o(1))|x|−αB(|x|) (x→ −∞)
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e
1− F (x) ∼ (c1 + o(1))x−αB(x) (x→ +∞),
onde B(x) e´ uma func¸a˜o lentamente variante no sentido de Karamata e c0, c1 ≥ 0 sa˜o
constantes que na˜o sa˜o ambas nulas.
O domı´nio de atrac¸a˜o da distribuic¸a˜o Normal e´ caracterizado no seguinte teorema.
Teorema 1.8 Para que uma func¸a˜o de distribuic¸a˜o F esteja no domı´nio de atrac¸a˜o de
uma distribuic¸a˜o Normal padra˜o, com bn = a
√
n sendo a ∈ R, e´ necessa´rio e suficiente
que ela tenha variaˆncia finita.
Se Z e´ α-esta´vel, enta˜o pode-se mostrar que E|Z|δ < +∞ para todo 0 ≤ δ < α.
Podemos generalizar esse fato com o seguinte teorema.
Teorema 1.9 Sejam X1, X2, . . . varia´veis aleato´rias i.i.d. e Zn uma sequeˆncia de so-
mas normalizadas dada por
Zn =
X1 + . . .+Xn
bn
− an,
onde bn > 0 e an ∈ R para todo n ≥ 1. Se Zn D→ Z, onde Z e´ uma v.a. α-esta´vel
na˜o-degenerada, enta˜o, para todo 0 ≤ δ < α, temos
(a) E|Z|δ < +∞,
(b) E|X1|δ < +∞,
(c) supn E|Zn|δ < +∞.
A seguir, apresentamos o Lema de Brown [6], que como consequeˆncia garante,
sob a hipo´tese de variaˆncia finita, a integrabilidade uniforme da sequeˆncia Z2n, com
bn = σ
√
n e que sera´ utilizada na demonstrac¸a˜o do teorema principal do Cap´ıtulo 3.
Lema 1.1 Suponha que X1, X2, . . . sa˜o v.a.’s i.i.d. com me´dia zero e variaˆncia σ
2.
Seja Zn =







uniformemente em n, onde Z tem distribuic¸a˜o Normal de me´dia 0 e variaˆncia σ2.
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Para finalizar esta sec¸a˜o, apresentamos uma proposic¸a˜o que estabelece condic¸o˜es
necessa´rias sobre a sequeˆncia de func¸o˜es caracter´ısticas de Zn para que Zn
D→ Z, onde
Z e´ α-esta´vel na˜o-degenerada.
Proposic¸a˜o 1.5 Sejam X1, X2, . . . varia´veis aleato´rias i.i.d. e Zn uma sequeˆncia de
somas normalizadas dada por
Zn =
X1 + . . .+Xn
bn
− an,
onde bn > 0 e an ∈ R para todo n ≥ 1. Se Zn D→ Z, onde Z e´ uma v.a. α-esta´vel
na˜o-degenerada, e fn(t) e´ a func¸a˜o caracter´ıstica de Zn, enta˜o existem constantes c > 0
e t0 > 0 tais que |fn(t)| ≤ e−c|t|α/2 para todo n ≥ 1 e t no intervalo |t| < t0bn.
Demonstrac¸a˜o. Vide Ibragimov [10], pa´gina 133.
1.5 Desigualdades Elementares
Nos pro´ximos cap´ıtulos, diversas desigualdades elementares sera˜o necessa´rias a
fim de demonstrar o resultado principal deste trabalho. Nesta sec¸a˜o, enunciamos e
demonstramos todas as desigualdades que sera˜o utilizadas posteriormente.
Proposic¸a˜o 1.6 Se x1, . . . , xn ≥ 0 e 0 < s < 1, enta˜o
(x1 + . . .+ xn)
s ≤ xs1 + . . .+ xsn. (1.8)
Demonstrac¸a˜o. Defina a func¸a˜o
f(x) = 1 + xs − (1 + x)s, x ≥ 0.
Mostremos que f(x) ≥ 0. De fato, f(0) = 0 e
f ′(x) = sxs−1 − s(1 + x)s−1 > 0, ∀x > 0. (1.9)
Dado x > 0, pelo Teorema do Valor Me´dio, existe c ∈ (0, x) tal que
f(x)− f(0) = f ′(c) · x.
Enta˜o, de (1.9) segue que
f(x) > 0, ∀x > 0.
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Portanto, f(x) ≥ 0 para todo x ≥ 0. Ou seja,
(1 + x)s ≤ 1 + xs, ∀x ≥ 0. (1.10)















= xs1 + x
s
2, ∀x1, x2 > 0. (1.11)
Suponha que para algum n ≥ 2 temos
(x1 + . . .+ xn−1)s ≤ x21 + . . .+ xsn−1, ∀xi > 0, i = 1, . . . , n− 1. (1.12)
Enta˜o de (1.11) temos
(x1 + . . .+ xn)
s ≤ (x1 + . . .+ xn−1)s + xsn
e da hipo´tese de induc¸a˜o (1.12) o resultado segue. 
Proposic¸a˜o 1.7 Se x1, . . . , xn ≥ 0 e s ≥ 1, enta˜o
(x1 + . . .+ xn)
s ≤ ns−1(xs1 + . . .+ xsn). (1.13)
Demonstrac¸a˜o. Considere a func¸a˜o
f(x) = xs, x ≥ 0.
Note que f e´ convexa, pois f ′′(x) = s(s− 1)xs−2 ≥ 0. Logo, para quaisquer












f(x1) + · · ·+ 1
n
f(xn)
e assim obtemos (1.13). 
Observac¸a˜o 1.1 Combinando (1.8) e (1.13) podemos concluir que se x1, . . . , xn ≥ 0
e s > 0, enta˜o
(x1 + . . .+ xn)
s ≤ ns(xs1 + . . .+ xsn). (1.14)
Proposic¸a˜o 1.8 Para todo x > 0, temos 1− 1
x
≤ log x e log x ≤ x− 1. As igualdades
ocorrem se, e somente se, x = 1.
17
Demonstrac¸a˜o. Considere a func¸a˜o f : (0,+∞)→ R dada por
f(x) = log x+
1
x
− 1, ∀x > 0.
Como pela regra de L’Hoˆpital temos lim
x→0+





x log x+ 1− x
x
= +∞.
Logo, existe 0 < ε < 1 tal que
f(x) > 0, ∀x ∈ (0, ε]. (1.15)
Ale´m disso, como lim
x→+∞
f(x) = +∞, existe c > 1 tal que
f(x) > 0, ∀x ≥ c. (1.16)
Por outro lado, pela continuidade de f no compacto [ε, c], existe x0 ∈ [ε, c] que minimiza
f nesse intervalo, ou seja,
f(x) ≥ f(x0), ∀x ∈ [ε, c].










f(x) ≥ f(1) = 0, ∀x ∈ [ε, c]. (1.17)
Enta˜o, de (1.15), (1.16) e (1.17), segue que
f(x) ≥ 0, ∀x > 0,
ou seja, 1− 1
x
≤ log x, para todo x > 0. Para a segunda desigualdade, basta aplicar a
desigualdade anterior com 1
x
no lugar de x e obtemos
1− x ≤ log 1
x
, ∀x > 0,
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ou seja,
log x ≤ x− 1, ∀x > 0.

Proposic¸a˜o 1.9 Dado ε ∈ (0, 1], existe Cε ≥ 1 tal que
log x ≤ Cε(x− 1)ε, ∀x ≥ 1.
Demonstrac¸a˜o. Se ε = 1, basta considerar Cε = 1 e usar a Proposic¸a˜o 1.8. Suponha




(x−1)ε , se x > 1,
0, se x = 1.




























Enta˜o existe x0 > 1 tal que
f(x) ≤ 1, ∀x > x0.
Como f e´ cont´ınua no compacto [1, x0], f assume um valor ma´ximo M neste intervalo.
Denote
Cε = max{1,M}.
Enta˜o f(x) ≤ Cε para todo x ≥ 1, isto e´,
log x ≤ Cε(x− 1)ε, ∀x ≥ 1.

Proposic¸a˜o 1.10 Considere a func¸a˜o
L(x) =
{
x log x, se x > 0,
0, se x = 0.
(1.18)
(a) Para quaisquer u, v ≥ 0 e 0 ≤ ε ≤ 1, as seguintes propriedades sa˜o satisfeitas
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(a.1) L(uv) = uL(v) + vL(u)
(a.2) L(u+ v) ≥ L(u) + L(v)
(a.3) L(u) ≥ −1
e
(a.4) L((1− ε)u+ εv) ≤ (1− ε)L(u) + εL(v)
(a.5) L((1− ε)u+ εv) ≥ (1− ε)L(u) + εL(v) + uL(1− ε) + vL(ε)




(a.7) L(u) ≤ (u− 1) + (u− 1)2
(b) Dado 0 < ε ≤ 1, existe Cε ≥ 1 tal que
L(u) ≤ (u− 1) + Cε|u− 1|1+ε, ∀u ≥ 0.
Demonstrac¸a˜o.
(a.1) Se u = 0 ou v = 0, enta˜o a igualdade segue trivialmente. Suponha u 6= 0 e v 6= 0,
enta˜o
L(uv) = uv log uv = uv log u+ uv log v = uL(v) + vL(u).
(a.2) Se u = 0 ou v = 0, enta˜o a desigualdade segue trivialmente. Suponha u 6= 0 e
v 6= 0, enta˜o
L(u+ v)− L(u)− L(v) = (u+ v) log(u+ v)− u log u− v log v
= u(log(u+ v)− log u) + v(log(u+ v)− log u) ≥ 0,
onde a u´ltima desigualdade segue da monotonicidade crescente da func¸a˜o log x, x > 0.
(a.3) Note que L(0) = L(1) = 0 e L(u) < 0 se 0 < u < 1. Pela continuidade de
L no compacto [0, 1], existe u0 ∈ (0, 1) tal que
L(u) ≥ L(u0), ∀u ∈ [0, 1].




e L(u0) = −1e . Logo,
L(u) ≥ −1
e
, ∀u ∈ [0, 1].
Como L(u) > 0 se u > 1, enta˜o segue que L(u) ≥ −1
e
, ∀u ≥ 0.
(a.4) Note que L′′(u) = 1
u
> 0 se u > 0. Logo L e´ convexa e segue o resultado.
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(a.5) Pelos itens (a.1) e (a.2) desta Proposic¸a˜o, segue que
L((1− ε)u+ εv) ≥ L((1− ε)u) + L(εv)
= (1− ε)L(u) + uL(1− ε) + εL(v) + vL(ε).
(a.6) Pelos itens (a.1), (a.2) e (a.3), temos
L((1− ε)u+ εv) ≥ L((1− ε)u) + L(εv)
≥ L((1− ε)u)− 1
e
= (1− ε)L(u) + uL(1− ε)− 1
e





(a.7) Se u = 0, enta˜o a desigualdade e´ trivial. Suponha u 6= 0. Enta˜o, pela Proposic¸a˜o
1.8, segue que log u ≤ u− 1, ∀u > 0 e
L(u) ≤ u2 − u = (u− 1) + (u− 1)2, ∀u > 0.
(b) Seja 0 < ε ≤ 1. Por (a.7), se 0 ≤ u ≤ 1, enta˜o
L(u) ≤ (u− 1) + (1− u)2 ≤ (u− 1) + (1− u)1+ε.
Neste caso, basta tomar Cε = 1. Agora suponha u > 1. Pela Proposic¸a˜o 1.9, existe
Cε ≥ 1 tal que
log u ≤ Cε(u− 1)ε.
Logo
(u− 1) log u ≤ Cε(u− 1)ε+1
e usando a Proposic¸a˜o 1.8, segue
L(u) ≤ log u+ Cε(u− 1)ε+1 ≤ (u− 1) + Cε(u− 1)ε+1,
Portanto, para todo u > 0, temos
L(u) ≤ (u− 1) + Cε|u− 1|1+ε.

Proposic¸a˜o 1.11 Para quaisquer u, v ≥ 0, temos
(a) log(1 + u) ≤ u
v
+ log(1 + v).
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(b) log(1 + u+ v) ≤ log(1 + u) + log(1 + v).
Demonstrac¸a˜o.




≤ 1 + u
1 + v




e, assim, segue que
log(1 + u) ≤ u
v
+ log(1 + v).
(b) Basta notar que 1 + u+ v ≤ (1 + u)(1 + v) e podemos obter
log(1 + u+ v) ≤ log[(1 + u)(1 + v)] = log(1 + u) + log(1 + v).

1.6 Propriedades Auxiliares de Func¸o˜es
Caracter´ısticas
Nesta sec¸a˜o, apresentamos resultados envolvendo func¸o˜es caracter´ısticas que sera˜o
utilizados no Cap´ıtulo 3.
O primeiro resultado e´ o Teorema de Riemann-Lebesgue, que afirma que a func¸a˜o
caracter´ıstica f(t) de uma varia´vel absolutamente cont´ınua tende a zero quando t tende
a +∞ ou −∞.
Teorema 1.10 (Teorema de Riemann-Lebesgue). Seja f a func¸a˜o caracter´ıstica de




Ale´m do Teorema de Riemann-Lebesgue, um outro resultado importante e´ que a
func¸a˜o caracter´ıstica f(t) de uma varia´vel absolutamente cont´ınua tem mo´dulo menor
que 1 fora de t = 0, que e´ consequeˆncia da pro´xima proposic¸a˜o.
Proposic¸a˜o 1.12 Seja X uma varia´vel aleato´ria com func¸a˜o caracter´ıstica f(t). Enta˜o
existe t0 6= 0 tal que |f(t0)| = 1 se, e somente se, X e´ discreta assumindo valores em
{C + 2kpi
t0
, k ∈ Z}, para algum C ∈ R.
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Demonstrac¸a˜o. Suponha que existe t0 6= 0 tal que |f(t0)| = 1. Como f(t0) ∈ C e
|f(t0)| = 1, enta˜o existe C ∈ R tal que f(t0) = eit0C . Assim, se PX e´ a medida de








it0(x−C)dPX(x) = 1. Assim, pela propriedade de que
eit0(x−C) = cos [t0(x− C)] + isen[t0(x− C)], temos∫ +∞
−∞
cos [t0(x− C)]dPX(x) + i
∫ +∞
−∞
sen[t0(x− C)]dPX(x) = 1.
Logo
∫ +∞
−∞ cos [t0(x− C)]dPX(x) = 1, ou seja,
∫ +∞
−∞ {1 − cos [t0(x− C)]}dPX(x) = 0.
Como 1− cos [t0(x− C)] ≥ 0, por propriedades de integral de Lebesgue, segue que
1− cos [t0(x− C)] = 0 para q.t. x [PX ].
Logo PX({x : cos [t0(x− C)] = 1}) = 1, ou seja, PX({x : x = C + 2kpit0 , k ∈ Z}) = 1.
Conclu´ımos enta˜o que X e´ uma v.a. discreta assumindo valores C + 2kpi
t0
, onde k ∈ Z.
Podemos mostrar a rec´ıproca usando o mesmo argumento na ordem inversa. 
Por fim, enunciamos a Fo´rmula de Plancherel, que estabelece que a integral do
mo´dulo de uma func¸a˜o ao quadrado e´ igual a` integral do mo´dulo de sua transformada
de Fourier ao quadrado.
Teorema 1.11 (Fo´rmula de Plancherel). Seja f uma func¸a˜o em L1(R) e L2(R).

















Em 1948, o matema´tico e engenheiro Claude Shannon introduziu, no seu ar-
tigo “A mathematical Theory of Communication” [18], os conceitos fundamentais que
deram origem a` hoje conhecida Teoria da Informac¸a˜o, a qual basicamente estuda a
quantificac¸a˜o, armazenagem e comunicac¸a˜o de informac¸a˜o. Desde enta˜o, a teoria in-
troduzida por Shannon tem sido aplicada em diferentes a´reas, tais como transmissa˜o
de dados, criptografia, computac¸a˜o digital, codificac¸a˜o de sinais, assim como em in-
fereˆncia estat´ıstica, lingu´ıstica, fone´tica, psicologia, neurobiologia, f´ısica, entre muitas
outras a´reas.
O conceito de informac¸a˜o e´ bastante amplo e, nesse trabalho, Shannon propoˆs
uma definic¸a˜o matema´tica de informac¸a˜o. Nesse contexto, se A e´ um evento que ocorre
com probabilidade P (A), enta˜o a quantidade de informac¸a˜o I(A) que se ganha com o
conhecimento da ocorreˆncia de A e´ definida como






Assim, quanto menor e´ a probabilidade de ocorrer um determinado evento, maior
e´ a informac¸a˜o obtida ao saber de sua ocorreˆncia. A escolha da func¸a˜o logaritmo
pode ser justificada por algumas de suas propriedades: por ser uma func¸a˜o crescente,
permite a interpretac¸a˜o descrita acima, satisfaz log 1 = 0, ou seja, eventos certos (com
P (A) = 1) na˜o carregam nenhuma informac¸a˜o e a propriedade log xy = log x + log y
que traduz a aditividade da quantidade de informac¸a˜o, ou seja, I(A∩B) = I(A)+I(B),
quando A e B sa˜o eventos independentes. Em [11] podemos encontrar uma justificativa
mais detalhada, baseada nos axiomas de Re´nyi. A escolha do log na base 2 expressa
a informac¸a˜o em “bits”, mas outras bases sa˜o usadas, ja´ que a troca de base pode ser
obtida por Ib(A) = (logb a)Ia(A). Neste trabalho vamos assumir log na base e e vamos
indicar simplesmente por log x.
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Um dos conceitos chaves da Teoria da Informac¸a˜o e´ a entropia, ou entropia de
Shannon, que em linhas gerais mede o grau me´dio de incerteza associado a diversas
fontes de informac¸a˜o presentes em um sistema, ou, em outras palavras, e´ a quantidade
me´dia de informac¸a˜o contida em um sistema. Especificamente, considerando um sis-
tema com N resultados poss´ıveis e se pi e´ a probabilidade de ocorreˆncia do i-e´simo
resultado, i = 1, . . . , N , com
∑N





Ou ainda, se considerarmos X uma varia´vel aleato´ria assumindo N valores poss´ıveis
{x1, . . . , xn} com probabilidades pi = P (X = xi) = pX(xi), i = 1, . . . , N , enta˜o a






H(X) = E(− log pX(X))
e mede o grau me´dio de incerteza do valor obtido pela varia´vel aleato´ria X.
Para exemplificarmos de maneira simples o comportamento da entropia, con-
sideremos por exemplo o lanc¸amento de uma moeda, na˜o necessariamente honesta,
sendo p a probabilidade de ocorrer cara e q = 1− p a probabilidade de ocorrer coroa,
com 0 ≤ p ≤ 1. Seja X a varia´vel aleato´ria representando o resultado poss´ıvel do
lanc¸amento da moeda, com valores poss´ıveis 0 (cara) e 1 (coroa) e func¸a˜o de probabi-
lidade pX(0) = p, pX(1) = q = 1− p. Neste caso,
H(X) = −p log(p)− q log(q).
Logo, a entropia de X e´ maximizada se a moeda e´ honesta, ou seja, p = q = 1
2
e
H(X) = log 2. Esta e´ a situac¸a˜o de incerteza ma´xima, ja´ que e´ a situac¸a˜o mais dif´ıcil
de se prever o resultado do pro´ximo lanc¸amento. Agora, se a moeda na˜o e´ honesta, ou
seja, p 6= q, enta˜o H(X) < log 2 e existe menos incerteza, ja´ que cada vez que jogamos
a moeda, uma face e´ mais prova´vel de ocorrer do que a outra. No outro extremo, se a
moeda tem duas caras (ou duas coroas), ou seja, p = 1 e q = 0 (ou p = 0 e q = 1), enta˜o
H(X) = 0 e na˜o existe incerteza, ja´ que o resultado de cada lanc¸amento da moeda e´
sempre certo e nenhuma informac¸a˜o e´ liberada a cada lanc¸amento.
Cabe observar que, na verdade, o conceito de entropia teve origem primeiramente
em Termodinaˆmica e em Mecaˆnica Estat´ıstica, no se´culo XIX, como sendo uma medida
do grau de desorganizac¸a˜o das part´ıculas em um determinado sistema f´ısico, ou seja,
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uma medida do grau de aleatoriedade do sistema. Em [18], Sec¸a˜o 1.1.2, podemos en-
contrar uma s´ıntese da ligac¸a˜o da entropia de Shannon com a entropia termodinaˆmica.
O uso da Teoria da Informac¸a˜o em Estat´ıstica foi introduzido por Kullback and
Leibler em 1951 [12]. No contexto de Estat´ıstica, a entropia e´ interpretada como
uma medida de incerteza ou de risco. Enquanto na teoria da comunicac¸a˜o o foco e´
a entropia de varia´veis aleato´rias discretas, na Estat´ıstica existe, frequentemente, um
grande interesse em varia´veis aleato´rias cont´ınuas. Neste caso, se X e´ uma varia´vel
aleato´ria cont´ınua com densidade p, a entropia de X, chamada de entropia diferencial
de X, e´ definida por
H(X) = H(p) = −E log p(X) = −
∫
p(x) log p(x)dx (2.1)
e algumas das propriedades de entropia para varia´veis aleato´rias discretas na˜o sa˜o
mantidas no caso cont´ınuo, como, por exemplo, a na˜o-negatividade.
Com o objetivo estat´ıstico de discriminar o quanto uma distribuic¸a˜o de proba-
bilidade se diferencia da outra, Kullback e Leibler [12] introduziram o conceito de
entropia relativa, tambe´m conhecida como risco ou divergeˆncia de Kullback-Leibler, de







se q(x) = 0 implicar p(x) = 0 quase-certamente e no caso contra´rio, define-se D(p||q) =








Dessa forma, se uma observac¸a˜o vem de p, D(p||q) mede o risco de usar q no lugar de
p. Assim, no contexto de teste de hipo´teses, se temos o interesse em testar as hipo´teses
H0 : X tem densidade q
H1 : X tem densidade p
enta˜o Kullback e Leibler definiram log p(x)
q(x)
como a informac¸a˜o em um valor observado
x, de X, para a discriminac¸a˜o entre H0 e H1 e D(p||q) pode ser interpretada como a
informac¸a˜o me´dia por amostra para discriminar em favor de H1 contra H0, dado que
H1 e´ verdadeira. Vale notar que o conhecido Lema de Neyman-Pearson estabelece que
o teste da raza˜o de log-verossimilhanc¸a e´ o teste de hipo´teses mais poderoso para testar
H0 contra H1, pois quanto maior e´ p(x) com relac¸a˜o a` q(x), mais informac¸a˜o temos
para rejeitar a hipo´tese H0.
Embora a entropia relativa seja positiva semi-definida, ou seja, D(p||q) ≥ 0 para
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quaisquer duas densidades p e q e D(p||q) = 0 se, e somente se, p = q, ela na˜o e´ uma
me´trica, pois na˜o satisfaz a propriedade de simetria e nem a desigualdade triangular.
Apesar disso, e´ tambe´m comum ser chamada de distaˆncia de Kullback-Leibler.
A entropia relativa esta´ relacionada com outras normas, como por exemplo, a
norma da variac¸a˜o total, atrave´s da seguinte desigualdade, conhecida como desigual-
dade de Pinsker
||νp − νq||V T ≤
√
2(D(p||q)), (2.3)
onde νp e νq sa˜o as medidas de probabilidade na reta absolutamente cont´ınuas com
densidades p e q, respectivamente, e




∣∣∣∣ : A ∈ B}.
Tambe´m em particular, temos a desigualdade obtida por Kullback-Leibler [12],







Consequentemente, convergeˆncia em entropia relativa e´ uma propriedade mais forte do
que convergeˆncia na norma de variac¸a˜o total ou na norma em L1.
Neste cap´ıtulo, apresentamos os conceitos e propriedades de entropia diferencial
e entropia relativa que sera˜o importantes para o desenvolvimento do pro´ximo cap´ıtulo.
Na Sec¸a˜o 2.2, apresentamos o conceito de entropia diferencial, bem como as
definic¸o˜es de entropia conjunta e entropia condicional para vetores aleato´rios abso-
lutamente cont´ınuos. Algumas propriedades u´teis para o decorrer do trabalho sa˜o
enunciadas e demonstradas.
Na Sec¸a˜o 2.3, introduzimos o conceito de entropia relativa para varia´veis aleato´rias
quaisquer e o caso particular onde as varia´veis sa˜o absolutamente cont´ınuas. Tambe´m,
mostramos a na˜o-negatividade da Entropia Relativa e obtemos uma cota superior para
a Entropia Diferencial de uma v.a. com variaˆncia finita.
Por fim, na Sec¸a˜o 2.4, apresentamos uma condic¸a˜o necessa´ria e suficiente para a
finitude da Entropia Relativa D(X||Z) quando Z e´ α-esta´vel na˜o-extremal. Finaliza-
mos essa sec¸a˜o explorando as consequeˆncias desses resultados.
2.2 Entropia Diferencial
A principal refereˆncia bibliogra´fica utilizada nesta sec¸a˜o e´ Johnson [11].
O conceito de entropia, inicialmente definido por Shannon [18], esta´ associado
a varia´veis aleato´rias discretas assumindo um conjunto finito de valores. Podemos
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estender a definic¸a˜o para varia´veis aleato´rias discretas com valores em um conjunto
enumera´vel.
Definic¸a˜o 2.1 Se X e´ uma varia´vel aleato´ria assumindo valores {x1, x2, . . .} ⊂ R,
com func¸a˜o de probabilidade pi = pX(xi) = P (X = xi), i ≥ 1, a entropia de X e´
definida por




Note que, neste caso quando a se´rie diverge temos H(X) = +∞.
Como a entropia definida acima na˜o depende dos valores {xi, i = 1, 2, . . .} mas
somente do vetor de probabilidades p = (p1, p2, . . .), costuma-se tambe´m referir-se a`
entropia da distribuic¸a˜o de probabilidade p e denota´-la por H(p).
Observac¸a˜o 2.1 Algumas das principais propriedades para entropias discretas sa˜o lis-
tadas a seguir. Para maiores detalhes e resultados adicionais, vide [11].
(a) H(X) ≥ 0 e H(X) = 0 se, e somente se, pi = 1 para algum i (ou seja, se, e so´
se, X e´ degenerada).
(b) H e´ invariante por translac¸a˜o e por escala, ou seja, ∀a, b ∈ R, a 6= 0, temos
H(aX + b) = H(X)
(c) Se X e´ uma varia´vel aleato´ria assumindo N valores, enta˜o a entropia de X e´ ma-
ximizada pela entropia da distribuic¸a˜o uniforme discreta, pi =
1
N
, i = 1, . . . , N ,
ou seja,
0 ≤ H(X) ≤ logN.
A Definic¸a˜o 2.1 pode ser generalizada para o caso em que X e´ uma varia´vel
aleato´ria absolutamente cont´ınua e que e´ o caso estudado neste trabalho.
Definic¸a˜o 2.2 A entropia diferencial de uma v.a. X absolutamente cont´ınua com
densidade p e´ definida por




desde que a integral exista e adota-se a convenc¸a˜o 0 log 0 = 0.
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Note que, ao contra´rio da entropia discreta, a entropia diferencial de X na˜o e´
necessariamente na˜o-negativa e pode assumir −∞ ou +∞.
Como exemplo, vamos calcular a entropia diferencial de uma v.a. com distri-
buic¸a˜o Normal. Na Sec¸a˜o 2.3, utilizaremos este ca´lculo para mostrar que toda v.a.
X absolutamente cont´ınua com VarX = σ2 < +∞ tem entropia diferencial limitada
superiormente pela entropia da Normal com variaˆncia σ2.
Exemplo 2.1 Se X ∼ N(µ, σ2), enta˜o H(X) = 1
2
log(2pieσ2).












































Na pro´xima proposic¸a˜o mostramos que a entropia diferencial na˜o preserva a pro-
priedade dada na Observac¸a˜o 2.1(b) do caso discreto.
Proposic¸a˜o 2.1 Para quaisquer a > 0 e b ∈ R, temos a igualdade
H(aX + b) = H(X) + log a.





































Fazendo a mudanc¸a de varia´veis y = (x− b)/a, temos dy = dx/a e






















De maneira ana´loga, podemos tambe´m definir entropia para vetores aleato´rios
absolutamente cont´ınuos.
Definic¸a˜o 2.3 Seja (X, Y ) um vetor aleato´rio absolutamente cont´ınuo com densidade
conjunta f . A entropia conjunta H(X, Y ) e´ definida como





f(x, y) log f(x, y)dxdy,
desde que a integral exista.
A definic¸a˜o acima pode ser generalizada para vetores n-dimensionais. A pro-
posic¸a˜o a seguir afirma que a entropia conjunta nunca supera a soma das entropias
individuais.
Proposic¸a˜o 2.2 Se (X, Y ) e´ um vetor aleato´rio absolutamente cont´ınuo tal que H(X)
e H(Y ) existem e na˜o assumem +∞, enta˜o H(X, Y ) existe, na˜o assume +∞ e
H(X, Y ) ≤ H(X) +H(Y ),
onde a igualdade ocorre se X e Y sa˜o independentes. Se H(X, Y ) e´ finita, enta˜o a
igualdade e´ va´lida se, e somente se, X e Y sa˜o independentes.
Demonstrac¸a˜o. Sejam U e V v.a.’s independentes tais que U
D
= X e V
D
= Y . Se fX,Y ,
fX e fY sa˜o as densidades de (X, Y ), X e Y , respectivamente, enta˜o defina a varia´vel
aleato´ria
ξ(U, V ) =
fX,Y (U, V )
fX(U)fY (V )
.
Por independeˆncia, a densidade conjunta de (U, V ) e´ dada pelo produto
fU,V (u, v) = fX(u)fY (v). Assim, temos Eξ = 1 e, da convexidade da func¸a˜o
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L(t) = t log t e da desigualdade de Jensen, segue que∫∫
fX,Y (x, y) log
fX,Y (x, y)
fX(x)fY (y)
dxdy = Eξ log ξ
















Como por hipo´tese H(X) e H(Y ) existem e na˜o assumem +∞, de (2.4) e (2.5) segue
que H(X, Y ) existe e temos
H(X, Y ) = H(X) +H(Y )−
∫∫




Portanto, por (2.4), temos H(X, Y ) ≤ H(X) + H(Y ). Se X e Y sa˜o independentes,
enta˜o fX,Y = fXfY e claramente vale a igualdade. Por outro lado, de (2.6) temos que
se H(X, Y ) e´ finita e H(X, Y ) = H(X) +H(Y ), enta˜o∫∫
R2
















Agora como log x ≤ x − 1, ∀x > 0 (Proposic¸a˜o 1.8), enta˜o temos que o integrando
acima e´ uma func¸a˜o na˜o-negativa e das propriedades de integrac¸a˜o segue que
fX(x)fY (y)
fX,Y (x, y)
− 1 = log fX,Y (x, y)
fX(x)fY (y)
q.c.
Como x− 1 = log x se, e so´ se, x = 1, obtemos que
fX,Y (x, y) = fX(x)fY (y)
e assim X e Y sa˜o independentes. 
Um outro conceito importante para obter informac¸a˜o sobre o vetor (X, Y ) e´ a
entropia condicional, que em linhas gerais e´ uma medida de incerteza do valor de X
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dado o conhecimento do valor de Y .
Definic¸a˜o 2.4 Seja (X, Y ) um vetor aleato´rio absolutamente cont´ınuo, com densidade
conjunta fX,Y . Se fY e´ a densidade de Y , definimos a entropia condicional H(X|Y )
como
H(X|Y ) = −E
(
log




desde que a esperanc¸a exista.
Note que, se H(X, Y ) e H(Y ) existem e H(X, Y ) − H(Y ) esta´ bem definida,
enta˜o
H(X|Y ) = H(X, Y )−H(Y ).
Proposic¸a˜o 2.3 Seja (X, Y ) um vetor aleato´rio absolutamente cont´ınuo. Se H(X|Y )
existe e na˜o assume −∞, enta˜o H(X) existe e satisfaz
H(X|Y ) ≤ H(X),
com a igualdade ocorrendo se X e Y sa˜o independentes. Se H(X) e´ finita, enta˜o a
igualdade e´ va´lida se, e somente se, X e Y sa˜o independentes.



















Agora como por hipo´tese H(X|Y ) > −∞, enta˜o temos∫∫
R2
[





e juntamente com (2.4), segue de (2.7) que H(X) existe, na˜o assume −∞ e
H(X) = H(X|Y ) +
∫∫
R2




Novamente de (2.4), segue que H(X|Y ) ≤ H(X). Se X e Y sa˜o independentes, enta˜o
fX,Y = fXfY e a igualdade segue da definic¸a˜o de entropia condicional. Por outro lado,
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se H(X) e´ finita e H(X|Y ) = H(X), de (2.8) segue∫∫
R2




e repetindo o mesmo argumento do final da prova da Proposic¸a˜o 2.2, segue que X e Y
sa˜o independentes. 
Usando as desigualdades anteriores de entropia conjunta e condicional, podemos
obter a seguinte desigualdade para a entropia da soma de duas varia´veis aleato´rias
independentes.
Proposic¸a˜o 2.4 Seja (X, Y ) um vetor aleato´rio absolutamente cont´ınuo, onde X e Y
sa˜o independentes. Se H(X) > −∞, enta˜o H(X + Y ) existe e satisfaz
H(X) ≤ H(X + Y ).
Demonstrac¸a˜o. Como X e Y sa˜o independentes, segue pelas Proposic¸o˜es 2.2 e 2.3 que
H(X, Y ) = H(X) + H(Y ) e H(X|Y ) = H(X). Mostremos que
H(X + Y |Y ) = H(X|Y ). De fato, sejam fX,Y e fX+Y,Y as densidades conjuntas de
(X, Y ) e (X +Y, Y ), respectivamente. Usando o me´todo do Jacobiano, podemos obter
que a densidade conjunta de X + Y e Y e´ dada por
fX+Y,Y (u, v) = fX,Y (u− v, v).
Assim,
H(X + Y |Y ) = −
∫∫
















Agora, novamente pela Proposic¸a˜o 2.3, segue que




Nesta sec¸a˜o apresentamos a definic¸a˜o e propriedades ba´sicas da entropia relativa,
ou divergeˆncia de Kullback-Leibler, de varia´veis aleato´rias absolutamente cont´ınuas. A
principal refereˆncia bibliogra´fica utilizada foi [11].
Apresentamos inicialmente o conceito geral de entropia relativa de X com res-
peito a` Y , onde X e Y sa˜o v.a.’s definidas sobre (Ω,F , P ) tais que a medida de
probabilidade induzida por X e´ absolutamente cont´ınua com respeito a` medida de pro-
babilidade induzida por Y , ou seja, se B ∈ B e´ tal que PY (B) = P (Y ∈ B) = 0, enta˜o
PX(B) = P (X ∈ B) = 0.
Definic¸a˜o 2.5 Sejam X e Y varia´veis aleato´rias com probabilidades induzidas µ e ν,
respectivamente. A entropia relativa de X com relac¸a˜o a Y e´ definida por






desde que µ seja absolutamente cont´ınua com respeito a ν. Caso contra´rio, definimos
D(X||Y ) = +∞.
Neste trabalho, temos interesse no caso em que X e Y sa˜o v.a.’s absolutamente
cont´ınuas. A seguinte proposic¸a˜o mostra como calcular a entropia relativa para esse
caso.
Proposic¸a˜o 2.5 Sejam X e Y varia´veis aleato´rias absolutamente cont´ınuas sobre
(Ω,F , P ) com densidades p e q, respectivamente. Enta˜o a entropia relativa de X com
relac¸a˜o a Y e´ dada por






desde que q(x) = 0 implique p(x) = 0 q.c. com respeito a` medida de Lebesgue m. Caso
contra´rio, D(X||Y ) = +∞.
Note que por (2.10) temos que a entropia relativa D(X||Y ) depende somente das
densidades p e q e na˜o das varia´veis X e Y , por isso tambe´m nos referimos a` entropia
da densidade p com relac¸a˜o a` q e denotamos D(p||q).
Demonstrac¸a˜o. Suponha que q(x) = 0 implica p(x) = 0 quase certamente e sejam µ e
ν as probabilidades induzidas pelas varia´veis aleato´rias X e Y , respectivamente. Como
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q(x)dx, ∀A ∈ F .
Se ν(N) = 0 para algum N ∈ F , enta˜o q(x) = 0 q.c. sobre N . Usando a hipo´tese,
temos p(x) = 0 q.c. sobre N e assim µ(N) = 0. Logo µ e´ absolutamente cont´ınua
com repeito a` ν. Pelo Teorema de Radon-Nikodym,
dµ
dν

















































Por outro lado, se q(x) = 0 na˜o implicar p(x) = 0 q.c., enta˜o o conjunto
B = {x ∈ R : q(x) = 0 e p(x) 6= 0}










Portanto µ na˜o e´ absolutamente cont´ınua com respeito a` ν. Neste caso, por definic¸a˜o,
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segue que D(X||Y ) = +∞. 
Observac¸a˜o 2.2 (a) Note que, a rigor, a integral em (2.10) e´ definida sobre o
conjunto {x ∈ R : p(x) 6= 0 e q(x) 6= 0}, ja´ que m({x ∈ R : p(x) 6= 0 e
q(x) = 0}) = 0.
(b) Analogamente ao que foi feito na proposic¸a˜o anterior, podemos mostrar que no
caso de X e Y serem varia´veis aleato´rias discretas com func¸o˜es de probabilidade
p = (p1, p2, . . .) e q = (q1, q2, . . .), respectivamente, a Definic¸a˜o 2.5 reduz-se a







desde que pi = 0 implique qi = 0. No caso contra´rio, D(X||Y ) = +∞ por
definic¸a˜o.
Daqui para frente, restringiremos nosso estudo ao caso em que X e Y sa˜o absolu-
tamente cont´ınuas e a entropia relativa D(X||Y ) e´, enta˜o, definida como na Proposic¸a˜o
2.5.
Ao contra´rio da entropia diferencial, a entropia relativa esta´ sempre bem definida
e e´ maior ou igual a zero. E´ o que provamos no pro´ximo teorema.
Teorema 2.1 Sejam X e Y duas varia´veis aleato´rias absolutamente cont´ınuas quais-
quer com densidades p e q, respectivamente. Enta˜o
D(X||Y ) = D(p||q) ≥ 0.
A igualdade e´ va´lida se, e somente se, p = q quase certamente.
Demonstrac¸a˜o. Denote A = {x ∈ R : p(x) 6= 0} e B = {x ∈ R : q(x) 6= 0}. Se
A\B = A ∩ Bc na˜o tem medida nula, enta˜o D(X||Y ) = +∞ e o resultado segue.
Suponha enta˜o que A\B tem medida nula, ou seja, m({x ∈ R : p(x) 6= 0 e q(x) =
0}) = 0. Neste caso, D(X||Y ) e´ dada por (2.10) e como log x ≥ 1 − 1
x
, ∀x > 0,



















Se D(X||Y ) = 0, como ∫ p(x)(1− q(x)
p(x)
)




























para quase-todo x. Novamente, pela Proposic¸a˜o 1.8, temos log x = 1− 1
x
se, e somente
se, x = 1, enta˜o segue
p(x) = q(x) para quase-todo x.
Reciprocamente, se p = q q.c. [m], enta˜o segue diretamente de (2.10) que D(X||Y ) = 0.

Como uma aplicac¸a˜o do Teorema 2.1, podemos mostrar que a entropia de uma
v.a. com distribuic¸a˜o N(µ, σ2) e´ o ma´ximo das entropias de todas as v.a.’s absolu-
tamente cont´ınuas com variaˆncia σ2, ou seja, temos o seguinte princ´ıpio de entropia
ma´xima.
Corola´rio 2.1 Se p e´ a densidade de uma varia´vel aleato´ria X com variaˆncia σ2
(0 < σ2 < +∞) e ψσ2 e´ a densidade N(0, σ2), enta˜o




A igualdade vale se, e somente se, p e´ uma densidade Normal.
Demonstrac¸a˜o. Podemos assumir que X tem esperanc¸a µ = 0, pois caso contra´rio,
basta considerar Y = X − EX e usar a Proposic¸a˜o 2.1 para obter H(X) = H(Y ).
Assumindo que EX = 0 enta˜o VarX =
∫
x2p(x)dx = σ2. Pelo Teorema 2.1,



































Pelo Exemplo 2.1 temos H(ψσ2) =
log(2piσ2e)
2
e enta˜o temos (2.11). 
Na verdade a desigualdade (2.11) pode ser estendida para outras distribuic¸o˜es,
ale´m da Normal, como mostramos na proposic¸a˜o a seguir.
Proposic¸a˜o 2.6 Seja X uma varia´vel aleato´ria cont´ınua com densidade p. Considere
que ψ seja uma func¸a˜o densidade de probabilidade tal que ψ(x) = 0 implica p(x) = 0
q.c. e E log+( 1
ψ(X)
) < +∞. Enta˜o H(X) existe, H(X) < +∞ e satisfaz
H(X) ≤ E log 1
ψ(X)
. (2.12)
Demonstrac¸a˜o. Seja Z uma varia´vel aleato´ria cont´ınua com densidade ψ. Note que, se

















)dx < +∞. Ale´m disso, pelo Teorema





























)dx < +∞ e, dessa forma, H(X) existe e na˜o

































Integrando os termos em (2.14) e reordenando-os, obtemos




Como D(X||Z) ≥ 0 pelo Teorema 2.1, segue que




e como E log+( 1
ψ(X)
) < +∞, segue que H(X) < +∞. 
2.4 Propriedades Auxiliares
Nesta sec¸a˜o apresentamos propriedades especiais de entropia relativa que foram
obtidas por Bobkov et al. em [4] e que auxiliara˜o no desenvolvimento dos resultados do
Cap´ıtulo 3 sobre convergeˆncia em entropia relativa para varia´veis aleato´rias esta´veis.
Basicamente, os resultados desta sec¸a˜o referem-se a` estabelecer condic¸o˜es para a fini-
tude da entropia relativa.
Proposic¸a˜o 2.7 Sejam X e Z varia´veis aleato´rias absolutamente cont´ınuas com den-
sidade p e ψ, respectivamente. Suponha que
(a) ψ(x) = 0⇒ p(x) = 0 q.c.;
(b) E log+( 1
ψ(X)
) < +∞;
(c) H(X) e´ finita.
Enta˜o D(X||Z) e´ finita e dada por
D(X||Z) = E log 1
ψ(X)
−H(X).
Reciprocamente, se ψ e´ limitada, existe 0 < γ < 1 tal que
∫
ψ(x)γdx < +∞ e D(X||Z)
e´ finita, enta˜o valem (a), (b) e (c).
Demonstrac¸a˜o. Suponha que (a), (b) e (c) sa˜o va´lidos. Pela Proposic¸a˜o 2.6 e por
(2.15), H(X) existe e e´ dada por




Se D(X||Z) na˜o e´ finita, enta˜o D(X||Z) = +∞ e H(X) = −∞, contradizendo (c).
Logo D(X||Z) e´ finita e D(X||Z) = E log 1
ψ(X)
− h(X). Reciprocamente, suponha que
ψ e´ limitada, existe 0 < γ < 1 tal que
∫
ψ(x)γdx < +∞ e D(X||Z) e´ finita. Pela
definic¸a˜o de entropia relativa, a condic¸a˜o (a) e´ necessa´ria para que D(X||Z) seja finita.
Para mostrar (b), divida a reta real em dois conjuntos A = {x ∈ R : p(x) ≥ ψ(x)γ′} e
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dx < +∞. Por outro lado, pela Proposic¸a˜o 1.9, existe uma
constante C ≥ 1 tal que tγ′ log (1
t
























































Dessa forma, E log 1
ψ(X)
e´ finita e, por (2.15), conclu´ımos (c). 
Como consequeˆncia, podemos mostrar que, em particular, se Z e´ uma v.a. na˜o-
extremal as condic¸o˜es (a), (b) e (c) sa˜o necessa´rias e suficientes para a finitude da
entropia relativa com respeito a` ψ.
Corola´rio 2.2 Sejam X e Z varia´veis aleato´rias absolutamente cont´ınuas com densi-
dade p e ψ, respectivamente, e suponha que Z e´ esta´vel na˜o-extremal. Enta˜o D(X||Z)
e´ finito se, e somente se, valem (a), (b) e (c) da Proposic¸a˜o 2.7. Neste caso,
D(X||Z) = E log 1
ψ(X)
−H(X).
Demonstrac¸a˜o. Pela Proposic¸a˜o 2.7 as condic¸o˜es (a), (b) e (c) sa˜o suficientes para
a finitude de D(X||Z), para qualquer Z absolutamente cont´ınua. Para provar a su-
ficieˆncia, no caso de Z esta´vel na˜o-extremal, e´ suficiente mostrar que, ψ e´ limitada e
existe 0 < γ < 1 tal que
∫
ψ(x)γdx < +∞. De fato, considere f(t) = EeitZ a func¸a˜o
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caracter´ıstica de ψ. Pelo Corola´rio 1.3, ψ e´ limitada. Logo existe M > 0 tal que












Se Z na˜o tem distribuic¸a˜o normal, enta˜o, pela Proposic¸a˜o 1.4, ψ satisfaz as relac¸o˜es
assinto´ticas
ψ(x) ∼ c0|x|−(1+α) (x→ −∞), ψ(x) ∼ c1x−(1+α) (x→ +∞),
para determinadas constantes c0, c1 > 0. Tome
1
1+α
< γ < 1. Por continuidade, segue
que
ψ(x)γ ∼ cγ0 |x|−γ(1+α) (x→ −∞), ψ(x)γ ∼ cγ1x−γ(1+α) (x→ +∞).






cγ0 |x|−γ(1+α), ∀x < −A. (2.16)







−γ(1+α), ∀x > B. (2.17)
























o que conclui a prova do corola´rio. 
Na verdade, no caso da densidade ψ ser na˜o-extremal, e´ poss´ıvel obter condic¸o˜es
necessa´rias e suficientes para a finitude da entropia relativa com respeito a` ψ, mais
espec´ıficas e simples, tanto para o caso normal, quanto para o caso na˜o-normal
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Primeiramente, como consequeˆncia do Corola´rio 2.2 podemos provar que a fini-
tude do segundo momento e da entropia de X e´ necessa´ria e suficiente para a finitude
da entropia relativa de X com respeito a uma v.a. Normal.
Proposic¸a˜o 2.8 Se Z tem distribuic¸a˜o normal, enta˜o D(X||Z) < +∞ se, e somente
se, EX2 < +∞ e H(X) e´ finita.
Demonstrac¸a˜o. Seja ψ a densidade de Z. Se D(X||Z) < +∞, enta˜o pelo Corola´rio 2.2,
E log+( 1
ψ(X)








































E(X − µ)2. (2.18)
Logo, como E log+( 1
ψ(X)
) < +∞, temos E(X − µ)2 < +∞, o que implica EX2 < +∞.
Reciprocamente, suponha que EX2 < +∞ e H(X) e´ finita. Pelo Corola´rio 2.2, basta
mostrar (a), (b) e (c) para concluir que D(X||Z) < +∞. Claramente, (a) e´ va´lido,
pois ψ(x) > 0 para todo x ∈ R. De (2.18), segue que E log 1
ψ(X)
existe e e´ finito, de
modo que (b) e´ verdadeiro. Por fim, vale (c) por hipo´tese. 










Para o caso em que Z e´ esta´vel na˜o-extremal e na˜o-normal, para obter condic¸o˜es
alternativas para a finitude de D(X||Z), necessitamos de um lema auxiliar.
Lema 2.1 Seja X uma varia´vel aleato´ria absolutamente cont´ınua. Dadas constantes
a ≥ 0 e b > 0, enta˜o E log+(|X|) < +∞ se, e somente se, E log+(a+ b|X|) < +∞.
Demonstrac¸a˜o. Denote por p a densidade de X e suponha que E log+(|X|) < +∞.
Sejam A = {x ∈ R : |x| > 1} e B = {x ∈ R : |x| ≤ 1}. Note que, se x > 1, enta˜o
(a+ b)x ≥ a+ bx. Logo log(a+ bx) ≤ log(x) + log(a+ b), ∀x > 1. Enta˜o, usando esta
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desigualdade podemos obter

















p(x) log(|x|)dx+ 2 log(a+ b) < +∞.














p(x) log(a+ b|x|)1{|x|≥1}dx− C
≤
∫
p(x) log+(a+ b|x|)dx− C < +∞.

Observac¸a˜o 2.4 Em particular, se a = b = 1, enta˜o E log+(|X|) < +∞ se, e somente
se, E log(1 + |X|) < +∞.
Como consequeˆncia do Corola´rio 2.2 e usando o Lema 2.1 podemos mostrar que
a finitude do momento logaritmico E log(1 + |X|) e a finitude da entropia de X sa˜o
condic¸o˜es necessa´rias e suficientes para a finitude da entropia relativa de X com res-
peito a` Z esta´vel na˜o-extremal e na˜o-normal.
Proposic¸a˜o 2.9 Se Z tem uma distribuic¸a˜o esta´vel na˜o-extremal, a qual na˜o e´ normal,
enta˜o D(X||Z) < +∞ se, e somente se E log (1 + |X|) < +∞ e H(X) e´ finita.
Demonstrac¸a˜o. Seja ψ a densidade de Z. Se D(X||Z) < +∞, enta˜o pelo Corola´rio 2.2,
E log+( 1
ψ(X)
) < +∞ e H(X) e´ finita. Pela Proposic¸a˜o 1.4, existem constantes c0, c1 > 0
tais que
ψ(x) ∼ c0|x|−(1+α) (x→ −∞), ψ(x) ∼ c1x−(1+α) (x→ +∞).
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Logo existe uma constante C > 1 tal que, para x < −C, temos∣∣∣∣ ψ(x)c0|x|−(1+α) − 1
∣∣∣∣ < 12
e para x > C, temos ∣∣∣∣ ψ(x)c1x−(1+α) − 1













, ∀x > C. (2.20)























































































p(x) log(C) ≤ log(C) < +∞. (2.23)
Assim, por (2.21), (2.22) e (2.23), E log+(|X|) < +∞, o que implica
E log(1 + |X|) < +∞ pela Observac¸a˜o 2.4. Reciprocamente, suponha que
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E log(1 + |X|) < +∞ e H(X) e´ finita. Pelo Corola´rio 2.2, basta mostrar (a), (b)
e (c) para concluir que D(X||Z) < +∞. Claramente, (a) e´ va´lido, pois ψ(x) > 0 para
todo x ∈ R. Por hipo´tese, vale (c). Pelo Corola´rio 1.4, existe uma constante c > 0 tal
que

















+ (1 + α)
∫
p(x) log(1 + |x|)dx < +∞.
Portanto vale (b) e a proposic¸a˜o esta´ demonstrada. 






≤ A+BE log(1 + |X|).
Finalizamos esta sec¸a˜o aplicando os resultados anteriores para a ana´lise da fi-
nitude da entropia relativa da soma parcial normalizada Zn de varia´veis aleato´rias
independentes com respeito a uma varia´vel aleato´ria esta´vel na˜o-extremal Z. Os resul-
tados a seguir sera˜o fundamentais para a obtenc¸a˜o do teorema principal do pro´ximo
cap´ıtulo que estabelece condic¸o˜es para a convergeˆncia em entropia relativa de Zn a Z,
sob a hipo´tese que Zn
D→ Z.




− an, n ≥ 1,
em que Sn = X1 + . . . + Xn, com X1, . . . , Xn varia´veis aleato´rias i.i.d. e an e bn sa˜o
constantes reais com bn > 0.
O primeiro resultado estabelece condic¸o˜es necessa´rias e suficientes para
D(Zn||Z) < +∞, para cada n ≥ 1, quando Zn D→ Z.
Proposic¸a˜o 2.10 Suponha que Zn converge em distribuic¸a˜o para uma v.a. Z esta´vel
na˜o-extremal, a qual na˜o e´ normal. Enta˜o, para cada n ≥ 1, D(Zn||Z) < +∞ se, e
somente se, H(Zn) e´ finita.
Demonstrac¸a˜o. Se D(Zn||Z) < +∞, enta˜o H(Zn) e´ finita pelo Corola´rio 2.2. Reci-
procamente, suponha que H(Zn) e´ finita. Como Zn
D→ Z e Z e´ α-esta´vel, enta˜o pelo
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Teorema 1.9 segue que E|Zn|s < +∞ para todo 0 < s < α. Tome 0 < s < min{1, α}.
Enta˜o, pela Proposic¸a˜o 1.9, existe C ≥ 1 tal que
E log(1 + |Zn|) ≤ CE|Zn|s < +∞.
Usando a Proposic¸a˜o 2.9, conclu´ımos a demonstrac¸a˜o. 
Observe que uma conclusa˜o ana´loga a` da Proposic¸a˜o 2.10 pode ser obtida para o
caso em que Zn
D→ Z onde Z tem distribuic¸a˜o Normal padra˜o e bn ∼
√
n, pois neste
caso, pelo Teorema 1.8 temos EX21 < +∞ e a conclusa˜o segue da Proposic¸a˜o 2.8.
Proposic¸a˜o 2.11 Suponha que Zn converge em distribuic¸a˜o para uma v.a. Z esta´vel
na˜o-extremal. Se a entropia relativa D(Zn||Z) e´ finita para algum n = n0, enta˜o ela
sera´ finita para todo n ≥ n0.
Demonstrac¸a˜o. Suponha que D(Zn0 ||Z) < +∞. Pela Proposic¸a˜o 2.1 temos
H(Sn0) = H(Zn0) + log bn0 e enta˜o pelo Corola´rio 2.2 segue que H(Sn0) e´ finita. Con-
sidere primeiro o caso em que Z na˜o e´ normal. Seguindo os mesmos passos da de-
monstrac¸a˜o da Proposic¸a˜o 2.10, como Zn
D→ Z e Z e´ α-esta´vel, enta˜o pelo Teorema 1.9
temos que E|Zn|s < +∞ para todo 0 < s < α. Pela Proposic¸a˜o 1.9, se escolhermos
0 < s < min{1, α}, enta˜o existe C ≥ 1 tal que
E log(1 + |Zn|) ≤ CE|Zn|s < +∞, ∀n ≥ 1






< +∞ e pela Proposic¸a˜o 2.6, obtemos H(Zn) < +∞ para todo n ≥ 1.
Como X1, X2, . . . sa˜o independentes, segue da Proposic¸a˜o 2.4 que
H(Sn) ≥ H(Sn0) > −∞,
para todo n ≥ n0. Assim, H(Zn) = H(Sn) − log bn e´ finita sempre que n ≥ n0. Da
Proposic¸a˜o 2.10, segue enta˜o que D(Zn||Z) e´ finita para todo n ≥ n0.






2 ≤ 2b2n0(EZ2n0 + a2n0) < +∞
e, como X1, . . . , Xn sa˜o i.i.d., segue que
EX21 ≤ n0EX21 + n0(n0 − 1)(EX1)2 = ES2n0 < +∞.
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Logo, para todo n ≥ 1, pela Proposic¸a˜o 1.7, temos
ES2n ≤ nE(X21 + . . .+X2n) = n2EX21 < +∞
e podemos obter
EZ2n ≤ b2nES2n + a2n < +∞.
Analogamente aos argumentos acima, para o caso na˜o normal, da Observac¸a˜o 2.3 e
pela Proposic¸a˜o 2.6, segue que H(Sn) < +∞. Tambe´m, a independeˆncia das varia´veis
X1, X2, . . . garante que
H(Sn) ≥ H(Sn0) > −∞,
para todo n ≥ n0. Logo H(Zn) = H(Sn) − log bn e´ finito para todo n ≥ n0. Pela
Proposic¸a˜o 2.8, conclu´ımos que D(Zn||Z) < +∞ para todo n ≥ n0. 
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Cap´ıtulo 3
Convergeˆncia em Entropia Relativa
3.1 Introduc¸a˜o
Seja Z uma varia´vel aleato´ria esta´vel na˜o-degenerada. Pelo Teorema 1.6, existem
uma sequeˆncia de varia´veis aleato´rias i.i.d. {Xn}n≥1, com func¸a˜o de distribuic¸a˜o comum
F , e sequeˆncias de constantes {an}n≥1 e {bn}n≥1, com bn > 0, tais que
Zn
D→ Z, (3.1)
onde {Zn}n≥1 e´ a sequeˆncia de somas normalizadas
Zn =
X1 + . . .+Xn
bn
− an, n ≥ 1. (3.2)
Os teoremas 1.7 e 1.8 fornecem condic¸o˜es necessa´rias e suficientes para que uma func¸a˜o
de distribuic¸a˜o F esteja no domı´nio de atrac¸a˜o de uma distribuic¸a˜o α-esta´vel, ou seja,
para que (3.1) seja va´lida.
Assumindo que a convergeˆncia em (3.1) e´ satisfeita, uma questa˜o de grande inte-
resse na literatura e´ se essa convergeˆncia e´ va´lida em um sentido mais forte. Resultados
sobre a convergeˆncia na norma em L1 e a norma de variac¸a˜o total podem ser encontra-
dos em [10]. Como observamos na introduc¸a˜o do Cap´ıtulo 2, convergeˆncia em entropia
relativa e´ mais forte do que na norma de variac¸a˜o total. Neste sentido, Barron [2]
obteve a convergeˆncia de Zn a` Z em entropia relativa para o caso em que Z tem dis-
tribuic¸a˜o normal. Especificamente, seu principal resultado e´ o seguinte:
Teorema 3.1 Sejam X1, X2, . . . varia´veis aleato´rias i.i.d. com me´dia zero e variaˆncia
0 < σ2 < +∞ e seja a sequeˆncia de somas normalizadas Zn, como em (3.2), com an = 0
e bn = σ
√
n. Enta˜o D(Zn||N(0, 1)) −−−→
n→∞
0 se, e somente se, D(Zn||N(0, 1)) < +∞
para algum n ≥ 1, onde N(0, 1) indica a varia´vel aleato´ria com distribuic¸a˜o normal
padra˜o.
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E´ claro que o resultado tambe´m e´ va´lido no caso em que as varia´veis Xi’s teˆm
me´dia µ na˜o-nula. Neste caso, an = nµ.
Observe que a hipo´tese 0 < σ2 < +∞ implica, pelo Teorema do Limite Central,
que Zn
D→ N(0, 1). Assim, o teorema de Barron nos diz que se Zn D→ N(0, 1), com
bn = σ
√
n, enta˜o Zn converge em entropia relativa para N(0, 1) se, e somente se, a
entropia relativa entre Zn e N(0, 1) e´ finita para algum n.
Uma extensa˜o do resultado de Barron foi obtida por Bobkov et al. [4] para o caso
em que Zn
D→ Z e Z e´ esta´vel na˜o-extremal, ou seja, Z e´ normal ou Z e´ α-esta´vel, com
0 < α < 2 e com paraˆmetro de simetria −1 < β < 1.
O objetivo deste cap´ıtulo e´ apresentar em detalhes os resultados obtidos em [4].
Assim, nas sec¸o˜es 3.2 e 3.3 apresentamos basicamente os resultados auxiliares
obtidos por Bobkov et al. que sera˜o utilizados na demonstrac¸a˜o do teorema principal,
que sera´ apresentada na Sec¸a˜o 3.4.
3.2 Decomposic¸a˜o Binomial das Convoluc¸o˜es
Sejam X1, X2, . . . varia´veis aleato´rias i.i.d. e {an}n≥1 e {bn}n≥1 sequeˆncias de
nu´meros reais com bn > 0. Considere a sequeˆncia de somas parciais





− an, n ≥ 1.
Vamos assumir que as varia´veis Xn, n ≥ 1 tem densidade comum p(x) e Zn tem
densidade pn(x) para cada n ≥ 1.
O objetivo desta sec¸a˜o e´ obter uma aproximac¸a˜o para pn(x) por uma densidade
limitada p˜n(x).
Para isso, seja um nu´mero real fixo 0 < b < 1
2
e considere dois conjuntos de Borel
da reta H0 e H1, de tal forma que para alguma constante M > 0 temos






Observe que a existeˆncia de H0 e H1 e´ garantida pelo fato de p(x) ser uma densidade








as restric¸o˜es normalizadas de p nos conjuntos H0 e H1, respectivamente. Enta˜o ρ0, ρ1
sa˜o densidades e temos
p(x) = (1− b)ρ1 + bρ0. (3.3)









(1− b)kbn−kρk∗1 ∗ ρ(n−k)∗0 .
Pelo Teorema 1.2, temos que pn∗ e´ a densidade de Sn. Para n ≥ 2, podemos escrever

















(1− b)kbn−kρk∗1 ∗ ρ(n−k)∗0 (3.6)
= bnρ∗n0 + n(1− b)bn−1ρ1 ∗ ρ∗(n−1)0 .
Enta˜o, como P (Zn ≤ x) = P (Sn ≤ anbn + bnx), derivando em relac¸a˜o a` x e usando
(3.4) obtemos
pn(x) = bnρn1(anbn + bnx) + bnρn0(anbn + bnx). (3.7)














Enta˜o, por (3.7), (3.8) e (3.9), as func¸o˜es definidas por
p˜n(x) =
bn
1− εnρn1(anbn + bnx), pn0(x) =
bn
εn
ρn0(anbn + bnx) (3.10)
sa˜o densidades tais que
pn(x) = (1− εn)p˜n(x) + εnpn0(x). (3.11)
Como ρ1 e´ limitada, segue pela Proposic¸a˜o 1.3 que ρn1 e p˜n sa˜o limitadas. Ale´m disso,
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por (3.11), temos
|p˜n(x)− pn(x)| = εn|p˜n(x)− pn0(x)| ≤ εn(p˜n(x) + pn0(x)). (3.12)
Assim, de (3.8), segue que∫
|p˜n(x)− pn(x)|dx ≤ 2εn < 2nbn−1 = o(2−n).
Logo, para n grande o suficiente, temos∫
|p˜n(x)− pn(x)|dx < 2−n, (3.13)
ou seja, a medida que n cresce, p˜n(x) e´ uma boa aproximac¸a˜o de pn. Agora, se consi-








enta˜o por (3.13), podemos obter para n suficientemente grande a seguinte estimativa
para as func¸o˜es caracter´ısticas
|f˜n(t)− fn(t)| ≤
∫
|p˜n(x)− pn(x)|dx < 2−n. (3.14)
Veremos no lema a seguir que a desigualdade (3.13) pode ser refinada, usando a
distaˆncia L1 ponderada por uma func¸a˜o peso tipo poteˆncia.
Lema 3.1 Se E|X1|s < +∞ (s > 0) e |an|bn + 1/bn = o(nγ) para algum γ > 0, enta˜o
para todo n suficientemente grande temos∫
|x|s|p˜n(x)− pn(x)|dx < 2−n. (3.15)
Demonstrac¸a˜o. Por (3.12) e (3.10), temos
|p˜n(x)−pn(x)| ≤ εn(p˜n(x)+pn0(x)) = εn
(
bn














Fazendo a mudanc¸a de varia´veis y = anbn + bnx, obtemos dy = bndx e assim,∫










Para obter (3.15), vamos obter limitantes superiores para as duas integrais do lado
direito de (3.16). Para isso, sejam U e V varia´veis aleato´rias com densidades ρ1
e ρ0, respectivamente. Considere U1, U2, . . . co´pias independentes de U e V1, V2, . . .
co´pias independentes de V (as quais tambe´m sa˜o independentes de U1, U2, . . .). Como












= (1− b)E|U |s + bE|V |s. (3.17)






E|U |s + E|V |s ≥ E|U |s + E|V |s ≥ max {E|U |s,E|V |s}.
Assim, E|U |s ≤ βs/b e E|V |s ≤ βs/b. Agora, defina as somas
S0,n = V1 + . . .+ Vn
e
Sk,n = U1 + . . .+ Uk + V1 + . . .+ Vn−k, 1 ≤ k ≤ n.
Por um lado, se s ≥ 1, enta˜o pela desigualdade de Minkovski no espac¸o Ls com norma







||Vj||s = k||U ||s + (n− k)||V ||s ≤ n(βs/b)1/s.
Logo E|Sk,n|s ≤ βsb ns e, pela Proposic¸a˜o 1.7, segue que








Por outro lado, se 0 < s < 1, enta˜o pela Proposic¸a˜o 1.6, segue que
|Sk,n|s ≤ |U1|s + . . .+ |Uk|s + |V1|s + . . .+ |Vn−k|s,
o que implica que E|Sk,n|s ≤ nβs/b e, usando novamente a Proposic¸a˜o 1.6, temos
E|Sk,n − anbn|s ≤ E(|Sk,n|+ |an|bn)s ≤ E|Sk,n|s + |an|sbsn ≤ nβs/b+ |an|sbsn.
Logo, para todo s > 0, temos




























|x− anbn|s(ρk∗1 ∗ ρ(n−k)∗0 )(x)dx.






















































Usando as desigualdades (3.19) e (3.20) em (3.16), obtemos∫









Assim, aplicando as hipo´teses iniciais sobre os coeficientes an, bn e (3.8), conclu´ımos
que ∫
|x|s|p˜n(x)− pn(x)| = o(2−n).
Portanto, para n grande o suficiente, segue que∫
|x|s|p˜n(x)− pn(x)| < 2−n.

Observac¸a˜o 3.1 Se assumirmos que Zn
D→ Z, onde Z e´ uma v.a. na˜o-degenerada,
enta˜o pelo Teorema 1.6, Z e´ uma varia´vel α-esta´vel e bn ∼ n1/αB(n) quando n→∞,
onde B e´ uma func¸a˜o lentamente variante no sentido de Karamata. Usando argumen-
tos padro˜es (ver [13]), pode-se mostrar tambe´m que an = o(n). Portanto, sob a hipo´tese
que Zn
D→ Z, as condic¸o˜es do Lema 3.1 sobre os coeficientes an e bn sa˜o satisfeitas.
O lema a seguir apresenta uma estimativa envolvendo a integral da func¸a˜o carac-
ter´ıstica f˜n(x) associada a` densidade p˜n(x).
Lema 3.2 Para cada t0 > 0, existem constantes positivas c e C tais que, para todo
n ≥ 2, ∫
|t|≥t0bn
|f˜n(x)| < Cbne−cn.







1− εnρn1(anbn + bnx)dx.


































Para obter uma estimativa para |ρˆn1(t)|, repetindo as mesmas notac¸o˜es usadas na de-
monstrac¸a˜o do Lema 3.1, considere U e V v.a.’s independentes com densidades ρ1 e ρ0,
respectivamente, U1, U2 . . . co´pias independentes de U e V1, V2, . . . co´pias independentes
de V . Dado n ≥ 1, defina
S0,n = V1 + . . .+ Vn,
Sk,n = U1 + . . .+ Uk + V1 + . . .+ Vn−k, 1 ≤ k ≤ n,
e denote por dk a sua respectiva densidade para cada 0 ≤ k ≤ n. Logo,
dk = ρ
k∗
1 ∗ ρ(n−k)∗0 , 1 ≤ k ≤ n, (3.22)
e se dˆk, ρˆ1 e ρˆ0 sa˜o as func¸o˜es caracter´ısticas de dk, ρ1 e ρ0, respectivamente, enta˜o
temos
dˆk(t) = Ee
itSk,n = (EeitU)k(EeitV )n−k = ρˆ1(t)kρˆ0(t)n−k, ∀t ∈ R. (3.23)
Agora, pelo Teorema 1.10, de Riemann-Lebesgue, temos que
lim
t→±∞
|ρˆj(t)| = 0, j = 0, 1.
Tambe´m, como ρˆ1(t) e ρˆ0(t) sa˜o func¸o˜es caracter´ısticas associadas a` varia´veis aleato´rias
absolutamente cont´ınuas, temos pela Proposic¸a˜o 1.12 que, para todo t0 > 0, |ρˆj(t)| < 1
para quaisquer j = 0, 1 e |t| ≥ t0. Logo, por continuidade, existe uma constante c > 0
tal que
|ρˆj(t)| ≤ e−c, ∀|t| ≥ t0.





onde A = e−c(n−2) > 0. Por construc¸a˜o, ρ1(x) ≤ M para todo x ∈ R. Enta˜o, pela
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onde C = 2piMe2c e o lema esta´ provado. 








|f˜n(t)|dt < 2t0bn + Cbne−cn < +∞.
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3.3 Convergeˆncia Uniforme para Distribuic¸o˜es
Esta´veis
Seja Z uma v.a. α-esta´vel com densidade ψ(x) e considere a sequeˆncia de somas
normalizadas
Zn =
X1 + . . .+Xn
bn
− an, n ≥ 1
com an ∈ R, bn > 0 e X1, X2, . . . v.a.’s i.i.d., tal que
Zn
D→ Z
Assumindo que, para n ≥ n0 as v.a.’s Zn possuem densidades pn(x), consideremos, res-
pectivamente, as densidades p˜n(x) constru´ıdas como na Sec¸a˜o 3.2 para o caso n0 = 1.
Dessa forma, podemos obter que a convergeˆncia fraca de Zn a` Z implica na convergeˆncia
uniforme de p˜n a` ψ. E´ o que provaremos na proposic¸a˜o a seguir.
Proposic¸a˜o 3.1 Suponha que Zn
D→ Z, onde Z e´ uma varia´vel aleato´ria absolutamente
cont´ınua com densidade ψ. Se as varia´veis aleato´rias Zn teˆm distribuic¸o˜es absoluta-
mente cont´ınuas, para n ≥ n0, com respectivas densidades pn, enta˜o
sup
x
|p˜n(x)− ψ(x)| → 0 (n→∞),
onde p˜n(x) sa˜o constru´ıdas como em (3.11).
Demonstrac¸a˜o. Considere as func¸o˜es caracter´ısticas fn(t), f˜n(t) e f(t) associadas a`s
densidades pn(x), p˜n(t) e ψ(x) respectivamente. Da Observac¸a˜o 3.2 e do Corola´rio 1.2,
segue que f˜n(t) e f(t) sa˜o integra´veis. Podemos enta˜o expressar as densidades p˜n(x) e




















Dividiremos a integral acima em duas regio˜es {|t| ≤ Tn} e {|t| > Tn}, onde
0 < Tn ≤ t0bn para um dado t0 > 0. Enta˜o, podemos escrever









Por um lado, da hipo´tese Zn
D→ Z segue do Teorema de Levy que fn(t) → f(t)
uniformemente em t sobre qualquer intervalo limitado quando n → ∞. Assim, se




|fn(t)− f(t)| = 0. (3.26)
Por outro lado, considerando 0 < Tn ≤ t0bn, por (3.14) obtemos para n suficientemente
grande que
0 ≤ Tn max|t|≤Tn |f˜n(t)− fn(t)| ≤ t0bn2
−n.
Mas, pelo Teorema 1.6 temos que bn ∼ n1/αB(n), onde B e´ uma func¸a˜o lentamente




|f˜n(t)− fn(t)| = 0. (3.27)








|f˜n(t)− fn(t)|+ Tn max|t|≤Tn |fn(t)− f(t)|) = 0.




















segue que limn→∞ 12pi
∫
|t|≤Tn e
−itx(f˜n(t) − f(t))dt = 0. Assim, podemos escrever (3.25)
como




eitx(f˜n(t)− f(t))dt+ o(1). (3.28)







Logo, aplicando a desigualdade triangular em (3.28) podemos obter
sup
x





























Pelo Lema 3.2, a segunda integral do lado direito da igualdade tende a zero quando n
tende a infinito, pois bn possui crescimento no ma´ximo polinomial, e assim bne
−cn → 0










































Finalmente, pela Proposic¸a˜o 1.5 existem constantes c > 0 e t0 > 0 tais que









e a Proposic¸a˜o 3.1 esta´ demonstrada.

3.4 Convergeˆncia em Entropia Relativa
Nesta sec¸a˜o vamos apresentar o principal resultado deste trabalho, devido a` Bob-
kov et al. [4], que estende o Teorema 3.1 de Barron [2], para distribuic¸a˜o α-esta´vel
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na˜o-extremal.
Assim, sejam Z uma v.a. α-esta´vel, com α ∈ (0, 2], na˜o-extremal, com densidade
ψ(x), X1, X2, . . . v.a.’s i.i.d., {an}n≥1 e {bn}n≥1 sequeˆncias de constantes reais, com
bn > 0, e seja a sequeˆncia de somas normalizadas
Zn =
X1 + . . .+Xn
bn
− an, n ≥ 1.
Vamos assumir que as varia´veis Zn possuem densidade pn(x), ∀n ≥ 1. Os mesmos
resultados podem ser obtidos se Zn possuir densidade para n ≥ n0, para algum n0 > 1.
O teorema principal a ser demonstrado nesta sec¸a˜o estabelece condic¸o˜es ne-
cessa´rias e suficientes para que, sob a hipo´tese que Zn
D→ Z, tenhamos a convergeˆncia
em entropia relativa, ou seja, D(Zn||Z) −−−→
n→∞
0.
Para isso, necessitamos ainda de mais um lema auxiliar. Por facilidade, denote






e para p˜n(x), a densidade modificada constru´ıda na Sec¸a˜o 3.2, em (3.11), seja






O lema a seguir, de certa forma, estende a estimativa obtida no Lema 3.1 para
as entropias relativas Dn e D˜n e implica que quando n→∞ temos |Dn − D˜n| → 0.
Lema 3.3 Assuma que Z e´ uma v.a. esta´vel na˜o-extremal com densidade ψ(x). Se
Dn e´ finito para todo n ≥ n0, e |an|+ log bn + 1/bn = o(nγ) para algum γ > 0, enta˜o
|D˜n −Dn| < 2−n,
para todo n grande o suficiente, onde Dn e D˜n sa˜o dadas por (3.30) e (3.31).
Demonstrac¸a˜o. Para simplificar as notac¸o˜es, assumiremos n0 = 1, a1 = 0 e b1 = 1 sem
perda de generalidade. Enta˜o D1 = D(X1||Z) e´ finita e assim, do Corola´rio 2.2, H(X1)













































= (1− εn)D˜n + εnDn0.























= (1− εn)D˜n + εnDn0 + L(εn) + L(1− εn).
Das duas desigualdades acima, segue
Dn − D˜n ≤ −εnD˜n + εnDn0
e
D˜n −Dn ≤ εnD˜n − εnDn0 − L(εn)− L(1− εn).
Como D˜n, Dn0 ≥ 0 e L(εn), L(1− εn) ≤ 0, podemos obter
|D˜n −Dn| ≤ εnD˜n + εnDn0 − L(εn)− L(1− εn). (3.33)
Queremos obter uma desigualdade a partir de (3.33) onde na˜o aparec¸a o termo εn. Da
Proposic¸a˜o 1.8, temos
−L(1− εn) = (1− εn) log 1
1− εn ≤ (1− εn)
(
1
1− εn − 1
)
= εn.
Enta˜o, usando esta desigualdade em (3.33) e lembrando que L(εn) = εn log εn, podemos
escrever
|D˜n −Dn| ≤ εn(D˜n +Dn0 − log εn + 1).
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Mas, por (3.8) temos bn < εn < nb
n−1 sempre que n ≥ 2. Enta˜o segue que
|D˜n −Dn| ≤ εn(D˜n +Dn0 − log εn + 1)
< n(D˜n +Dn0 + Cn)b
n−1
≤ Cn(D˜n +Dn0 + n)bn−1, (3.34)
onde C = log 1/b+ 1.
Para obter estimativas do lado direito da desigualdade (3.34), consideremos, assim
como fizemos na demonstrac¸a˜o do Lema 3.1, varia´veis aleato´rias independentes U e V
com densidades p1 e p0 respectivamente e sejam U1, U2, . . . co´pias independentes de U e
V1, V2, . . . co´pias independentes de V , sendo {Un}n≥1 independentes de {Vn}n≥1. Para




− an, 0 ≤ k ≤ n,




i=1 Vi, k ≥ 1. Se denotarmos a
densidade de Sk,n por dk, ou seja,
dk = ρ
k∗
1 ∗ ρ(n−k)∗0 ,
enta˜o a densidade rk,n de Rk,n e´ dada por
rk,n(x) = bndk(anbn + bnx).
Assim, da definic¸a˜o de p˜n(x) em (3.10) e por (3.5) podemos escrever
p˜n(x) =
bn















































Agora, usando (3.35), (3.36) e a convexidade da func¸a˜o L, obtemos as seguintes cotas










































































































































Nosso objetivo agora e´ usar o Corola´rio 2.2 para obter que
D(Rk,n||Z) = E log 1
ψ(Rk,n)
−H(Rk,n)
e assim obter as estimativas finais.
Para isso, primeiramente da decomposic¸a˜o de p(x), a densidade de X1, em (3.3)
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e assim, como U tem densidade ρ1, temos
D(X1||Z) ≥ (1− b)D(U ||Z)− 2
e
.
Analogamente, obtemos uma desigualdade similar trocando b por 1− b:
D(X1||Z) ≥ bD(V ||Z)− 2
e
,
pois V tem densidade ρ0. Logo, como, por hipo´tese, D(X1||Z) < +∞ segue que
D(U ||Z) e D(V ||Z) sa˜o finitas. Assim, pelo Corola´rio 2.2 temos que H(U) e H(V ) sa˜o
finitas, E log+( 1
ψ(U)
) < +∞ e E log+( 1
ψ(V )
) < +∞.
Agora, das proposic¸o˜es 2.1 e 2.4, segue que
H(Rk,n) = − log bn + h(Sk,n) ≥ − log bn +H(U), para 1 ≤ k ≤ n
e
H(R0,n) ≥ − log bn +H(V ).
Fazendo C0 = min(H(U), H(V )), obtemos
H(Rk,n) ≥ − log bn + C0, (3.39)
para todo 0 ≤ k ≤ n. Assim, H(Rk,n) > −∞. Para verificar as condic¸o˜es do Corola´rio
2.2 aplicado a` D(Rk,n||Z), vamos separar em dois casos.
Caso 1: Z ∼ N(µ, σ2) para algum µ ∈ R e σ > 0.
Neste caso, pela Proposic¸a˜o 2.8, como D(U ||Z) e D(V ||Z) sa˜o finitas, enta˜o segue que
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max (EU2,EV 2) + a2n
)
< +∞. (3.40)
Logo, da Observac¸a˜o 2.3, E log+(1/ψ(Rk,n)) < +∞. Como H(Rk,n) > −∞, segue da
Proposic¸a˜o 2.6 queH(Rk,n) e´ finita. Dessa forma, pelo Corola´rio 2.2, D(Rk,n||Z) < +∞
e podemos escrever
D(Rk,n||Z) = E log 1
ψ(Rk,n)
−H(Rk,n).
Novamente, pela Observac¸a˜o 2.3 e da cota inferior para H(Rk,n) em (3.39), obtemos






2) + log bn − C0
= log bn + C1 + C2E|Rk,n|2,




−C0 e C2 = 1σ2 . Da desigualdade acima e de (3.40), temos






onde C3 = 2KC2 e C4 = 2C2. Usando as hipo´teses iniciais sobre an e bn, segue que
D(Rk,n||Z) = o(nγ′) para algum γ′ > 0. De (3.37) e (3.38), obtemos que D˜n = o(nγ′)
e Dn0 = o(n
γ′). Por fim, de (3.34), conclu´ımos que |D˜n −Dn| = o(2−n).
Caso 2: Z possui distribuic¸a˜o esta´vel na˜o-extremal a qual na˜o e´ normal.
Neste caso, pela Proposic¸a˜o 2.9, como D(U ||Z) e D(V ||Z) sa˜o finitas, segue que
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E log(1 + |U |) < +∞ e E log(1 + |V |) < +∞. Usando a Proposic¸a˜o 1.11, temos













≤ log(1 + |an|) + 1
bn
+ log(1 + |Sk,n|)










E log(1 + |Rk,n|) ≤ log(1 + |an|) + 1
bn
+ kE log(1 + |U |) + (n− k)E log(1 + |V |)
≤ log(1 + |an|) + 1
bn
+ nC5, (3.41)
onde C5 = max (E log(1 + |U |),E log(1 + |V |)). Da Observac¸a˜o 2.5, existem constantes






≤ A+BE log(1 + |Rk,n|). (3.42)
Assim, de (3.41) e (3.42), segue que E log+ (1/ψ(Rk,n)) < +∞. Como H(Rk,n) > −∞,
temos pela Proposic¸a˜o 2.6 que H(Rk,n) e´ finita. Portanto, pelo Corola´rio 2.2, podemos
escrever
D(Rk,n||Z) = E log 1
ψ(Rk,n)
− h(Rk,n).
Dessa forma, das desigualdades (3.42), (3.41) e (3.39), temos
D(Rk,n||Z) ≤ A+BE log(1 + |Rk,n|) + log bn − C0
≤ log bn + C6 + C7n+B(log(1 + |an|) + 1/bn),
onde C6 = A − C0 e C7 = BC5. Usando as hipo´teses iniciais sobre an e bn, segue que
D(Rk,n||Z) = o(nγ′′) para algum γ′′ > 0. De (3.37) e (3.38), obtemos que D˜n = o(nγ′′)
e Dn0 = o(n
γ′′). Por fim, de (3.34), conclu´ımos que |D˜n −Dn| = o(2−n).

Observac¸a˜o 3.3 De acordo com a Observac¸a˜o 3.1, se Zn
D→ Z enta˜o as condic¸o˜es do
Lema 3.3 sobre as sequeˆncias an e bn sa˜o automaticamente satisfeitas.
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Finalmente, estamos em condic¸o˜es de demonstrar o teorema principal, de a Bob-
kov et al. [4].
Teorema 3.2 Assuma que a sequeˆncia de somas normalizadas Zn definidas anterior-
mente converge em distribuic¸a˜o para uma varia´vel aleato´ria Z esta´vel na˜o-extremal.
Enta˜o D(Zn||Z) → 0 quando n → ∞ se, e somente se, D(Zn0 ||Z) < +∞ para algum
n0 ≥ 1.
Demonstrac¸a˜o. Se D(Zn||Z) → 0 quando n → ∞, enta˜o claramente D(Zn||Z) <
+∞ para algum n. Reciprocamente, assuma que D(Zn0||Z) < +∞ para algum
n0 ≥ 1. Enta˜o, como Z e´ uma v.a. na˜o-extremal, pela Proposic¸a˜o 2.11, segue que
D(Zn||Z) < +∞, ∀n ≥ n0.
Sejam ψ a densidade de Z e pn a densidade de Zn, p˜n(x) a densidade modificada
constru´ıda por (3.11) na Sec¸a˜o 3.2 e considere Z˜n uma v.a. com densidade p˜n(x).
Denote Dn = D(Zn||Z) e D˜n = D(Z˜n||Z), como em (3.30) e (3.31). Enta˜o, podemos
escrever
0 ≤ Dn ≤ |D˜n −Dn|+ D˜n. (3.43)
Agora, como por hipo´tese Zn
D→ Z, enta˜o conforme as observac¸o˜es 3.1 e 3.2, as
sequeˆncias normalizadoras an e bn satisfazem as condic¸o˜es dos lemas 3.1 e 3.3 e como
Dn < +∞, ∀n ≥ 1, segue do Lema 3.3 que
|D˜n −Dn| < 2−n, para n suficientemente grande. (3.44)
Assim, D˜n < +∞ para n grande o suficiente e, da definic¸a˜o, segue que ψ(x) = 0
implica p˜n(x) = 0 q.c..
Por (3.44) temos
|D˜n −Dn| → 0 quando n→∞ (3.45)
e enta˜o por (3.43) basta mostrarmos que D˜n → 0 quando n→∞.
Para isso, consideremos a func¸a˜o L(u) = u log u, u > 0 e por (3.31) podemos
escrever








Para obter um limitante superior para D˜n que convergira´ para zero, vamos analisar se-
paradamente os casos em que Z e´ v.a. α-esta´vel na˜o-extremal e na˜o-normal e quando
Z e´ normal.
Caso 1: Z possui distribuic¸a˜o esta´vel na˜o-extremal a qual na˜o e´ normal (α ∈ (0, 2)).
Neste caso, utilizaremos a desigualdade elementar da Proposic¸a˜o 1.10(b), ou seja, dado
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ε ∈ (0, 1], existe Cε ≥ 1 tal que
L(t) ≤ (t− 1) + Cε|t− 1|1+ε, ∀t ≥ 0. (3.47)
















Fazendo ∆n = supx |p˜n(x) − ψ(x)|, temos pela Proposic¸a˜o 3.1 que ∆n → 0. Assim,






para n suficientemente grande. Como ∆n → 0, enta˜o basta provar que a integral em
(3.47) e´ finita. Pela Proposic¸a˜o 1.4, existe c > 0 tal que ψ(x) ≥ c(1 + |x|)−(1+α) para
todo x ∈ R e pela desigualdade (1.14) da Observac¸a˜o 1.1, temos que









(1 + |x|ε(1+α))|p˜n(x)− ψ(x)|dx.
Escolhendo ε < α
α+1
e fazendo s = ε(1 + α) < α, a u´ltima integral pode ser limitada
por ∫





Pelo Teorema 1.9, temos supn E|Zn|s < +∞ e como E|Z|s < +∞, segue do Lema 3.1
que todas as integrais acima sa˜o limitadas por uma constante. Dessa forma, temos
D˜n → 0 quando n → ∞, o que implica, por (3.43) e (3.45) que Dn → 0 e o teorema
esta´ provado para o caso em que Z na˜o e´ normal.
Caso 2: Z possui distribuic¸a˜o normal.
Suponha, sem perda de generalidade, que Z tem distribuic¸a˜o normal padra˜o. Para uma




















Para a primeira integral na soma acima, usaremos a desigualdade (3.47) com ε = 1












































Mas, pela Proposic¸a˜o 3.1, podemos concluir que p˜n(x) ≤ 1 para n suficientemente
grande, o que implica log p˜n(x) ≤ 0 para n suficientemente grande. Enta˜o escolhendo





























Como p˜n(x) e´ integra´vel, segue que
∫
















Note que, pela Proposic¸a˜o 2.8, como Z e´ normal e D(Zn0||Z) < +∞ temos que





2 ≤ 2b2n0(EZ2n0 + a2n0) < +∞
e, como X1, . . . , Xn sa˜o i.i.d., segue que
EX21 ≤ n0EX21 + n0(n0 − 1)(EX1)2 = ES2n0 < +∞.
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Enta˜o podemos usar o Lema 3.1 para concluir que a primeira integral em (3.49) tende
a zero. Como EX21 < +∞, segue de forma ana´loga ao Lema 1.1 que a sequeˆncia Z2n e´
uniformemente integra´vel e assim a segunda integral em (3.49) tambe´m converge para
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