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例題  	   進 桁の仮数部を持つ倍精度浮動小数点演算において


















  		 年 月 日，サウジアラビアの%&&市で発生したパトリオットミサイルの
欠陥による 人の死亡 例えば  
  		 年月日，ノルウェーの &&'市近郊の!&(で発生した
 海上施設の沈没．これにより  
 億ドル近くの損害が生じた 例えば 
  		年 月 日，フランス領ギアナからの初飛行で打ち上げ直後に発生した&
 ロケットの爆発 例えば 
実は，計算機を用いた数値計算の抱えるこのような問題点は， 	年にハンガリー出身










まれたのが精度保証付き数値計算 *+,& ,&,*& $% '*&& &,,*&,-，また















ては文献 に詳述されており，彼の思想は /．．$- ，0．1．2ら
によって受け継がれた．ここで区間解析の応用例及び区間解析によりもたらされた成果を
以下に示す．
 ケプラー予想の解明 例えば 
 コンピュータグラフィック及びコンピュータ支援設計における空間領域構成法の表示
例えば 
 ロボット制御 例えば 	
 重力係数の測定 例えば 







例題  	 関数          の値域を区間  で評価することを考える．区間演算
の定義 第  章で述べるに従って計算した結果が   であるのに対
して，真の像       は   である．
上記の例では区間演算に従って計算した結果が真の像の実に 
 倍の区間の開きになって















全体を大きく前半 後半の つに分け，それぞれ異なる視点から   節の最後に示した課題
の達成を目指す．
最初に本論文の前半 第 章，第 章，第 章における研究目的について説明する．区間
演算で起こる区間幅の爆発的な増大を解決するために様々な手法が提案されているが 詳細
は第 章で述べる，まずその方法の一つで，区間演算の有力な拡張であるアフィン演算に
注目する．アフィン演算は  		年にブラジル・6&+&大学の )' ら によっ





























一方，)' ，7*4   8'*らにより定義されたアフィン形式同士の乗算
の乗法 は，簡便ではあるけれど変数  間に相関がある場合に新しく追加される誤
差項の見積もりが甘く，その結果真の像       の包含をシャープに行っていな
いため，区間評価の性能をかなり落としていた．そこで宮田孝富，柏木雅英 によりア










に最小に抑える計算方法 最良乗算 を提案する．最良乗算では非線形二変数関数 曲面
























そこでアフィン演算の除算において つの方法を提案する 以後これら つの方法を提案
手法  ，提案手法 ，提案手法 と呼ぶ．提案手法  ，提案手法 は文献 	の方法の
様に除算を逆数をとる非線形単項演算と乗算の合成として計算する際に，行われる乗算を
先に述べた改良乗算，最良乗算に変更したものである．これらの方法は  回の演算で誤差
項が つ新しく追加されてしまうものの，変数  間の相関が強い場合には改良乗算，最
良乗算が効果を発揮するため白井の方法よりも新しく追加される誤差項の係数の絶対値を
小さくすることが期待できる．提案手法 は白井の方法を改良したものである．提案手法


















































































































を抑制する方法として，これまでに法 例えば  ，平均値形に基づく方法 例
えば  ，の方法 	
，アフィン演算を使用する方法  が提案されている．
本章ではまずこれまでの方法として法平均値形式に基づく方法，の方法，






























現在多くのパソコンやワークステーションでは :111標準 という規格に基づいた 
進数の浮動小数点数システムを採用している．そのようなシステムのもとで，一般に実数
は次のような形で表される ただし実数 の絶対値がごく小さい場合を除く：














































を表すのに A つまり  ，指
数部を表すのに   Aがそれぞれ割り当てられている．ただし，指数部を表す   A浮動小
数点数 は符号なし整数で，指数 	と次のような対応がつけられている．
	    
      
 
 
なお，本来   A の符号なし整数によって 
から 

     
までの数を表現できるが，
後述するように   





一方，単精度浮動小数点数 6言語における の場合は全体が A-  A で表
され，その内訳は符号に  A，仮数部に A，指数部に A 	          
である．サイズの違いこそあれ，基本的な仕組みは倍精度浮動小数点数と同様である．
さて，正規化数で表現できる絶対値最大の倍精度浮動小数点数は，




















































































































































































B 	    C  	 C
B 	  	   C  	 	C
B 	 	   C  	 C
B 	    C  	 C




	 	   D
	 	 	  D
	 	   D


















       として，つの 閉区間 
 と   の間の四則演算はそれぞれ
以下のように定義される：

  >     
>  >    


      
       





    	  








     
  
しかし，計算機上において実数 























この現象は，つの関数 と が同じ の関数で互いに相関があるにもかかわらず，区
間演算における減算の定義に従えばその相関性は無視されてしまい，両者が独立に動くも
のとして計算してしまうことに原因がある．
なお，例題  中の式を       と変形して評価すればそのときの結果は
  






































































































の相関性を考慮しつつ計算を行う代表的な方法な方法として平均値形式 2& G&* 8+
について述べる．
平均値形式では，関数   "     に対して    の像     	
を評価することを考える．   に対して，平均値の定理















>      ,

  	 

, は凸包が成立することを利用すると，  	は
 > 

    
のように評価できる．ここで， は  の導関数  の区間包囲である．区間行列  は導
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図  " と に相関がない場合
これに対し，







































     

と同様に区間    に含まれることだけが分かっているような*++-
変数であり，は非負の実数である．     	はそれぞれ 
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演算  が線形な場合の演算は，以下のように定義できる は実定数．




















   
	





























   D    D  >> !   "D
 D
!   > "D
   D    D  >>
  ! >  "   D
   !D
!>  D
	
ただし， " !はそれぞれ  9  9  の丸め誤差項の係数とし， >  
 
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D
   D    D  >>
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 > 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   !D
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ただし， !はそれぞれ 9の丸め誤差項の係数とし，> 
 
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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 >>
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ただし， は実数 をそれぞれ下向き，上向き丸めで計算 近似したもの 実はこの計
算は が区間の場合にも適用でき，その場合  はそれぞれ区間 の下端と上端を表す，
 はそれぞれ  の下端と上端， " !はそれぞれ  9  9  の丸め誤差
項の係数 いずれも非負であるとし， > 
 





特に，式  	において     '&の場合は
   D    D >> !  D
!  D
この操作によって新たな丸め誤差は混入しないが，丸め誤差専用項の係数は常に非負を保っ
ていなければならないことに注意する．! > ! 
 














































で求める．次に，この領域において  をなるべく良く近似する 誤差を最小にするよ
うな一次関数 













































































に対する非線形二項演算     について考える．例えば，  ， ，  などであ
る．非線形二項演算も単項演算の場合と同様に，と の変域，! を求め，    !
において  をなるべく良く近似する Æを最小にする一次式 
 >  > を求め，








































     
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     
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     

で与えられる．しかし，式 を直接求めることは極め
て難しい．節で述べたように，と の変域，! を求め，    ! において非線

































を結果としても式 	は最適な非線形演算となるとは限らない 式  式 	とは
限らない．これは，と に相関性がある場合，点  は一般に    ! で与えられる
長方形領域内の全ての点を取らないためである．一般に点  の取り得る領域は，	   













    	 








      
のとき，領域は図の斜線部となる．そこで，領域において非線形二項演算   








図 " 点  の取り得る領域
をなるべく良く近似する Æを最小にする ような一次式 






























を結果とすれば式 は最適な非線形演算となる 式  式 となるが，この
非線形二項演算を実現する 式 の 










































の乗法では  の変域を ! として9      ! において，
























































































































をもとに乗算の定義を行う．式 自体はアフィン形式でないが，   

     
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 点  が取り得る領域を，


































    














本節では乗算    に対する線形近似の傾きを 節の 
 のように決定することに
関して，その最適性を保証する次の定理の証明を行う．
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図  " 定理  の証明
Æ

















































































































































































































































































































































































































定理      において，点  の取り得る領域   が，有界閉集合であるとする．
また，
      
 >  




































図 " 定理 の証明
において，を固定すると，  は について線形となり，  が最大，最小となる
のは の値が の取り得る領域の上端，あるいは下端のときだけである．例えば図 に
おいて，      と固定したとき，  が最大，最小となるのは   

ある



































































































































































































































































とすると式 中の定数項が最小となるので，式 を式 あるいは式 と
すれば，	   
個の候補を得る必要が無くなり，	個の領域の辺の式を直接得ること






















．  # $ >  
の値を計算する．変量 #，$は #    > 
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数値例  では明確に与えられたアフィン形式  に対して全ての方法で乗算   を行っ
















表  より，最良乗算が の乗法，改良乗算よりも小さな Æを与えることが確認でき
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方法  通常の区間演算を使用して式 の値域（

の変域）の包含を得る．
方法  乗算に の乗法を採用したアフィン演算を使用して式 の値域の包含を
得る．
方法  乗算に改良乗算を採用したアフィン演算を使用して式 の値域の包含を得る．
方法  乗算に最良乗算を採用したアフィン演算を使用して式 の値域の包含を得る．
様々なに対して方法から方法を適用したときの，式 の値域の包含の区間幅
を表 に，実行時間（秒）を表 に示す．なお，表中の KLCは求める包含の上端，ある
いは下端の計算時にオーバーフローが起きたことを意味する．
表 " 方法から方法が与える包含の区間幅の比較
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. 
表 " 方法から方法の実行時間（秒）の比較
















































































































算されていた．この方法では つの非線形演算となるため新しい を つも追加する必要


















 >  >  
をなるべく小さくする 













































































を満たすように定めると式 の値は式 の値に一致する．したがって Æは式 で
与えられ，
















の最小値）とすると，#，$は   のときの最大最小，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 を計算するには，次の方法が簡単である．式 を計算すれば，式 ，式
式 により，




























































































































































































































































































































































































































































































































































































この方法は，逆数をとる非線形単項演算と 節で述べた最良乗算を用いて，    
を行う方法である．文献 	の方法と同様， 回の除算で 回の非線形演算を行うため，



































































































































 点  が取り得る領域を領域，また   を











































































域   ! に対して最適なものとなる．そしてその 






 点  が取り得る領域を領域，また   を







































































 >  
において，を固定すると， ，は について線形となり， ，が最大，最小となる
のは の値が の取り得る領域の上端，あるいは下端のときだけである．ゆえに図 に
おいて，     ，と固定したとき， ，が最大，最小となるのは   

ある
いは   

のときである．図 は 
   かつ 





























































  $    において，
#> 
$ > 
# $ >  
の値を計算する．変量 # $は #   >






  #> 
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数値例  では明確に与えられたアフィン形式  に対して全ての方法で除算 を行っ
た．このとき追加される の係数 Æの値，実行時間 &,を表  にまとめておく．
なお，文献 	の方法，柏木の方法，白井の方法，提案手法  ，提案手法 ，提案手



































は 回の非線形演算により新しく追加された 個の の係数の絶対値和とする．
  数値例  に関する考察
表 より提案手法  ，提案手法 は文献 	の方法よりも小さな Æを与えているこ
とが確認でき，柏木の方法，白井の方法に対しては数値例により Æの大小関係は様々であ
ることが確認できる．
表 の 番目の数値例においては Æが文献 	の方法，提案手法  ，提案手法 の
間で等しく，白井の方法と提案手法 で等しいが，これは乗算の場合と同様，入力した変
数  間に相関がないためである．また提案手法 ，提案手法 は提案手法  よりも小さな
Æを与えていることも表 より確認できる．これは提案手法 ，提案手法 は提案手法  
よりもさらに変数  間の相関を考慮して除算を行う方法だからであると考えられる．
提案手法  ，提案手法 は柏木の方法，白井の方法に比べ，変数  間の相関が考慮さ
れているという長所を持つ反面，回の非線形演算を行わなければならないという短所を
持っている．ゆえに表 において提案手法  が柏木の方法，白井の方法よりも小さな Æを
与えている数値例や提案手法 が柏木の方法，白井の方法，提案手法 よりも小さな Æを
与えている数値例では，この方法の長所の方が短所よりも強く反映されており，上記とは
逆の結果を与えている数値例では，この方法の短所の方が長所よりも強く反映されている．
特に提案手法  ，提案手法 は の区間幅に対して，の区間幅が狭いときほど Æが小さく
なることが確認できる．その理由は，逆数をとる非線形単項演算で追加される誤差項の絶
対値が， の区間幅と比べて十分小さくなるためであると考えられる．
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表 より一般的な傾向として，提案手法 が文献 	の方法，柏木の方法，白井の
方法，提案手法  ，提案手法 よりも小さな Æを与えていることが確認できる．
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方法  通常の区間演算を使用して式 の値域（

の変域）の包含を得る．
方法  除算に文献 	の方法を採用したアフィン演算を使用して式 の値域の包
含を得る．
方法  除算に柏木の方法を採用したアフィン演算を使用して式 の値域の包含を得る．
方法  除算に白井の方法を採用したアフィン演算を使用して式 の値域の包含を得る．
方法  除算に提案手法  を採用したアフィン演算を使用して式 の値域の包含を得る．
方法  除算に提案手法 を採用したアフィン演算を使用して式 の値域の包含を得る．












































方法 	. 	 . 	.    	 .    . 

表 " 方法から方法!の実行時間（秒）の比較
      

方法  
. 	.  . . .
方法 		.   . 
.    .  	.
方法 	.  . .  . .
方法 .   . . .  .
方法 	. .  .  . 
 .
方法 	. . .  	. .

















案手法 では  回の除算で  個の が追加されるのに対し，の乗法，提案手法  ，提
案手法 では  回の除算で 個の が追加される．よって方法 6，方法，方法!では式
の各計算ステップで， >  個の を持つアフィン形式同士の除算が行われるのに対
し，方法=，方法1，方法8では式 の各計算ステップで，> 個の を持つアフィ































































































































































  　 
ただし は   を満たす任意の実数とし，節においてはの中点として数値実験を
行っている．この方法の計算量は"	である．
  の方法























に置き換えて評価を行ったものである．すなわち式 により得られた)を用いて，  
における の値域を次式により評価する．
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 	         
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効果  の例
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とおくと，
!     








































































































ここで  +は 	を上回ることのない最大の偶数，奇数であり，	を用いて以下のように表す
ことができる．
  	 	 +  
+  	   > 	 +  








の中心 ，半径 を用いて，変数 を
    
とおく．すなわち
  !    
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	次多項式 の値域の上限，下限の候補となる値は  ，あるいは   
における の極値である．ゆえにこの方法では  と   における の
極値を考慮することにより多項式の極値を評価することを考える．




$ >  	
ここで，   


























この式より    における の極値 は    における の値域の評価で包含
できることが分かる．ゆえに    における の極値 の変わりに の値域の
評価の上限，下限を の値域の上限，下限の候補としても，の    における値
域を包含することができる．
の値域の上限，下限の候補となる値は当然  及び    における の
極値である．  における の極値は の算出を再帰的に行う 現在の を 
とおき，再び を求める ことによりその包含が可能となる．具体的には以下のとおり
である．の次数が 	なのに対し，の次数は 	 であるため，の算出を一度




















































   
     	  
係数 -
	
































提案手法 と同様にこの方法でも  と   における の極値を考慮する











とする．ここで，   


























この式より   における の極値 は   における  の値域の評価で包含
できることが分かる．ゆえに    における の極値 の変わりに  の値域の
評価の上限，下限を の値域の上限，下限の候補としても，の    における値
域を包含することができる．
 の値域の上限，下限の候補となる値は当然    及び   における  の
極値である．  における  の極値は  の算出を再帰的に行う 現在の  を 
とおき，再び  を求める ことによりその包含が可能となる．具体的には以下のとおり
である．の次数が 	なのに対し， の次数は 	  であるため， の算出を一度
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が数値実験を行った計算機環境は 6/;"/*+ :G !4，メモリ"
!=，コンパイラ"


































表  " それぞれの方法を式 に適用したときの性能比較
方法 値域の評価 区間幅 実行時間 &,
真の値域 

































































































































表 " それぞれの方法を式 に適用したときの性能比較
方法 値域の評価 区間幅 実行時間 &,
































































































































が 	 次であるのに対し，提案手法 の  が 	  次であることから，これらの
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心 ，半径 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    
















































































































































表 " 	  
    


    
     
 
    
      のときの全ての方法
の性能比較


































































































表 " 	  
    


    
     
 
    
      のときの全ての方法
の性能比較
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表 " 	   
    


    
     
 
    













































第 章では )' ，7*4   8'*らによるアフィン演算の定義とその有効
性，また，非線形二項演算における問題点について述べた．
第 章ではアフィン演算における乗算について述べた．まずこれまでの方法として，)'
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 尾崎 克久，荻田 武史，宮島信也，大石 進一" K)&&による連立一次方程式のた
めの精度保証法C，日本応用数理学会 

年度年会講演予稿集，中央大学 東京
都文京区，．.，

年 	月
 宮島信也，柏木雅英：Kアフィン演算による多変数関数の最大値探索法C，

年
電子情報通信学会ソサエティ大会講演論文集，徳島大学 徳島県徳島市，.. ，
．，

年 	月
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 
