Abstract We consider a joint-chance constraint (JCC) as a union of sets, and 6 approximate this union using bounds from classical probability theory. When these 7 bounds are used in an optimization model constrained by the JCC, we obtain 8 corresponding upper and lower bounds on the optimal objective function value.
ω = ω 1 , ω 2 , . . . , ω N , where N = |Ω|. We assume these N realizations are i.i.d.
20
(for example, generated via Monte Carlo sampling) and equally likely. After mak-21 ing the first stage decision x, the uncertainty ω unfolds, and in the second stage we 22 make a recourse decision y = (y t ) ω t∈T based on the first stage decision and the real-23 ization of w. We are interested in satisfying the following probabilistic constraint: 
where 0 < ε < 1. Typically ε is small; for example, 0.01 or 0.05.
26
Constraints such as (1) are known as joint chance constraints (JCCs), and
27
were first introduced in [5] . Optimizing over a JCC is known to be NP-hard; see, e.g., [15] . Further, chance-constrained optimization models are often computation-29 ally intractable; see, e.g., [12] . Existing approaches to solve chance constrained 30 optimization models include decomposition methods [12, 13] , sample average ap-31 proximations [1, 14] , and formulating deterministic equivalents [6, 18, 19] . We are 32 interested in deterministic approximations of JCCs in a manner we describe below.
33
Let A t denote the set of scenarios that we "fail" at t; i.e., A t = {ω : x t > 34 y ω t + w ω t }. The complement of A t is the set of scenarios that we "succeed" at 35 t; i.e., A t = {ω : x t ≤ y ω t + w ω t }. Then, we have P(x t ≤ y ω t + w ω t , ∀t ∈ T ) = 36 P( t∈T A t ) = 1 − P( t∈T A t ). Hence, we can rewrite the JCC in equation (1) as 37 follows:
We study approximations of the LHS of equation (2) . If we approximate the 39 LHS using a quantity larger than P( t∈T A t ) the feasible region representing an 
47
In part, we are motivated by the work in [18] , where individual chance con- The classical inclusion-exclusion formula for the union of sets, A t , t ∈ T , is 63 P(
where,
We are interested in approximating 64 the probability of this union using S 1 and S 2 alone.
65
One of the earliest known bounds on the union are due to Bonferroni [2] :
Tighter bounds are available from Result 3 and Result 1, respectively, of Sathe 67 et al. [24] :
The upper bound in equation (4a) [7] , and has an 75 exponent of two for S 1 :
The bound in equation (5) as follows:
where Consider the following chance-constrained optimization model:
Here, R t and B t are some non-negative deterministic parameters. JCC in equa-88 tion (7b) can be rewritten exactly using a big-M formulation as follows,
Here, z ω = 1 if we fail in scenario ω and 0 otherwise; and, M 
96
We can now use the approximations presented in Section 2 for the JCC in (1)
97
as follows:
and one of the following inequalities:
Equation ( (11) represent the approximations resulting from equations (3a), (3b),
104
(4a), (4b), (5) and (6), respectively.
The following proposition provides a sufficiently large value for M ω t :
Proposition 1 A sufficiently large value for M ω t for the optimization model (7) is
Here, ∆ is an upper bound on 108 y ω t , ∀t ∈ T, ω ∈ Ω; w w(l,t) t denotes the l th largest realization of w at time t; and,
109
· rounds its argument down to the nearest integer.
110
Proof The proof mirrors that of Proposition 5.2.1 of [25] . By constraint (8b) we can 111 remove at most N ε scenarios for every t. Further, we have y
Hence,
, ∀t ∈ T, ω ∈ Ω is a valid inequality. Thus, we have
Remark 1 Sathe et al. [24] provide a proof that the inequalities in equation (4) 115 can be further improved; specifically, the bound in equation (4a) can be improved
, and the bound in equation (4b) can be improved if 2S 2 < S 1 .
117
However, for the optimization models we consider, S 1 and S 2 are not known apriori,
118
and hence these tighter bounds cannot be used. In this section, we assess the computational performance of the approximations 127 in Section 3 using model (7) . We use |T | = 24 and solve model (7) Core i7 2.8 GHz processor with 16 GB of memory.
First Batch of Samples

137
In Tables 1-4 in a large degree of correlation in the w ω t , see Figure 1a . optimal. These two bounds are the tightest lower and upper bounds, respectively.
160
Second, we sample 250 scenarios for w from a normal random number genera-161 tor, using the same hourly means and variances as the ARMA model. This results
162
in an almost zero correlation in the w ω t , see Figure 1b . Table 2 compares the six 163 models for this sampling. We have a similar trend as in Table 1 , but ten of the 164 twelve models in Table 2 are slightly easier to solve (see the "MIP gap" column) Now, we increase the number of sampled scenarios to 500. Tables 3 and 4 172 present results analogous to Tables 1 and 2, respectively. With the larger prob-t1  t2  t3  t4  t5  t6  t7  t8  t9  t10  t11  t12  t13  t14  t15  t16  t17  t18  t19  t20  t21  t22 t3  t4  t5  t6  t7  t8  t9  t10  t11  t12  t13  t14  t15  t16  t17  t18  t19  t20  t21  t22  t23 (5) Table 2 : Comparison of approximations from Section 2 using samples from a Gausian model with 250 scenarios. Bold-numbers indicate the relevant bound obtained when the optimization model could not be solved to a 0% MIP gap in the 2100 seconds time limit. Hence, the tightest lower and upper bounds for ε = 0.01 are 9,100.8 and 9,449.9, respectively while the true optimal value is 9,353.2. Similarly, the tightest lower and upper bounds for ε = 0.03 are 9,124.3 and 9,994.8, respectively while the true optimal value is 9,884.0.
quadratic constraint. However, this constraint offers a strong upper bound, for 176 both instances, when linearized as in equation (6) Table 3 : Comparison of approximations from Sections 2 and 3 using samples from an ARMA model with 500 scenarios. Bold-numbers indicate the relevant bound obtained when the optimization model could not be solved to a 0% MIP gap in the 2100 seconds time limit. Hence, the tightest lower and upper bounds for ε = 0.01 are 8,701.0 and 8,772.9, respectively while the true optimal value is 8,701.0. Similarly, the tightest lower and upper bounds for ε = 0.03 are 8,542.5 and 9,352.9, respectively while the true optimal value is 9,211.3.
Second Batch of Samples
186
Now, we re-run the computational results presented above using a different batch within eight hours. Thus, we need to change the definition of "Gap from optimal".
192
We use the following definition to obtain the conservative gap: Table 4 : Comparison of approximations from Sections 2 and 3 using samples from a Gaussian process with 500 scenarios. Bold-numbers indicate the relevant bound obtained when the optimization model could not be solved to a 0% MIP gap in the 2100 seconds time limit. Hence, the tightest lower and upper bounds for ε = 0.01 are 9,005.1 and 9,390.3, respectively while the true optimal value is 9,346.4. Similarly, the tightest lower and upper bounds for ε = 0.03 are 9,148.2 and 9,990.9, respectively while the true optimal value is 9,874.1.
Here, z * U B and z * LB are the upper and lower bounds on the true optimal value; 195 when z * U B = z * LB this definition is the same as the one we used in Section 4.1.
196 Tables 5, 6, 7 and 8 are analogous to Tables 1, 2, 3 Table 8 , the Dawson and 199 Sankoff bound from equation (5) is not as challenging as before. In fact, in Table 7 200 equation (5) results in the tightest upper bound for ε = 0.01. Second, the gap from 201 optimal in Table 7 is not consistently larger than that in Table 8 . This could be 202 because of the relatively large range in which the true optimal values lies. 
Discussion on Computation Results
204
When the true optimal solution is not exactly known (i.e., z * U B = z * LB ), the "Gap 205 from optimal" could appear to be large. In this sense, the results from solving chance constrained programs, and specific models under which the pre-218 sented approximations could be speedened up. 
