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Abstract— Krylov projection methods are used for model
reduction of large scale systems. An algorithm which belongs to
the class of Krylov subspace methods is the Arnoldi algorithm.
The standard version of this algorithm tends to create reduced
order models that poorly approximate low frequency dynamics.
The rational Arnoldi algorithm produces reduced models that
approximate dynamics at different interpolation points. This
paper tackles the issue of developing a computationally effi-
cient model reduction procedure based on a modified rational
Arnoldi algorithm. Moment matching properties are established
and a breakdown analysis for the algorithm is provided. A set
of Arnoldi-like equations for the algorithm is also derived.
I. INTRODUCTION
Consider a linear time-invariant single-input single-output
system described by the state-space equations
Ex˙(t) = Ax(t)+ Bu(t), y(t) = Cx(t) (1)
where x(t) ∈ Cn denotes the state vector and u(t) and y(t)
the scalar input and output signals, respectively. The system
matrices A, E ∈ Cn×n are assumed to be large and sparse,
and B, C′ ∈ Cn. These assumptions are met by large scale
models in many applications. The transfer function for the
system in (1) is denoted as
G(s) = C(sE−A)−1B s=
[
E A B
∗ C 0
]
·
To simplify subsequent analysis and design based on the
large nth order model in (1), the model reduction problem
seeks an approximate mth order model of the form
Emx˙m(t) = Amxm(t)+ Bmu(t), ym(t) = Cmxm(t)
where xm(t)∈Cm, Em, Am ∈Cn×m, Bm, C′m ∈Cm and m < n.
The associated lower order transfer function is denoted by
Gm(s) = Cm(sEm−Am)−1Bm
s
=
[
Em Am Bm
∗ Cm 0
]
·
Krylov projection methods, and in particular the Arnoldi
and Lanczos algorithms [2], [4], [16], [17], [26], exploit the
sparsity of the large scale model and have been extensively
used for model reduction of large scale systems; see [1],
[3], [5], [26] and the references therein. In these approaches,
Gm(s) is computed such that it matches the moments of
G(s), that is the value of G(s) and its derivatives, at certain
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interpolation points. In the standard approaches, the moments
are matched around a single interpolation point usually
at ∞, (e.g. [1], [8], [11]). Rational Arnoldi and Lanczos
algorithms [9], [12], [22]–[24] have been developed which
produce reduced models that match the moments of G(s) at
different interpolation points. In [6] we have shown how the
approximation offered by the rational Arnoldi and Lanczos
techniques can be greatly improved by a proper selection of
the interpolation points. Briefly the issues discussed in [6]
are as follow.
• Simple Arnoldi and Lanczos-like equations as in the
standard Arnoldi and Lanczos form have been derived
in the rational case.
• Error analysis for the rational case has been derived
comparable to the standard algorithms. Residual error
expressions were derived which are important for a
better choice of the interpolation points.
Another existing problem for rational Krylov methods is
summarized below
• When calculating a new basis vector of the Krylov
subspaces, many current algorithms (see for example
[9], [14]) require knowledge of whether the current
interpolation frequency is equal to any of the previous
ones. This necessitates either a priori knowledge of all
the interpolation points, which is not feasible in an
adaptive update of these interpolation points, or storage
of the previous bases and interpolation points, which
is awkward and could be expensive. In [22]–[24], a
modified Arnoldi algorithm in the context of eigenvalue
analysis was suggested, however, no moment matching
properties were established and no breakdown analysis
provided. The authors in [11], [19], [20] have applied
this alternative implementation for model reduction and
they provide moment matching properties. In this paper
an extended version of the modified Arnoldi algorithm
and a detailed analysis are presented in detail.
Outline and Contribution: Section II gives a review of
approximation techniques by moment matching. The stan-
dard Arnoldi and the rational Arnoldi algorithms for moment
matching are also described. The contribution of this paper
is in the development of a general modified algorithm for
rational Arnoldi, first suggested in [23], and the extention
of the existing theory for the moment matching properties
of this general algorithm. In our previous work [6] we
have emphasized the importance on deriving simple Arnoldi-
like equations for the rational Krylov algorithms. We also
establish the Arnoldi-like equations that describe the general
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modified algorithm developed and in addition we present a
breakdown analysis. These subjects are described in detail
in section III. Finally section IV gives our conclusions.
II. KRYLOV BASED METHODS FOR MODEL REDUCTION
A. Moment matching problem
To simplify the presentation of our results, we only con-
sider the case when E = In, where In is the identity matrix
of size n and we will write
G(s) = C(sIn−A)−1B
s
=
[
A B
C 0
]
·
The system in (1) can be expanded by Taylor series around
an interpolation point s0 ∈ C as
G(s) = µ0+ µ1(s− s0)+ µ2(s− s0)2+ · · ·
where the Taylor coefficients µi are known as the moments
of the system around s0 and are related to the transfer
function of the system and its derivatives evaluated at s0.
The approximation problem by moment matching is to find
a lower order system Gm(s) with transfer function expanded
as
Gm(s) = µˆ0 + µˆ1(s− s0)+ µˆ2(s− s0)2+ · · ·
such that µi = µˆi, for i = 0,1, . . . ,m.
In the case where s0 = ∞ the moments are called Markov
parameters and are given by µi =CAiB. The moments around
a finite interpolation point s0 ∈ C are known as shifted
moments and they are defined as µi = C(s0In−A)−iB.
A more general definition of approximation by moment
matching is related to rational interpolation. By rational
interpolation we mean that the reduced order system matches
the moments of the original system at multiple interpolation
points.
Let Vm, Wm ∈ Cn×m. By projecting the states of the high
order system with the projector
Pm = Vm(W ′mVm)−1W ′m, (2)
assuming that W ′mVm is nonsingular, a reduced order model
is obtained as:
Gm(s)
s
=
[
Em Am Bm
∗ Cm 0
]
:=
[
W ′mVm W ′mAVm W ′mB
∗ CVm 0
]
. (3)
A careful selection of Vm and Wm as the bases of certain
Krylov subspaces results in moment matching (e.g. [1], [7],
[8], [11], [20]). For A ∈ Cn×n, B ∈ Cn, s ∈ C and integer
m > 0 a Krylov subspace Km(A,B,s) is defined as
Km(A,B,s) := colsp
[
B,(sIn−A)−1B, . . . ,(sIn−A)−(m−1)B
]
,
if s 6= ∞ and
Km(A,B,s) := colsp
[
B,AB, . . . ,Am−1B
]
, if s = ∞
where colsp denotes column span. If m = 0, Km(A,B,s) is
defined to be the empty set.
Due to space limitation we present the results in the case
where Wm = Vm. The results for the two-sided Arnoldi case
can be derived in a similar way and are therefore omitted.
Algorithm 1 Basic Arnoldi algorithm
1: Inputs: system data A,B,C, reduced order m
2: and tolerance ε > 0
3: Initialise: V j = [ ], vˆ1 = B
4: if {‖vˆ1‖< ε}, Stop, end
5: v1 = vˆ1/‖vˆ1‖
6: for j = 1→ m
7: V j+1 = [V j v j]
8: vˆ j+1 = Av j−V jV ′j Av j,
9: if {
∥∥vˆ j+1∥∥< ε}, Stop, end
10: v j+1 = vˆ j+1/
∥∥vˆ j+1∥∥,
11: end
12: Outputs: Vm+1 = {v1, . . . ,vm+1}
B. Standard Arnoldi method
An iterative method for model reduction based on Krylov
projections is the Arnoldi process [2]. The basic (one-
sided) Arnoldi process, given in Algorithm 1, constructs the
base Vm = [ v1, . . . ,vm ] ∈ Cn×m for the Krylov subspace
Km(A,B,∞) such that it is unitary, i.e., V ′mVm = Im. We
assume that no breakdown (or near breakdown) occurs in
Algorithm 1 so that
∥∥vˆ j∥∥ > ε where ε is a tolerance level,
for j = 1, . . . ,m. See [25] for more details on the breakdown
of the Arnoldi algorithm.
The following equations,
AVm = VmAm + vm+1CVm , B = VmBm
referred to as the Arnoldi equations hold [15], where[
Am Bm
CVm ⋆
]
:=
[
V ′mAVm V ′mB
v′m+1AVm ⋆
]
, (4)
and ⋆ denotes a term of no interest.
The base Vm is constructed such that Km(A,B,∞) ⊆
colsp (Vm) and so the reduced order system Gm(s), defined
in (3), matches the first m markov parameters of G(s).
C. The rational Arnoldi method
The rational Arnoldi procedure [18], [22]–[24] is an algo-
rithm for constructing unitary bases of the union of Krylov
subspaces. Let Vm ∈Cn×m be the base of such subspace and
let Pm be a projector defined as Pm = VmV ′m. Applying this
projector on the system in (1) a reduced order system is
obtained with a transfer function as in (3), with Wm = Vm.
The next result shows that a proper selection of Krylov
subspaces will result in reduced order systems that matches
the moments of the system at given interpolation points.
THOEREM 2.1: Let S = {s1,s2, . . . ,sK} ⊂ C be a
set of distinct interpolation points, with multiplicities
ms1 ,ms2 , . . . ,msK . Suppose that Vm ∈Cn×m satisfies
colsp(Vm)⊇Kms1 (A,B,s1)∪·· ·∪KmsK (A,B,sK)
where ∑Kk=1msk = m. Then assuming that (sIn−A)−1 exists
for all s ∈ S, then Gm(s) matches the first msi moments of
G(s) at sk.
Proof: The proof can be found in [11]
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Algorithm 2 Rational Arnoldi algorithm
1: Inputs: S = {s1, . . . ,sK}, A,B,C,ε , msk
2: Initialize: V j = [ ], j = 0
3: for k = 1→ K
4: if {sk =∞}, vˆ j+1=B else
5: vˆ j+1=(skIn−A)−1B
6: end
7: if
∥∥vˆ j+1∥∥< ε , Stop end
8: v j+1 =
vˆ j+1∥∥vˆ j+1∥∥ , V j+1 =
[
V j v j+1
]
9: j = j +1
10: for i = 1→ msk −1
11: if {sk = ∞}, vˆ j+1 = Av j else
12: vˆ j+1 = (skIn−A)−1v j
13: end
14: vˆ j+1 = vˆ j+1−V jV j ′vˆ j+1
15: if
∥∥vˆ j+1∥∥< ε , Stop end
16: v j+1 = vˆ j+1/
∥∥vˆ j+1∥∥, V j+1 = [ V j v j+1 ]
17: j = j +1
18: end
19: end
20: Outputs : Vm = {v1, . . . ,vm}
One simple version of the rational Arnoldi algorithm is
given in Algorithm 2.
D. Arnoldi-like equations in the rational case
A set of equations known as the Arnoldi or Lanczos
equations are satisfied on every iteration of the standard
versions of Arnoldi and Lanczos algorithms. These equations
are useful for error analysis, for deriving residual error
expressions and stoping criteria for the algorithms, for per-
turbation analysis and restarts [6], [13], [15], [21], [27]. The
authors in [9]–[11], [14], [24] derive equations that describe
the rational algorithms; however these are not in the standard
Arnoldi and Lanczos form. In [6] we have shown how to
derive with minimum additional effort, Arnoldi and Lanczos-
like equations in the standard form. In the case of Arnoldi
method this is described in Lemma 2.1.
LEMMA 2.1: Let all variables be as defined in Theo-
rem 2.1 and assume that V ′mVm = Im. Let m∞ be the mul-
tiplicity of ∞ in S (m∞ = 0 if ∞ /∈ S). Suppose vm+1 ∈Cn is
defined such that, with Vm+1 :=
[
Vm vm+1
]
,
colsp
([
Vm Am∞ B
])
= colsp(Vm+1)
V ′m+1Vm+1 = Im+1.
Define [
Am Bm
CVm bm
]
:=
[
V ′mAVm V ′mB
v′m+1AVm v′m+1B
]
.
Then
AVm = VmAm+vm+1CVm (5)
B = VmBm+vm+1bm (6)
Furthermore, bm = 0 if ∞ ∈ S.
Proof: The proof can be found in [6]
In the following section we present a modified rational
Arnoldi algorithm and its analysis. This algorithm allows for
an efficient implementation of Lemma 2.1 and the derivation
of the Arnoldi equations.
III. MODIFIED RATIONAL ARNOLDI ALGORITHM
A. Description of the Algorithm
The moment matching problem in model reduction re-
duces in computing the bases of Krylov subspaces as de-
fined in Theorem 2.1. The work in [9], [14] developed
iterative algorithms for computing the base of the above
Krylov subspace. However these algorithms require storage
of previous residuals which is expensive. In this paper we
present a practical implementation of the rational Arnoldi
algorithm based on the algorithm presented in [22]–[24].
At each iteration, moments are matched without keeping
track of the multiplicities of the interpolation points already
computed and the algorithm does not require storage of
extra vectors. The algorithms presented in [22]–[24] are
used for eigenvalue computation and model reduction but no
moment matching properties were established. The authors
in [11], [19], [20] have applied a simplified version of this
alternative implementation for model reduction and they
provide moment matching properties.
In [11], [19], [20] on the jth iteration a new column is
obtained in the direction of (skIn −A)−1v j. The algorithm
developed in [22]–[24] is more general in the sense that on
the jth iteration the new column is obtained in the direction
of (skIn − A)−1v˜ j. where v˜ j is not just the last column
computed in V j but it can be a linear combination of any
columns in V j. Also in both implementations sk is considered
to be a new finite interpolation point not at infinity.
In this section we develope an algorithm for model re-
duction in the more general case of [22]–[24] with the
increamental improvement of including infinity as a pos-
sible interpolation point selection. The proof that moment
matching is actually achieved with this method is given and
the modified algorithm for the Arnoldi case is presented
in Algorithm 3. The following result is key for subsequent
analysis of Algorithm 3. The main difficulty in the proofs is
including infinity as a possible interpolation point.
Algorithm 3 Modified Rational Arnoldi
1: Inputs: A, B, C, S, S1 . . .S j and e j defined in
Lemma 3.1; ε > 0. Remark: S can contain a number
of equal si in any order.
2: Initialise: V j = [ ], vˆ1 = S1B
3: if ‖vˆ1‖< ε , Stop, end
4: v1 = vˆ1/‖vˆ1‖, V1 = v1
5: for { j = 1→m−1}
6: vˆ j+1 = S j+1V je j, vˆ j+1 = vˆ j+1−V jV ′j vˆ j+1
7: if {
∥∥vˆ j+1∥∥< ε}, Stop, end
8: v j+1 = vˆ j+1/
∥∥vˆ j+1∥∥, V j+1 = [ V j v j+1 ]
9: end
10: Output : Vm
46th IEEE CDC, New Orleans, USA, Dec. 12-14, 2007 ThC14.5
4381
LEMMA 3.1: Let A ∈ Cn×n and B ∈ Cn×1 and let m < n.
Let S = {s1, . . . ,sm} ⊂ C be given and assume that si is not
an eigenvalue of A for all si ∈ S. Define
S1 =
{
In, if s1 = ∞
(s1In−A)−1, if s1 6= ∞
and for j = 2, . . . ,m
S j =
{
A, if s j = ∞
(s jIn−A)−1, if s j 6= ∞
,
For j = 1, . . . ,m − 1 let 0 6= e j ∈ C j×1 be given. Let
v1, . . . ,vm ∈ C
n×1 be as generated by Algorithm 3 and let
V j =
[
v1 · · · v j
]
so that[
S1B S2V1e1 · · · SmVm−1em−1
]
=
[
v1 v2 · · · vm
]


r11 r12 · · · r1m
0 r22 · · · r2m
...
...
. . .
...
0 0 · · · rmm

 (7)
with Vm unitary and r ji = 0 for all j > i. Assume that r j j 6= 0
for j = 1, . . . ,m. Then, for j = 1, . . . ,m−1,
colsp(S j+1V j)⊂ colsp(V j+1)
Proof: Since e1 6= 0 and
S2V1 =
[
v1 v2
][ r12
r22
]
e−1
1
by construction, the result is true for j = 1. Assume that the
result is true for j−1, with j > 1, so that
S jV j−1 = V jR j−1 (8)
for some R j−1 ∈ C j×( j−1). Define
E j−1 =
[
I j−1
01, j−1
]
, r j =


r1, j+1
...
r j, j+1

 .
The proof is divided into four parts, depending on the values
of s j and s j+1.
1) s j 6= ∞, s j+1 6= ∞: Here, S j = S j+1+(s j−s j+1)S j+1S j.
Substituting in (8),
S j+1V j−1+(s j− s j+1)S j+1S jV j−1 = V jR j−1
⇒ S j+1V j−1+(s j− s j+1)S j+1V jR j−1 = V jR j−1
⇒ S j+1V j
(
E j−1+(s j− s j+1)R j−1
)
= V jR j−1.
Combining this with
S j+1V je j = V j+1
[
r j
r j+1, j+1
]
(9)
from (7), we get
S j+1V j
L=
[
L1 e j
]
︷ ︸︸ ︷[ (
E j−1+(s j−s j+1)R j−1
)
e j
]
=V j+1
R︷ ︸︸ ︷[
R j−1 r j
0 r j+1, j+1
]
(10)
Next, we show that L is nonsingular. Suppose on the
contrary that
[
L1 e j
][ x
y
]
= 0,
[
x
y
]
6= 0. (11)
Post-multiplying (10) by
[
x′ y′
]
′
shows that y = 0
since r j+1, j+1 6= 0. Thus R j−1x = 0, since V j+1 is
unitary, and L1x = 0. This shows that x = 0. This
contradiction shows that L is nonsingular.
2) s j = ∞, s j+1 6= ∞: It can be verified that, in this case,
S j+1S j = s j+1S j+1− In. Pre-multiplying (8) by S j+1,
substituting and using (9),
S j+1V j
L︷ ︸︸ ︷[ (
s j+1E j−1−R j−1
)
e j
]
= V j+1
R︷ ︸︸ ︷[
E j−1 r j
0 r j+1, j+1
]
(12)
Since R has full column rank, then L is nonsingular.
3) s j 6= ∞, s j+1 = ∞: It can be verified that, in this
case, S j+1S j = s jS j− In. Pre-multiplying (8) by S j+1,
substituting and using (9),
S j+1V j
L=
[
L1 e j
]
︷ ︸︸ ︷[
R j−1 e j
]
= V j+1
R︷ ︸︸ ︷[
s jR j−1−E j−1 r j
0 r j+1, j+1
]
(13)
Next, we show that L is nonsingular. Suppose on the
contrary that (11) is satisfied. Post-multiplying (13) by[
x′ y′
]
′
shows that y = 0 since r j+1, j+1 6= 0. Thus
R j−1x = 0, since V j+1 is unitary, and R j−1x = 0. This
shows that x = 0. This contradiction shows that L is
nonsingular.
4) s j = ∞ = s j+1: Here, S j+1 = S j = A. In this case, it is
straightforward to show that
S j+1V j
L=[ L1 e j ]︷ ︸︸ ︷[
E j−1 e j
]
= V j+1
R︷ ︸︸ ︷[
R j−1 r j
0 r j+1, j+1
]
(14)
Next, we show that L is nonsingular. Suppose on the
contrary that (11) is satisfied. Post-multiplying (14) by[
x′ y′
]
′
shows that y = 0 since r j+1, j+1 6= 0. Thus
L1x = 0, which shows that x = 0. This contradiction
shows that L is nonsingular.
In all four cases, we have S j+1V j = V j+1R j with R j = RL−1,
which proves the induction step and establishes the lemma.
B. Moment Matching Properties
The next corollary establishes a moment matching prop-
erty for Algorithm 3.
COROLLARY 3.1: Let all variables be as defined in
Lemma 3.1. Suppose that q ∈ S has multiplicity p. Then
Kp(A,B,q)⊆ colsp(Vm)
Proof: Suppose that q = si1 = · · ·= sip , where 1≤ i1 <
· · · < ip ≤ m so that Si1 = · · · = Sip . Now, it follows from
Lemma 3.1 that, for j = 2, . . . ,m and for k = 1, . . . , j−1, we
have
S jVk = V jR j,k (15)
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for some R j,k ∈C j×k. Also, we have
S1B = V1r11e−11 (16)
from (7).
1) Suppose that q = ∞. A little reflection will show that
Kp(A,B,q) = colsp
([
B Si2B · · · (Sip · · ·Si2B)
])
There are two possibilities:
a) i1 = 1: Here Si1 = In, and so (16) implies that
B = Vi1Ri1,0 (17)
where Ri1,0 = r11e
−1
1
.
b) i1 > 1: Here s1 6= ∞, and so pre-multiplying (16)
by (s1I−A) and using (15) gives
B = s1V1r11e−11 −Si1V1r11e
−1
1
= s1V1r11e−11 −Vi1Ri1,1r11e
−1
1
which has the form (17) for some Ri1,0 ∈C
i1×1.
In either case, (17) is satisfied. An iteration using (15)
and (17) now gives
B = Vi1Ri1,0 ∈ colsp(Vm)
Si2B = Si2Vi1Ri1,0 = Vi2Ri2,i1Ri1,0 ∈ colsp(Vm)
...
Sip · · ·Si2B = VipRip,ip−1 · · ·Ri2,i1Ri1,0 ∈ colsp(Vm)
which proves the corollary.
2) Suppose that q 6= ∞. Here
Kp (A,B,q) =
colsp
([
Si1B (Si2Si1B) . . . (Sip . . .Si1B)
])
There are three possibilities:
a) i1 = 1: Here we simply write (16) as
Si1B = Vi1Ri1,0 (18)
where Ri1,0 = r11e
−1
1
.
b) i1 > 1, s1 6= ∞: Here, Si1 = S1+ (si1 − s1)Si1S1.
Using (15) and (16),
Si1B = S1B +(si1− s1)Si1S1B
= V1R1,0+(si1 − s1)Vi1Ri1,1R1,0
which has the form (18) for some Ri1,0 ∈C
i1×1.
c) i1 > 1, s1 = ∞: Here Si1S1 = Si1 . Thus Si1B =
Si1S1B = Si1V1r11e
−1
1
= Vi1Ri1,1r11e
−1
1
which has
the form (18) with Ri1,0 = Ri1,1r11e
−1
1
.
Thus in all three cases, (18) is satisfied. Now an
iteration using (15) and (18) gives
Si1B = Vi1Ri1,0
Si2Si1B = Si2Vi1Ri1,0 = Vi2Ri2,i1Ri1,0
...
Sip · · ·Si1B = VipRip,ip−1 · · ·Ri2,i1Ri1,0.
This completes the proof.
C. Arnoldi-like equations
The second corollary derives Arnoldi-like equations for
Algorithm 3.
COROLLARY 3.2: Let all variables be as given in
Lemma 3.1. Suppose vm+1 ∈ C
n is defined such that, with
Vm+1 :=
[
Vm vm+1
]
,
colsp
([
Vm AVmem
])
= colsp(Vm+1),
V ′m+1Vm+1 = Im+1
where 0 6= em ∈C
m×1. Define[
Am Bm
CVm bm
]
:=
[
V ′mAVm V ′mB
v′m+1AVm v′m+1B
]
·
Then the following Arnoldi-like equations are satisfied
AVm = VmAm + vm+1CVm (19)
B = VmBm + vm+1bm (20)
Furthermore, bm = 0 if ∞ ∈ S.
Proof: It is easy to see that the construction of vm+1 is
equivalent to running Algorithm 3 for one extra interpolation
point at sm+1= ∞, so that Sm+1= A. Thus a direct application
of Lemma 3.1 gives (19).
To prove (20) we proceed as follows. If s1 = ∞, so that
S1 = In, (7) gives B = V1r11e−11 and the result is proved. If
s1 6= ∞, so that S1 = (s1In−A)−1, then (7) gives B = (s1In−
A)V1r11e−11 and so B∈ colsp(Vm+1) from (19), which proves
(20).
To prove the final part, suppose that ∞ ∈ S. Then
Lemma 3.1 implies that Kp(A,B,∞) ⊆ colsp(Vm) for some
p ≥ 1. In particular, this implies that B ∈ colsp(Vm) and so
bm = v′m+1B = 0 and the result is proved.
As mentioned before the importance of the derivation of
the Arnoldi equations in the rational case in the standard
form is that they are very useful for error analysis, for
deriving residual error expressions, stoping criteria and also
for best choice of the interpolation points [6].
D. Breakdown analysis
An important issue for Algorithm 3 is its possible break-
down in line 8 (ignoring the trivial case S1B = 0). This
is related to the choice of the updating vectors e j and
corresponds to
vˆ j+1 =
Z j︷ ︸︸ ︷(
S j+1V j−V j(V ′jS j+1V j)
)
e j = 0
in exact arithmetic. There are two possible sources for this
breakdown.
1) The first occurs when Z j = 0. In this case the algorithm
breaks down for all choices of e j. Suppose that Z j = 0,
or
S j+1V j = V j(V ′jS j+1V j).
This is equivalent to V j being an invariant subspace of
S j+1 and, since S j+1 is either equal to A (if s j+1 = ∞)
or (s j+1In−A)−1 (if s j+1 6= ∞), it follows that Z j = 0
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if and only if V j is an invariant subspace of A, that
is, if and only if AV j = V jA j for some A j ∈ C j× j.
Furthermore, since S1B = v1r11 and since S1 is either
equal to In (if s1 = ∞) or (s1In−A)−1 (if s1 6= ∞), it
follows that Z j = 0 implies that either B = v1r11 or
B = s1v1r11 − Av1r11. It follows that, in both cases,
Z j = 0 implies that B = V jB j for some B j ∈ C j×1.
Thus Z j = 0 implies that the projection of (A,B) onto
colsp(V j) is exact, i.e., (sIn−A)−1B =V j(sI j−A j)−1B j
for all s ∈ C. This will therefore be referred to as a
lucky breakdown.
2) The second occurs when Z j 6= 0 but Z je j = 0, that is,
the source of the breakdown is an inappropriate choice
of e j. Two proposed choices are e j =
[
1 01×( j−1)
]
′
and e j =
[
01×( j−1) 1
]
′
. It is clear that the first
choice will cause breakdown if s j+1 = si for 1 < i <
j + 1. What is less clear is that the second choice
may also cause a breakdown as the following argument
shows. Suppose A and B are such that B′AB = 0 and
S = {∞,∞,0}. It is easy to find examples for which
Z3 6= 0, although the last column of Z3 is zero, e.g.,
A = diag(1,2,3,−6) and B =
[
1 1 1 1
]
′
. Thus
for Algorithm 3, a breakdown, which is not a lucky
breakdown, may occur because of the choice of e j.
Note however, that if si = ∞ for all i, that is, in the
standard Arnoldi algorithm, then this second choice of
e j guarantees that Z je j = 0 if and only if Z j = 0, so
that only lucky breakdowns may occur.
There are various ways of choosing e j. We can choose
e j at random, checking that vˆ j+1 6= 0. A more systematic,
though also more expensive, way is to choose e j as the
singular vector of Z j corresponding to the largest singular
value. This will guarantee that breakdown will always be a
lucky breakdown. Also, these choices maximize ‖vˆ j+1‖ (sub-
ject to ‖e j‖ ≤ 1), which will tend to improve the numerical
properties of the algorithm, since we divide by ‖vˆ j+1‖ in
Algorithm 3.
Remark: Given a real system G(s) it is desirable to obtain
the reduced order system with real matrices Am,Bm,Cm,Dm.
The work presented here is in complex arithmetic since real
arithmetic implementation is beyond the scope of this paper.
More details of real arithmetic implementation can be found
in [22], [26].
IV. CONCLUSIONS
In this paper we have given an analysis of a modified
rational Arnoldi algorithm first suggested in [23]. We have
established the moment matching properties of the algorithm
and given a breakdown analysis. We have also derived a set
of Arnoldi-like equations for the algorithm. As shown in [6]
in the context of the standard rational Arnoldi algorithm,
these equations are very useful for error analysis, choice of
interpolation points and other applications.
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