This paper is concerned with the existence of entire solutions of a reaction-advection-diffusion equation with monostable and ignition temperature nonlinearities in infinite-cylinders. Here the entire solutions are defined in the whole infinite cylinder and for all time t ∈ R. A comparison argument is used to prove the existence of entire solutions which behave as two traveling wave fronts coming from both directions. The main techniques are to characterize the asymptotic behavior of the solutions as t → −∞ in term of appropriate subsolutions and supersolutions. In order to illustrate our main results, a passive-reaction-diffusion equation model arising from propagation of fronts is considered. This is probably the first time the existence of entire solutions of reaction-diffusion equations in infinite-cylinders has been studied. © 2008 Elsevier Masson SAS. All rights reserved.
Introduction
In this paper, we consider the existence of entire solutions of the semilinear reaction-advection-diffusion equation in infinite-cylinders of the form:
∂u(x,t) ∂t = u(x, t) − α (y) ∂u(x,t) ∂x 1 
+ f (u(x, t)), (x, t) ∈ Σ × R, ∂u(x,t) ∂ν
= 0, ( x , t ) ∈ ∂Σ × R,
where x = (x 1 , y) ∈ Σ = R × Ω, Ω ⊂ R n−1 is a bounded smooth domain, and the advection term α(y) ∈ C 1,δ (Ω) for some δ ∈ (0, 1). For the sake of convenience, we denote ∂u ∂x 1 by ∂ 1 u. The outward unite normal to ∂Ω or to ∂Σ is denoted by ν. The nonlinearity is induced by the function f , which we assume satisfies the following conditions, respectively: Obviously, if f satisfies (FM) ((FI)), then it is a monostable (ignition temperature) nonlinearity. Hereafter, a traveling wave solution of (1.1) always refers to a pair (u, c), where u = u(z, y) is a function inΣ and c is a constant, such that u(x, t) := u(x 1 + ct, y) (x 1 ∈ R) is a solution of (1.1), and u(−∞, y) = 0 and u(+∞, y) = 1, uniformly in y ∈Ω.
We call c the traveling wave speed and u the profile of the wave front. The existence of traveling wave solutions of (1.1) under the conditions (FM) and (FI) was obtained by Berestycki and Nirenberg [8] . In fact, in [8] they considered not only the monostable and ignition temperature cases but also the bistable case. For more related results on the existence of traveling wave solutions, we refer to Bebernes et al. [2] , Berestycki and Hamel [4, 5] , Berestycki et al. [6] , Chen [9] , Fife and McLeod [13] , Volpert et al. [31] and Wang et al. [32, 33, 35] . Furthermore, Berestycki et al. [7] , Roquejoffre [26] [27] [28] , and Vega [30] considered the stability of traveling wave solutions of reaction-diffusion equations in infinite cylinders. Some applications in biology were given by Aronson and Weinberger [1] , Fisher [14] and Hadeler and Rothe [17] .
It has been observed that traveling wave solutions are special examples of the so-called entire solutions that are defined in the whole space and for all time t ∈ R. Just as Morita and Ninomiya [25] pointed out, the entire solution can help us for the mathematical understanding of transient dynamics, and also can be used to imply that the dynamics of two solutions can have distinct histories in the configuration, though their asymptotic profiles as t → +∞ coincide. The entire solutions of (1.1) can be also viewed as orbits u(·, t), t ∈ R, lying in the space of the C 2 (R n x ) functions u ∈ (0, 1), see Hamel and Nadirashvili [19] .
Recently, some new types of entire solutions are obtained by several authors, see Chen and Guo [10] , Chen et al. [11] , Fukao et al. [15] , Guo and Morita [16] , Hamel and Nadirashvili [18, 19] , Li et al. [22] , Wang et al. [34, 36] and Yagisita [37] . The first successful example is given by Hamel and Nadirashvili [18] . In the pioneering work, they considered the Fisher-KPP equation and established five-dimensional, four-dimensional and three-dimensional manifolds of entire solutions of the equation by combining two traveling wave solutions with different speeds and coming from both sides of the real axis and some spatially independent solutions. Further, they in [19] provided the existence of entire solutions in high-dimensional spaces and obtained an amazingly rich class of entire solutions by using planar traveling wave fronts. We note here that, these planar traveling wave fronts in R n are indeed the solutions of (1.1) with the form u(x, t) = u(x · ν + ct) for any fixed unit vector ν ∈ R n . That is to say, such planar traveling wave fronts satisfy the following ordinary differential equation,
and the conditions,
where ϕ ∈ C 2 and ϕ (ξ ) > 0, ξ ∈ R. Thus, the existence of entire solutions constructed by planar traveling wave fronts can be also considered in the sense of one-dimensional space. In addition, by constructing a global invariant manifold with asymptotic stability, Yagisita [37] proved, for the bistable equation, that there exists an entire solution which behaves as two traveling wave solutions coming from both sides of the x-axis and annihilating in a finite time, and the stability and uniqueness of the entire solution were also considered. Yagisita's argument was substantially simplified by Fukao et al. [15] . Chen and Guo [10] and Guo and Morita [16] developed an unified approach based on the comparison principle to find entire solutions for both the bistable and monostable cases. Chen et al. [11] showed the existence and uniqueness of entire solutions in reaction-diffusion equations with balanced bistable nonlinearity. Here the balanced bistable nonlinearity means the wave speed c = 0. We should also mention that Morita and Ninomiya [25] obtained some novel entire solutions which are completely different from these observed in [10, 11, 16, 18, 19, 37] . Though Hamel and Nadirashvili [19, Theorems 1.7 and 1.8] studied nonplanar traveling waves and radial solutions of the Fisher-KPP equation in R N , the well-known results of entire solutions of reaction-diffusion equations mentioned above were in fact constructed by (planar) traveling wave fronts in the one-dimensional space. The issue of the existence of entire solutions of reaction-advection-diffusion equation (1.1), which admits nonplanar traveling wave solutions, is still open. This motivates us to resolve the issue.
For the traveling wave solution u(x, t) = u c 1 (x 1 + c 1 t, y) with (x 1 , y) ∈Σ and c 1 ∈ R the speed of the front, if we denote u c 1 (x 1 + c 1 t, y) by u 1 (z, y), where z = x 1 + c 1 t, and denote
Similarly, a solution of the following problem:
is also a traveling wave solution of (1. 4) where β 1 (y, c 1 ) = c 1 + α(y) and β 2 (y, c 2 ) = c 2 − α(y). Clearly, these boundary conditions imply that there are no flux of u i (z, y) (i = 1, 2) across the boundary ∂Σ. In particular, we remark that every solution of (1.4) is nonplanar and also called a traveling curved solution of (1.1).
It is easy to see that if the nonlinearity f satisfies either (FM) or (FI), then there must be:
for some constants M > 0, s 0 > 0 and δ > 0. Thus, the below results directly follow from Berestycki and Nirenberg [8] . Proof. Assume that (FM) holds. Integrating the first equation of (1.4), we get:
Applying the assumptions (FM) and (H), and noticing the last two equations of (1.4), we have: 
uniformly in y ∈Ω. Moreover, the entire solution possesses the properties: 
uniformly in y ∈Ω.
Note that the spatially independent function ζ(t) that solves ζ (t) = f (ζ ), 0 < ζ(t) < 1, is another solution of (1.1) satisfying ζ(−∞) = 0 and ζ(+∞) = 1 with the assumption (FM). Using the ODE's theory, it is easy to see that the limit lim t→−∞ ζ(t)e −f (0)t exists, see also Li et al. [22, Theorem 2.9] . Let lim t→−∞ ζ(t)e −f (0)t = ρ 0 and ρ(t) = ρ 0 e f (0)t for any t ∈ R. Then ρ(t) = ρ 0 e f (0)t solves the equation ρ (t) = f (0)ρ on t ∈ R and there must be ζ(t) ρ(t) for any t ∈ R provided that (FM) holds (see Li et al. [22, Proposition 2.10] ). As in [16, 18, 19] , we can consider any combination of traveling wave solutions and the spatially independent solution ζ(t) of (1.1) to construct another type of entire solutions. 
where κ j (j = 1, 2) and R 1 are some positive numbers, such that
are supersolutions of (1.1) for t 0, where i, k = {0, 1} with i + k 1. Moreover, (1.1) has entire solutions u ik (x, t) ∈ (0, 1) satisfying (1.6), and
The purpose of this paper is to establish the existence of entire solutions of (1.1), that is, Theorems 1.3-1.5. Our method is to construct appropriate subsolutions and supersolutions and then the existence of entire solutions of (1.1) is established by comparison and the continuity of the semiflow, which is inspired by Chen and Guo [10] , Guo and Morita [16] and Hamel and Nadirashvili [18] and is done in Section 3. Before doing those, we study the asymptotic behavior of traveling wave solutions of (1.1) at infinity in Section 2. Furthermore, we give a well-studied example in Section 4 to illustrate our main results. Finally, some discussions are concluded.
Preliminaries
In this section, we show the asymptotic behavior of u i (z, y) at z = ±∞. By the assumption (FM) (or (FI)), we
In the remainder of this paper, we always assume that the traveling curved fronts u i (z, y) (i = 1, 2) satisfy:
Indeed, we can translate u 1 (z, y) and u 2 (z, y) along z-axis and also denote by u 1 and u 2 so that (2.2) holds. The key step to prove our main results is to estimate the solutions u i (z, y) (i = 1, 2) of (1.4) at infinity. Consider the equation in a half cylinder, say Σ − := (−∞, 0) × Ω (resp. Σ + := [0, +∞) × Ω), of the form:
where β i (i = 1, 2) are defined as before, a = −f (0) (resp. −f (1)), and the solutions v i (z, y) (i = 1, 2) of (2.3) are of the type,
with ψ i the polynomial form
This leads to the "eigenvalue" problems in λ i (i = 1, 2):
We now consider the following linear eigenvalue problem with Neumann boundary conditions:
We denote by μ 1 the first (least) eigenvalue and by σ (y) the associated eigenfunction. It is well known that σ (y) > 0 onΩ. In particular, there is μ 1 = a.
In the following, we use the results obtained by Berestycki and Nirenberg [8] to show the asymptotic exponential behavior of traveling wave solutions u i (z, y) (i = 1, 2) of (1.1) as z → ±∞. 
Entire solutions to the R-A-D equation
In this section, we construct appropriate supersolutions to show the existence of entire solutions of (1.1). Firstly, we give a definition of supersolution of (1.1) on (x, t) ∈ Σ × (−∞, 0].
Now, we start to construct supersolutions of (1.1) by considering the following ordinary differential system:
with the assumptions that c 2 c 1 > 0, N > 0, μ > 0 and the initial values p 2 (0) p 1 (0) 0, which is first proposed by Guo and Morita [16] . For the first equation of (3.2), we can solve explicitly as
Let
Then direct calculations show that 
and so
Consequently, we can get the same estimate for p 2 (t) − c 2 t − w 2 as in (3.4). Moreover, p 1 (t) and p 2 (t) are increasing in t ∈ (−∞, 0].
Theorem 3.2. Assume that (FM) and (H) hold. Let c *
be the minimal wave speeds and u i (z, y) (i = 1, 2) be the solutions of (1.4). Then for any given c i c * i (i = 1, 2) with c 2 c 1 , there exist constants N > 0 and μ > 0 such that for the solutions p 1 (t) and p 2 (t) of (3.2) with p 2 (0) p 1 (0) 0, the function,
is a supersolution of (1.1) on t ∈ (−∞, 0].
. Define:
The remain work is to verify that F (ū) 0 for all t 0. We prove it by considering four cases: We firstly consider the case (A), that is, c 1 = c * 1 and c 2 > c * 2 . By using the above prepared results, direct calculations give:
where
Now, we consider two cases
Using mean value theorem and setting L := max 0 u 2 |f (u)|, we get:
0 for all t 0, we have: 
, +∞), we have: 
Combining (3.8), (3.9), (3.10) and (3.11), we conclude that the inequality, 
Remark 3.4. In Theorem 3.2, for the case c 1 c 2 , we have a similar conclusion. In fact, we only need to let p 1 (0) p 2 (0) 0 and change the ODE system (3.2) into the following system:
Similarly, we can treat Theorem 3. 
This problem is well posed and the maximum principle holds. In fact, as in [27, Proposition 2.1], it is easy to prove that the operator L, defined by:
is sectorial in X := UC(Σ), where UC(Σ) denotes by the space of all bounded, uniformly continuous functions inΣ .
We remark that, just as Roquejoffre [26] pointed out, it is only an easy extension of the results obtained by Stewart [29] . Therefore, L generates an analytic semigroup. Thus, as done by Roquejoffre [27, Proposition 2.1], it follows from [20] that (3.12) has an unique classical solution u n (x, t) on (x, t) ∈Σ × (−n, +∞) that satisfies 0 < u n (x, t) < 1 for any (x, t) ∈Σ × [−n, +∞) and n ∈ N. By comparison principle, we have:
for any (x, t) ∈Σ × [−n, +∞) and n ∈ N. Consequently,
On the other hand,
it follows from Definition 3.1 and comparison principle that u n (x, t) ū(x, t) for any (x, t) ∈Σ × [−n, 0] and n ∈ N. Furthermore, it is easy to see that for any n 1 n 2 , u n 1 (x, t) u n 2 (x, t) holds for any (x, t) ∈ Σ × [−n 1 , +∞). Note that the solution u n (x, t) is upper bounded from 1, and by using the standard parabolic regularity estimates, there is a constant C independent of x, t and n, such that for all (x, t) ∈Σ × [−n + 1, +∞) and all n ∈ N, Letting i → ∞, by (3.15) we know that u * (x, t) is an entire solution of (1.1). Furthermore, we have u * (x, t) ū(x, t) for any (x, t) ∈Σ × (−∞, 0], and
In particular, 0 < u * (x, t) < 1 for any (x, t) ∈Σ × R. We now prove
and (3.13) we have u n (x, t) u n,0 (x) for any (x, t) ∈ Σ × [−n, +∞). Therefore, we have 
then by the strong maximum principle, we have ∂ ∂t u * (x, t) > 0 inΣ × R. The proofs of (1.5), (1.6) and (1.7) are straightforward.
We note that the entire solution considered above is just the case θ 1 = w 1 and θ 2 = w 2 with w 1 and w 2 defined by (3.3). For any θ 1 , θ 2 ∈ R, we defineũ(x, t) :=ũ(x 1 , y, t) = u * (x 1 + ξ , y, t + τ ) with
where u * (x, t) is the entire solution with the initial phases w 1 and w 2 , and denoteũ(x, t) by u(x, t). This completes the proofs of Theorems 1.3 and 1.4. 2
Proof of Theorem 1.5. To complete the proof of Theorem 1.5, we only need to prove that the functionsū ik (x, t) (i, k = 0, 1) defined in Theorem 1.5 are supersolutions of (1.1) on t ∈ (−∞, 0] and the remainders of the proof are completely similar to that of Theorem 1.3. Without loss of generality, we only consider the case i = k = 1, namely,
It is easy to see that
Noticing the fact that f (u) < f (0) for any u ∈ (0, 1), we can modify f (u) on u ∈ (1, 3) so that
By virtue of the fact that ρ(t) is the solution ofρ(t) = f (0)ρ and the mean value formulas, we have:
Using an argument as that of Theorem 3.2 (see also Remark 3.4), it follows thatŨ(x, t) Ne μp 1 , where N and μ in (3.2) are chosen as in the proof of Theorem 3.2. At the same time, it is obvious that ∂ ∂νū 11 (x, t) = 0 on (x, t) ∈ ∂Σ × (−∞, 0]. Thus, we have proved thatū 11 (x, t) is a supersolution of (1.1) on t ∈ (−∞, 0].
Similarly, we can prove thatū 01 (x, t) andū 10 (x, t) are also supersolutions of (1.1) on t ∈ (−∞, 0]. This completes the proof of Theorem 1.5. 2
An application
Consider a well-established simple mathematical model describing a chemical reaction in a fluid, the passivereactive diffusion equation:
which can be obtained by decoupling the following system of two equations for concentration C and temperature T of the form, and the Neumann boundary conditions:
In this case, (4.1) reduces to
For a number of results on the existence of traveling fronts solutions of (4.5) and (4.4) under various types of nonlinearity f , for example, monostable type, ignition type and bistable type, one can be found in [6, 8] . In particular, we know from [8] that (4.5) and (4.4) admit nondecreasing traveling front solutions T 1 (x, y, t) = T * 1 (x + c 1 t, y) and T 2 (x, y, t) = T * 2 (−x + c 2 t, y) connecting two equilibria for any c 1 c * 1 > 0 and c 2 c * 2 > 0, respectively, with monostable nonlinearity, and admit nondecreasing traveling front solutions T 1 (x, y, t) = T * 1 (x + c ι 1 t, y) and H (see [12] ), it is obvious that c * 1 = c * 2 at this time. Recently, Constantin et al. [12] and Kiselev and Ryzhik [21] established rigorous lower bounds on the wave speed of traveling fronts and on the bulk burning rate of (4.1) and (4.4) (not only (4.4) and (4.5)) with monostable and ignition nonlinearities, which contains important geometric information on the velocity streamlines and degenerates when these oscillate on scales that are finer than the width of the laminar burning region.
A nature problem is to consider the existence of entire solutions of (4.4) and (4.5). Using the known results of traveling front solutions of (4.4) and (4.5), we know that Theorems 1.3 and 1.5 are valid for (4.4) and (4.5) if f satisfies (FM), and Theorem 1.4 is available for (4.4) and (4.5) if f satisfies (FI). The entire solutions can be viewed as the chemical be ignited in two ends of a tubular reactor at the same time, the normalized temperature denoted by T rises from the both ends to the center of the reactor, and then reaches a steady state in finite time which could be explained that the reaction has finished. Indeed, this is reasonable in chemical engineering, since igniting in two ends of a tubular reactor can accelerate the reaction.
Discussions
This paper probably prove for the first time the existence of entire solutions of reaction-diffusion equations in infinite-cylinders has been studied. We have established the existence of entire solutions of Eq. (1.1) when the nonlinear term f satisfies either (FM) or (FI). The main results are Theorems 1.3, 1.4 and 1.5. In particular, Theorem 1.4 still holds for reaction-diffusion equations in one-dimensional spatial space. Contrasting to the previous results on the existence of entire solutions of reaction-diffusion equations, Theorem 1.4 is completely new for reaction-advectiondiffusion equations with ignition type nonlinearity. However, the existence, uniqueness and stability of entire solutions of (1.1) with bistable nonlinearity remain open. We leave these for further researches.
