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Nous comparons et calculons trois sous-espaces vectoriels remaquables de la cohomologie d’un 
CW-complexe. 
We compare three natural subvectorspaces of the cohomology of a simply connected pointed space. 
These spaces are related to, respectively, the “last cells” of the space, the “dual Gottlieb groups” and 
the “evaluation map” defined by the Spivak construction. 
1 Introduction 
Le propos de ce texte est de comparer trois sous-espaces vectoriels naturels de la 
cohomologie (A coefficients dans un corps k) d’un espace point& simplement connexe 
X. Ces espaces sent li6s i l’existence possible de cellules terminales dans un modkle 
cellulaire de X, aux groupes duaux, au sens de la dualit d’EckmanwHilton, des 
groupes de Gottlieb et au morphisme d’kvaluation dCfini par la construction de 
Spivak. 
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1.1. Le premier de ces sous espaces, note E(X; k), est l’image de l’application lineaire 
homogene de degre 0. 
evx: Exty.(x;kJ(k, %‘*(X; k)) + H*(X, k), 
dtfinie pour tout espace topologique pointe X et pour tout corps k [6], et appelte 
application d’hduation. Dans cette formule, %T*(X; k) designe l’algebre des cochaines 
singulieres de l’espace X, canoniquement augmentee par l’application composee 
e:%?*(X;k) + %*(Point de base; k) + k, 
et Ext designe le foncteur “Ext” differentiel. Dans [9], Murillo a donne plusieurs 
constructions differentes de ce morphisme en termes d’algebre differentielle 
homologique. Nous rappellerons la construction de ce morphisme au para- 
graphe 1. 
II resulte directement de la definition de ev, que E(X; k) c S(X; k), le socle de 
H “(X; k), i.e. le sous-espace de H *(X; k) forme des classes CI telles que ficc = 0 pour 
tout /3 E fi(X; k). 
1.2, La definition du second de ces sous-espaces, note 6(X; k), est duale au sens 
d’EckmannHilton de celle des groupes dits de Gottlieb. Les groupes de Gottlieb [7] 
sont en fait les sous-groupes des groupes d’homotopie de X, images des groupes 
d’homotopie de Xx par le morphisme d’evaluation au point de base: 
Plus precisement, C?“(X; k) est le sous espace vectoriel de H”(X; k) engendre par les 
classes x E H”(X; k) representables par une application continuef: X -+ K(k, n) telle 
que (id,f): X + X x K(k, n) se factorise a homotopie pres via X v K(k, n). 
1.3. Le dernier de ces sous espaces, note T(X; k), est defini a partir des structures 
cellulaires des CW-complexes ayant le type de k-homotopie de X. Deux espaces X et 
Y ont le meme type de k-homotopie s’il existe une chaine d’applications 
induisant des isomorphismes en cohomologie a coefficients dans k; une telle chaine 
sera noteef: X + . t Y. Nous dirons qu’une classe de cohomologie x dans H*(X; k) 
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est une classe terminale s’il existe un CW-complexe X’ et une equivalence de k- 
homotopie f: X’ + . t X vtrifiant: 
(i) X’ = Y u,e (e est alors appelte une cellule terminale), 
(ii) la restriction def*(cr) a Y est nulle. 
T(X; k) est par definition le sous-espace vectoriel grad& de H* (X; k) engendre par les 
classes terminales. 
11 est clair que les espaces T(X; k), E(X; k) et S(X; k) sont des invariants du type de 
k-homotopie de X. 11 en est de mCme pour G(X;Q), comme on le verra plus tard 
(Proposition 4). 
1.4. Le premier resultat de ce texte s’tnonce: 
Thizor&me 1. Soit X un C W-complexe pointb simplement connexe de typejini. Les sous 
espaces vectoriels grad&s, S(X; k), E(X; k), 6(X; k) et T(X; k) sont relit% par la suite 
d’inclusions: 
T(X;k) c 6(X;k) c E(X;k) c S(X;k). 
1.5. Pour faciliter les calculs nous introduisons maintenant des analogues algebriques 
des sous-espaces T(X;k) et G(X;k). 
L’objet algebrique qui modtlise le mieux la structure cellulaire d’un CW-complexe 
X = Uaeol est son modele d’Adams-Hilton (T(V), d) [l], que nous prendons 
a coefficients dans le corps k. L’espace vectoriel gradue I’ admet une base v, 
en correspondance bijective avec l’ensemble des cellules e,, 1 z), ( = 1 e, 1 - 1. 
La differentielle d est induite par les applications d’attachement: notons 
(Pa:S”-i + u B <oL efi l’application d’attachement de la cellule e,, on a alors d(v,) = y, 
06 yb est un cycle de T(v~)~<~ tel que 
avec in_2 un glnerateur de H,_2(!2S”-‘;k). 
La cohomologie rtduite de X est alors isomorphe a la suspension de la co- 
homologie du complexe Hom,(( I’, d,), (k, 0)). Ici, dI designe la partie lineaire de la 
differentielle d 
d,: V 3 T(V) -f+ T(V)/T”(V) g V. 
De man&e plus intrindque, Hf (X;k) s’identifie a la cohomologie du complexe des 
formes lineaires sur T 2 ‘(If) qui s’annulent sur l’ideal des decomposables T 2 ‘(V). 
Cette construction montre clairement que si X admet une cellule terminale e, 
X = Y u, e, alors le modele d’AdamssHilton (T(V), d) de X admet une decomposition 
sow la forme (T( W @I kx), d) avec d(V) c T(W), od x correspond a e. 
De plus, si x represente une classe d’homologie non nulle, on a drx = 0. En 
remplacant T(W) par une algebre minimale (i.e. verifiant dr = 0) quasi-isomorphe, 
on obtient un modele minimal d’Adams-Hilton de X de la forme (T( W @ kx), d) 
avec d(V) c T(W). Ceci suggere la definition suivante: 
DCfinition. Soit X un CW-complexe simplement connexe et (T(V), d) son modele 
minimal d’AdamssHilton a coefficients dans le corps k. Le choix du modele minimal 
dtfinit un isomorphisme H+ (X; k) z sHom( QT( V), k). Soit tl E H”(X; k) et soit 
cp : T( V) -+ k, cp( T 2 ‘( V)) = 0, 1 cp 1 = n - 1 la forme qui lui correspond dans cet 
isomorphisme. Nous dirons que CI est une classe alg&briquement terminale (en abrege 
c.a.t.) s’il existe un sous-espace vectoriel gtnerateur minimal Y’ c T( V)-i.e. 
V*QT(V)= V-telqued(V)cT(KercpnV’). 
Le sous-espace vectoriel de H”(X;k) engendre par les classes algebriquement 
terminales est note T,“(X;k). De maniere Cvidente: 
Proposition 2. Pour tout espace simplement connexe X, on a l’inclusion 
T”(X; k) c--, T;(X; k). q 
Remarque. Si k = Q, le theoreme d’equivalence de Quillen [lo] montre que 
Tn(X;Q) = T:(X;Q). 
En revanche, si k = F,, p > 0, on verifie facilement que T3(S3 u,e4;lF,) = 0 alors que 
Tz(S” u,e”;F,) = [F,. L’inclusion est done stricte en general si char k > 0. 
1.6. NOUS ne dtfinirons l’espace 6,(X; k) que lorsque X est un CW-complexe de type 
fini et que la caracteristique de k est nulle ou 2 m/r, r designant la connexite de X, 
r 2 1, et m sa dimension, m Ctant iventuellement infini. 
Dans ce cas, les hypotheses sur la dimension et la connexite entrainent que le 
modele d’Adams-Hilton de X a coefficients dans k est l’algebre enveloppante d’une 
algebre de Lie differentielle [2]. 
Dkfinition. Gi(X;k) est l’espace vectoriel constitue des morphismes d’algebres de 
Hopf differentielles 
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tels que l’application id 0s se factorise a homotopie pres, dans la categoric des 
algebres de Hopf differentielles, a travers le produit libre 
On a alors les proprietes suivantes: 
Proposition 3. C?“(X; k) c C?i(X; k). 
Proposition 4. Gn(X; Q) = 6:(X; Q). 
1.7. Avec les definitions precedentes, nous pouvons enoncer les resultats principaux 
de notre travail: 
ThCori?me 5. Soit X un C W-complexe r-connexe, r 2 1, de dimension m et k un corps de 
caracthistique nulle ou supkrieure 21 m/r, on a alors les relations: 
T,(X; k) c &(X; k) = E(X; k). 
Rappelons qu’une classe de cohomologie a E H”(X; k) est spherique si elle s’annulle 
sur l’image de l’homomorphisme de Hurewitz, 
h,: q,(X) 0 k -+ H,(X; k). 
Thkoreme 6. Soit, X, un C W-complexe r-connexe, r 2 1, de dimension m et k un corps 
de caractkristique p = 0 ou p > m/r. 
(i) Si m estfini, alors pour n > (m + 1)/2, on a 
T,“(X; k) = c;(X; k). 
(ii) Toute classe non sphkique de 6,(X; k) appartient A T,(X; k). 
1.8. Remarques. (a) Les hypotheses du Theoreme 6(i) sont minimales. Nous con- 
struisons en Section 8 un CW-complexe de dimension 8 possedant une classe 
LYE~~(X;~) qui n’est pas un element de T:(X;Q). 
(b) Si X est un co-H-espace, alors (;(X;k) = G;,(X;k) = g(X;k). I1 rlsulte de ce qui 
precede, par induction sur les gentrateurs du modele de Quillen, que si un espace 
X verifie s,(X;a) z I?(X;Q), alors X a le type d’homotopie rationnel d’un co- 
H-espace. 
1.9. Un espace topologique 1-connexe est dit k-formel, s’il existe une algebre 
differentielle graduee, (A, d,), et deux homomorphismes d’algebres differentielles 
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graduees, 
%T*(X;k)+- (A, dA) -+ (H*(X;k),O) 
induisant des isomorphismes en cohomologie. Dans ce cas, les inclusions du 
Theoreme 5 sont des egalites: 
Proposition 7. Soit X un CW-complexe k-formel alors: 
T,(X; k) = E(X; k) = S(X; k). 0 
1.10. Les hypotheses du Theoreme 6(i) sont minimales. Nous construisons en Section 
8 un CW-complexe de dimension 8 posstdant une classe 51 E (?z(X; Q) qui n’est pas un 
element de r:(X;Q). 
Le texte se compose de huit sections. Dans la seconde section, nous rapelons la 
definition du morphisme devaluation et nous en donnons une interpretation 
geometrique basee sur la construction du fibre de Spivak. Dans la troisiene section, 
nous rappelons quelques points relatifs a la construction d’Adams et Hilton et nous 
demontrons la Proposition 7. La description des groupes de Gottlieb duaux e,(X; k) 
fait l’objet de la section quatre. Cette section contient la preuve des Proposition 3 et 4, 
ainsi qu’une caracterisation rationnelle des groupes de Gottlieb duaux. Les Sections 
5 a 7 sont consacrees aux demonstrations des theoremes 1,2 et 3. Enfin la Section 8 est 
consacree a I’exemple signale en Remarque 1.8(a). 
2. L’application d’bvaluation 
2.1. Soit k un corps. Dans ce texte une k-algebre differentielle gradute, (A, d), sera 
toujours 
- Soit une k-algebre de chaines, notee (A,, d), (A < 0 = 0 et d de degre - 1). 
~ Soit une k-algebre de cochaines, notee A*, (A” = 0 et d de degre + 1). 
‘Par contre les modules differentiels peuvent etre Z-grad&s. 
Un A-module diffirentiel M est semi-libre [6] s’il existe une filtration de M par des 
sous modules differentiels. 
tels que chaque quotient Mi/Mi~ I est un A-module librement engendre par des cycles. 
Un homomorphisme de A-modules differentiels P + M issu dun module P semi- 
libre et induisant un isomorphisme en homologie est appelt une resolution semi-libre 
de M. Une telle resolution existe toujours. Cette notion permet de calculer le foncteur 
Ext differentiel: En effet, si M et N sont deux A-modules differentiels a gauche et si 
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P + M est une resolution semi-libre de M alors on a, 
Ext,(M, N) = H(Hom,(P, N)). 
11 resulte de l’unicite des resolutions semi-libres que Ext,(M, N) ne depend pas du 
choix de P. 
2.2. Soit A une algebre de cochaines augmentee, E : A -+ k. L’application devaluation 
est l’application lineaire homogene [6,9], 
evA : Ext,(k, A) + H*(A) 
qui associe a chaque morphisme f: P + A, 06 P + k est une resolution semi-libre 
de k, la classe [f(z)] E H(A) ou z designe un cocycle de P repesentant la classe 
1 E H(P) = k. 
2.3. L’application devaluation ev, d’un espace topologique pointe X est l’application 
devaluation de l’algebre des cochaines singulieres %?*(X: k) augmentee par la projec- 
tion correspondant a l’injection du point de base *. 
,c:q*(X;k) + %O(*;k) 5 k. 
2.4. Une des proprittes essentielles de cet objet Ext consiste en l’isomorphisme [6] 
Modulo cet isomorphisme, le morphisme d’evaluation peut etre decrit par un mor- 
phisme 
ev,: Ext,c,,;.,(k, %?.JQX; k)) + H*(X; k). 
Notons tout d’abord que V?*(QX; k) @ H,(X; k) peut etre muni d’une differentielle qui 
en fait un V*(QX; k)-module differentiel acyclique (voir la construction du modele 
d’Adams-Hilton). On a alors un isomorphisme 
~%wx;~~(k %z,@X; k)) 
g H*(Hom,(nx;k,(V,(SZX; k) 0 H,(X; k), %&2x; k))). 
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Designons par p : X -+ { *) l’application constante, alors evx( [.f‘]) est le morphisme 
de H,(X; k) dans k defini par 
ev.dl.fl)b) = 4.%*(Qp)(f‘(x)), 
oli q: %T*(Q(*)) -+ %‘,,(a(*)) g k est l’augmentation canonique. 
2.5. A Murillo donne dans [9] deux autres interpretations de l’application d’tvalu- 
ation en termes d’algebre homologique. Nous en donnons maintenant une inter- 
pretation gtomttrique basie sur la construction du fibre de Spivak [l 11. 
Si X est un CW-complexe de dimension finie II, X admet alors un plongement dans 
un espace numerique Rn+k, k > n + 1. Notons N c Rn+k un voisinage regulier de X, 
C7N son bord et j:F, + c’N, la fibre homotopique de l’inclusion SN -+ N. L’espace 
F, s’appelle la fibre de Spivak de X. Dans [6], Felix, Halperin et Thomas construisent 
un isomorphisme 
E?,(F,; k) z Extw.CX:kJ(k, %‘*(X; k)). 
En suivant pas a pas la construction de cet isomorphisme, il est aise de verifier que 
l’evaluation coincide avec I’application duale de l’application composee: 
H,(X) E H,(N) 2 H n+k--r(N, dN) g Hn+k-r(2N) H”+k-‘(j), Hn+k-r(Fx) 
oti n u dtsigne le cap produit avec la classe fondamentale de (N, ?N). 
2.6. Dans [9], Murillo demontre que si X est un espace simplement connexe dont 
l’homotopie rationnelle est de dimension finie, alors la cohomologie rationnelle est de 
dimension finie si et seulement si l’application d’tvaluation est non nulle. 11 en resulte 
par la dualite de Poincare de tout espace elliptique: 
Proposition 8. Si X est un C W-complexe dont l’homotopie rationnelle est de dimension 
jnie, on a un isomorphisme T,*(X; Q) E E*(X; Q). 17 
3. Le modkle d’Adams-Hilton et les cellules terminales 
3.1. Afin de fixer les notations, nous rappelons tout d’abord les grandes lignes de la 
construction du modele d’Adams et Hilton pour les chaines sur un espace de lacets [ 11. 
Soit X = {ei, (P~}~~, un CW-complexe simplement connexe et 
QX -: PX 1 x 
la fibration des chemins sur X. 
Notons I’, (resp. sV) le k-espace vectoriel gradue engendre par une famille 
d’tlements {Ui}i~, (resp. {SVi}ie,) verifiant deg Ui = dim ei - 1 (resp. deg Stii = dim ci). I1 
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existe alors une differentielle d sur l’algebre tensorielle T(V) et une differentielle D sur 
le module T(V) @ (k 0 SF’), induisant sur T(V) et sur T(V) @ (k @ sV) respective- 
ment une structure d’algebre differentielle et une structure de module differentiel. 
Notons fi la differentielle obtenue sur le quotient 
I1 existe alors un diagramme commutatif 
(TV”), 4 @’ G'.&IX; k) 
.i 
(W)O;kW,,D) ’ 
V&i) 1 
-%‘&‘X; k) 
P 
I 
U*(n) 
e 
(k @I SV), D)- 
1 
+fz+c (Xi k) 
dans lequel les homomorphismes Q’, 8 et einduisent en homologie respectivement des 
isomorphismes d’algebres, de modules et d’espaces vectoriels. 
On appelle modele d’Adams-Hilton de l’espace X l’application, 
(T(V), d) 5 W*(QX;k), 
ou plus simplement l’algebre differentielle (T( V), d). 
Le modele minimal de l’algebre differentielle (T(V), d) sera appele le modele 
minimal d’Adams-Hilton de l’espace X. 11 est unique a isomorphisme pres. 
3.2. La differentielle d est definie par induction de la man&e suivante: si 
qi:Sn’ + UjcJej d’ ‘g 1’ p 1’ t’ est ne a p ica ion d’attachement de la cellule ei, alors dvi est un 
cycle de T(Uj,j E J) choisi de telle man&e que sa classe [dvi] satisfasse a la 
condition 
[dui] = H,,m,(52qi)(l) E H,,-I(Q(U ej)) = Hn,ml(T(uj,.i E J), d), 
oti 1 designe la classe fondamentale de H,, - 1 (sZSnr). 
3.3. La differentielle D sur T(V) @ [k @ sV] est don&e par D(sv) = + v - s(d(u)), 
oti s : T + (V) --t T(V) @ s V est l’isomorphisme de T( V)-module a gauche defini par 
s(a1, . . . 7 a,) = al . . a,_ 1 @ x2,, UiE V. 
3.4. Le modele minimal d’Adams-Hilton T = (T(V), d) d’un espace X contient un 
certain nombre de renseignements sur I’espace. En particulier, la cohomologie rtduite 
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V, plus exactement de l’espace des 
indecomposables Q T = T’ ‘IT k 2. 
De plus la partie quadratique de la differentielle 
d,:V= Tk1(V)/T22(V)+ T’2(V)/Tk3(V)= V@ V 
s’identifie-aux suspensions pres--8 la diagonale reduite, i.e. a la transposee du 
cup-produit [3]. La Proposition 7 resulte immtdiatement de cette observation: 
Preuve de la Proposition 7. L’espace X est k-formel si et seulement s’il admet pour 
modele minimal d’Adams-Hilton la cobar-construction BH + (X; k) sur la coalgebre 
d’homologie [S]; en d’autres termes son modele d’Adams-Hilton est de la forme 
(T(s- ‘H + (X)), d) oti d = d2 est aux suspensions pres la diagonale reduite. Soit 
K* c H* (X) l’orthogonal du socle S(X) c H * (X). Par transposition de la definition, 
on a d(s-‘H + (X))cs-l K*@s-’ K*; on a done S(X;k)c T,(X;k), d’ou le resultat 
compte tenu de l’inclusion Cvidente E(X; k) c S(X; k). 
4. Les groupes de Gottlieb duaux 
Dans toute cette section X dtsigne un CW-complexe simplement connexe de type 
fini, r-connexe, r 2 1, de dimension m eventuellement infinie et k un corps de 
caracttristique nulle ou superieure ou Cgale a m/r. 
4.1. Dans ce cas, comme precise dans l’introduction, le modele d’Adams-Hilton 
de X a coefficients dans k est l’algebre enveloppante d’une algebre de Lie differentielle, 
et 6:(X; k) est l’espace vectoriel form6 des morphismes d’algebres de Hopf 
differentielles 
(T(V)>d) -5 (A(GI)>~) 
tels que l’application id @f se factorise a homotopie pres dans la cattgorie des 
algebres de Hopf differentielles a travers le produit libre (T(V), d) LI ( A (a,- 1), 0). 
4.2. Remarque 9. C?i(X;Q) est l’espace vectoriel forme des classes de cohomologie 
CI : X + K(Q, n) telles que l’application 
(r*, id) : X0 + K(Q, n) x XO 
se factorise a homotopie pres a travers l’espace S”, v X0 
4.3. Proposition 10. 6”(X; k) c 6:(X; k). 
Preuve. Notons K’ un squelette minimal de dimension m de K(k; n), pour un n com- 
pris entre r + 1 et m. Cet espace K’ admet un modele d’Adams-Hilton de la forme 
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(T( IV), d) avec d quadratique: Lorsque k = Q, c’est evident; lorsque k est de 
caracteristique finie, les hypotheses faites sur la caracteristique entrainent que 
%‘*(K’; k) admet un modele sur k qui est gradue commutatif [2]. Comme la co- 
homologie de K’ est du type AV/( AI’)‘“‘, K’ est k-formel. 11 en resulte que son 
modele d’Adams-Hilton a une differentielle purement quadratique [S]. 
Le modele d’Adams-Hilton (T( II’), d) est alors isomorphe au dual de la bar 
construction sur l’algebre de cohomologie H*(K’; k) [S]. Notons ai, 1 5 i I s, une 
base homogene de l’espace des gentrateurs de l’algebre H*(K’; k), avec xl E H”(K’; k), 
Les elements [sal;lc+ 2 CI ] forment une famille gentratrice de W. Nous munissons 
chaque element [s~‘;‘c& . . . SC)] de l’indice 
l(i,, iz, . . . i,) = ii + 2(i2 + . . . + i,). 
Notons finalement a, l’element [scci], ai E W,_ 1. 
Soit @ un element du groupe de Gottlieb dual G”(X; k). Notons 
‘p: T(V) -+ T(V)LI T(W) 
un modele d’Adams-Hilton de la factorisation de (id, p) a travers le wedge 
X--t XvK(k,n). 
La classe /I est alors representee par la suspension de l’application 
v,_, 5 (T(v)LIT(W)),-, 5 kal, 
06 p restreint a Vest nul et p(al) = al. L’algebre de Hopf differentielle T( I’) II T(W) 
est alors gradute, 
qvo W) E @(T”(VO W)). 
n 
La graduation est obtenue en placant I/ en graduation 0, et les elements 
[sd’crp . . . cc?] en graduation l(ir, . . . i,). La differentielle d preserve cette gradu- 
ation. 
L’application cp se decompose alors sous la forme 
cp = id” + rpl + (p2 + . . 
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q*(v) E 7’*( V@ W), pour v E V. L’element (pr est une derivation cornmutant aux 
differentielles dont l’image est contenue darts T,(V@ kal). On peut done ttendre 
cpr en un automorphisme (p de T(V@ ka,), (p = eql, cpl(a,) = 0. 
La classe fi peut done aussi se rep&enter par le compose 
v,_, 3 T(V@ka,) 1: ku,. 
L’injection 
T(V@ku,)+ +‘+k[s~i1))- T(VOA(a,) 
montre que l’eltment /? d&nit un Clement de G;(X;k). 0 
4.4. Nous pouvons maintenant dtmontrer le caractere intrinseque des groupes 
6(X; a). 
Proposition 11. Si X est un CW-complexe simplement connexe de type jini, ulors 
G,(X; a!) = 6(X; a). 
Preuve. Soit do un element de 6:(X; Q). Par 4.2, on peut rep&enter r par une 
application continue f: X -+ K(Q; n) telle que l’application produit (fO, id): X0 --f 
K(Q; n) x X0 se factorise A homotopie pres via X,, v St. Montrons que l’application 
(id,f): X + X x K(Q, n) se factorise aussi a homotopie pres via X v St. Ceci mont- 
rera que l’eltment u appartient a G”(X; Q). 
Construisons par induction sur les cellules de X une application F: X -+ X v S”, 
telle que iF est homotope a (id,f) et $F homotope B Kj,. Nous pouvons done 
supposer que X = Y u, em et que F a deja ete construit sur Y de man&e a ce que le 
diagramme suivant commute a homotopie pres: 
XxK(Qn) --f-+ X0xK(Q,n) 
4 Ti 1 
i0 
Y- xvs; -----+x,vs”, 
[j0/ 
X0 K 
Dans ce diagramme les morphismes 0, r,b et j, sont definis par localisation. 
L’application d’attachement de la cellule em est donnte par une application 
q:sm-’ + Y. Comme iF est homotope a (id,f) qui est defini sur X tout entier, iFq est 
homotopiquement trivial. L’tlement x = rc,_ 1(F)(cp) appartient done au noyau de 
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rc, _ I (i). Par le Lemme 12, si x est non nul, x n’est pas un element de torsion. D’autre 
part, $Fq est homotope a KjOcp et est done homotopiquement trivial. Le fait que 
rc*($) @ Q soit un isomorphisme montre finalement que x est nul. L’tliment x etait 
l’obstruction a etendre F A X. On peut done Ctendre F A X et on note encore 
F: X --f X v S”, l’extension obtenue. 
I1 nous reste maintenant a modifier F pour que iF soit homotope a (id,f) et $F 
homotope a Kj,. L’obstruction a l’existence d’une homotopie entre iF et (id, f) 
appartient a x,(X x K(Q, n)). Comme am est surjectif, nous pouvons aistment 
remplacer F par F + H, od H est une application de S” dans X v S”, et supposer iF 
homotope a (id,f). L’application F + H est definie comme la composee: 
(F, H) x : xv S” + x v s;, 
l’application y reprtsentant le pincement de la derniere cellule. 
L’obstruction a une homotopie entre Kj, et $F est maintenant un Clement y de 
7c,(X0 v St). La commutativite du diagramme montre que nm(iO)(y) = 0. Comme 
n.+($) @ Q est un isomorphisme, il existe un Clement z dans x,(X v S$) tel que 
n,($)(z) = Ay, pour un certain A 2 1. On a alors n,(&)(z) = 0. Ceci entraine que 
n,(i)(z) est un element de torsion appartenant a rr,(X). Comme z,(i) induit un 
isomorphisme entre les elements de torsion de rc,(X v Si) et rr,(X x K(Q, n)), il existe 
un element de torsion u dans rc,(X v St) avec n,(i)(u) = z,(z). On note z’ = z - U. On 
a aussitot que rc,( $)(z) = rc,($)(z’). Maintenant l’tltment i appartient au noyau de 
n,(i) qui est un Q-espace vectoriel. 11 existe done un element t tel que z’ = At. 11 en 
resulte que rc,( $)(t) = y et on peut supposer que zn,(i)(t) = 0. Ceci permet de modifier 
F en le remplacant par F + H, oti H est une application de S” dans X v S”, telle que 
$F soit homotope a Kj,. 0 
Lemma 12. Soit X un espace simplement connexe et n un entier supbrieur 024 .&gal ti 2. 
Notons i: S”, v X --t K(Q, n) xX l’injection canonique, alors z*(i) est surjectif et le 
noyau est un Q-espace vectoriel grad&. 
Preuve. La fibre homotopique F de l’application j: S2, v X + St x X consiste en le 
joint G?S$ * QX. 11 en resulte que l’homologie reduite de F est un Q-espace vectoriel 
gradue. Les groupes d’homotopie de F sont alors egalement des Q-espaces vectoriels 
grad&s. 
Decomposons l’application i sous la forme 
S$vX $ S"oxX: K(Q,n)xX. 
Le noyau de z*(i) est alors une extension du noyau de z,(k) par le noyau de rc.Jj). 
Comme ces deux derniers sont des Q-espaces vectoriels grad&s, il en est de mCme 
pour le noyau de rc*(i). 0 
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5. Les inclusions T c c c E 
5.1. Preuve de I’inclusion T(X; k) c 6(X; k). Soit u E H”(X; k) une classe terminale. 
Ceci signifie que X peut s’ecrire a equivalence d’homotopie faible pres sous la forme 
Y u,e” et que la restriction de CI a Y est nulle. L’application de pincement associee 
a cette cofibration 
Y u,e” + (Y u,e”) v S” 
est une factorisation de (id,, r) a travers X v S”. Ceci montre que CI appartient 
a 6(X; k). 
5.2. La transcription algtbrique de la demonstration precedente montre que 
T,(X:k) c i;,(X; k). 
5.3. Preuve de I’inclusion C?(X; k) c E(X; k). Soit a un element de 6”(X; k). 11 existe 
une application continue 
X $ X v K(n, k) 
telle que le compose ~rf est homotope a I’identite sur X et telle que 
H”(f)(i,) = a. 
i, designant un generateur de H”(K(n, k); k). 
Notons (T( I’), d) un modele d’Adams-Hilton minimal de X. 11 existe done un 
isomorphisme 
H*(X;k) E Hom(sV, k). 
L’application f admet alors un modele d’AdamssHilton de la forme 
DIV=d, W= V@ka@ W’,D(a)=O,Jal=n- 1, W’=(W’)>,,. 
D’autre part, une resolution de k comme T( V)-module differentiel est donnee par 
(T(V) &I (k 0 s V), D). L’application cp s’etend en un morphisme 0 de T( I’)-modules 
differentiels: 
(T(V)@(k@sV),D): (T(W)@(k@sW),D’). 
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e,:W’)O(kOsV)~ T(W)@(k@sW): T(V)@ksa~ T(V). 
ou q(l @ sV@ SW’) = 0 et q(ka @ W’) = 0, est un morphisme de (T(V), d)-modules 
differentiels. 
La classe a est represent&e par l’application composee 
L’application 8’ dtfinit done un element p dans E~t~_(~~~)(k, %?*(QX; k)) tel que 
w(p) = tl. Ceci montre que CI appartient a E(X; k). 
5.4. L’inclusion 6,(X; k) c E(X; k) se demontre exactement de la m&me maniere. 
6. Cocycles d’une algkbre de Lie diff&entielle 
6.1. Soit (IL(V), d) une algebre de Lie differentielle connexe. On suppose: 
(1) V= WOkx. 
(2) d(V) = e(W). 
L’idtal I de IL(V) engendrt par x est une algebre de Lie libre: 
I = n.(R). 
R = T(W) * x est un T( W)-module libre dans lequel l’action * de T(W) sur l’element 
x est defini par adjonction it&=&e: 
Si a l W, alors a * x = [a, x] 
Sia=&avecaE Wet/?ET(W),alorsr*x=[a,p*x]. 
Le morphisme d’adjonction classique ad(x) : L(W) -+ Der( I_( W @ kx)) etant un mor- 
phisme d’algebres de Lie, on a: 
Si CI E [L(W), alors CI * x = [a, x]. 
D’autre part, un simple calcul base sur le fait que d(x) E T(W) montre que 
d(c * x) - d(c) * x E T(W). 
On a evidemment aussi la courte suite exacte 
0 + I + IL(V) + IL(W) -+ 0. 
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6.2. Comme T+ ( V) est isomorphe a T( V) @ ( W@ kx), on d&nit un morphisme de 
projection E : T+ ( V) + T( V) en posant 
,(,.iVi+.X)=.. ViE W. 
Clairement: 
Lemme 13. E est un homomorphisme de T(V)-modules diffkrentiels 21 gauche. 0 
11 resulte de l’isomorphisme T(V) E T( T( W) * x) @ T(W) que tout element de T(V) 
s’ecrit de maniere unique comme somme de termes de la forme 
(al *x) 0 (~2 * X) o ’ O (CX, * X) 0 CJG ai, a E T(W). 
Un pareil terme sera dit homogene de poids Y. 
6.3. Ceci permet de definir une application lineaire 
8: T(V) -+ I. 
On pose 
8((cr, * x) @ (cl2 *x) 0 . . 0 (4 *xl 0 4 
et on etend lintairement. Le lemme suivant se demontre alors aistment par recurrence 
sur l’entier r. 
Lemme 14. Pour toute suite ~1~) . . . , CY, d’blkments de T(W), on a 
&([CI1*X,[CLI*X,[...CCI,-~*X,~,*X1...l) 
= _ (_ l)lal*4~I~21C(2.C11 - (- l)l~~*~l~l~~l(t(l *x).&,.Q - . . 
_ ( _ l)lar?2*xl+-Il (tll*x)(Ez*x). . . (LY-3*x).&I’~r-z 
-(- 1) lar*XI,IOLr-l*xl(tC1*X)(CCZ*X). . . (cI,_~*x)(c(,*x)~~,-1 
+(cQ*X)(CI~*X). .(&2*x)(&1*-4-% 
Ofi cCi= [c(i*X,[Q+l *x,[. . . [c(r-I*x,c(r*xl~~~ I. 0 
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6.4. Si y E IL(V), on definit plus gentralement une application lineaire 8,: T(R) + 
[L(V) en posant 
By(a, 0 . . 0 u,) = [a,, [a2, . . . [a,,~] . . . 1, ai E R. 
Lemme 15. Si z E [L(R), alors Q,(z) = [z, y]. 
Preuve. La demonstration se fait par recurrence sur la longueur des crochets en R. Le 
rtsultat est vrai si z E R, on le suppose done vrai lorsque z E [L <“(R) pour tout y de 
k(V). 
Une famille generatrice de R”(R) est fournie par les crochets [a, u], a E R, 
u E IL”-‘(R). 11 suffit done de demontrer le lemme lorsque z est de cette forme. On 
a aussitot 
&([a> ul) = Ca, q41 - ( - l)‘a’+‘e[a,y,(U) 
ce qui, par l’hypothese d’induction donne 
$([a, ul) = CC cu, Yll - ( - 1) ‘a’+‘[,, [a, y]] 
= [[a, u], y] (par Jacobi). 0 
Lemme 16. Si z E R(R) et a E T(W), fI(za) = [z, a * x]. 
Preuve. Qza) = 19,,,(z) = [z, a *xl. 0 
Lemme 17. Si y est un klbment de L(R) homoghe de poids r, alors &(y) = r. y. 
Preuve. Tout element de [L(R) de poids r est combinaison lineaire d’elements du type 
Le rtsultat s’obtient en juxtaposant les Lemmes 14 et 16. 0 
6.5. Proposition 18. (i) Si k est de caractbristique z&o, alors E : Z = L(R) --t T(V) est 
une application injective. 
(ii) Si k est de caracttristique p et 1 x ( = m, alors eq : I, + T(V), em est injective pour 
q < pm. 0 
Proposition 19. Si CI est un cycle de Z tel que 1 a 1 < 2. ( x 1 - 1 et [ ~(a)] = 0, alors a Est 
homologue A un cycle de [L(W). 
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Preuve. Pour raison de degre, CI = a * x, a E 7( IV). Si a = E(U) = d(c), alors c E T( IV), 
toujours pour des raisons de degre, et (x - d(c * x) E T( IV). 0 
Proposition 20. Avec les notations prk&dentes, si 
(1) c1 est un cycle de L(V), tel que [E(R)] = 0, 
(2) d(x) = 0, (xl = r, 
(3) k est un corps de caractbristique ztro ou de caractbristique p avec n < pr. 
Alors CI est homologue 21 un cycle de L(W). 
Preuve. Ecrivons CI sous la forme CI = c(~ + . . . + a,, avec Cli homogene de poids i. 
L’ilement s(CLi) est alors homogene de poids i - 1, pour i 2 1, par le Lemme 14. 
Comme d(x) = 0, chaque element &(xi) est un cycle et un bord pour i 2 1: 
e(ai) = d(zi). On considere alors I’eltment 
U = ~ ! 8(Zi). 
izl z 
Comme x est un cycle, d(o * x) = d(o) * x pour tout o de [L(W) et d0 = 8d. 11 en 
rtsulte que 
d(a) = f b d@(zi) = f i Bd(zi) = T b QE(@i) = f cl<. 
i=l ’ i=l ’ i=l z i=l 
Le cycle CI est done homologue a CI~. 0 
6.6. Les propositions prtddentes nous permettent de demontrer maintenant le 
Theoreme 6. 
Preuve du ThCor&me 6. Soit tl un element de E”(X; k). Notons (T( I’), d) un modele 
d’Adams-Hilton minimal de X correspondant au corps k. Par l’hypothese sur la 
caracttristique, (T(V), d) est l’algebre enveloppante dune algebre de Lie differentielle. 
Decomposons V sous la forme W@ kx oti 
W = ker(a: E?,(X; k) + k). 
Par definition du morphisme d’evaluation, on a un homomorphisme de T(V)- 
modules differentiels 
cp: (T(v) 0 6 0 sV, D) + (T(V), 4 
verifiant I = 1. 
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Montrons par induction sur un systeme de gentrateurs (zJ~)~~{ de W que l’on peut 
trouver un nouveau systtme de generateurs x, (0:) de tL( V) tel que 
d(W’ 0 kx) c IL(W), W’ = (u;). 
Ceci montrera que CI E Li(X; k). 
11 suffit pour ce faire d’ecrire IV= IV1 @ ka et de supposer que d(Wi @ kx) c 
IL(W,). On pose Vi = IV1 @ kx, et on a considere l’tltment &(d(a)). 
Lemme 21. c(d(a)) est un bord dans L(V,). 
11 resulte respectivement des Propositions 19 et 20 que d(a) est homologue dans 
IL(V,) a un Clement de R(FV,): 
On effectue alors le changement de gentrateurs lz = a + p et le theoreme est 
demontre. 0 
Preuve du Lemme 21. Ecrivons d(a) = CicXiVi + XX, Clip a E T( VI), Di base de Wi. 
Comme d2(a) = 0 et d(vi) E L(Wl), on a d(cr) = 0. 
Quitte a effectuer un changement de generateurs dans le T(V)-module 
T(V) 0 (k 0 sV,), on peut supposer que le morphisme devaluation cp satisfait: 
dsx) = 1, cp(sW,) = 0. 
La differentielle D de (T(V) @ (k @ SF’), D) s’ecrit sous la forme: 
D(l 0 SU) = - aOSX - C~i 0 SUi + UO 1. 
Comme dcp = cpD, on a alors a = cpD(1 0 sa) = d(cp(l @ sa)). 0 
7. Preuve de I’bgalitb 6’:: = E” 
7.1. Soit X un CW-complexe r-connexe de dimension m et k un corps de 
caracteristique p nulle, ou suptrieure a m/r. Un modele d’Adams-Hilton minimal 
(T(V), d) de X sur k est alors l’algebre enveloppante dune algebre de Lie differentielle 
(k(V), 4. 
Comme indiqut en 3.3, une resolution de k comme T(V)-module differentiel est 
don& par le T(V)-module 
(T(V) 0 I3 0 sf'l, D) 
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D(m) = + v - s(d(u)), oti s : T+(V) + T(V) 0 SF’ est l’isomorphisme de T( V)-mod- 
ule a gauche defini par 
s(a,,. . .,a,)=a, ..,a,_,@sa,, UiE V. 
Notons ATu,) la cattgorie des T( V)-modules diffirentiels a gauche. On d&nit ainsi 
pour n < 0 une bijection o 
Hom>Ti,,((T(V’) 0 (k 0 sv), D), (T(V), 4 
4 Hon-C,.i!r,+rit,((T+(V, 4, (T(V, 41, 
4.m) =“fY 0 SD), cl- ‘(g)(l) = 0, 6 l (g)(su) = g(u) 
Si cp : s V + k appartient a E”(X; k), on peut ainsi lui associer un morphisme 9 de 
T( I/)-modules diffirentiels a gauche de (T’(V), d) dans (T(V), d) tel que 
q%(o) = cp(sv), q dtsignant l’augmentation canonique de (T(V), d). 
7.2. Nous associons maintenant a 9 E Hom>T,t,(( T ‘(V), d), (T(V), d)) un morphisme 
d’algebres de Lie differentielles 
L(V) 5 L(V)LIlL(x), 1x1 = n - 1 
tel que le compose 
I’$ U_(V)LI[L(x) + L(x) + k-x 
coi’ncide avec s-‘cp. 
Graduons pour cela U_(V@ kx) par la longueur des crochets en x et notons 
[L,( V@ kx) l’espace vectoriel engendre par les crochets it&s en les elements de Vet en 
x et contenant exactement n fois la variable x. 
Nous construisons tout d’abord une derivation de degre zero 
L(V) 2 L,(V@ kx) 
que l’on peut etendre a lL( V @ kx) en posant $r(x) = 0. Cette derivation Ctant 
localement nilpotente, il suffit de prendre pour $ la restriction de eel d (L(V). 
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7.3. On definit $i par la loi de derivation 
Ic/lM = @d*x 
(action de T(V) sur l’idtal engendre par x dans [L( V @ kx)). 
Lemme 22. Si a E LL( V), alors $I (a) = O(a) * x. 
Preuve. Nous pro&dons par induction sur la longueur des crochets. Par definition, le 
rtsultat est vrai si la longueur des crochets vaut 1. Considtrons maintenant t+bi ((a, z]), 
a E V, a E L(V). 
$I( [a, aI) = ClCll(4 al + CUT $1 WI 
= [Q(a) * x, a] + [a, (3(a) *xl (induction) 
= - ( - l)‘a’.‘a’[C(, 0(u) * x] + (a - Q(cc)) * x 
(definition de l’action *) 
= - ( - l)t”l.l”l(a. /3(u)) *x + (a. Q(E)) * x (Lemme 15). 
= Q( [a, cr]) * x. 0 
11 resulte immediatement du Lemme 22 que a,bld = dt,b, et ceci fournit une 
demonstration de la derniere assertion du Theoreme 5. 
8. Un exemple d’espace X pour lequel 
Notons X un CW-complexe simplement connexe de dimension 8 dont le modele 
d’Adams-Hilton (T( I’), d) est donne par: 
V= ~ Vi, 
i=l 
v, =(a,~,4 d(V,)=O, 
V,=tA)~sis~, d(l/,)=O, 
K = (xl, d(x) = [u, 01, 
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v4 = txi)l sis8, 
d(Xi)= [l*i,U], 1 I i 54, 
d(Xi) = [Ai, u], 5 I i I 8, 
v's = (Pill 2 is 4, 
11 en rhdte que E4(X; Q) = 6:(X; Q) = H4(X; Q). Comme &(d(y)) = [Ia, [IA, f~]] = 
d([u, xl), on a Tt(X;Q) = 0. 
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