Abstract. We prove a general form of the regularity theorem for uniformity norms, and deduce a generalization of the Green-Tao-Ziegler inverse theorem, extending it to a class of compact nilspaces including all compact abelian groups and nilmanifolds. We derive these results from a structure theorem for cubic couplings, thereby unifying these results with the ergodic structure theorem of Host and Kra. The proofs also involve new results on nilspaces. In particular, we obtain a new stability result for nilspace morphisms. We also strengthen a result of Gutman, Manners and Varju, by proving that a k-step compact nilspace of finite rank is a toral nilspace (in particular, a connected nilmanifold) if and only if its k-dimensional cube set is connected. We also prove that if a morphism from a cyclic group of prime order into a compact finite-rank nilspace is sufficiently balanced (a quantitative form of multidimensional equidistribution), then the nilspace is toral.
, where µ is the Haar measure on the cube set C d (X), C denotes the complex conjugation operator, and |v|
For a proof of the seminorm properties, and a discussion of when these quantities are norms, see Lemma A. 4 . We can now state our main result. Here f, g denotes the inner product X f g dµ X where µ X is the Haar measure on X.
We often use the term 1-bounded function for a complex-valued function f with modulus bounded by 1 everywhere (denoted by |f | ≤ 1).
Using Theorem 1.5 we obtain our next main result. nilspace is toral. Theorem 1.9 strengthens this result: it suffices to check the connectedness of the cube set of dimension k. The proof of Theorem 1.9 is given in Appendix A.
Remark 1.10. Following terminology introduced in [30] , we say that a family of finite abelian groups (Z i ) i∈N is of characteristic 0 if for every prime p there are only finitely many indices i such that p divides the order of Z i . Our proof of Theorem 1.7 can be adapted in a straightforward way to yield an analogue of this theorem where the groups Z p are replaced by any family of characteristic 0. We omit the details in this paper.
The paper has the following structure. In Section 2 we recall some basic aspects of analysis on ultraproducts, and we outline its use in our proof of Theorem 1.5.
In Section 3, we analyze ultraproducts of cfr coset nilspaces to locate certain factors that have a cubic coupling structure. This will enable us to apply a structure theorem from [6] , as a crucial step in our proof of Theorem 1.5. In Section 4, we prove a new stability result for morphisms into cfr nilspaces, Theorem 4.2, which is a central element in our proof of Theorem 1.5 and seems to be also of intrinsic interest. In Section 5 we combine the above elements to prove Theorems 1.5 and 1.6. Finally, in Section 6 we prove Theorem 1.7.
Ultraproducts of compact nilspaces, and an outline of the main proof
In this section, we begin by recalling some basic notions concerning ultraproducts and the Loeb measure. We do so primarily to gather the required terminology and notation. For more background on ultraproducts, we refer to [31, §1.7] , and for more details on their measure-theoretic aspects in relation to higher-order Fourier analysis, we refer to [34] .
For each i ∈ N let X i be a set equipped with a σ-algebra B i and a probability measure λ i on B i . We also suppose from now on that we have fixed a non-principal ultrafilter ω on N (see [31, §1.7 .1]). We denote by i→ω X i the ultraproduct of the sets X i . Recall that i→ω X i is the quotient of the cartesian product i∈N X i under the equivalence relation (x i ) i ∼ (y i ) i ⇔ {i ∈ N : x i = y i } ∈ ω. We often denote such ultraproducts using boldface, thus X = i→ω X i . We can equip X with a σ-algebra and a probability measure as follows. A set B ⊂ X is called an internal set if B = i→ω B i for some sequence of sets B i ⊂ X i , i ∈ N. We say that B is an internal measurable set if {i : B i ∈ B i } ∈ ω.
For each internal measurable set B, we define the real number λ(B) ∈ [0, 1] to be the standard part of the ultralimit (see [ on X (where (x i ) i is any representative of the class x), the value of this function being the unique point y ∈ Y such that for every open set U ∋ y we have {i : f i (x i ) ∈ U} ∈ ω. (The existence and uniqueness of y can be proved using ǫ-nets on Y and basic properties of ultrafilters.) We usually shorten the notation st lim i→ω f i for such functions to lim ω f i .
Definition 2.1 (Loeb probability space). Given probability spaces (X i , B i , λ i ), i ∈ N, and a non-principal ultrafilter ω on N, we define the corresponding Loeb measure to be the probability measure λ obtained by applying the Hahn-Kolmogorov extension theorem to the premeasure i→ω B i → lim ω λ i (B i ) defined on internal measurable subsets of X (see [31, Theorem 2.10.2] , [34, §3.1] ). The corresponding Loeb σ-algebra, denoted by L X , is the completion of the σ-algebra on X generated by the internal measurable sets.
We now focus on ultraproducts of nilspaces. If each set X i is a nilspace, with cube sets C n (X i ), n ≥ 0 (where C 0 (X i ) = X i ), then it is easily checked that the ultraproduct X equipped with cube sets C n (X) := i→ω C n (X i ) satisfies the nilspace axioms as well.
Moreover, if each X i is a compact nilspace, then each set C n (X) can also be equipped with a probability space structure, by applying the Loeb measure construction to C n (X), where for each i ∈ N we let λ i be the Haar measure on the σ-algebra of Borel subsets of C n (X i ) (see [4, §2.2] for background on these Haar measures). We denote by µ n the resulting Loeb probability measure on L C n (X) . Given any sequence of functions (f i : X i → Y ) i∈N taking values in a fixed compact set Y ⊂ C, note that if f i is Borel measurable for all i in some set S ∈ ω, then the function lim ω f i : X → Y is L X -measurable.
Let us now outline the proof of Theorem 1.5, and especially our use of ultraproducts. We argue by contradiction, supposing that there is a sequence of 1-bounded Borel functions f i : X i → C that disproves the theorem (thus for some ǫ > 0 and real numbers N i → ∞ as i → ∞, for each i the required decomposition fails for f i , ǫ and N i ). We then consider the 1-bounded function f = lim ω f i : X → C, and analyze this using results on cubic couplings from [6] . To detail this further, we need to recall the definition of a cubic coupling, and for this purpose we first have to recall the following notation from [6] .
We write n for the discrete n-cube {0, 1} n . Two (n − 1)-faces F 0 , F 1 ⊂ n are adjacent if F 0 ∩F 1 = ∅. For finite sets T ⊂ S and a system of sets (A v ) v∈S , we write p T for the coordinate projection v∈S A v → v∈T A v . Given a probability space Ω = (Ω, A, λ),
we write A S for the product σ-algebra v∈S A = v∈S p We can now recall the definition of a cubic coupling (see [6, Definition 3.1] ).
Definition 2.2.
A cubic coupling on a probability space Ω = (Ω, A, λ) is a sequence µ n ∈ Cg(Ω, n ) n≥0 satisfying the following axioms for all m, n ≥ 0:
2. (Ergodicity) The measure µ 1 is the product measure λ × λ.
(Conditional independence) For every pair of adjacent faces
Given any cubic coupling, one can define a family of uniformity seminorms that generalize the Gowers norms (see [6, Definition 3.15] ). The structure theorem for cubic couplings [6, Theorem 4.2] tells us, roughly speaking, that the characteristic factor corresponding to the k-th order uniformity seminorm on a cubic coupling is a k-step compact nilspace. Given the functions f i : X i → C that we started with above, which were supposed not to satisfy the decomposition in Theorem 1.5, our main objective is to apply the structure theorem to some suitable cubic coupling obtained using X and f , in order to obtain eventually the contradiction that some function f i does in fact satisfy the required decomposition.
To carry out the above argument, our first main task is to obtain a suitable cubic coupling out of the probability space X. Now each compact nilspace X i has an associated cubiccoupling structure, given by the Haar measures on the cube sets C n (X i ), n ≥ 0; see [6, Proposition 3.6] . It follows from the Loeb measure construction that the probability spaces (C n (X), L X n , µ n ) satisfy these axioms to some extent. However, two problems prevent these probability spaces from forming a genuine cubic coupling.
The first (and main) problem is that, for a sequence of measures (µ n ) n≥0 to form a cubic coupling, the σ-algebras satisfying the three axioms (especially the third axiom) must be the product σ-algebras A n (where A is the σ-algebra of the original probability space Ω). For Ω = X, this requires that the axioms be satisfied, not with the Loeb σ-algebras L X n as mentioned above, but rather with the product σ-algebras L n X = v∈ n L X . However, a well-known fact about Loeb measure spaces implies that typically we may have L The second problem is that the Loeb measure spaces are typically not separable, thus failing to be Borel probability spaces, which is required in [6, Theorem 4.2] . This is addressed in the second part of the next section, using the function f to generate a suitable separable factor of X which still satisfies the axioms in Definition 2.2. 
The cubic coupling axioms for ultraproducts of cfr coset nilspaces
Recall that for each compact nilspace X and n ≥ 0 there is a unique Haar probability measure on C n (X), denoted by µ C n (X) ([4, Proposition 2.2.5]). We use the notation µ n X for this measure when we view it as a measure on X n supported on C n (X). (Note that µ 0 X is just the Haar measure µ X on X.) Our main aim in this section is to prove the following result. Proof. We first check the ergodicity axiom. The σ-algebra L 1 X = L X ⊗ L X is generated by rectangles of the form E 1 × E 2 where E i ∈ L X . By construction of the Loeb measure
, there are internal measurable sets
Compact nilspaces are known to satisfy the ergodicity axiom, so µ
, and the ergodicity axiom follows.
To check the consistency axiom, we need to show that given any injective morphism φ : m → n , we have µ n φ = µ m . This holds on the larger σ-algebra L X m , again by construction of the Loeb measures µ n and the fact that the axiom holds for (µ
But then the last equality above holds also in the smaller σ-algebra
We turn to the main task, namely to check that the conditional independence axiom holds not only with the σ-algebras L X n , but also with the smaller ones L n X . As recalled in Section 2, for F ⊂ n we denote by (
Remark 3.3. In the special case of Proposition 3.1 where each X i is a compact abelian group (equipped with its standard cubes; see [3, Proposition 2.1.2]), the ultraproduct X is also an abelian group. This can be used to prove the conditional independence axiom with an argument that is markedly simpler than the one we use below for the more general case. Indeed, in the abelian case, the group structure on X yields a useful
, namely that this is almost-surely equal to the function x → X f (x + t F i ) dλ(t), where t F i is the element of the group X n with t F i (v) = t if v ∈ F i and t F i (v) = 0 otherwise. These integral expressions for these expectation operators make it easy to see that for the two faces F 0 , F 1 the operators commute. This implies the conditional independence axiom (via [6, Proposition 2.10], say). We omit the details.
Let us introduce a simplified notation for σ-algebras for the rest of this section. For S ⊂ n , when the ultraproduct nilspace X and the dimension n are clear from the context, we write simply A for (L X ) n , and A S for (L X ) n S . Similarly, we write B S for the σ-algebra p −1 S (L X S ) on X n . As recalled in Section 2, we typically have A S B S .
Our main task, then, is to prove that for any adjacent faces F 0 , F 1 ⊂ n of codimen-
As noted in Section 2, we know that these properties hold when we replace "A" with "B".
We say that two faces of codimension 1 in n are opposite faces if they are not adjacent (i.e. if their intersection is empty). Given a σ-algebra X on a set X, and a finite set S,
We begin by reducing our main task as follows. 
Proof. Our task is to show that for any pair of adjacent faces
(since the axiom holds with B),
). Hence, if we prove
Since f is a rank 1 function of the form
Therefore, to prove (1) it suffices to show that E(
as F 0 , and the opposite face
To prove the statement in Lemma 3.4, we work with the σ-algebra
First we note the following expression for I in terms of a σ-algebra I ′ ⊂ L X n−1 .
Then we have p
Proof. It is clear from the definitions that p
The idea is that the analogous inclusion is known to hold for the nilspaces X i , and the inclusion for I then follows by straightforward arguments with ultraproducts. Specifically, let B i denote the Borel σ-algebra on X i for each i ∈ N. By Lemma B.3, for every A ∈ I there are sets
is an idempotent coupling, so by
The required inclusion follows.
Using this expression of I, we now perform a second reduction, building on Lemma 3.4. 
Proof. By Lemma 3.4, it suffices to prove that for every rank 1 function 
We now claim that I ∧ A F 0 = µ n I ∧ A F 1 . Proving this would complete the proof.
Indeed, by assumption A F 0 ⊥ ⊥ I, so we would have
, as required. To prove the claim, let σ be the reflection map on X n induced by the reflection on n that permutes F 0 and F 1 . By Lemma 3.5, for every U ∈ I we have
To prove the statement in Lemma 3.6, we now work towards a useful description of I in terms of an invariance under a certain group action. For this, we start using the coset nilspace structure. Thus, we now suppose that X is an ultraproduct of cfr coset Given any nilspace X, we define an equivalence relation ∼ on C n−1 (X) by declaring 
In particular, the equivalence classes of ∼ are the orbits of the action of
Here π Γ denotes the canonical quotient map G → G/Γ.
Proof. Suppose c 0 ∼ c 1 and let c 
where g := c 0 ( c
We use this algebraic expression of the relation ∼ to prove the following description of the σ-algebra I ′ from Lemma 3.5, as a key step to complete the proof of Proposition 3.1.
To prove this we first obtain the following analogous result for cfr coset nilspaces.
• ), and let J be the σ-algebra of Borel sets A ⊂ X n−1 such that p
Recall that µ n X denotes the Haar measure on C n (X) viewed as a measure on X n .
Proof. Suppose that p
by Lemma 3.7. Letting H ′ denote the group { id H , g 1 : g ∈ H}, it follows that for
. By our initial assumption,
Using Lemma 3.7 as above yields p
Proof of Lemma 3.8. We first prove the forward implication. If A ∈ I ′ , then by definition 
Conversely, suppose that µ n−1 (A∆h · A) = 0 for all h ∈ H. By construction of
We claim that for every ǫ > 0 we have {i :
Otherwise there is ǫ > 0 such that {i : s i ≥ ǫ} ∈ ω, so for every such i there is 
We can now complete the proof of Proposition 3.1, by proving the following result.
Proposition 3.10. For every pair of opposite faces
For the rest of this proof, let us write
Remark 3.11. To prove Proposition 3.1, we have made significant use of the transitive group action present on a cfr coset nilspace. We do not know whether the cubic coupling axioms can be proved for ultraproducts of more general compact nilspaces, where such a group action is not necessarily available. If the axioms still hold in such a more general setting, then this may yield an extension of Theorem 1.5 valid for all compact nilspaces.
Locating a separable factor yielding a Borel cubic coupling.
Given a probability space (Ω, A, λ), we say that a σ-algebra X ⊂ A is separable if L 1 λ (X ) is separable as a metric space. Our aim in this subsection is to prove the following result.
Proposition 3.12. Let (X i ) i∈N be a sequence of cfr coset nilspaces. Then for every separable σ-algebra X 0 ⊂ L X there is a separable σ-algebra X ⊂ L X such that X 0 ⊂ X and such that the Loeb measures µ n on the σ-algebras X n form a cubic coupling.
The proof relies on the following couple of lemmas.
Lemma 3.13. Let (Ω, A, λ) be a probability space and let S be a finite set. For each v ∈ S let X v be a sub-σ-algebra of A, and let C ⊂ v∈S X v be a separable σ-algebra. Then
Proof. The separability of C implies that there is a dense sequence of functions
is a finite sum of bounded rank 1 functions, i.e.
Let us single out the adjacent faces F n,0 := {0} × n − 1 and
Lemma 3.14. Let C be a separable sub-σ-algebra of L X . Then there is a separable σ-
Proof. By separability there is a sequence
, and this easily yields
Since C n is generated by countably many functions, it is separable. By the conditional independence axiom (given
), and the result follows.
Proof of Proposition 3.12.
The consistency and ergodicity axioms hold with L X (by Lemma 3.2), so they clearly hold also for any sub-σ-algebra of L X . In particular, for each n we have to check the conditional independence axiom (for the suitable separable σ-algebra X ⊂ L X ) only for F n,0 , F n,1 , rather than for all pairs of adjacent (n − 1)-faces in n (indeed, the consistency axiom implies conditional independence for every such pair of faces, once we have it just for F n,0 , F n,1 ). So let us prove that there is a separable σ-algebra X ⊂ L X such that for each n, for every system (f v ) v∈F n,0 in L ∞ (X ), the expectation
) is a limit of finite sums of such rank 1 functions
If we prove this, then we also have that
. To obtain X , we argue as follows: let X 0 be the initial separable σ-algebra in the proposition, and let (X i ) i∈N be the increasing sequence of separable sub-σ-algebras of L X defined inductively by letting X i be the σ-algebra D obtained by applying Lemma 3.14 with C = X i−1 . Let X = i≥0 X i . To see that this has the required property, fix any n and let (f v ) v∈F n,0 be any system of functions in L ∞ (X ). We
-measurable. It clearly suffices to do this assuming that
It then follows by construction and Lemma 3.14 that
As in the previous proof, this expectation converges to E(
so the latter expectation is also X n F n,0 ∩F n,1
-measurable, as required.
Stability of morphisms into compact finite-rank nilspaces
Given a metric space X with a metric d, elements x, y ∈ X, and ǫ > 0, we write x ≈ ǫ y to mean that d(x, y) ≤ ǫ. Given compact nilspaces X, Y, with a compatible metric d on Y, we define a metric d 1 on the space of Borel measurable functions φ : X → Y by the
where the probability is given by the Haar measure on C k+1 (X).
We write "(δ, 1)-quasimorphism", rather than just "δ-quasimorphism", to distinguish this notion from the quasimorphisms defined in [4, Definition 2.8.1], which we call here (δ, ∞)-quasimorphisms, and which are defined by replacing property (2) with the uniform (and
In our proof of Theorem 1.5 in Section 5, a key ingredient is the following stability (or rigidity) result for morphisms.
there exists a continuous morphism
This theorem is an analogue, for (δ, 1)-quasimorphisms, of the uniform stability result for 
4.1. Cocycles close to the 0 cocycle are coboundaries.
Recall that the group Aut( k ) of automorphisms of the cube k is generated by permu- We now recall the definition of a nilspace cocycle, which is fundamental to the structural analysis of nilspaces (see [2, Definition 2.14] or [3, Definition 3.3.14]).
Definition 4.3. Let X be a nilspace, Z an abelian group, and k ∈ Z ≥−1 . A Z-valued cocycle of degree k on X is a function ρ : C k+1 (X) → Z with the following properties:
(ii) If c 3 is the concatenation of adjacent cubes c 1 ,
We refer to [3, §3.3.3] for more background on cocycles.
The proof of Theorem 4.2, given in Subsection 4.2, relies on the following stability result for cocycles, which is the main result in this subsection. 
A key element in the proof of Proposition 4.4 is the following combinatorial result.
Lemma 4.5. Let X be a compact nilspace, let Z be a compact abelian group with compatible
, and suppose Proof of Lemma 4.5 .
where the probability is given by the Haar measure
. By Markov's inequality, we have 
Our assumption for ǫ implies that this probability is positive, so there exists t ∈ T (c) with this property. For this t, we apply the formula ρ(c)
holds for every tricube in T (c) by [3, Lemma 3.3.31] . By the triangle inequality (and shift
Recall from [3, Definition 2.2.22] the notation σ k for the Gray-code map
Using the set S provided by Lemma 4.5, we can define a function g : X → Z such that, subtracting the coboundary c → σ k (g • c) from ρ, we obtain a new cocycle ρ ′ whose values are uniformly close to 0 (not just close in d 1 ), as follows. 
Proof. Let S be the subset of X given by Lemma 4.5. We claim that for every x ∈ X there exists an element g(x) ∈ Z such that
To see this, fix any x ∈ X, and note that for each v = 0 k , the map C k x (X) → X, c → c(v) preserves the Haar measures (by [4, Lemma 2.2.14] with n = k, P = k ,
, by the union bound we therefore have 
Let g(x) := ρ(c 0 ), and note that c 0 can be chosen to make the function g : X → Z Borel, by [23, Theorem (12.16) , (12.18) ] and the continuity of the map c → c(0 k ).
For every tricube t in the above set, we have ρ(c 0 ) = v∈ k (−1) |v| ρ(t • Ψ v ) and, for
Since the map T (c 0 ) → C k x (X), t → t • Ψ 0 k preserves the Haar measures, we have that (4) is equivalent to (3), which proves our claim.
By the measure-preserving properties used earlier, the union bound, and (3), we have
By our assumption on ǫ we have 8 k ǫ 1/2 < 1, so there exists t ∈ T (c) with the above property. Applying the formula ρ(c) = v∈ k (−1) |v| ρ(t • Ψ v ) for this t, and the triangle inequality (and shift invariance of d Z ), we deduce that
Finally, we have
The last integral here is d 1 (ρ, 0), and from (3) it follows that the other integral is at most
We can now complete the proof of the stability result for cocycles. . Since f is also a coboundary, it follows that ρ is a coboundary.
Proof of the stability result for morphisms.
Given a k-step nilspace X, for j ∈ [k] we denote by X j the j-th factor of X (also denoted by F j (X), with F k (X) = X), and by π j the factor map X → X j (see [ 
Recall from [3, Definition 2. 
Proof. Let C be the diameter of Z. Let δ ′ ∈ 0, ǫ/(2 + C) be sufficiently small for the conclusion of [4, Theorem 2.8.2] to hold with initial parameter ǫ/2, for every (δ ′ , ∞)-
Let ρ be the coboundary c → σ k+1 (φ • c). From our assumption, inequality (2) , and the definition of the cube structure on D k (Z) (see [3, formula (2.9)]) it follows that
We have thus shown that φ 1 is a (δ ′ , ∞)-quasimorphism. We can therefore apply [4, Theorem 2.8.2] to conclude that there is a continuous morphism φ
We need one more lemma before the proof of Theorem 4.2. This lemma enables us to lift certain Borel maps, and is useful for the inductive step in the proof of the theorem. 
by uniform continuity of θ
Since the balls B δy/2 (y) cover Y k−1 , by compactness there is a finite subcover by balls
, where δ i = δ y i . Thus Y trivializes over each ball
In particular, for every x ∈ A there is i ∈ [M] such that φ 1 (x), φ 2 (x) ∈ B δ i (y i ).
Now we claim that for each i ∈ [M] there is a Borel function f
To see this,
, z) be the trivializing bundle isomorphism. Fix any x ∈ X, and let i be such that Let g denote the function which "corrects" the Z k component of s • φ 2 (x), namely g :
Then g is Borel, and
above. This proves our claim. We can greedily form a Borel partition of the domain of φ 2 out of the sets φ −1 2 (B δ i /2 (y i )). Thus with each x in this domain we associate a unique i ∈ [M] such that φ 2 (x) ∈ B δ i /2 (y i ).
We then set φ 3 (x) := f i (x) (it is readily seen that this makes φ 3 a Borel function).
Proof of Theorem 4.2.
We argue by induction on k. The case k = 0 is trivial (a nonempty 0-step nilspace is a one-point nilspace). For k > 0, suppose that φ : X → Y is a and what we have gained compared to φ is that φ 3 is a lift of the morphism φ 2 (i.e.
. We shall now use this to show that φ 2 can in fact be lifted to a continuous morphism ψ : X → Y (not just to a quasimorphism like φ 3 ).
It is checked in a straightforward way that W is a compact subset of X × Y which becomes a k-step compact nilspace when it is equipped with the cubes c on the product nilspace X × Y such that c takes values in W , and as a k-step nilspace W is an extension of degree k of X by the abelian group Z k (Y).
The map φ 3 induces a Borel cross section s :
1 C, and φ is a (δ, 1)-quasimorphism, we deduce using Lemma 4.7 that d 1 (ρ s , 0) < δ 3 , where δ 3 > 0 tends to 0 as δ → 0 (which implies that δ 1 , δ 2 also tend to 0). By Proposition 4.4, ρ s is a coboundary, so W is a split extension of X, whence there is a Borel morphism 
, which is less than ǫ for δ sufficiently small.
Proof of the regularity and inverse theorems
Recall that given a Polish space Y, the space P(Y) of Borel probability measures on Y equipped with the weak topology is metrizable, and is in fact a Polish space (see [23, Theorems (17.23) and (17.19)]). Given a nilspace morphism φ : X → Y and n ∈ N, we denote by φ n the map
In the decomposition given by Theorem 1.5, the structured part is guaranteed to have the following useful property.
Definition 5.1 (Balance). Let Y be a k-step cfr nilspace. For each n ∈ N fix a metric d n on the space P(C n (X)). Let X be a k-step compact nilspace, and let φ : X → Y be a continuous morphism. Then for b > 0 we say that φ is b-balanced if for every n ≤ 1/b
The balance property is an approximate form of multidimensional equidistribution: the image of φ n , n ∈ [1/b], tends toward being equidistributed in C n (Y) as b decreases. This property is useful in problems involving averages of functions over certain configurations.
It appeared in [30] , and is also related to a property of approximate irrationality from [13] . In fact, from the results in the latter paper it follows that, for nilsequences, high Proof of Theorem 1.5. We begin by noting that it suffices to prove the result for cfr coset nilspaces. Indeed, if X is an inverse limit of such nilspaces, then the preimages of the Borel σ-algebras on these spaces under the limit maps form an increasing sequence of σ-algebras B i on X such that i∈N B i = µ X B X , the Borel σ-algebra on X. By standard
This implies (using [6, Lemma 2.17]) that given any ǫ > 0, there is a limit map ψ : X → X ′ , i.e. a continuous fibration onto a cfr coset nilspace X ′ , and a 1-bounded Borel function To prove the theorem for cfr coset nilspaces, we argue by contradiction. Suppose that the theorem fails for some ǫ > 0. This means that there is a sequence of functions (f i ) i∈N where f i : X i → C is Borel measurable on a compact coset nilspace X i with |f i | ≤ 1, such that f i does not satisfy the statement with ǫ and N = i. Let ω be a non-principal ultrafilter on N and let X be the ultraproduct i→ω X i equipped with the Loeb probability measure λ ′ on L X . Let f : X → C be the measurable function lim ω f i , and let B 0 be the separable sub-σ-algebra of L X generated by f .
Applying Proposition 3.12, we obtain a σ-algebra B ′ ⊂ L X including B 0 such that the probability space Ω ′ = (X, B ′ , λ ′ ) is separable, and such that the sequence of measures µ n on (X n , B ′ n ) form a cubic coupling. By [23, (17.44 ), iv)], the measure algebra of Ω ′ is isomorphic to the measure algebra of a Borel probability space Ω = (Ω, B, λ).
By [9, 343B(vi)] (using [8, 211L(a)-(c)] and [9, 324K(b)]) there is a mod 0 isomorphism
θ : Ω ′ → Ω realizing this measure-algebra isomorphism. Moreover, by [6, Proposition A.11 ] the images of the measures µ n under the maps θ n form a cubic coupling on Ω.
From now on we identify f and f • θ −1 , so we view f as a function on Ω. 
The measure-preserving properties of γ k
Next, we show that there are continuous morphisms 
This together with the measure-preserving property of γ k+1 implies that the preimage
has µ k+1 -probability 1. For each i let δ i = inf{t : 
and we have µ k+1 (B) ≥ δ. Then, for every c ∈ B the composition (lim ω g i ) • c is also δ-separated from cubes, so clearly cannot be in C k+1 (Y j ). This contradicts the above 
Hence lim ω g i = λ lim ω φ i , as required. Indeed, otherwise we have λ(lim ω g i = lim ω φ i ) > 0, which implies (using monotonicity of λ) that λ(lim ω g i ≈ η lim ω φ i ) < 1 − η for some
this clearly includes the set i→ω x i ∈ X i : g i (x i ) ≈ ǫ i φ i (x i )} (using that ǫ i < η for a cofinite set of integers i); but the latter set has λ-measure 1 by the above inequality
There is a sequence (b i > 0) i∈N with lim ω b i = 0 such that φ i is b i -balanced for every i. Indeed, otherwise for some b > 0 and some set S ′ 2 ∈ ω, for every i ∈ S ′ 2 the map φ i is not b-balanced. Then, by the ultrafilter properties there is S 2 ⊂ S ′ 2 with S 2 ∈ ω and some
and the measure-preserving property of γ n , we have lim
For each i let f s,i = h • φ i , and apply [34, Proposition 3.8] again to obtain a sequence of Borel functions (f r,i :
Since lim ω g i = λ lim ω φ i , we have lim ω f s,i = λ q, whence lim ω f e,i = λ f e . We also have lim ω f r,i U k+1 = f r U k+1 = 0. Since q and f e are both F k -measurable, we have f r , q and f r , f e both 0, and therefore lim ω f r,i , f s,i = f r , q = 0 and lim ω f r,i , f e,i = f r , f e = 0.
Let m be the maximum of C and the complexity of Y j . Combining the properties in this paragraph and the previous one, we deduce that there is a set S ∈ ω such that for every i ∈ S the decomposition f i = f s,i + f r,i + f e,i satisfies the properties in the theorem with this value of m, the initial ǫ, and the corresponding value D(ǫ, m). This gives a contradiction for i ∈ S with i ≥ m.
We deduce the following inverse theorem, which clearly implies Theorem 1.6. 
We also have f e L 1 ≤ ǫ and |f e | ≤ 3, whence f e U k+1 ≤ (3
Combining this with the above decomposition of f and the bound f r U k+1 ≤ D(ǫ, m),
. This together with |f s | ≤ 1 implies that
We now fix ǫ = δ 3
(1 − (
, and choose D so that the following hold: firstly, so that D(ǫ, m) ≤ b(m); secondly, so that by the last inequality in the previous paragraph we have f s , f s ≥ 2δ 2 k+1 /3; finally, so that ǫ + D(ǫ, m) ≤ δ 2 k+1 /6, which implies, by the last inequality in the first paragraph, that f, f s ≥ δ 2 k+1 /2.
PABLO CANDELA AND BALÁZS SZEGEDY

The case of simple abelian groups
In this final section we use Theorem 1.5 to prove Theorem 1.7.
Recall that Definition 5.1 presupposes that for each n a metric has been fixed on the space P(C n (X)) of Borel probabilities on C n (X) (equipped with the weak topology). For the proof of Theorem 1.7 it is convenient to fix the metrics in a process by induction on the step k of X as follows: having already defined a metric d n,k−1 on P(C n (X k−1 )), we first let d ′ n,k be a metric on P(C n (X)) defined the standard way (see [23, Theorem (17.19) ]), and then we define d n,k for µ, ν ∈ P(C n (X)) by
This construction is convenient for the proof because if φ is b-balanced relative to the metrics d n,k , then π k−1 • φ is automatically b-balanced relative to the metrics d n,k−1 . For the remainder of this section, we suppose that we have fixed what we call a factorconsistent metrization for cubic measures on cfr nilspaces, by which we mean the result of the following process: first we fix a sequence of metrics d n,1 on P(C n (X)) (n ≥ 0) for each 1-step cfr nilspace X, then we fix metrics d n,2 on P(C n (X)) for each 2-step cfr nilspace X using (5) as above, and so on for increasing k.
In the proof of Theorem 1.7, a key ingredient is the following result, which ensures that the morphism that we obtain from Theorem 5.2 takes values in a toral nilspace. This section is mostly devoted to the proof of this result. The proof of Theorem 1.7 is a simple combination of Theorems 6.1 and 5.2, and is given at the end of this section.
Recall that a nilspace X can be equipped with a filtration of translation groups Θ i (X), In the proof of Theorem 6.1, we shall argue by induction on k. This will enable us to assume that Y k−1 is toral, and we shall then use the following characterization of such nilspaces, which will be very convenient for the rest of the argument.
Theorem 6.2. Let X be a k-step cfr nilspace such that the factor X k−1 is toral. Let G denote the Lie group Θ(X), let G • denote the degree-k filtration (Θ i (X)) i≥0 , and for an arbitrary fixed x ∈ X let Γ = Stab G (x). Then X is isomorphic as a compact nilspace to
This theorem tells us essentially that such a nilspace X must be a cfr coset nilspace, but it also gives us groups G, Γ and a filtration G • with which we can represent X. The proof is an adaptation of [4, Theorem 2.9.17]; see Theorem A.1 in Appendix A.
Given Theorem 6.2, for the proof of Theorem 6.1 we can focus on coset nilspaces. This is useful thanks to the following description of morphisms from Z p into such nilspaces. Then for every homomorphism β :
The proof, adapting an argument from [30] , is given at the end of Appendix A.
In the proof of Theorem 6.1, we shall use the following lemma in the inductive step. 
morphism of compact nilspaces, and the points of Y are in bijection
with the connected components of X. In particular Y is a finite (discrete) nilspace.
Proof. It is clear that q is a (continuous) morphism, because any cube c ∈ C n (X) lifts to a cubec ∈ C n (G • ), i.e. we have c =cΓ n (by definition of the coset nilspace structure),
We claim that the quotient map π Γ : G → G/Γ induces a bijection from the set of We need two more lemmas before we can prove Theorem 6.1.
Lemma 6.5. Let Y be a coset nilspace, let N ∈ N and let φ : Z N → Y be a morphism.
Proof. We are assuming that Y is the coset space G/Γ, for some filtered group (G, G • ) and Γ ≤ G, and that
as a nilspace by equipping it with the standard cubes, and we view C k (Y) as the coset nilspace G/ Γ where G, Γ denote the group C k (G • ) and subgroup C k (Γ • ) respectively (with Γ i := Γ ∩ G i ), and where G is equipped with the filtration
By Proposition 6.3 there is a polynomial map g ∈ poly(Z, G • ) such that, identifying Z N with the set of integers [0, N − 1] with addition mod N, we have φ(n) = g(n)Γ for all n (in particular g is N-periodic mod Γ). Define
The group isomorphism θ :
Recall that the morphisms between two nilspaces on filtered groups are exactly the polynomial maps between the filtered groups (see [3, Theorem 2.2.14]). Therefore, it suffices to prove that
is a morphism into G and then g (k) (n)Γ k is a morphism as required.
By Lemma A.5, we know that g has a unique expression of the form g(n) = g 0 g
for coefficients g i ∈ G i . Substituting this expression into (6) and expanding, we see
. By Leibman's theorem (see [24] ) polynomial maps form a group under pointwise multiplication, so it suffices to show that for every j ∈ [0, k] we have h j ∈ poly(Z k+1 , G • ). By the Chu-Vandermonde identity we have
. . , i k ) be the restriction of i to its last k coordinates, we note that
gives a non-zero contribution to the last sum above only if supp(i ′ ) ⊂ supp(v). We deduce that h j (n) = i, |i|=j g
face of codimension at most j in k . Since g j ∈ G j , it follows that g i ∈ G j .
We have shown that h j is a pointwise product of maps of the form n → g ( n i ) i , where
. It is known that these maps are polynomial (see the proof of [15, Lemma 6.7] ). This proves that g (k) ∈ poly(Z k+1 , G • ), and the result follows.
Lemma 6.6. Let Z 1 , Z 2 be finite abelian groups with coprime orders, and let ℓ ∈ N. Then
Proof. We argue by induction on ℓ. For ℓ = 1, note that a morphism φ :
satisfies ∆ s ∆ t φ(x) = 0 for every s, t, x ∈ Z 1 (see [3, formula (2.9)]), which means that φ is an affine homomorphism Z 1 → Z 2 , so the map ψ : x → φ(x) − φ(0) is a homomorphism. By standard group theory, the order |ψ(Z 1 )| divides both | Z 1 | and | Z 2 |, so we must have |ψ(Z 1 )| = 1, so φ is constant. For ℓ > 1, note that for every morphism
, so by induction ∆ t φ is a constant function of x, for each t. Hence ∆ s ∆ t φ(x) = 0 for all s, t, x ∈ Z 1 . Arguing as for ℓ = 1, we deduce that φ is constant.
We can now prove the characterization of balanced morphisms on Z p .
Proof of Theorem 6.1. By Theorem 1.9 it suffices to show that C k (Y) is connected. We prove this by induction on k. The base case k = 0 is trivial.
Let k ≥ 1, and suppose for a contradiction that C k (Y) is disconnected.
We have that π k−1 • φ is also b-balanced (by our choice of a factor-consistent metrization), so we can assume by induction that Y k−1 is toral. Hence Y is isomorphic to a compact coset nilspace (G/Γ, G • ), by Theorem 6.2. Letting G = C k (G • ) with the filtra-
to the compact coset space G/ Γ, which we equip with the coset nilspace structure determined by G • . By Lemma 6.5, the map φ
We apply Lemma 6.4 to C k (Y), and let q :
cardinality equal to the number of connected components of C k (Y).
We claim that for b sufficiently small (depending only on M), for every such compo- 
are coprime, so by Lemma 6.6 the morphism ψ must be constant, and therefore cannot be surjective, so we have a contradiction.
Finally, having proved Theorem 6.1, we can prove the inverse theorem for Z p .
Proof of Theorem 1.7. We first note that, having fixed an arbitrary complexity notion for cfr nilspaces X, there is a function h : N → N such that if Comp(X) ≤ m then X has at most h(m) connected components. Now suppose that f U k+1 (Zp) ≥ δ. We apply 
, and the conclusion of Theorem 1.7 follows with constant C k,δ still depending only on k and δ.
Appendix A. Results from nilspace theory
In this appendix our first and main aim is to prove Theorem 1.9. We also gather some results from nilspace theory which are adaptations of results from previous works.
We begin with the following useful description of cfr k-step nilspaces whose k − 1 factor is toral, which was stated as Theorem 6.2.
Theorem A.1. Let X be a k-step cfr nilspace such that the factor X k−1 is toral. Let G denote the Lie group Θ(X), let G • denote the degree-k filtration (Θ i (X)) i≥0 , and for an arbitrary fixed x ∈ X let Γ = Stab G (x). Then X is isomorphic as a compact nilspace to the coset space G/Γ with cube sets
The proof is an adaptation of [4, Theorem 2.9.17].
Proof. Fix x ∈ X and let Γ = Stab G (x). We first claim that Γ is discrete. Indeed, letting h : Θ(X) → Θ(X k−1 ) denote the usual "shadow" homomorphism, note that h(Γ) is a subgroup of the stabilizer of π k−1 (x) in Θ(X k−1 ), so h(Γ) is discrete since X k−1 is toral. Then using that h −1 (h(Γ)) is a union of cosets of ker(h), we have that it suffices to show that Γ ∩ ker(h) is discrete. But this follows from [4, Lemma 2.9.9], since no non-trivial element of τ (Z k ) stabilizes x.
By [4, Corollary 2.9.12] the Lie group Θ(X) 0 acts transitively on the connected components of X, and since X k−1 is toral, it follows that Θ(X) 0 , Z k acts transitively on X. Indeed, if x, y ∈ X are in different components, then there is
Then there is g ∈ Θ(X) 0 such that h(g) = g ′ , and since g is path-connectedness to the identity in G, it follows that gx is in the same component
There is therefore z ∈ Z k such that zgx = y, which proves the claimed transitivity. Now since G ⊃ Θ(X) 0 , Z k , we have that G also acts transitively on X, whence X is homeomorphic to the coset space G/Γ (see [20, Ch. II, Theorem 3.2]). In particular, since X is compact,
we have that Γ is cocompact.
Recall from [3, Definition 3.2.38] that two cubes c 1 , c 2 ∈ C n (X) are said to be trans-
, that every cube on X is translation equivalent to the constant x cube. First we claim that for every cube c ∈ C n (X) there is a cube c ′ ∈ C n (X) that is translation equivalent to the constant x cube and such
, and since X is toral the latter cube is translation equivalent to the cube with constant value
′ for some cubec on the group Θ(X k−1 ) 0 with the filtra-
. By the unique factorization result for these cubes [3, Lemma 2.2.5], we havec =g
This is in C n (X), and is translation equivalent to the constant x cube. Moreover, by construction π k−1 • c ′ equals We can now prove Theorem 1.9, which we restate here.
Proof. We argue by induction on k. For k = 1 the statement is clear. For k > 1, first note that C k (X k−1 ) is connected (by continuity of π k−1 ), and so (since projection to a k − 1 face of a k cube is a continuous map) we have also that C k−1 (X k−1 ) is connected, so by induction we have that X k−1 is toral. Now suppose for a contradiction that X is not toral.
Then the last structure group Z k must be a disconnected compact abelian Lie group. By quotienting out the torus factor of Z k if necessary, we can assume that X now has k-th structure group Z k being a finite abelian group of cardinality greater than 1. We shall now deduce that C k (X) must be disconnected, a contradiction.
By Theorem A.1 we have that X is isomorphic to the coset nilspace (G/Γ, G • ) where 
Indeed, since σ k is continuous and Z k is discrete, for every element c · γ ∈ C · Γ k we have σ k (γ) = 0, and c · γ is in the same component as γ, so we must also have σ k (c · γ) = 0. But then the product set C · Γ k must be a proper subgroup of C n (G • ) (otherwise its image under σ k would be G k ). Thus we have shown 
We add the following lemma concerning the Haar measures on cube sets. . There is therefore z ∈ Z k such that c · c 1 + z = c 2 . We also have c · c 1 still in C 1 , because the map c 1 → c · c 1 is a composition of multiplications by face-group elements of the form g F where F is a face in n and g is in the connected Lie group Θ codim(F ) (X) 0 . Hence (C 1 + z) ∩ C 2 is non-empty (containing c 2 ), so C 1 + z ⊂ C 2 (since C 1 + z is connected and C 2 is a maximal connected set), whence
Next, we prove the properties of the U d -seminorms from Definition 1.4.
Lemma A.4. For every k-step compact nilspace X and every
The case of this lemma for compact abelian groups is given in several sources, all based essentially on the original argument of Gowers in [12, Lemma 3.9] . The case of nilmanifolds appears in [22, Ch. 12, Proposition 12] . These two cases already yield (via inverse limits) the result for the class of nilspaces concerned in our main results. Below we recall another proof from [6] , which works at the more general level of cubic couplings. Let us mention also that · U d is non-degenerate (and is therefore a norm on L ∞ (X)) when the step k of X is less than d. For compact abelian groups this follows from the fact that we always 
Conversely, every such expression defines a map g ∈ poly(Z, G • ). For j = k + 1, since G k+1 = {id G }, the map φ is constant and the statement is trivially verified letting ψ be a constant Γ-valued map. For j < k + 1, suppose that the statement holds for j + 1 and that φ takes values in (G j Γ)/Γ. It follows from the filtration property that G j+1 Γ is a normal subgroup of G j Γ and that the quotient G j Γ/(G j+1 Γ) is an abelian group. Denoting this abelian group by A j , let q j : (G j Γ)/Γ → A j be the quotient map for the action of G j+1 on (G j Γ)/Γ. Note that q j is a nilspace morphism. More precisely, for every cube c Γ n on (G j Γ)/Γ (where c ∈ G n j ∩ C n (G • )), we have q j •(c Γ n ) = (q j • c)Γ n whereq j is the quotient homomorphism G j → G j /G j+1 ; this implies that every (j + 1)-face of q j •(c Γ n ) has value 0 under the Gray-code map σ j+1 , so q j is a morphism into D j (A j ). It follows that q j • φ is a morphism Z → D j (A j ), and is in particular a polynomial map of degree at most k, so by Lemma A.5 we have q j • φ(x) = k ℓ=0 a ℓ x ℓ for x ∈ Z, for some a ℓ ∈ A j , and binomial coefficients Moreover, from the assumption and the triangle inequality we have
Moreover, if H is a subgroup of G and g is H-valued then we have
On the other hand, we have λ(S) − 2ǫ ≤ E(1 S |B) 2 L 2 = E(1 S |B), E(1 S |B) = 1 S , E(1 S |B) ≤ S∩S ′ E(1 S |B) dλ + S\S ′ E(1 S |B) dλ ≤ λ(S ∩ S ′ ) + ǫ 1/2 , so λ(S ′ ∩ S) ≥ λ(S) − 3ǫ 1/2 , whence λ(S \ S ′ ) ≤ 3ǫ 1/2 .
Combining the main two inequalities above, the result follows.
We use this lemma to prove the following fact about mod 0 intersections of conditionally independent σ-algebras. Proof. The assumption We can use this lemma in turn to prove the following fact about ultraproducts of conditionally independent σ-algebras. We also prove the following approximation result for measure-preserving group actions.
Lemma B.4. Let G be an amenable group acting on a Borel probability space (Ω, A, λ) by measure-preserving transformations, and let S ∈ A be such that for some ǫ > 0 we have λ S∆(g · S) ≤ ǫ for every g ∈ G. Then there exists S ′ ∈ A such that g · S ′ = λ S ′ for all g ∈ G and λ(S∆S ′ ) ≤ 5ǫ 1/4 .
Proof. We first suppose that G is countable. Let (F j ) j∈N be a Følner sequence in G and for each j let h j = E g∈F j 1 g·S . By the mean ergodic theorem for amenable groups [35, Theorem 2.1], letting B be the σ-algebra of G-invariant sets in A, and f be a version of E(1 S |B), we have f − h j L 2 → 0 as j → ∞. Note that for every j we have
. By Lemma B.1, the set S ′ = {x ∈ Ω : f (x) > ǫ 1/4 } satisfies λ(S∆S ′ ) ≤ 5ǫ 1/4 , and since f is G-invariant, we have g · S ′ = λ S ′ for every g ∈ G.
We now reduce the general case to the countable case. It suffices to prove that if G is a group acting on a separable metric space (X, d) by isometries, then there is a countable group G 0 ≤ G such that if x ∈ X is a fixed point for G 0 then it is a fixed point for G (we then apply this with X the measure algebra of A). Let (x i ) i be a dense sequence in X. For each i, the orbit G · x i is itself separable, so there is a countable set S i ⊂ G such that S i · x i is dense in this orbit. Let G 0 be the subgroup of G generated by i S i . Observe that for every i, every g ∈ G and every ǫ > 0, there is g ′ ∈ S i ⊂ G 0 such that d(g·x i , g ′ ·x i ) < ǫ. Now suppose for a contradiction that there is x ∈ X that is G 0 -invariant but not G-invariant, so d(g · x, x) = ǫ > 0. Then by the density of (x i ) i there is i such that d(x, x i ) < ǫ/100,
, which by the isometry property equals d(g · x, x) − 2d(x, x i ) ≥ 98ǫ/100. Thus we have d(g · x i , x i ) ≥ 98ǫ/100. By the earlier observation, there is g ′ ∈ G 0 such that d(g · x i , g ′ · x i ) < ǫ/100, so 
