Mecanismos de previsão de perda de deadline para tratadores de eventos RTSJ by Bodemüller Junior, Rogério
UNIVERSIDADE FEDERAL DE SANTA CATARINA
DEPARTAMENTO DE INFORMA´TICA E ESTATI´STICA
Roge´rio Bodemu¨ller Junior
MECANISMOS DE PREVISA˜O DE PERDA DE





MECANISMOS DE PREVISA˜O DE PERDA DE
DEADLINE PARA TRATADORES DE EVENTOS RTSJ
Dissertac¸a˜o submetida ao Programa
de Po´s-Graduac¸a˜o em Cieˆncia da Com-
putac¸a˜o para a obtenc¸a˜o do Grau de
Mestre.




Ficha de identificação da obra elaborada pelo autor,
 através do Programa de Geração Automática da Biblioteca Universitária da UFSC.
Bodemüller Junior, Rogério
   Mecanismos de previsão de perda de deadline para
tratadores de eventos RTSJ / Rogério Bodemüller Junior ;
orientadora, Patricia Della Méa Plentz - Florianópolis, SC,
2014.
   101 p.
   Dissertação (mestrado) - Universidade Federal de Santa
Catarina, Centro Tecnológico. Programa de Pós-Graduação em
Ciência da Computação.
   Inclui referências 
   1. Ciência da Computação. I. Plentz, Patricia Della Méa.
II. Universidade Federal de Santa Catarina. Programa de Pós-
Graduação em Ciência da Computação. III. Título.
Roge´rio Bodemu¨ller Junior
MECANISMOS DE PREVISA˜O DE PERDA DE
DEADLINE PARA TRATADORES DE EVENTOS RTSJ
Esta Dissertac¸a˜o foi julgada aprovada para a obtenc¸a˜o do T´ıtulo
de “Mestre”, e aprovada em sua forma final pelo Programa de Po´s-
Graduac¸a˜o em Cieˆncia da Computac¸a˜o.
Floriano´polis, 03 de Julho 2014.
Prof. Ronaldo dos Santos Mello, Dr.
Coordenador do Curso
Banca Examinadora:
Prof.a Patricia Della Me´a Plentz, Dr.a
Orientadora
Prof. Roˆmulo Silva de Oliveira, Dr.
Universidade Federal de Santa Catarina

Prof. Mario Antonio Ribeiro Dantas, Dr.
Universidade Federal de Santa Catarina
Prof.a Luciana de Oliveira Rech, Dr.a
Universidade Federal de Santa Catarina

Dedico este trabalho a` todo aquele que e´
movido a desafios. Conhec¸a seus limites
mas nunca os aceite!

AGRADECIMENTOS
Agradec¸o primeiramente a Deus, que me forneceu forc¸a para
executar o presente trabalho, e a` minha amada esposa, Priscila Costa
Schmidt Bodemu¨ller, pelo seu apoio incondicional, companheirismo,
amor e amizade, ale´m da compreensa˜o nos momentos de auseˆncia f´ısica
e espiritual.
Com carinho, agradec¸o aos meus pais, Roge´rio Bodemu¨ller e
Marilena Fischer Bodemu¨ller, pelo suporte que me propiciaram para
chegar neste ponto, pelo imenso carinho que eles sempre tiveram comigo
e pelos ensinamentos que eu levarei para o resto da minha vida. E ao
meu irma˜o, Richard Jose´ Bodemu¨ller, pelo seu companheirismo, mesmo
que do nosso jeito.
Agradec¸o a` minha orientadora, Patricia Della Me´a Plentz, pelo
aux´ılio no desenvolvimento deste trabalho, compreensa˜o e dedicac¸a˜o,
mesmo tendo passado por uma ma´gica gravidez durante a orientac¸a˜o.
Agradec¸o a` Katiana, secreta´ria do PPGCC, por sempre ter me
ajudado em tudo que precisei. Ao professor Ricardo Felipe Custo´dio
agradec¸o pelos desafios e oportunidades proporcionados quando estava
trabalhando no LabSEC anos atra´s e principalmente pelas lic¸o˜es dei-
xadas. Agradec¸o tambe´m aos professores e colegas de estudo que tive
a oportunidade de conhecer e trabalhar.
Aos colegas e amigos pessoais agradec¸o pelo incentivo e horas de
diversa˜o que me fizeram rir e relaxar. Aos Mestres, alunos e compa-
nheiros de Pa-Kua, obrigado pelos treinos, tanto os mais leves quanto
os pesados, que me possibilitaram desestressar.
Por fim, agradec¸o a todas as pessoas que me ajudaram de forma
direta ou indireta na realizac¸a˜o deste trabalho, a` UFSC e a` Fundac¸a˜o de
Amparo a` Pesquisa e Inovac¸a˜o do Estado de Santa Catarina (FAPESC)
pelo apoio.





Estrate´gias para estimar a probabilidade de deadlines firmes serem al-
canc¸ados sa˜o fundamentais porque permitem a realizac¸a˜o de ac¸o˜es cor-
retivas para a melhoria do desempenho do sistema. Este tipo de es-
trate´gia permite a avaliac¸a˜o de sistemas de tempo real que esta˜o em
funcionamento, principalmente quando ha´ alguma mudanc¸a quanto ao
projeto inicial, ou mesmo avaliar novos projetos para analisar se as res-
tric¸o˜es temporais foram definidas adequadamente. Nesta dissertac¸a˜o
sa˜o apresentados dois mecanismos de previsa˜o de perda de deadline em
sistemas monoprocessados e multiprocessados de tempo real firme. O
Mecanismo de Previsa˜o de Perda de Deadline Baseado na Folga (MBF)
utiliza dados sobre o comportamento das tarefas (deadline, tempo de
computac¸a˜o e o tempo de espera na fila de prontos do processador)
para calcular a folga e determinar se o deadline pode ser cumprido.
O Mecanismo de Previsa˜o de Perda de Deadline Baseado no Histo´rico
(MBH) utiliza regressa˜o linear e relaciona dados de um histo´rico de
execuc¸o˜es passadas, que possui o tamanho da fila de prontos do proces-
sador e seu respectivo tempo de resposta, com o tamanho atual da fila
de prontos do processador para calcular o tempo de resposta previsto
da thread e depois definir a probabilidade dela cumprir seu deadline.
Sera´ apresentado um modelo de tarefas para aplicac¸o˜es na˜o cr´ıticas em
um sistema de tempo real firme que caracteriza uma aplicac¸a˜o real uti-
lizada nos testes, o cruise control. Estes testes foram feitos utilizando
uma implementac¸a˜o em Java RTS desta aplicac¸a˜o em um ambiente na˜o
especialista, pro´ximo de um ambiente de tempo real comum, com va´rias
configurac¸o˜es, buscando abranger uma grande gama de cena´rios. Apo´s
os testes, a qualidade das previso˜es e´ avaliada utilizando as Me´tricas
Taxa Relativa de Erro e Taxa de Previso˜es Corretas. Os resultados
demonstram que ambos os mecanismos trazem bons resultados em am-
bientes com cargas baixas, me´dias e altas, sendo o MBF um excelente
previsor para sistemas monoprocessados e o MBH mais adequado aos
sistemas multiprocessados.




Strategies to estimate the probability of firm deadlines be achieved are
essential because they allow the use of corrective actions to improve
system performance. This type of strategy allows the evaluation of real-
time systems that are in operation, especially when there is any change
on the initial design, or evaluate new projects to analyze whether the
temporal constraints were appropriately settled. In this dissertation,
two deadline missing prediction mechanisms for firm real-time unipro-
cessor and multiprocessor systems are presented. The Deadline Missing
Prediction Mechanism Based on Slack (MBF) uses data of tasks’s be-
havior (deadline, computation time and the waiting time in the proces-
sor ready queue) to calculate the slack and determine whether the dead-
line can be met. The Deadline Missing Prediction Mechanism Based on
Historical Data (MBH) uses linear regression and associates data from
a past execution’s historical, which is the size of the processor ready
queue and its associated response time, with the current size of proces-
sor ready queue to calculate the predicted response time of the thread
and then define the probability of meeting its deadline. A model of tasks
for non-critical applications in a firm real-time system which charac-
terizes a real application, similar to the cruise control, will be used
in the tests. These tests were done using an implementation in Java
RTS applied to a non-specialist environment as a common real-time
environment with various configurations scenarios. The quality of the
forecasts is evaluated using the metrics Relative Error Rate and Correct
Prediction Rate. The results indicate that both mechanisms improve the
performance in environments with high, medium and low system load
whereas the MBF being an adequate predictor for uniprocessor systems
and the MBH best suited to multiprocessor systems.
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Aplicac¸o˜es de sistemas de tempo real sa˜o onipresentes e esta˜o
crescendo conforme a maturidade do hardware e do software cresce.
Eles esta˜o aparecendo como parte de infraestruturas comerciais, gover-
namentais, me´dicas, educacionais e culturais (SHAW, 2001), tais como
os sistemas de controle de tra´fego ae´reo, sistemas de comunicac¸a˜o e sis-
temas de automac¸a˜o predial. Um sistema de tempo real e´ definido como
um sistema que deve satisfazer restric¸o˜es temporais ou arriscar con-
sequeˆncias que, inclusive, podem ser graves (LAPLANTE, 2006). Nesses
tipos de sistema a correc¸a˜o temporal e´ ta˜o importante quanto a` correc¸a˜o
lo´gica.
No desenvolvimento de aplicac¸o˜es de tempo real, as organizac¸o˜es
tem enfrentado um dilema entre utilizar uma linguagem de programac¸a˜o
popular ou uma especialista (BRUNO; BOLLELLA, 2009). Uma soluc¸a˜o e´
a utilizac¸a˜o de um padra˜o aberto baseado em uma plataforma que for-
malmente lida com desafios impostos por sistemas de tempo real usando
uma linguagem de programac¸a˜o convencional, como o Java Real-Time
System (Java RTS), desenvolvido pela antiga Sun, que implementa a
Real-Time Specification for Java (RTSJ) (JCM, 2012).
A especificac¸a˜o RTSJ e´ uma extensa˜o da plataforma padra˜o Java
de forma que as restric¸o˜es impostas por sistemas de tempo real sa˜o
respeitadas, como previsibilidade e determinismo (DIBBLE, 2002). A
RTSJ acrescenta ao Java padra˜o as seguintes caracter´ısticas (BRUNO;
BOLLELLA, 2009): adiciona threads tempo real, implementa um ge-
renciador de eventos ass´ıncronos e um mecanismo para transfereˆncia
ass´ıncrona de controle entre threads, permite a execuc¸a˜o de co´digo sem
influeˆncia do coletor de lixo e controla a localizac¸a˜o de objetos e o
acesso a` memo´ria em enderec¸os f´ısicos.
As restric¸o˜es temporais sa˜o impostas pelo ambiente da aplicac¸a˜o,
sendo uma delas denominada deadline. Segundo Liu (2000), um dea-
dline pode ser cr´ıtico (hard), na˜o cr´ıtico (soft) ou firme (firm). Um
deadline e´ cr´ıtico se o descumprimento da restric¸a˜o temporal e´ consi-
derado uma falha fatal, ou seja, as consequeˆncias excedem em muito
os benef´ıcios do sistema em operac¸a˜o normal. Em contraste, o des-
cumprimento de um deadline na˜o cr´ıtico causa apenas uma queda no
desempenho do sistema e na˜o danos graves, em outras palavras, as con-
sequeˆncias sa˜o da mesma ordem de grandeza que os benef´ıcios normais
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do sistema. Um deadline e´ firme se o descumprimento da restric¸a˜o
temporal na˜o e´ considerado uma falha fatal, mas uma conclusa˜o tardia
na˜o traz nenhum benef´ıcio para o sistema.
O contexto deste trabalho refere-se aos sistemas de tempo real
firme monoprocessados e multiprocessados. Sistemas nesta categoria
sa˜o constitu´ıdos por uma grande quantidade de tarefas aperio´dicas,
que representam as ligac¸o˜es a outros sistemas e sensores. Neste caso,
informac¸o˜es precisas sobre a prova´vel perda de um deadline podem
beneficiar o sistema como um todo. O uso de mecanismos de previsa˜o de
perda de deadline e´ uma forma de melhorar o desempenho do sistema.
Ac¸o˜es corretivas podem ser executadas para evitar a perda de deadline,
ou evitar o desperd´ıcio no uso de recursos computacionais por tarefas
que provavelmente na˜o ira˜o cumprir seu deadline e, consequentemente,
na˜o ira˜o trazer benef´ıcios ao sistema.
1.2 OBJETIVOS
O objetivo deste trabalho e´ apresentar uma estrate´gia para esti-
mar a probabilidade de deadlines serem alcanc¸ados em sistemas mono-
processados e multiprocessados de tempo real firme, utilizando RTSJ,
que leve em considerac¸a˜o dados atuais da thread em execuc¸a˜o e um
histo´rico de suas execuc¸o˜es passadas. Ele foi inspirado em mode-
los descritos em (PLENTZ; MONTEZ; OLIVEIRA, 2008b)(PLENTZ; MON-
TEZ; OLIVEIRA, 2011a)(PLENTZ; MONTEZ; OLIVEIRA, 2011b). A novi-
dade deste trabalho e´ propor uma previsa˜o para tratadores de eventos
ass´ıncronos, que sa˜o componentes do sistema que possuem um compor-
tamento aperio´dico porque dependem de entradas de outros sistemas e
sensores.
Para atender o objetivo geral desta dissertac¸a˜o, os seguintes ob-
jetivos espec´ıficos foram definidos:
• Definir quais informac¸o˜es podem ser utilizadas para as previso˜es.
• Desenvolver um modelo de tarefas firmes para aplicac¸o˜es imple-
mentadas em um sistema monoprocessado.
• Desenvolver um modelo de tarefas firmes para aplicac¸o˜es imple-
mentadas em um sistema multiprocessado.
• Realizar testes em um ambiente que simule uma aplicac¸a˜o real.
• Avaliar a qualidade das previso˜es realizadas utilizando me´tricas,
considerando diferentes contextos de execuc¸a˜o.
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1.3 ME´TODO DE PESQUISA
O trabalho sera´ desenvolvido por meio da realizac¸a˜o de uma re-
visa˜o bibliogra´fica sobre previsores de perda de deadline que fazem uso
de dados histo´ricos. A partir da ana´lise dos mecanismos apresentados
na literatura, sera´ proposto um previsor para sistemas de tempo real
firme. A validac¸a˜o deste mecanismo sera´ feita pela implementac¸a˜o e
testes em ambiente que simule uma aplicac¸a˜o real.
A seguir, sa˜o apresentados os passos seguidos para a realizac¸a˜o
deste trabalho:
• Definir quais dados histo´ricos sera˜o usados pelo mecanismo de
previsa˜o.
• Propor mecanismos de previsa˜o.
• Buscar uma implementac¸a˜o da RTSJ.
• Definir um ambiente de tempo real.
• Especificar um modelo de tarefas que simule uma aplicac¸a˜o real e
que consiga se comportar de forma gene´rica, abrangendo diversas
configurac¸o˜es das varia´veis de controle do ambiente de teste.
• Realizar a implementac¸a˜o do ambiente de teste, dos mecanismos
de previsa˜o e das me´tricas para avaliac¸a˜o.
• Executar testes, ajustes no sistema e ana´lise dos resultados.
1.4 LIMITAC¸O˜ES DO TRABALHO
Este trabalho esta´ focado na proposta de um mecanismo de
previsa˜o de perda de deadline em sistemas de tempo real firme uti-
lizando tratadores de evento da RTSJ que leve em considerac¸a˜o dados
histo´ricos. Na˜o fara˜o parte do escopo do trabalho os demais tipos de
sistemas de tempo real (tais como sistemas autoˆnomos, embutidos ou
distribu´ıdos), sistemas de tempo real cr´ıticos, te´cnicas de inteligeˆncia
artificial para o ca´lculo da relac¸a˜o entre os dados histo´ricos e tambe´m
a tomada de decisa˜o apo´s a realizac¸a˜o da previsa˜o. Essas e outras sa˜o
perspectivas de trabalhos futuros, apresentadas no cap´ıtulo conclusivo.
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1.5 ESTRUTURA DO TRABALHO
Esta dissertac¸a˜o esta´ organizada da seguinte forma: o Cap´ıtulo 2
apresenta conceitos que constituem os pilares deste trabalho (sistemas
de tempo real, linguagens de programac¸a˜o para tempo real e RTSJ).
No Ca´ıtulo 3 e´ apresentado uma revisa˜o bibliogra´fica sobre mecanismos
de previsa˜o. O Cap´ıtulo 4 descreve os dois mecanismos de previsa˜o de
perda de deadline para tratadores de eventos RTSJ propostos, suas ca-
racter´ısticas, tais como o algoritmo de utilizac¸a˜o e o overhead causado,
e duas me´tricas para avaliac¸a˜o de qualidade. Para poder avaliar estes
mecanismos, eles foram adicionados em uma implementac¸a˜o de um es-
tudo de caso. Este estudo de caso, os testes e os resultados, assim como
o ambiente dos testes, o fluxo de execuc¸a˜o e caracter´ısticas da imple-
mentac¸a˜o e das cargas, sa˜o apresentados no Cap´ıtulo 5. Finalmente,
no Cap´ıtulo 6 sa˜o apresentadas as concluso˜es e trabalhos futuros.
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2 FUNDAMENTAC¸A˜O TEO´RICA
Este cap´ıtulo apresenta conceitos que constituem os pilares deste
trabalho: sistemas de tempo real, demonstrado na Sec¸a˜o 2.1, linguagens
de programac¸a˜o para tempo real na Sec¸a˜o 2.2 e o RTSJ, descrito na
Sec¸a˜o 2.3.
2.1 SISTEMA DE TEMPO REAL
Aplicac¸o˜es de sistemas de tempo real sa˜o onipresentes e esta˜o
proliferando, aparecendo como parte de nossas infraestruturas comer-
ciais, governamentais, me´dicas, educacionais e culturais (SHAW, 2001),
tais como os sistemas de controle de tra´fego ae´reo, sistemas de comu-
nicac¸a˜o e sistemas de automac¸a˜o predial.
Um dos primeiros livros relacionado a sistemas de tempo real
foi publicado em 1967 por James Martin (MARTIN, 1967) e definiu tal
termo como: aquele que controla um ambiente recebendo dados, pro-
cessando estes dados, e executando uma ac¸a˜o ou retornando resulta-
dos suficientemente ra´pidos para afetar o funcionamento do ambiente
naquele momento. Com mais de quatro de´cadas esta definic¸a˜o ainda
encontra-se consistente, entretanto, o termo foi frequentemente utili-
zado de forma incorreta porque se associava o termo “tempo real” a
um sistema online ou ainda a sistemas com velocidade de processa-
mento. Atualmente a definic¸a˜o mais utilizada e´: um sistema que deve
satisfazer restric¸o˜es temporais ou arriscar consequeˆncias que, inclusive,
podem ser graves (LAPLANTE, 2006).
2.1.1 Conceitos Ba´sicos
O elemento ba´sico de execuc¸a˜o em um sistema moderno de com-
putac¸a˜o e´ chamado de tarefa, ou thread, a qual pode receber dados,
executar um algoritmo espec´ıfico e gerar algum tipo de sa´ıda. Em sis-
temas de tempo real estas tarefas devem estar corretas tanto no aspecto
lo´gico, gerando um resultado correto, quanto sob o aspecto temporal,
produzindo o resultado dentro de um prazo satisfato´rio. Um resultado
que ocorra ale´m do prazo especificado pode ser sem utilidade ou ate´
representar uma ameac¸a (FARINES; FRAGA; OLIVEIRA, 2000). Esta res-
tric¸a˜o temporal na qual uma tarefa deve concluir sua execuc¸a˜o, imposta
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pelo ambiente da aplicac¸a˜o, e´ chamada de deadline.
Segundo Liu (2000), um deadline pode ser cr´ıtico (hard), na˜o
cr´ıtico (soft) ou firme (firm):
• Deadline cr´ıtico: se o descumprimento da sua restric¸a˜o temporal
e´ considerado uma falha fatal, ou seja, as consequeˆncias excedem
em muito os benef´ıcios do sistema em operac¸a˜o normal.
• Deadline na˜o cr´ıtico: se o descumprimento causa apenas uma
queda no desempenho do sistema e na˜o danos graves ao mesmo.
Em outras palavras, as consequeˆncias sa˜o da mesma ordem de
grandeza que os benef´ıcios normais do sistema.
• Deadline firme: se o descumprimento de sua restric¸a˜o temporal
na˜o e´ considerado uma falha fatal, mas a sua conclusa˜o tardia
na˜o traz nenhum benef´ıcio para o sistema.
Um sistema composto por tarefas com deadline cr´ıticos e´ dito sis-
tema de tempo real cr´ıtico e tem como exemplo equipamentos me´dicos
que da˜o suporte a` vida. Por outro lado, um exemplo de sistema de
tempo real na˜o cr´ıtico e´ o aparelho de micro-ondas.
Ale´m do deadline, outras restric¸o˜es temporais podem ser defini-
das para uma tarefa de tempo real. Buttazzo (2004) cita as seguintes:
• Tempo de chegada: e´ o tempo no qual uma tarefa se torna pronta
para execuc¸a˜o;
• Tempo de liberac¸a˜o: e´ o instante no qual uma tarefa e´ inserida
na fila de pronto;
• Tempo de computac¸a˜o: tempo necessa´rio para o processador exe-
cutar a tarefa;
• Tempo de in´ıcio: tempo no qual uma tarefa inicia sua execuc¸a˜o;
• Tempo de resposta: tempo no qual uma tarefa conclui sua execu-
c¸a˜o;
• Importaˆncia: representa a importaˆncia relativa da tarefa com
relac¸a˜o a`s outras do sistema;
• Lateˆncia: representa o atraso no tempo de resposta de uma tarefa;
• Jitter : ma´xima variac¸a˜o dos tempos de liberac¸a˜o das instaˆncias
da tarefa;
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• Folga: e´ o tempo ma´ximo que uma tarefa pode ser atrasada na
sua ativac¸a˜o para que o tempo de resposta seja menor ou igual
ao deadline da tarefa.
As tarefas tambe´m podem ser classificadas quanto a` periodici-
dade de suas ativac¸o˜es, conforme abaixo:
• Tarefas perio´dicas: as ativac¸o˜es do processamento das tarefas
ocorrem sempre em um mesmo intervalo de tempo (per´ıodo);
• Tarefas aperio´dicas: as ativac¸o˜es da tarefa sa˜o desencadeadas por
eventos internos ou externos, definindo uma caracter´ıstica aleato´-
ria nas ativac¸o˜es;
– Tarefa espora´dica: um subgrupo das tarefas aperio´dicas que
exige um intervalo mı´nimo de tempo (maior que zero) entre
duas ativac¸o˜es sucessivas (OLIVEIRA, 1997).
2.1.2 Escalonamento de Tarefas de Tempo Real
O escalonador e´ o responsa´vel por decidir qual tarefa ira´ executar
quando houver mais de uma pronta para execuc¸a˜o (CRUZ; LIMA, 2006).
Ele e´ o componente ba´sico para garantia de bom funcionamento em
sistemas computacionais, pois pode otimizar o tempo de resposta de
um processo.
O diagrama de estados da Figura 1 apresenta a forma simplifi-
cada dos poss´ıveis estados de um processo dentro do sistema, descritos
abaixo:
Figura 1: Estados de um processo
• Executando: tarefa esta´ executando na Central Processing Unit
(CPU).
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• Inativo: tarefa indispon´ıvel para execuc¸a˜o ate´ que ocorra um
evento externo.
• Pronto: tarefa dispon´ıvel para execuc¸a˜o e aguardando finalizac¸a˜o
de outro processo.
O escalonador executa uma pol´ıtica de escalonamento que or-
dena um conjunto de tarefas para execuc¸a˜o no processador. Se as es-
calas produzidas forem via´veis, garantem o cumprimento das restric¸o˜es
temporais das tarefas tempo real.
Pode-se classificar uma pol´ıtica de escalonamento de acordo com:
• Preempc¸a˜o:
– Preemptiva: a pol´ıtica pode interromper a execuc¸a˜o de uma
tarefa, a qualquer tempo, atribuindo o processador para ou-
tra tarefa de maior prioridade, ou maior importaˆncia.
– Na˜o-Preemptiva: nesta, a tarefa conclui sua execuc¸a˜o sem
ser interrompida por qualquer outra.
• Carga computacional:
– Esta´tica: a pol´ıtica baseia as deciso˜es de escalonamento em
paraˆmetros fixos que sa˜o atribu´ıdos para as tarefas antes de
sua execuc¸a˜o. Nesse caso, todas as tarefas sa˜o perio´dicas ou
espora´dicas.
– Dinaˆmica: a pol´ıtica utiliza paraˆmetros dinaˆmicos, que po-
dem mudar durante a evoluc¸a˜o do sistema. Essa pol´ıtica
ocorre se pelo menos uma tarefa e´ aperio´dica.
• Ativac¸a˜o das tarefas:
– Offline: esta pol´ıtica e´ executada antes da ativac¸a˜o das ta-
refas no sistema. O escalonador, em tempo de execuc¸a˜o,
consulta a tabela que foi gerada anteriormente e cumpre a
escala nela definida.
– Online: nessa pol´ıtica as deciso˜es de escalonamento ocorrem
em tempo de execuc¸a˜o (escalonamento na˜o e´ pre´-calculado),
sempre que uma tarefa chega no sistema ou quando uma
tarefa conclui sua execuc¸a˜o.
Na pol´ıtica de escalonamento online, as tarefas sa˜o ordenadas se-
gundo suas prioridades, onde a tarefa de maior prioridade e´ escalonada
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e executada. As pol´ıticas de escalonamento se diferenciam na maneira
como as prioridades sa˜o atribu´ıdas a cada tarefa e sa˜o classificados
como:
• Prioridade fixa: quando todas as ativac¸o˜es de uma mesma tarefa
possuem a mesma prioridade, tal como o Rate Monotonic (RM)
(LIU, 2000); e
• Prioridade dinaˆmica: quando cada ativac¸a˜o pode possuir uma
prioridade diferente, como o Earliest Deadline First (EDF) (BUT-
TAZZO, 2004).
2.2 LINGUAGENS DE PROGRAMAC¸A˜O PARA TEMPO REAL
As aplicac¸o˜es de tempo real possuem exigeˆncias que as lingua-
gens de programac¸a˜o tradicionais na˜o cumprem. Muitas linguagens
foram especialmente projetadas ou modificadas para tratar estes re-
quisitos singulares. Um conjunto de crite´rios surgiu para comparar
suas facilidades e adequac¸a˜o para o papel, e cada uma oferece seus
pro´prios pontos fortes e fracos. Uma linguagem de programac¸a˜o de sis-
temas tempo real deve facilitar o acesso e controle do tempo, o controle
de concorreˆncia, o tratamento de excec¸o˜es e a previsibilidade (SHAW,
2001). Alguns exemplos destas linguagens sa˜o: ADA, Esterel, OCCAM,
MACH, Eiffel, MARUTI, Real-Time Euclid, Real-Time CORBA, PE-
ARL, Real-Time C, Real-Time C++ e Java com extensa˜o de tempo
real.
Entre tantas opc¸o˜es, escolher uma linguagem adequada para
aplicac¸o˜es em tempo real e´ complexo e demorado. Na maioria das cir-
cunstaˆncias a linguagem adotada para o projeto nunca esta´ realmente
em questa˜o: utiliza-se a que esta´ dispon´ıvel, ou aquela que a equipe
tem domı´nio (WILLIAMS, 2005). Ter tempo para pesquisar uma nova
linguagem, ou mesmo um novo compilador, e´ um luxo raro que poucas
equipes de projeto podem pagar.
Segundo Laplante (2006) as linguagens podem ser divididas em
treˆs tipos: assembly, procedural e orientada a objetos. Embora faltando
a maioria das caracter´ısticas de linguagens de alto n´ıvel, a linguagem
assembly tem certas vantagens para uso em sistemas de tempo real, na
medida em que fornece um controle mais direto e preciso do hardware
do computador. Infelizmente ela na˜o e´ estruturada, teˆm propriedades
de abstrac¸a˜o limitadas, a codificac¸a˜o em linguagem assembly e´ geral-
mente dif´ıcil de aprender, ale´m do co´digo resultante na˜o ser porta´vel.
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Alguns exemplos de linguagens procedurais sa˜o C (ou Real-Time
C), Fortran, Basic, Ada 2005, Modula-2, e Pascal. Estas sa˜o lingua-
gens em que a ac¸a˜o do programa e´ definida por uma se´rie de operac¸o˜es
executadas em sequeˆncia e que podem ser agrupadas em procedures
(mo´dulos). Algumas funcionalidades destas linguagens que sa˜o de inte-
resse em sistemas de tempo real sa˜o: mecanismos versa´teis de passagem
de paraˆmetros, tipagem forte, alocac¸a˜o dinaˆmica de memo´ria, tipagem
de dados abstratos, tratamento de excec¸o˜es e a modularidade.
A versa˜o original do Ada foi o resultado de uma competic¸a˜o inter-
nacional para escolher a linguagem de programac¸a˜o que seria utilizada
pelo Departamento de Defesa dos Estados Unidos. E´ uma linguagem
imperativa baseada em Pascal, muito extensa, fortemente tipada e com
a capacidade de aceitar projetos orientados a objetos. Ada atrai en-
tusiastas, mas na˜o foi adotado pelo setor na˜o-militar, em parte devido
ao custo de compiladores (WILLIAMS, 2005). Ada 95 foi a primeira
linguagem de programac¸a˜o orientada ao objeto padronizada interna-
cionalmente e seu nome Ada e´ homenagem a condessa de Lovelace,
Augusta Ada Byron, que trabalhou com Charles Babage, sendo consi-
derada a primeira programadora de computadores da histo´ria.
Os benef´ıcios das te´cnicas orientadas a objetos sa˜o bem conhe-
cidos, tais como o aumento da eficieˆncia do programador, a confiabili-
dade e o potencial de reutilizac¸a˜o de co´digo. Alguns exemplos incluem
Smalltalk, C++, Java, C#, Eiffel, e Ada 2005 quando enta˜o usado. For-
malmente, linguagens de programac¸a˜o orientadas a objeto sa˜o aqueles
que suportam abstrac¸a˜o de dados, heranc¸a e polimorfismo (LAPLANTE,
2006).
O Java oferece uma enorme comunidade de desenvolvedores,
va´rias ferramentas e recursos e possui um histo´rico comprovado, mas
e´ na˜o-determin´ıstico, introduzindo uma ilimitada quantidade de risco
em aplicac¸o˜es que necessitam de garantia de tempo real. As outras lin-
guagens para tempo real sa˜o determin´ısticas e previs´ıveis, garantindo
que os requisitos temporais sera˜o conhecidos, mas possuem ambientes
complexos, comunidades de desenvolvimento pequenas, poucos recur-
sos e ferramentas, ale´m de na˜o interagirem bem com aplicac¸o˜es atuais.
A soluc¸a˜o ideal para o desenvolvimento de aplicac¸o˜es de tempo real e´ a
utilizac¸a˜o de um padra˜o aberto que implementa os conceitos de tempo
real usando uma linguagem de programac¸a˜o convencional e popular
como o Java e uma extensa˜o para tempo real.
O Java convencional na˜o e´ adequado para o desenvolvimento de
sistemas tempo real pois, dentre outros motivos, as Ma´quinas Virtuais
Java (Java Virtual Machine - JVM) existentes na˜o foram projetadas
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levando-se em considerac¸a˜o previsibilidade e determinismo. Por exem-
plo, tanto o coletor de lixo quanto o compilador Just-in-Time (JIT)
sa˜o na˜o-determin´ısticos, acarretando uma fonte de lateˆncia e jitter sem
limites. E, mais importante, o Java Language Specification (JLS) na˜o
fornece nenhuma garantia de execuc¸a˜o de tarefas priorita´rias, impossi-
bilitando a construc¸a˜o de uma aplicac¸a˜o de tempo real (BRUNO; BOL-
LELLA, 2009).
Para resolver estes dois principais grupos de problemas (gerenci-
amento de memo´ria e escalonamento de threads), em 1998 o Java Spe-
cification Request 001 (JSR-001) (PROCESS, 2012a) foi proposto com
o objetivo de definir a especificac¸a˜o de Java para tempo real denomi-
nada RTSJ. Em 2000 esse grupo liberou a primeira especificac¸a˜o, que
foi aprimorada e aceita em 2002 pelo Java Community Process (JCP),
lanc¸ando a RTSJ 1.0. Em 2005 a revisa˜o 1.0.1 da especificac¸a˜o foi pu-
blicada. No ano seguinte, trabalhando na RTSJ 1.1, deu-se o in´ıcio do
JSR-282 (PROCESS, 2012b). E desde 2006 a RTSJ continua em esta´gio
de desenvolvimento com a revisa˜o 1.0.2 (JCM, 2012).
2.3 REAL-TIME SPECIFICATION FOR JAVA
A RTSJ define uma API para a linguagem Java que permite
a criac¸a˜o, verificac¸a˜o, ana´lise, execuc¸a˜o e gerenciamento de threads
tempo real, procurando satisfazer seus requisitos temporais (PLENTZ
et al., 2004). Alguns dos principais objetivos da RTSJ sa˜o (BRUNO;
BOLLELLA, 2009):
• Compatibilidade: co´digos Java externos devem funcionar corre-
tamente na implementac¸a˜o RTSJ.
• Sintaxe Java: na˜o deve haver adic¸a˜o ou mudanc¸a de termos da
linguagem Java na RTSJ.
• Portabilidade: deve-se respeitar a pol´ıtica WORA (write-once-
run-anywhere), que garante que a aplicac¸a˜o funcione em qualquer
lugar.
• Flexibilidade: RTSJ deve permitir flexibilidade nas deciso˜es como,
por exemplo, garantir o funcionamento de uma implementac¸a˜o de
escalonador diferente do padra˜o.
A RTSJ acrescenta ao Java padra˜o as seguintes caracter´ısticas
(DIBBLE, 2002):
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• adiciona threads de tempo real;
• permite a execuc¸a˜o de co´digo sem influeˆncia do coletor de lixo;
• implementa um gerenciador de eventos ass´ıncronos e um meca-
nismo para transfereˆncia ass´ıncrona de controle entre threads; e
• controla a localizac¸a˜o de objetos e o acesso a` memo´ria em en-
derec¸os f´ısicos.
Existem diversas implementac¸o˜es da RTSJ, tanto nas esferas
acadeˆmicas quanto comerciais. Alguns exemplos de desenvolvedores
sa˜o Oracle, TimeSys e AICAS. A implementac¸a˜o utilizada neste traba-
lho foi o Java SE Real-time (Java RTS), desenvolvida pela SUN.
A seguir, sa˜o descritas algumas das principais caracter´ısticas do
RTSJ que sa˜o utilizadas neste trabalho.
2.3.1 Objeto Escalona´vel
A RTSJ introduz o conceito de objeto escalona´vel, que pode ser
uma thread tempo real, ou uma thread tempo real na˜o-heap, ou ainda
um tratador de eventos ass´ıncronos. Em sua construc¸a˜o, ela abstrai
a unidade de escalonamento por tra´s do java.lang.Thread. Entida-
des que sa˜o escalona´veis sa˜o instaˆncias da interface Schedulable, que
estende Runnable (Figura 2). Com isto, as aplicac¸o˜es podem imbuir
os objetos escalona´veis com valores que caracterizam seu comporta-
mento esperado e determinar seus requisitos temporais. Mais impor-
tante ainda, permite que as threads fiquem sob controle do escalonador.
Toda implementac¸a˜o da especificac¸a˜o deve incluir quatro de-
finic¸o˜es de classes que implementam a interface Schedulable: Realtime-
Thread (RTT), NoHeapRealtimeThread (NHRT), AsyncEventHandler
(AEH) e BoundAsyncEventHandler (BAEH), cuja hierarquia esta´ de-
monstrada na Figura 3.
2.3.2 Thread de Tempo Real
A criac¸a˜o de uma thread tempo real se da´ pela instanciac¸a˜o de
um objeto RealtimeThread, que possui associado:
• ReleaseParameters: paraˆmetros de liberac¸a˜o, tal como deadline;
• Scheduler: um escalonador da thread;
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Figura 2: RTSJ - Interface de Schedulable (BRUNO; BOLLELLA, 2009)
Figura 3: RTSJ - Objetos Escalona´veis (BRUNO; BOLLELLA, 2009)
• SchedulingParameters: paraˆmetros de escalonamento, tal como
prioridade; e
• MemoryParameters: paraˆmetros de memo´ria, tal como qual me-
mo´ria sera´ utilizada.
Atrave´s do ReleaseParameters e´ poss´ıvel especificar o com-
portamento de escalonamento da thread utilizando uma de suas sub-
classes: PeriodicParameters para uma tarefa perio´dica, Aperiodic-
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Parameters para aperio´dica, ou SporadicParameters para espora´dica.
Ale´m dos paraˆmetros descritos, cada subclasse tem um tratador de
perda de deadline (DeadlineMissHandler) e outro de sobrecarga (Cost-
OverrunHandler).
O escalonador (Scheduler) padra˜o utilizado e´ baseado em pri-
oridade. E´ utilizado atrave´s da classe SchedulingParameters e sua
subclasse PriorityParameters. No Java RTS as prioridades variam
entre 11 e 58, sendo que a mais baixa prioridade de uma thread tempo
real ainda e´ superior a`s prioridades do coletor de lixo, do compilador
JIT e de qualquer outra thread do Java convencional rodando no sis-
tema (BRUNO; BOLLELLA, 2009), cujas prioridades variam entre 1 e
10.
O contexto de memo´ria padra˜o e´ a heap e e´ definida pela classe
HeapMemory, subclasse de MemoryArea. Ale´m desta subclasse, tambe´m
existem: ScopedMemory, ImmortalMemory e ImmortalPhysicalMemory.
A NoHeapRealtimeThread e´ uma especializac¸a˜o de Realtime-
Thread e, como seu nome indica, e´ uma thread que na˜o pode ser alo-
cada, nem referenciar varia´veis, na memo´ria heap. Ou seja, deve ser
executada em um dos demais tipos de regia˜o de memo´ria.
2.3.3 Tratador de Eventos Ass´ıncronos
Eventos sa˜o acontecimentos que podem ocorrer tanto dentro
quanto fora da JVM, tais como eventos de n´ıvel de sistema opera-
cional, interrupc¸o˜es de hardware ou eventos definidos pela aplicac¸a˜o.
Tratadores de eventos ass´ıncronos sa˜o designados para tratar cada um
destes eventos.
No RTSJ o tratador de eventos ass´ıncronos e´ representado por
duas classes: AsyncEvent e AsyncEventHandler. A primeira repre-
senta o evento propriamente dito e a segunda e´ um objeto escalona´vel
executado quando o evento relacionado e´ disparado. Estes tratadores,
assim como as threads, possuem paraˆmetros de liberac¸a˜o (Release-
Parameters) e paraˆmetros de escalonamento (SchedulingParameters).
Um tratador de eventos pode ser vinculado a` uma thread atrave´s
da classe ReleaseParameters. O co´digo sera´ executado de acordo com
os paraˆmetros de tempo real especificados, sem a necessidade de criar
explicitamente um tratador para cada evento, ja´ que a JVM cuidara´
disto. A u´nica excec¸a˜o e´ o BoundAsyncEventHandler, que permite
vincular um tratador de evento a` uma thread espec´ıfica.
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3 TRABALHOS CORRELATOS
Desde antes mesmo de Hero´doto, pai da histo´ria, o homem tem
utilizado os registros de eventos passados para prever eventos futuros,
tais como as estac¸o˜es clima´ticas, importantes para as plantac¸o˜es. E
na Idade Contemporaˆnea as informac¸o˜es passadas ainda sa˜o utilizadas
para previso˜es. Em (MOORE, 1965), por exemplo, o autor analisa es-
tatisticamente as informac¸o˜es de anos anteriores (aumento do custo e
da quantidade de transistores em um circuito integrado) e define o que
mais tarde ficou conhecido como Lei de Moore.
Diferentes tipos de previso˜es sa˜o usados em va´rios campos de
conhecimento. Nos sistemas computacionais a literatura apresenta al-
goritmos para previsa˜o de desempenho e tempo de resposta em di-
versas a´reas de aplicac¸a˜o, tais como engenharia de software, sistemas
autoˆnomos, sistemas de banco de dados, redes e sistemas multimı´dia.
O artigo (ROSENBLATT, 1957) e´ um dos primeiros trabalhos que
realiza uma previsa˜o de desempenho, mencionando o uso de regressa˜o
linear. Anos mais tarde, em (BRYAN; SHEMER, 1969) os autores apre-
sentam um modelo matema´tico que considera va´rias informac¸o˜es do
sistema e calcula uma previsa˜o de tempo de resposta. Em (BOYSE;
WARN, 1975) um modelo anal´ıtico de previsa˜o de desempenho de um
sistema base e´ apresentado, ale´m de demonstrar como ajustar o modelo
para uso em outros sistemas. E em (HAMMER; CHAN, 1976) te´cnicas de
suavizac¸a˜o exponencial sa˜o usadas para calcular uma me´dia estat´ıstica
observada em diferentes per´ıodos de tempo, a fim de prever carac-
ter´ısticas futuras para a utilizac¸a˜o de um algoritmo heur´ıstico que se-
lecione automaticamente o ı´ndice de um sistema de gesta˜o de banco de
dados auto-adaptativo.
Os artigos (BROWN; ECKHOUSE JR.; ESTABROOK, 1977) e (GOEL;
OKUMOTO, 1978) resolvem o mesmo problema de previsa˜o de desempe-
nho, mas agora aplicado a sistemas de tempo real. O trabalho de De-
varakonda (1988) apresenta uma abordagem estat´ıstica para previsa˜o
de recursos atrave´s de um modelo de transic¸a˜o de estado para caracte-
rizar o uso de recursos de cada programa em suas execuc¸o˜es passadas.
Outros trabalhos ((GOSWAMI; IYER; DEVARAKONDA, 1989) (DEVARA-
KONDA; IYER, 1989) (DOWNEY, 1996)) utilizam esta tese como base,
adequando e aperfeic¸oando a abordagem, culminando em (SMITH; FOS-
TER; TAYLOR, 2004), que faz uma previsa˜o de tempo de execuc¸a˜o a
partir de informac¸o˜es histo´ricas e foi utilizado nas pesquisas de (TA-
TIBANA; MONTEZ; OLIVEIRA, 2007) e (PLENTZ; MONTEZ; OLIVEIRA,
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2008b), ambos descritos mais adiante neste cap´ıtulo.
Em (MAK; LUNDSTROM, 1990) e´ proposto um me´todo para pre-
visa˜o de desempenho de uma classe de computac¸a˜o paralela que pode
ser utilizada tambe´m em sistemas concorrentes. Este artigo foi utilizado
por (SCHOPF, 1997), sendo este mencionado em (SCHOPF; BERMAN,
1998) e sequencialmente por (WOLSKI; SPRING; HAYES, 1998), (DINDA,
2001) e (LITKE; TSERPES; VARVARIGOU, 2005). Eles abordaram a pre-
visa˜o de carga do sistema, passando por sistemas distribu´ıdos e grids
computacionais e utilizando me´todos de correlac¸a˜o, se´ries temporais e
redes neurais. Esse u´ltimo artigo, juntamente com (SMITH; FOSTER;
TAYLOR, 2004) ja´ citado anteriormente, foi utilizado por (PRODAN;
NAE, 2009), sendo este u´ltimo descrito mais adiante.
Alguns outros trabalhos que utilizam dados histo´ricos para fazer
uma previsa˜o esta˜o descritos abaixo.
O artigo (FENG; YINGYING; NIANBO, 2009) apresenta uma abor-
dagem de previsa˜o de curto prazo de tra´fego veicular que utiliza dados
histo´ricos de tra´fego, um modelo de previsa˜o baseado em algoritmo back
propagation para rede neural e compreensa˜o de linguagem natural para
representar eventos de traˆnsito. Ale´m disto, e´ proposto um framework
para combinar Geographic Information System (GIS), servidor de pre-
visa˜o de tra´fego e sistema de gerenciamento de banco de dados para
implementar a orientac¸a˜o dinaˆmica de rota. Foi realizada uma ana´lise
experimental em Pequim (Repu´blica Popular da China), com mais de
10000 taxis equipados com GPS (Global Positioning System), viajando
por mais de 2000 estradas principais e mais de 500 relatos de eventos
de tra´fego coletados na Beijing Traffic Radio. A abordagem provou ser
uma boa soluc¸a˜o para o servic¸o de informac¸o˜es pu´blicas de viagem e
mapas web dinaˆmicos.
Em (PRODAN; NAE, 2009) e´ proposto um me´todo para o dis-
tribuic¸a˜o e escalonamento dinaˆmico de recursos para Massively Multi-
player Online Games (MMOGs) de tempo real em grids computacio-
nais. Inicialmente, um servic¸o de previsa˜o de carga antecipa a futura
distribuic¸a˜o das entidades no mundo do jogo a partir de dados histo´ricos
utilizando um me´todo baseado em rede neural. A partir disto, um
modelo gene´rico de ana´lise de carga de jogo e´ utilizado para prever
futuros hot-spots que congestionam os servidores do jogo e tornam o
ambiente fragmentado e imposs´ıvel de jogar. Com base nas informac¸o˜es
da previsa˜o de carga, um servic¸o de distribuic¸a˜o de recursos executa a
distribuic¸a˜o de carga dinaˆmica, o balanceamento e a migrac¸a˜o de enti-
dades que manteˆm os servidores de jogos razoavelmente carregados de
modo que os requisitos de Quality of Service (QoS) em tempo real sa˜o
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mantidos.
O artigo (PERRONE et al., 2009) propo˜e uma metodologia para a
estimativa de uma distribuic¸a˜o de probabilidade de tempo de execuc¸a˜o,
no contexto de sistemas de tempo real distribu´ıdos baseados em com-
ponentes COTS (Commercial off-the-shelf ), onde nenhum acesso ao
co´digo interno do componente e´ assumido (abordagem caixa-preta).
Para realizar a estimativa, o me´todo faz a ana´lise do tempo de res-
posta e do tempo de comunicac¸a˜o entre componentes utilizando um
componente monitor para a realizac¸a˜o de medic¸o˜es. Essa metodolo-
gia foi avaliada atrave´s de um estudo de caso que demonstrou uma boa
aproximac¸a˜o entre as distribuic¸o˜es de probabilidade estimada e medida.
A proposta descrita em (TATIBANA; MONTEZ; OLIVEIRA, 2007)
determina a probabilidade de uma tarefa cumprir seu deadline em um
sistema embutido que executa va´rias aplicac¸o˜es diferentes. O sistema
mante´m dois histo´ricos, cada um com os tempos de resposta de cada
servic¸o, juntamente com a informac¸a˜o sobre o estado do sistema (nor-
mal ou sobrecarregado) no momento da chegada da tarefa. Quando
uma tarefa chega ao sistema e solicita um servic¸o, o tempo de resposta
espec´ıfico daquele servic¸o para a carga que o sistema se encontra no
momento atual e´ usado para fins de previsa˜o. A probabilidade de a ta-
refa alcanc¸ar seu deadline e´ calculada usando o registro histo´rico como
uma func¸a˜o de massa de probabilidade. Uma das diferenc¸as em relac¸a˜o
aos mecanismos propostos nesta dissertac¸a˜o e´ que estes foram desenvol-
vidos e testados em uma linguagem de programac¸a˜o para sistemas de
tempo real (Java RTS), ale´m de utilizar regressa˜o linear para calcular
a relac¸a˜o entre os dados histo´ricos.
O mecanismo de previsa˜o de perda de deadline ASQ (Aperio-
dic Server Queue Length)(PLENTZ; MONTEZ; OLIVEIRA, 2008b) e´ um
mecanismo para sistemas de tempo real implementados a partir de th-
reads distribu´ıdas. Ele relaciona informac¸o˜es conhecidas de ativac¸o˜es
passadas com informac¸o˜es conhecidas em tempo de execuc¸a˜o, atrave´s
do uso de regressa˜o linear. O mecanismo utiliza a composic¸a˜o da fila
do Servidor de Aperio´dicas (deadlines locais das demais threads ativas)
dos nodos que compo˜em os poss´ıveis itinera´rios que a thread distribu´ıda
pode executar e tambe´m uma estrutura com os dados histo´ricos para
realizar o ca´lculo da previsa˜o, ale´m de informac¸o˜es armazenadas no
nodo onde a previsa˜o esta´ sendo realizada. Este mecanismo faz com
que todas as threads distribu´ıdas ativas no sistema colaborem na atua-
lizac¸a˜o das informac¸o˜es armazenadas nos nodos do sistema, necessa´rias
a` previsa˜o.
Um dos mecanismos de previsa˜o proposto nesta dissertac¸a˜o tam-
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be´m utiliza regressa˜o linear para correlacionar informac¸o˜es do histo´-
rico de execuc¸o˜es com informac¸o˜es conhecidas somente em tempo de
execuc¸a˜o. A diferenc¸a se reflete em dois aspectos: em (PLENTZ; MON-
TEZ; OLIVEIRA, 2008b) o contexto de execuc¸a˜o e´ um sistema distribu´ıdo
constitu´ıdo de threads distribu´ıdas, enquanto este trabalho se refere a
um sistema local, monoprocessado ou multiprocessado, que utiliza th-
reads locais definidas pela RTSJ. O segundo aspecto se refere a` forma
de armazenamento e atualizac¸a˜o dos dados. Em (PLENTZ; MONTEZ;
OLIVEIRA, 2008b) isso e´ realizado pelas threads distribu´ıdas, enquanto
neste trabalho esta atualizac¸a˜o ocorre em etapas as quais sa˜o realizadas
pelas threads locais de tempo real definidas na RTSJ.
Outros trabalhos, como os apresentados em (PLENTZ; MONTEZ;
OLIVEIRA, 2011a), (PLENTZ; MONTEZ; OLIVEIRA, 2011b) e (LORBIESKI;
PLENTZ; FRIEDRICH, 2012) tambe´m propo˜em algoritmos de previsa˜o de
perda de deadline para sistemas distribu´ıdos de tempo real. As prin-
cipais diferenc¸as em relac¸a˜o a este trabalho sa˜o: (PLENTZ; MONTEZ;
OLIVEIRA, 2011a) e (PLENTZ; MONTEZ; OLIVEIRA, 2011b) consideram
sistemas distribu´ıdos de tempo real e na˜o fazem uso de um histo´rico
de informac¸o˜es para compor uma previsa˜o de perda de deadline. E
em (LORBIESKI; PLENTZ; FRIEDRICH, 2012) e´ apresentado uma imple-
mentac¸a˜o do mecanismo ASQ utilizando a RTSJ.
A Tabela 1 apresenta um comparativo entre os trabalhos apre-
sentados acima. Cada linha indica um trabalho e suas respectivas ca-
racter´ısticas. Em Plentz, Montez e Oliveira (2008b), por exemplo, foi
aplicado em um sistema distribu´ıdo, a te´cnica aplicada para o ca´lculo
da previsa˜o foi regressa˜o linear, ele e´ um sistema de tempo real, utiliza
histo´rico, foi validado utilizando uma simulac¸a˜o desenvolvida em Java
e o overhead pela adic¸a˜o do mecanismo e´ me´dio, quando comparado
com os demais.
Como mostra a Tabela 1, a maioria dos trabalhos sa˜o simulac¸o˜es,
onde as caracter´ısticas do sistema sa˜o controladas, e desenvolvidos em
linguagem de programac¸a˜o tradicionais, na˜o espec´ıficas para tempo
real. Ale´m disto, a maioria utiliza sistemas distribu´ıdos e aqueles que
na˜o utilizam, na˜o especificam se sa˜o monoprocessados ou multiproces-
sados.

















































































































































































































































































































































































































































































































































































































































































































































































4 PROPOSTAS DE MECANISMOS DE PREVISA˜O DE
PERDA DE DEADLINE PARA TRATADORES DE
EVENTOS
Por causa da natureza aperio´dica dos eventos e seus tratadores,
e´ importante definir um mecanismo de previsa˜o de perda de deadline
para eles. Com uma boa previsa˜o e´ poss´ıvel tomar ac¸o˜es corretivas para
aprimorar o desempenho do sistema. Considerando-se um tratador de
eventos (Event Handler - EH), e´ poss´ıvel, por exemplo, alterar a forma
como EH ira´ tratar seus eventos se o previsor indicar uma perda de
deadline.
Nesta dissertac¸a˜o sa˜o apresentados dois mecanismos de previsa˜o:
o Mecanismo de Previsa˜o de Perda de Deadline Baseado na Folga
(MBF), que utiliza dados fornecidos pelo sistema, em tempo de execuc¸a˜o,
para realizar a previsa˜o; e o Mecanismo de Previsa˜o de Perda de Dea-
dline Baseado no Histo´rico (MBH), que utiliza um histo´rico de dados de
execuc¸o˜es passadas, ale´m de dados atuais, para a realizac¸a˜o do ca´lculo.
A Figura 4 apresenta uma visa˜o geral do sistema utilizado na
proposta. Um Evento gerado externa, ou internamente, no Sistema
Local e´ atendido por um Tratador. Este Tratador esta´ sendo esca-
lonado junto com as demais tarefas do sistema e faz uso de um Me-
canismo de Previsa˜o para calcular a sua probabilidade de concluir a
computac¸a˜o antes do seu deadline.
Figura 4: Visa˜o Geral do Sistema
Nas pro´ximas sec¸o˜es, para cada mecanismo proposto e´ apresen-
tado o seu funcionamento, o algoritmo de utilizac¸a˜o e uma ana´lise do
48
overhead (Sec¸o˜es 4.1 e 4.2). Na Sec¸a˜o 4.3 sa˜o apresentadas as me´tricas
usadas para avaliar os mecanismos.
4.1 MECANISMO DE PREVISA˜O DE PERDA DE DEADLINE BA-
SEADO NA FOLGA
O Mecanismo de Previsa˜o de Perda de Deadline Baseado na
Folga (MBF) mede a folga que a thread, que representa o tratador de
eventos, possui para realizar sua computac¸a˜o e enta˜o realiza a previsa˜o.
Este mecanismo utiliza somente informac¸o˜es atuais da thread, sendo
estas os tempos gastos pelas threads a espera pela execuc¸a˜o. Este
mecanismo e´ definido como:
Pk(MBF ) = Dk − TEspk − TCompk (4.1)
Probk(MBF ) =

0 se Pk(MBF ) < 0
Pk(MBF ) se 0 ≤ Pk(MBF ) ≤ 1 (4.2)
1 se Pk(MBF ) > 1
onde Dk e´ o deadline da thread k, TEspk e´ o tempo de espera gasto pela
thread k ate´ o momento em que o mecanismo e´ acionado e TCompk e´
o tempo de computac¸a˜o da thread k.
Antes de iniciar a execuc¸a˜o da thread, o mecanismo de previsa˜o
e´ acionado e o ca´lculo de previsa˜o de perda de deadline e´ realizado e
armazenado. Se necessa´rio, ao final da execuc¸a˜o do sistema, as me´tricas
E(MBF ) e PC(MBF ) (descritas na Sec¸a˜o 4.3) avaliam a qualidade
da previsa˜o realizada.
Segue um exemplo de execuc¸a˜o deste mecanismo. Um evento e´
disparado e uma thread m e´ criada para representar o tratador deste
evento no tempo 100. O deadline deste tratador e´ de 60 milissegundos
(ms) e seu tempo de computac¸a˜o e´ de 30ms. No tempo 125 a thread
m assume o processador e o mecanismo e´ acionado:
Pm(MBF ) = Dm − TEspm − TCompm
Pm(MBF ) = 60− (125− 100)− 30
Pm(MBF ) = 5
Pm(MBF ) > 1⇒ Probm(MBF ) = 1
Assim, a probabilidade da thread m concluir a sua execuc¸a˜o sem
perder o deadline e´ 1. Se a thread assumisse o processador a partir
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do tempo 130, por exemplo, a previsa˜o indicaria probabilidade nula de
conclusa˜o sem perda de deadline.
4.1.1 Algoritmo de utilizac¸a˜o
Considere o sistema composto por treˆs componentes: Sistema,
Mecanismo e Me´tricas. O primeiro representa o fluxo de execuc¸a˜o
normal da aplicac¸a˜o sem a interfereˆncia adicionada pelo ca´lculo da pre-
visa˜o e das me´tricas. O Mecanismo representa todas as adic¸o˜es ne-
cessa´rias para o ca´lculo da previsa˜o, tal como o armazenamento de in-
formac¸o˜es e o ca´lculo em si. Ja´ o componente Me´tricas e´ responsa´vel
por armazenar algumas informac¸o˜es e avaliar a qualidade do meca-
nismo.
O algoritmo de utilizac¸a˜o do MBF consiste de duas fases se-
quenciais: Execuc¸a˜o e Finalizac¸a˜o. A fase de Execuc¸a˜o consiste no
fluxo padra˜o do sistema, com a adic¸a˜o do levantamento de informac¸o˜es,
ca´lculo da previsa˜o e coleta de informac¸o˜es para as me´tricas. A Figura
5 apresenta o diagrama de sequeˆncia desta fase e a Tabela 2 descreve
a func¸a˜o de cada mensagem trocada.
Figura 5: MBF - Algoritmo de Utilizac¸a˜o - Fase de Execuc¸a˜o
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Tabela 2: MBF - Algoritmo de Utilizac¸a˜o - Fase de Execuc¸a˜o
Mensagem Descric¸a˜o
1: GerarThreads() Assim que o sistema e´ iniciado, as threads que
representam os tratadores de eventos comec¸am a
ser geradas.
1.1: ArmazenaTG() E´ armazenado o instante de tempo em que cada
thread e´ gerada.
2: EncaminharThread() Cada thread e´ encaminhada para a fila de prontos
do processador.
2.1: CalcularPrevisao() Assim que uma thread assume o processador, o
MBF e´ acionado para realizar os ca´lculos de pre-
visa˜o de perda de deadline.
2.1.1:ArmazenarPrevisao() O resultado da previsa˜o e´ armazenado.
3: RealizarComputacao() Cada thread realiza a sua computac¸a˜o.
3.1: ArmazenaYi() O tempo de resposta da thread e´ coletado e ar-
mazenado para ser utilizado com as me´tricas.
A fase de Finalizac¸a˜o e´ responsa´vel pela avaliac¸a˜o da qualidade
das previso˜es realizadas. Para isto, cada me´trica (descritas na Sec¸a˜o
4.3) acessa os resultados das previso˜es e realiza suas avaliac¸o˜es.
4.1.2 Overhead
A adic¸a˜o de um mecanismo de previsa˜o de perda de deadline
em um sistema deve ser previsto e estipulado na fase de projeto deste
sistema. Assim, todo o overhead ja´ sera´ utilizado na definic¸a˜o das
restric¸o˜es temporais.
O MBF impo˜e duas fontes de overhead, decorrentes dos compo-
nentes adicionados:
• Mecanismo: requer que todo evento armazene o instante de
tempo em que foi disparado. O deadline e o tempo de computac¸a˜o
ja´ sa˜o armazenados e disponibilizados pelos tratadores de eventos
RTSJ. Ale´m disto, requer tambe´m que sejam feitos os ca´lculos do
mecanismo.
• Me´tricas: deve armazenar o resultado da previsa˜o e o tempo de
resposta da thread para serem utilizados pelas me´tricas de ava-
liac¸a˜o de qualidade. Se na˜o existe a necessidade das avaliac¸o˜es,
tanto o armazenamento destas informac¸o˜es, quanto a fase de Fi-
nalizac¸a˜o, se fazem desnecessa´rias.
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4.2 MECANISMO DE PREVISA˜O DE PERDA DE DEADLINE BA-
SEADO NO HISTO´RICO
O Mecanismo de Previsa˜o de Perda de Deadline Baseado no
Histo´rico (MBH) faz uso de dois tipos de informac¸o˜es: dados atuais
da thread que representa o tratador de eventos, assim como o MBF,
e um histo´rico de dados. O primeiro tipo de dado e´ conhecido pelo
sistema somente em tempo de execuc¸a˜o, a saber: tempo gasto pela
thread a espera pela execuc¸a˜o. O segundo apresenta informac¸o˜es sobre
as execuc¸o˜es passadas da thread do tratador. Mais precisamente, e´
utilizado o tamanho da fila de threads deste tratador no estado de
pronto do processador, ou seja, o nu´mero de threads que esta˜o na frente
da thread que representa este tratador de eventos.
Considerando as varia´veis descritas anteriormente, este meca-







0 se Pk(MBH) < 0
Pk(MBH) se 0 ≤ Pk(MBH) ≤ 1 (4.4)
1 se Pk(MBH) > 1
onde Dk e´ o deadline da thread k, TEspk e´ o tempo de espera gasto pela
thread k ate´ o momento em que o mecanismo e´ acionado e TRespEk e´
o tempo de resposta esperado da thread k ate´ o final de sua execuc¸a˜o.
Para gerar o tempo de resposta esperado (TRespEk) sa˜o utili-
zadas informac¸o˜es de ativac¸o˜es passadas de todas as tarefas. O ca´lculo
desta relac¸a˜o utiliza regressa˜o linear, a qual e´ definida como (BAR-
BETTA; REIS; BORNIA, 2004):
Yi = α+ βXi (4.5)
onde Yi representa o tempo de resposta estimado da thread k (TRespEk)
e Xi representa a quantidade de threads deste tratador que esta˜o na fila
de pronto do processador. As varia´veis α e β representam estimativas
para a relac¸a˜o entre os tempos de resposta e os respectivos tamanhos
das filas de pronto do processador nas ativac¸o˜es passadas.
O me´todo mais usual para o ca´lculo desta relac¸a˜o e´ com mı´nimos
quadrados (BARBETTA; REIS; BORNIA, 2004), calculado a partir de um
conjunto de observac¸o˜es (x1, y1), (x2, y2), ..., (xn, yn), onde xi repre-
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senta o tamanho da fila de pronto do processador antes do in´ıcio da
execuc¸a˜o da thread e yi representa o tempo de resposta desta thread.























Antes de iniciar a execuc¸a˜o da thread, o mecanismo de previsa˜o
e´ acionado e os ca´lculos de previsa˜o de perda de deadline sa˜o realizados
e armazenados. Se necessa´rio, ao final da execuc¸a˜o do sistema, as
me´tricas E(MBH) e PC(MBH) (descritas na Sec¸a˜o 4.3) avaliam a
qualidade da previsa˜o realizada.
Segue um exemplo de execuc¸a˜o deste mecanismo. Um evento e´
disparado e uma thread n e´ criada para representar o tratador deste
evento no tempo 100. O deadline deste tratador e´ de 60ms e seu tempo
de computac¸a˜o e´ de 30ms. No tempo 125 a thread n assume o processa-
dor e o mecanismo e´ acionado. Considerando que, segundo a regressa˜o
linear, o tempo de resposta esperado para esta thread (TRespEn) e´ de








0 ≤ Pn(MBH) ≤ 1⇒ Probn(MBH) = Pn(MBH) = 1
Assim, a probabilidade da thread n concluir a sua execuc¸a˜o sem
perder o deadline e´ 1. Se a thread assumisse o processador no tempo
130, por exemplo, a previsa˜o indicaria Probn(MBH) = 0, 857.
4.2.1 Algoritmo de utilizac¸a˜o
Assim como no mecanismo anterior, o MBH utiliza os compo-
nentes Sistema, Mecanismo e Me´tricas. Entretanto, o Mecanismo
transfere a responsabilidade de armazenar as informac¸o˜es para um novo
componente, denominado Histo´rico. As demais responsabilidades se
manteˆm.
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O algoritmo de utilizac¸a˜o do MBH consiste de treˆs fases sequen-
ciais: Inicializac¸a˜o, Execuc¸a˜o e Finalizac¸a˜o. A fase de Inicializac¸a˜o
consiste no fluxo padra˜o do sistema e tem a func¸a˜o de coletar os dados
para gerar um histo´rico para a utilizac¸a˜o no ca´lculo do mecanismo. A
Figura 6 apresenta o diagrama de sequeˆncia desta fase e a Tabela 3
descreve a func¸a˜o de cada mensagem trocada.
Figura 6: MBH - Algoritmo de Utilizac¸a˜o - Fase de Inicializac¸a˜o
Quando n eventos sa˜o tratados, inicia-se a fase de Execuc¸a˜o.
Nesta fase o fluxo padra˜o do sistema e´ executado, com a adic¸a˜o do
ca´lculo da previsa˜o e coleta de informac¸o˜es para as me´tricas. A Figura
7 apresenta o diagrama de sequeˆncia desta fase e a Tabela 4 descreve
a func¸a˜o de cada mensagem trocada.
A fase de Finalizac¸a˜o e´ responsa´vel pela avaliac¸a˜o da qualidade
das previso˜es realizadas. Para isto, cada me´trica (descritas na Sec¸a˜o
4.3) acessa os dados armazenados no Histo´rico e realiza suas ava-
liac¸o˜es.
A forma simplificada de execuc¸a˜o do algoritmo, como apresen-
tado acima, e´ sequencial. Entretanto, a fase de Execuc¸a˜o pode ser rea-
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Tabela 3: MBH - Algoritmo de Utilizac¸a˜o - Fase de Inicializac¸a˜o
Mensagem Descric¸a˜o
1: DefineN() Define-se a quantidade de eventos (n) que sera˜o
tratados em cada fase.
2: GerarThreads() Assim que o sistema e´ iniciado, as threads que
representam os tratadores de eventos comec¸am a
ser geradas.
2.1: ArmazenaTG() E´ armazenado no Histo´rico o instante de tempo
em que cada thread e´ gerada.
3: EncaminharThread Cada thread e´ encaminhada para a fila de prontos
do processador.
3.1: ArmazenaXi O nu´mero de threads do tratador no estado de
pronto do processador (xi) e´ coletado e armaze-
nado no Histo´rico.
4: RealizarComputacao() Cada thread realiza a sua computac¸a˜o.
4.1 ArmazenaYi() O tempo de resposta de cada thread (yi) e´ cole-
tado e armazenado no Histo´rico para ser utili-
zado pelo mecanismo.










Tabela 4: MBH - Algoritmo de Utilizac¸a˜o - Fase de Execuc¸a˜o
Mensagem Descric¸a˜o
1: CalculaAlfaBeta() O MBH consulta o Histo´rico e faz o ca´lculo da
relac¸a˜o entre os tempos de resposta e os respec-
tivos tamanhos da fila de pronto do processador
nas ativac¸o˜es passadas (α e β).
2: GerarThreads() As threads que representam os tratadores de
eventos comec¸am a ser geradas.
3: EncaminharThread() Cada thread e´ encaminhada para a fila de prontos
do processador.
3.1: CalcularPrevisao() Assim que uma thread assume o processador, o
MBH e´ acionado para realizar os ca´lculos de pre-
visa˜o de perda de deadline.
3.1.1: ArmazenarPrevisao() O resultado da previsa˜o e´ armazenado no
Histo´rico.
4: RealizarComputacao() Cada thread realiza a sua computac¸a˜o.
4.1: ArmazenaYi() O tempo de resposta de cada thread (yi) e´ cole-
tado e armazenado no Histo´rico para ser utili-
zado com as me´tricas.
lizada de forma iterativa, assim as varia´veis de controle do mecanismo
sera˜o constantemente ajustadas. Para isto, a cada n eventos trata-
dos, esta fase executa o fluxo apresentado no diagrama de sequeˆncia da
Figura 8. A Tabela 5 descreve a func¸a˜o de cada mensagem trocada.
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Figura 7: MBH - Algoritmo de Utilizac¸a˜o - Fase de Execuc¸a˜o
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Figura 8: MBH - Algoritmo de Utilizac¸a˜o - Fase de Execuc¸a˜o Iterativa
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Tabela 5: MBH - Algoritmo de Utilizac¸a˜o - Fase de Execuc¸a˜o Iterativa
Componente Descric¸a˜o
1: CalculaAlfaBeta() O MBH consulta o Histo´rico e faz o ca´lculo da
relac¸a˜o entre os tempos de resposta e os respec-
tivos tamanhos da fila de pronto do processador
nas ativac¸o˜es passadas (α e β).
2: GerarThreads() As threads que representam os tratadores de
eventos comec¸am a ser geradas.
2.1: ArmazenaTG() E´ armazenado no Histo´rico o instante de tempo
em que cada thread e´ gerada.
3: EncaminharThread() Cada thread e´ encaminhada para a fila de prontos
do processador.
3.1: ArmazenaXi() O nu´mero de threads do tratador no estado de
pronto do processador (xi) e´ coletado para o
Histo´rico.
3.2: CalcularPrevisao() Assim que uma thread assume o processador, o
MBH e´ acionado para realizar os ca´lculos de pre-
visa˜o de perda de deadline.
3.2.1: ArmazenarPrevisao() O resultado da previsa˜o e´ armazenado no
Histo´rico.
4: RealizarComputacao() A thread realiza a sua computac¸a˜o.
4.1: ArmazenaYi() O tempo de resposta de cada thread (yi) e´ cole-
tado e armazenado no Histo´rico para ser utili-
zado tanto com as me´tricas quanto com o meca-
nismo.












Este mecanismo impo˜e as seguintes adic¸o˜es ao sistema:
• A quantidade de eventos (n) que sera˜o tratados na fase de Inicia-
lizac¸a˜o e consequentemente em cada iterac¸a˜o da fase de Execuc¸a˜o.
• O Mecanismo, responsa´vel:









no ca´lculo da regressa˜o linear e atualizados a cada evento
tratado.
– Pelos valores de α e β, calculados a cada in´ıcio da fase de
Execuc¸a˜o.
– Pelo ca´lculo do mecanismo em si.
• Um Histo´rico que relacione para cada evento disparado:
– O instante de tempo em que a thread e´ gerada.
– O tempo de resposta da thread (yi).
– O resultado da previsa˜o.
• As Me´tricas, responsa´veis:
– Pelos ca´lculos das me´tricas de avaliac¸a˜o de qualidade.
O armazenamento do nu´mero de threads do tratador no estado
de pronto do processador (xi) na˜o e´ necessa´rio, pois e´ utilizado somente
pelo Mecanismo na atualizac¸a˜o das somato´rias. O Histo´rico tambe´m
na˜o precisa armazenar o deadline e o tempo de computac¸a˜o, pois estas
informac¸o˜es sa˜o disponibilizadas pelos tratadores de eventos RTSJ.
As Me´tricas utilizam os valores do tempo de resposta (yi) e
do resultado da previsa˜o, ambos armazenados no Histo´rico, ale´m do
deadline da thread que representa o tratador de eventos. Se na˜o existe
a necessidade das avaliac¸o˜es de qualidade, na˜o sera´ necessa´rio tanto o
armazenamento destas informac¸o˜es, quanto a fase de Finalizac¸a˜o.
4.3 ME´TRICAS DE QUALIDADE DAS PREVISO˜ES
Abaixo sa˜o descritas as me´tricas utilizadas para avaliar a qua-
lidade das previso˜es realizadas pelos mecanismos propostos. Estas
me´tricas sa˜o as mesmas definidas em (PLENTZ, 2008).
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4.3.1 Me´trica Taxa Relativa de Erro
Sendo z um mecanismo de previsa˜o de perda de deadline, a
Me´trica Taxa Relativa de Erro (E(z)) calcula o erro associado com
a previsa˜o realizada por z em func¸a˜o do tempo de resposta da thread.
Ela e´ definida como:
Ek(z) =
{
1− Probk(z) se Rk ≤ Dk







onde Ek(z) e´ o erro associado com a previsa˜o realizada pelo mecanismo
z para uma thread k, Probk(z) representa a probabilidade definida pelo
mecanismo z da thread k cumprir seu deadline, Rk e Dk sa˜o o tempo
de resposta e o deadline da thread, respectivamente, e nk e´ o nu´mero
total de threads no sistema.
Os exemplos a seguir ilustram o comportamento desta me´trica
em treˆs execuc¸o˜es do mecanismo de previsa˜o z:
• z estima que a thread k ira´ perder seu deadline (Probk(z) = 0) o
que realmente ocorre (Rk > Dk); enta˜o Ek(z) = Probk(z) = 0.
• z estima que existe uma chance de 84% da thread cumprir seu
deadline (Probl(z) = 0.84), o que de fato ocorre (Rl ≤ Dl); enta˜o
El(z) = 1− 0.84 = 0.16.
• z estima que existe uma chance de 50% da thread cumprir seu
deadline (Probm(z) = 0.50); neste caso Em(z) = 0.50 indepen-
dentemente da thread cumprir ou na˜o seu deadline.
• Por fim, o resultado da me´trica e´ E(z) = (Ek(z) + El(z) +
Em(z)/3) = (0 + 0.16 + 0.50)/3 = 0.22.
E´ importante observar que esta me´trica representa a convicc¸a˜o
de um algoritmo de previsa˜o sobre a capacidade da thread cumprir ou
na˜o um deadline (PLENTZ; MONTEZ; OLIVEIRA, 2008a). Um mecanismo
perfeito de previsa˜o de perda de deadline deve gerar um erro igual a
zero ao longo de suas execuc¸o˜es.
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4.3.2 Me´trica Taxa de Previso˜es Corretas
A Me´trica Taxa de Previso˜es Corretas (PC(z)) calcula o nu´mero
de previso˜es corretas sobre o nu´mero total de previso˜es realizadas pelo
mecanismo. Se o resultado da previsa˜o realizada pelo mecanismo e´ igual
ou maior que 50% e a thread na˜o perdeu o deadline, enta˜o a me´trica
considera a previsa˜o correta. O mesmo ocorre quando o resultado da
previsa˜o e´ inferior a 50% e a thread perde o deadline. Esta me´trica e´
definida como:
Se (Probk(z) < 50%) e (Rk > Dk)
Enta˜o PrevisoesCorretas(z)+ = 1
Se (Probk(z) ≥ 50%) e (Rk ≤ Dk)
Enta˜o PrevisoesCorretas(z)+ = 1
PC(z) = PrevisoesCorretas(z)/n (4.9)
onde Probk(z) e´ a probabilidade definida pelo mecanismo z da thread
k cumprir seu deadline, Rk e Dk sa˜o o tempo de resposta e o deadline
da thread, respectivamente, PrevisoesCorretas(z) e´ o nu´mero de pre-
viso˜es corretas do mecanismo e n e´ o nu´mero total de previso˜es, sendo
uma para cada thread no sistema.
Mantendo as execuc¸o˜es e valores do exemplo da sec¸a˜o anterior
(Sec¸a˜o 4.3.1), a me´trica se comporta da seguinte forma:
• z estima que a thread k ira´ perder seu deadline (Probk(z) = 0) o
que realmente ocorre (Rk > Dk); enta˜o PrevisoesCorretas(z) =
1.
• z estima que existe uma chance de 84% da thread cumprir seu
deadline (Probl(z) = 0.84), o que de fato ocorre (Rl ≤ Dl); enta˜o
PrevisoesCorretas(z) = 2.
• z estima que existe uma chance de 50% da thread cumprir seu de-
adline (Probm(z) = 0.50), mas a thread na˜o cumpre seu deadline
(Rk > Dk); enta˜o PrevisoesCorretas(z) = 2.
• Por fim, o resultado da me´trica e´ PC(z) = 2/3 = 0.67.
Quanto mais pro´ximo de 1 for o resultado desta me´trica, melhor
sera´ a previsa˜o realizada pelo mecanismo.
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4.4 CONCLUSO˜ES
Neste cap´ıtulo dois mecanismos de previsa˜o de perda de deadline
foram descritos: MBF e MBH. O primeiro utiliza dados da pro´pria th-
read (deadline e tempo de computac¸a˜o) e um dado conhecido somente
em tempo de execuc¸a˜o (tempo de espera na fila de prontos do trata-
dor) para o ca´lculo da previsa˜o e acarreta dois componentes fontes de
overhead (Mecanismo e Me´tricas), mas que podem ser reduzidas para
somente duas func¸o˜es (ca´lculo da previsa˜o e o armazenamento do tempo
de espera).
O MBH faz uso de dados das execuc¸o˜es passadas da thread e de
dados conhecidos somente em tempo de execuc¸a˜o para o ca´lculo da pre-
visa˜o. Para isto, e´ utilizado regressa˜o linear e mı´nimos quadrados para
gerar um tempo de resposta estimado. Este mecanismo acarreta treˆs
componentes que sa˜o fontes de overhead, mas que podem ser reduzidos
para dois, se necessa´rio.
Para avaliar a qualidade das previso˜es destes mecanismos, na fase
de Finalizac¸a˜o sa˜o utilizados duas me´tricas (E(z) e PC(z)). A me´trica
E(z) verifica o qua˜o distante de uma previsa˜o exata foi a previsa˜o
realizada. Se a thread cumpriu o deadline o erro sera´ o que faltou para
o previsor alcanc¸ar uma previsa˜o 100% correta, sena˜o, o erro sera´ o
pro´prio valor da previsa˜o. A me´trica PC(z) contabiliza o nu´mero de
previso˜es corretas de acordo com um crite´rio especificado. Este crite´rio
define que se o valor resultante do ca´lculo da previsa˜o for maior que
50%, assume-se que a thread ira´ cumprir seu deadline, sena˜o, assume-se
que ela na˜o ira´ cumprir seu deadline. Ao final, a me´trica contabiliza a
quantidade de acertos.
No pro´ximo cap´ıtulo sa˜o descritos os testes realizados e analisa-
dos os resultados encontrados com estes dois mecanismos propostos.
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5 AMBIENTES, TESTES E RESULTADOS
Testes foram realizados a fim de avaliar a qualidade das previso˜es
feitas com os mecanismos propostos. Nas pro´ximas sec¸o˜es sa˜o descritos
um estudo de caso, o ambiente de testes, o fluxo de execuc¸a˜o, carac-
ter´ısticas da implementac¸a˜o, caracter´ısticas das cargas do sistema e os
resultados dos testes.
5.1 ESTUDO DE CASO - CRUISE CONTROL
Em Wellings (2005) e´ apresentado um estudo de caso do Cruise
Control (CC), conhecido popularmente no Brasil como Piloto Automa´-
tico. Este e´ um sistema de tempo real de apoio a` conduc¸a˜o de ve´ıculos
automotores que permite ao motorista definir e manter a velocidade
do ve´ıculo sem que seja necessa´ria a sua intervenc¸a˜o, reduzindo assim
o desgaste do automo´vel, aumentando a economia de combust´ıvel e
reduzindo tambe´m a fadiga do motorista em viagens de longa durac¸a˜o.
Os comandos do sistema podem ser enviados de forma expl´ıcita
ou impl´ıcita. Os comandos expl´ıcitos sa˜o dados pela interface do con-
dutor, normalmente uma alavanca ao lado do volante, e os comandos
impl´ıcitos sa˜o emitidos quando o condutor troca de marcha ou pressiona
o freio. Em ambos os casos o sistema e´ desativado.
A velocidade do carro e´ medida pelo CC atrave´s da rotac¸a˜o do
eixo que aciona as rodas traseiras. Este eixo gera uma interrupc¸a˜o para
cada rotac¸a˜o e o sistema tem uma configurac¸a˜o padra˜o para o nu´mero
de interrupc¸o˜es que devem ser gerados para cada quiloˆmetro percorrido.
Se o sistema falha, por exemplo, em verificar a velocidade a
tempo para o algoritmo de controle, o u´ltimo valor armazenado devera´
ser utilizado. O CC ainda pode funcionar de forma aceita´vel, tendo
em vista que a variac¸a˜o da velocidade entre a u´ltima verificac¸a˜o e a
atual e´ pequena, entretanto, sua eficieˆncia e´ degradada. O resultado
da verificac¸a˜o atrasada e´ inu´til para o sistema e pode ser descartado,
caracter´ıstica presente em sistemas de tempo real firme. Outra carac-
ter´ıstica que levou a` este estudo de caso e´ que o CC pode ser implemen-
tado utilizando tanto uma, quanto va´rias, Engine Control Units (ECU),
caracterizando um ambiente monoprocessado ou multiprocessado.
Todos os dispositivos sa˜o mapeadas em memo´ria e teˆm associado
registradores de controle e de dados. Sensores no automo´vel detectam
alterac¸o˜es de estado e geram interrupc¸o˜es necessa´rias para o sistema de
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controle.
O sistema apresentado em Wellings (2005) e´ constitu´ıdo pelos
seguintes componentes principais:
• tratadores de interrupc¸a˜o para as interrupc¸o˜es causadas pela ala-
vanca de comando (lever), freio (brake), motor (engine), eixo da
roda (shaft) e transmissa˜o (gear);
• uma thread perio´dica para controlar o acelerador;
• uma thread perio´dica para monitorar a velocidade;
• um controlador para coordenar o sistema.
A interac¸a˜o entre esses componentes e´ representada pelo dia-
grama de colaborac¸a˜o apresentado na Figura 9.
Figura 9: Cruise Control (WELLINGS, 2005)
5.2 AMBIENTES DOS TESTES
O sistema utilizado para os testes foi projetado a partir da ge-
neralizac¸a˜o do CC, buscando abranger uma maior gama de cena´rios.
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Foi desenvolvido em Java RTS versa˜o 2.2 e executado em um compu-
tador de propo´sito geral, onde outros processos de controle do sistema
operacional tambe´m executam, com um Ubuntu 10.4 kernel RT versa˜o
2.6.31-11. Foram realizados testes em um ambiente monoprocessado e
em um multiprocessado com quatro processadores (cores). Este sistema
e´ composto por:
• Gerador de Sinais: tarefa perio´dica pertencente a` classe Real-
timeThread. Tem a func¸a˜o de gerar Sinais, simulando, por exem-
plo: um sinal POSIX, uma E/S em arquivo ou mesmo uma in-
terrupc¸a˜o causada por um dos componentes do CC. Estes Si-
nais disparam aleatoriamente Eventos, impondo a caracter´ıstica
aperio´dica aos mesmos.
• Evento: pertence a classe AsyncEvent. Representa o evento dis-
parado e cada instaˆncia possui um Tratador vinculado.
• Tratador de Eventos: tarefa aperio´dica que pertence a` classe
BoundAsyncEventHandler. Tem a func¸a˜o de tratar o evento dis-
parado e cada instaˆncia e´ responsa´vel por somente um Evento.
Para poder abranger uma ampla gama de combinac¸o˜es de ambi-
entes para os testes, algumas deciso˜es feitas pelo sistema sa˜o tomadas
de forma aleato´ria e algumas varia´veis nume´ricas (especificadas na Ta-
bela 6) tambe´m sa˜o aleato´rias (seguem uma distribuic¸a˜o uniforme). O
nu´mero de Sinais gerados, por exemplo, variam de 10 a 150 por Gera-
dores, sendo que o nu´meros de Geradores, Eventos e seus respectivos
Tratadores, variam de 5 a 20 e o tempo de computac¸a˜o dos Tratadores
variam de 10 a 150 milissegundos (ms).
Tabela 6: Testes - Varia´veis Aleato´rias
Varia´vel Aleato´ria Valor Mı´n. Valor Ma´x.
Tempo de Computac¸a˜o do Tratador (tcT ) 10 ms 150 ms
Deadline do Tratador (dT ) 2.tcT ms 10.tcT ms
Prioridade do Tratador (rT ) 11 58
Per´ıodo do Gerador (pG) tcT ms 50.tcT ms
Quantidade de Geradores (qtG) 5 20
Quantidade de Eventos/Tratadores (qtE) 5 20
Quantidade de Sinais (qtS) 10 150
As prioridades dos Tratadores (rT ) variam entre o valor mı´nimo
e ma´ximo definido pelo Java RTS. O deadline dos Tratadores (dT ) sa˜o
divididos em treˆs tipos e nas seguintes proporc¸o˜es:
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1. Folgado (20%): o deadline sera´ cumprido.
2. Justo (20%): possui deadline apertado;
3. Suficiente (60%): possui folga suficiente para executar se o sis-
tema esta´ esta´vel;
Assim, existe uma grande chance de 20% dos eventos consegui-
rem cumprir seu deadline, independente da carga do sistema, 20% na˜o
conseguira˜o cumprir na maioria dos casos e 60% ira˜o cumprir se o sis-
tema estiver esta´vel.
A Tabela 7 apresenta os valores utilizados para os testes es-
pec´ıficos, descritos nas pro´ximas sec¸o˜es. Considere T1, T2, T3, T4
e T5 os cinco Tratadores utilizados.
Tabela 7: Testes - Varia´veis Fixas
Caracter´ıstica T1 T2 T3 T4 T5
Tempo de Computac¸a˜o do
Tratador (tcT )
50ms 150ms 250ms 350ms 450ms
Deadline do Tratador (dT ) 400ms 300ms 1000ms 1400ms 1800ms
Prioridade do Tratador (rT ) 55 45 35 25 15







Quantidade de Sinais (qtS) 100
Ale´m destas caracter´ısticas, o sistema ainda possui tarefas perio´-
dicas de tempo real (pertencentes a` classe RealtimeThread) e tarefas
do Java convencional (pertencentes a` classe Thread), representando
outras func¸o˜es realizadas pelo sistema e pelo ambiente, inclusive as th-
reads perio´dicas para controlar o acelerador e monitorar a velocidade
no CC. A quantidade destas tarefas e´ a metade da quantidade de Even-
tos (qtE), os deadlines variam na mesma proporc¸a˜o dos deadlines dos
Tratadores (dT ) e as prioridades sa˜o as definidas como normais (26
para as tarefas perio´dicas de tempo real e 5 para as tarefas do Java
convencional).
Outra caracter´ıstica importante e´ o algoritmo de escalonamento.
O algoritmo padra˜o utilizado pela Java RTS e´ preemptivo e baseado
em prioridade. Desta forma, foi definido que os Geradores possuem
prioridade ma´xima de execuc¸a˜o, enquanto que os Tratadores possuem
uma prioridade aleato´ria. Sendo assim, os Geradores ficam enviando
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Sinais de forma perio´dica sem que um Tratador tome o seu lugar no
processador na maioria do tempo. Isto so´ na˜o ocorrera´ se o Tratador
conseguir aleatoriamente a prioridade ma´xima.
5.3 FLUXOS DE EXECUC¸A˜O
O diagrama de sequeˆncia do fluxo padra˜o de execuc¸a˜o do sistema
de teste e´ apresentado na Figura 10 e descrito na Tabela 8.
Figura 10: Fluxo Padra˜o de Execuc¸a˜o do Sistema
Tabela 8: Fluxo Padra˜o de Execuc¸a˜o do Sistema
Mensagem Descric¸a˜o
1: GerarSinal(qtS) Assim que os sistema e´ iniciado, cada um dos qtG
Geradores (G) iniciam a gerac¸a˜o de qtS Sinais (S).
1.1: DispararEvento() Cada Sinal dispara aleatoriamente um Evento (E).
2: TratarEvento() Cada Tratador (T ) realiza o tratamento de seu res-
pectivo Evento.
5.3.1 Fluxo de execuc¸a˜o com o MBF
O algoritmo e´ aplicado no sistema de teste e segue as duas fases
do MBF. Na fase de Execuc¸a˜o o fluxo padra˜o do sistema e´ realizado com
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a adic¸a˜o do ca´lculo da previsa˜o de perda de deadline, como ilustrado
no diagrama de sequeˆncia da Figura 11 e descrito de forma simplificada
na Tabela 9.
Figura 11: Fluxo de Execuc¸a˜o com o MBF - Fase de Execuc¸a˜o
Tabela 9: Fluxo de Execuc¸a˜o com o MBF - Fase de Execuc¸a˜o
Componente Descric¸a˜o
1: GerarSinal(qtS) Assim que os sistema e´ iniciado, cada um dos qtG
Geradores iniciam a gerac¸a˜o de qtS Sinais.
1.1: DispararEvento() Cada Sinal dispara aleatoriamente um Evento.
2: CalcularPrevisao() O Mecanismo consulta o instante de tempo em que a
thread foi gerada e realiza os ca´lculos de previsa˜o de
perda de deadline, sendo o resultado armazenado.
3: TratarEvento() Cada Tratador realiza o tratamento de seu respectivo
Evento.
3.1: ArmazenarTR() O tempo de resposta do Tratador e´ coletado e arma-
zenado para ser utilizado pelas Me´tricas (M).
Durante a Finalizac¸a˜o, as Me´tricas E(MBF ) e PC(MBF ) sa˜o
calculadas a partir dos dados armazenados.
5.3.2 Fluxo de execuc¸a˜o com o MBH
O algoritmo e´ aplicado no sistema de teste e segue as treˆs fases
do MBH sem iterac¸a˜o. Na primeira sa˜o coletados os dados para ge-
rar o Histo´rico, conforme ilustrado pela Figura 12 e descrito de forma
simplificada na Tabela 10.
Na fase de Execuc¸a˜o um ciclo similar e´ realizado. Adiciona-se
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Figura 12: Fluxo de Execuc¸a˜o com o MBH - Fase de Inicializac¸a˜o
Tabela 10: Fluxo de Execuc¸a˜o com o MBH - Fase de Inicializac¸a˜o
Componente Descric¸a˜o
1: GerarSinal(qtS) Assim que os sistema e´ iniciado, cada um dos qtG
Geradores iniciam a gerac¸a˜o de qtS Sinais.
1.1: DispararEvento() Cada Sinal dispara aleatoriamente um Evento.
1.1.1: ArmazenarTF() O instante de tempo em que o Evento foi disparado
e nu´mero de threads no estado de pronto do proces-
sador sa˜o coletados para o Histo´rico (H).
2: TratarEvento() Cada Tratador realiza o tratamento de seu respectivo
Evento.
2.1: ArmazenarTR() O tempo de resposta e´ coletado e os valores dos so-
mato´rios sa˜o atualizados.
a ele o ca´lculo da previsa˜o de perda de deadline, como ilustrado pela
Figura 13 e descrito de forma simplificada na Tabela 11.
Durante a Finalizac¸a˜o, as Me´tricas E(MBH) e PC(MBH) sa˜o
calculadas a partir dos dados armazenados no Histo´rico.
5.4 CARACTERI´STICAS DA IMPLEMENTAC¸A˜O
Os mecanismos MBF e MBH foram implementados como um
mo´dulo de software que recebe as informac¸o˜es necessa´rias e retorna o
resultado da previsa˜o. Este mo´dulo possui treˆs classes principais:
• Mecanismo: responsa´vel pelo ca´lculo da regressa˜o linear, utili-
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Figura 13: Fluxo de Execuc¸a˜o com o MBH - Fase de Execuc¸a˜o
Tabela 11: Fluxo de Execuc¸a˜o com o MBH - Fase de Execuc¸a˜o
Componente Descric¸a˜o
1: CalcularAlfaBeta() O Mecanismo consulta o Histo´rico e faz o ca´lculo de
α e β.
2: GerarSinal(qtS) Assim que os sistema e´ iniciado, cada um dos qtG
Geradores iniciam a gerac¸a˜o de qtS Sinais.
2.1: DispararEvento() Cada Sinal dispara aleatoriamente um Evento.
3: CalcularPrevisao() O Mecanismo e´ acionado para realizar os ca´lculos de
previsa˜o de perda de deadline e o resultado e´ arma-
zenado no Histo´rico.
4: TratarEvento() Cada Tratador realiza o tratamento de seu respectivo
Evento.
4.1: ArmazenarTR() O tempo de resposta do Tratador e´ coletado e arma-
zenado no Histo´rico.
zado somente pelo MBH, e pelo mecanismo de previsa˜o de perda
de deadline.
• Me´tricas: responsa´vel pelo ca´lculo da de E(z) e PC(z).
• Histo´rico: responsa´vel pelo armazenamento de informac¸o˜es das
execuc¸o˜es passada, utilizado somente pelo MBH, e pelas informa-
c¸o˜es necessa´rias para o ca´lculo das Me´tricas.
Uma das informac¸o˜es necessa´rias para realizar a previsa˜o do
MBH e´ o tamanho da fila de prontos do processador. Muitos sistemas
na˜o possuem acesso a esta informac¸a˜o, entretanto, a RTSJ especificou
uma soluc¸a˜o para prover esta informac¸a˜o aos desenvolvedores de siste-
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mas de tempo real. A especificac¸a˜o define a implementac¸a˜o da func¸a˜o
getPendingFireCount(), que deve retornar a quantidade de eventos
pendentes associados a um AsyncEventHandler, neste caso, aos Trata-
dores. Assim, sempre que um evento e´ disparado a classe controladora
do sistema executa esta func¸a˜o em todos os Tratadores e armazena a
soma dos resultados (a quantidade total de eventos na fila de prontos
do processador) no u´nico Histo´rico do sistema.
Um exemplo de execuc¸a˜o com esta implementac¸a˜o e´ apresentado
na Figura 14. A Tabela 12 mostra os resultados do teste, considerando
as varia´veis definidas na Tabela 7, pa´g. 66. Cada ponto representa
um Sinal gerado e a relac¸a˜o entre o tamanho da fila de prontos do
processador e o tempo total desde o disparo do evento ate´ a finalizac¸a˜o
do tratamento. A linha diagonal apresenta a regressa˜o linear calculada
no respectivo teste.
Figura 14: Testes de Implementac¸a˜o - Uma Fila para Todo o Sistema
Tabela 12: Testes de Implementac¸a˜o - Uma Fila para Todo o Sistema
Caracter´ıstica Resultados
Taxa de Perda de Deadline 0,88
Coeficiente de Determinac¸a˜o (R2) 0,3011
Taxa Relativa de Erro - E(MBH) 0,1972
Taxa de Previso˜es Corretas - PC(MBH) 0,8006
72
O coeficiente de determinac¸a˜o e´ a medida descritiva da proporc¸a˜o
da variac¸a˜o de Y que pode ser explicada por variac¸a˜o em X (BARBETTA;
REIS; BORNIA, 2004), ou seja, somente 30,11% do tempo total da thread
pode ser explicado pelo tamanho da fila de prontos do processador.
Uma simples alterac¸a˜o da implementac¸a˜o pode fazer com que os
resultados melhorem significativamente. Para isto, e´ necessa´rio que seja
armazenado somente a quantidade de eventos pendentes do respectivo
Tratador e na˜o do total do sistema. Isto significa que sera´ gerado um
Histo´rico por Tratador e, consequentemente, cada Tratador tera´ sua
pro´pria regressa˜o linear. Para comparac¸a˜o, a Figura 15 e a Tabela 13
apresentam o resultado deste teste com as mesmas especificac¸o˜es do
teste anterior (detalhadas na Tabela 7).
Figura 15: Testes de Implementac¸a˜o - Uma Fila por Tratador
Tabela 13: Testes de Implementac¸a˜o - Uma Fila por Tratador
Caracter´ıstica Resultados
Taxa de Perda de Deadline 0,91
Coeficiente de Determinac¸a˜o Me´dio (R2) 0,9516
Taxa Relativa de Erro - E(MBH) 0,0817
Taxa de Previso˜es Corretas - PC(MBH) 0,9216
Como pode ser observado, agora o coeficiente de determinac¸a˜o
me´dio (calculado pela me´dia dos R2 de cada Tratador) demonstra que
95,16% do tempo total da thread pode ser explicado pelo tamanho da
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fila de prontos do processador. Isto comprova que estas sa˜o duas o´timas
varia´veis para serem utilizadas pelo mecanismo de previsa˜o, tendo vista
o alto grau de relac¸a˜o entre uma e outra. Ale´m disto, tambe´m de-
monstra que quanto mais especializado for o Histo´rico, melhor sera´ a
previsa˜o.
Outra caracter´ıstica importante do sistema e´ o que acontece com
a fila de eventos do Tratador apo´s a realizac¸a˜o do tratamento. Duas
abordagens podem ser realizadas: retirar da fila somente aquele evento
tratado, ou retirar todos eles. O primeiro e´ caracter´ıstico de siste-
mas que necessitam do tratamento de cada um dos eventos, encon-
trado, por exemplo, em sistemas que realizam operac¸o˜es matema´ticas
em suas varia´veis. O Java RTS trata isto atrave´s da utilizac¸a˜o do
me´todo getAndDecrementPendingFireCount() como crite´rio de pa-
rada do handleAsyncEvent(), implementado pelo Tratador.
Ja´ o segundo, e´ caracter´ıstico de sistemas em que somente uma
u´nica informac¸a˜o e´ importante, a exemplo de sistemas que apenas apre-
sentam/atualizam um dado em um visor. A implementac¸a˜o disto e´
realizada atrave´s do me´todo getAndClearPendingFireCount(). Esta
abordagem torna o sistema mais aleato´rio e, consequentemente, mais
complexo para a realizac¸a˜o de previso˜es, como demonstram a Figura
16 e a Tabela 14. Entretanto, apesar de deteriorar o coeficiente de
determinac¸a˜o me´dio, o MBH ainda realiza uma o´tima previsa˜o.
Figura 16: Testes de Implementac¸a˜o - getAndClearPendingFire-
Count()
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Tabela 14: Testes de Implementac¸a˜o - getAndClearPendingFire-
Count()
Caracter´ıstica Resultados
Taxa de Perda de Deadline 0,05
Coeficiente de Determinac¸a˜o Me´dio (R2) 0,1056
Taxa Relativa de Erro - E(MBH) 0,0257
Taxa de Previso˜es Corretas - PC(MBH) 0,9647
Curiosamente observa-se que o percentual de perda de deadline
baixou de 91% para somente 5%. Isto ocorre, pois a cada tratamento
de um Evento, os demais que estavam na mesma fila deste Tratador
sa˜o considerados como tratados e sa˜o descartados sem realizar a sua
computac¸a˜o.
5.5 CARACTERI´STICAS DAS CARGAS DO SISTEMA
Existem diversas interpretac¸o˜es sobre a carga de um sistema.
Nesta dissertac¸a˜o a carga e´ definida pelo percentual de perda de dea-
dline das threads que representam os tratadores de eventos. Uma carga
baixa e´ encontrada quando ate´ 30% das threads perdem seus deadli-
nes, e´ alta quando mais de 70% das threads perdem seus deadlines e e´
considerada me´dia quando o percentual de perda de deadline fica entre
30% e 70%.
Inicialmente, uma carga e´ considerada alta se o seu tempo de
computac¸a˜o esta´ muito pro´ximo de seu deadline, fazendo com que o
sistema perca a maioria dos seus deadlines, e e´ considerada baixa se esta
diferenc¸a for proporcionalmente grande. Entretanto, existem outras
varia´veis que acabam contribuindo para transformar a carga do sistema.
Por exemplo, um sistema cujo tempo de computac¸a˜o das tarefas e´ muito
pro´ximo de seus deadlines ainda pode ter um processador ocioso e,
consequentemente, garantir que nenhuma tarefa perca seu deadline.
Com o objetivo de tornar o sistema de testes o mais pro´ximo
da realidade e tambe´m de abranger uma maior gama de possibilida-
des, todas as varia´veis essenciais (apresentadas na Tabela 6, pa´g. 65)
sa˜o aleato´rias e influenciam no comportamento do sistema. Assim, nos
testes na˜o e´ poss´ıvel prever qual sera´ a carga do sistema antes da fi-
nalizac¸a˜o de sua execuc¸a˜o. A carga so´ pode ser prevista se algumas
varia´veis se tornam fixas e variam-se poucas das demais. Um exemplo
de teste controlado e´ variar a relac¸a˜o tcT e dT e manter todas as demais
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fixas, ou mesmo variar somente o pG e deixar as demais fixas.
Normalmente em um sistema de tempo real, esta impossibilidade
de previsa˜o da carga na˜o ocorre. Tudo deve ser levado em considerac¸a˜o
na fase de projeto do sistema, inclusive a adic¸a˜o de um mecanismo de
previsa˜o de perda de deadline.
Os testes demonstraram que aumentar a aleatoriedade dos valo-
res definidos na Tabela 6 na˜o alteram a efica´cia dos mecanismos. Entre-
tanto, e´ poss´ıvel pensar que a aleatoriedade das varia´veis que compo˜em
o sistema colabora para dificultar as previso˜es.
Para analisar o comportamento dos mecanismos em va´rias car-
gas, foram executados testes com as varia´veis aleato´rias ate´ que o com-
portamento me´dio do sistema fosse demonstrado. A partir disto, foram
selecionados testes cujos resultados caracterizaram carga baixa, me´dia e
alta. Cada um destes treˆs testes foram novamente executados para uma
ana´lise mais aprofundada do comportamento dos mecanismos. Todos
estes testes sa˜o apresentados na sessa˜o a seguir.
5.6 RESULTADOS DOS TESTES
As tabelas e figuras encontradas nesta sec¸a˜o apresentam os re-
sultados dos testes executados com os mecanismos. Estes ambientes
realizam o tratamento de todos os eventos do sistema e utilizam uma
fila, consequentemente um Histo´rico, por Tratador.
Sa˜o considerados os valores da Tabela 6 (pa´g. 65) para os testes
gene´ricos, que avaliam o comportamento dos mecanismos atrave´s das
me´tricas, e os valores da Tabela 7 (pa´g. 66) para os testes espec´ıficos,
que avaliam o comportamento dos mecanismos em uma carga espec´ıfica
do sistema. Neste u´ltimo caso, somente o valor de pG e´ alterado para
caracterizar as diferentes cargas do sistema.
5.6.1 Testes de Carga com o MBF
Estes testes foram realizados em ambiente monoprocessado e
multiprocessado. Nesta subsec¸a˜o sera˜o detalhados os resultados do
ambiente monoprocessado, pois seus resultados foram melhores. Nas
Subsec¸o˜es 5.6.3 e 5.6.4 sera˜o apresentados os comparativos dos resul-
tados nestes dois ambientes.
Lembrando que cada um dos cinco Tratadores, definidos na Ta-
bela 7, possui o seu pro´prio Histo´rico e consequentemente sua pro´pria
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regressa˜o linear, as Figuras 17, 18 e 19 apresentam, respectivamente, o
comportamento de um teste com carga alta, me´dia e baixa do sistema,
utilizando o MBF. As Tabelas 15, 16 e 17 apresentam as caracter´ısticas
de cada um destes testes.
Figura 17: Testes com MBF - Teste com Carga Alta do Sistema
Tabela 15: Testes com MBF - Teste com Carga Alta do Sistema
Caracter´ıstica Valores
Per´ıodo do Gerador (pG) 100 ms
Taxa de Perda de Deadline 0,95
Taxa Relativa de Erro - E(MBF ) 0,00
Taxa de Previso˜es Corretas - PC(MBF ) 1,00
Tabela 16: Testes com MBF - Teste com Carga Me´dia do Sistema
Caracter´ıstica Valores
Per´ıodo do Gerador (pG) 1000 ms
Taxa de Perda de Deadline 0,54
Taxa Relativa de Erro - E(MBF ) 0,0008
Taxa de Previso˜es Corretas - PC(MBF ) 0,9991
Cada uma destas figuras foram geradas por uma execuc¸a˜o do
sistema e, assim como na Sec¸a˜o 5.4, cada ponto representa um Sinal
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Figura 18: Testes com MBF - Teste com Carga Me´dia do Sistema
Figura 19: Testes com MBF - Teste com Carga Baixa do Sistema
gerado e a relac¸a˜o entre o tamanho da fila de prontos do processador e o
tempo total desde o disparo do evento ate´ a finalizac¸a˜o do tratamento.
Pode ser observado claramente nas Figuras 17 e 18 a existeˆncia
de cinco grupos de sinais com uma mesma tendeˆncia, caracterizando
os cinco Tratadores. O mesmo ocorre na Figura 19, mas como a carga
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Tabela 17: Testes com MBF - Teste com Carga Baixa do Sistema
Caracter´ıstica Valores
Per´ıodo do Gerador (pG) 5000 ms
Taxa de Perda de Deadline 0,12
Taxa Relativa de Erro - E(MBF ) 0,00
Taxa de Previso˜es Corretas - PC(MBF ) 1,00
baixa na˜o gerou grandes filas, na˜o fica ta˜o claro a existeˆncias destes
grupos de sinais.
Utilizando a Tabela 16 e a Figura 18 como exemplo, a fila che-
gou a ate´ 35 eventos em um mesmo Tratador, acarretando uma taxa
de perda de deadline de 54% e caracterizando uma carga me´dia, com
eventos levando ate´ 13000 ms para completar a execuc¸a˜o, sendo que
os tempos de computac¸a˜o variaram entre 50 ms e 450 ms. Com isto,
observa-se que a taxa relativa de erro foi de 0,0008, valor bem pro´ximo
de 0, e a taxa de previso˜es corretas com valor muito pro´ximo de 1,
comprovando uma o´tima previsa˜o.
5.6.2 Testes de Carga com o MBH
Assim como apresentado na subsec¸a˜o anterior, estes testes fo-
ram realizados em ambiente monoprocessado e multiprocessado. En-
tretanto, os resultados foram melhores no ambiente multiprocessado,
sendo estes resultados apresentados a seguir. Nas subsec¸o˜es sequentes
sera˜o apresentados os comparativos dos resultados nos dois ambientes.
Os valores de pG sa˜o similares aos utilizados na subsec¸a˜o an-
terior. Na˜o sa˜o os mesmos, pois como existem mais processadores, a
carga do sistema acaba sendo inferior. As Figuras 20, 21 e 22 apresen-
tam, respectivamente, o comportamento de um teste com carga alta,
me´dia e baixa do sistema, utilizando o MBH. As Tabelas 18, 19 e 20
apresentam as caracter´ısticas de cada um destes testes.
Utilizando a Tabela 19 e a Figura 21 como exemplo, a fila che-
gou a ate´ 55 eventos em um mesmo Tratador, acarretando uma taxa
de perda de deadline de 46%, caracterizando uma carga me´dia. Assim
como no exemplo da subsec¸a˜o anterior, os tempos de computac¸a˜o va-
riaram entre 50 ms e 450 ms, mas nesta execuc¸a˜o houveram eventos
que demoraram quase 35000 ms para completar a execuc¸a˜o. Com isto,
observa-se um coeficiente de determinac¸a˜o de 79,22%, uma taxa rela-
tiva de erro de 0,1119, e uma taxa de previso˜es corretas com valor de
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Figura 20: Testes com MBH - Teste com Carga Alta do Sistema
Tabela 18: Testes com MBH - Teste com Carga Alta do Sistema
Caracter´ıstica Valores
Per´ıodo do Gerador (pG) 500 ms
Taxa de Perda de Deadline 0,92
Coeficiente de Determinac¸a˜o (R2) 0,9190
Taxa Relativa de Erro - E(MBH) 0,0367
Taxa de Previso˜es Corretas - PC(MBH) 0,9714
Tabela 19: Testes com MBH - Teste com Carga Me´dia do Sistema
Caracter´ıstica Valores
Per´ıodo do Gerador (pG) 1500 ms
Taxa de Perda de Deadline 0.46
Coeficiente de Determinac¸a˜o (R2) 0,7922
Taxa Relativa de Erro - E(MBH) 0,1119
Taxa de Previso˜es Corretas - PC(MBH) 0,8912
0,8912, demonstrando uma boa previsa˜o.
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Figura 21: Testes com MBH - Teste com Carga Me´dia do Sistema
Figura 22: Testes com MBH - Teste com Carga Baixa do Sistema
5.6.3 Testes em Ambiente Monoprocessado
Foram realizados 500 testes em um ambiente monoprocessado,
onde ambos os mecanismos realizavam as previso˜es. A Figura 23 apre-
senta o gra´fico de 500 testes com a relac¸a˜o da Taxa Relativa de Erro
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Tabela 20: Testes com MBH - Teste com Carga Baixa do Sistema
Caracter´ıstica Valores
Per´ıodo do Gerador (pG) 6000 ms
Taxa de Perda de Deadline 0,12
Coeficiente de Determinac¸a˜o (R2) 0,8920
Taxa Relativa de Erro - E(MBH) 0,0368
Taxa de Previso˜es Corretas - PC(MBH) 0,9631
(E(z)) e do percentual de perda de deadline. Segundo esta me´trica, o
mecanismo MBF apresenta excelentes resultados (valores pro´ximos de
0) em todas as cargas, mas o mesmo so´ pode ser observado nas car-
gas extrema baixa e extrema alta do MBH, apesar do mesmo ainda
apresentar uma boa previsa˜o para as demais. O mesmo pode ser ob-
servado com a Taxa Previso˜es Corretas (PC(z)) na Figura 24. Neste, o
MBF apresenta excelentes resultados (valores pro´ximos a 1) em todas
as cargas, mas o mesmo so´ ocorre nas cargas extremas do MBH.
Nas Tabelas 21 e 22, a coluna Perda de Deadline apresenta 10
cargas resultantes do sistema, variando entre 0% e 100% de perda de
deadline. Para cada uma das me´tricas (E(z) e PC(z)) e´ apresentado
seu valor me´dio, o intervalo de confianc¸a de 95% (IC) e, somente para
o MBH, o coeficiente de determinac¸a˜o (R2). Estes valores me´dios das
me´tricas sa˜o apresentados na Figura 25.
Tabela 21: Ambiente Monoprocessado - 500 Testes com MBF -
E(MBF ) e PC(MBF )
Perda de E(MBF) PC(MBF)
Deadline (%) Me´dia IC Me´dia IC
0 - 9 0,00033 ± 0,00011 0,99967 ± 0,00011
10 - 19 0,00184 ± 0,00086 0,99816 ± 0,00086
20 - 29 0,00134 ± 0,00054 0,99866 ± 0,00054
30 - 39 0,00272 ± 0,00099 0,99728 ± 0,00099
40 - 49 0,00242 ± 0,00073 0,99758 ± 0,00073
50 - 59 0,00196 ± 0,00160 0,99804 ± 0,00160
60 - 69 0,00202 ± 0,00108 0,99798 ± 0,00108
70 - 79 0,00133 ± 0,00065 0,99867 ± 0,00065
80 - 89 0,00105 ± 0,00043 0,99895 ± 0,00043
90 - 100 0,00116 ± 0,00078 0,99884 ± 0,00078
82
Figura 23: Ambiente Monoprocessado - 500 Testes - E(z)
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Figura 24: Ambiente Monoprocessado - 500 Testes - PC(z)
84
Tabela 22: Ambiente Monoprocessado - 500 Testes com MBH -
E(MBH), PC(MBH) e R2
Perda de E(MBH) PC(MBH) R2
Deadline (%) Me´dia IC Me´dia IC
0 - 9 0,02052 ± 0,00338 0,98681 ± 0,00256 0,78274
10 - 19 0,08744 ± 0,01254 0,92987 ± 0,01425 0,87976
20 - 29 0,09633 ± 0,01771 0,91830 ± 0,01994 0,93383
30 - 39 0,10318 ± 0,01734 0,90724 ± 0,01838 0,86383
40 - 49 0,13282 ± 0,01207 0,86704 ± 0,01583 0,95932
50 - 59 0,08347 ± 0,01147 0,92164 ± 0,01498 0,91830
60 - 69 0,09150 ± 0,01728 0,91406 ± 0,01906 0,94030
70 - 79 0,09066 ± 0,01473 0,90173 ± 0,01895 0,92401
80 - 89 0,05070 ± 0,00732 0,94485 ± 0,00953 0,93808
90 - 100 0,01962 ± 0,00306 0,98000 ± 0,00354 0,98114
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Figura 25: Ambiente Monoprocessado - 500 Testes - Valor Me´dio de
E(z) e PC(z)
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5.6.4 Testes em Ambiente Multiprocessado
Foram realizados 500 testes em um ambiente multiprocessado,
onde ambos os mecanismos realizavam as previso˜es. A Figura 26 apre-
senta o gra´fico de 500 testes com a relac¸a˜o da Taxa Relativa de Erro
(E(z)) e do percentual de perda de deadline. Observa-se em ambos os
mecanismos que nas cargas baixas e altas (lateral esquerda e direita da
figura) a me´trica apresenta o´timos resultados (valor tendendo a 0), mas
estes resultados na˜o sa˜o ta˜o significativos na carga me´dia do sistema.
O mesmo pode ser observado com a Taxa Previso˜es Corretas (PC(z))
na Figura 27. Nestes, as cargas altas e baixas apresentam resultados
esperados (valor tendendo a 1), mas somente bons resultados na carga
me´dia do sistema. E´ poss´ıvel pensar que a aleatoriedade das varia´veis
que compo˜em o sistema colabora para dificultar essa previsa˜o.
Nas Tabelas 23 e 24 a coluna Perda de Deadline apresenta 10
cargas resultantes do sistema, variando entre 0% e 100% de perda de
deadline. Para cada uma das me´tricas (E(z) e PC(z)) e´ apresentado
seu valor me´dio, o intervalo de confianc¸a de 95% (IC) e, somente para
o MBH, o coeficiente de determinac¸a˜o (R2). Os valores me´dios destas
me´tricas sa˜o apresentados na Figura 28.
Tabela 23: Ambiente Multiprocessado - 500 Testes com MBF -
E(MBF ), PC(MBF )
Perda de E(MBF) PC(MBF)
Deadline (%) Me´dia IC Me´dia IC
0 - 9 0,03037 ± 0,00613 0,97837 ± 0,00485
10 - 19 0,09179 ± 0,01055 0,91996 ± 0,01029
20 - 29 0,13219 ± 0,00935 0,88372 ± 0,01029
30 - 39 0,14442 ± 0,00874 0,87287 ± 0,01020
40 - 49 0,12590 ± 0,01489 0,89098 ± 0,01511
50 - 59 0,11732 ± 0,00979 0,89995 ± 0,01051
60 - 69 0,09689 ± 0,00719 0,91464 ± 0,00790
70 - 79 0,08502 ± 0,01059 0,92556 ± 0,01151
80 - 89 0,05411 ± 0,00909 0,95177 ± 0,00996
90 - 100 0,02260 ± 0,00360 0,97742 ± 0,00383
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Figura 26: Ambiente Multiprocessado - 500 Testes - E(z)
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Figura 27: Ambiente Multiprocessado - 500 Testes - PC(z)
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Tabela 24: Ambiente Multiprocessado - 500 Testes com MBH -
E(MBH), PC(MBH) e R2
Perda de E(MBH) PC(MBH) R2
Deadline (%) Me´dia IC Me´dia IC
0 - 9 0,01074 ± 0,00369 0,98926 ± 0,00369 0,78290
10 - 19 0,05283 ± 0,01244 0,94717 ± 0,01244 0,71497
20 - 29 0,09335 ± 0,01217 0,90665 ± 0,01217 0,70434
30 - 39 0,10033 ± 0,01154 0,89967 ± 0,01154 0,64871
40 - 49 0,07633 ± 0,01504 0,92367 ± 0,01504 0,69507
50 - 59 0,07353 ± 0,01060 0,92647 ± 0,01060 0,72305
60 - 69 0,05440 ± 0,00711 0,94560 ± 0,00711 0,78668
70 - 79 0,04821 ± 0,01131 0,95179 ± 0,01131 0,81660
80 - 89 0,03354 ± 0,00894 0,96646 ± 0,00894 0,87649
90 - 100 0,00889 ± 0,00190 0,99111 ± 0,00190 0,97096
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Neste cap´ıtulo inicialmente foi apresentado um estudo de caso
do cruise control, sistema de tempo real firme composto por va´rios
sensores e atuadores que caracterizam tarefas aperio´dicas. A partir da
generalizac¸a˜o deste estudo de caso, foi especificado um ambiente de
teste monoprocessado, e outro multiprocessado, que utilizam Java RTS
em um computador de propo´sito geral, onde outros processos de con-
trole do sistema operacional sa˜o executados, rodando em um Ubuntu
com kernel de tempo real.
Foram realizados testes de cargas espec´ıficas (baixa, me´dia e
alta) com ambos os mecanismos de previsa˜o em ambos os sistemas. Nes-
tes testes as varia´veis de controle foram especificadas numericamente
para caracterizar cada uma destas cargas. Tambe´m foram realizados
testes em que estas varia´veis eram aleato´rias, para conseguir abranger
uma ampla gama de possibilidades de caracter´ısticas do sistema.
Se um sistema de tempo real se comporta em carga baixa, ha´
um desperd´ıcio de recursos. Se o sistema trabalha sempre em carga
alta, houve algum erro de projeto, ja´ que a maioria das tarefas sempre
estara´ perdendo seu deadline. Desta forma, espera-se que um sistema
de tempo real normalmente se comporte com uma carga me´dia. E e´
este o cena´rio mais complexo para a realizac¸a˜o de previso˜es. Como
regra geral, quanto mais varia´vel o comportamento do sistema, mais
dif´ıcil e´ para fazer qualquer previsa˜o sobre o cumprimento de deadlines
(PLENTZ; MONTEZ; OLIVEIRA, 2011b).
Embora na˜o seja evidente quando se observa os resultados agru-
pados de todos os testes (Figuras 26 e 27), a Figura 28 mostra que am-
bos mecanismos se comportam bem quando o sistema esta´ com carga
baixa, me´dia e alta. Comparando os valores me´dios das me´tricas apre-
sentadas nas Tabelas 23 e 24, considerando os intervalos de confianc¸a,
e´ poss´ıvel observar que o MBH se comporta melhor que o MBF no am-
biente multiprocessado, como tambe´m pode ser observado na Figura
28.
Retornando a` Figura 25 e comparando com a Figura 28 e´ poss´ıvel
observar que o MBH manteˆm o mesmo padra˜o de efica´cia, mas o mesmo
na˜o ocorre com o MBF. Isto, e outros testes realizados, demonstram
que a medida que a complexidade do sistema aumenta, a efica´cia do
MBF diminui e a do MBH se manteˆm esta´vel.
E´ poss´ıvel dizer que os mecanismos mostram muito bons resul-
tados em baixas e altas cargas porque e´ mais fa´cil de fazer previso˜es
nestes sistemas. Cargas baixas possuem amplo tempo dispon´ıvel para
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completar seus deadlines e cargas altas tornam dif´ıcil cumprir os dea-
dlines de qualquer maneira. As cargas me´dias refletem a maioria dos
sistemas de tempo real, em que ha´ tempo suficiente para completar o
deadline se o sistema permanece esta´vel na maior parte do tempo. Este
tipo de sistema e´ de interesse fundamental e os mecanismos propostos
apresentam resultados satisfato´rios.
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6 CONCLUSO˜ES E TRABALHOS FUTUROS
Atrave´s de um adequado mecanismo de previsa˜o de perda de
deadline e´ poss´ıvel tomar medidas corretivas, tais como eliminar a ta-
refa ou aumentar a sua prioridade, para aprimorar o desempenho do
sistema. Este tipo de mecanismo permite a avaliac¸a˜o de novos projetos
de sistemas de tempo real, caso a quantidade de tarefas que perdem o
deadline na˜o estiver dentro dos paraˆmetros definidos, ou mesmo ava-
liar sistemas que ja´ esta˜o em funcionamento e que sofreram alterac¸o˜es
na sua composic¸a˜o, como a adic¸a˜o ou retirada de recursos computa-
cionais. A contribuic¸a˜o principal desta dissertac¸a˜o e´ a definic¸a˜o de
dois previsores de perda de deadline para sistemas monoprocessados e
multiprocessados de tempo real firme que trazem bons resultados em
ambientes com cargas baixas, me´dias e altas. Ale´m disto, os resulta-
dos preliminares deste trabalho foram publicados em (JUNIOR; PLENTZ,
2013).
Foram pesquisadas algumas informac¸o˜es que poderiam compor
o histo´rico e, devido ao alto valor do coeficiente de determinac¸a˜o, foi
definido que seria composto pelo tamanho da fila de pronto do proces-
sador e pelo tempo de resposta da thread em execuc¸o˜es passadas. Foi
desenvolvido um modelo de tarefas para aplicac¸o˜es na˜o cr´ıticas em um
sistema de tempo real firme, caracterizando uma aplicac¸a˜o real, o cruise
control. Optou-se por fazer os testes com va´rias configurac¸o˜es, caracte-
rizando um ambiente generalista, porque considera-se mais interessan-
tes manter e avanc¸ar os testes em um ambiente com caracter´ısticas que
refletem um ambiente real, considerando que o desafio e´ trazer a teoria
e conseguir os resultados necessa´rios de tempo real em um ambiente
comum de aplicac¸o˜es convencionais.
O Mecanismo de Previsa˜o de Perda de Deadline Baseado na
Folga (MBF) utiliza algumas informac¸o˜es (deadline, tempo de com-
putac¸a˜o e o tempo de espera na fila de prontos do Tratador) para
calcular a folga e realizar a previsa˜o. Este mecanismo apresentou exce-
lentes resultados em sistemas monoprocessados. Utilizando regressa˜o
linear, o Mecanismo de Previsa˜o de Perda de Deadline Baseado no
Histo´rico (MBH) relaciona as informac¸o˜es do histo´rico com o tama-
nho da fila de prontos do Tratador para calcular o tempo de resposta
previsto da thread. Este tempo de resposta e´ utilizado para definir a
probabilidade da thread cumprir o seu deadline. O MBH apresentou
o´timos resultados em sistemas multiprocessados.
Apo´s os testes, foram avaliadas a qualidade das previso˜es utili-
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zando as Me´tricas Taxa Relativa de Erro (E(z)) e Taxa de Previso˜es
Corretas (PC(z)). Como em qualquer ana´lise, as concluso˜es sa˜o va´lidas
principalmente para cena´rios de aplicac¸a˜o semelhantes aos testados.
Com este intuito, os testes foram feitos utilizando uma implementac¸a˜o
em Java RTS em um ambiente na˜o especialista, pro´ximo de um am-
biente de tempo real comum (CC), onde diversas deciso˜es e varia´veis
eram aleato´rias, abrangendo uma grande gama de cena´rios.
Retomando os trabalhos relacionados, a Tabela 25 apresenta um
comparativo entre eles e os dois mecanismos propostos. Nela e´ poss´ıvel
observar que a maioria dos demais trabalhos validaram os mecanismos
atrave´s de simulac¸o˜es, onde ha´ um maior controle dos resultados es-
perados, enquanto que os dois mecanismos propostos foram validados
atrave´s de implementac¸a˜o e medic¸a˜o de fato, onde va´rias peculiaridades
impactaram nos resultados. Ale´m disto, ambos os mecanismos propos-
tos foram implementados utilizando uma linguagem de programac¸a˜o
para tempo real e acarretam pouco overhead sobre o sistema, quando
comparado com os demais.
Dado o formato que estes mecanismos foram desenvolvidos, im-
plementados e testados, na˜o precisam ficar restritos aos tratadores de
eventos e podem ser utilizados em qualquer sistema que possua tarefas
aperio´dicas de tempo real, desde que estas tarefas possuam deadline
e tempo de computac¸a˜o. Desenvolver um mecanismo de previsa˜o de
perda de deadline para tratadores de eventos do RTSJ foi interessante
porque mostrou a possibilidade de redefini-lo como um componente
caixa-preta de software, que pode ser aplicado em qualquer tipo de sis-
tema de tempo real firme. Esta pesquisa abre uma nova possibilidade
de implementar um mo´dulo de previsa˜o de perda de deadline como um
importante recurso para sistema em tempo real firmes e na˜o cr´ıticos.
Para pesquisas e trabalhos futuros, um assunto que se demons-
trou interessante e´ o aumento da complexidade do sistema, alterando,
por exemplo, a proporc¸a˜o de Tratadores por Evento, fazendo com que
um Evento possa ser tratado por mais de um Tratador, ou mesmo que
um Tratador seja responsa´vel por mais de um Evento. Outra possi-
bilidade de aumento da complexidade e´ a utilizac¸a˜o de tarefas com
prioridade dinaˆmica. Seria interessante verificar o comportamento dos
mecanismos com essas variac¸o˜es, pois elas refletem caracter´ısticas en-
contradas em sistemas de tempo real que podem levar a modificac¸o˜es
nos mecanismos, trazendo novas informac¸o˜es a serem incorporadas na
previsa˜o.
Em muitos sistemas de tempo real novos, ou mesmo em sistemas
que ja´ esta˜o sendo executados, na˜o existem espac¸o, tempo ou recursos
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para a realizac¸a˜o de uma fase de levantamento de informac¸o˜es para
o Histo´rico utilizado pelo MBH. Neste tipo de sistema, uma poss´ıvel
abordagem e´ utilizar uma mescla entre os dois mecanismos propostos,
gerando um terceiro. Na fase de Inicializac¸a˜o este mecanismo seguiria
o algoritmo de utilizac¸a˜o do MBH com a adic¸a˜o do ca´lculo de previsa˜o
de perda de deadline do MBF, e nas fases de Execuc¸a˜o e Finalizac¸a˜o
ele seguiria conforme definido pelo algoritmo de utilizac¸a˜o do MBH,
inclusive no seu modo iterativo. Faz-se necessa´rio testes para com-
parar a efica´cia desse mecanismo com os dois mecanismos propostos,
verificando seu comportamento em todas as poss´ıveis cargas, mas ha´
indicac¸o˜es de que esta e´ uma interessante abordagem para estes siste-
mas.
Os resultados obtidos demonstram a importaˆncia dos mecanis-
mos de previsa˜o. Na˜o foi objeto de ana´lise desta dissertac¸a˜o, mas po-
dera´ ser trabalhado futuramente, tanto a tomada de decisa˜o apo´s a
previsa˜o de que uma tarefa ira´ perder seu deadline, quanto a utilizac¸a˜o
de te´cnicas de inteligeˆncia artificial para modelar um mecanismo de
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