In this paper we prove new existence and uniqueness results for weak solutions to non-homogeneous initial-boundary value problems for parabolic equations of the form
Here Ω is an open and bounded set in R n and Q + = Ω × R + . Precise structural conditions for A(·, ·, ·) are given in Section 4, but the model is the following p-parabolic equation
2b) with 1 < p < ∞. The boundary data is prescribed on the whole parabolic boundary, (Ω × {0}) ∪ (∂Ω × R + ), and we study the problem of finding the "largest possible" classes of boundary and source data such that (1.1) has a good meaning and is uniquely solvable.
In the case of the elliptic p-laplacian:
(1.3b) it is well known that W 1,p (Ω) is a kind of golden mean. It has the useful property that:
Given g ∈ W 1,p (Ω), there exists a unique solution u ∈ W 1,p (Ω) to the p-laplace equation (1.3) such that u − g belongs to the closure of D(Ω) in the W 1,p (Ω)-norm topology. Furthermore the source data (f in (1.3)) can then be taken as sums of first order derivatives of L p/(p−1) (Ω)-functions. In this paper we construct an analogous optimal solution-space for equations of the type (1.1).
We point out that our results are new even in the linear case. In the linear case, where p = 2 and we denote W s,2 by H s , it is well known (see e.g. [5] Vol. II) that the parabolic solution and lateral boundary value spaces, replacing the "elliptic spaces" H s (Ω) and H s−1/2 (∂Ω), are H s,s/2 (Ω × R + ) and H s−1/2,s/2−1/4 (∂Ω × R + ). The initial data on Ω × {0} should then belong to H s−1 (Ω) and the natural source data space is H s−2,s/2−1 (Ω × R + ). With additional compatibility conditions for the coupling of the data in the "corners" of the space-time cylinder we then have unique solvability for the linear case when s > 1 (see [5] , Vol. II). When s = 1, the golden mean in the elliptic case, several difficulties arise in the parabolic case. One obvious difficulty is of course that we are in the borderline Sobolev imbedding case in the time direction (half-a-time derivative in L 2 (R + , L 2 (Ω))), and are thus for instance unable to define traces on Ω × {0}.
In Theorem 4.10 we give optimal results in the linear limiting case (s = 1), and a complete description of the space of solutions (compare with the nonoptimal results in e.g. [5] , [4] and [3] ).
We use a similar construction of the solution space (with new technical complications) in the non-linear case when p = 2.
Our solution space for a general p, 1 < p < ∞, (see Definition 4.6) is the sum of a Banach space carrying initial data and another Banach space carrying lateral boundary data. It is a dense subspace of the space of L p (Q + )-functions, having half order time derivatives in L 2 (Q + ) and first order space derivatives in L p (Q + ). This statement requires some explanation and the appropriate distribution theory, allowing fractional differentiation in the time direction of general L p -functions in a space-time half cylinder, is developed. This analytic framework makes it possible to give a precise meaning to the fractional integration by parts for the time derivatives that is one of the key tools in our method. We point out that we use two different half-a-time derivatives (adjoint to each other) and that demanding these different derivatives to belong to L 2 (Q + )
gives rise to different function spaces. In Section 4 we investigate the relations between these different function spaces and discuss some of their basic properties. It is for instance non-trivial to show that our function spaces are well behaved when we cut off (in a smooth way) in time. This is, apart from the fact that we are in the borderline Sobolev imbedding case in the time direction, due to the fact that they have non-homogeneous summability and regularity conditions, and that they are defined as spaces of distributions. Most of these technical problems arise already for functions defined on the real line and half-line, and for clarity we have moved most of these arguments to an auxiliary section (Section 3) dealing with this case.
The main result of this paper is Theorem 4.8 which implies, among other things, that our solution space X 1,1/2 (Q + ) really is a true analog of the space W 1,p (Ω) for the elliptic p-laplacian, in the sense that: Given g ∈ X 1,1/2 (Q + ) there exists a unique solution u ∈ X 1,1/2 (Q + ) to the p-parabolic equation (1.1) such that u−g belongs to the closure of D(Q + ) in the X 1,1/2 (Q + )-norm topology. Furthermore the source data (f in (1.1)) can be taken as sums of first order space derivatives of L p/(p−1) (Q + )-functions and half-a-time derivatives of L 2 (Q + )-functions. For simplicity we shall assume throughout the paper that the boundary of Ω is smooth, but this assumption is only used to prove that we can regularize functions near the lateral boundary so that the different spaces of test functions we use are dense in the corresponding function spaces (see Theorem 4.1).
2 Some analytical background.
We will use the fractional calculus presented in [1] . Here we first give a brief review of the notation and some results. We then extend the calculus to space-time half-cylinders in order to be able to discuss initial-boundary value problems.
The Fourier transform on the Schwartz class S(R n , C) is defined bŷ
The inverse will be denoteď
The isotropic fractional Sobolev spaces are defined as follows.
Definition 2.1 For s ∈ R and 1 < p < ∞ let
They are separable and reflexive Banach spaces with the obvious norms. We will use the following multi-index notation. Let α = (α 1 , . . . , α n ) ∈ R n be an n-tuple. We write α > 0 if α j > 0, j = 1, . . . , n;
n + , (where t + = max(0, t) for t ∈ R, with a similar definition for x α − ) and Γ(α) = Γ(α 1 ) · · · Γ(α n ), where Γ denotes the gamma function. Furthermore we will sometimes write k for the multi-index (k, . . . , k), the interpretation should be clear from the context. We now define the classical Riemann-Liouville convolution operators.
Definition 2.2 For a multi-index
α > 0, set D −α ± u = χ α−1 ± * u, u ∈ S(R n , C),(2.
4)
where the kernels χ α−1 ± , are given by
We extend the definition of D α ± to general multi-indices α ∈ R n in the usual way.
where we choose the multi-index k ∈ {0, 1, 2, . . .
The definition is independent of the choice of k.
Although it is clear in this setting how the support of a function is affected under these mappings and also for instance that the operators map real valued functions to real valued functions, other features become transparent on the Fourier transform side.
Computing in S ′ (R n , C), we have for all α ∈ R n :
We will use the following space of test functions.
Definition 2.4 Let
F (R n , C) becomes a Fréchet space with the topology generated by, for instance, the following family of semi-norms
We have the following dense continuous imbeddings,
An example of a function that belongs to F (R, C) but does not belong to S(R, C) is x → 1/(1 + x 2 ). For α ≥ 0 we now define the fractional derivatives 
where Id is the identity operator and H k is the Hilbert transform with respect to the kth variable, i.e.
where e k is the usual canonical kth basis vector in R n . We have the following lemma.
Furthermore all these operators commute on F (R n , C).
We note that for α ≥ 0 
17)
and for α ∈ R n let
The counterpart of Lemma 2.1 is valid for F ′ (R n , C).
Furthermore all these operators commute on F ′ (R n , C).
We recall that D α ± and H α all take real-valued functions (distributions) to real-valued functions (distributions), and from now on all functions and distributions will be real valued. We will denote the subspaces of real-valued functions and distributions simply by F (R n ) and F ′ (R n ). In [1] we studied parabolic operators on a space-time cylinder Q = Ω×R, where Ω was a connected and open set in R n . We then introduced the following space of test functions. 
The motivation for these spaces is that they are invariant under fractional differentiation and Hilbert-transformation in the time variable, and ordinary differentiation in the space variables. In the given topologies, these operations are continuous.
For initial-boundary value problems, the parabolic operators will by defined on a space-time half-cylinder Q + = Ω × R + , and we shall then need the following natural spaces of test functions defined on Q + .
Remark. We shall use the same constructions on the real line and halfline, which can be thought of as the case Ω = {0} if we identify {0} × R with R and {0} × R + with R + . Definition 2.8 Let F 0,· (Q + ) denote the space of those functions defined on Q + that can be extended to all of Q as elements in F 0,· (Q).
Furthermore let F 0,0 (Q + ) denote the space of those functions defined on Q + that can be extended by zero to all of Q as elements in F 0,· (Q).
(A zero in the first position of course corresponds to zero boundary data on the lateral boundary and a zero in the second position corresponds to zero initial data.)
By using the construction in [6] of a (total) extension operator, we see that F 0,· (Q + ) can be identified with the space of all smooth functions Φ, defined on Q + , with support in K × R + for some compact subset K ⊂ Ω (i.e. they are zero on the complement, with respect to
and 1 < p < ∞. Thus, we can put an intrinsic pseudo-topology on F 0,· (Q + ) by defining that Φ i −→ 0 in F 0,· (Q + ) if and only if the supports of all Φ i are contained in a fixed set K ×R + , where K ⊂ Ω is a compact subset, and
is a closed subspace of F 0,· (Q + ) with the induced topology.
We also note that D(Q + ) is densely continuously imbedded in F 0,0 (Q + ).
Connected with these spaces of test functions are the following spaces of distributions.
Definition 2.9 If u is a linear functional on
The importance of these spaces comes from the fact that, for a real-valued α ≥ 0, the operations
are continuous. Ordinary differentiations with respect to the space variables are clearly also continuous operations on these spaces. We shall also use that the Hilbert-transform in the time variable
is a continuous operator. Extending these operators by duality in the obvious way we get that
and taking ordinary derivatives in the space variables, are continuous operations. Using the total extension operator from [6] , one can show that we can identify
where
are well-defined continuous operations when 1 < p < ∞.
3 Auxiliary spaces on the real line and halfline.
We shall use the following auxiliary spaces defined on R and in the definition
We equip these spaces with the following norms.
Computing in F ′ (R) we see that we can represent these spaces as closed subspaces of the direct sums
, and thus they are reflexive and separable Banach spaces in the topologies arising from the given norms.
If {ψ ǫ } is a regularizing sequence it is clear that
and thus smooth functions are dense in B 1/2 (R). Due to the definition using distributions and to the inhomogeniety of our summability conditions, it is unfortunately not so easy to cut off in time and in this way show that F (R) (or D(R)) is dense in B 1/2 (R). Nevertheless this is true.
Proof. The proof is based on a non-linear version of the Riesz representation theorem. We (temporarily) denote the closure of
0 (R), and we shall show that B
By fractional integration by parts
and Hölder's inequality, it is clear that
is continuous. We notice that
is weakly continuous and monotone (for definitions see [KS] or [1] ). By M. Riesz' conjugate function theorem, which says that the Hilbert transform h is bounded from
, we see that the operators H α introduced above are isomorphisms on B 1/2 0 (R). Now for any α ∈ (0, 1/2) we have
where C < ∞ is a constant such that
Choosing α ∈ (0, 1/2) small enough we see that H α • T is coercive. It follows that T is a bijection (see [1] for this functional-analytic result and similar arguments).
Thus
This shows that the difference of elements with the same image has more regularity in time, namely
is stable under regularization and thus by a continuity argument we see that we can test with χ(u − v), where χ is a cut off function in time, in equation (3.11). We get that (for a canonical continuous representative) t → |u − v|(t) is decreasing. Since u − v belongs to L p (R), we conclude that u = v. The lemma follows. 2 We are now in position to prove the following lemma.
Proof. Since F (R) is dense in B 1/2 (R) we can compute using the Fourier transform.
Using Parseval's formula the lemma follows. 2 We note the following scaling and translation invariance
We also note the following fact.
Lemma 3.3 The space B 1/2 (R) is continuously imbedded in the space of functions with vanishing mean oscillation, V MO(R).
Proof. Let I ⊂ R denote a bounded interval and let u I denote the mean value of u ∈ B 1/2 (R) over I. Then by Jensen's inequality
Using the form of the norm in Lemma 3.2, we can now show that we have good estimates in the B 1/2 (R)-norm for the following cut-off operation.
Lemma 3.4 Let χ n be the piecewise affine function that is one on (−n, n), zero on (−∞, −2n) ∪ (2n, ∞) and affine in between. Let I n = (−2n, 2n) and for u ∈ B 1/2 (R), denote the mean value of u over I n by u In . Then there exists a constant C such that
Proof. The boundedness of the cut-off operation in the L p -norm follows from Jensen's inequality. For the L 2 -part of the norm an elementary computation gives us
and thus (3.17) follows using (3.16). That χ n u → u in L p (R) is clear. If u has compact support, since p > 1, using Jensen's inequality, we see that
2 -part of the norm follows since by an elementary computation
The last term clearly tends to zero as n tends to infinity. We only have to prove that also 1
as n → ∞. This is true since
which clearly tends to zero as n tends to infinity. 2 Remark. We subtracted the mean value in the argument above in order not to have to rely on the fact that u ∈ L p (R) when proving boundedness for the half-derivatives. This is crucial when we later use the same argument on functions defined in a space-time cylinder. In preparation for this we also note that, by regularizing, the lemma gives us an explicit sequence of D(R)-functions tending to a given element in B 1/2 (R). We now introduce two sets of spaces defined on the real half-line. 
Furthermore, a continuous symmetric extension operator from
We have the following density results: 0 (R + ) we will show that we can cut-off. Let χ n be the piecewise affine function that is one on (0, n), zero on (2n, ∞) and affine in between. We will show that χ n u −→ u in B 1/2 0 (R + ). Taking this for granted we can regularize with a regularizing sequence having support in R + which gives us the lemma.
That
We now estimate the L 2 -part of the norm. An elementary computation gives us
The last two terms above clearly tend to zero as n → ∞. To estimate the first term, we integrate by parts (we may assume that u is smooth, it is the decay at infinity that is the issue). which clearly tends to zero as n tends to infinity. The lemma follows. 2 We now give the following equivalent characterization of B 1/2 0 (R + ).
2n
2n 0 u 2 (t) dt = 1 2n 2n 0 2n 0 u 2 (s) s ds − t 0 u 2 (s) s ds dt ≤ 1 2n 2n log n 2n t u 2 (s) s ds dt + log n 2nLemma 3.8 A function u ∈ L p (R + ) belongs to B 1/2 0 (R + ) if
and only if the F
Remark. We recall that the F 
This shows that the F ′ (R)-distribution derivative
belongs to L 2 (R). An easy computation shows that
Since E 0 (u) = u on (0, ∞) the lemma follows. 2 We now give a corresponding equivalent norm on B 1/2 (R + ).
Remark. In contrast to the F ′ 0 (R + )-distribution derivative, the F ′ (R + )-distribution derivative that we use in this definition "does not see" what happens on the boundary, {0}.
Proof. Since F (R + ) is dense in B 1/2 (R + ), it is enough to show that
for functions in F (R + ), where ∼ means that the seminorms are equivalent. For p = 2 we (temporarily) denote the closure of F (R + ) in the norm
by H. It follows directely from the definitions, and the fact that
* is continuous. This follows from fractional integration by parts,
and the fact that F (R + ) is dense in H and that
Now by the Hahn-Banach theorem, given ξ ∈ H * there exist elements u, v ∈ L 2 (R + ) such that
We can thus extend ξ by zero to an element
* is an isomorphism, we can find a unique element
R). But this holds if and only if
* is an isomorphism. Furthermore, by direct computation (or by interpolation (recall that p = 2)), we know that
is an isomorphism. Since F (R + ) is densely continuously imbedded in both H and B 
Parabolic Equations.
We shall consider operators of the form
on a space-time cylinder Q + = Ω × R + , where Ω is an open and bounded set in R n with smooth boundary. We shall assume the following structural conditions for the function A :
is Lebesgue measurable for every fixed ξ ∈ R n .
2. R n ∋ ξ → A(x, t, ξ) is continuous for almost every (x, t) ∈ Q + .
3. For every ξ, η ∈ R n , ξ = η and almost every (x, t) ∈ Q + , we have
4. There exists p ∈ (1, ∞), a constant λ > 0 and a function h ∈ L 1 (Q + ) such that for every ξ ∈ R n and almost every(x, t) ∈ Q + :
5. There exists a constant Λ ≥ λ > 0 and a function H ∈ L p/(p−1) (Q + ) such that for every ξ ∈ R n and almost every (x, t) ∈ Q + :
The Carathéodory conditions 1 and 2 above guarantee that the function Q ∋ (x, t) → A(x, t, Φ(x, t)) is measurable for every function Φ ∈ L p (Q + , R n ). Condition 3 is a strict monotonicity condition that gives us uniqueness results. Conditions 4 (coercivity) and 5 (boundedness) give us apriori estimates that imply existence results (see [1] ).
We now introduce some function spaces, and in their definitions ∂
should be understood in the F ′ ·,· (Q) distribution-sense.
Computing in F ′ ·,· (Q) we see that we can represent these spaces as closed subspaces of the direct sum (Q) we only have to prove that we can "cut off" in time. This will follow as in Lemma 3.4 once we have the following result.
Proof. That
2 (R) are well defined. Let S denote the set of common Lebesgue points. Since the Lebesgue points of a function can only increase by multiplication with a smooth function, by taking limits of mean values, we get that
for all x ∈ S. This implies that for almost every x ∈ Ω the L p (R) function t → u(x, t) has half a derivative equal to v(x, t) ∈ L 2 (R). So from the one-dimensional result it follows that
for almost every x ∈ Ω. Integrating with respect to x, the lemma follows. 2 We conclude that:
We now introduce the following subspace that corresponds to zero boundary data on the lateral boundary ∂Ω × R and as |t| → ∞. We shall work with the following two sets of function spaces on Q + . Here * optionally stands for · or 0. A zero in the first position corresponds to zero boundary data on the lateral boundary and a zero in the second position corresponds to zero initial data.
Clearly B 1,1/2 * ,0 (Q + ) can be identified with a closed subspace of B 1,1/2 * ,· (Q). We give the following two simple lemmas concerning these spaces and, as in the case of the real line, we omit the easy proofs. 
Furthermore a continuous symmetric extension mapping from B 1,1/2 * ,· (Q + ) to B 1,1/2 * ,· (Q) is given by E S (u)(x, t) = u(x, |t|). 
Proof. As on the real line. 2 Using the corresponding result on the real half-line and the same type of argument as in the proof of Lemma 4.1, we see that an equivalent norm on B 1,1/2 * ,· (Q + ) is given by Proof. Since the boundary of Ω is smooth we have good extension operators in the space variables, and we can also translate the support of functions away from the lateral boundary without spreading the support in the time direction. The result thus follows exactly as in Lemma 3.7. 2 We point out the following result that follows immediately from the given norms.
We also remark that the (semi)norms 
, it is in general impossible to define a trace on Ω × {0} (for instance the function (x, t) → log | log |t|| locally belongs to this space). Still a function in B 1,1/2 ·,0 (Q + ) is of course zero on Ω × {0} in the sense that
We shall now discuss homogeneous data on the whole parabolic boundary.
Homogeneous data.
We introduce the following space of F Remark. Note that we here identify a subspace of
It is thus clear that we can extend this ξ to all of F 0,· (Q) by zero. Set (4.19) where E 0 denotes the operator that extends a function with 0 to all of Q.
(Q + ) is clearly injective, but it is also surjective. This follows since given ξ ∈ B 
i.e. Which means precisely that
0,· (Q + ). The following structure theorem for our source data space is an immediate consequence of the Hahn-Banach theorem.
Our next result implies that in general it is actually enough to test our equations with F 0,0 (Q + ) instead of F 0,· (Q + ). 
Non-homogeneous initial data.
We will first introduce the space that will carry the initial data. In the definition, all derivatives should be understood in the F ′ ·,· (Q + )-distribution sense.
Definition 4.5 Let
for some constant C > 0. The smallest possible constant is by definition
We equip B I (Q + ) with the following norm
Using Theorem 4.3 and the monotonicity of A(x, t, ·) we shall now prove that we always have a unique solution in B I (Q + ) to the following initial value problem.
Proof. Uniqueness follows immediately from the monotonicity of A(x, t, ·) by pairing with a cut off function in time multiplied with the difference of two solutions. To prove existence we first note that if u 0 ∈ D(Ω), we can extend it for instance to a smooth testfunction U 0 ∈ D(Ω×(−2, 2)) such that U 0 (x, t) = u 0 (x) when −1 < t < 1.
Since 
0,· (Q + ) solves (4.32), and the initial value is taken in the sense that
By standard arguments it follows from (4.32) that u ∈ B I (Q + ) and so the initial data is actually taken in
n denote the solution of (4.32) with initial data u n 0 . By testing with u n χ, where χ is a standard cut off function in time, in (4.32), we get that
is bounded by a constant independent of n.
Finally we note that we can extend u n symmetrically to Q and the ex-
We conclude that u n B I (Q + ) ≤ C, where C < ∞ is a constant independent of n.
We can now extract a weakly convergent subsequence and in fact, as we have seen, we actually have strong convergence in C b ([0, ∞), L 2 (Ω)) and thus the limit function satisfies the initial conditions. Finally a Minty argument using the monotonicity of A(x, t, ·) shows that the limit function solves (4.32). The theorem follows. 2
Fully non-homogeneous initial-boundary values.
We shall now introduce the function space that will carry both initial and lateral boundary data. be equipped with the norm
where the infimum is taken over the set
The following imbeddings are immediate
For an element in X 1,1/2 (Q + ) we can always define the trace on Ω × {0}.
Theorem 4.6 There exists a continuous linear and surjective trace operator
There also exists a bounded extension operator
. We now define u| Ω×{0} = u 2 | Ω×{0} . We have to show that this is independent of the decomposition of u, but if we have two different decompositions
·,0 (Q + ), which implies that
and so u 2 (·, 0) = v 2 (·, 0) since they both belong to
for any decomposition u = u 1 + u 2 as above. Taking the infimum over all such decompositions gives:
, let E(u 0 ) be the (unique) solution in B I (Q + ) of the initial value problem: We are now ready to state our main theorem. 
