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Abstract
This paper concerns a probabilistic model of spread of infection on a homogeneous
tree. The model is related to stochastic SIR model on graphs. We derive an integral
equation for the distribution of the waiting time for an individual to get infected. In
a special case the integral equation is equivalent to the Bernoulli differential equation
and implies the classic SIR model under an appropriate scaling.
Keywords: SIR model, Bernoulli equation, homogeneous tree, logistic curve, basic repro-
duction number
1 Introduction
In this paper we study a probabilistic model for spread of infection in a homogeneous
population. The main features of the model are as follows. Consider a population of sites,
where a site has a fixed constant number of neighbours, so that a resulting graph, where
neighbours are connected by an edge, is a homogeneous tree. A site can be either healthy
and susceptible to infection, or infected, or recovered (in the model with recovery). A
recovered site has immunity, i.e. it can never be infected again and does not affect its
neighbours in any way. In the no recovery case an infected site remains infected forever. A
susceptible site can become infected either on its own (endogenous factor), or by interacting
with neighbours (exogenous factor). The model covers a natural special case, where a
susceptible site is infected during small time ∆t with the probability
(λ+ ε · (the number of infected neighbours)) ·∆t,
where λ > 0 and ε > 0 are parameters modelling endogenous and exogenous factors of
infection respectively.
We derive an expression for the probability of susceptible site in terms of a function
that is a solution of an integral equation. Moreover, we show that in some natural special
cases the integral equation is equivalent to the well-known Bernoulli differential equation.
Further, we obtain the standard SIR model (e.g. see [1] and references therein) as a limit
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case of our model when both the number of neighbours of a site tends to infinity, and the
interaction parameter is appropriately scaled.
Stochastic models of infection on random graphs have been studied in many papers (see,
for example [5], [7] and references within). The distribution of node degree and the length
of path from one node to another are the key characteristics of the underlying graph that
influence the infection dynamics in these models. Often, the stochastic infection models
on graphs are studied in the limit as the typical number of neighbours grows. This limit is
combined with an appropriate scaling of a model parameters, so that a stochastic model of
interest is approximated by a SIR type model with parameters determined by topological
characteristics of the underlying graph of the original model. In our case we study the
dynamics of infection on a fixed graph given by a homogeneous tree, i.e. a constant degree
graph without cycles. A simple structure of the homogeneous tree greatly facilitates the
model analysis resulting in a single equation for a function determining the probability of
susceptible site. The equation replaces, in a sense, the system of equations of the classic
SIR model, and exhibits the so called plateau effect observed in other SIR type models and
in the spread of real infections as well.
The rest of the paper is organised as follows. In Section 2 we formally define the model
and state the main results. The qualitative behavior of the model is illustrated by numerical
examples in Section 3. In Section we derive the SIR model as the limit of our model. Proofs
of the main results are given in Section 5.
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susceptible infected immuned
Figure 1: A fragment of a homogeneous tree of degree 5 around site x = 1 and its neighbours
xi = 2, 3, 4, 5, 6.
2 The model and results
Let T be a homogeneous tree, that is a constant degree infinite graph without cycles. Given
sites x, y ∈ T we write x ∼ y if these sites are connected by an edge, in which case we call
them neighbours. Let ηx denote the state of the site x. Let ηx = 0 denote that the site
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x is healthy and susceptible to infection, and let ηx = 1 denote that the site is infected.
To simplify notations we do not introduce a special state for recovered sites in the model
with recovery. Instead, the fact that an immune site does not interact with neighbours is
embedded into the model interaction (see below).
Consider a continuous time stochastic process η(t) = (ηx(t), x ∈ T ) with state space
V = {0, 1}T . Elements η = (ηx, x ∈ T ) ∈ V are called configurations. Let τx denote
time that takes an initially healthy susceptible site x to become infected. Note that events
{ηx(t) = 0} and {τx > t} are equivalent, so that the probability P(τx > t) is the probability
that the site x is still susceptible at time t (the probability of the susceptible site). Let 1D
denote the indicator of a set D. Our main assumption about the process’s dynamics is as
follows.
(A) Fix functions λ(t) ≥ 0, t ≥ 0, and γ(t) ≥ 0, t ≥ 0.
Given η(t) and τy = ty, y ∼ x, a susceptible site x becomes infected at the conditional
rate (the rate of infection)
λ(t) +
∑
y∼x
γ(t− ty)1{t−ty≥0}. (1)
In other words,
P(ηx(t+ ∆t) = 1|η(t) : ηx(t) = 0) =
(
λ(t) +
∑
y∼x
γ(t− ty)1{t>ty}
)
∆t+ o(∆t), (2)
where o(∆t)
∆t
→ 0 as ∆t→ 0.
Remark 1. It should be noted that the recovery mechanism is embedded into the construc-
tion of the function γ. Namely, if γ(t) > 0 for all t > 0, then it means that an infected site
never stops to affect its susceptible neighbours, in which case we have the model without
recovery. If there exists H < ∞, such that γ(t) = 0 for all t > H, then an infected site y
infects its neighbours only during the time interval (τy, τy+H), after which the site becomes
inactive and can be seen as removed from the system. Note also the special case H = 0,
which means that there is no interaction between sites. In the absence of interaction sites
are infected at the infection rate λ(t) independently of each other. Below, we also consider
a variant of the model with random recovery times.
Remark 2. Note the following special case of the model, where the infection rate is as
follows
λ+ ε
∑
y∼x
1{t−ty>0} = λ+ ε
∑
y∼x
1{ηy(t)=1}. (3)
The process η(t) with the infection rate (3) is a Markov process with local interaction and is
closely related to the well-known contact process. The existence of the process η(t) follows
from the general theory of Markov processes with local interaction, or, in other words,
interacting particle systems ([3]). Similarly, existence of the process η(t) in other special
cases of interest can be shown by using methods of this general theory. We do not stop on
the corresponding technical details in this text.
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Theorem 1 below is the main result of the paper.
Theorem 1. Let Assumption A hold, and assume in addition that the underlying graph T
is a homogeneous tree with the vertex degree n+ 1, where n ≥ 1. Then
P (τx > t) = f(t)[s(t)]
n+1 for t ≥ 0, (4)
where the function s(t) satisfies the integral equation
s(t) = φ(t)−
∫ t
0
f(u)sn(u)φ′(t− u)du, (5)
where, in turn, functions φ(t) and f(t) are
φ(t) = 1 for t < 0 and φ(t) = e−
∫ t
0 γ(u)du for t ≥ 0. (6)
and
f(t) = 1 for t < 0 and f(t) = e−
∫ t
0 λ(u)du for t ≥ 0. (7)
and φ′ = d
dt
φ is the derivative of φ.
In the rest of the section we consider implications of Theorem 1 for special cases of
the model, including the special basic case mentioned in the introduction, and show how
random recovery times can be incorporated into the model.
Case 1: No recovery. We start with the basic special case mentioned in the introduction
and where the infection rate is given by equation (3). In other words, assume that λ(t) = λ
and γ(t) = ε1{t≥0}, where λ, ε > 0 are given constants, and, hence,
f(t) = e−λt and φ(t) = e−εt for t ≥ 0. (8)
Corollary 1. Under assumptions of Theorem 1 and Case 1 the integral equation (5) is
equivalent to the differential equation
s′(t) = −εs(t) + εe−λtsn(t), (9)
with the initial condition s(0) = 1. Moreover, equation (9) has the solution
s(t) = e−
2ε
λ (e−λt−1+λt), if n = 1;
s(t) =
(
ε(n− 1) + λ
ε(n− 1)e−λt + λeε(n−1)t
) 1
n−1
, if n ≥ 2.
so that
P(τx > t) = P(ηx(t) = 0) = e
−λte−
2ε
λ (e−λt−1+λt), if n = 1; (10)
P(τx > t) = P(ηx(t) = 0) = e
−λt
(
ε(n− 1) + λ
ε(n− 1)e−λt + λeε(n−1)t
)n+1
n−1
, if n ≥ 2. (11)
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Proof of Corollary 1. It is technically convenient to rewrite equation (5) as follows
s(t) = φ(t)−
∫ ∞
0
f(u)sn(u)φ′(t− u)du, t ≥ 0, (12)
by using the fact that φ′(t) = −γ(t)φ(t) = 0 as γ(t) = 0 for t < 0. Differentiating both
sides of equation (12) gives that
s′(t) = −γ(t)φ(t) +
∫ ∞
0
f(u)sn(u)φ(t− u) (γ′(t− u)− γ2(t− u)) du. (13)
Note that equation (13) holds in general and the derivative of γ is understood in generalised
sense.
In the rest of the proof we use the special form of functions λ and γ, and, hence,
of functions f and φ, corresponding to Case 1 (see above). In particular, we have that
f(t) = e−λt and φ(t) = e−εt for t ≥ 0, so that φ′(t) = −εe−εt for t ≥ 0. In addition, note
that in this case γ′(t) =
(
ε1{t≥0}
)′
= εδ(t), where δ(t) is the delta-function. Substituting
all the above into equation (13) gives the following equation
s′(t) = −εe−εt − ε2
∫ t
0
e−λusn(u)e−ε(t−u)du+ εe−λtsn(t).
Noting that in Case 1 the integral equation (5) is as follows
s(t) = e−εt + ε
∫ t
0
e−λusn(u)e−ε(t−u)du, (14)
we finally obtain that
s′(t) = −εs(t) + εe−λtsn(t),
as claimed.
Remark 3. The equation (9) is the well known Bernoulli equation and has already ap-
peared in studies of the SIR model ([4]).
Remark 4. Under assumptions of Case 1 the model was originally considered in [2], where
both Theorem 1 and Corollary 1 were obtained.
Remark 5. It follows from equation (11) that
P(τx > t) = e
−λt
(
ε(n− 1) + λ
ε(n− 1)e−λt + λeε(n−1)t
)n+1
n−1
∼ e−λt
(
ε(n− 1) + λ
ε(n− 1)e−λt + λeε(n−1)t
)
=
1 + λ
ε(n−1)
1 + λ
ε(n−1)e
(ε(n−1)+λ)t
for sufficiently large n. Moreover, if ε = εn and εnn→ c > 0 as n→∞, then
1− P(τx > t) = P(τx ≤ t)→
λ
c
e(c+λ)t − λ
c
1 + λ
c
e(c+λ)t
=
(
1 +
λ
c
)
1
1 + c
λ
e−(c+λ)t
− λ
c
. (15)
In other words, the cumulative probability P(τx ≤ t) can be expressed in terms of the
logistic curve 1
1+ c
λ
e−(c+λ)t .
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Case 2: Fixed recovery time. Case 2 is obtained from Case 1 by assuming additionally
that an infected site recovers after a fixed recovery time H > 0, so that
γ(t) = ε(1{t≥0} − 1{t≥H}) = ε1{0<t<H}. (16)
It is easy to see that ∫ t
0
(1{u≥0} − 1{u≥H})du = min(t,H). (17)
Thus, in this case we have the following function φ and f
φ(t) = e−εmin(t,H) and f(t) = e−λt for t ≥ 0. (18)
Corollary 2 (Fixed recovery time). Under assumptions of Theorem 1 and Case 2 the
integral equation (5) is equivalent to the differential equation
s′(t) = −εs(t) + εe−λtsn(t) for t ≤ H and
s′(t) = −εs(t) + εe−λtsn(t)− εe−εH − εe−λ(t−H)−εHsn(t−H) for t > H. (19)
Proof of Corollary 2. Using equation (16) in equation (5) we obtain that
s(t) = φ(t) + ε
∫ t
t−H
f(u)sn(u)φ(t− u)du. (20)
Note also that
γ′(t) = ε(δ(t)− δ(t−H)). (21)
Differentiating both sides of equation (20) and using equation (17), (18) and (21) we obtain
first that
s′(t) = −γ(t)φ(t) + εf(t)sn(t)φ(0)− εf(t−H)sn(t−H)φ(H)
− ε2
∫ t
t−H
f(u)sn(u)φ(t− u)du
= −γ(t)φ(t) + εf(t)sn(t)− εf(t−H)sn(t−H)φ(H)− ε(s(t)− φ(t))
and then
s′(t) = −εs(t) + (ε− γ(t))φ(t) + εe−λtsn(t)− εe−λ(t−H)sn(t−H)φ(H).
which is equivalent to equation (19). Indeed, if t < H then γ(t) = ε, s(t−H) = 0, which
gives that
s′(t) = −εs(t) + εe−λtsn(t);
and if t ≥ H then γ(t) = 0, φ(t−H) = φ(H) which gives in this case the second equation
in (19), as claimed.
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Case 3: Random recovery time. Suppose that an infected site y recovers after a random
time Hy, and the recovery times are jointly independent and independent of anything else.
In this case Assumption A is replaced by the following one
(B) Fix functions λ(t) ≥ 0, t ≥ 0, and γ(t) ≥ 0, t ≥ 0. Assume that an infected site
y ∈ T recovers in a random time Hy, where Hy, y ∈ T , are non-negative i.i.d.
random variables.
are jointly independent and independent of anything else identically distributed non-
negative random variables.
Given η(t), infection times τy = ty, y ∼ x, and recovery times Hy = hy, y ∼ x, the
conditional rate of infection of a susceptible site x is
λ(t) +
∑
y∼x
γ(t− ty)1{ty<t<ty+hy}. (22)
Theorem 2 below is an analogue of Theorem 1 for the model with random recovery
time.
Theorem 2. Let Assumption B hold, and assume in addition that the underlying graph T
is a homogeneous tree with the vertex degree n+ 1, where n ≥ 1. Then
P (τx > t) = f(t)[s(t)]
n+1, (23)
where the function s(t) satisfies the integral equation
s(t) = φ(t)−
∫ t
0
f(u)sn(u)φ′(t− u)du, (24)
functions f(t) and φ(t) are as follows
φ(t) = 1 for t < 0 and φ(t) = E
(
e−
∫min(t,H)
0 γ(u)du
)
for t ≥ 0. (25)
and
f(t) = 1 for t < 0 and f(t) = e−
∫ t
0 λ(u)du for t ≥ 0. (26)
and φ′ = d
dt
φ is the derivative of φ.
Corollary 3 (Exponential recovery time). Suppose that the recovery time is exponentially
distributed with parameter µ. Then the integral equation (24) is equivalent to the differential
equation
s′(t) = −(µ+ ε)s(t) + εe−λtsn(t) + µ. (27)
In other words, the integral equation (24) is equivalent to the Bernoulli equation with free
term µ.
Proof of Corollary 3. Start with noting that in the case of the exponential recovery time
we have that
φ(t) = E
(
e−εmin(t,H)
)
= µ
∫ t
0
e−εue−µudu+ µe−εt
∫ ∞
t
e−µudu
=
µ
µ+ ε
+
ε
µ+ ε
e−(µ+ε)t.
(28)
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The corresponding deterministic infection rate is
γ(t) = − d
dt
log(φ(t)) =
ε(µ+ ε)
µe(µ+ε)t + ε
1{t≥0}. (29)
Observe that
γ′(t) = γ(t)δ(t)− µ
ε
γ2(t), (30)
where δ(t) is the delta-function,
γ′(t)− γ2(t) = −(µ+ ε)γ(t) for t > 0, (31)
and γ(0) = ε. Using the above we obtain that
s′(t) = −γ(t)φ(t) +
∫ ∞
0
f(u)sn(u)φ(t− u) (γ′(t− u)− γ2(t− u)) du
= −γ(t)φ(t) + εf(t)sn(t)− (µ+ ε)
∫ ∞
0
f(u)sn(u)φ(t− u)γ(t− u)du
= −γ(t)φ(t) + εf(t)sn(t)− (µ+ ε)(s(t)− φ(t)).
Noting that (µ+ε−γ(t))φ(t) = µ we arrive at the Bernoulli equation of the following form
(with additional term µ)
s′(t) = −(µ+ ε)s(t) + εf(t)sn(t) + µ, (32)
as claimed.
Remark 6. The model allows various generalisations in terms of both infection and inter-
action parameters. However, the assumption that the set of spatial locations is given by a
homogeneous tree is essential.
Remark 7. It should be noted that the assumption that the underlying graph is a homo-
geneous tree is essential for the proof. Further, the conditional probability (41) is in a form
allowing to consider various distributions for both infection and recovery times (e.g. heavy
tail distributions).
3 Numerical example
In this section we illustrate the model behaviour by a numerical example. In this example,
we fix the following parameters λ = 10−4 and ε = 2 · 10−2. Note that the parameter
λ (endogenous factor) is much smaller than the parameter ε determining the interaction
between neighbours (exogenous factor). We consider three cases: 1) no recovery, 2) fixed
recovery time H = 10 and 3) exponential recovery time with parameter µ = 0.1 In all three
cases we assume that each site has eleven neighbours, i.e. n = 10. Initially, all sites are
assumed to be healthy and susceptible. The plot in Figure 2 sketches a graph of the tail
probability P(τ > t) (as a function of time t) of the infection time τ . In other words, the
plot shows the time evolution of the proportion of susceptible sites.
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Figure 2: The plot of the probability P(τ > t) = P(η(t) = 0).
The plot in Figure 2 demonstrates the following three phases in the spread of infection.
1. Endogenous phase corresponds to the flat part of the plot(s) starting at t = 0. At
this stage the infection is driven mainly by the intensity λ. At this stage, a typical
susceptible site does not have infected neighbours and can get infected only due
to endogenous factors governed by the parameter λ. Since λ is very small in the
example, it takes a relatively long time for the infection to occur locally. In other
words, a proportion of infected sites is small and does significantly affect the spread
of infection.
2. Exogenous phase corresponds to the rapidly decaying part of the plot(s). At this
stage a proportion of infected sites becomes sufficiently large, so that the interaction
(determined by the parameter ε) starts playing the main role in the spread of the
infection. In the model without recovery this stage of the process continues until all
sites become infected. In the models with recovery, the process eventually stabilises
and reaches the final phase, described below.
3. Stabilization phase corresponds to that part of the curve(s), where it flattens again.
This is reminiscent of the so-called plateau effect, that can be explained as follows.
Most infected sites recover and become immune. As a result, a typical susceptible site
is surrounded by immune sites, so that interaction stops being a significant factor in
the spread of infection. Even if the infection outbreaks somewhere, it does not spread
too far from that location. This can be interpreted as population immunity (“herd
immunity”), i.e. when a significant proportion of population has become immune.
Remark 8. Let us stress again that if the number of infected sites is sufficiently large,
then the role of endogenous factor in the spread of infection is negligible in comparison
with the effect generated by the exogenous factor (interaction). Therefore, in modelling
one can equate the parameter λ to zero and start the process with some initial distribution
of infected sites.
Remark 9. It should be noted that, not surprisingly, the qualitative behavior of the model
with fixed recovery time is similar to that of the model with exponential recovery time.
However, the equation for the function s looks more elegant in the exponential recovery
case (compare equations (19) and (27)).
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Remark 10. It is easy to see that there is a chance that a susceptible site is not infected by
a neighbour in the case of models with recovery. Indeed, this happens if all its neighbours
become immune before the site gets infected. However, the probability of this to happen
decreases fast as the number of neighbours increases. The plot in Figure 3 shows the
dependence of the proportion of susceptible sites on the number of neighbours. The plot
in Figure 4 illustrates the dependence of the proportion of infected sites on the number of
neighbours.
n=5
n=10
n=20
n=30
0 20 40 60 80 100
0.2
0.4
0.6
0.8
1.0
Figure 3: Dependence of P(τ > t) = P(η(t) = 0) on n.
n=10
n=20
n=30
20 40 60 80 100
0.02
0.04
0.06
0.08
0.10
Figure 4: Dynamics of the proportion of infected sties depending on n.
4 SIR model as the limit case
In this section we show that the standard benchmark SIR model can be obtained from our
model with exponential recovery time in the limit discussed in Remark 5. Namely, fix ε > 0
and let εn =
ε
n
. In addition, assume that f(t) = e−λt for t ≥ 0.
By Corollary 3, we have in this case the following equation for the function s
s′(t) = −
(
µ+
ε
n
)
s(t) +
ε
n
e−λt[s(t)]n + µ. (33)
Denote St = P (τ > t) = e
−λt[s(t)]n+1. Then
S ′t = −λe−λt[s(t)]n+1 + (n+ 1)e−λts′(t)[s(t)]n (34)
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Using equation (33) we obtain that
S ′t = −λSt − ε
n+ 1
n
St + ε
n+ 1
n
(
St
s(t)
)2
+ µ(n+ 1) (1− s(t)) St
s(t)
. (35)
Note that
s(t) =
(
eλtSt
) 1
n+1 = e
1
n+1
log(eλtSt) = e
λt+log(St)
n+1 ≈ 1 + λt+ log (St)
n+ 1
. (36)
This approximation implies that
1− s(t) ≈ λt+ log (St)
n+ 1
and
1
s(t)
≈ 1, (37)
and, hence,
µ(n+ 1) (1− s(t)) St
s(t)
≈ −µSt (λt+ log(St)) . (38)
Using equations (37)-(38) and letting n→∞ we obtain the limit equation
S ′t = −λSt + εSt
(
1− St + µ
ε
(log (St) + λt)
)
. (39)
Next, define
It = 1− St + µ
ε
(log (St) + λt)
Rt = 1− St − It = −µ
ε
(log (St) + λt)
A direct computation gives that
S ′t = −λSt − εStIt
I ′t = λSt + εStIt − µIt
R′t = µIt.
It is left to note that setting λ = 0 gives the equations of the standard SIR model, where
St, It and Rt stand for proportions of susceptible, infected and recovered individuals re-
spectively in a homogeneous population.
Thus, equation (39) implies the equations of the SIR model. The equation is easier
to analyse than the system of SIR’s equations, and it allows to obtain some facts about
the process that are not that straightforward from the SIR model. For example, one
can immediately get the asymptotic probability of susceptible site by equating its time
derivative to zero, i.e. S ′t = 0. This gives that the corresponding limit value S := S∞
should satisfy the equation
1− S + µ
ε
log(S) = 0. (40)
It not quite obvious how to get the above equation from the SIR model. It follows from
equation (40) that the limit value S depends only on the ratio of µ/ε = 1/R0, where R0 is
the “basic reproduction number” (BRN).
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However, the speed of convergence to the limit value depends mostly on ε, see Figure 5.
0 20 40 60 80 100 120
0.2
0.4
0.6
0.8
1.0
Figure 5: The plot of St for three models with the parameters λ = 10−4 and (ε, µ) = (0.6, 0.2)
(on the left), (ε, µ) = (0.3, 0.1) (in the middle), (ε, µ) = (0.15, 0.05) (on the right). In all three
cases the basic reproduction number is R0 = 3.
5 Proofs
Proof of Theorem 1. Fix a site x ∈ T and let x1, ..., xn+1 be its neighbours. Define
Φ(t; t1, ..., tn+1) := f(t)
n+1∏
i=1
φ(t− ti), (41)
The meaning of the function Φ is as follows. Consider a single susceptible site that gets
infected at time t with the rate λ(t) +
∑n+1
i=1 γ(t− ti)1{t≥ti}. Then the function Φ is equal
to the probability that the infection time is greater than t.
Further, fix a neighbour xi of x. Let Tx∼xi ⊂ T be a subgraph of T induced by vertex
x and those vertices of T that connected to x via paths passing through xi. Consider
an auxiliary process η(x)(t) =
(
η
(x)
z (t), z ∈ Tx∼xi
)
with the same dynamics as the original
process and with fixed boundary condition η
(x)
x (t) = 0, i.e. the state of site x is fixed and
equal to 0, and, hence, x does not infect xi. Let νi be the probability distribution of the
infection time τ˜i of site xi in the auxiliary process with the zero boundary condition at x.
Due to symmetry, random variables τi, i = 1, ..., n+ 1 are identically distributed, and let ν
denote their common distribution. Lemma 1 below is the key step of the proof.
Lemma 1. The following equations take place
P (τx > T ) =
∫ ∞
0
...
∫ ∞
0
Φ (T ; t1, ..., tn+1)
n+1∏
i=1
dνi(ti)
= f(T )
n+1∏
i=1
∫ ∞
0
φ(T − ti)dνi(ti) = f(T )[s(T )]n+1,
(42)
and
P(τ˜1 > T ) = f(T )
n+1∏
i=2
∫ ∞
0
φ(T − ti)dνi(ti) = f(T )sn(T ), (43)
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where
s(t) :=
∫ ∞
0
φ(t− u)dν(u) for t ≥ 0. (44)
The main idea underlying Lemma 1 is that neighbours of a susceptible site x evolve
independently until the time the site x gets infected. We skip the technical details of the
proof here, and will add them in an extended version of the paper.
It follows from the lemma that the distribution ν is absolutely continuous with density
dν(t)
dt
= − (f(t)sn(t))′ , (45)
and, hence,
s(t) = −
∫ ∞
0
φ(t− u) (f(u)sn(u))′ du
= −φ(t− u) (f(u)sn(u)) |∞0 +
∫ ∞
0
f(u)sn(u)φ′(t− u)du.
(46)
Observe that, by definitions of functions φ and f , we have that φ(t − u) = 1 for u > t,
and f(u) → 0 as u → ∞. Also, it is easy to see from the definition of the function s that
s(u) ≤ 1 for all u and s(0) = 1. Using all these facts gives that
−φ(t− u) (f(u)sn(u)) |∞0 = φ(t).
Therefore, we obtain that
s(t) = φ(t) +
∫ ∞
0
f(u)sn(u)φ′(t− u)du, (47)
as claimed.
Proof of Theorem 2. The proof of Theorem 2 is similar to that of Theorem 1 with the
following modification. As before, we consider the function
Φ(t; t1, ..., tn+1) = f(t)
n+1∏
i=1
φ(t− ti), (48)
where now
φ(t) = E
(
e−εmin(t,H)
)
. (49)
The expectation in the preceding display is taken with respect to the distribution of the
recovery time H.
Here the meaning of function (48) is the following. Consider a model, where a single
site is infected at time t with the rate
λ(t) +
n+1∑
i=1
γ(t− ti)1{ti≤t≤ti+hi}, (50)
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where ti, hi, i = 1, ..., n+ 1 are fixed non-negative constants. In this model the probability
that the infection time is greater than t (the tail probability) is equal to
f(t)
n+1∏
i=1
e−
∫min(t−ti,hi)
0 γ(u)du. (51)
Regard now values hi, i = 1, ..., n + 1 as realisations of independent identically random
variables Hi, i = 1, ..., n + 1, the common distribution of which is the distribution of
the recovery time H in Theorem 2. The function (48) is obtained by averaging the tail
probability (51) with respect to the joint distribution of random variables Hi, i = 1, ..., n+1.
The rest of the proof of Theorem 2 is verbatim to the proof of Theorem 1.
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