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Abstract
A family of maximal curves is investigated that are all quotients of the Hermitian curve.
These curves provide examples of curves with the same genus, the same automorphism group
and the same Weierstrass semigroup at a generic point, but that are not isomorphic.
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1. Introduction
Throughout, let K := Fq2 be the ﬁnite ﬁeld of order q2 where q is a power of
a prime number p, and K its algebraic closure. A K-maximal curve is a (projective,
geometrically irreducible, non-singular, algebraic) curve deﬁned over K whose number
of K-rational points attains the Hasse–Weil upper bound
q2 + 1 + 2gq,
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where g > 0 denotes the genus of the curve. The Hermitian curve H, that is, the plane
curve with afﬁne equation
Xq+1 + Yq+1 + 1 = 0, (1.1)
is a key example of a K-maximal curve (see [9]).
By a result of Serre, cited by Lachaud [11, Proposition 6] and proved by Aubry and
Perret [3, Proposition 5], a sufﬁcient condition for a curve to be K-maximal is that the
curve be a quotient curve of H with respect to a subgroup of the automorphism group
PGU(3,K) of H. In [5,6,8] genera of many quotient curves of H were computed and
in several cases equations were also given. As noted in [1,2,4] two such curves may
not be K-isomorphic even if they have the same genus, and hence the same number
of K-rational points.
In this paper, a large number of pairwise non-K-isomorphic quotient curves of H
is determined which have not only the same genus, but also the same Weierstrass
semigroup at a generic point and the same K-automorphism group. This shows that it
is hard to deal with the problem of characterising quotient curves of H.
A family of such quotient curves exists for every q and consists of the non-singular
models Xi over K of the plane curves Ci with equation
Xmi+m + Xmi + Yq+1 = 0, (1.2)
where m is a positive divisor of q + 1. The curves Xi are the quotient curves of H
arising from automorphism groups of H of the same order d := (q + 1)/m. This
explains why several invariants of Xi are independent of i.
In this paper only the case m = 2 is considered. So, it is assumed that
(∗) d = 12 (q + 1) is a prime number larger than 3.
Then, as is seen in Section 7, Xi is K-isomorphic to Xj when i ≡ j (mod d); so
it may be assumed that 0 id − 1. The main properties of Xi are stated in the
following theorems. Let D = |(q + 1)P | denote the associated complete linear series
of a K-maximal curve; in particular, P ∈ X (K).
Theorem 1.1. Assume 1 id − 2.
(i) The curves Xi and Xj are K-equivalent if and only if one of the following equation
holds modulo d:
i ≡ j, ij ≡ 1, ij + i + j ≡ 0,
i + j + 1 ≡ 0, ij + i + 1 ≡ 0, ij + j + 1 ≡ 0.
The number of K-isomorphism classes of curves Xi is given by
n(d) =
{ 1
6 (d + 1) + 2 f or d ≡ 2 (mod 3),
1
6 (d − 1) + 3 f or d ≡ 1 (mod 3).
(1.3)
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Each of these classes consists of six curves, apart from two exceptions of sizes 2
and 3. The corresponding indices i are
(a) i1, i2, where i1 and i2 are the solutions of t2 + t + 1 = 0 (mod d), with
d ≡ 1 (mod 3);
(b) 1, 12 (d − 1), d − 2.(ii) The genus of Xi is g = q − 1.
(iii) Apart from cases (a) and (b), the K-automorphism group Aut(Xi ) of Xi has order
2(q + 1) and isomorphic to the direct product of a cyclic group of order q + 1
by a group of order 2.
(iv) D has projective dimension 12 (d + 3). There are at least six K-rational points P
such that, if (j0 = 0, j1 = 1, . . . , j(d+1)/2, j(d+3)/2) is the D-order sequence at
P, then j(d+1)/2 = d, j(d+3)/2 = q + 1.
(v) If q is prime, then the D-order sequence of Xi at a generic point is (0, 1, . . . , 12
(d + 1), q).
Theorem 1.2.
(i′) The curves X0 and Xd−1 are K-isomorphic.
(ii′) X0 is hyperelliptic and it has genus g = 12 (q − 1).
(iii′) The K-automorphism group AutK(X0) has order 2q(q2 − 1) as it contains a
normal subgroup N of order 2 such that the factor group AutK(X0)/N is iso-
morphic to PGL(2,K). Further, AutK(X0) acts on the Weierstrass points of X0
as PGL(2,K) in its natural 3-transitive permutation representation of degree
q + 1.
(iv′) The complete linear series on X0 has projective dimension d+1, and the D-order
sequence at a Weierstrass point is one of
(0, 1, 2, . . . , d, q), (0, 1, 2, 4, 6, . . . , q − 1, q + 1).
(v′) The D-order sequence of X0 is (0, 1, . . . , d, q).
The paper is organised in the following manner. The curve Xi is investigated for
1 id − 2 in Sections 2–6, and for i = 0 in Section 7. The isomorphism problem is
solved in Section 8.
2. Linear series on the Hermitian curve
Let K(x, y), with xq+1 + yq+1 + 1 = 0, be the function ﬁeld of the Hermitian
curve. Fix an element  ∈ K of order d together with a positive integer i such that
1 id − 2, and assume that (∗) holds. Let h ∈ PGL(3,K) be the automorphism of
K(x, y) with equations
h(x) = x, h(y) = −iy. (2.1)
Poles of x are the inﬁnite points of H, say S1, . . . , Sq+1. Put
S = S1 + · · · + Sq+1.
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Then L(dS) has dimension 12 (d + 1)(d + 2); this follows from the fact that dS ∼
d(q + 1)P , P ∈ H(K), and that the Weierstrass semigroup at P is generated by q and
q + 1 (see [9]). A basis of L(dS) consists of all xmyn with m, n0 and m + nd.
An element
∑
m,nx
myn in L(dS) is ﬁxed by h if and only if either m = d, n = 0
or m = 0, n = d, or 0 < m < d and m is the residue of ni (mod d). The last case
occurs when ni = ad+m, where a is the integer part of ni/d. In particular, n uniquely
determines m. The elements in L(dS) ﬁxed by h constitute a subspace L(dS)h, and
this gives the following result.
Lemma 2.1. A basis of L(dS)h consists of 1, xd, yd together with all xni−adyn such
that
(i) 0 < n < d, (ii) a =
[
ni
d
]
, (iii) n(i + 1)(a + 1)d. (2.2)
It does not seem straightforward to ﬁnd explicitly all values n satisfying (2.2). How-
ever, some useful elements in the above basis can be easily found. Note that a = 0
for ni < d , which certainly happens for n = 1. Hence xiy is an element of the basis.
Also, since gcd(i, d) = 1, there is an n satisfying (2.2) for ni − ad = 1. For this n, the
term xyn is in the basis. Likewise, there exists n satisfying (a + 1)d − n(i + 1) = 1,
which shows that xd−(n+1)yn for such n is also in the basis.
Lemma 2.2. The dimension of L(dS)h is 12 (d + 5).
Proof. Consider the set N of integers n with 0 < n < d such that xni−adyn ∈ L(dS).
It is enough to show that n ∈ N if and only if d −n /∈ N . Set a′ = [(d −n)i/d]. Since
d < n, so a′ = i − a − 1. If n ∈ N , then (iii) reads n(i + 1)(a + 1)d = (i − a′)d,
whence d(a′+1)(d−n)(i+1). Here, equality does not occur, since d is an odd prime
and i = d−1. Thus d−n /∈ N . Likewise, if n /∈ N , then n(i+1) > (a+1)d = (i−a′)d,
and hence (d − n)(i + 1) < d(a′ + 1), showing that d − n ∈ N . 
Analogous considerations can be made for L(2dS). For our purposes however, the
relevant space is L(2dS − F), where F = P + R + S with P = div(x)0, R = div(y)0.
For brevity, set
T = 2dS − F = (2d − 1)S − P − R.
Lemma 2.3. A basis of L(T) comprises all elements xmyn with 0 < m, n and m+n <
2d.
Proof. All these elements and their linear combinations are in L(T). It must be shown
that L(T) contains no more elements from L(2dS).
To do this, take an element z ∈ L(2dS) and write
z = c + xu(x) + yv(y) + xyg(x, y),
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where c ∈ K , where u(X), v(X) ∈ K[X], where deg u, deg v2d − 1, and where
g(X, Y ) ∈ K[X, Y ]. If z ∈ L(T) holds, then every point P = (a, 0) of H is a zero of
z. Hence c+au(a) = 0 for every a with aq+1 +1 = 0. Thus, c+xu(x) = c(1+xq+1).
Replacing P = (a, 0) by P = (0, a) in the preceding argument shows that c+yv(y) =
c(1 + yq+1). So,
z = c(1 + xq+1 + yq+1) + xyg(x, y) = xyg(x, y).
Also, if z ∈ L(T), then deg g(X, Y ) < 2d − 2; otherwise, div(z)∞  S. This completes
the proof. 
Lemma 2.4. A basis of L(T)h consists of all xni−adyn such that
(i) 0 < n < 2d, (ii) either a = [ni
d
]
or a = [ni
d
]− 1,
(iii) n(i + 1) < (a + 2)d, (iv) 1ni − ad. (2.3)
Proof. Those elements in L(T) which are ﬁxed by h constitute a subspace L(T)h.
For m < d, the argument preceding Lemma 2.1 shows that, if xmyn ∈ L(T)h, then
m = ni − ad with a = 	ni/d
, and the converse also holds. For dm < 2d, write
ni = (a + 1)d + (m − d) with a + 1 = 	ni/d
. Then xmyn ∈ L(T)h if and only if
m = ni − ad with a = 	ni/d
 − 1. 
Unfortunately, the remark after Lemma 2.1 remains valid for L(T)h. As before, only
some elements in the above basis of L(T)h are listed that play a role in what follows.
Lemma 2.5. The following elements are in L(T)h :
(i) xiy, xd+iy;
(ii) xyn, xyn+d for a suitable positive integer n, n < d;
(iii) x2d−(n+1)yn, xd−(n+1)yn+d for a suitable positive integer n, n < d.
Proof. Since gcd(i, d) = 1, there exist integers n1, a1 such that n1i − a1d = 1 with
|n1| < d, |a1| < i. If n1 > 0 and hence a1 > 0, then a1 = 	n1i/d
. If n1 < 0 and
hence a1 < 0, replace n1 by d + n1 and a1 by a1 + i. Then n1i − a1d = 1 and again
a1 = 	n1i/d
. For n = n1 and a1 = 	n1i/d
 in (ii), (2.3) is fully satisﬁed, and hence
xyn1 ∈ L(T)h for a certain integer n1 with 0 < n1 < d. Also, set a′1 = 	(n1 + d)i/d
,
that is, a′1 = 	n1i/d
 + i. Then n′1 = n1 + d also satisﬁes all conditions in (2.3) with
a′1 = 	n′1i/d
 in (ii). Hence xyn1+d ∈ L(T)h.
Finally, as gcd(i + 1, d) = 1, there also exist integers n2, a2 such that (a2 + 2)d −
n2(i + 1) = 1 with |n2| < d, |a2 + 2| < i. As before, we may assume n2 > 0, a2 > 0,
up to a replacement of n2 and a2 by d + n2 and a2 + i + 1, respectively. Then
n2i = (a2 + 1)d + d − (n2 + 1) and hence a2 = 	n2i/d
− 1. Therefore, for n = n2 and
a2 = 	n1d
−1 in (ii), all conditions in (2.3) are satisﬁed. Thus x2d−(n2+1)yn2 ∈ L(T)h
for a certain integer n2 with 0 < n2 < d . Using a preceding argument, this also implies
xd−(n2+1)yn2+d ∈ L(T)h. 
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Lemma 2.6. dimL(T)h = dimL(T − F)h + 6.
Proof. An element xmyn ∈ T is in L(T−F) if and only if 1 < m, n < 2d − 1. Hence
a basis of L(T − F)h consists of all xni−adyn such that
(i) 1 < n < 2d − 1;
(ii) either a = 	ni/d
 or a = 	ni/d
 − 1;
(iii) n(i + 1) < (a + 2)d − 1;
(iv) 0 < ni − ad.
(2.4)
This basis of L(T − F) is obtained from that in Lemma 2.4 by removing the six
elements given in Lemma 2.5. 
3. Galois coverings of degree d of the Hermitian curve
Set  = xd,  = xiy. It is now shown that the subﬁeld K(x, y)h of K(x, y) consisting
of all elements ﬁxed by h is K(, ) with
2i+2 + 2i + q+1 = 0. (3.1)
First, [K(x, y) : K(, ] = d . Also, K(, ) is contained in K(x, y)h. Since h has
order d, so also [K(x, y) : K(x, y)h] = d . Since
[K(x, y) : K(, ] = [K(x, y) : K(x, y)h][K(x, y)h : K(, )],
so [K(x, y)h : K(, )] = 1. This proves the assertion. Therefore, K(, ) is the
function ﬁeld of the curve Xi deﬁned in the Introduction. It is seen in Section 7 that
Xi is K-isomorphic to Xj if i ≡ j (mod d). Thus it may be assumed that 0 id−1.
The rational map  : (x, y) → (, ) provides a Galois d-cover of Xi by H. For
0 < i < d − 1, and since H has genus 12 (q2 − q) and h has no ﬁxed point on H, the
Hurwitz formula gives q2 − q − 2 = d(2g − 2), where g is the genus of Xi . Hence
g = q − 1. For i = 0, d − 1, g = 12 (q − 1) (see Section 6). Also,  maps L(dS)h into
a subspace of K(, ). It is shown that this subspace is L(dS¯) for a certain divisor S¯
of Xi . To do this, some preliminaries are needed.
The zeros of x are the points P = (0, v) with vq+1 + 1 = 0, and two such points
P = (0, v) and P = (0, v′) of H are in the same h-orbit if and only if vd = v′d .
Hence the zeros P1, . . . , Pq+1 of x split into two h-orbits, say {P+1 , . . . , P+d } and
{P−1 , . . . , P−d }.
Now, ﬁx one of the two roots of the reducible polynomial X2 + 1 = 0 over K, and
denote it by i, in such a way that P+k = P(0, v) with vd = i while P−k = P(0, v)
with vd = −i, for k = 1, . . . d. Then,  has exactly two zeros, namely, P¯+ lying
under {P+1 , . . . , P+d } and P¯− lying under {P−1 , . . . , P−d }. The poles of x are the points
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P = (0, 1, v) at inﬁnity of H. They constitute two h-orbits, say {S+1 , . . . , S+d } and
{S−1 , . . . , S−d }. Again, arrange the ﬁrst index in such way that S+k = P = (0, 1, v) with
vd = i while S−k = P(0, 1, v) with vd = −i, for k = 1, . . . , d. Let S¯+ and S¯− denote
the poles of , the former being under {S+1 , . . . , S+d }, the latter under {S−1 , . . . , S−d }.
Then,
div() = d(P¯+ + P¯−) − d(S¯+ + S¯−). (3.2)
Zeros of y constitute two h-orbits, namely the two sets {R+1 , . . . , R+d } and {R−1 , . . . ,
R−d }. Let R¯+ and R¯− denote the corresponding places of K(, ). As before, the
notation is chosen so that R+k = P = (u, 0) with ud = i while R−k = P = (u, 0) with
ud = −i for k = 1, . . . , d. Since  = xiy, so  has four zeros, namely P¯+ and P¯−
together with R¯+ and R¯−. Poles of  are S¯+ and S¯−. Thus,
div() = i(P¯+ + P¯−) + R¯+ + R¯− − (i + 1)(S¯+ + S¯−). (3.3)
Set S¯ = (S¯+ + S¯−). For an element  ∈ K(, ), choose z ∈ K(x, y) such that
(z) = . To ﬁnd an explicit representation for z, write  = u(, )/v(, ) with
u(X, Y ), v(X, Y ) ∈ K[X, Y ] and substitute xd for  and xiy for . Then z ∈ K(x, y)h,
the subﬁeld of K(, ) ﬁxed by h element-wise. Also,  ∈ L(dS¯) if and only if
z ∈ L(dS)h. From Lemma 2.1, the next result follows.
Lemma 3.1. The dimension of L(dS¯) is equal to 12 (d + 5) and a basis consists of
1, , −id together with the elements n−a satisfying (2.2).
Note that n for ni < d , and in particular  itself, is in the above basis.
Lemma 3.2. D = |dS¯|.
Proof. Poles of  − i are those of . Hence div( − i)∞ = d(S¯+ + S¯−). Let P¯ be a
zero of − i, and choose a place P over P¯ . Then P is the zero of xd − i, and hence
P is a point (a, b) ∈ H such that ad = i. Thus aq+1 + 1 = 0, and b = 0. Hence P lies
over R¯+. This implies that P¯ = R¯+. It turns out that R¯+ is the unique zero of − i.
Thus, div(− i)0 = (q + 1)R¯+. It follows that
div
(
1
− i
)
= dS¯ − (q + 1)R¯+,
which proves the assertion. 
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Set F¯ = P¯+ + P¯− + R¯+ + R¯− + S¯+ + S¯−, and T¯ = 2dS¯− F¯. Note that if  ∈ K(, )
and z ∈ K(x, y) such that (z) = , then  ∈ L(T¯) if and only if z ∈ L(T)h.
Lemma 3.3. The linear series |T¯| is the canonical series of Xi . In particular, |T¯| has
projective dimension g − 1 equal to q − 2 = 2d − 3.
Proof. By (3.1),  is a separable element. Now, compute the divisor of its differential
div(d). By derivation of (3.1),
22i−1((i + 1)2 + i) d+ q d = 0. (3.4)
Thus, any zero P¯ of d is also a zero of either d or . Also, (3.4) together with (3.1)
gives
22i−1((i + 1)2 + i) d− 2i (2 + 1) d = 0.
Hence, P¯ is either a zero of d, or it is a common zero of 2 + 1 and . In the latter
case, P¯ is either R¯1 or R¯2, and P¯ is a zero of d of multiplicity q. In the former case,
P¯ is a common zero of d and d, and hence P¯ coincides with one of the places
P¯1, P¯2, S¯1, S¯2. Since d is prime to characteristic p of K, both P¯1 and P¯2 are zeros of
multiplicity d − 1 of d, while both S¯1 and S¯2 are poles of multiplicity d + 1 of d.
Hence div(d)0 = q(R¯1 + R¯2) + (d − 1)(P¯1 + P¯2). Since g = q − 1, the degree of
div(d) is equal to 2q − 4 = 4d − 6. Therefore,
div(d) = q(R¯1 + R¯2) + (d − 1)(P¯1 + P¯2) − (d + 1)(S¯1 + S¯2).
Hence
div(d) = div() + (q + 1)(R¯1 + R¯2) − F¯.
On the other hand, since Xi is K-maximal,
(q + 1)(R¯1 + R¯2) ≡ (q + 1)(S¯1 + S¯2) = 2dS¯.
Therefore, div(d) ≡ 2dS¯ − F¯ = T¯, whence the assertion follows. 
The above arguments together with Lemma 2.6 also prove the following result.
Lemma 3.4. The dimension of L(T¯ − F¯) is equal to g − 6.
Using the Riemann–Roch theorem, the dimension of |F¯| can be computed.
Lemma 3.5. The linear series |F¯| has projective dimension 0.
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Now, some technical results are required that are used and geometrically interpreted
in the next section.
A direct computation shows that
div(−id − i) + dS¯ = (q + 1)P¯+,
div(−id + i) + dS¯ = (q + 1)P¯−; (3.5)
div(− i) + dS¯ = (q + 1)R¯+,
div(+ i) + dS¯ = (q + 1)R¯−; (3.6)
div(− i−id) + dS¯ = (q + 1)S¯+,
div(+ i−id) + dS¯ = (q + 1)S¯−. (3.7)
Also,
div
(
(− i) + −id
)
+ dS¯ =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
d(R¯+ + R¯−) for  = 0,
d(R¯+ + P¯+) for  = 1,
d(R¯+ + P¯−) for  = −1,
d(R¯+ + S¯+) for  = i,
d(R¯+ + S¯−) for  = −i,
dR¯+ + Q¯ for 4 = 0, 1,
(3.8)
here Q¯ stands for a divisor of degree d, the sum of d pairwise distinct places. For
brevity, just two of the equations in (3.8) are checked here.
To compute the zeros of  = i(−i)+−id , set z = i(xd−i)+yd . Then, z ∈ K(x, y)
and (z) = . If the point P = (u, v) of H is a zero of z, then i(ud − i) + vd = 0
whence vq+1 + uq+1 − 2ud i − 1 = 0. Taking uq+1 + vq+1 + 1 = 0 into account, just
one case occurs, namely, ud = i and v = 0. Since each R+k is a d-fold zero of z,
we get div (z)0  d(R+1 + · · · + R+d ). For an inﬁnite point P∞ ∈ H with homogenous
coordinates (0, 1, v) with vq+1 + 1 = 0, choose x−1 as a local parameter of H at P∞.
Then y = vx − v−qx−q + · · ·. Hence
i(xd − i) + yd = xd(vd + i) + 1 + vd−1−qxd−1−q + · · · .
This shows that P∞ has pole number d for vd = −i; but it is neither a pole nor a zero
for other values of u. The former case occurs if and only vd = i. In other words, P∞
coincides with a point S+k . Therefore, div (z) = d(R+1 + · · · +R+d )− d(S+1 + · · · + S+d )
whence the desired result that div () + dS = dR¯+ + dS¯−.
Now, let 4 = 1, and set  = ( − i) + −id . Again, deﬁne z = (xd − i) + yd
such that (z) = . Choose a zero P = (u, v) ∈ H of z. Then
(ud − i) + vd = 0. (3.9)
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Arguing as before gives
(2 + 1)uq+1 − 22iud − 2 + 1 = 0.
Since 2 = −1, this yields either ud = i, or ud = i(2 − 1)/(2 + 1). In the former
case, the corresponding value of v by (3.9) is 0. This shows indeed that R¯1 is a d-fold
zero of . In the latter case, (ud − i) = 0, and (3.9) shows that to ud there correspond
d distinct non-zero v. The corresponding d2 points P = (u, v) are distinct zeros of z.
The places under such points provide d distinct zeros of , each different from R¯1.
Their sum deﬁnes Q¯. To deal with poles, argue as before. This time,
(xd − i) + yd = (+ ud)xd − i + ud−1−qxd−1−q + · · · .
Since + ud = 0 only occurs for 4 = 1, this shows that P∞ always has pole number
d. Therefore, the points S+k and S
−
k are d-fold poles of z. In terms of K(, ), this
means that div(z)∞  dS¯. Thus, div(z) = R¯+ + Q¯ − dS¯.
Similarly,
div
(
(−id − i) + 
)
+ dS¯ =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
d(P¯+ + P¯−) for  = 0,
d(P¯+ + R¯+) for  = 1,
d(P¯+ + R¯−) for  = −1,
d(P¯+ + S¯+) for  = i,
d(P¯+ + S¯−) for  = −i,
dP¯+ + Q¯ for 4 = 0, 1,
(3.10)
div
(
(− i−id) + 1)
)
+ dS¯ =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
d(S¯+ + S¯−) for  = 0,
d(S¯+ + P¯+) for  = 1,
d(S¯+ + P¯−) for  = −1,
d(S¯+ + R¯+) for  = i,
d(S¯+ + R¯−) for  = −i,
dS¯+ + Q¯ for 4 = 0, 1,
(3.11)
here Q¯ stands for a divisor of degree d, the sum of d pairwise distinct places.
Finally, each of the above three formulas provides another by replacing −i by +i
on the left-hand side, and interchanging + and − on the right-hand side.
4. The geometry of the curve Xi for 1id − 2
A geometric interpretation of the results stated in the preceding section can be
obtained in the usual way by means of the theory of linear series. Our reference is
[15]. Set N = 12 (d+3), and let PN(K) denote the N-dimensional projective space over
the algebraic closure K of K. Consider the morphism f : Xi → PN(K) associated
M. Giulietti et al. / Finite Fields and Their Applications 12 (2006) 539–564 549
to L(dS¯). Take the coordinate system in PN(K) in such a way that the ﬁrst three
coordinate functions be f0 = 1, f1 = , f2 = −id . As in Lemma 3.1, arrange the
elements −an of the basis in increasing order with respect to n, and deﬁne fj to
be these elements for j = 2, . . . , 12 (d + 3). Note that f3 = , but f4 = 2 occurs
only when i(d − 1)/2. Since Xi is K-maximal curve, Lemma 3.2 together with [10]
ensure that f (Xi) is K-isomorphic to Xi . This allows us to identify f (Xi ) with Xi ,
and places of K(, ) with points of Xi .
The linear series |dS¯| cut out on Xi by hyperplanes coincides with D = |qP +
FrX (P )|, the linear series usually associated to an K-maximal curve via zeta-function.
In particular, the last D-order at a point P¯ ∈ Xi is equal to either q +1 or q according
as the P¯ is K-rational or not. For a hyperplane , use the symbol I (,Xi;P) to denote
the intersection multiplicity of  and X at the points P. Note that if D is the divisor
cut out by , then vP (D) = I (,Xi;P).
The feature of Xi is essentially determined by the particular conﬁguration of the six
points of Xi appearing in F¯, namely
P¯+ = (1, 0, i, 0, . . . , 0), P¯− = (1, 0,−i, 0, . . . , 0),
R¯+ = (1, i, 0, . . . , 0), R¯− = (1,−i, 0, . . . , 0),
S¯+ = (0, 1, i, 0, . . . , 0), S¯− = (0, 1,−i, 0, . . . , 0).
(4.1)
The relevant properties are (1) and (2).
(1) The hexagon F consisting of the six points in (4.1) lie in the plane of equation
X3 = · · · = XN = 0. More precisely, F is inscribed in the conic with equation
X20 + X21 + X22 = 0 of that plane.
(2) For any two distinct points A,B ∈ F , there is a unique hyperplane (A,B) such
that
(2a) A and B are the only common point of Xi and (A,B);
(2b) I (Xi , (A,B);A) = I (X , (A,B);B) = d.
(3) For A ∈ F and C ∈ Xi but C ∈ F , there is no hyperplane with both properties
(2a) and (2b).
To prove assertions (2) and (3) requires an explicit description of the space Dd(R¯+) =
{D¯ ∈ D | D¯  dR¯+} whose geometric meaning is the set of all hyperplanes in PN(K)
intersecting Xi at R¯+ with multiplicity at least d. By (3.6), d is the penultimate D-order
at R¯+. Hence such hyperplanes constitute a pencil in PN(K). Since  + i ∈ L(d¯S)
and vR¯+( + i) = q + 1, the osculating hyperplane R¯+ to Xi at R¯1 has equation
iX0 + X1 = 0. Hence, by (3.8), the hyperplanes associated to Dd are R¯+ together
with those of equation (X1 − iX0) + X2 = 0. Five of them, namely the hyperplanes
corresponding to  = 0, 1,−1, i,−i, share each with Xi just one more point still in F ,
while the others meet Xi in d pairwise distinct points, apart from R¯+. Therefore both
(2) and (3) hold for A = R¯+. The proof for the other points in F is carried out in the
same way, but (3.8) is replaced by the corresponding formula stated at the end of the
previous section.
The hexagon F is also useful for a geometric description of the canonical series of
Xi . Consider the linear system 	 of all quadrics in PN(K) containing each of the six
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Table 1
Case d = 5, q = 9
i P¯+, P¯− R¯+, R¯− S¯+, S¯−
1 (1, 2, 5, 10) (1, 2, 5, 10) (1, 3, 5, 10)
2 (1, 2, 5, 10) (1, 3, 5, 10) (1, 2, 5, 10)
3 (1, 3, 5, 10) (1, 2, 5, 10) (1, 2, 5, 10)
Table 2
Case d = 7, q = 13
i P¯+, P¯− R¯+, R¯− S¯+, S¯−
1 (1, 2, 3, 7, 14) (1, 2, 3, 7, 14) (1, 3, 5, 7, 14)
2 (1, 2, 4, 7, 14) (1, 2, 4, 7, 14) (1, 2, 4, 7, 14)
3 (1, 2, 3, 7, 14) (1, 3, 5, 7, 14) (1, 2, 3, 7, 14)
4 (1, 2, 4, 7, 14) (1, 2, 4, 7, 14) (1, 2, 4, 7, 14)
5 (1, 3, 5, 7, 14) (1, 2, 3, 7, 14) (1, 3, 5, 7, 14)
points in F viewed as the set of ﬁxed points of 	. It is easily checked that 	 consists
of all quadrics with equation
∑
0uvN
u,vXuXv = 0, 0,0 = 1,1 = N,N ,
0,1 = 0.N = 1,N = 0.
By Lemma 3.3, the canonical series of Xi is cut out by 	. In other words, any
canonical divisor can be written as Q¯ − F¯, where Q¯ is the intersection divisor of Xi
with a quadric Q through the above six points but not containing Xi , while F¯ denotes
the divisor P¯+ + P¯− + R¯+ + R¯− + S¯+ + S¯− as before. Actually, some quadrics contain
Xi , for instance that of equation X20 + X21 + X2N = 0. However, 	 can be replaced
by its linear subsystem 
 which still cuts out the canonical series but has no quadric
containing Xi . Further, by Lemma 3.4, the speciality index of F¯ is equal to g − 6.
Geometrically speaking,
(4) F imposes 6 independent conditions on the quadrics in 
 containing each point in
F .
By (3.5)–(3.7) the penultimate D-order at each of the above points is equal to d.
Lemma 3.1 provides a procedure for the computation of the full D-order sequence at
these points. For smaller values of d, this can be easily performed; see Tables 1–4.
Lemma 4.1. Let n1 = 1 < n2 < · · · < n(d−1)/2 be the integers satisfying (2.2), and
a1 = 0, . . . , a(d−1)/2) the corresponding values of a.
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Table 3
Case d = 13, q = 25
i P¯+, P¯− R¯+, R¯− S¯+, S¯−
1 (1, 2, 3, 4, 5, 6, 13, 26) (1, 2, 3, 4, 5, 6, 13, 26) (1, 3, 5, 7, 9, 11, 13, 26)
2 (1, 2, 3, 4, 6, 8, 13, 26) (1, 2, 3, 4, 7, 8, 13, 26) (1, 2, 4, 5, 7, 10, 13, 26)
3 (1, 2, 3, 5, 6, 9, 13, 26) (1, 2, 3, 5, 6, 9, 13, 26) (1, 2, 3, 5, 6, 9, 13, 26)
4 (1, 2, 3, 4, 7, 8, 13, 26) (1, 2, 4, 5, 7, 10, 13, 26) (1, 2, 3, 4, 6, 8, 13, 26)
5 (1, 2, 4, 5, 7, 10, 13, 26) (1, 2, 3, 4, 6, 8, 13, 26) (1, 2, 3, 4, 7, 8, 13, 26)
6 (1, 2, 3, 4, 5, 6, 13, 26) (1, 3, 5, 7, 9, 11, 13, 26) (1, 2, 3, 4, 5, 6, 13, 26)
7 (1, 2, 3, 4, 7, 8, 13, 26) (1, 2, 3, 4, 6, 8, 13, 26) (1, 2, 4, 5, 7, 10, 13, 26)
8 (1, 2, 3, 4, 6, 8, 13, 26) (1, 2, 4, 5, 7, 10, 13, 26) (1, 2, 3, 4, 7, 8, 13, 26)
9 (1, 2, 3, 5, 6, 9, 13, 26) (1, 2, 3, 5, 6, 9, 13, 26) (1, 2, 3, 5, 6, 9, 13, 26)
10 (1, 2, 4, 5, 7, 10, 13, 26) (1, 2, 3, 4, 7, 8, 13, 26) (1, 2, 3, 4, 6, 8, 13, 26)
11 (1, 3, 5, 7, 9, 11, 13, 26) (1, 2, 3, 4, 5, 6, 13, 26) (1, 2, 3, 4, 5, 6, 13, 26)
(i) The D-order sequence at R¯+, as well as at R¯−, is
(0, n1 = 1, n2, . . . , n(d−1)/2, d, q + 1).
(ii) If m1 = 1 < m2 < · · · < m(d−1)/2 are the values m = ni − ad arranged in
increasing order, then the D-order sequence at P¯+ and at P¯− is
(0,m1 = 1,m2, . . . , m(d−1)/2, d, q + 1).
(iii) If k1 = 1 < k2 < · · · < k(d−1)/2 are the values d(a + 1) − n(i + 1) in increasing
order, then the D-order sequence at S¯+ and at S¯− is
(0, k1 = 1, k2, . . . , k(d−1)/2, d, q + 1).
5. The automorphism group of Xi for 1id − 2
Let AutK(Xi ) be the group of all automorphisms of K(Xi ) which ﬁx K elementwise.
This group has a faithful action on the places of K(Xi ). For an automorphism  ∈
AutK(Xi ), the basic equation is
vP¯ () = v(P¯ )(()),
where P¯ is any place of Xi , and  any element in K(Xi ). The action of  on places
extends to divisors. In particular, (div()) = div(()). Also, AutK(Xi ) acts on the
points of any non-singular model of Xi Identifying Xi with f (Xi ) as in the previous
section provides a non-singular model Xi embedded in PN(K) in such a way that the
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Table 4
Case d = 19, q = 37
i P¯+, P¯− R¯+, R¯− S¯+, S¯−
1 (1, 2, 3, 4, 5, 6, 7, 8, (1, 2, 3, 4, 5, 6, 7, 8, (1, 3, 5, 7, 9, 11, 13, 15,
9, 19, 38) 9, 19, 38) 17, 19, 38)
2 (1, 2, 3, 4, 5, 6, 8, 10, (1, 2, 3, 4, 5, 6, 10, 11, (1, 2, 4, 5, 7, 8, 10, 13,
12, 19, 38) 12, 19, 38) 16, 19, 38)
3 (1, 2, 3, 4, 5, 6, 8, 9, (1, 2, 3, 4, 7, 8, 9, 13, (1, 2, 3, 5, 6, 7, 10, 11,
12, 19, 38) 14, 19, 38) 15, 19, 31)
4 (1, 2, 3, 4, 5, 6, 8, 9, (1, 2, 3, 5, 6, 7, 10, 11, (1, 2, 3, 4, 7, 8, 9, 13,
12, 19, 38) 15, 19, 38) 14, 19, 31)
5 (1, 2, 3, 5, 6, 7, 10, 11, (1, 2, 3, 4, 5, 6, 8, 9, (1, 2, 3, 4, 7, 8, 9, 13,
15, 19, 38) 11, 19, 38) 14, 19, 31)
6 (1, 2, 3, 4, 5, 6, 10, 11, (1, 2, 4, 5, 7, 8, 10, 13, (1, 2, 3, 4, 5, 6, 8, 10,
12, 19, 38) 16, 19, 38) 12, 19, 31)
7 (1, 2, 3, 4, 6, 7, 9, 11, (1, 2, 3, 4, 6, 7, 9, 11, (1, 2, 3, 4, 6, 7, 9, 11,
14, 19, 38) 14, 19, 38) 14, 19, 38)
8 (1, 2, 4, 5, 7, 8, 10, 13, (1, 2, 3, 4, 5, 6, 8, 10, (1, 2, 3, 4, 5, 6, 10, 11,
16, 19, 38) 12, 19, 38) 12, 19, 38)
9 (1, 2, 3, 4, 5, 6, 7, 8, (1, 3, 5, 7, 9, 11, 13, 15, (1, 2, 3, 4, 5, 6, 7, 8,
9, 19, 38) 17, 19, 38) 9, 19, 38)
10 (1, 2, 3, 4, 5, 6, 10, 11, (1, 2, 3, 4, 5, 6, 8, 10, (1, 2, 4, 5, 7, 8, 10, 13,
12, 19, 38) 12, 19, 38) 16, 19, 38)
11 (1, 2, 3, 4, 6, 7, 9, 11, (1, 2, 3, 4, 6, 7, 9, 11, (1, 2, 3, 4, 6, 7, 9, 11,
14, 19, 38) 14, 19, 38) 14, 19, 38)
12 (1, 2, 3, 4, 5, 6, 8, 10, (1, 2, 4, 5, 7, 8, 10, (1, 2, 3, 4, 5, 6, 10, 11,
12, 19, 38) 13, 19, 38) 12, 19, 38)
13 (1, 2, 3, 4, 7, 8, 9, 13, (1, 2, 3, 4, 5, 6, 8, 9, (1, 2, 3, 5, 6, 7, 10, 11,
14, 19, 38) 12, 19, 38) 15, 19, 38)
14 (1, 2, 3, 4, 7, 8, 9, 13, (1, 3, 5, 6, 7, 10, 11, (1, 2, 3, 4, 5, 6, 8, 9,
14, 19, 38) 15, 19, 38) 12, 19, 38)
15 (1, 2, 3, 5, 6, 7, 10, 11, (1, 2, 3, 4, 7, 8, 9, 13, (1, 2, 3, 4, 5, 6, 8, 9,
15, 19, 38) 14, 19, 38) 12, 19, 38)
16 (1, 2, 4, 5, 7, 8, 10, 13, (1, 2, 3, 4, 5, 6, 10, 11, (1, 2, 3, 4, 5, 6, 8, 10,
16, 19, 38) 12, 19, 38) 12, 19, 38)
17 (1, 3, 5, 7, 9, 11, 13, 15, (1, 2, 3, 4, 5, 6, 7, 8, (1, 2, 3, 4, 5, 6, 7, 8,
17, 19, 38) 9, 19, 38) 9, 19, 38)
linear series cut out on Xi by hyperplanes is complete. Then AutK(Xi ) is linear, in the
sense that it is isomorphic to a linear automorphism group of PN(K) which leaves Xi
invariant and acts on the points of Xi as AutK(Xi ) does.
To determine AutK(Xi ), note ﬁrst that such a group is non-trivial.
Lemma 5.1. (i) Each of the maps below belongs to AutK(Xi ):
 : (, ) → (, ), d = 1; 1 : (, ) → (−, );
2 : (, ) → (−,−), 3 : (, ) → (,−).
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(ii) The group G generated by these automorphisms is an abelian group of order
2(q + 1). More precisely, G = T × M where T is the cyclic subgroup of order d
generated by 〈〉 and M is the 4-group consisting of the involutory automorphisms
1,2,3 and the identity.
Proof. This is by direct computation. 
Lemma 5.2. For some special values of i, AutK(Xi ) is larger than G. Let
1 : (, ) → (−(i+1)d , −ri ), r = (i2 + i + 1)/(d),
2 : (, ) → (−1d , ), 3 : (, ) → (d−1−d , d−2−(d−1)),
4 : (, ) → (−1, −1).
Then
k ∈ AutK(Xi ) for
⎧⎪⎪⎨
⎪⎪⎩
i2 + i + 1 ≡ 0 (mod d), k = 1,
i = 1, k = 2,
i = d − 2, k = 3,
i = 12 (d − 1), k = 4.
(5.1)
Also, 1 has order 3 while the others are involutory.
Proof. The map  : (x, y) → (x−1y, x−1) is an K-automorphism of K(x, y) such that
() = (xd) = (x−1y)d = −(i+1)d ,
() = (xiy) = (x−(i2+i+1)i ).
If i2+i+1 = rd for an integer r, then () = −ri . Hence  leaves K(, ) invariant
and induces 1 on it. Also, 31(, ) = (, ). Similar computations can be used to
show the assertion for k = 2, 3, 4 by starting off with the following automorphisms of
K(x, y):
(x, y) →
⎧⎨
⎩
(y, x), k = 2,
(xy−1, y−1), k = 3,
(x−1, x−1y), k = 4. 
(5.2)
The aim now is to prove that AutK(Xi ) is the group generated by the automorphisms
deﬁned in Lemmas 5.1 and 5.2.
Lemma 5.3. The above automorphisms leave the hexagon F invariant:
 : P¯+P¯−R¯+R¯−S¯+S¯− → P¯+P¯−R¯+R¯−S¯+S¯−,
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1 : P¯+P¯−R¯+R¯−S¯+S¯− → P¯+P¯−R¯−R¯+S¯−S¯+,
2 : P¯+P¯−R¯+R¯−S¯+S¯− → P¯−P¯+R¯−R¯+S¯+S¯−,
3 : P¯+P¯−R¯+R¯−S¯+S¯− → P¯−P¯+R¯+R¯−S¯−S¯+,
1 : P¯+P¯−R¯+R¯−S¯+S¯− → R¯−R¯+S¯+S¯−P¯−P¯+,
2 : P¯+P¯−R¯+R¯−S¯+S¯− → R¯+R¯−P¯+P¯−S¯−S¯+,
3 : P¯+P¯−R¯+R¯−S¯+S¯− → P¯−P¯+S¯−S¯+R¯−R¯+,
4 : P¯+P¯−R¯+R¯−S¯+S¯− → S¯+S¯−R¯−R¯+P¯+P¯−.
Proof. From (3.3) and (div()) = div(()) = div() = div(), the divisor dS¯ is left
invariant by . Since (± i) = ± i, (3.6) yields (R¯+) = R¯+, (R¯−) = R¯−. Further,
(−id) = d−id = −id . Thus (−id ± i) = −(−id ± i). By (3.7), (P¯+) =
P¯+, (P¯−) = P¯−. Also, (±i−id) = ±i−id , whence (S¯+) = S¯−, (S¯−) = S¯+.
This shows the ﬁrst relation. Now, the fourth is established.
First,
1(
−id) = (−(i+1)d)−i (−ri d = i2+i−id−i2−i−1id = −1.
Hence,
div
(
1
(
−id − i
− i−id
))
= div
(
1 − i
−id − i
)
= div
(
+ i
−id − i
)
.
By (3.5)–(3.7), the divisor on the left-hand side is equal to (q + 1)(1(P¯+)−1(S¯+))
while that on the right-hand side is equal to (q+1)(R¯−−P¯+). Therefore, 1(P¯+) = R¯−
and 1(S¯+) = P¯+. Replacing i by −i in the above argument also gives 1(P¯−) = R¯+
and 1(S¯−) = P¯−. A similar computation for
div
(
1
(
± i
± i−id
))
shows that 1(R¯+) = S¯+, 1(R¯−) = S¯− which completes the proof of the fourth
relation. The others can be shown by similar computations. 
Lemma 5.4. AutK(Xi ) leaves the hexagon F invariant. The subgroup of AutK(Xi )
ﬁxing every point in F is T.
Proof. Let  ∈ AutK(Xi ). Assume at ﬁrst that (A¯) ∈ F for some point A¯ ∈ F .
Choose another point B¯ ∈ F and consider the hyperplane (A¯, B¯) deﬁned in property
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(2) of F . By (2) and (3), the image of (A¯, B¯) must be a hyperplane that coincides
with (A¯, C¯) for another C¯ ∈ F . This yields (B¯) = C¯, and the assertion is proved.
Now, assume that (F) is disjoint from F . Since (F) consists of six points lying
on the conic, the six points of (F) impose at most ﬁve conditions on the divisors of
D containing each of them. Since  ∈ AutK(Xi ), the same must hold for F . But this
contradicts property (4) of F .
Now, let G be the subgroup of AutK(Xi ) ﬁxing every point in F . Since g = q − 1,
the Hurwitz formula applied to G gives
2(q − 1) − 2(2g(G) − 2)|G| + (|G| − 1)6,
where g(S) denotes the genus of the subﬁeld of K(, ) ﬁxed elementwise by of
G. By g(G)0, this implies |G|d . On the other hand, The ﬁrst relation in the
preceding lemma shows that  ﬁxes every point in F . Since  has order d, this yields
G = T . 
Lemma 5.5. The automorphisms deﬁned in Lemma 5.3 are uniquely determined modulo
T by their actions on F .
Proof. As before, one case is singled out to show how to carry out the necessary
computation. It is proved that  = 12k for an integer k with 0k < d provided that
 ∈ AutK(Xi ) acts on F as 1 does; that is,
 : P¯+P¯−R¯+R¯−S¯+S¯− → R¯−R¯+S¯+S¯−P¯−P¯+.
From (3.2),
div(()) = (div()) = d(R¯+ + R¯−) − d(P¯+ + P¯−).
By (3.8) and (3.10), the latter divisor is
div(−id) + dS¯ − (div() + dS¯) = div(−(i+1)d).
Hence, () = c1−(i+1)d for a non-zero constant c1. Similarly, from (3.3),
div(()) = i(R¯+ + R¯−) + S¯+ + S¯− − (i + 1)(P¯+ + P¯−).
Taking (3.8) and (3.10) into account, this gives
d div(()) = i(div(−id) + dS¯) + dS¯ − (i + 1)(div() + dS¯)
= i div(−id) − (i + 1)div()
= −(i2 + i + 1)div() + d div(i ).
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Hence, for a non-zero constant c2,
(
i
()
)d
= c2i2+i+1.
In terms of K(H), this reads
(
xi
2
yi
U(xd, xiy)
)d
= c2
(
xi
2+i+1)d ,
the polynomial U(X, Y ) ∈ K[X, Y ] being deﬁned by () = U(, ).
Setting r = (i2 + i + 1)/(d) as in Lemma 5.2, i2 + i + 1 = rd + s with 0s < d.
Thus, for a non-zero constant c3,
xi
2
yi
U(xd, xiy)xd
r = c3xs.
The left-hand side is invariant under h. Hence h(xs) = xs . On the other hand, h(x) =
x. Therefore, s = 1 giving s = 0. This shows that i/() = c2r , whence () =
c2
−ri . It remains to check that c1 = c2 = 1. Since  differs from 1 by constant
terms in  and , it is useful to look at the product −11 which ﬁxes every point in F .
It turns out that the automorphism  = −11 acts by the rules () = c1, () = c2.
Applying  to (3.1) gives c2i1 2i (c212 + 1) + cq+12 q+1 = 0. Now multiply (3.1) by
c
q+1
2 and subtract this from the above equation. The result
2i ((c2i+21 − cq+12 )2 + c2i1 − cq+12 ) = 0
implies c2i+21 = cq+12 = c2i1 , whence c1 = ±1, cd2 = ±1. Actually c1 = −1, because
(R¯+) = R¯−. Likewise, cd2 = −1, since (P¯+) = P¯−. Therefore,  ∈ T , and hence
 = 1k; that is,  = 1 modulo T. 
Lemma 5.6. For p = 5, the subgroup of AutK(Xi ) ﬁxing a point in F is a cyclic
group of order q + 1.
Proof. For a point A¯ ∈ F , let G be the subgroup of AutK(Xi ) ﬁxing A¯. By the
second assertion in Lemma 5.4, T is a subgroup of G. Further, by Lemmas 5.1 and
5.3, G has an involutory automorphism that commutes with . Hence G contains a
cyclic subgroup L of order q + 1.
By Lemma 5.4, any element  ∈ G induces a permutation on F . Therefore 
preserves the conic C deﬁned in (1). Hence, if  ﬁxes more than two points in F , then
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it ﬁxes C pointwise, and  ∈ T . Thus, for  ∈ G\T , either A¯ is the unique ﬁxed point
of  and 5 ∈ T , or  has one more ﬁxed point on F and 4 ∈ T . The order of  is
either 5 or 5d in the former case, and either 2, 4, 2d, or 4d in the latter case.
Let p = 5. Then no element in G has order divisible by the characteristic p of
K. Hence G is cyclic and its order is either 2d or 4d. To end the proof, the latter
possibility must be ruled out. Choose a generator  of G, assume on the contrary
that  has order 4d . Let A¯ = S¯+. Then 2 = 2. Hence  also ﬁxes S¯−, and acts
on the remaining points of F as either P¯+P¯−R¯+R¯− → R¯+R¯−P¯−P¯+, or its cube.
P¯+P¯−R¯+R¯− → R¯+R¯−P¯−P¯+. Without loss of generality, it may be assumed that the
former case occurs. Let  be the linear collineation of order 4 induced by  on the
plane containing F . Then  preserves the conic C with equation X20 + X21 + X22 = 0,
and ﬁxes both the points (0, 1, i) and (0, 1,−i). Further,
 =
⎧⎪⎪⎨
⎪⎪⎩
(1, 0, i) → (1, i, 0),
(1, 0,−i) → (1,−i, 0),
(1, i, 0) → (1, 0,−i),
(1,−i, 0) → (1, 0, i).
(5.3)
However, a direct computation shows that such a linear collineation  does not exist.
Hence A¯ cannot be S¯+. The same argument also works for any other choice of A¯
in F . 
Theorem 5.7. The group AutK(Xi ) of Xi is the semidirect product TH of a cyclic
group of order d by a non-cyclic group H such that
H
⎧⎨
⎩
A4, for i2 + i + 1 ≡ 0 (mod d),
D4, for i = 1, 12 (d − 1), d − 2,
C2 × C2 otherwise,
(5.4)
where A4 is the alternating group of degree 4, D4 is the dihedral group of order 8,
and C2 × C2 is the non-cyclic group of order 4.
Proof. As in Lemma 5.4, consider the permutation group  induced by AutK(Xi )
on F . By Lemma 5.1,  contains the subgroup 
C2 × C2 consisting of the three
involutory permutations induced by 1,2,3 together with the identity. Assume p =
5. By the preceding lemma,  has order at most 12. This leaves three possibilities,
namely || = 4, 8, 12.
First, assume || = 8. Then 
 is a normal subgroup of , and hence k−1 ∈ 

for any  ∈  and k = 1, 2, 3. Therefore,  induces a permutation on the set of the
three divisors P¯+ + P¯−, R¯+ + R¯−, S¯+ + S¯−. Also, if  ∈ 
, then  ﬁxes no point in
F , and hence it coincides with the permutation induced by one of the automorphisms
k with 2k4. By Lemma 5.5, this yields that k together with T × M generate
AutK(Xi ). Now, the assertion follows from Lemmas 5.2 and 5.3.
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Now, let || = 12. Since no non-trivial permutation in  can ﬁx more than two points
F , this only occurs when A4 and  is generated by 
 and 1. This completes the
proof for p = 5.
In the exceptional case p = 5, the hexagon F consists of all F5-rational points of the
conic C. Hence  is a subgroup of the projective linear group PGL(2, 5) acting on C
in its natural 3-transitive permutation representation. By the classiﬁcation of subgroups
of PGL(2, 5), either one of the cases in (5.4) occurs or PSL(2, 5)PSL(2, 5). To
rule out the latter possibility, it sufﬁces to show that no automorphism in AutK(Xi )
acts on F as the map
P+P−R+R−S+S− → P+R−R+P−S−S+.
Assume  ∈ AutK(Xi ) to be such an automorphism. Then (R+) = R+, (S+) = S−.
From (3.2) and (3.6),
div
(
(− i)

)
= 0,
whence () = c1() + (1 − c1)i for a non-zero constant in K. Also, (P¯−) = R¯−.
From (3.5) and (3.6),
div
(
(+ i)
−id + i
)
= 0,
which gives () = c2−id + (c2 − 1)i for a non-zero constant c2 ∈ K . Therefore,
c1+ (1 − c1)i = c2−id + (c2 − 1)i, whence
d = c3i+1 + (2c−12 − c3 + 1)ii
with c3 = c1c−12 . From this,
2d = c232i+2 + (2c−12 − c3 + 1)i2i + 2c3(2c−12 − c3 + 1)i2i+1.
Comparison with (3.1) gives
c23 = −1, 2c−12 − c3 + 1 = −1, c3(2c−12 − c3 + 1) = 0.
But no c2, c3 satisfy all these conditions, and this contradiction proves the asser-
tion. 
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6. The curve X0
The approach used in Section 3 is suitable for i = 0, as well. However, some of
the corresponding results are different, due to the fact that the automorphism h of H,
which is now of equation
h(x) = x, h(y) = y, (6.1)
has q + 1 ﬁxed points on H, namely the zeros of x. For instance, for the genus g of
X0, the Hurwitz formula gives this time
q2 − q − 2 = d(2g − 2) + (q + 1)(d − 1),
whence g = 12 (q−1). Further, the rational map  : (x, y) → (, ) with  = xd,  = y
is completely ramiﬁed at the zeros of x, and unramiﬁed at the other places. Therefore,
P¯+ and P¯− deﬁned in Section 3 are to be replaced by P¯+k = (P+k ) and P¯−k = (P−k )
for k = 1, . . . , q + 1. With this change, (3.2) and (3.3) become
div() = P¯+1 + P¯−1 + · · · + P¯+d + P¯−d − d(S¯+ + S¯−), (6.2)
div() = R¯+ + R¯− − (S¯+ + S¯−). (6.3)
The curve X0 has a plane model C0 of equation
X2 = −(1 + Yq+1) (6.4)
which is just the canonical equation of a hyperelliptic curve since the polynomial
Yq+1 + 1 = 0 has pairwise distinct roots. This allows us to use known results on
hyperelliptic curves and function ﬁelds; the references are [14, Chapter VI; 13]. The
most important states that X0 has 2g + 2 = q + 1 Weierstrass points and that these
are precisely the points corresponding to the places P¯+k and P¯
−
k for k = 1, 2, . . . , d.
By Schmid [13, Satz 11], the gaps at every non-Weierstrass point are the integers
1, 2, . . . , g, as in the classical case. Since q + 1 = 2g + 2, the following result is
obtained.
Lemma 6.1. Let Q¯ be any place of K(X0) distinct from P¯+k and P¯−k for 1kd. Then
the D-order sequence at Q¯ is either (0, 1, . . . , d, q + 1), or (0, 1, . . . , d, q) according
as Q¯ is K-rational or not.
Let P¯ (a, b) denote the place of K(X0) arising from the point P(a, b) ∈ C0. Note
that P¯ (0, b) with bq+1 = −1 coincides with either P¯+k or P¯−k according as bd = i or
bd = −i. Let b+k and b−k denote the elements corresponding to P¯+k and P¯−k , respectively.
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Then
div
(

− b+k
)
= R¯+ + R¯− − 2P¯+k ,
which shows that 2 is a non-gap at P¯+k . Hence, the Weierstrass semigroup H(P¯
+
k )
consists of all even integers. Likewise, for P¯−k . Now, from the general theory on
maximal curves, see [7], there is the following result.
Lemma 6.2. For every k = 1, . . . , d, the D-order sequence at both P¯+k and P¯−k is
(0, 1, 2, 4, . . . , q − 1, q + 1).
Another fundamental result on hyperelliptic curves is the following sufﬁcient condi-
tion for two plane curves X2 = f (Y ) and X2 = g(Y ) with f (Y ), g(Y ) ∈ K[Y ] and
deg f = n, deg g = n − 1, with n even, to have K-isomorphic non-singular models:
(i) both f (Y ) and g(Y ) have only simple roots;
(ii) if f1, . . . , fn denotes the roots of f (Y ), then there exists a K-automorphism  of
P1(K) such that {(f1), . . . , (fn)} is the set of all roots of g(Y ) together with
∞.
Choose c, d ∈ K such that
cq+1 = −1,
(
d
c
)q
+ d
c
+ 1 = 0,
and set  = (dy + b)(cy + 1)−1. Applying the above result shows that X0 is K-
isomorphic to the non-singular model X ′ of the plane curve of equation X2 = Yq +Y ,
which was studied by Roquette [12] and others. The group AutKX0 is isomorphic to
the K-automorphism group of X ′. The latter group is described in [14, Satz 7(b)],
whence (iii′) of Theorem 1.2 follows.
7. K-isomorphism classes of i
As mentioned in the Introduction, Xi and Xj with j ≡ i (mod d) are K-isomorphic.
In fact, if j = md + i, then the K-rational map (, ) → (, −m) is a K-isomorphism
from Xi onto Xj . Furthermore, X0 is K-isomorphic to Xd−1 as the rational map
(0, 0) → (−1d−1, −1d−1d−1) is a ﬁeld isomorphism from K(0, 0) onto K(d−1,
d−1).
This allows us to limit ourselves to values of i in the interval [0, d − 2].
The curve X0 itself constitutes a K-isomorphism class because its genus is distinct
from that of Xi for every i < d − 1.
From now on assume 1 i, j < d − 1.
Lemma 7.1. The classiﬁcation of curves Xi for 1 id − 2 is given in Table 5.
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Table 5
K-isomorphism classes
() () Conditions mod d Deﬁnition of r
I j j No —
II −1
j
j
−r
j
i + j + 1 ≡ 0 r = (i + j + 1)/d
III j+1
j
−d
j
rj
−(i+1)
j
ij + i + j ≡ 0 r = (ij + i + j)/d
IV j
j
−d
j
rj
−(i+1)
j
ij + i + 1 ≡ 0 r = (ij + i + 1)/d
V −(j+1)
j
d
j
−r
j
i
j
ij + j + 1 ≡ 0 r = (ij + j + 1)/d
VI −j
j
d
j
−r
j
i
j
ij ≡ 1 r = (ij − 1)/d
Proof. Take any two curves Xi and Xj from the same K-isomorphism class. To
distinguish formally between K(Xi ) and K(Xj ), the latter one will be represented as
K(Xj ) = K(j , j ) with
2j+2j + x2jj + q+1j = 0. (7.1)
Also, to avoid confusion when using previous formulas for Xj , the index j will be
added. For instance, (3.2) for Xj reads
div(j ) = d(P¯+j + P¯+j ) − d(S¯+j + S¯−j ).
Let  denote a K-rational map K(Xi ) → K(Xj ) which deﬁnes a ﬁeld iso-
morphism. Then  also deﬁnes an isomorphism from AutK(Xi ) onto AutK(Xj )
such that AutK(Xj ) consists of all () = −1 with  ranging over AutK(Xi ).
Also,  extends to a one-to-one correspondence between places of Xi and those
of Xj .
By Theorem 5.7, (T ) is the only subgroup of order d in AutK(Xj ). By Lemma
5.4,
(F) = (P¯+) + (P¯−) + (R¯+) + (R¯−) + (S¯+) + (S¯−)
is characterised as the set of ﬁxed places of (T ). Hence (F) = Fj . Further, (F)
is preserved by (1),(2) and (3) and they act on (F) as the corresponding
automorphisms of AutK(Xi ) on F ; see Lemma 5.3. By (5.3), this reﬁnes the previous
result (F) = Fj showing that
{(P¯+) + (P¯−),(R¯+) + (R¯−),(S¯+) + (S¯−)}
= {P¯+j + P¯−j , R¯+j + R¯−j , S¯+j + S¯−j }. (7.2)
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By (3.2) and (3.3),
div(()) = d((P¯+) + (P¯−)) − d((S¯+) + (S¯−)),
div(()) = i((P¯+) + (P¯−)) + (R¯+) + (R¯−) − (i + 1)((S¯+) + (S¯−)).
In the above two equations, (7.2) provides six possibilities to write the divisors on the
right-hand side in terms of P¯+, P¯−, R¯+, R¯−, S¯+, S¯−. Since these alternatives can be
investigated using the same kind of computations, details are provided for only one,
namely for the following possibility which leads to case III:
(P¯+) + (P¯−) = P¯+j + P¯−j ,
(R¯+) + (R¯−) = S¯+j + S¯−j ,
(S¯+) + (S¯−) = R¯+j + R¯−j .
Case  = 0 in (3.10) applied to Xi gives
div(()) = d((P¯+j ) + (P¯−j )) − d((S¯+j ) + (S¯−j )).
The divisor on the right-hand side is equal to d(P¯+j + P¯−j )− d(R¯+j + R¯−j ), which can
also be written as
d(P¯+j + P¯−j ) − d(S¯+j + S¯−j ) − (d(R¯+j + R¯−j ) − d(S¯+j + S¯−j )).
From the case  = 0 in (3.8) and (3.10), this is equal to
div(j ) − div(−jj dj ) = div(j+1j −dj ).
Therefore, div(()) = div(j+1j −dj ), whence
() = cj+1j −dj , c ∈ K, c = 0.
A similar computation is carried out to write div() in terms of j and j . From (3.3),
div(()) = i(P¯+j + P¯−j ) + (S¯+j + S¯−j ) − (i + 1)(R¯+j + R¯−j ).
This together with (3.3) applied to Xj yields
div(()i+1j ) = (ij + i + j)(P¯+j + P¯−j ) − (ij + i + j)(S¯+j + S¯−j ). (7.3)
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On the other hand, div(j ) = d(P¯+j + P¯−j )−d(S¯+j + S¯−j ). If d did not divide ij + i+j ,
then this together with (7.3) would yield div(j ) = P¯+j + P¯−j − (S¯+j + S¯−j ), for some
j ∈ K(Xj ). But this implies that Xj is a hyperelliptic curve, which is not possible by
the following argument.
Since g−1 > 12 (d +3) = dim |D|, every K-rational point of Xj is also a Weierstrass
point with respect to the canonical series. The number q2 + 1 + 2gq of these points
is larger than 2g + 2. On the other hand, 2g + 2 would be the number of Weierstrass
points of Xj if Xj were hyperelliptic curve of genus g, a contradiction. Therefore,
ij + i + j ≡ 0 (mod d)
holds. Set r = (ij + i + j)/d . Then
div
(
()
j
)
= div
(
rj
i+2j
)
,
whence
() = erj−(i+1)j , e ∈ K, e = 0.
Thus, (2d) = e2d2(ij+i+j)j −2(i+1)dj . By (3.1), ()2i+2 +()2i +(2d) = 0. From
the above computation,
(cj+1j 
−d)2i+2 + (cj+1j −d)2i + e2d2(ij+i+j)j −2(i+1)dj = 0,
which implies c22(j+1)j + e2dc−2i2jj + 2d = 0. Comparison with (7.1) shows e2d =
c2 = 1. In particular, (, ) → (c, e) is an automorphism  of Xi by Lemma 5.1.
This allows us to replace (, ) by ((), ()) and ﬁnally obtain III. 
Lemma 7.2. The pairwise non-isomorphic algebraic curves Xi constitute a full rep-
resentative system of quotient curves of H arising from subgroups of PGU(3,K) of
order d.
Proof. As pointed out in Section 3, Xi is the quotient curve arising from the automor-
phism h of Eq. (2.1), where  is a given element of order d of the multiplicative group
of K. Let Hi be the automorphism group of H generated by h. Given any subgroup
H of PGU(3,K) of order d, it is shown how to ﬁnd i such that H is conjugate to Hi
under PGU(3,K).
For two non-zero elements ,  ∈ K , the rational map m, deﬁned by m,(x) =
x, m,(y) = y is an automorphism of K(H), and M = {m, | ,  ∈ K, d =
d = 1} is a subgroup of order d2 of PGU(3,K).
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Since the order of PGU(3,K) is divisible by d2 but not d3, so M is a Sylow d-
subgroup of PGU(3,K). On the other hand, H is a subgroup of a Sylow d-subgroup
of PGU(3,K). Since Sylow d-subgroups are conjugate under PGU(3,K), so H is in
M up to conjugacy in PGU(3,K).
Elements of M can be viewed as vectors of the two-dimensional vector space V (2, d)
over the prime ﬁeld Fd such that a product in M is a vector sum in V (2, d). This shows
that M has exactly d+1 subgroups of order d. On the other hand, our subgroups Hi with
i = 0, 1, . . . , d − 1 provide d of those subgroups, the missing one being the subgroup
M ′ generated by m1,. Actually, M ′ and H0 are conjugate under the automorphism
(x, y) → (y, x) of H. Therefore, every subgroup of M of order d is conjugate in
PGU(3,K) to one of the subgroups Hi . This completes the proof. 
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