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Abstract 
Dry powder inhalers (DPI) are a common asthma treatment. Despite the number of com- 
mercial devices available, little is known about their internal operation: the process of 
fluidising a powder dose into an inhalation airflow. This PhD aims to investigate this 
process and demonstrate that it can be modelled computationally. 
Experimental work is described to recqrd high speed video of the dose fluidisation 
from simplified DPIs. Typical DPI powders such as lactose are tested along with cohe- 
sionless glass spheres and aluminium. flakes. Two distinct dose fluidisation mechanisms 
are identified, labelled 'fracture' and 'erosion'. Lactose exhibits a fracture mechanism 
- large agglomerates are produced as the powder bed cracks along lines of weakness. 
Glass or aluminium particles exhibit an erosion mechanism: powder is entrained into 
the flow as individual particles from the bed surface. The recorded video is quantita- 
tively analysed to determine fluidisation timescales and pressures. Shear cell test results 
show that predicting the mechanism of fluidisation is not possible using averaged bulk 
powder properties. This suggests any DPI model must include the fundamental particle 
interactions. 
The discrete element method (DEM) is introduced as a computational technique ca- 
pable of predicting DPI behaviour from individual particle properties. The numerical 
accuracy of the method is assessed, showing that time integration is limited to a maxi- 
mum of 2nd order accuracy due to discontinuities in particle contact forces. A sensitivity 
analysis shows inter-particle cohesion is the dominant factor affecting DEM predictions. 
DEM is used to create a simple model of the dose fluidisation that occurs within a 
DPI. The results are compared with real powder behaviour. DEM is shown to capture 
the realistic fluidisation of both lactose and glass powder doses. It is concluded that DEM 
is a promising technique to predict DPI behaviour, although further work is required to 
quantify inter-particle cohesive parameters. 
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Abbreviations 
2D two dimensional 
3D three dimensional 
AABB axis-aligned bounding box 
AB2 second order Adams-Bashforth 
AB4 fourth order Adams-Bashforth 
ABM Adams-Bashforth-Moulton 
AFM atomic force microscopy 
BD1 first order back-differenced 
BD2 second order back-differenced 
CFC chlorofluorocarbons 
CFD computational fluid dynamics 
COM centre of mass 
COPD chronic obstructive pulmonary disease 
CPU central processor unit 
Cv control volume 
DEM discrete element method 
DMT Derjaguin-Muller-Toporov 
DNS direct numerical simulation 
DPI dry powder inhaler 
DSMC direct simulation Monte Carlo 
EDM event driven method 
EPSRC Engineering and Physical Sciences Research Council 
FE forward Euler 
FEM finite element method 
FPF fine particle fraction (the mass fraction of individual or agglomerated particles 
less than approximately 5 ym diameter) 
9 
FPS frames per second 
GSK Glaxosmithkline 
JKR Johnson-Kendall-Roberts 
MD molecular dynamics 
MPI Message Passing Interface 
OBB oriented bounding box 
ODE ordinary differential equation 
ORF obscured reservoir fraction 
PDF probability density function 
pMD1 pressurised metered dose inhaler 
PMMA Polymethylmethacrylate 
RANS Reynolds averaged Navier-Stokes 
RH relative humidity 
RK2 second order Runge-Kutta. 
RK4 fourth order Runge-Kutta 
SE symplectic Euler 
TDM time driven method 
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a contact area, page 56 M2 
CD drag coefficient, page 60 
Cpq contact point between particles p and q, page 45 m 
a mean particle diameter, page 26 Pm 
Jmax maximum base surface overlap, page 137 Pm 
dh hydraulic diameter, page 143 m 
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effect surface normal overlap between particles p and q, page 46 Pm 
dp body diameter of particle p, page 44 Pm 
jp effect diameter of particle p, page 44 ym 
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E characteristic particle energy, page 52 
E porosity, page 26 
E restitution coefficient, page 51 
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E Young's modulus, page 51 GPa 
E r, global numerical error (over all timesteps), page 65 
EL local numerical error (at a single timestep), page 65 
Ex amp amplitude error in particle position, page 70 % 
F force, page 50 N 
f turbulent drag friction factor, page 143 
ff, bulk powder flowability, page 26 
F,, normal force component, page 50 N 
Ft tangential force component, page 50 N 
9 constant gravitational acceleration, page 61 MS-2 
r interface energy, page 94 jM-2 
7 surface energy, page 56 
jM-2 
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I, elastic adhesive index, page 94 
KDAMAGE damage ratio, page 87 % 
KVOL maximum agglomerate volume ratio, page 87 % 
k, linear cohesion stiffness, page 56 Nm-1 
ke linear elastic stiffness, page 50 Nm-1 
kf static friction stiffness, page 54 Nm-1 
G shear modulus, page 54 GPa 
kL pipe geometry pressure loss coefficient, page 143 
L channel length, page 143 m 
LA agglomerate length-scale, page 85 M 
q damping coefficient, page 50 Nsm-1 
It friction coefficient, page 54 
MP mass of particle p, page 44 kg 
Mpq reduced mass of particles p and q, page 45 kg 
NFM number of timesteps of free motion before a collision occurs, page 70 
N total number of particles, page 84 
hpq unit normal vector between particles p and q, page 45 
OCM centre of mass, page 43 
OXYZ global cartesian co-ordinate system origin, page 43 
O'Y' local cartesian co-ordinate system origin, page 43 
I angular inertia, page 130 kgm2 
0 particle potential, page 52 
P pressure, page 142 Pa 
AP pressure difference, page 142 Pa 
q charge, page 57 C 
P solid density, page 26 Pa 
Pb bulk powder density, page 26 kgM-3 
rp body radius of particle p, page 44 Jim 
ýP effect radius of particle p, page 44 Fm 
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Rp rotation tensor of particle p, page 44 
01 poisson ratio, page 51 
Sb body surface boundary, page 43 
LTC unconfined Yield Strength, page 26 Pa 
Crd variance of particle population diameters, page 84 M2 
Se effect surface boundary, page 43 
Gpq tangential slip between particles p and q, page 47 Pm 
C'pre annular shear test pre-shear normal stress, page 24 Pa 
t time, page 57 s 
T torque, page 56 Nm 
TO bulk powder cohesion, page 26 Pa 
tcollision collision duration, page 78 S 
At timestep length, page 57 s 
At ln,,,, maximum timestep length, page 78 s 
Oimpact impact angle, page 85 rad 
simulation maximum time, page 85 S 
tpq unit tangential vector between particles p and q, page 45 
Uimpact impact velocity, page 85 ms-1 
R average velocity, page 105 ms-1 
UP linear velocity vector of particle p, page 44 ms-1 
Upq velocity of particle p relative to q, page 45 ms-1 
Upqln normal component of relative velocity between particles p and q, page 46 ms-1 
Upq It tangent component of relative velocity between particles p and q, page 46 ms-1 
VC V volume of CV, page 59 M, 
VP volume of particle p, page 59 M3 
We Weber number, page 94 
WP angular velocity of particle p, page 44 rads-1 
xP position vector of particle p, page 44 In 
Xpq position of particle p relative to q, page 45 In 
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Chapter 1 
Introduction 
This chapter provides some background to the field of respiratory drug deliv- 
ery, and an overview of how our work contributes to this area. The dry powder 
inhaler (DPI) is introduced as a device used to deliver drug to the lung, and how 
it works is explained. Previous DPI research is discussed, and operational aspects 
are identified that have not yet been rigorously explored. The aim of this PhD is 
to research such traits, and the scope of the work completed is presented. 
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1.1 Respiratory Drug Delivery 
Delivering drug directly to the lungs through the respiratory tract is useful due to its 
ability to absorb compounds easily [1]. To achieve this, the drug is mixed with either a 
powder or liquid carrier and aerosolised before being inhaled by the patient. This tech- 
nique is used primarily for the treatment of asthma and chronic obstructive pulmonary 
disease (COPD), but there is growing interest in delivering other therapeutic proteins and 
peptides like insulin [2]. Several types of delivery device are available (see §1.1.1) which 
are suitable for different patient groups (see §1.1.2). 
1.1.1 Inhalation Devices 
There are three types of inhalation device: 
nebuliser Uses pressurised air to turn a liquid medication into a fine mist for inhalation. 
The term nebuliser is used to describe both the pump to pressurise the air, and 
the part that creates the small liquid droplets. A nebuliser delivers the drug dose 
slowly over a number of inhalations. This can be very helpful if the patient is taking 
a bronchodilator and their airways are not fully open. It is the only practical means 
of treating very young children, but is the least portable type of inhalation device. 
pressurised metered dose inhaler (pMDI) When actuated, this inhaler type uses a pro- 
pellant to produce an aerosol cloud from liquid medication. These fine liquid 
droplets are inhaled in a single breath by the patient. The device is small and 
portable, but some co-ordination between actuation and inhalation is required by 
the patient. 
dry powder inhaler (DPI) A DPI utilises the airflow from a single patient inhalation 
to aerosolise fine particles which are carried into the lungs. It requires no co- 
ordination between actuation and inhalation and is small and portable. 
The typical appearance of these device types is shown in figure 1.1. Due to their larger 
size and suitability for all patients, nebulisers are commonly used for in-hospital treat- 
ment. Outside a clinical environment DPIs and pMDIs are used, the choice usually gov- 
erned by patient preference. DPIs are the most recent type to appear on the inhaler mar- 
ket, originally developed as a CFC-free alternative to pMDIs. At the time of writing they 
still have a smaller (but increasing) market share than pMDls. 
1.1.2 Patient Suitability 
The effectiveness of pMDIs and DPIs is similar [31, but pMDIs have a number of dis- 
advantages: they require co-ordination of inhaler activation and inspiration for correct 
dosage [4,5], don't usually have dose counters, and can cause irritation to the back of 
the throat [6]. These can be overcome in part with large volume spacers that slow the 
delivery of medication from the pMDI (see illustration in figure 1.1(c)). However such 
additions are cumbersome and bulky. Brocklebank et al. [3] concluded that the propor- 
tion of patients making no mistakes with an inhaler was just 23-43% for pMDL 53-59% 
for DPI and 55-57% for pMDI plus spacer. Although DPIs are breath-activated and so 
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(a) DPI (Diskus 1 M) (b) pMDI 
I 
(c) pMDI with a spacer attached (d) nebuliser 
Figure 1.1: External views of common respiratory delivery devices 
do not suffer the same co-ordination issues, no standard actuation mechanism has yet 
evolved so different devices are not interchangeable [7]. 
For adults, the choice of inhaler type is often governed by personal preference. Al- 
though pMDls have some drawbacks when compared to DPIs (especially for the elderly 
[8,91 or very young [101) they remain a popular and inexpensive treatment. DPIs are 
suitable for a wide range of patients [11], and being breath-actuated are easier to use cor- 
rectly than pMDI [61 (although this is disputed 1121). Very young children usually require 
the use of a nebuliser, although a pMDI with spacer can also be suitable [101. 
1.2 The Dry Powder Inhaler 
1.2.1 How It Works 
The purpose of a DPI is to entrain a certain amount (the 'dose') of powder into the air 
inhaled by a patient during a single breath. The powder consists of both active drug and 
inert 'carrier' particles. Active drug particles have a typical length-scale of 5 Jim, while 
the carrier particles (usually a form of lactose) have a much wider size distribution. The 
most common carrier blend, a-lactose monohydrate, has particles at least an order of 
magnitude larger and smaller than the active drug particles [131. This powder is stored 
within the device in different ways depending on the design. 
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DPI designs can be divided into roughly three groups based on how they store the 
powder doses [14]: 
(i) Single-dose DPIs store only one pre-metered dose, and are refilled or thrown away 
after each use. 
(ii) Multi-dose DPIs store a number of pre-metered doses so can be used multiple times 
before refilling /disposing. For example, the DiskusTm inhaler contains a sealed foil 
strip containing 60 doses each in its own 'blister. Actuating the device opens one 
of the blisters, exposing a single dose. 
(iii) Reservoir DPIs also store multiple doses, but all the powder is stored in a single 
area and doses are metered internally before a patient inhalation. 
Inhaling large amounts of powder can cause coughing, so the dose amount in all cases is 
less than 10-20 mg [151. DPI devices are actuated before use, exposing a single dose as a 
packed powder bed. This bed must be broken-up and entrained into the airflow through 
the device during patient inhalation. 
In 'passive' DPIs the energy to break-up the packed bed dose and entrain it into the 
flow comes from the inhalation airflow only. 'Active' DPIs use battery power or stored 
mechanical energy to assist the bed break-up (e. g. by spinning an impeller or firing a 
blast of compressed air at the powder bed). The powder bed break-up and entrainment 
is collectively referred to in this thesis as the powder fluidisation from a DPI. Once the 
powder has been fluidised, the inhalation flow carries it out of the device and into the 
lungs. Figure 1.2 illustrates the full DPI operation process. 
1.2.2 Current Knowledge 
The physics governing the powder fluidisation within a DPI is complex but a number of 
parallels can be drawn with other areas of research, specifically fluidised bed technology 
and pneumatic conveying. In a fluidised bed, air is blown vertically upwards through a 
packed powder bed. The upward force of the flow on the particles counterbalances their 
weight, and the powder bed becomes 'fluidised' in that it flows like a liquid. Pneumatic 
conveying applies this principle to horizontal flows. Powder can be transported along 
a channel by using a flow that helps to push it in the right direction. The process that 
occurs within a DPI is related to both fields: the powder dose is pneumatically conveyed 
out of the inhaler by an airflow, and the solid powder bed is usually fluidised to achieve 
this. 
Research into fluidised bed technology and pneumatic conveying is extensive [16,17], 
and for both fields a number of distinct behaviours have been identified. In each case the 
dominate factor in determining the regime is the material properties of the powder itself 
[18,19]. The common problem is in adequately characterising a powder using its material 
properties to predict its behaviour. The properties relevant to particle/air interaction 
include those such as particle size distribution, density, shape and surface characteristics. 
However, traditional methods of particle characterisation (such as shear testing) measure 
steady state bulk properties, that do not adequately define these parameters. 
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1. Powder stored in reservoir 
or pre-metered doses. 
2. Device actuation exposes single 
dose packed pox-,, der bed. 
inhalation air '42 
A 
I 
3. Patient inhalation thrOLIgIl \-. 1 
DPI mouthpiece fluidises 
111OLIthpiece 
packed powder bed. 
4. Powder carried illtO tile IL111g, '; 
Figure 1.2: DI'l operation from actuation to lung delivery 
For fluidised bed technology, Geldart classified powders into four categories (A, B, 
C and D) based on the volumetric mean particle diameter and the difference between 
particle solid and gas density [191. Each category exhibits different trends in fluidisation 
behaviour. Although this grouping is an empirical correlation based on a limited set of 
powder properties, it is still widely used to predict powder fluidisation characteristics. 
Dixon [20] used Gelclart's work to create a similar four group classification for pneumatic 
conveyance. 
The field of DPI characterisation is less mature than either fluidised bed technology 
or pneumatic conveyance, and the majority of studies to date focus on either powder 
formulation or performance characterisation of specific devices for regulatory approval 
[211. The performance of a particular powder blend in a DPI can be quantified using in 
vivo radionuclide imaging techniques to measure the active drug deposition in the lungs 
[221. In addition, in vitro techniques such as Cascade-Imp actor experiments 1231 are used 
to evaluate the fine particle fraction (FPF) emerging from a DPI under the influence of 
patient inhalation. The FPF is the mass fraction of individual or agglomerated particles 
less than approximately 5 yrri in the dispersed powder exiting the inhaler. Good perfor- 
mance is usually associated with a high FPF as smaller particles are more likely to reach 
the lungs upon inhalation [241. The FPF is known to be strongly affected by factors such 
as the powder formulation size distribution, cohesivity and other material properties in 
addition to external factors such as ambient humidity [25,261. In the existing in vitro ex- 
periments, the measured FPF is obtained downstream of the DPI exit, and thus does not 
provide any insight into the actual operation of the device, or the mechanisms of powder 
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bed breakup that occur within it. 
It is generally acknowledged that the design of the DPI does have a significant ef- 
fect on the FPF [27] by varying the turbulence levels and pattern of particle-particle and 
particle-device collisions. However, few previous experimental studies have addressed 
the physical mechanism of DPI operation, and it remains poorly understood. At a funda- 
mental level this is the fluidisation of an initially stationary powder bed (a single patient 
dose) into the inhaled airstream. The work of Wang et al. [28] and Versteeg et al. [29] has 
begun to address this research area for impinging jet inhaler designs (where the bed of 
powder is aerosolised by a vertical jet of air). Wang et al. [28] quantifies the effect of var- 
ious inhaler design changes by measuring the FPF output of an idealised DPI. However, 
this work still does not address the question of how the fluidisation process occurs within 
the inhaler. Versteeg et al. [29] use an optical technique to record high speed video of the 
fluidisation process. They repeat this for a number of different lactose powder grades 
and dose reservoir geometries for an impinging jet fluidisation. The study concludes that 
the initial mechanism of powder bed break-up is by shear fluidisation, with the particles 
entrained into the flow layer-by-layer, producing a slow particle source. Following this 
process, the jet flow penetrates the powder bed and aerates the entire bed from the centre, 
producing a fast particle source. These qualitative results are useful, but little quantita- 
tive data is extracted, and few differences are observed over the range of dose reservoir 
geometries, applied inhalation pressure profiles or powder types tested. Alongside this 
scarcity of experimental data, there have been few previous published attempts to com- 
putationally model the operation of a DPI. 
The DPI presents a difficult multi-phase computational problem as its full operation 
covers various different particle-fluid regimes. There are no particles at the airflow in- 
lets to the device, where only the continuum air phase is present. As the airflow passes 
through the powder dose storage reservoir, a dense particle-fluid regime is encountered. 
The regime changes again as the particles disperse and exit the inhaler to one of dilute 
particle-fluid flow. The flow through DPIs is commonly modelled using computational 
fluid dynamics (CFD) [30,311, but to date no published work exists on computationally 
simulating the dense particle-fluid regime during DPI dose fluidisation beyond crude 
back-of-an-envelope approximations [151. 
In contrast, powder fluidisation within fluidised beds and during pneumatic convey- 
ing has been successfully modelled [32,33] using the discrete element method (DEM) 
to track particle motion. DEM is usually coupled with a Reynolds averaged Navier- 
Stokes (RANS) euler model for the fluid with some special drag closure models [34]. For 
example, this technique has been used to predict bubble formation and propagation in 
dense fluidised beds [35], and the effects of powder charge in pneumatic conveying [36]. 
It is one of the aims of my PhD to apply this technique to DPIs. 
1.3 This PhD 
1.3.1 Aims 
The aims of my PhD encompass both computational and experimental aspects, investi- 
gating the dense particle-fluid regime of DPI operation (i. e. the powder fluidisation within 
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the device). The experimental aims include: 
* understand and quantify the fluidisation mechanisms by which the powder bed 
becomes suspended in the respiratory airflow. 
e establish the dominant particle or reservoir geometry characteristics affecting this 
fluidisation process. 
To complement the experimental investigation, a computational simulation of the fluidi- 
sation is undertaken using the discrete element method (DEM). The aims include, 
e development of a robust DEM algorithm with suitable force models to emulate 
pharmaceutical powders. 
demonstrate that DEM can be used to capture the experimentally observed fluidis- 
ation mechanisms computationally. 
1.3.2 Collaboration 
The research outlined in this report is being undertaken in collaboration with Glaxosmithkline 
(GSK) who commercially produce the DiskusTM DPI [37]. The DiskusTM is a multi-dose 
DPI, containing 60 pre-metered doses stored in a sealed blister strip. 
1.4 Organisation of this Report 
This report contains a total of 7 chapters: 
Chapter 2 This chapter describes an experimental study investigating the physical mech- 
anism of DPI operation. The aim of the experiment is to assess the effect of geome- 
try, inhalation and powder type on dose fluidisation. Patient inhalation through an 
idealised DPI is modelled as a linearly increasing pressure drop across the powder 
dose reservoir. A number of different pressure drop gradients, three reservoir ge- 
ometries, and four powder types (glass, aluminium, and lactose 6% and 16% fines) 
were tested. High speed video of each powder dose fluidisation was recorded and 
quantitatively analysed. Two distinct mechanisms are identified, labelled 'fracture' 
and 'erosion. The mechanism depends on the powder type, and is independent of 
the reservoir geometries or pressure drop gradients tested. Both lactose powders 
exhibit fracture characteristics, while aluminiurn and glass powders fluidise as an 
erosion. Further analysis of the four powder types by an annular shear cell showed 
that the fluidisation mechanism cannot be predicted using bulk powder properties. 
Chapter 3 This chapter introduces DEM as a method to predict the fluidisation of parti- 
cles in a dense particle-fluid regime. DEM is described by separating the algorithm 
into particle-particle collision detection, contact force evaluation and momentum 
time integration. The existing techniques used for each of these areas are explained 
and critically reviewed. In addition, methods used to couple the particles to a con- 
tinuum fluid flow are discussed. 
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Chapter 4 This chapter investigates the accuracy of various numerical schemes used to 
solve the particle equations of motion. Specific attention is paid to the effect of 
discontinuities in the force applied to each particle produced by DEM collision 
boundaries. A single DEM particle collision is solved with a number of numeri- 
cal integration algorithms, and the dependence of error on collision properties is 
investigated. Accuracy depends on timestep length, collision boundary discreti- 
sation and contact stiffness but is independent of collision velocity. It is concluded 
that the integration order with respect to time is limited to a maximum of 2nd order 
by the transition of particles between free-motion and colliding states. 
Chapter 5 This chapter investigates the dependence of DEM results on powder prop- 
erties. A sensitivity analysis is undertaken to assess the relative effect of changes 
in normal repulsion, cohesion, and tangential friction. Both linear and non-linear 
viscoelastic force models (with linear and Johnson-Kendall-Roberts GKR) cohesion 
respectively) are tested and compared. The oblique impact of a particle agglomer- 
ate against a fixed wall is used as a test case. For a linear viscoelastic force model, 
agglomerate breakup is shown to be strongly influenced by cohesion parameters, 
more weakly influenced by friction, and independent of the repulsive stiffness. In 
contrast, under a non-linear force model with JKR cohesion, the elastic repulsion 
parameter Young's modulus is the dominant factor in determining agglomerate 
breakup. However, it is shown that this parameter has a strong influence on the 
cohesive work during a collision under a JKR force model, thus similar trends can 
be observed in both force models. 
Chapter 6 This chapter presents a simple DEM model of the dose fluidisation that occurs 
within a DPI. The fluid velocity within the DPI is approximated as plug flow, and 
mono- and polydisperse populations of glass and lactose particles are fluidised. 
The results are compared with real powder behaviour from chapter 2. The DEM 
predictions are shown to capture realistic fluidisation behaviour for both lactose 
and glass powder, although a quantitative analysis exposes some inaccuracies in 
fluidisation duration due to our simplifications. 
Chapter 7 This chapter summarises the work completed and concludes the thesis. The 
scope for future work is discussed, and some recommendations based on our work 
are made to GSK. 
Chapter 2 
Experimental Visualisation of DPI 
Operation 
This chapter describes an experimental study investigating the physical mecha- 
nism of DPI operation. The aim of the experiment is to assess the effect of geom- 
etry, inhalation and powder type on dose fluidisation. Patient inhalation through 
an idealised DPI is modelled as a linearly increasing pressure drop across the 
powder dose reservoir. A number of different pressure drop gradients, three 
reservoir geometries, and four powder types (glass, aluminium, and lactose 6% 
and 16% fines) were tested. High speed video of each powder dose fluidisation 
was recorded and quantitatively analysed. Two distinct mechanisms are iden- 
tified, labelled 'fracture' and 'erosion'. The mechanism depends on the powder 
type, and is independent of the reservoir geometries or pressure drop gradients 
tested. Both lactose powders exhibit fracture characteristics, while aluminium 
and glass powders fluidise as an erosion. Further analysis of the four powder 
types by an annular shear cell showed that the fluidisation mechanism cannot be 
predicted using bulk powder properties. 
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2.1 Aims 
A DPI fluidises a dose of fine particles into a stream of air inhaled by the patient. As dis- 
cussed in section 1.2.2, few previous studies examine the fluidisation of powder within 
the inhaler during this process. Wang et al. [281 quantifies the effect of various inhaler 
design changes by measuring the FPF output of an idealised DPI. However, his work still 
does not address the question of how the fluidisation process occurs within the inhaler. 
Versteeg et al. [29] use an optical technique to record high speed video of the fluidisation 
process. They repeat this for a number of different lactose powder grades and dose reser- 
voir geometries for an impinging jet fluidisation. The study concludes that the initial 
mechanism of powder bed break-up is by shear fluidisation, with the particles entrained 
into the flow layer-by-layer, producing a slow particle source. Following this process, the 
jet flow penetrates the powder bed and aerates the entire bed from the centre, producing 
a fast particle source. These qualitative results are useful, but little quantitative data is 
extracted, and few differences are observed over the range of dose reservoir geometries, 
applied inhalation pressure profiles or powder types tested. 
The aim of this study is twofold. Firstly to experimentally examine the dose fluidis- 
ation within a DPI to identify different types of behaviour. Secondly, to assess whether 
this process can be adequately described using traditional bulk powder characterisation 
methods. A similar optical technique to Versteeg et al. [29] was used to record high 
speed video of the powder dose fluidisation from various 'inline' (rather than impinging 
jet) idealised DPI geometries. In addition to studying a different type of inhaler design, 
a wider range of powder types were tested, with distinct contrasts being observed in the 
fluidisation of different powders. As well as qualitative observations of the fluidisation, 
a quantitative measure of the extent of the dose fluidisation over time was evaluated. 
This is presented to directly compare dose fluidisations under different conditions. Bulk 
powder properties are quantified using an annular shear tester to assess whether such 
measurements can be used to predict the mechanism of fluidisation within a DPI. 
The remainder of this chapter describes the experimental methods used and the be- 
haviour regimes that were identified. Section 2.2 outlines the powder types tested and 
their bulk property characterisation using an annular shear tester, along with the meth- 
ods used to record powder dose fluidisations, within a DPI. Section 2.3 presents the bulk 
powder properties measured, and outlines the different regimes identified within the DPI 
device. 
2.2 Materials and Methods 
2.2.1 Materials 
Four different powder types were tested: spherical glass particles sized 0- 50 Ym Gen- 
cons), aluminium particle flakes in the range 0- 44 ym (-325 mesh, VWR), lactose 6.0% 
fines, and lactose 16% fines. The percentage fines of the lactose refers to the mass fraction 
of particles smaller than 15 ym in the powder. Both lactose powders were supplied by 
GSK The size distribution and properties of these powders are presented in section 2.3.1. 
These four powder types were chosen to observe the behaviour of a number of con- 
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trasting powder types within a DPI. The smooth spherical shape of the glass powder can 
be contrasted with the irregular flakes of aluminium that promote interlocking. The level 
of fines within both lactose blends can be contrasted with each other, and with the low 
fines level in alurninium and glass. 
2.2.2 Annular Shear Testing 
The bulk flow properties of each powder were measured using a RSTAS annular ring 
shear tester controlled by RST-Control 95 software (both from Dietmar Schulze Schiitt- 
gutmesstechnik, WolfenbUttel, Germany). The powders were stored at 25 ± VC and 44% 
relative humidity (RH) for 48 hours prior to the analysis, which was carried out in an air 
conditioned laboratory maintained at 25 ± PC and 35 ± 3% RH. For each test, a 30 mL 
annular shear cell was filled without applying force to the upper surface of the powder 
bed. The sample was pre-sheared with a normal stress of 250OPa (op, ) until steady- 
state flow was achieved. A crp, value of 2500 Pa was chosen to reflect the consolidation 
stresses encountered by pharmaceutical powders during small scale powder handling 
and dosing operations [38]. A yield locus was constructed for each powder by measuring 
the shear stress required to cause the powder to fail under four normal stresses less than 
up, (500 Pa, 1000 Pa, 1500 Pa and 2000 Pa) and various flow properties were calculated 
using the instrument software. The averages of these properties over three repeated tests 
is presented in table 2.1. The shear testing was undertaken by Matthew Jones at Bath 
University. 
2.2.3 Optical DPI Dose Fluidisation 
An experimental rig was built to assess the influence of three factors on DPI operation: 
patient inhalation, geometry and powder type. The central feature of the rig was a near 
1: 1 scale dose reservoir chamber machined from optically clear perspex. This reservoir 
was filled with powder and attached to a pressure regulation device that simulated a 
patient inhalation. High speed digital video was recorded of the reservoir during the 
inhalation to capture the process of powder fluidisation. The details of inhalation simu- 
lation, reservoir geometry, powder types and video recording are outlined in the rest of 
this section. 
A patient inhalation is usually modelled as a constant flow-rate process, with a value 
of 60 Lmin-1 used as a typical value [39]. However, this approach introduces an un- 
realistic step-change in pressure and flow-rate at the start of an inhalation that is not 
well controlled [401. Such a step-change is not seen in real patient inhalation pressure 
profiles. Some evidence exists to suggest this step-change does not have a significant 
effect on the generated exit FPF for some DPIs [41], but it will affect the initiation of the 
dose fluidisation. An alternative approach was used in this study: the inhalation was 
simulated by regulating the pressure drop applied across the dose reservoir over time. 
The pressure drop produced by a typical patient increases approximately linearly for the 
first 0.3 s of the inhalation with a gradient of 30 kPas-1 [42]. Since the fluidisation of the 
powder in the reservoir occurs in the first 0.2 s of the inhalation, the complete inhalation 
was modelled as a linearly increasing pressure drop. Significant variation in inhalation 
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strength is seen between different patient groups 1431 (e. g. adults and children, smokers 
and non-smokers) and a number of different gradients were used to simulate different 
patient types: 3.3 klIas 1,10 Was I and 30 kPas 1. The pressure drop was dynamically 
regulated by using a pressure sensor at the reservoir outlet to control a solenoid flow 
control valve attached to a vacuum source (figure 2.1). In this wav, tile precleterl-ni lied 
pressure drop profile across the reservoir was maintained regardless of inhaler geometry 
or particle type. 
vacuum 
source 
solenoid 
valve 
fi I te r 
pressu 
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Figure 2.1: A schematic (not to scale) of the pressure regulation system. The three dose 
reservoir geometries are illustrated (inset), with hatching representing the powder fill 
volume. 
Three idealised reservoir geometries were tested, labelled 0 degree, 45 degree and 90 
degree (inset, figure 2.1). The air-flow though each reservoir exerts a different combi- 
nation of shear and normal forces on the powder dose. A powder dose in the 0 degree 
reservoir is subject to primarily shear loading, in the 90 degree reservoir to mainly nor- 
mal loading, and in the 45 degree reservoir both shear and normal forces. The powder 
volume in both 0 and 90 degree reservoirs is equal, measuring 6x2x2 mm. The 45 de- 
gree reservoir encloses the same volume, but with the inlet and exit edges inclined at 45 
degrees. A channel of 2x2 mm square cross-section enters and exits all reservoirs: the 
inlet channel is open to the atmosphere and the outlet channel is connected to the inhala- 
tion pressure regulator. The inlet channel is long enough to ensure fully developed flow 
at the reservoir entry (a minimum length of 140 mm). The assembly was manufactured 
from perspex. 
This geometry is similar in size to real DPI inhalers. The volume of the reservoirs are 
exactly matched with those of the GSK Diskus"' inhaler dose blister. The flow channels 
dose reservoir 
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are also similar in size. In both cases, the complex curved edges have been simplified: 
the real DPI curved cross-section flow channels are modelled with a square cross-section, 
and the curved blister reservoir is simplified to 0,45 and 90 degree reservoir cases. 
The reservoirs can be disassembled to refill the powder chamber -a spatula is used 
to overfill the reservoir then the excess skimmed to level the powder fill. The powder 
is not otherwise compacted, and initial work confirmed that the skim direction had no 
effect on the results obtained. Although the reservoir filling process is not automated, 
the same tester always filled the reservoir and as the test matrix encompassed over 500 
individual tests, reservoir refilling became an accustomed and consistent process by that 
tester. Before being used to refill the reservoir, the powders were stored un-compacted in 
glass containers, but the stress history was not explicitly controlled. Clearly, there will be 
some packing variation between refills, but this should be no different from the variation 
in a real DPI. 
A digital Kodak MX4540 camera (on loan from the EPSRQ was used to record video 
of the dose reservoir during the simulated inhalation. The camera recorded a series of 
256 x 256 pixel images at a frequency of 4500 frames per second (FPS). During recording, 
the powder in the reservoir was back-lit using twin 1 kW halogen lamps. Although it was 
not possible to regulate the local ambient temperature, pressure and humidity conditions 
during this testing, the temperature fluctuations produced by the halogen lighting were 
reduced to a minimum by illuminating the reservoirs only when necessary. Each fluidi- 
sation test was repeated three times. Some tests were performed a further three times 
after a week period, with the entire experimental rig disassembled, cleaned with high 
pressure air, and reassembled in this interval. These results are compared in section 2.3.3 
to assess the repeatability of the results. 
2.3 Results and Discussion 
In a DPI the airstream passes through the powder dose, fluidising portions of the initially 
stationary bed into the flow. This flow carries the fluidised particles out into the lungs 
of the patient. The ability of the airflow to fluidise (i. e. separate) particles depends both 
on the flow properties of the powder and the energy contained within the flow. By eval- 
uating the bulk powder flow properties (shear test results in §2.3.1) separately from the 
combined effect of powder properties and airflow (qualitative and quantitative optical 
DPI results in 2.3.2 and 2.3.3), this study assesses whether this bulk method of particle 
characterisation can be used to predict powder behaviour within a DPI. 
2.3.1 Powder Characterisation 
Bulk powder flow properties were quantified by annular shear testing (undertaken by 
Matthew Jones at Bath University), and various relevant measured properties are pre- 
sented in table 2.1. Particle shape affects these properties, and the typical shape of each 
powder tested is illustrated by the light micrograph images in figure 2.2. 
The bulk density, Pbt should be distinguished from solid density, p: solid density is 
that of individual particles, whereas bulk density is that of an entire powder bed (includ- 
ing any void space). The bulk density depends strongly on the powder bed consolidation 
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Table 2.1: Powder flow properties measured from the annular shear testing, alongside 
particle density and diameter from Stevens [441. 
Glass Lactose 6%, f. Aluminium Lactose 16%, f. 
Unconfined Yield Strength, 503 696 1597 2174 
cT, (Pa) 
Flowability, ff, 9.43 7.30 3.40 2.45 
Cohesion, To, (Pa) 143 174 410 520 
Bulk Density, Pb (kgm- 3) 1472 785 940 720 
Solid Density, p (kgm- 3) 2500 1550 2700 1550 
Porosityý E 0.41 0.49 0.65 0.52 
Volumetric mean particle di- 45 80 - 70 
ameter, d (jim) 
lag 
dc 
(a) glass spheres (b) aluminium flakes (c) lactose 6",, tines (d) lacto,, c 16''ý, tines 
Figure 2.2: Light micrograph images of the four different powder types 
stress (i. e. the bed 'compaction'). The porosity (E) is the ratio of the volume of all voids 
in a powder bed to the total volume, and is calculated from the measured bulk and solid 
density. The porosity provides a measure of the ease with which a flow can move through 
a stationary bed of powder - the higher the porosity, the more void space is available for 
the air to flow through. 
The unconfined yield strength, cT, is the normal stress required to yield a consolidated 
powder bed with zero shear stress (i. e. no shear forces in the plane perpendicular to the 
normal force). The flowability of the bulk powder is numerically characterised by the 
steady state flowability ratio, ff,, of consolidation stress to unconfined yield strength. The 
larger this ratio, the better the bulk powder flows. This ratio is a function of consolidation 
stress, and the values presented are those at a typical real DPI dose consolidation level. 
The tested powders in order of decreasing steady state flowability are glass, lactose 6% 
fines, aluminium, lactose 16% fines. Note that the bulk flowability ratio, in common with 
all the properties measured by the shear test, is a measured under steady state conclitions. 
In contrast, the process of fluidisation that occurs within the DPI is inherently a transient 
one, and care must be taken attempting to draw parallels between them. 
The ability of particles to separate from one another depends on the particle-particle 
bonding or cohesion. Highly cohesive powders may not fluidise easily, and can form 
large agglomerates of many individual particles. Shear testing measures bulk particle 
cohesion, To, as the shear stress required to break or fracture a consolidated powder bed 
with zero normal stress. Although this value gives an indication of the steady state blilk 
cohesivity, it is not clearly related to the transient fundamental particle-particle bonding 
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forces [45]. 
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Figure 2.3: A logarithmic plot of the empirical Geldart powder group boundaries. The 
position of the glass, lactose 6% fines, lactose 16% fines are plotted along with the specu- 
lated position of the aluminium. powder. 
The powders tested in this study are all members of Geldart's group A in air as illus- 
trated by figure 2.3. Mean particle diameter data for both glass and lactose powders has 
been taken from a previous study [44], and is included in table 2.1. Although no such 
data exists for the aluminium particles, the sieved diameter range is 0-44 pm and it is 
speculated that the mean diameter will be in the range from 30-44 ym. 
2.3.2 Qualitative Analysis 
Two distinct methods of powder bed break-up were observed: a 'fracture' and an 'ero- 
sion' mechanism. Under the erosion mechanism the particles do not form any large ag- 
glomerates, and are entrained into the airflow as individual particles or small agglom- 
erates. For the 90 and 45 degree reservoir geometries (where the powder bed blocks the 
airflow at the start of an inhalation) the flow creates a small channel through the bed at 
the apex of the U-bend. This channel gradually enlarges as the flow picks up particles 
from the surrounding powder. This process continues until the reservoir is empty. 
Figure 2.4 shows a sequence of video frames that illustrate a typical erosion dose 
fluidisation. Note that since the reservoir is back-lit, the powder is visible as darker areas, 
and the inhalation airflow direction is from right to left through the U-shaped geometry. 
The observed erosion fluidisations, were very consistent within repeated tests: figure 2.5 
shows a single frame at identical times from six repeated tests of an erosion glass powder 
fluidisation. The tests were performed in two consecutive batches of 3 (arranged on the 
figure in two rows), separated by a week period in which the optical DPI was entirely 
dismantled and then reassembled. 
Under a fracture mechanism the packed powder bed separates along lines of weak- 
ness, and these cracks often form across the entire height of the reservoir. This results in 
the entrainment of large agglomerates into the main flow (pieces of the packed bed that 
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Figure 2.4: A sequence of frames illustrating the fluidisation of glass powder from the 
90 degree dose reservoir under the influence of a 30 kPas -1 pressure drop gradient. The 
initial frame is taken 0.022 s into the inhalation, and subsequent frames are included after 
every 0.011 s. 
Figure 215: A single frame from six different glass particle fluidisation tests with a 
30kPas- pressure drop gradient. All frames were captured at an identical time of 0.08s. 
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have been separated by these cracks). This mechanism is labelled as 'fracture', although 
it is debatable whether this process is a bed fracture (resulting from crack propagation) 
or catastrophic plastic deformation (the bed yields in a plane resulting in the detachment 
of large agglomerates). From close inspection of the fluidisation videos, it appears more 
likely a fracture mechanism is present, but no quantitative evidence for this observation 
can be presented from the data available. 
Under a fracture mechanism the complete fluidisation of the dose typically occurs 
faster than under an erosion mechanism, and large particle agglomerates can be clearly 
observed in the reservoir outlet channel. Figure 2.6 shows a typical fracture fluidisation 
as a sequence of video frames. Although repeated tests displayed the same pattern of 
fluidisation, in each case the powder bed fractured in an irregular fashion. Figure 2.7 
shows a single frame from six repeated tests of a lactose 16% fines fluidisation. Again, 
these tests were performed in two batches of three separated by a week period. 
This fracture fluidisation behaviour is typical of Geldart group C powders [46]. Such 
powders are difficult to fluidise and tend to form large agglomerates and powder 'slugs' 
as the fluid pressure builds up until the whole powder bed moves at once. Figure 2.8 
shows a close-up (in the centre of a 90 degree reservoir) of the formation of such a powder 
slug that spans the entire reservoir height. 
The mechanism of dose fluidisation was observed to be consistent for each powder 
tested whatever the reservoir geometry or applied pressure drop gradient. Glass and alu- 
minium, powder fluidisations were visually indistinguishable, occurring with an erosion 
mechanism. The fluidisation of lactose 16% fines occurred under a fracture mechanism. 
The lactose 6% fines powder exhibits a milder fracture mechanism than the 16% fines 
powder: cracks still form in the powder bed and large agglomerates were entrained into 
the airflow, but the agglomerate size was typically smaller than those observed in the 
fluidisation of the 16% fines powder. 
The rate of fluidisation increased with a larger pressure drop gradient (stronger in- 
halation) for all powders and reservoir geometries tested. This effect is discussed further 
in the presentation of the quantitative results (§2.3.3). Other than a change in the fluidi- 
sation rate, no other differences were observed when varying the applied pressure drop 
gradient: the mechanism of fluidisation remained independent of the gradient for the 
range tested. 
The reservoir geometry had a significant effect on the dose fluidisation process, al- 
though the bed break-up mechanism (erosion or fracture) remains consistent for each 
powder type. Fluidisation in the 90 degree and 45 degree reservoirs have similar traits: 
in both cases the powder dose initially blocks the airflow and the visually observable 
differences in powder fluidisation are minimal. Fluidisation from the 45 degree reservoir 
occurs at a slightly lower pressure drop across the reservoir and in a shorter time than 
the 90 degree reservoir. In addition, there are less fluid flow artifacts (such as the small 
recirculation zone that forms at the square comers of the 90 degree reservoir). 
The powder bed in the 0 degree reservoir does not block the airflow, and this prompts 
a different dose fluidisation process to that seen in either the 90 or 45 degree reservoirs. 
Although the overall process is different, the bed break-up mechanism (erosion or frac- 
ture) remains consistent with the other geometries for each particle type. The down- 
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Figure 2.6: A sequence of frames depicting the fluidisation of lactose 16% fines powder 
from the 90 degree dose reservoir under the influence of a 30 kPas -1 pressure drop gra- 
dient. The initial frame is taken 0.033 s into the inhalation, and subsequent frames are 
included after every 0.003 s. 
Figure 2.7: A single frame from six different lactose 16% fines particle fluidisation tests 
with a 30 kPas pressure drop gradient. All frames were captured at an identical time 
of 0.05 s. 
Figure 2.8: A sequence of frames from the fluidisation of lactose 16% powder showing a 
full channel-width powder bed fracture. The area shown in the 4 frames (at times 0.049, 
0.050,0.051 and 0.052 s) is the centre of the reservoir, highlighted in the full reservoir 
image on the left. The images have been converted to binary black and white to improve 
clarity. 
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stream edge of the reservoir triggers a recirculation zone which acts to either erode or 
fracture the powder bed. This recirculation pushes the particles up into the main channel 
where they are entrained into the flow out of the reservoir. Figure 2.9 shows a schematic 
of the process, and figure 2.10 contains a sequence of images illustrating the process for 
both glass and lactose 16% fines powder. 
Figure 2.9: A diagram illustrating the typical flow in the 0 degree dose reservoir. Note 
the recirculation zone at the trailing edge of the reservoir that lifts the powder up into the 
main airflow. 
Figure 2.10: Two video frame sequences depicting the fluidisation of lactose 16% fines 
(bottom) and glass powder (top) from the 0 degree reservoir with a pressure drop gradi- 
ent of -30 kPas-1. The initial frame is taken after 0.26s for glass, and 0.18 s for the lactose 
16% fines. Subsequent frames for both powders are shown at 0.06 s intervals. 
2.3.3 Quantitative Analysis 
The fluidisation videos from the 90 degree reservoir were post-processed to quantita- 
tively compare the effect of different powder types and pressure drop gradients. The 
mean pixel intensity of the reservoir was used as a measure of the amount of powder in 
this volume. The intensity was measured as a normalised value between 0 and 1. Black 
has an intensity of 0, and pure white an intensity of 1. At the beginning of a test the 
reservoir is completely filled with powder and little light passes through to the camera 
which results in a low mean intensity (typically 0.2). As the powder is entrained into the 
airflow and leaves the reservoir, there is less powder to block the passage of the back- 
lighting to the camera, and the intensity increases. It reaches a maximum value of about 
0.5 when the reservoir is completely emptied. The intensity over the duration of a test 
can be plotted against either the pressure drop across the reservoir or the time to quanti- 
tatively characterise a fluidisation. In any such plot, a small 50 Hz variation in intensity 
is visible due to the mains alternating power to the lamp, alongside the larger increase in 
32 
light intensity as the powder leaves the reservoir. 
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Figure 2.11: 90 degree reservoir intensity plotted against time under the influence of a 
-30 kPas-1 pressure drop gradient. Note that each plotted fluidisation (i. e. a single data 
line) is the mean average of three repeated tests. 
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Figure 2.12: This plot illustrates the same data as figure 2.11, but plots the intensity 
against the pressure drop across the reservoir instead of time. 
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Figure 2.11 illustrates the 90 degree reservoir intensity plotted against time under the 
influence of a -30 kPas-1 pressure drop gradient. The figure confirms that the fluidisa- 
tion of lactose 16% and 6% fines occurred at a faster rate than either aluminiurn or glass. 
The glass and aluminiurn powder fluidised via a gradual erosion mechanism, whilst the 
lactose blends fluidised through fracture. The plot shows that the fracture process pro- 
duces a quicker emptying of the reservoir than an erosion mechanism under the same ap- 
plied pressure drop gradient. Although the figure illustrates data from just one pressure 
drop gradient, similar patterns held true for the other gradients tested. Figure 2.12 plots 
the same intensity data against the pressure drop across the reservoir instead of time. It 
shows that the lactose powders fluidise at a lower pressure difference across the powder 
bed than either aluminiurn or glass. In addition, both figures 2.11 & 2.12 show that alu- 
miniurn and glass have very similar fluidisation patterns. This confirms the qualitative 
observation that the fluidisation of the two powders was visually indistinguishable. 
Note that each fluidisation line plotted in these diagrams is the mean of three repeated 
tests performed consecutively. This produces consistent results and smoothes out any 
test-to-test variation in the fracture mechanism fluidisations. For example, figure 2.13 
illustrates two batches of lactose 16% fines data plotted on the same diagram. Each'batch' 
consisted of three tests performed consecutively, and the two sets were separated by a 
week period in which the optical DPI was dismantled and reassembled. 
Figures 2.14 and 2.15 show the 90 degree reservoir intensity data for lactose 16% fines 
powder under a number of different pressure drop gradients. Figure 2.14 shows that a 
larger pressure gradient produces a proportionally faster fluidisation. Figure 2.15 shows 
that for all gradients, the extent of the reservoir emptying process is dependent only 
on the pressure, and is independent of the pressure gradient. It is speculated that this 
independence can be attributed to the fracture mechanism of fluidisation that lactose 
16% fines undergoes. As the pressure increases, the force exerted on the powder bed 
increases, and parts of the bed will fracture and become entrained in the flow when this 
force reaches a critical value. The rate at which this force changes, or the time taken to 
reach the critical force does not affect the powder bed. We observed a similar'pattern for 
the lactose 6% fines powder, but glass and aluminium. powders appear to exhibit quite 
different behaviour. 
Figure 2.16 shows intensity data for the glass powder. In this case, the amount of 
powder remaining in the reservoir at a particular pressure is dependent on the pressure 
drop gradient. The intensity data for the aluminiurn powder exhibits a similar pattern. 
There are a number of possible explanations for this observed effect. The number of 
particles entrained may be dependent on the length of time that the powder bed has 
been exposed to the flow. New particles are entrained only once the layer of particles on 
top of them have been removed, and this layer-by-layer stripping of the bed is likely to 
be time dependent. Alternatively, it should be noted that the experiment we conducted 
measures a 3-dimensional (31)) process with a 2D methodology: by using back-lighting 
to view the reservoir, any variation across the width of the reservoir is obscured. For 
example, the speculated 3D process of an erosion fluidisation is illustrated in figure 2.17 
alongside the 2D images recorded. This 2D approximation may introduce inaccuracies in 
the presented quantitative results. 
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Figure 2.13: 90 degree reservoir intensity plotted against pressure under the influence of 
a -30 kPas-1 pressure drop gradient for lactose 16% powder. Data from two different 
batches of repeated tests are plotted. These test batches were separated by a week period 
in which the optical DPI was dismantled and reassembled. 
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Figure 2.14: 90 degree reservoir intensity plotted against time for lactose 16% fines pow- 
der. 
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Figure 2.15: 90 degree reservoir intensity plotted against pressure drop for lactose 16% 
fines powder. 
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Figure 2.16: 90 degree reservoir intensity plotted against pressure drop for the glass pow- 
der. 
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Figure 2.17: Speculated reservoir cross-sections under an erosion fluidisation, alongside 
the observed 2D images. Note frame 2 in particular - although there is airflow passing 
through the reservoir (and powder entrained into the outlet flow), the powder at the side 
of the reservoir obscures the 2D view of the channel. 
2.3.4 Characterising the Fluidisation Method 
The experimental results presented and discussed in ý23.2 and ý2.33 clearly demonstrate 
two distinctly different powder bed break-up mechanisms in the dose reservoir: erosion 
and fracture. In our results the mechanism depended solely on the powder type, and 
remained consistent for all reservoir geometries and pressure drop gradients. This is 
similar to both fluidised bed technology and pneumatic conveyance, in that the powder 
properties are the dominate factor in determining the system behaviour. Thus it should 
be possible to predict the mechanism that occurs within a DPI for any powder based 
on its material properties. The tested powders can be grouped by break-up mechanism 
(lactose 16% and 6/o fines fracture, glass and aluminium particles erode), to search for a 
matching pattern in their bulk properties (table 2.1). 
Ranking the tested powders by the bulk parameters measured by a shear tester (e. g. 
flowability, unconfined yield strength, cohesion, porosity) produces the list: glass, lactose 
6% fines, aluminium and then lactose 16% fines. Clearly none of these bulk parameters 
provide a possible indication of the fluidisation mechanism. However, the same group- 
ing as that by mechanism occurs in the Geldart classification (figure 2.3), based on the 
solid density and average particle size. Indeed, we speculate that the lactose blends have 
been misclassified in this instance and behave as group C powders. This may be due to 
the insensitivity of the Geldart classification to the proportion of fines within a lactose 
blend, as it is based on a volumetrically averaged particle diameter. However, the lim- 
ited number of powders tested make the formation of any mechanism prediction rules 
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impossible at present, and further work is required in this area. 
2.4 Summary 
We have identified two distinct mechanisms of dose fluidisation from inline DPIs, la- 
belled 'erosion' and 'fracture' in this paper. Similar to fluidised beds and pneumatic 
conveyance, the dominate factor determining this mechanism is the powder material 
properties. In the range tested the mechanism is independent of dose reservoir geome- 
try or pressure drop gradient (i. e. inhalation type). Of the powders tested, both lactose 
powders (6% and 16% fines) exhibited a fracture fluidisation, and aluminium and glass 
fluidised through an erosion mechanism. 
The fracture mechanism results in large agglomerates breaking off from the powder 
bed as it cracks along lines of weakness. The alternative erosion mechanism is slower: 
a small channel forms through the powder bed which gradually enlarges until all the 
powder is entrained into the inhalation flow. The fracture mechanism occurs faster and 
initiates at a lower pressure drop across the dose reservoir than the erosion mechanism 
for the powders tested. 
Quantitative analysis of the lactose fracture mechanism has shown that the fraction 
of the DPI dose fluidised depends on the instantaneous inhalation pressure only, and is 
independent of the pressure profile history. This is not true for the erosion mechanism 
of aluminium. or glass powder, which exhibits a dependence on the previous pressure 
profile history of the inhalation. 
In common with fluidised bed technology and pneumatic conveying behaviour, the 
mechanism of dose fluidisation cannot be predicted using bulk powder properties (such 
as flowability or unconfined yield stress measured by a shear tester). Although some 
similarity exists with the fluidised bed Geldart powder classification, further work is 
required in this area before any conclusions extending beyond the currently examined 
powders can be reached. 
Chapter 3 
The Discrete Element Method as a 
Prediction Model 
This chapter introduces DEM as a method to predict the fluidisation of particles 
in a dense particle-fluid regime. DEM is described by separating the algorithm 
into particle-particle collision detection, contact force evaluation and momen- 
tum time integration. The existing techniques used for each of these areas are 
explained and critically reviewed. In addition, methods used to couple the parti- 
cles to a continuum fluid flow are discussed. The chapter is intended primarily as 
a review of the DEM method, although it also references the author's own code 
development work. 
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3.1 What is DEM? 
The discrete element method (DEM) is a numerical strategy used to predict the group 
behaviour of a population of small-scale 'entities'. Such entities are the fundamental 
components of a larger system. By modelling the interaction between a large number 
of small-scale entities, the behaviour of the larger-scale system can be studied in terms 
of fundamental entity properties. DEM has been successfully applied to a wide range 
of research fields: molecular dynamics, soil mechanics, sediment transport, pneumatic 
conveying, fluidised beds, plant ecology, zoology and social sciences [47]. 
In our work, DEM is applied to pharmaceutical powders. In this case, the entities are 
individual particles. The larger-scale bulk powder behaviour is defined by the way that 
these particles interact with each other. Each particle is computationally defined (see §3.3) 
with a certain shape, position, velocity and so on. The evolution of these attributes over 
time is calculated for each particle as they move around the domain and collide with each 
other. The interaction between particles -a collision - can be evaluated using either a 
'hard' or 'soft' approach. 
The 'hard' or event driven method (EDM) approach assumes instantaneous collisions 
between particles. Collision forces are treated as impulses, which are used to evaluate 
the resulting paths of the interacting particles after the collision. This approach is used 
in molecular dynamics [48,49], and dilute granular materials [501. The process is 'event 
driven' in that the timestep is evaluated as the time until the next particle-particle inter- 
action. Due to the assumption of instantaneous collisions, this approach cannot model 
enduring contacts between particles, or more than two particles interacting at the same 
time. It is therefore unsuited to our work in a DPI, with a packed bed of particles with 
enduring multiple contacts between particles. 
A 'soft' or time driven method (TDM) resolves forces between particles during a col- 
lision. Each particle is treated as a rigid body that can overlap with its neighbouring 
particles. The extent of this overlap is commonly used to evaluate interaction forces (see 
§3.5). This approach was originally developed by Cundall and Strack [511, and can model 
enduring or multiple concurrent collisions. The simulation is time driven as the state of 
all particles at time t is updated after a fixed or adaptive timestep At. This timestep is 
constrained to be smaller than the collision time of interacting particles. The rest of this 
chapter presents a more detailed review of this 'soft' DEM approach. 
A time-driven (soft) DEM numerical algorithm can be divided into a number of dis- 
tinct stages. Initially, the particle population must be created with appropriate positions, 
velocities, sizes, and so on. At each timestep the particle positions are analysed to deter- 
mine which particle pairs are colliding. For each of these colliding particle pairs, the force 
and torque they exert on each other is evaluated. These forces are then summed for each 
particle, and the equations of motion are solved to evaluate the new particle position, 
velocity, etc. This process of collision detection, force/torque evaluation and equation of 
motion solve is repeated for each timestep until the end of the simulation is reached. 
This chapter reviews DEM in detail. Section 3.2 compares DEM with other methods 
used to simulate bulk particle behaviour. Each stage in a DEM simulation is explained, 
from collision detection Q3.4), force and torque evaluation (§3.5) to the solution of the 
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define computational particles 
detect particle collisions 
(see §3.4) 
Evaluate collision forces 
and torques (see §3.5) 
Sum collision forces and 
torques for each particle 
Time discretisation loop 
(repeated for each timestep) 
Evaluate any external 
forces (e. g. gravity) 
Solve equations of motion 
(see §3.6) 
Figure 3.1: Diagram to illustrate the typical flow of a DEM simulation 
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equations of motion (§3.6). In all cases, only the 'soft' or time-driven DEM approach is 
considered, as a event-driven method is unsuitable for our work. 
3.2 Contrasting DEM with other Prediction Models 
Techniques to numerically model powder behaviour can be loosely classified by the 
length-scales they consider. Macro-scale techniques capture only large-scale particle 
population behaviour, whereas micro-scale techniques resolve the details of individual 
particle phenomena. Meso-scale lies between micro- and macro-scale. Micro-scale tech- 
niques provide a more detailed view of the system, but require much greater CPU ex- 
pertse than larger scale models. A macro-scale technique is therefore capable of simulat- 
ing much larger systems that micro-scale models with the same computational resource. 
Continuum and direct simulation Monte Carlo (DSMQ methods are examples of 
macro-scale powder modelling techniques. Neither technique tracks individual parti- 
cles, resolving instead the variation in particle concentration across a discretised domain. 
A continuum model treats the particle population as a fluid, governed by a set of contin- 
uum equations which represent the conservation of mass, momentum and energy. This 
method was used by Gidaspow [52] to model fluidised beds, and it is more recently 
known as the PDF approach [531. While the cohtinuum technique is very efficient, is nec- 
essary to deduce 'fluid' properties for the powder such as bulk density and viscosity (in 
a process similar to kinetic theory). This process is generally empirical and not directly 
traceable to particle properties [521. Monte Carlo methods are a family of numerical tech- 
niques that utilise a stochastic approach to particle populations [541. The DSMC method 
is the most widely used to model powder behaviour. A large number of particles can 
be modelled efficiently [55] as individual particles and collisions are not resolved. In- 
stead, multiple particles are grouped together and only a representative particle sample 
is modelled. The effect of particle interaction is evaluated using collision probabilities. 
The technique has been applied to a wide range of problems [56], but is constrained to 
moderately dilute particle flows [57]. 
DEM itself can be classified as a meso-scale technique. Each particle is individually 
tracked, and each inter-particle collision resolved. Unlike either continuum or DSMC 
models, this allows DEM to simulate dense particle populations, and particle behaviour 
can be directly related to fundamental particle properties. The particles are defined as 
'point-particles': it is assumed the entire particle experiences the same conditions from 
its surrounding environment. For example, a particle in a fluid flow is assumed to be 
uniformly affected by the flow velocity interpolated to the particle centre. In reality, the 
flow over the top and bottom of the particle is likely to be different, but this effect is not 
resolved by the meso-scale DEM method. 
Micro-scale techniques resolve the effect of the variations in the environment around 
the particle surface. For example, a fluid direct numerical simulation (DNS) model may 
be used to resolve the flow around individual particles, and the effect of this flow upon 
the particles included by integrating the fluid properties over the particle surface [581. 
The finite element method (FEM) discretises individual particles into a number of cells, 
and can be used to predict real particle deformation [59]. The immersed boundary method 
3. The Discrete Element Method as a Prediction Model 43 
[60] can be used to resolve the flow around arbitrarily shaped particles in complex ge- 
ometries. All such models resolve more detail than DEM, but require greater computa- 
tional expense. 
3.3 Defining a Particle and Particle Collision 
A DEM algorithm tracks each particle individually, and resolves each particle collision. 
This section discusses the computational definition of a particle and a collision. 
3.3.1 Particle Definition 
A general 3D particle can be defined with two volume boundary surfaces. The body sur- 
face boundary, Sb describes the physical surface of the particle. However, a particle can 
start to interact with its neighbours before contact occurs between physical surfaces (e. g. 
electrostatic interaction). Therefore a further surface boundary is defined: the effect sur- 
face boundary, Se, describes the boundary at which the particle starts to interact with its 
neighbours. The effect surface Se must fully encompass the body volume of the particle 
(i. e. the entire body volume of a particle must fall inside the effect volume). Each particle 
has a local origin, Oy,, and co-ordinate system. The particle centre of mass, Oc", is com- 
monly but not necessarily located at this local reference origin. Figure 3.2 illustrates the 
basic components of a computational particle. 
Se 
Sb 
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Figure 3.2: Definition of a computation particle. In this illustrated case, the particle centre 
of mass, 0,,, is not located at this origin Oxyz. 
Body and effect surfaces are defined in different ways depending on the desired 
shape: spheres, ellipsoids, polyhedron, superquadric or composite surfaces. Although 
the particle shape affects the DEM simulation [61,621, the use of complex shapes signif- 
icantly increases the computation required for collision detection. For this reason, the 
work in this PhD defines both Sb and S, as simple spheres, such that 0,. =- O. 'yz. 
Each particle has a number of properties. For a spherical particle p, the position xp is 
the vector from the global domain origin Oxyz to the sphere centre. The body surface is 
defined by base radius rp, and the effect surface by radius Pp. These can also be expressed 
as diameters dp and Jp. The particle has a translational velocity up, and an angular veloc- 
ity wp. The orientation of the particle is tracked using a rotation tensor Rp. If the particle 
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has a density p, the particle mass mp can be evaluated as: 
43 
mp = 57rprp 
(a)lndependent 
lo, 
(b) Interacting (c) Colliding 
Figure 3.3: The three possible collision states between 2 particles. The dotted lines repre- 
sent the particle effect surfaces S, and the solid lines represent the particle body surfaces 
Sb- 
3.3.2 Collision Definition 
Each particle has two defined surface boundaries - the body surface, Sb, and the effect 
surface, S, Two particles are defined as interacting if their effect volumes (bounded by 
S,, ) overlap. The particles are defined as colliding if their body volumes (bounded by SO 
overlap. Figure 3.3 illustrates the three possible collision states for any particle pair: 
Independent The effect volumes of the two particles do not overlap. The particles are 
independent of each other. 
Interacting The effect volumes of the two particles overlap, but the body volumes of the 
particles do not. The particles interact through long-range forces, but as they are 
not in physical contact, no short-range forces are present. 
Colliding The effect volumes and body volumes overlap. The particles are in physical 
contact with one another. Particles interact through long and short-range forces. 
In a collision between two spherical particles p and qa number of the individual par- 
ticle properties can be combined to describe both particles in the collision. The relative 
position of the two particles, xpq, is the vector from particle q to particle p: 
Xpq --: Xp - Xq 
(3.2) 
The relative velocity between the particles, Upq is defined in a similar way: 
(3.1) 
---. 
-- 
'¼ 
/ 
"'"-_. \ _1L_- / 
-- 
Upq -': -- Up - Uq 
(3.3) 
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The reduced particle mass, Mpq, is the effective inertial mass of the two particles in con- 
tact: 
Mpq --` 
MpMq 
Mp+Mq 
3.3.3 Contact Geometry 
(3.4) 
This section describes the geometry of two colliding particles, defining properties such 
as the overlap, contact point, collision normal, and tangential displacement. 
Contact Point and Collision Normal 
The forces between colliding particles p and q act through the contact point, Cpq. Forces 
in the normal and tangential directions are usually calculated separately, and act along 
the normal and tangential unit vectors Apq and ! pq. The definition of contact point and 
collision normal depends on particle shape, but there are two commonly used methods 
[63,641: the 'intersection' or 'common normal' approach. In 21), the intersection method 
defines the contact point as the mid-point of the line joining intersection points of the par- 
ticle boundaries, and the unit normal is defined perpendicular to this line. The common 
normal approach identifies a pair of points, one on each particle boundary, that possess 
a common normal vector. The contact point is defined as the mid-point between these 
points, and the normal vector as the common normal vector. Figure 3.4 illustrates the 
different approaches. Both methods can be extended to 31), although the intersection line 
becomes a plane, with the contact point defined at its centre. 
A n 
Figure 3.4: Two methods to calculate the collision normal, h and contact point C. 
For spherical particles, the intersection and common normal methods produce iden- 
tical normal vectors, but different contact points. Dziugys and Peters [63] argued that the 
common normal approach is more realistic by discussing the example of a small particle 
colliding with a very large particle. If the contact point is set on the line of intersection, 
it implies that the large particle has not deformed during the collision. They argued that 
if the contacting particles are of similar material properties the common normal contact 
point is more realistic. For this reason, we use the common normal approach in our work. 
(b) Intersection (a) Common Normal 
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Normal Deformation 
Although it is possible to simulate the actual particle deformation (i. e. the change in 
particle shape) during a collision [65], the computational effort required makes this im- 
practical. Instead, the normal deformation is approximated by an overlap volume or dis- 
tance between two colliding rigid bodies. Figure 3.5 shows the normal overlap distance 
9 between two spheres, the measure used to represent the particle deformation. 
Figure 3.5: This figure illustrates the contact between two spherical particles. The (real) 
deformed shape of the spheres during contact is shown by the solid lines, while the over- 
lapping original un-deformed shapes are shown by the dashed lines. Instead of calculat- 
ing the real deformation, the normal distance b is used as a measure of particle deforma- 
tion. 
The process of calculating the normal body surface overlap distance (9pq) between 
spheres p and q is trivial given the radii (rp, rq) and relative position (Xpq,, see eq. 3-2) of 
the particles: 
9pq rp 
+rq -I Xpq 
I-I Xpq I< rp +rq (3.5) 
0,1 Xpq I ý! rp + rq 
The effect surface overlap, Spq can be evaluated in a similar way using the effect surface 
radii, Pp and Yq. 
Collision Tangential Direction 
The unit tangent vector ! pq in a collision between particles p and q is defined by the 
tangential direction of the relative velocity. The relative velocity is defined by equation 
3.3, and can be decomposed into normal and tangential components: 
Upqln (Upq*n^pq)n^pq 
Upqlt Upq-Upqln 
(3.6) 
(3.7) 
The tangential unit vector of the collision is defined in the direction of the tangential 
relative velocity component: 
Upqlt 
tpq = TUpqltl (3.8) 
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Tangential Displacement 
To evaluate inter-particle forces such as friction, the total tangential slip ý that occurs 
between particles during a collision is required. This is defined by the equation 1661, 
dt (3.9) 
The most common approach is to numerically integrate this equation throughout the 
collision process 163], forcing a collision 'history' to be maintained between consecutive 
timesteps. An alternative approach using the initial contact point has been presented 
for sphere-wall collisions [671, but this is difficult to extend to sphere-sphere or other 
particle shape collisions. In our work, the slip is numerically integrated by maintaining 
collision 'history' between timesteps. 
3.4 Collision Detection 
Collision detection is usually divided into two separate phases: near neighbour search- 
ing and geometric resolution (figure 3.6). The aim of the former is to identify a list of 
particle pairs that iniglit be colliding as efficiency as possible. The geometric resolution 
stage then evaluates the exact collision properties defined in ý. j 1 3.3.3. The complexity and 
computational expense of this geometric resolution depends on the particle shape, but is 
straightforward for spherical particle. This section explains the process of near neighbour 
searching. 
onoo 
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(a) Near neighbour search 
(black particle is target, grey 
particles are its near neighbours) 
Figure 3.6: The two stages of collision detection, near neighbour searching and geometric 
resolution. 
The process of eliminating particle pairs that are definitely not interacting consumes 
a significant proportion of the DEM algorithm runtime [68]. For environments consist- 
ing of N particles, performing 0 (N 2) pairwise contact checks becomes a computational 
bottleneck, especially when N is large. The aim of the near neighbour search is to iden- 
tify a list of particle pairs that might be interacting as quickly as possible. False positives 
are permitted, as these will be resolved during full geometric resolution of the contact. 
Ideally, the search CPU expense should scale linearly with the number of particles N. 
A number of different techniques have been proposed: spatial zoning, neighbour 
(b) Geometric Resolution 
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listing, spatial sorting and triangulation [68-70]. The implementation details of these ap- 
proaches are detailed in appendix B. The decision of which technique to apply is strongly 
influenced by whether the domain is discretised into control volumes (CVs) or not. Spa- 
tial zoning involves only testing particle pairs located in the same or neighbouring Us 
[711, and this technique can be employed very cheaply if the domain is already discre- 
tised. It is often combined with neighbour listings [72], where a 'suspected collision list' 
of particle pairs within a certain distance of each other is regenerated every n timesteps. 
This combination of spatial zoning and neighbour listing is commonly used if the do- 
main is already discretised into Us, for example if the DEM algorithm is combined 
with a fluid solver. When the domain is not already discretised, using a spatial sort- 
ing [681 approach is generally more efficient. Each particle is enclosed in a bounding box, 
the vertices of each box projected onto each cartesian axis and sorted to establish which 
bounding boxes are overlapping. 
The DEM algorithm constructed during this PhD builds upon an existing CFD fluid 
solver. As such, the particle domain is already discretised into CVs, so a combination of 
spatial zoning and neighbour listings is used as the neighbour search technique. 
3.5 Contact Forces 
The powder behaviour in a DEM simulation is defined by the particle interaction forces. 
Various numerical models have been proposed to capture particle interaction correctly, 
and these are discussed in section 3.5.2. Section 3.5.1 first introduces the physical basis 
for these models. 
3.5.1 Physical Forces To Consider 
As the particle size becomes much smaller than 1 mm, forces other than gravity dominate 
their behaviour - for example, small dust particles are often observed to cling tenaciously 
to our clothes. This section discusses the physical effects that are important when consid- 
ering the interaction of small particles. These effects can be loosely categorised into two 
types: forces due to the physical contact between particle surfaces and those that act on 
neighbouring particles whether they are in direct contact or not. 
Direct Contact Interaction 
The contact between particle surfaces produces repulsive forces as a result of elastic 
and/or plastic surface deformation. For spheres, the elastic repulsion is described by 
Hertz theory [73,741. Plastic deformation of the particle surfaces is more complex, and 
dissipates energy. Theoretical models include the plastic contribution by imposing damp- 
ing during the collision [75] or including hysteresis in the loading/ unloading cycle [76]. 
Two particle surfaces in direct contact are also subject to friction forces which resist 
tangential (sliding) motion [77]. The classical approximation for friction forces is known 
as Coulomb friction, where the maximum friction force is the normal force multiplied 
by a 'friction coefficient', p. The value of p can depend on the friction regime: static or 
sliding. The friction is 'static' when the particles are not moving relative to each other, 
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otherwise 'sliding. The coefficient of friction is usuallY higher for static than sliding 
friction [78]. Rolling friction also occurs as the particles rotate relative to each other, 
producing a resistive torque. The surface roughness of the particles has been shown to 
increase friction forces [79,80]. 
Contact-Independent Interaction 
Some forces act on a pair of particles whether their surfaces are in direct contact or not. 
Adhesion or cohesion between uncharged dry particles is dominated by van der Waals 
forces. They arise from the attraction between molecules that are temporarily dipolar 
[81]. For non-deformable spheres, the van der Waals adhesion is described by Hamaker 
[82]. For deformable spheres displaying Hertz contact behaviour, the van der Waals 
adhesion between particles was solved by Johnson et al. [83], known as the Johnson- 
Kendall-Roberts (JKR) model. Derjaguin et al. [841 proposed an extension to this work 
- the Derjaguin-Muller-Toporov (DMT) model - which predicts a greater adhesion be- 
tween particles. Tabor [85] showed that the JKR model is appropriate for large, soft bod- 
ies with high surface energies, and the DMT model is suitable for small, hard particles 
with low surface energy. Both JKR and DMT models are limited to spheres with a smooth 
surface. 
A typical pharmaceutical particle has a rough rather than smooth surface, and the 
roughness affects the particle-particle adhesion. Depending on the size of the asperities 
relative to the size of the particle, the roughness may increase the adhesion by mechanical 
interlocking of particle surfaces [86], or more usually decrease the adhesive force between 
particles by reducing the total contact area [87-89]. A number of approaches exist to 
modify the JKR or DMT models to include particle roughness [82,891. 
Electrostatic forces become important when the particle material is electrically insu- 
lating, so any electric charge is retained (usually the case for pharmaceutical powders 
[901). Particles may become charged by contact with other particles or surfaces (triboelec- 
trification) [91,92]. Two charged particles will either attract or repel each other depend- 
ing on their charge, and this force can be more significant than van der Waals adhesion 
in a DPI [93-951. Most research concerning fine particles and electrostatic effects focuses 
on toner particle behaviour in printing devices [96,97], but electrostatic effects are also 
widely researched from a pharmaceutical perspective [98,991. 
Particles in a high relative humidity (RH) (above approx 50%) experience two con- 
trasting effects: the humidity allows any charge on the particles to dissipate thus de- 
creasing electrostatic forces [811, and water condensation on particle surfaces can form 
liquid 'bridgesbetween particles [981. These bridges increase the adhesion between par- 
ticles due to the water surface tension, an effect known as the capillary force [100,1011. In 
some cases a solid bridge can be formed between particles by chemical reaction, sintering, 
or liquid solidification - these are rarer than liquid bridges, but create an even stronger 
adhesion force between particles [102]. 
0; ý , 
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3.5.2 Force Models 
Interacting particles influence each other for the reasons discussed in the previous section 
3.5.1. In a DEM algorithm, this interaction must be described by evaluating the magni- 
tude of the forces exerted by the particles upon each other. This section presents the force 
models that can be used to numerically evaluate these forces. The models are based on 
the contact geometry (see §3.3.3) and sub-divide the force into normal F" and tangential 
Ft components that act through the contact point between the two particles, C. 
This section reviews all popular DEM force models. In the code developed by the 
author the following models have been implemented: 
o linear viscoelastic model. 
s non-linear viscoelastic model. 
e complex tangential friction. 
e linear cohesion. 
* JKR cohesion model. 
More information on the author's code development can be found in appendix A. 
Linear Viscoelastic Model 
The most popular DEM force model [103] to account for the forces from elastic-plastic sur- 
face deformation is the linear spring-dashpot model introduced by Cundall and Strack 
[511 (see figure 3.7). The elastic repulsion force is based on the overlap between particle 
body surfaces 9 using a linear Hooke's law for a spring with stiffness k,. Any plastic 
deformation dissipates energy, and is modelled by a velocity proportional damper with 
a damping coefficient of q. 
k, JA -qu1,, (3.10) 
I 
Figure 3.7: The linear spring-dashpot force model. 
The main problem with the linear model is that the known dependence of contact 
stiffness with particle radii [73] is not included. The stiffness k, is constant for all particle 
radii. If the particle population is mono-disperse the contact stiffness can be calculated 
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directly from the constant radius and material properties such as Young's modulus [104]. 
In a polydisperse population, the same procedure can be undertaken using the average 
radius, but this can introduce unrealistic particle behaviour [671. 
A high stiffness places severe constraints on the timestep in an explicit system (see 
§3.6), and several authors artificially soften the elastic contacts by arbitrarily reducing the 
stiffness [72,105,1061. The effect of this is investigated in chapter 5 of this thesis. Judi- 
ciously applied, this practice can result in significant time-savings while still capturing 
realistic particle behaviour. However, it can lead to excessive inter-particle overlap and 
unrealistic behaviour. 
The dashpot is included in the model to account for plastic deformation that dissi- 
pates energy. The choice of damping coefficient is empirically based, and is often ex- 
pressed as a coefficient of restitution E. For two particles p and q, the damping coefficient 
can be calculated from the restitution using the reduced particle mass Mpq [72]: 
-21ne 
Mpqke 
(3.11) 
( 
7r2 + In2 e 
Non-Linear Viscoelastic Model 
Non-linear models base the elastic repulsion forces on Hertzian contact theory [73]. The 
elastic force between particles p and q is expressed in equation 3.12, where the stiffness is 
a function of reduced radius rpq and reduced Young's modulus Epq (see eq. 3.13). 
3 
3 
Epqrpq n (3.12) 
Epq -- 
EpEq 
(3.13) 
Ep 
(1 
- O'q2) +Ep(1- GP2 
It is generally accepted that a Hertzian-based model provides a more accurate descrip- 
tion of the normal elastic contact forces between two curved surfaces than the linear 
model [67]. However, the value of this increased "accuracy' (in the context of the extra 
computational expense it involves) has been questioned considering that particle shape 
representations are generally a crude approximation to real particle surfaces [107]. 
A non-linear energy dissipation model based on Hertz theory was derived indepen- 
dently by Brilliantov et al. [108] and Kuwabara and Kono, [109], and can be expressed 
as: 
Fn = -2E'pqNrrpq6pq U In (3.14) 
However, the value of E' is based on parameters that are difficult to determine, and as pq 
a result the model is rarely used. Taguchi [110] concluded that realistic particles display 
a non-linear dependence between energy dissipation and relative velocity, and a number 
of alternative non-linear models have been presented [111-113]. However, it remains 
common to use linear normal energy dissipation with a non-linear elastic Hertz model. 
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Continuous Potential Model 
Continuous potentials are widely used in molecular dynamics (MD) simulations on the 
atomic or molecular scale to characterise entity interaction [114,1151. Their application 
has since been extended to DEM algorithms [116-118]. The repulsive force is calculated 
by considering the excluded material volume between particles p and q, 
De 
(3.15) aXpq 
where the potential 0 is defined by the Lennard-jones expression: 
)12 )6 
+ Xpq I< dcri'tical TXp-ql lXpql 4 (3.16) 
0, otherwise 
There are two required parameters: a characteristic length representing particle size, a, 
and a characteristic energy, E. The critical distance over which the potential acts, dcriticali 
is commonly set to ýV2-. Langston et al. [118] used a simplified model where, 
a (13ql) 
, 
lXpq I< dcritical 
Xp (3-17) 
0, otherwise 
This simplified form of the potential results in the following expression for the normal 
force while the particles are closer together than the critical distance, dcritical [118,1191: 
aE 
(. )a 
(3.18) 
lXpql I Xpq I 
The value of a is an arbitrary integer index (Langston commonly used a= 36), and the 
characteristic energy, E, is referenced from the gravitational force between particles at 
separation 3, 
dmpqg 
(3-19) 
a 
The advantage of the continuous potential model is that the contact becomes signifi- 
cantly stiffer with greater overlap (illustrated by figure 3.8). This reduces excessive over- 
lap between particles at high loads and makes an explicit DEM algorithm more stable 
with larger timesteps (see §3.6). 
Hysteretic Model 
Hysteretic models include the effect of plastic surface deformation without using velocity 
damping. They may be linear or non-linear, but in all cases different stiffnesses are used 
for loading and unloading. The simplest model is that developed by Walton and Braun 
[761: it uses two linear Hooke law springs, one for loading and one or unloading (see 
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Linear Hooke law 
--- Hertz non-linear 
continuous potential 
Figure 3.8: Approximate relative shapes of the force-overlap curves for linear, hertz and 
continuous potential models. 
figure 3.9). 
kell b, for loading 
Fn = (3.20) 
ke I ui (b - bmax) , for unloading 
The values k, II and k, 1,, j are the spring stiffnesses for loading and unloading respectively, 
and are determined empirically. The coefficient of restitution E of the resulting collision 
depends on the ratio of these stiffnesses [761: 
T ke i 
jlý: 
(3.21) 
ke I 
Sadd et al. [1201, Thornton and Ning [751 and Vu-Quoc and Zhang [1211 extended this 
concept to non-linear models and included aspects such as contact re-loading. These 
more complex models are reviewed in detail by Tomas [1021 and Kruggel-Emden et al. 
[1221. 
Complex Tangential Friction 
A complex friction model separates the calculation of static and dynamic friction. Two 
bodies are subject to the static regime if they are not moving relative to each other, and 
the dynamic regime if they are sliding over each other. In real particles [123,124], the 
static resistance to motion is greater than the resistance once sliding starts to occur [78], 
but it is difficult to reproduce this efficiently in a DEM algorithm as the forces from each 
collision are evaluated independently. In a complex friction model static and dynamic 
friction forces (Fstat'c and rýyna`) are evaluated separately, and the minimum of the two t 
forces is applied. 
Ft =-1 min 
(I Fttatic I, I Ftdynamic I) (3.22) 
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6 
Figure 3.9: The linear hysteretic model proposed by Walton and Braun [76]. 
This dynamic force is dissipative, since it always acts to oppose the velocity. It is mod- 
elled using Coulomb's law and the empirically determined friction coefficient, P, between 
particle materials: 
dynamic Ft (3.23) 
In contrast, there is little common agreement as to the evaluation of the static friction 
force. This force acts to keep the particles in the same relative position, and is based on the 
tangential displacement g. The simplest model is based on a linear spring [72,125,1261: 
F, static =I t -kf Gt (3-24) 
Some authors [67,127] use a simplified version Mindlin's theory [128,129] rather than 
a constant friction stiffness. In this approach the stiffness exhibits a dependence on the 
shear modulus of the particles p and q (Gp and Gq), the normal displacement and reduced 
radius: 
kf = 
16 Gp Gq Vrpq Jpq (3.25) 5- Gp (2 - c-q) + Gq 
(2 
- 
Some authors [72,130,131] also include a dissipative component based on the relative 
tangential velocity u I, and damping coefficient ý: 
Fstatic t -kfGt^ -q ult (3.26) 
Complex models tend to be more popular than global friction models due to their low 
computational cost and simplicity, while qualitative results from both models are similar 
[127]. However, there is a wide variation in the way they are applied. 
Global Tangential Friction 
Global friction models are based on the theory of Mindlin and Deresiewicz [128,129] 
that a tangential force causes a small relative motion, or slip. Slip occurs over part of 
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the area of contact, while the rest remains adhered. As the tangential force increases, 
the adhered area decreases to zero, at which point the contact enters the dynamic sliding 
friction regime. Implementing the full Mindlin-Deresiewicz theoretical solution in a DEM 
algorithm has been undertaken [67,1321, but requires a high computational expenditure. 
Most practical global models are simplified versions of the full solution. 
Walton and Braun [761 presented a simplified solution, where the effective tangential 
stiffness kf is given by: 
kf, 
I Ft I-I Ftl a 
kf pI Fn I -I Ftl 
Ag >0 
(3.27) 
IF11 - IF, t t1a AG <0 ký 
yI Fn I+I Ftl 
) 
Ag is the increment of the tangential displacement over the last timestep. M is the ini- f 
tial tangential stiffness, y the dynamic coefficient of friction, and a= 1/3 according to 
Mindlin's theory. The value of Ft' is initially zero, assumes the value of the total tangential 
force Ft when Ag changes sign, and scales in proportion to any change in the normal force 
F, In each timestep At, a new tangential force is calculated by the explicit expression: 
Ft (t + At) = Ft (t) + kf (t) AG (t) (3.28) 
Although complicated, the model agrees well with experimental data and has been im- 
plemented by various authors with some modifications [120,133]. 
Langston et al. [1181 developed a simpler global method with the following expres- 
sion. for the tangential force: 
) 31 
Ft = yFt 1-1- 
1 
(3.29) 
The critical value of tangential displacement, g', forms the basis of the coupling between 
normal and tangential stiffness and is evaluated from the current normal displacement. 
For particles of the same material, 
1 2-a- 9 2(l - o, ) 
(3.30) 
Brilliantov et al. [108,134] developed a scheme based on the concept that rough bodies 
in contact may be modelled by asperities [130]. When the tangential stress exceeds some 
critical value, the asperity contacts are broken and the body shifts a discrete distance go 
relative to each other. The model is defined by the equation, 
Ft = It IF,, l 
ý- 
- 
[-ý-] )1 
(3.31) 
(Go 
Go 
where Lxj denotes the integer part of x. 
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Rolling Friction 
The tangential force exerted on each particle produces a torque that can be easily calcu- 
lated from the particle radius: 
-r = Ft x (ril) (3.32) 
The normal force contribution to this torque, known as the 'rolling friction' is more dif- 
ficult to determine and remains an active research area [135,1361. Although it is often 
neglected in DEM simulations, the rolling friction has been shown to be an important 
factor in a number of situations [137-1411. 
Cohesion and Adhesion 
Cohesion is the attractive force between particles of the same material, and adhesion the 
attraction between different materials. As discussed in section 3.5.1, these interaction 
forces may arise because of van der Waals, electrostatic or liquid bridging phenomena. 
They generally act before physical contact of particle surfaces, and are applied when the 
particle effect surfaces Se overlap. 
Some authors [72,142,143] account for these forces using a crude linear approxima- 
tion, based on the overlap of the particle effect surfaces S and cohesion stiffness kc. 
k, Sh (3.33) 
Although simple, this approach does not capture the effect of realistic cohesive phenom- 
ena. 
More realistic models for van der Waals forces are based on the Hamaker, JKR or DMT 
theories [82-84]. The Hamaker theory has been used in DEM simulations [144,145], but 
produces a force singularity that must be avoided as soon as the particle body surfaces 
overlap. The JKR model is more widely widely used [146-1481 and its implementation 
is described by Thornton and Yin [132]. The normal attractive force between particles p 
and q is based on the surface energy 'rpq, reduced Young's modulus Epq, reduced radius 
rpq and overlap between particle body surfaces 6: 
Fn = 47ra 
2( 
_LEPq 
f 
rPq EPq 
(3.34) 
37rrpq V 7ra 
a is the contact area between the two particles, related to the overlap by: 
a2 47rrpqa bpq 'r7p: (3.35) 
q 
Tpq 'ýp Epq 
This force is non-zero for b<0 so is applied before physical particle surface contact 
occurs. Using a JKR model is significantly more complex than the linear cohesion model, 
especially as the contact area must be derived from equation 3.35 numerically. 
Electrostatic effects have been included in a number of DEM studies. Watano [1491, Watano 
et al. [150] and Lim et al. [1511 investigated the charge accumulated on particles by wall- 
particle collisions, but did not include any electrostatic particle interaction forces. Lu 
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and Hsiau [152] included the Coulomb force between particles in a DEM simulation of a 
vibrated particle bed. This force is based on the charge of particles p and q, 
qpqq 
47re, Eo Xpqý 
(3.36) 
where e, and EO are the relative permittivity and permittivity of free space respectively. 
The capillary cohesive force between particles is complex, and only simplified mod- 
els [153-155] have been used in previous DEM studies. To determine if a liquid bridge 
forms, the liquid distribution throughout the domain is required. Muguruma et al. [156] 
assumed the liquid is distributed uniformly in inter-particle gaps and can be transferred 
between particles. In contrast Mikami et al. [157] and Yang et al. [158] assumed that liq- 
uid is distributed among the particles and cannot be transferred between particles. Once 
the distance between two particles becomes smaller than a critical "rupture distance', a 
liquid bridge may form, resulting in cohesive capillary forces. 
3.6 Momentum Integration 
Particle trajectories are calculated by summing the external and DEM collision forces for 
each particle, and solving the equations of motion. These equations are defined in ap- 
pendix C, and are solved by discretising time into a number of time-points separated by 
a 'time-step' At. Either fixed or adaptive timestep lengths can be used. Particle trajecto- 
ries are predicted from the forces by integrating the equations of motion with respect to 
time. Various numerical algorithms exist to perform this integration, and the common 
options are defined in appendix D. 
The accuracy of the numerical solution is an important consideration in any DEM al- 
gorithm. Indeed, if the the errors are too large the whole simulation can become numer- 
ically unstable. A detailed investigation of integrator accuracy is presented in chapter 
4 of this thesis. This section discusses the importance of the timestep length to ensure 
numerical stability and collision capture during the simulation. 
Most integrators used within DEM algorithms are explicit (see section 4.2.3), and have 
an upper timestep limit above which there is a danger of instabilities occurring. This is 
known as the Courant stability criteria. Cundall and Strack [51] estimate this maximum 
timestep based on the natural frequency of a collision (using particle mass m and elastic 
stiffness k, ): 
At< 
M 1 F! 
kel 
(3.37) 
O'Sullivan and Bray [159] evaluated a more complex derivation of the maximum timestep 
for various particle assemblies, and concluded that in the general 3D case for mono- 
disperse spheres without damping: 
0.2,2 a particle rotation allowed 
At < 
rke 
(3.38) 
0.34 ý! no particle rotation 
m Ame 
3. The Discrete Element Method as a Prediction Model 58 
They also conclude that the use of a polydisperse particle population would be likely to 
decrease this maximum timestep value. 
In addition to numerical stability concerns, the timestep must be considerably smaller 
than the collision duration tcollision to capture the development of forces during particle 
contact. This imposes another constraint on timestep length: 
At < 
tcollision 
a 
(3.39) 
Different authors propose various values for the 'resolution' constant a: Thompson and 
Grest [160] use a= 50, Dury and Ristow [125] use a= 15, Langston et al. [118] use a= 30. 
The collision time is dependent on the force models applied. For example, the collision 
time for a linear visco-elastic model is [63], 
tcollision --= 7r 
ýT' 
-m- 
(3.40) 
e Mq2 
3.7 Coupling Particles with a Continuum Flow 
Particles are affected by, and exert an effect on, their fluid environment. To include fluid 
effects the domain volume is discretised into a number of individual control volumes 
(CVs), with different fluid properties possible in each CV. A DEM algorithm defines 
'point-particles' (see §3.2): it is assumed the entire particle experiences the same condi- 
tions as that found at its local origin. For example, a real particle in an air flow might see 
different fluid velocities on the top and bottom surfaces, and be influenced by the wake 
from other particles. Under DEM, it is assumed that the whole particle is influenced by a 
single fluid velocity interpolated to the particle local origin, and particles wakes are not 
resolved by the fluid solver. This section discusses methods to model such effects, known 
as 'coupling' the particles to the fluid. Particles can be one-way coupled (the particles are 
affected by the fluid, but do not exert an effect on the fluid) or two-way coupled (particles 
are affected by the fluid, and exert an effect on the fluid). 
3.7.1 Void Fraction 
The 'void fraction' or porosity is an indication of the particle packing density. It is a 
property of the envirorurnent, and is calculated per CV. The void fraction E is the volume 
fraction of a CV not occupied by particles. For CVs much larger than particle volumes, 
e can be evaluated by assuming that a particle occupies the CV in which its centre of 
mass (COM) is located. If N particles occupy a particular CV, its void fraction can be 
expressed in terms of particle volume Vp and total CV volume VCV [1611: 
EN VP 
P=l (3.41) 
Vc v 
The problem with this simple method is that it places constraints on the minimum CV 
size. Different portions of a single particle may occupy different CVs. In this simple 
method, no attempt is made to distribute the contribution of a single particle between 
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multiple CVs. This can be safely neglected when VCV > Vp, but becomes progressively 
more inaccurate as VCV decreases or Vp increases. 
Link et al. [162] proposed an alternative void fraction evaluation that is independent 
of CV size. They represent the particles as porous cubes, where the cube size L= ad. The 
volume of the cube must be greater than the particle, introducing a minimum constraint 
for the constant a: 
0.8 (3.42) 
In practice, a typically takes a value from 3 to 5. The void fraction of each cube depends 
only on the constant a: 
Ecube :-1 
7r 
3 (3.43) - ga- 
Because of the cube geometry, it is now relatively simple to distribute the contribution of 
each cube to the void fraction of multiple CVs if necessary. The void fraction in each CV 
can be calculated from the volume of each cube that is in a particular cell VcubeCV: 
EN 
Ecube p=l 
Vcube, CV 
(3.44) 
Vc v 
This approach means that a particle influences the fluid relatively weakly over a larger 
volume, rather than its effect being concentrated at the COM. There are no constraints on 
CV size. 
3.7.2 Drag Model 
The most significant force exerted by the fluid on a particle is the drag force. This force is 
non-zero when the particle and fluid have different velocities: the pressure distribution 
around the particle becomes unbalanced, and the fluid also exerts viscous shear stresses 
at the particle surface [1631. The determination of this force is complex and can depend 
on fluid regime (laminar or turbulent) [151, particle shape [164,165], rolling effects [166] 
and proximity to walls and other particles [167,168]. A number of analytical solutions 
have been presented for a single sphere [169,170], but these solutions are restricted to 
very low Reynolds number. This section describes some of the popular empirical drag 
models for spherical particles under different circumstances. 
The magnitude of the drag force is usually expressed as a drag coefficient CD in the 
equation: 
F"2 
1 
Pf (Uf - Up) 1 Uf - Up 1 CDA (3.45) 2 
up is the particle velocity, uf the fluid velocity at the particle COM, pf the fluid density, 
and A the reference area. For a spherical particle: 
7rr 2 p (3.46) 
The drag is heavily dependent on the flow regime of the fluid (laminar or turbulent) 
round the particle [171]. This regime can be characterised by the particle Reynolds num- 
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ber Rep: 
ReP - 
pf luf - upl dp 
q 
(3.47) 
A number of empirical relationships have been proposed for the drag coefficient of a 
single sphere over a range of Reynolds numbers, and these are discussed by Ceylan et A 
[1721. The most common scheme [173] defines the drag coefficient as: 
CD ": 
24 
Rep 
24 
K - 
(1 + O. lReo-99) p e p 
24 
K - 
(1 
+ O. llReo. 81) p e p 
24 
K - 
(1 + 0.189Reo. 632) p e p 
24 
K - 
(1 
+ 0.15Reo. 687) p e p 
0.44 
0.1 
Rep < 0.2 
0.2 < Rep <2 
2< Rep < 21 
21 < Rep < 200 
200 < Rep < 1000 
1000 < Rep <2x 105 
2x 105 < Rep 
(3.48) 
The classical drag equation 3.45 does not account for the proximity of other particles. 
This effect can be neglected for dilute particle populations, but when dense has a signifi- 
cant effect. Du et al. [174] reviews a number of drag models that account for such effects 
by including the void fraction E, most based on the Ergun equation [1751. 
3.7.3 Beyond Particle Drag 
Although drag is generally the most significant effect, it does not fully describe fluid- 
particle interaction. This section discusses a number of other interaction forces, and how 
they can be modelled. 
Pressure Force 
A force is exerted on a particle by local pressure gradients within the flow. This is the 
result of different pressures being exerted by the fluid on different parts of the particle 
surface. For a local pressure gradient dP/dx, the force on a spherical particle is [163]: 
F= _4dP 7rr' 3 97 
Basset Force 
(3.49) 
The Basset force [176,177] includes the acceleration history of a particle. Crowe et al. [178] 
describe how this force models the temporal delay in boundary layer development due to 
particle acceleration. It can be neglected if the Reynolds number is high, the acceleration 
low [163], or if the fluid-to-particle density ratio is smaller than 10-3 [179]. 
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Saffman Lift Force 
A velocity gradient in the fluid will induce particle rotation, due to different particle-fluid 
slip velocities at different parts of the particle surface. This rotation alters the pressure 
distribution around the particle resulting in a lift force. Saffman [180,181] originally 
proposed a model to evaluate this lift force for flows with a Reynolds number less than 
unity. Mei [182] has since presented an empirical model for the Saffman lift force at higher 
Reynolds numbers. 
Magnus Force 
A rotating particle in a constant velocity flow will experience lift due to the differing rel- 
ative fluid velocity on either side of the particle. The magnitude of the lift was originally 
derived by Rubinow and Keller [183] for flows with a Reynolds number less than unity. A 
number of empirical extensions have been proposed for higher Reynolds number flows, 
and these are reviewed by Crowe et al. [178]. 
Gravity and Buoyancy Forces 
The local gravitational field will exert a constant acceleration on each particle, dependent 
on both particle and fluid densities (pp and pf), particle volume V, and the gravitational 
acceleration g. 
F= V(pp -pf)g 
Virtual Mass 
(3.50) 
Virtual mass is the extra inertia added to a particle due to the fact that any acceleration or 
deceleration must displace some volume of surrounding fluid as it moves through it. For 
simplicity this can be modelled as a volume of fluid 'attached' to a particle that moves 
with it. The total mass of the particle is the sum of the actual and virtual mass. For a 
spherical particle p in a fluid f [163]: 
42 
Mp = 37rr3ppp +-3 7rr3ppf 
actual virtual 
The virtual mass can be neglected when pp > pf, but otherwise has a significant effect. 
For example, an air bubble in water has a much larger virtual than actual mass. 
3.7.4 2-way Coupling 
The continuum flow is usually solved using the volume averaged Navier-Stokes equa- 
tions. To perform a 2-way coupled simulation (where the fluid affects the particles and 
the particles affect the fluid) an extra momentum transfer source is included in the fluid 
transport equations. This process is fully described by Shrimpton [184] and Deen et al. 
[32]. 
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3.8 Computational Architecture 
The timestep length constraints of a DEM algorithm (see §3.6) makes execution computa- 
tionally expensive. Efficient DEM software is written in low-level compiled languages 
such as C, C++ or Fortran. Balevicius et al. [185] concluded that procedural Fortran 
is generally faster than an object-oriented C++ implementation. However, the object- 
orientated nature of C++ may make it easier to maintain [186]. Most DEM algorithms 
are written as serial codes (executing on a single processor) where the simulation scale is 
limited by available run-time and CPU clock speed. 
Large-scale simulations cannot be limited to a single CPU, and parallel DEM algo- 
rithms are required. Such parallel codes are capable of executing a simulation on mul- 
tiple processors simultaneously. The simulation scale is therefore constrained only by 
the number of processors available. Parallel DEM algorithms have been implemented 
on both a hardware [187] and software level [188-191]. Software solutions use message 
passing libraries such as MPI to communicate between processors [192]. They may not 
be as efficient as hardware solutions [187], but are more flexible and easily deployed. 
Ideally, the simulation run-time should scale linearly with the number of processors: 
doubling the number of processors results in a halving of the overall run-time. How- 
ever, synchronisation and communication overheads between processors, as well as load 
balancing problems usually result in a slight loss of performance as the number of pro- 
cessors increases [188,1891. A parallel code has to partition the particle population be- 
tween processors, and some performance is lost due to ghosting particles at the partition 
boundaries between multiple processors. 
3.9 Summary 
This chapter has introduced DEM as a suitable method to capture DPI behaviour. Its 
context has been explained in terms of length scales: larger-scale continuum or Monte 
Carlo methods are useful for large dilute particle populations, smaller-scale DNS models 
for detailed examination of a few particles. DEM is useful for n-dd-scale simulations, 
capturing bulk behaviour from fundamental particle-particle interactions. 
DEM has been broken into its constituent parts - collision detection, contact force 
evaluation and momentum integration - and each has been explained and critically 
reviewed. Details of inter-particle force models have been presented, momentum in- 
tegration timestep constraints discussed, specific numerical issues and their solutions 
explained. Techniques to include the interaction between particles and their fluid envi- 
ronment have also been presented: fluid drag models and methods to couple fluid and 
particle behaviour. - 
Chapter 4 
Numerical Accuracy of the DEM 
Model 
This chapter investigates the accuracy of various numerical schemes used to solve 
the particle equations of motion. Specific attention is paid to the effect of discon- 
tinuities in the force applied to each particle produced by DEM collision bound- 
aries. A single DEM particle collision is solved with a number of numerical inte- 
gration algorithms, and the dependence of error on collision properties is inves- 
tigated. Accuracy depends on timestep length, collision boundary discretisation 
and contact stiffness but is independent of collision velocity. It is concluded that 
the integration order with respect to time is limited to a maximum of 2nd order 
by the transition of particles between free-motion and colliding states. 
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4.1 Introduction 
This chapter compares typical numerical schemes used to integrate the equations of mo- 
tion over time, with specific attention to their performance in a DEM particle context. The 
equations of motion are defined in appendix C, and are solved by discretising time into 
a number of discrete time-points separated by a 'time-step' At. Either fixed or adaptive 
timestep lengths can be used. Particle trajectories are predicted from the forces evaluated 
by the DEM model by integrating the equations of motion with respect to time. A num- 
ber of numerical algorithms exist (defined in appendix D) to perform this integration. 
This chapter applies each of these numerical schemes to the same DEM particle collision, 
and compares the quality of the numerical solutions produced. 
All of the numerical integration schemes are derived on the assumption of contin- 
uous force, velocity and position. However, a typical DEM algorithm involves a num- 
ber of changes of state as a particle moves from free-motion to colliding and visa-versa. 
Depending on the inter-particle force model used, these changes in state result in dis- 
continuities in force and velocity profiles or derivatives. Such discontinuities have been 
shown to grossly increase the error of a numerical solution in other cases [1931. Various 
solutions to these problems have been presented [193-195] most of which are based either 
on decreasing the timestep near the discontinuity or transforming the function to remove 
it. However, in the field of DEM research most authors routinely ignore these discon- 
tinuities. This chapter investigates the effect of such DEM discontinuities on common 
numerical schemes when no detection or correction is applied. 
In this work nine integration algorithms are applied to a single inter-particle collision 
modelled with DEM. The integrators are chosen to include a range of properties: explicit 
and implicit; single-point and multi-point; 1st, 2nd and 4th local order. A more detailed 
comparison of the schemes tested is presented in section 4.2. Each scheme is applied to a 
DEM test case -a single elastic particle collision under a linear force model. This test case 
is defined in section 4.3. The numerical errors produced by each integration scheme are 
evaluated (see §4.3.3) and compared. These errors define the accuracy, allowing schemes 
to be directly compared with one another. 
4.2 Scheme Comparison 
In this work, nine numerical integration algorithms were tested. The selection is not 
intended to include all available schemes, but instead include representatives of different 
types of approach: explicit and implicit; single-point and multi-point; 1st, 2nd and 4th 
local order. The schemes tested are: 
forward Euler (FE) 
symplectic Euler (SE) 
first order back-differenced (BD1) 
second order Runge-Kutta (M) 
second order Adams-Bashforth (AB2) 
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" second order back-differenced (BD2) 
" fourth order Runge-Kutta (RK4) 
" fourth order Adams-Bashforth (AB4) 
" Adams-Bashforth-Moulton (ABM) 
Each scheme is defined in appendix D, and can be summarised by table 4.1. This section 
discusses the differences between the schemes tested, and explains the properties that 
arise from the way they are derived. 
Scheme Local 
Order 
Type 
DEM Force 
Evaluation 
(per timestep) 
Memory Required 
(preceding time-point 
data required) 
FE 1 explicit 1 1 
SE 1 explicit 1 1 
RK2 2 explicit 2 1 
RK4 4 explicit 4 1 
AB2 2 explicit 1 2 
AB4 4 explicit 1 4 
ABM 4 explicit 2 3 
BD1 1 implicit number of iterations 1 
BD2 2 implicit number of iterations 2 
Table 4.1: Summary of integration schemes tested. 
4.2.1 Defining Accuracy and Order 
Two important concepts in this chapter are that of the accuracy and the order of each 
scheme. The numerical integration at timestep n can be expressed in the general form, 
4)n+l =S 
((Dn+1,4)n, 4)n-l'... ) 
A 'local' and "global' error (E L and E G) can be defined by equations 4.2 and 4.3 where (D, 
denotes the true value of the property 0. 
14>n+l 
-S (Dn+l, on, q>n-l,... 
) (4.2) 
eee 
q)n+I cG Z (4.3) 
The local error is the error made at a single timestep, while the global error measures the 
cumulative effect of errors from all previous timesteps and includes any startup error. 
These errors quantify the local and global accuracy of the numerical integration scheme. 
The accuracy of an integration scheme is dependent on the timestep size, At. The 
nature of this dependence defines the order of the scheme. The local order a is determined 
by the relationship between EL and At as, 
EL =0 
(At'+') 
as At --+ 0 (4.4) 
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The global order, b is related to the global error as, 
EG -- `0 
(At, ) 
as At --+ 0 for tý tmax (4.5) 
Ignoring startup effects, a scheme with local error 0 (At, '+') results in a global error of 
order a because 0 (A ta+1) local errors are made t.,,,, /At times. Some integration schemes 
require 'start-up' procedures, which may have an associated local error of 0 (A tc+l). In 
such cases, or where the local error changes at any point (such as at a discontinuity) to 
order c, the overall global error is of order b= min (a, c). 
The global accuracy of an integration scheme is clearly an important measure of per- 
formance. To increase the accuracy (decrease the global error), the timestep is reduced. 
As the timestep is reduced the global error of a higher order scheme will decrease more 
rapidly than a lower order scheme. For this reason, the global order is also an important 
scheme property. 
4.2.2 Multi- and Single-Point 
A single-point scheme (e. g. RK2, RK4) is one that requires only data from the previous 
timestep to make an estimate for the current time point. In contrast, multi-point methods 
(e. g. AB2, A134) require data from more than one preceding timestep. The two types have 
several differences in their behaviour. 
The advantage of multi-point schemes is that they require only one evaluation of 
the DEM force per timestep. However, due to the fact that they require data from a 
number of previous timesteps, multi-point methods require more memory than single- 
point schemes. In addition, they cannot be started using data at only one time-point: 
other methods are required at the beginning of a DEM simulation when only the initial 
particle data is known. The usual approach is to use a small timestep size and a lower 
order method (so the desired accuracy is achieved) and increase the order as more data 
becomes available. An alternative is to start the problem using a single-point method, 
then switch to a multi-point method once enough data is available. The 'start-up' error 
associated with these schemes can be a problem, and may limit their global accuracy 
[196,1971. In this work, start-up error considerations are not investigated, and exact 
start-up data is used. 
Single-point methods are self-starting and generally require less memory storage than 
a comparable order multi-point method. The disadvantage of these methods is that an 
mth local order method requires that the DEM forces be evaluated m times per timestep. 
This makes these methods more expensive than multi-point methods of comparable or- 
der. There are some minor compensations for this extra expense (for example Runge- 
Kutta methods are generally more accurate and stable than multi-point methods of the 
same order [1961) but often it cannot be justified. 
4.2.3 Explicit and Implicit 
An explicit scheme uses only previous timestep data to evaluate the ordinary differential 
equation (ODE) derivative. An implicit scheme uses previous and current timestep data 
to evaluate the derivative. In a DEM context, an explicit scheme is one that uses previous 
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timestep position, velocity, etc. to evaluate the contact forces, and an implicit schemes 
uses the current timestep data. DEM 'implicit' schemes are strictly semi-implicit as they 
treat the DEM force term explicitly w. r. t. other particle forces - this prevents undesired 
and computationally expensive inter-particle coupling. 
The disadvantage of implicit schemes is that they must be iterated to form a solution. 
The DEM forces are evaluated once per iteration. Depending on the number of iterations 
required for convergence, implicit schemes can become very expensive. Explicit schemes 
only require a single iteration. However, implicit schemes are unconditionally stable, 
whereas explicit schemes are subject to certain stability constraints (see §4.2.4). Stabil- 
ity concerns constrain explicit schemes to a maximum timestep length, while implicit 
schemes can use any timestep length. 
4.2.4 Stability 
Implicit schemes are unconditionally stable, but explicit schemes have a maximum timestep 
length before the solution becomes numerically unstable. Various expressions for the 
maximum timestep have been proposed for different systems [198], but the method pro- 
posed by Cundall and Strack [51] remains the most widely used for DEM. It is based on 
particle mass, m and the inter-particle contact stiffness ke: 
At <1 (4.6) 
F! 
kel 
O'Sullivan and Bray [159] evaluated a more complex derivation of the maximum stable 
timestep for various particle assemblies, and concluded that in the general 3D case for 
uniform sized spheres without damping the condition could be expressed as, 
FM- 
0.22V T- particle rotation permitted 
At < e, (4.7) 
0.34 M no particle rotation 
V 
Tme 
They also conclude that the use of a polydisperse particle population would be likely to 
decrease the maximum timestep, value. 
4.2.5 My Code 
In this work both explicit and implicit, single-point and multi-point schemes are tested 
(as defined in table 4.1). In my own code developed as part of this PhD, a semi-implicit 
back-differenced integration algorithm of variable order (1 to 4) was implemented. This 
is because this code is built on top of a fluid solver that uses a back-differenced implicit 
integration algorithm of variable order. Since the solver is already iterating, the stability 
of multi-point implicit method is an advantage achieved at no extra computational cost. 
4. Numerical Accuracy of the DEM Model 
4.3 Test Case 
An elastic particle collision under a linear DFM force model is used to assess scheme 
accuracy. This section defines the physical parameters and behavioLir of this test case, 
and the method used to measure numerical error. 
4.3.1 Definition 
The test case consists of two particles p and ij, illustrated ill figure 4.1. Particle q is initially 
stationary, and has infinite density so remains stationary throughout tile test. Particle 1) 
has a finite density and non-zero initial velocity in the direction of particle 11. Particle 1) 
is initially located at the co-ordinate systern origin, and particle q positioned to allow a 
certain number of timesteps of free-motion before the particles collide (NI-Al, see ý14.4.1). 
The simulation is run until particle p has collided with particle (I and returned to tile 
co-ordinate system origin. The particle collision is resolved with tile DEM algorithril, ap- 
plying elastic Hooke repulsion between the particles only. Particle rotation and damping 
is neglected, with position and linear velocity solved bv tile numerical integrator under 
test. The default physical parameters of tile test case are presented ill table 4.2. 
velocity, 11 
moving 
particle 17 
stationary 
particle (I 
Figure 4.1: Diagram of test case particles 17 and q 
Property particle 17 particle q_ 
radius, r (m) 0.01 0.1 
density, p (kgm- 3) 1000 CO 
velocity, Jul (ms--') 4.0 0.0 
contact stiffness, k, (Nm 10" 
timestep, At (s) 5x 10-5 
Table 4.2: Default physical parameters of the test case. 
4.3.2 Behaviour 
Figures 4.2 and 4.3 show the analytical solution for the evolution of position, velocity 
and applied force of particle 1) over time. At t=0, the particle is in free motion: constant 
velocity IuI=4 ms - 1, zero applied force, and linearly increasing position. This continues 
until the particle starts to collide with particle q. Once colliding, a negative repulsive force 
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is applied to particle p, decreasing the velocity. By the end of the collision the velocity 
is completely reversed and particle p returns to a free motion state. The discontinuities 
in the force derivative are highlighted at the collision boundaries in figure 4.3 by dashed 
circles. 
0.03 
'9 
c 0 
0 
CL 
0.01 
Cl, 
E 
() 
0 
> 
Figure 4.2: Analytical solution of the evolution of the velocity and position of test case 
particle p over time. 
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cl) 
0 
0" 
0 
-2- 
-3- 
-4 
-5- 
1) 0.005 0.01 0.015 OA 
time (s) 
)2 
Figure 4.3: Analytical solution of the evolution of the force applied by particle q on par- 
ticle p over time. Discontinuities in the force derivative at collision boundaries are high- 
lighted by dashed circles. 
4.3.3 Global Error Measurement 
The global error of a numerical solution is defined for our test case as the amplitude error 
in the position, and is illustrated in figure 4.4. After the analytical and numerical solu- 
tions have been calculated at all time-points, the maximum numerical position of particle 
U. UU5 0.01 0.015 
time (S) 
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p, XP I max max numerical is compared to the maximum analytical position, XP 
I 
analytical, 
The difference 
between these values is the absolute amplitude error. This error is normalised by the (an- 
alytical) maximum particle overlap to produce the normalised position amplitude error, 
x Eamr 
i max max 
x 
XP I 
numerical - 
XP I 
analytical 
Eamp =. max 
(4.8) 
rp + rq - Xq + XP 
I 
analytical 
0.034 
0.033- ex amp 
E 0.032 - 
0 
*FA 0.031 - 
CL 
0.03t 
0.029 analytic 
numerical 
0.0281 '"1 789 10 
time (s) X 10-3 
Figure 4.4: Illustration of the position amplitude error measurement e', ,, p. 
4.4 Scheme Performance 
In this chapter we investigate how the integrator performance depends on the discretisa- 
tion around the collision start, timestep size, repulsive inter-particle contact stiffness and 
collision velocity. These results are used to assess the strengths and weaknesses of each 
scheme tested. 
4.4.1 Collision Boundary Discretisation 
The equations of motion are solved by discretising the continuous force, velocity and 
position profiles into a number of time-points, each separated by the timestep size At. 
The placement of these points around the start of a collision affects the accuracy of the 
numerical solution. In our test case, this placement can be characterised by the number 
of free motion timesteps before the start of the collision, NFM. Figure 4.5 illustrates two 
different arrangements: in 4.5(a) there are 2 complete timesteps of free motion before the 
collision starts (NFM = 2), and the force, velocity and position are evaluated precisely at 
the start of the collision. In 4.5(b) NFM = 1.5 and the collision starts between 2 discrete 
time-points. These two discretisations result in a different accuracy in the numerical 
solution. 
Figures 4.6,4.7 and 4.8 show the error relationship with NFM for local 1st, 2nd and 
4th schemes respectively. The error of all schemes apart from FE and BD1 depends on 
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start of collision 
free motion inter-particle collision 
0-100 tj 
At 
t2 34 t5 time 
(a) 2 timesteps of free motion before collision occurs 
start of collision 
free motion inter-particle collision 
t2 t3 45 time At 
(b) 1.5 timesteps of free motion before collision occurs 
Figure 4.5: Schematic to illustrate time discretisation around the start of a collision 
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Figure 4.6: Local 1st order scheme position amplitude error dependence on the duration 
(in timesteps) of particle free motion before the collision starts. 
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Figure 4.7: Local 2nd order scheme position amplitude error dependence on the duration 
(in timesteps) of particle free motion before the collision starts. 
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Figure 4.8: Local 4th order scheme position amplitude error dependence on the duration 
(in timesteps) of particle free motion before the collision starts. 
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NFM with a period of 1. The single-point Runge-Kutta schemes are most accurate when 
NFm is a whole number (when a time-point occurs exactly at the start of the collision). 
The multi-point methods (AB2,13132, AB4 and ABM) produce less variation in accuracy, 
perhaps as the effect of the state transition from free-motion to colliding is spread over a 
number of timesteps. Adams-Bashforth methods are least accurate when NFM is a whole 
number, whereas the 13132 scheme is most accurate at integer NFM. The SE scheme is 
a nominally 'single-point' method, but uses both previous and current time-point data 
to evaluate the position. It behaves like the multi-point Adams-Bashforth family in its 
dependence on NFM. 
The variation of scheme accuracy with the discretisation around the start of the col- 
lision means care must be taken when comparing accuracy against other parameters. In 
this work, comparison with timestep length, velocity and stiffness is undertaken. These 
are performed with both NFm = 10 and NFM = 10.5. Any significant difference between 
these results are brought to the attention of the reader. 
4.4.2 Timestep 
The dependence of integration accuracy on timestep size is known as the 'global order' of 
a scheme. It is one of the most important measures of scheme performance, as it dictates 
how easily the accuracy can be improved by reducing timestep size. For example, the 
global error of a first order scheme will be directly proportional to the timestep size. 
reducing the timestep size by a factor of m will reduce the error by a factor of m. In a 
fourth order scheme the error would be reduced by a factor of m 4. The higher the global 
order, the more easily errors can be reduced. 
Section 4.2.1 explains the difference between local and global order. The local order is 
the relationship between error and timestep length over a single timestep. The global or- 
der characterises the same relationship, but over multiple timesteps. The local order of a 
scheme is defined by the way it is derived (see appendix D). This local order indicates the 
expected global order, but factors such as discontinuities in the force and velocity profiles 
and derivatives may affect the quality of the numerical solution. This section determines 
the global order of the schemes tested over a single particle collision, and compares this 
value against the scheme's local order. 
Three local first order accurate schemes have been examined (FE, SE and BD1). Fig- 
ures 4.9 and 4.10 show the relationship between error and timestep length for these 
schemes with NFM = 10 and NFM = 10.5 respectively. Both figures confirm that FE 
and BD1 schemes are globally first order. The SE error decreases more rapidly than ex- 
pected at either integer or non-integer NFM. The SE scheme has a global second order 
accuracy, and significantly less absolute error than either BD1 or FE schemes. 
The locally second order schemes tested are RK2, AB2 and BD2. Such schemes require 
more CPU time or memory than first order integration, but the global error is expected 
to decrease more rapidly as timestep length is reduced. Figures 4.11 and 4.12 illustrate 
the dependence of the error on timestep size for the three schemes with NFM = 10 and 
NFM = 10.5 respectively. Included for reference in the plots is the expected global second 
order error gradient line. Both figures confirm that AB2 and BD2 are global 2nd order 
schemes. Figure 4.11 (integer NFM) suggests that the RK2 scheme has a global order 
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Figure 4.10: 1 st local order scheme relationship between the amplitude error in position, 
v and timestep At for a particle collision with Nfkl = 10.5. 
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Figure 4.11: 2nd local order scherne relationship between the amplitude error in position, 
C( and timestep At for a particle collision with Njým = 10. 
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Figure 4.12: 2nd local order scheme relationship between the amplitude error in position, 
tI and timestep At for a particle collision with NFM = 10-5. 
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greater than 2, bUt 4.12 shows that it has a global order of no more than 2 with non- 
integer NI-M. 
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Figure 4.13: 4th local order scheme relationship between the amplitude error in position, 
x and timestep At for a particle collision with Nj, M = 10. 
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Figure 4.14: 4th local order scheme relationship between the amplitude error in position, 
E, and timestep At for a particle collision with NFAI = 10-5. 
Three locally fourth order schemes were tested: RK4, AB4 and ABM. These schemes 
are expected to have a high rate of error reduction as timestep size decreases (a fourth 
order dependence). Figures 4.13 and 4.14 show the relationship between position error 
and timestep size for locally 4th order schemes with NFAj = 10 and NFM = 10-5. Both 
figures show that the expected high rate of error reduction is not being realised for AB4 
and ABM schemes. These schemes are globally of only 2nd order. The RK4 scheme is of 
4th global order with integer N,, M, but becomes only global 2nd order with non-integer 
NFM. Comparing figures 4.14 and 4.12 shows all the locally 2nd and 4th order schemes 
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Figure 4.15: Diagram of the modified test case in which no free motion occurs 
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Figure 4.16: 4th order scheme relationship between the amplitude error in position, e,, M,,, 
and timestep At for a particle collision with tio free motion. 
are of only 2nd global order, and produce similar error magnitudes. 
Fourth local order schemes are constrained to 2nd global order due to the transition 
between free-motion and colliding state. Discontinuities in the force derivative occur 
at the start and end of each collision (see section 4.3.2) which produce a higher level of 
integration error. The multi-point integration schemes (AB4 and ABM) use more than one 
previous timestep and so alwaVs integrate across these discontinuities. The single-point 
RK4 scheme uses only one previous timestep, and integrates across the discontinuities 
only when a time-point doesn't occur exactly at the start and end of the collision (in our 
test case, when N[: M is not an integer). Our results show that integration across these 
discontinuities produces a 2nd order global error for the schemes tested. 
The test case can be modified so that the moving particle is always in a state of inter- 
particle collision by sandwiching it between two stationary particles (see figure 4.15). At 
any point, the moving particle is in contact with one or other of the bounding particles. In 
this case, no free motion occurs and no discontinuities are present in the force derivatives. 
Our tests were repeated under these conditions. While local Ist and 2nd order schemes 
yield similar results to those already presented, the locally 4th order schemes produce 
the expected global 4th order accuracy under no free motion conditions. Figure 4.16 
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illustrates the dependence of error on timestep, size for a single collision with no prior 
free motion. These results confirm that the transition between colliding and free-motion 
limits the global order of numerical time integration to 2nd order for the schemes tested. 
4.4.3 Stiffness 
A physical constraint on the length of the timestep is that it must be considerably smaller 
than the duration of the particle collision, A maximum timestep can be evaluated 
as a fraction of the collision time, 
AtImax ý 
tcollision 
a 
(4.9) 
Various authors propose different values for a: Thompson and Grest [160] use a= 50, 
Dury and Ristow [ 125] use a= 15, Langston et al. [1181 used a= 30. The value of a can be 
regarded as a critical collision 'resolution', the minimum number of discrete points that 
need to be evaluated over the course of a single collision. For explicit schemes, stability 
needs to be considered when choosing the resolution a (see §4.2.4). Using the stability of 
criterion of O'Sullivan and Bray [159] (equation 4.7) for particles with rotation included, 
a minimum value of a= 14 is required for a stable explicit solution. 
resolution (timesteps/collision) 
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Ex Figure 4.17: 1st order scheme relationship between the amplitude error in position, amp 
and contact stiffness for a particle collision with NFm = 10. 
In this work a linear inter-particle force model is used, where the repulsion stiffness 
(k, ) and reduced mass m determines the collision duration: 
tcollision ý 71 
1-m- 
V Te (4.10) 
A stiffer contact produces a shorter collision duration. For a given timestep length, the 
inter-particle contact stiffness will affect the accuracy of the numerical solution. Figures 
4.17 and 4.18 illustrate the effect of varying the contact stiffness on position amplitude er- 
ror for each integration scheme with the worse-case NFM. Both the contact stiffness and 
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Figure 4.18: 2nd and 4th local order scheme relationship between the amplitude error in 
position, ex,,,, p and contact stiffness for a particle collision with NFM = 10.5. 
'resolution', or number of timesteps per contact, are included on the plot axes. Increas- 
ing the stiffness decreases the contact resolution, and thus decreases the accuracy of the 
numerical solution. The plots are similar to those produced by varying the timestep size 
- compare figures 4.17 and 4.18 with 4.9,4.12 and 4.14. Increasing the contact stiffness by 
a factor of m has the same effect on the accuracy as increasing the timestep size by ., Fm-. 
The 'resolution' scale on figures 4.17 and 4.18 can be directly compared with the mini- 
mum proposed by different authors, a range from 15 to 50 [118,125,160]. The magnitude 
of the error is specific to the defined test case, but general trends can be observed. The 
locally 4th order schemes have similar performance, and produce less error than any lo- 
cally second order scheme tested. The RK2 scheme is the best performing of the locally 
second order schemes: at a resolution of 20 timesteps/ collision RK2 has approximately 
the same error as either AB2 or B132 at 40 timesteps/collision. SE performs similar to 
locally 2nd order schemes. The other locally 1st order schemes (FE and BD1) perform 
poorly, and require a resolution of over 1000 timesteps/collision to match the accuracy 
of 2nd order methods at a resolution of 40 timesteps /collision. 
4.4.4 Collision Velocity 
Under a linear force model, the collision time (t,, jjjj,,, ) is independent of the relative ve- 
locity of the two particles before the collision. Therefore the timestep resolution of the 
collision is unaffected by the collision velocity. However, increasing the collision relative 
velocity will result in a greater maximum particle overlap during the collision. Large 
overlap distances are generally regarded as undesirable and unrealistic: for example 
Cleary and Sawley [61] state that ideal overlap distances are in the range of 0.1-1.0% of 
particle diameter, and Matuttis et al. [107] that particle overlap should be "much smaller 
than the particle radius". However, some authors allow much greater particle-particle 
overlap distances - Hogue and Newland [641 permit overlap up to the smallest particle 
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radius. 
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Figure 4.20: Relationship between the amplitude error in position, Ex,,,, p and collision 
velocity with NFM = 10.5. 
Figures 4.19 and 4.20 illustrate the relationship between accuracy and relative col- 
lision velocity with integer and non-integer NFM respectively. Both plots include the 
maximum inter-particle overlap as a percentage of diameter on an alternatively scaled 
axis. It is clear that the relative velocity has no effect on the numerical integration ac- 
curacy. Although 'realistic' or 'ideal' maximum particle-particle overlap may be in the 
range of 0.1-1.0%, there is no numerical reason to constrain the overlap to such limits. 
The only numerical constraint is that problems will be encountered if the inter-particle 
overlap exceeds the sum of the two particle radii, due to the instantaneous switch of 
normal direction between particle centre-points. 
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4.5 Summary 
A number of conclusions can be drawn from this work comparing numerical time inte- 
gration algorithms for DEM: 
Integrator accuracy depends on timestep size, inter-particle contact stiffness and 
the pattern of discretisation around collision boundaries. Accuracy is independent 
of collision velocity. 
The particle-particle overlap distance does not need to be constrained to be signifi- 
cantly smaller than particle radius for reasons of numerical accuracy, although such 
a constraint may be desirable for realistic modelling or stability considerations. 
" Integrator algorithm global order with respect to time is limited to a maximum of 
2nd order by the particle transition between free-motion and colliding states. 
" The best performing locally 1st order scheme is the SE algorithm. This scheme has a 
global 2nd order and produces an accuracy similar to locally 2nd order integrators. 
" On a purely numerical basis, the strongest locally 2nd order scheme is the RK2 
algorithm. It is of global 2nd order with a better absolute accuracy than either AB2 
or AB2. However, RK2 requires more CPU cycles per timestep than the alternatives 
AB2 or AB2: careful consideration should be made whether this is justified. 
" Local 4th order numerical schemes are limited to global 2nd order by the particle 
transition between free-motion and colliding states. The schemes RK4, A134 and 
ABM are all of global second order with similar accuracy. They produce less error 
than locally second order schemes, but all require more computational resources 
(either CPU cycles or memory). 
4.6 Future Work 
The work presented in this chapter has examined how a range of numerical integrators 
perform with an elastic linear DEM force model. The addition of damping forces (based 
on velocity) will have a significant effect on the results and requires further investigation. 
It is expected that similar results will be found using an elastic Hertz force model, and 
this needs to be confirmed. The maximum 2nd global order limit discovered in this work 
applies to force models that produce discontinuities at collision boundaries - this occurs 
for linear/Hertzian normal force models and most friction models, but are not present 
in continuous force models such as those used by Langston et al. [119]. More work is 
required to confirm that such continuous models are not subject to the 2nd global order 
constraint. In addition, more work is required to develop a robust integration algorithm 
that circumvents the integration across discontinuities - one option might be to use a 
variable timestep Runge-Kutta scheme that detects collision boundaries and ensures an 
timestep always occurs at these discrete points. 
Chapter 5 
Model Sensitivity to Powder 
Properties 
This chapter investigates the dependence of DEM results on powder properties. 
A sensitivity analysis is undertaken to assess the relative effect of changes in nor- 
mal repulsion, cohesion, and tangential friction. Both linear and non-linear vis- 
coelastic force models (with linear and JKR cohesion respectively) are tested and 
compared. The oblique impact of a particle agglomerate against a fixed wall is 
used as a test case. For a linear viscoelastic force model, agglomerate breakup is 
shown to be strongly influenced by cohesion parameters, more weakly influenced 
by friction, and independent of the repulsive stiffness. In contrast, under a non- 
linear force model with JKR cohesion, the elastic repulsion parameter Young's 
modulus is the dominant iactor in determining agglomerate breakup. However, 
it is shown that this parameter has a strong influence on the cohesive work dur- 
ing a collision under a JKR force model, thus similar trends can be observed in 
both force models. 
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5.1 Introduction 
The aim of this work is to assess the sensitivity of DEM simulation results to inter-particle 
bonding forces. DEM evaluates such forces during collisions to calculate particle trajec- 
tories. The magnitude of the forces are based on particle properties (the 'force model'). 
Several different force models have been proposed, as discussed in §3.5-2. In this work 
two different force models (one linear, one non-linear) are used in the analysis and the 
results compared. Three particle properties that affect inter-particle forces are tested in 
this work: normal cohesion, elastic repulsion and friction coefficient. A DEM simula- 
tion characteristic of DPI operation is repeated with a range of these properties, and the 
differences in results compared back to the differences in particle properties. 
An agglomerate of particles impacting obliquely against a wall is used as the charac- 
teristic simulation with which to assess sensitivity. Agglomerate breakup occurs within 
DPIs, as the powder exits the inhaler after fluidisation [199], and has many similarities 
with the fluidisation itself [2001. Agglomerate mechanical properties can be measured 
experimentally [2011, and a number of empirical models have been proposed to predict 
agglomerate tensile strength [2021. More recently, DEM techniques have been used to 
further the fundamental understanding of agglomerate breakup and stability. 
It has been shown that DEM can be used to capture agglomerate break-up behaviour 
[203], and a number of computational studies have been undertaken. Thornton and Liu 
[204] used DEM to undercover the fundamental physical processes that lead to agglom- 
erate fracture. Subero et al. [1471 and Moreno-Atanasio and Ghadiri [1481 explored the 
effect of surface energy, the cohesion parameter used by the JKR adhesion model. Thorn- 
ton et al. [205] investigated the effect of impact velocity, and Moreno et al. [2061 the effect 
of impact angle. Hassanpour et al. [207] examined the effect of agglomerate breakup 
by shearing forces. Gopalkrishnan et al. [208] used a meso-scale DEM approach (where 
individual particles are pre-grouped into probable fragments) to investigate interstitial 
fluid effects on agglomerate strength, and later examined the effect of agglomerate struc- 
ture and packing density [209]. Golchert et al. [210] and Mishra and Thornton [2111 also 
investigated the effect of agglomerate packing, structure and shape. Clearly, there are a 
large number of factors that affect agglomerate stability. 
The purpose of this work is not to provide addition insights into the behaviour of 
particle agglomerates, or the effect of any particular property. Rather, we use the case 
of agglomerate break-up to assess the relative sensitivity of typical DEM results to parti- 
cle properties affecting inter-particle forces. In other words, we are trying to determine 
which particle properties are most important, not identify the individual effects of each 
property. 
5.2 Test Case 
The oblique impact of a particle agglomerate with a planar wall is used to test the sen- 
sitivity of DEM to various particle properties. Each test encompasses two DEM simula- 
tions: 
(i) Create stable agglomerate from a collection of particles (see §5.2-1). 
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(11) Fvaluate agglomerate collision with a planar wall (see ý! 5.2.2). 
The reSLIltS from the agglomerate-%vall collision simulation are post- p roCCSsed to extract 
ý 5.2.4). For a grOLIP Of quantitative scalar measures of the agglomerate behaviour (see ýý 
SiMI-Ilations, these values are used to assess the sensitivity of the results to the particle 
properties. 
5.2.1 Creating Agglomerates 
For each test a particle agglornerate is required. This agglomerate ITILIst be stable under 
the influence of the force model and particle properties used in the test. To achieve this a 
separate agglomerate is generated for each test. Fach agglomerate is created by executing 
a DEM simulation using the test force model and particle properties. Two modifications 
are made to the test particle properties before creating an agglomerate: collision damping 
is increased, and any friction force.,, are disabled. Strengthening the collision damping 
increases the pace of agglorneration, as particles are more likely to stick together after a 
collision. Disabling friction forces allows the particles to freely slide over each other and 
form a more realistic densely packed agglomerate. 
) 
$ 
I 
Figure 5.1: Agglomerate creation from a cubic grid of particles 
The agglomerate is created by arranging a set of particles in a cubic grid, and ap- 
plying a centri peta I- type force acting towards the centre of the grid to all particles. This 
centripetal force is set to reduce to zero by the end of the simulation, once all the particles 
have agglomerated. The full procedure for generating an agglomerate is thus: 
(i) Create a set of N particles with diameters d sampled from a gaussian distribution 
governed by the desired diameter mean (d) and variance 
(tT,, ). 
(ii) Initialise these particles in a suitably spaced cubic grid with zero initial velocity. 
(iii) Set the desired force model and particle properties for the current test, then increase 
the damping and remove any friction forces. 
(iv) Apply an external cen tri petal -type force to all particles that acts towards the centre 
of the grid. The magnitude of this force diminishes with time. 
(v) Execute the DEM simulation until a stable agglomerate is formed. 
(vi) Post-process the results to extract the agglomerated particle positions for use in the 
break-up simulation. 
Figure 5.1 illustrates the agglomeration process from a cubic grid of 125 particles to a 
stable agglomerate. 
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Figure 5.2: Agglomerate breakUp SiMUIcItiOll SCtUp 
5.2.2 Agglomerate Breakup 
The sensitivity of the DEM result, -, to particle properties is assessed on the behaviour of a 
particle agglomerate in an oblique impact with a planar wall. The DEM simulation initial 
conditions are illustrated in figure 5.2. The agglomerate length-scale is defined as the 
minimum diameter of a sphere enclosing all particles, centred on the agglomerate COM. 
The agglomerate COM is positioned I-A vertically above the wall. All particles are given 
the same initial velocity determined by the desired impact angle, t, and velocity, 
iii ... The maximum simulation time (t ..... .) is based on the the impact velocity normal 
to the wall, allowing a perfectly elastic solid agglomerate to rebound to 31, A vertically 
from the wall, see equation 5.1 (collision duration is neglected). No external forces are 
applied to the agglomerate. 
tIMIX - -- 
4LA 
Tu,,,, 
,,, tI sin 
0,,,, 
Ilt, t 
Figure 5.3 illustrates a typical agglomerate breakup simulation with an impact an- 
gle of 45'. Different particle properties and force models result in different breakup be- 
haviour. The agglomerate may stay intact and bounce off the wall, possibly deforming in 
the process. It may break up during rebound into multiple pieces. The whole agglomer- 
ate, or pieces thereof, may stay attached to the wall. For each test, the breakup behaviour 
is quantified using the metrics discussed in section 5.2.4. 
5.2.3 Testing Matrix 
A 'benchmark' case is chosen for each of the linear and non-linear force models by re- 
lating the models as discussed in appendix E. These benchmark cases are details in table 
5.1 -a fictional material loosely based on steel. In the benchmark case an agglomerate of 
125 particles is formed with a mean particle radius of 5 mm and a particle density similar 
to steel. This agglomerate is impacted at an angle of 45' against a planar wall with a 
85 
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Figure 5.3: Example agglomerate breakup 
Table 5.1: benchn-iark case parameters 
Physical Parameters 
density, j) 8000 kgrn 
mean diameter, it 10 mrn 
diameter variance, t,,, 4 rnM2 
restitution, E 0.8 
impact velocity, 3ms 
impact angle, 0 .... 11tict 45'' 
number of particles, N 125 
Linear Force Model Parameters 
elastic stiffness, k,. 109 Nm 1 
cohesion stiffness, k,. 1()2 Nm 
cohesion interact diameter, J 1.5t/ 
static friction stiffness, kf 10' Nm 
friction coefficient, p 0.2 
Non-Linear Force Model Parameters 
Young's Modulus, E 8.4 x 107 Pa 
Poisson Ratio, tr 0.3 
cohesion stiffness, 7 121.5 jM 
2 
static friction stiffness, kf 10' Nm - 
friction coefficient, It 0.2 
velocity of 3 ms- 1 
The properties investigated in this sensitivity analysis are normal cohesion, elastic 
repulsion and friction. For the linear force model, these properties are governed by the 
cohesion stiffness (kj, elastic stiffness (k,. ) and friction coefficient (y) respectively. In a 
non-linear model, the cohesion is instead determined from the surface energy (-r), and 
the elastic repulsion from the Young's Modulus (E). For each force model, there are three 
parameters that need to be varied to create the testing matrix. 
A three dimensional testing matrix is built by varying the three governing parameters: 
k, k, ji or -y, L, ji depending on force model. Each parameter is varied between I/ 10 and 
10 of the benchmark value. An example of a 3-by-3-by-3 linear model testing matrix is 
shown in figure 5.4. Each point in the figure represents a single agglomerate break-up test 
(a total of 27). The parameter value spacing is logarithmic in this example, but various 
other spacing strategies are used to refine specific matrix areas. 
5. Model Sensitivity to Powder Properties 87 
001 
1 
4. 
.1 -0 1 .. *. II 241. .r, 
.1 
/1 
T 
0 0.24 1- 
.Q 1e6 
4 
*0 
A. 0.02 I'd I Ie5 1e3 
I e2 I 
cohesion stiff ness 
10 1e4 elastic stiffness 
Figure 5.4: 3-by-3-by-3 testing matrix for the linear model, where each point represents a 
single agglomerate breakup test 
5.2.4 Quantifying Breakup 
During an agglomerate-wall collision, the agglomerate may deform and/or breakup into 
sub-agglomerates. Such behaviour must be quantified to numerically compare different 
tests. This work uses two quantitative measures: 'volume ratio', KVOL and 'damage ratio' 
KDAMAGE- 
The volume ratio is the maximum agglomerate volume after the collision as a per- 
centage of the the initial agglomerate volume. If Np,. e is the number of particles in the 
initial agglomerate, and Np,, t is the number of particles in the largest post-collision ag- 
glomerate, 
Npost 43 (NP" 4 
7rr3 3 7rr P P) 
KVOL :E 
P=j 
3 
(5.2) 
A volume ratio of 100% shows that the agglomerate has not broken up - the agglomer- 
ate volume before and after the collision is identical. A ratio less than 100% indicates 
some breakup has occurred: the smaller the ratio, the smaller the resulting post-collision 
maximum agglomerate size. While the volume ratio quantifies the agglomerate breakup 
during a collision, it does not measure agglomerate deformation. 
The damage ratio, KDAMAGE.. quantifies both agglomerate break-up and deformation, 
and its use was introduced by Thornton et al. [2051. This ratio is the fraction of initial 
agglomerate inter-particle contacts that are broken during the collision. Two particles 
are defined to be 'in contact' if their base radii overlap. These contacts are broken as the 
particles move apart from each other - as occurs during both agglomerate deformation 
and breakup. 
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5.3 Cohesion vs. Elastic Repulsion 
The balance between inter-particle cohesion and elastic repulsion is expected to play a 
key role in defining agglomerate behaviour. The two forces act in opposite directions 
along the collision normal, and can be summed to produce a force vs. inter-particle sep- 
aration plot as illustrated in figure 5.5. The linear cohesion in this work uses a particle 
interaction radius of 1.5r, and acts over a relatively long range compared to the equiva- 
lent JKR cohesion. 
LL 
8=0 
distance between particle centres 
(a) Linear elastic-cohesion (f = 1.5r) 
u-c 
a, C. ) 
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0 
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distance between particle centres 
(b) JKR cohesion 
Figure 5.5: Linear and JKR force-separation curves. 
5.3.1 Linear Force Model 
The dependence of the agglomerate volume ratio (KVOL, see §5.2.4) on linear cohesion and 
elastic repulsion at a friction coefficient of 0.5 is illustrated in figure 5.6. A volume ratio of 
100% indicates that the the agglomerate volume is identical before and after the collision. 
A ratio less than 100% is obtained when the agglomerate breaks up during the collision: 
the closer the ratio to zero, the smaller the resulting sub-agglomerates. Figure 5.6 shows 
the agglomerate behaviour is highly sensitive to cohesion values below 250 Nm- 1- the 
volume ratio drops from 100% to - 10% over a range of 20ONm-1 for all elastic stiffness 
values tested. In contrast, agglomerate behaviour is not sensitive to the value of elastic 
stiffness, producing approximately the same volume ratio throughout the range of tested 
values. Similar trends were observed for all the friction coefficient values tested (for 
example, compare figures 5.6 & 5.7). Although the volume ratio KVOL shows the extent of 
agglomerate break-up, it can not measure the extent of agglomerate deformation during 
the collision. 
Figure 5.8 plots the damage ratio (KDAMAGE,, see §5.2.4) against linear cohesion and 
elastic stiffness for a friction coefficient of 0.5. The damage ratio is the percentage of 
particle-particle contacts in the initial agglomerate which are broken during the collision. 
This metric provides a measure of the agglomerate deformation that occurs, even if there 
is no breakup. Figure 5.8 confirms the high sensitivity to linear cohesion, and low sen- 
sitivity to elastic stiffness. In addition it shows that for a friction coefficient of 0.5, little 
agglomerate deformation occurs before breakup (the damage ratio at cohesion stiffnesses 
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Figure 5.6: Dependence of the agglomerate volume ratio, KVOLI on linear cohesion and 
elastic stiffness. The plot is based on 545 tests with a friction coefficient of 0.5. 
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Figure 5.9: Dependence of the damage ratio on linear cohesion and elastic stiffness. The 
plot is based on 780 tests with a friction coefficient of 0.02. 
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above 250 Pa is small). The volume ratio plots were similar for each value of friction coef- 
ficient tested: the same is not true for the damage ratio. A lower friction coefficient allows 
more deformation to occur (thus higher damage ratios) before agglomerate breakup. This 
is clearly seen in figure 5.9 which plots the dependence of damage ratio on cohesion and 
elastic stiffness at a lower friction coefficient of 0.02. 
5.3.2 JKR Force Model 
Agglomerate breakup under the JKR force model exhibits a more complex dependency 
on cohesion and repulsion parameters than the linear model. Plots of agglomerate vol- 
ume ratio and damage ratio against surface energy (cohesion) and Young's Modulus 
(repulsion) properties are shown in figures 5.11 and 5.10. Under the JKR force model, 
agglomerate breakup behaviour is sensitive to both repulsive and cohesive particle prop- 
erties. 
5.3.3 Force Model Comparison 
The difference between JKR and linear force models can be explained by examining the 
force-separation curves they produce. Under a linear force model, elastic stiffness deter- 
mines the repulsion between particles. Figure 5.12 shows the effect of changing the elas- 
tic stiffness with a constant cohesive stiffness. Increasing the elastic stiffness increases 
repulsive forces between the particles, but does not significantly affect the work done by 
inter-particle cohesion. Under a JKR force model, Young's modulus determines the re- 
pulsion between particles. Figure 5.13 shows the effect of changing the Young's Modulus 
with a constant surface energy. Increasing the Young's modulus increases the magnitude 
of the repulsive forces between the two particles. It does not affect the maximum magni- 
tude of the cohesive force. However, increasing the Young's modulus does decrease the 
separation range over which the cohesive forces act, and thus decreases the overall work 
done by inter-particle cohesion. Therefore the cohesive work done under the JKR force 
model depends on both cohesive and repulsive properties. 
The linear force model results show that the dominant factor in determining agglom- 
erate breakup is the cohesive force between particles. Figure 5.14 plots the linear force 
model tests at two friction coefficients against cohesion: clearly the magnitude of the 
repulsive forces has little influence over agglomerate breakup in this case. The JKR re- 
sults appear to show a dependence on both cohesive and repulsive forces, but this may 
be misleading. In this force model, both cohesive and repulsive properties influence the 
overall 'cohesive work' (illustrated in figure 5.15) during a collision. Figure 5.16 plots the 
JKR force model tests at two different friction coefficients against the cohesive work. Low 
cohesion work (small surface energy or large Young's Modulus) produces a high dam- 
age ratio. High cohesion work (high surface energy or low Young's Modulus) produces 
a small damage ratio. This confirms the linear model results that cohesive forces are the 
dominant factor in determining agglomerate breakup - but that in the JKR model both 
surface energy and Young's modulus influence these forces. 
Moreno-Atanasio and Ghadiri [1481 recently developed a breakup model for the JKR 
model for mono-disperse particle agglomerates using an energy approach. Their model 
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is based on the assumption that the energy available to break inter-particle contacts varies 
linearly with the pre-collision kinetic energy of the agglomerate. The model predicts that 
the damage ratio will be proportional to WeI2/3 e where We is the Weber number and 
Ie is 
the 'elastic adhesive index': 
pdu? We = 
impact (5.3) 
IF 
Ie = 
Ed (5.4) F 
KDAMAGE Oý Weje213 (5.5) 
The interface energy, r, is defined between two materials a and b by the Dupr6 equation 
[2121 as 
Ir ý 7a + 7b - 'rab (5.6) 
where -t,, and 7b is the surface energy of each material, and 'Y,, b is the interaction energy 
between them. If materials a and b are the same, 'Yab is zero and F= 2'Y - 
Our results do not show good agreement with this model. Figure 5.17 plots our JKR 
J2/3. The test data at a friction coefficient of 0.5 against the modified Weber number We e 
reason for this lack of agreement is unclear and requires further investigation. 
5.4 Friction 
Friction acts perpendicular to cohesive and repulsive forces along the tangential normal 
of the inter-particle collision (in the opposite direction to the tangential velocity vector). 
The friction acts to prevent particles sliding relative to each other: an agglomerate with 
low inter-particle friction is likely to deform easily as the particles slide over each other. 
The magnitude of the friction force is evaluated as the minimum of the static or dynamic 
(sliding) friction force. The friction stiffness controls the static regime and the friction 
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coefficient controls the sliding regime (see ), 3.5.2). In this work, a 
high value of friction 
stiffness is used to force early transition of inter-particle contacts into the dynarnic friction 
regime controlled by the friction coefficient. 
5.4.1 Linear Force Model 
Under the linear model, the elastic repulsion has alreadv been observed to have little 
influence on agglomerate behaviour relative to that of the cohesion. A similar trend is 
observed when considering the effect of the elastic repulsion relative to the friction coef- 
ficient. Figures 5.18 & 5.19 show the dependence of damage and volume ratio on elastic 
repulsion and friction with a cohesive stiffness of 102 Nm 1. The elastic repulsion has no 
significant effect on either ratio in the range tested. By contrast, both damage and volume 
ratio are sensitive to the value of friction coefficient. As expected, the lower the friction 
coefficient, the more likely an agglomerate is to breakup and deform during the collision. 
Figure 5.20 shows the dependence of damage ratio on friction and cohesive stiffness. 
The plot confirms that both these properties influence agglomerate behaviour, but also 
illustrates the relative importance of each property. The damage ratio is more sensitive to 
the value of cohesion stiffness than the friction coefficient, although both have a signifi- 
cant influence on agglomerate breakup. 
5.4.2 JKR Force Model 
It has already been observed that both surface energy and Young's modulus affect ag- 
glomerate breakup under the JKR force model. Figure 5.21 shows the dependence of 
damage ratio on Young's modulus and friction coefficient at the benchmark surface en- 
ergy value. As under the linear force model, the agglomerate behaviour is influenced 
by the friction coefficient. The effect of friction, however, is weaker than the influence of 
the Young's modulus. Figure 5.22 illustrates the dependence of damage ratio on friction 
coefficient and surface energy. Both properties affect the damage ratio, and appear to be 
distance between particle centres (m) 
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5.4.3 Force Model Comparison 
Under both force models the same friction model has been applied, so similarity between 
the two models is expected. In both cases the friction coefficient affects the agglomer- 
ate during a collision. A lower friction coefficient allows more inter-particle sliding and 
increases agglomerate deformation and breakup. However, the dominant influence on 
agglomerate behaviour for both models is the normal force interaction (cohesive stiffness 
and Young's modulus properties for linear and JKR models respectively) rather than the 
2468 
Young's modulus, E (Pa) x 10" 
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tangential friction force. 
5.5 Considering a Wider Parameter Range 
In this work we have looked in detail at the inter-particle bonding forces: repulsive- 
cohesive normal forces and tangential friction. The benchmark test values are that of a 
fictional material, chosen for computational convenience. Clearly, there are other factors 
that influence agglomerate behaviour. Such factors are listed below and discussed in this 
section. 
" particle size 
" particle polydispersity 
" solid density 
" agglomerate size, shape, structure and packing 
" inter-particle energy dissipation (damping) 
" collision velocity 
" impact angle 
Particle size and density both affect particle (and agglomerate) inertia, and are likely 
to influence the breakup behaviour. This work has used a mildly polydisperse population 
of 125 particles per agglomerate with a fixed mean radius and density. Moreno-Atanasio 
and Ghadiri [1481 showed by dimensional analysis that the particle density and size influ- 
ences agglomerate breakup. If surrounding fluid forces are included, the particle inertia 
becomes even more important [191. The particle polydispersity will affect the packing 
99 
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and contact density of the agglomerate, both of which have been identified as important 
factors in agglomerate stability [2111. 
In this work agglomerates have been generated from a cubic grid of stationary par- 
ticles, with a point gravitational force to initially bring the particles together. Friction 
forces were neglected during the creation process to allow tighter particle packing. Al- 
though a large number of agglomerates are created, all are of a similar spherical shape. 
Golchert et al. [210] compared the breakup of two agglomerates with identical particle 
properties but different structure and shape. They concluded that agglomerate behaviour 
has a 'heavy dependence' on its shape and structure. Mishra and Thornton [211] com- 
pared agglomerates with different solid fractions and inter-particle contact densities, and 
concluded the particle packing within the agglomerate also has a significant effect on 
breakup. Loose packed agglomerates experience greater breakup than tightly packed 
agglomerates. Clearly the shape, structure and packing of an agglomerate influence its 
behaviour. 
In this work a single agglomerate impact velocity (3 ms-1) and impact angle (45) has 
been used. Thornton et al. [2051 and Kafui and Thornton [213] showed that the impact 
velocity of an agglomerate has a significant effect on the breakup behaviour. As might be 
expected, a higher impact velocity produces greater deformation and breakup. Moreno 
et al. [206] investigated the effect of impact angle. They concluded that the impact an- 
gle also affects the agglomerate breakup, with the normal velocity magnitude being the 
dominant factor in determining breakup. 
There are so many factors affecting particulate behaviour, it is difficult to cover all 
properties with one analysis. In this work I have focused on three particle properties 
that have a direct influence on the inter-particle contact forces, using two different force 
models. Although there are many other factors that affect agglomerate breakup, this 
analysis has exposed trends in DEM behaviour that need to be considered in any work 
where a elastic-cohesive force model is used. 
5.6 Summary 
This chapter presented a sensitivity analysis to assess the relative importance of normal 
repulsion, cohesion and tangential friction within DEM simulations. The oblique im- 
pact of a particle agglomerate against a fixed wall was used as a test case, typical of the 
breakup processes that occur within a real DPI. For both linear and non-linear viscoelastic 
force models, the cohesion between particles is shown to be the dominant factor affecting 
agglomerate breakup. Friction has a weaker influence. Under a linear viscoelastic force 
model, the particle behaviour is independent of inter-particle elastic repulsion stiffness. 
This provides some evidence that the common practice of relaxing particle stiffness for 
computational convenience does not change the system behaviour. Under a non-linear 
viscoelastic JKR force model, the cohesive work in a collision is strongly affected by the 
elastic stiffness parameter Young's modulus. Thus for this model, relaxing the stiffness 
will significantly change the system behaviour. 
Chapter 6 
DEM Predictions of DPI Fluidisation 
This chapter presents a simple DEM model of the dose fluidisation that occurs 
within a DPI. The fluid velocity within the DPI is approximated as plug flow, and 
mono- and polydisperse populations of glass and lactose particles are fluidised. 
The results are compared with real powder behaviour from chapter 2. The DEM 
predictions are shown to capture realistic fluidisation behaviour for both lactose 
and glass powder, although a quantitative analysis exposes some inaccuracies in 
fluidisation duration due to our simplifications. 
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6.1 Aim 
The aim of this chapter is to present a simple model of DPI operation using the DEM 
method. Chapter 2 presented our experimental investigation of real DPIs, and the pur- 
pose of the work presented in this chapter is to capture the same behavioural trends com- 
putationally. The simulations presented are simplified and relatively small-scale, but the 
intention is to demonstrate that the DEM method is capable of capturing realistic particle 
behaviour within a DPI, rather than to focus in detail on one particular set of conditions. 
6.2 Particle Materials 
Two particle materials are used in this work, glass and lactose. Each material is modelled 
using a Hertzian non-linear viscoelastic force scheme, with linear damping, complex fric- 
tion and linear cohesion. The particle properties used for each material are presented in 
table 6.1. Also included in this table are the properties applied for Polymethylmethacrylate 
(PMMA), the material from which the optical DPI inhaler is constructed. 
Table 6.1: Material properties [203,214,2151 
Description Glass Lactose PMMA 
density, p (kgm -3) 2500 1550 1190 
restitution, E 0.8 0.8 0.8 
Young's modulus, E (GPa) 60 3.2 3.0 
Poisson ratio, v 0.22 0.3 0.35 
cohesion stiffness, k, (Nm-1) 0 3 0 
cohesion interact diameter, J N/A 1.1d N/A 
static friction stiffness, kf (Nm-1) 105 105 101 
friction coefficient, p 0.4 0.35 0.3 
A number of simplifications have been undertaken in the definition of these computa- 
tional materials. The Hertzian elastic repulsion and dynamic friction is based on material 
Young's modulus, Poisson ratio and friction coefficient from Boerefijn et al. [203] and 
Bansal and Doremus [2141. The friction stiffness is set to 105 Nm-' to allow a short pe- 
riod under the static regime. Glass particles are assumed to have neglible cohesion, and 
the cohesion stiffness is set to zero. In contrast, the lactose powder used in DPIs is known 
to be significantly more cohesive than glass [2161. The level of cohesivity is related to 
particle size [2171, and the degree of polydispersity [218]. More research is required to 
quantify the cohesion of a polydisperse lactose powder, and the cohesion stiffness cho- 
sen in this work, 3 Nm-1 with an interaction radius of J=1.1d, is a value chosen by the 
author to reflect the moderately cohesive behaviour of typical lactose powders. The DPI 
walls are assumed to have no adhesion with either lactose or glass particles. 
6.3 Creating the Dose Reservoir 
In the DPI experimental work described in chapter 2 the powder dose starts as a station- 
ary packed bed within the dose reservoir. The packing and structure of this powder bed 
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depends on the way that the particles interact with each other and the walls of the reser- 
voir. In the computational work presented in this chapter, the creation of this particle bed 
is modelled using DEM. The resulting bed is then used as the initial conditions for the 
dose flUidisation simulations presented. 
This chapter models the simplified DPI 90 degree geometry used in tile experimental 
work, which has a rectangular 2 mrn x6 mm x2 min dose reservoir. To create a packed 
particle bed, the desired particle population \, vas placed in an ordered grid above the 
reservoir and allowed to fall under the influence of gravity to fill the reservoir. This 
process is illustrated in figure 6.1. 
The particle population is initialised as an ordered grid with a2 mm x6 mm footprint 
above (and within) the reservoir. The separation between neighbouring particles is set so 
that no particles are initially colliding. To re-create the disordered nature of real bed 
packing, each particle is initialised with a small random velocity. The particle and wall 
properties used are the same as those intended for the dose fluidisation simulation, with 
additional inter-particle and particle-wall damping. This allows the rapid formation of 
a stable particle bed. 
The number of particles created in the ordered grid is dependent on the desired parti- 
cle size distribution. Particle radii are sampled from the desired distribution and added to 
the ordered grid until the total particle volume exceeds 150%, of the reservoir volume (i. e. 
total particle volume exceeds 36 MM3 ). The maximum packing ratio for mono-disperse 
spheres is 75'Y,, [219] and increases for poly-disperse populations. Adding particles to- 
talling 150'%, of the reservoir volume ensures that the packed bed created will always 
overfill the reservoir. 
In our experimental work the reservoir was overfilled in a similar manner, before the 
excess powder was removed. Computationally, the final packed bed is extracted from the 
overfilled reservoir by removing any particles above the top of the reservoir (see figure 
6.2). This removes the weight of the over-fill particles and the DEM simulation is allowed 
to continue until the remaining particles settle back into an equilibrium state. 
6.4 Quantifying Dose Fluidisation 
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The dose fluidisation is quantified by evaluating the variation of obscured reservoir fraction 
(ORF) over time. This is the fraction of the reservoir obscured by particles when viewed 
along the x-axis. Figure 63(a) shows an example reservoir containing particles, and in- 
cludes the orientation of the global cartesian axes. Figure 63(b) shows the same reservoir 
viewed along the x-axis. The ORF is the proportion of this view that particles occupy (in 
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(b) Reservoir-full packed bed 
Figure 6.2: Extracting a reservoir-full packed bed from the over-filled particle bed. 
this example 0.52). The ORF is evaluated numerically, using the technique described in 
appendix G. 
z 
(a) 3D view of reservoir (b) View of reservoir along x-axis 
Figure 6.3: Example of a reservoir with an obscured reservoir fraction of 0.52 
Before fluidisation, the reservoir is occupied by a stationary packed bed of particles. 
This bed obscures a high proportion of the reservoir, resulting in a high value of ORF 
(; ý_- 1). During fluidisation, particles exit the reservoir and the value of ORF decreases. By 
plotting ORF against time, a quantitative view of the dose fluidisation is obtained. ORF 
is used to quantify the fluidisation rather than a volume-based metric as it quantifies the 
process in a similar way to the measurement of mean reservoir pixel intensity used in our 
experimental work (see, ý2.33). ORF is inversely proportional to the mean pixel intensity 
measurement, as the more obscured a reservoir is, the less light can pass through it. 
6.5 Reservoir Plug Flow Model 
The fluidisation of the powder is modelled by imposing a plug flow through the reservoir 
that exerts a drag force on each particle. The geometry is split into five different zones, 
with a different velocity applied in each zone, as illustrated in figure 6.4. As the flow is 
applied neglecting particle blockages, the effect of void fraction on drag coefficient is also 
104 
(a) Over filled particle bed 
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ignored, and drag according to equation 3.48 is applied. 
.. 
51 LY 
4 13 12 
Figure 6.4: The fixed plug velocity flow imposed on the particles within the 90 degree 
optical DPI geometry. 
Appendix F presents an estimation of the average flow through the empty 90 degree 
optical DPI, and this work applies a plug velocity of similar magnitude that increases 
linearly with time from IaI=0 to IaI= 30 ms-1. When u, equation 6.1 lists the 
average velocity FIh applied to each zone h. 
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This flow field is not physically correct: slip and permeation occurs at wall boundaries, 
and the mass flow is not consistent between zone faces. However, it is useful as a simple 
approximation to the conditions inside the optical DPI. 
6.6 Glass Particle Fluidisation 
In our experiments the glass particle dose fluidised as a stream of individual or small ag- 
glomerates. In the computational DPI model, the fluid velocity is approximated by a plug 
flow that increases linearly from zero to IaI= 30 ms-1 over a period of 13 ms. Monodis- 
perse and polydisperse particle populations are fluidised from the dose reservoir. The 
monodisperse population has a constant radius of 200 ym, and the polydisperse popu- 
lation radii are sampled from a Gaussian distribution with mean 200 ym and standard 
deviation 35 ym. 
A sequence of frames from the dose fluidisation for monodisperse and polydisperse 
glass particles is shown in figures 6.6 and 6.7 respectively. Under plug flow velocity con- 
ditions, the drag force magnitude on all the particles in a monodisperse population is 
the same. This results in the entire dose remaining in a packed bed as it starts to leave 
the reservoir, as similar forces are applied to all particles. This effect is clearly visible in 
figure 6.6(c). In the polydisperse population, different size particles experience differ- 
ent drag forces from the fluid. In addition, smaller lighter particles react more quickly 
to the imposed flow than larger heavier particles with greater inertia. This results in a 
more realistic fluidisation of a stream of individual or small agglomerates, similar to that 
observed in our experimental work. 
The evolution of ORF with time is plotted for both glass powders in figure 6.5. The 
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Figure 6.5: A plot illustrating the variation in ORF and plug velocity with time for 
monodisperse and polydisperse glass powder fluidisation. 
pattern is similar for poly- and monodisperse populations, both having a fluidisation 
time of approximately 10 ms. In contrast, the fluidisation time for glass particles in our 
experiments was approximately 50 ms. Our simple model is inaccurate in this case due 
to the fast rate at which the plug velocity is increased: a shallower velocity gradient more 
similar to our experiments would result in a longer fluidisation time. 
6.7 Lactose Particle Fluidisation 
Two lactose powders were tested in our experimental work: a 16% and 6% fines blend. 
The 16% fines powder fluidised from the reservoir under a fracture mechanism: large 
agglomerates break off from the powder bed as it cracks along lines of weakness. The 6% 
exhibited a weaker fracture mechanism - the agglomerates entrained into the airflow are 
smaller and more frequent. 
In a similar approach to that taken for the glass particles, the flow through the DPI 
was approximated by a plug flow (see §65) increasing linearly from zero to IaI= 30 ms-1 
over a period of 13 ms, and held constant thereafter. A polydisperse lactose particle 
population was sampled from a Gaussian distribution with a mean radius of 20OPm 
and standard deviation 35 ym. Figure 6.9 illustrates a typical dose fluidisation under 
these conditions. The DEM prediction has captured the experimentally-observed frac- 
ture mechanism of fluidisation: large agglomerates break off the packed bed and exit the 
reservoir at irregular intervals. 
The irregularity of the packed bed fracture makes the predicted fluidisation sensitive 
to the original random packing process. For example, figure 6.10 shows a repeated flu- 
idisation under the same conditions as figure 6.9 but with a different initial packed bed. 
It exhibits the same pattern of fluidisation, but fractures at different points and at differ- 
ent times. Both fluidisations are compared quantitatively in terms of ORF in figure 6.8. 
Similar to the glass powder, the predicted dose fluidisation time (- 15 ms) is shorter than 
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Figure 6.6: A monodisperse glass particle population (r = 200 jim) fluidises as a solid 
particle plug. 
(a) t--0.0 (C) t 8.3 ins (b) t 7.1 nis 
(t) t 12.5 ms (d) t- 10.1 ms (e) t- 11 .4 ni s 
(i) t= 17.3 ms 13.4 ms (h) t= 14.7 ms 
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Figure 6.7: A polydisperse glass particle population fluidises as a stream of individual or 
small agglomerates. 
(t: ) 8.5 rns (a) 0.0 (b) t 6.8 ins 
9.5 ms (C) loblils (t) t 11.6 ms 
(i) t- 16.8 ms (g) tý 12.6 ms (11) 1 14.2 ms 
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Figure 6.8: A plot illustrating the variation in ORF and plug velocity with time for two 
polydisperse lactose dose fluidisations. 
that observed in our experiments (- 50 ms). This may be due to the fast rate at which the 
plug velocity is increased: a shallower velocity gradient more similar to our experiments 
would result in a longer fluidisation time. 
The magnitude of the lactose inter-particle cohesive forces for the dose fluidisations 
depicted in figures 6.9 & 6.10 (k, = 3Nm-1, J=1.1d) is a value chosen from the au- 
thor's own experience to reflect the moderately cohesive nature of lactose powder. Fur- 
ther research is needed to quantify this force more precisely. Although atomic force 
n-dcroscopy (AFM) can measure the relative cohesion between particle materials [2201, 
there is a lack of research to characterise the absolute magnitude of such forces for inclu- 
sion in a DEM model. In addition, DEM will only be able to include a limited portion of 
the fine particle fraction (FPF) while maintaining a reasonable computational cost. The 
influence of fines not included could be modelled as an additional cohesive force between 
particles, and further work is required to test this hypothesis. 
Reducing or increasing the cohesivity of the lactose material has a significant effect 
on the predicted dose fluidisation. A number of DEM dose fluidisations with larger and 
smaller cohesive forces applied were undertaken using the same polydisperse particle 
size distribution as the work already presented. With a cohesive stiffness k, =9 Nm- 
the particle packed bed was so cohesive no fluidisation occurred under a 30 ms-1 plug 
flow: all the particles remained in the reservoir. With a cohesive stiffness of k, =1 Nm-1 
the dose fluidises under a much weaker fracture mechanism: the agglomerates entrained 
into the airflow are smaller and more frequent. Figure 6.11 illustrates a typical lactose 
dose fluidisation with a reduced value of cohesion k, =1 Nm-1. The cohesivity between 
particles is clearly an important influence in determining dose fluidisation, similar to the 
way that cohesion was the dominant factor in agglomerate breakup in chapter 5. 
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Figure 6.9: A polyclisperse lactose particle population fluidises as a sequence of large 
particle agglomerates as the packed bed cracks along lines of weakness. 
(C) t 14.3 ms (a) t 0. () 11.7 ins 
(f) t 21.3 ms (e) tý 18.4 ms (d) t= 15.3 nis 
(i) t= 26.0 ms (h) t= 24.7 ms 22.6 ms 
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Figure 6.10: A repeated polydisperse lactose particle population fluidisation. It occurs 
with the same pattern of fluidisation as figure 6.9, but the fracture lines and times are 
different. 
(C) t 14.3 ins 0.0 (b) 1 11.7 nis 
(f) t= 21.3 ins (d) t- 15.3 ms (e) tý 18.4 ms 
(i) t= 26.0 ms 22.6 ms (I i) t -- 24.7 iris 
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Figure 6.11: A repeated polydisperse lactose particle population fluidisation with a re- 
duced cohesion stiffness k, =I Nm 1. 
(C) 10-4 ins 9-1 ms (a) tý0.0 
(d) t- 11.7ms (e) t- 13.8 ms (1) 1 14.8 ms 
(i) t= 18.2 ms 15.8 ms (h) t= 17.1 ms 
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6.8 Improving Fluidisation Predictions 
The dose fluidisations presented use a DEM algorithm 1-way coupled using classical 
drag to a plug flow through the dose reservoir. While this simple model is capable 
of capturing the experimentally-observed fracture and erosive qualitatively, the results 
show some differences between predicted and real fluidisation timescales. This section 
discusses a number of short-comings in the simple model presented, and suggests ways 
in which the dose fluidisation predictions can be improved. 
6.8.1 Length-scale and Time-scale 
The doses fluidised in this chapter have consisted of particles sampled from a polydis- 
perse gaussian population with a mean radius of 200 ym and standard deviation 35 Pm. 
This results in a particle population that is significantly larger than those tested during 
our experimental work. The timescales of the simulations performed have also been rea- 
sonable short (- 30 ms), in contrast to the timescales of about 500 ms, in our experiments. 
Both these simplifications have been made for computational convenience: smaller parti- 
cles require a smaller timestep size to maintain the same collision resolution, and a larger 
simulation timescale requires more timesteps to be executed. However, the fluidisation 
predictions could be improved by allocating greater computational resources to a prob- 
lem, and using smaller particles over longer timescales. 
6.8.2 Realistic Reservoir Flow 
The plug flow presented in §6.5 is useful as a simple demonstration case for this thesis, 
but does not reflect the actual fluid flow through the empty DPI reservoin A more real- 
istic velocity profile can be obtained by solving the flow through the reservoir using the 
Navier-Stokes equations. For example, figures 6.12 and 6.13 show the incompressible 
laminar flow through the empty optical 90' DPI with inlet boundary conditions the same 
as the plug flow. 
Under plug flow slip and permeation occurs at wall boundaries, and the mass flow 
is not consistent between zone faces. In the realistic laminar flow field no slip occurs 
between the wall and fluid, forcing the axial velocity profile to vary across the width of 
the channel. The flow along the channel centreline is significantly greater than 30 ms-1 as 
the mass flow in both plug and laminar flow cases is the same. Since the dose fluidisation 
is driven by the underlying flow field, imposing a realistic numerically pre-solved flow 
solution instead of a plug flow should improve the fluidisation predictions. 
Some preliminary dose fluidisations under the influence of a 1-way coupled laminar 
flow field have been performed by the author with mixed results, and further work is 
being undertaken in this area. It is thought that by neglecting the effect of void fraction 
on the drag coefficient, both drag and cohesion are over-estimated. In some cases this 
can result in the entire particle bed fluidising as a single agglomerate. It is expected that 
implementing 2-way fluid-particle coupling (see 6.8-3) will show much greater prediction 
improvements than simply making the 1-way coupled flow field more accurate. 
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Figure 6.12: A plot illustrating laminar fluid flow through an empty dose reservoir. View 
along the x-axis of the centre-plane flow. 
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Figure 6.13: A plot illustrating laminar fluid flow through an empty dose reservoir. View 
along the y-axis of a reservoir cross-section. 
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6.8.3 2-way Fluid-Particle Coupling 
In a real DPI, the fluid flow through the reservoir is influenced by the particles. Initially, 
the packed particle bed provides a high resistance to the flow, and this resistance de- 
creases as the powder fluidises and is entrained into the outlet stream. To capture the 
influence of particles upon the fluid flow, the void fraction must be evaluated and fluid 
and particles must be 2-way coupled. The transient flow field is then numerically solved 
alongside the particle behaviour. 
A review of the techniques required to accomplish this 2-way coupling are described 
in section 3.7. Such techniques have been used successfully in the fields of fluidised bed 
and pneumatic conveying research to capture particle-fluid interaction. Their application 
to dose fluidisation within a DPI provides the best possible computational prediction of 
the fluidisation process. 
6.9 Summary 
DPI dose fluidisations have been modelled in this chapter using a DEM algorithm 1-way 
coupled using classical drag to a plug flow through the dose reservoir. We have shown 
that this simple model is capable of capturing the experimentally-observed fracture and 
erosive mechanisms for glass and lactose powders respectively. A quantitative analysis 
shows some differences between predicted and real fluidisation timescales, but this is to 
be expected in such a simplified model. Ways to extend the model presented to improve 
dose fluidisation prediction are discussed. 
Chapter 7 
Conclusions and Further Work 
The aim of this PhD was to investigate the internal operation of dry powder inhalers 
(DPIs), and to demonstrate the primary features of cohesive particle systems can be re- 
produced using the discrete element method (DEM). This chapter surnmarises the work 
completed. The scope for further research is also discussed, and some recommendations 
are made to our sponsor GSK. 
7.1 Conclusions 
There are two main threads to the work undertaken: an experimental investigation of 
DPI operation, and a computational model of this process using the discrete element 
method (DEM). 
7.1.1 Experimental Investigation of DPI Operation 
7.1.1.1. Two distinct mechanisms of dose fluidisation have been identified, labelled 'ero- 
sion' and 'fracture'. Dose fluidisation by fracture occurs as the powder bed cracks 
along internal lines of weakness and large agglomerates of the scale of the device 
flow passage are entrained into the airflow. In contrast, under an erosion mech- 
anism individual or small agglomerates are fluidised: the air flow forms a small 
channel through the powder bed that gradually enlarges. 
7.1.1.2. The dominate factor determining the fluidisation mechanism is the material prop- 
erties of the powder rather than DPI geometry or inhalation type. 
7.1.1.3. Lactose (6% and 16% fines), a typical carrier particle in DPI formulations, exhibits 
a fracture mechanism due to its cohesive nature. Less cohesive powders such as 
glass or aluminium particles fluidise by erosion. 
7.1.1.4. Quantitative analysis of the fracture mechanism has shown that the fraction of the 
DPI dose fluidised depends on the instantaneous pressure drop across the dose 
reservoir, and is independent of the pressure history (i. e. inhalation rate). This is 
not true for the erosion mechanism of aluminium. or glass powders. 
7.1.1.5. In our tests, the dose fluidisation mechanism cannot be predicted from bulk pow- 
der properties evaluated from a standard shear cell test. Most standard tests 
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measure either average bulk properties (e. g. steady-state shear cell test) or static 
properties (e. g. angle of repose test). Further work is required to establish which 
standard test metrics, if any, can predict the dose fluidisation mechanism. 
7.1.2 Computational Model of DPI Operation 
Since the dose fluidisation behaviour does not appear to accord with bulk powder prop- 
erties (conclusion 7.1.1.5), a computational method based on fundamental particle in- 
teractions is required. This confirms the conclusion of Stevens [441 within our research 
group. The discrete element method (DEM) was introduced in chapter 3 as a method 
capable of predicting DPI behaviour. It has previously been applied to a wide range of 
research problems, from soil mechanics to fluidised beds and pneumatic conveying. The 
existing techniques for collision detection, particle contact force evaluation, momentum 
time integration and particle-fluid interaction have been reviewed in this thesis. 
Our investigation into the suitability of DEM to model DPIs began by testing the ac- 
curacy of time integration over a single particle collision (chapter 4). The method uses 
fundamental particle properties to predict bulk behaviour, and chapter 5 assesses DEM 
sensitivity to such properties through agglomerate breakup simulations. The relative im- 
portance of contact repulsion, cohesion and friction is tested using the oblique impact 
of an agglomerate against a fixed wall -a process known to occur within DPI devices. 
Finally, a simple DEM model of the dose fluidisation that occurs within a DPI is pre- 
sented in chapter 6. It demonstrates that the DEM model can capture the experimentally- 
observed dose fluidisation behaviour. 
7.1.2.1. This PhD has added lagrangian particle tracking with an effective DEM algo- 
rithm to an existing CFD Fortran code-base. Although currently a serial code, 
development has been undertaken with a view to future parallelization. 
7.1.2.2. The time integration accuracy of DEM depends on timestep size, contact stiffness 
and the time discretisation around collision boundaries. 
7.1.2.3. Due to the discontinuities that arise from the application of particle contact forces, 
integrators are limited to a maximum of 2nd order accuracy with respect to time. 
7.1.2.4. Using unmodified schemes, the 2nd order Runge Kutta scheme is the best per- 
forming time integrator, although it does require a greater computational expense 
than similar multi-point methods. 
7.1.2.5. For both linear and non-linear viscoelastic DEM force models, the cohesion be- 
tween particles is shown to be the dominant factor affecting agglomerate breakup. 
The friction has a weaker influence. 
7.1.2.6. Under a linear viscoelastic force model, particle behaviour is independent of 
inter-particle elastic repulsion stiffness. This provides evidence that the common 
DEM practice of relaxing particle stiffness for computational convenience does 
not change the predicted behaviour. Under a non-linear viscoelastic Johnson- 
Kendall-Roberts UKR) force model, the cohesive work in a collision is strongly 
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affected by the elastic stiffness parameter Youngs modulus. Thus for this model, 
relaxing the stiffness will significantly change the predicted bulk behaviour. 
7.1.2.7. Even simple 1-way coupled DEM models based on a plug flow approximation 
are capable of qualitatively capturing the experimentally-observed mechanisms 
of dose fluidisation within a DPI: the fracture of lactose doses, and the erosion of 
glass powder doses. 
7.1.2.8. It is expected that the dose fluidisation predictions would be further improved 
by implementing 2-way coupling between fluid and particles, although this has 
not been tested in this work. 
7.1.2.9. A quantitative analysis of the DEM predictions illustrates some differences be- 
tween experimental and computational dose fluidisation duration. These differ- 
ences can be attributed to the simplifications made in creating simple DPI test 
cases. 
7.1.2.10. The predicted dose fluidisation is dominated by the applied inter-particle cohe- 
sion. There is currently some uncertainty in quantifying this cohesion, especially 
as it must also model the contribution from any fine particles not included in the 
simulation. Further research is required in this area. 
7.1.3 Overview 
This PhD has contributed to the understanding of dose fluidisation within DPI devices: 
identifying the mechanisms involved and the factors that have the most influence on dose 
behaviour. It has also demonstrated that this behaviour can be captured computationally 
using a DEM technique. It has shown that an accurate force model of the cohesion be- 
tween particles is the most important consideration to further the current work, and make 
DEM a viable tool in the design and virtual testing of new DPI designs. 
7.2 Further Work 
The results presented in this thesis introduce new questions about DPI operation and a 
number of avenues for further research are listed in this section. 
7.2.1. Further experimental work attempting to relate bulk powder properties to dose flu- 
idisation behaviour is required. Our work with shear test results suggests that "av- 
eraged' bulk properties cannot be used to characterise the fluidisation (conclusion 
7.1.1.5), but further research is needed to investigate other standard bulk powder 
test metrics. 
7.2.2. Research to quantify inter-particle cohesion forces needs to be undertaken (conclu- 
sion 7.1.2.10). Although atomic force microscopy (AFM) can quantify the relative 
cohesion between particle materials, there is a lack of statistical data to characterise 
the absolute magnitude of such forces for inclusion in a DEM model. This area is 
currently being investigated within our research group by Matthew Danby- 
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7.2.3. While our work identifies different types of dose fluidisation (conclusion 7.1.1.1), it 
does not relate these quantitatively to the size distribution emerging from the dose 
reservoir. Further experimental work is needed to quantitatively correlate the exit 
particle size distribution to the dose fluidisation mechanism. 
7.2.4. The dose fluidisation will depend on environment factors such as relative humidity, 
and powder preparation processes such as dose pre-compression. These have not 
been investigated in this work, but are likely to play a significant role in the dose 
behaviour. Further experiments are required to quantify such effects. 
7.2.5. The simple DPI model presented in this work can be improved by implementing 
2-way fluid-particle coupling in the current codebase (conclusion 7.1.2.8), and com- 
putational constraints can be easied by code parallelization (conclusion 7.1.2.1). 
7.2.6. Our work has demonstrated that DEM is capable of capturing DPI dose fluidisa- 
tion (conclusion 7.1.2.7), but further work is required to draw insights into the dose 
behaviour. For example, does most breakup occur during dose fluidisation, or in 
downstream agglomerate-wall collisions? If drug particles are included, what pro- 
portion are predicted to be released as individual particles, and where does this 
release occur? 
7.2.7. A particularly production avenue for further computational research would be to 
investigate the interaction of the fines with the rest of the particle population: how 
do they influence inter-particle cohesion? Under what conditions are they released 
from a larger carrier particle? 
7.3 Recommendations to GSK 
This work was undertaken in collaboration with GSK, and has reached a number of con- 
clusions that will be of interest in their work as a leading pharmaceutical company. 
7.3.1. Our experimental work suggests that it is difficult to predict the mechanism of dose 
fluidisation within a DPI from bulk powder properties. This conclusion is based 
upon particle shear cell tests. It may be useful to conduct further experimental 
work to assess whether any standard GSK in-house particle characterisation tests 
capture bulk properties that better reflect the fluidisation behaviour. 
7.3.2. The success of our experimental work illustrates that similar experiments to assess 
new inhaler designs may yield useful results. 
7.3.3. This work has demonstrated that DEM can be used to capture DPI behaviour, even 
using simple models of the underlying flow-field. It is recommended that DEM is 
considered as a computational tool to aid in the design and virtual testing of new 
DPI devices. 
7.3.4. In addition to modelling DPI behaviour with DEM, the method should be consid- 
ered to further the fundamental understanding of particle behaviour. For example, 
agglomerate impact behaviour is of great importance in releasing individual drug 
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particles, and DEM can be used as a tool to investigate this computationally. The 
definition of DEM 'point'-particles restricts its ability to capture particle-fluid in- 
teraction, but useful insight can be obtained from small-scale simulations without 
fluid present. 
7.3.5. The main barrier to DEM's present use is the uncertainty in quantifying the magni- 
tude of cohesion forces between particles. Our work suggests these forces have the 
greatest influence on both real particle behaviour and DEM predictions. Although 
AFM can quantify the relative cohesion between particle materials, there is a lack of 
statistical data to characterise the absolute magnitude of such forces for inclusion 
in a DEM model. In addition, DEM will only be able to include a limited portion of 
the fine particle fraction while maintaining a reasonable computational cost. The 
influence of these fines could be modelled as an additional cohesive force between 
particles, and further work is required to test this hypothesis. 
Appendix A 
My DEM Code 
This appendix outlines the work that has been undertaken by the author to build a new 
DEM code during this research. This code has been used to perform all the computational 
work reported in this thesis. 
A CFD finite-volume codebase written in F95 already existed within the author's re- 
search group when this thesis was started. While it was able to solve eulerian laminar 
and turbulent fluid flow, it had no lagrange particle tracking or DEM collision capabili- 
ties. During this research, the author has extended this code by adding lagrange particle 
support and the ability to include DEM particle-particle collisions. 
Section A. 1 outlines the motivation to develop our own codebase, A-2 the capabilities 
of the code developed, and A-3 surnmarises the validation and deployment. 
A. 1 Motivation 
Several DEM-capable codes already exist. The decision was taken to develop an in-house 
solution because: 
by extending the current in-house CFD code its existing fluid-solving capabilities 
could be leveraged. 
the ultimate aim (not realised within this work) was to produce a fully parallel 
DEM code. It was felt that to achieve this a code needed to be build from the 
ground up bearing this in mind. 
it was intended to deploy the code both within Imperial College and at GSK: de- 
veloping our own solution avoided any licensing restrictions. 
the development was also undertaken as a learning exercise. There was no prior 
experience in using the DEM technique in the author's research group before this 
work: it was felt building a code from scratch would enhance our understanding 
of the computational hurdles involved. 
A. 2 Capabilities 
This section describes the capabilities of the three dimensional (3D) F95 code developed. 
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A. 2.1 Domain Discretisation 
The existing CFD code uses a multi-block structured mesh. Each 'block' is defined as a 
structured grid of CVs, and a number of blocks can be joined together to form complex 
geometries. In addition to internal block connections, external block boundaries can be 
defined as periodic, walls, inlets or outlets. Although the existing code is not currently 
capable of parallel execution, it has been written with tlýis in mind with each block oper- 
ating independently in its own memory space. 
The DEM additions to the codebase build on the conventions of the existing code. 
Particles are associated with their containing block and all attributes are stored within 
that block's memory space. Where a particle is close to a block boundary, it is 'ghosted' to 
the neighbour block: that is, two copies of the particle are maintained - the master copy 
in the containing block's memory space, and a slave copy in the neighbouring block's 
memory space. In this way, the independence between blocks is maintained so the code 
can be parallelised. 
A. 2.2 Particle Definition and Tracking 
The particle population is organised into a number of 'phases', with particle material and 
collision properties defined by phase. Each particle is defined as a sphere and is capable 
of both linear and rotational movement in 3D according to the equations of motion (see 
appendix Q. 
Each particle centre is located to its containing CV as it moves through the domain. 
Depending on the grid geometry, this location may be performed by a simple orthogonal 
cartesian search or a more complex tetrahedral walk algorithm [221]. - The containing 
block is calculated from the CV location. 
A. 2.3 Collision Detection 
Collision detection between particles is optimised using a combination of CV zoning and 
Verlet neighbour listing (see sections BA and B. 2). These algorithms have been imple- 
mented in such a way to allow the collision history of a specific particle pair to be main- 
tained. In addition, collisions between wall boundaries and particles are detected sepa- 
rately. 
Once a collision is detected, the collision normal is evaluated using the common nor- 
mal algorithm (see §3.3.3). If the tangential displacement between two particles is re- 
quired by the applied force model(s), the collision history is maintained and the dis- 
placement is evaluated by numerical integration over the entire collision (see §3.3.3). 
A. 2.4 Collision Forces 
Collision force models and parameters can be applied on block phase pair basis (e. g. a 
force can switched on between phases 1 and 2 in block 1, switched off between 1 and 3 in 
block 3, etc). The code is capable of applying the interaction forces: 
9 Linear viscoelastic model. 
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* Non-linear viscoelastic model. 
9 Complex tangential friction. 
* Linear cohesion. This is applied based on an interaction zone that is evaluated per 
particle. 
9 JKR cohesion model. 
The details of all these models are described in section 3.5.2 of this thesis. 
A. 2.5 External Forces 
It is possible to apply gravity and fluid drag to the particles using the current codebase. 
The process of 2-way coupling the particle and fluid solvers is not completed, and the 
codebase is currently capable of 1-way coupling only between particles and fluid (i. e. 
particles are influenced by the fluid drag forces, but the fluid is not influenced by the 
presence of the particles). The primary fluid drag model used in the code is that proposed 
by Brenn et al. [173]. 
A. 2.6 Momentum Integration 
A number of different integration algorithms are defined in appendix D, and their perfor- 
mance is discussed in 4. In the existing CFD code the fluid solver uses a back-differenced 
implicit integration algorithm of variable order (from 1 to 4). Since the solver is already 
iterating and based on our results in chapter 4, a semi-implicit back-differenced integra- 
tion algorithm of variable order (1 to 4) was implemented in the developed code. 
The code is capable of using fixed timesteps or of calculating a suitable timestep auto- 
matically. The automatic timestep is calculated based on particle properties and current 
collisions using the constraints defined in section 3.6. By default, the code uses the sta- 
bility criterion of O'Sullivan and Bray [159] and a 'resolution' constant of a= 20 (see 
equation 3.39). 
A. 3 Validation & Deployment 
The developed code was validated using a suite of tests to check the results of the code 
execution against analytical results. These tests are similar but more extensive than those 
proposed by Asmar et al. [721. 
The developed codebase was used in all the computational work presented in this 
thesis. In addition, a copy was deployed by GSKs mathematical modelling group based 
in Philadelphia, USA. 
A. 4 Summary 
This appendix has summarised the author's development of a 3D DEM code to perform 
the computational work presented in this thesis. 
Appendix B 
Collision Detection 
The process of eliminating particle pairs that are definitely not interacting coil su 11 
significant proportion of the DEM algorithm rLII1tiMC [681. For environments consisting 
of N particles, performing () (N 2) pairwise contact checks becomes a computational bot- 
tleneck, especially when N is large. This appendix describes a number of techniques to 
perform a 'near neighbour search' - undertaken to identify a list of particle pairs that 
? niglit be interacting as quickly as possible. False positives are permitted, as these will be 
resolved during full geometric resolution of the contact. Ideally, the search CPU expense 
should scale linearly with the number of particles N, and eliminate as many particle pairs 
that are not interacting as possible. 
B. 1 Spatial Zoning 
This search technique involves dividing the dornain into a regular axis-aligned mesh of 
cubic cells (CVs) 1222,223]. The cells must be large enough to fully contain the largest 
particle in the population in any orientation. Each particle local origin is located in its 
containing CV before the search begins. A list of particles that might be interacting is 
formed from particle pairs that are located in the same or neighbOUring CVs, as illustrated 
in figure B. 1. Munjiza and Andrews [711 presented details of a 'mask' that can be used to 
ensure that particle pairs are tested only once. 
,- -0, - (-) 
ý ý0 
Figure BA: Spatial zoning collision detection. The dashed lines indicate CV boundaries, 
the solid black particle is the target particle, and the grey particles its 'near neighbours' 
in surrounding (or same) CVs. 
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If the particles are of similar size and uniformly distributed, the spatial zoning pro- 
cess scales with 0 (N). However, if the particles are non-uniformly distributed or have 
significant polyclispersity, the scaling can be as large as () (N 2) . Although spatial zoning 
is widely used 169,71,188,224], the method has several drawbacks. The discretisation 
of the domain space into CVs is dependent on maximum particle size. A polyclisperse 
particle population decreases the accuracy of the algorithm and increases over-reporting 
[68,69]. This effect is especially problematic if particle sizes are distributed probabilis- 
tically: the maximum size particle is a statistical outher, and forces widespread over- 
reporting for the rest of the population. Large boundary particle. ", also exacerbate the 
problem. Williams et al. 12241 have proposed an improved algorithm that attempts to 
somewhat alleviate these problems by allowing a particle to occupy multiple cells, ren- 
dering the cell sizing independent of maximurn particle size. 
B. 2 Verlet Neighbour Listing 
In this algorithm a threshold distance is prescribed to each particle reflecting that parti- 
cle's likely radius of influence over a 'neighbour'time period AtI, This'neighbour' time 
is several times larger than the simulation timestep (At), 
At 1,1 
At 
Particles are regarded to be near neighbours if the distance between the particle centres 
is less than the addition of the two particle threshold distances (Fig. B. 2). In other words, 
if the sphere of influence of two particles overlap, they are regarded as near neighbours. 
In a simple implementation, the near neighbour list for a particle is constructed by per- 
forming 0 (N 2) pairwise comparisons to determine all those particles with overlapping 
spheres of influence. However, dependent on the relative sizes of At , and At, these near 
neighboLir lists only need to be updated after several timesteps (fig. B. 3). 
00, 
Figure B. 2: Verlet particle neighbours. The dashed lines indicate the neighbour threshold 
distance around each particle, the solid black particle is the target particle, and the grey 
particles its 'Verlet neighbours' with overlapping spheres of influence. 
The technique is commonly referred to as the Werlet neighbour algorithm' [2251, and 
is widely used in various DEM implementations [50,1061. Neighbour listing disadvan- 
tages include: 
(i) The neighbour lists are reused over several timesteps, so must be stored in memory. 
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Generate neighbour list. 
Resolve contact geometry of list pairs. 
Resolve contact geometry of list pairs. 
At Resolve contact geometry of list pairs. 
Resolve contact geometry of list pairs. 
Generate neighbour list. t Resolve contact geometry of list pairs. 
At 
Resolve contact geometry of list pairs. 
time, t 
Figure B. 3: The advantage of the neighbour listing scheme is that it only needs to be 
updated every few timesteps. 
For a large particle population, this requires a significant amount of memory space. 
This is especially problematic as it is difficult to judge the required storage space 
before the start of a simulation. 
(ii) The re-computation time of the lists scales with 0 (N2). This can be addressed by 
applying a different search algorithm during the formation of the lists (e. g. spatial 
sorting). 
(iii) The over-reporting rate is consistently high due to the fact that the near neighbour 
lists constructed must include every possible contact in the next several rather than 
single timestep. 
(iv) It is often difficult to judge a suitable threshold distance for each particle, and this is 
simulation dependent. The threshold distance is commonly based upon radius, ve- 
locity and/or acceleration, so usually needs to be updated at each re-comPutation 
of the neighbour lists. Conservative estimates of the threshold distances result in 
higher over-reporting rates. 
B. 3 Spatial Sorting 
In a spatial sorting search, each particle is enclosed in a bounding box. Usually this box is 
formed as an axis-aligned bounding box (AABB), but some more complex implementa- 
tions can use an oriented bounding box (OBB) [68]. The difference between the two types 
of bounding box is illustrated in figure B. 4. The vertices of the AABB of each particle 
is projected onto each cartesian axis, then the sorted data is subjected to a binary search 
to establish which bounding boxes are overlapping. The logic behind the binary search 
process is illustrated in figure B. 5. If the bounding boxes of two particles overlap, they 
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are regarded as near neighbours. 
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Figure BA: An AABB is always aligned with the cartesian axes, whatever the particle 
orientation. An OBB follows the local particle orientation. 
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Figure B. 5: This diagram demonstrates the logic by which a spatial sorting search iden- 
tifies potential collisions. For clarity, only 1 dimension is illustrated. Firstly, the vertices 
of the particle AABBs are projected onto the axis to create points bi and ei for each par- 
ticle i. This list is then sorted by the magnitude of the axis co-ordinate, producing the 
list bi, el, b2, b3, e2, e3, b4, e4. A binary search is then used to examine the list to establish 
which AABBs are overlapping in all three dimensions. In this case, it is clear by the or- 
dering of the start and end projections of particles 2 and 3 that their AABBs overlap in 
the illustrated dimension. 
The sorting in general requires 0 (N In N) time. After the initial timestep the sorting 
process is acting on a previously sorted list. For dilute particle populations, little re- 
sorting is generally required, and using a bubble or insertion sort algorithm takes 0 (N) 
time. The worst case occurs in dense particle populations, where resorting can take up 
to 0 (N2) time [681. The binary search takes 0 (N) time. Various implementations of the 
spatial sorting algorithm have been implemented [69,226], but these do not scale well 
for large (i. e. N>2x 10') particle populations. Li et al. [227] have proposed a new 
algorithm which they term 'SMB', which claims to address this problem. 
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BA Triangulation 
Ferrez [70,228] proposed a novel collision detection algorithm based on creating a De- 
launay triangulation between particle centres. Laguerre cells are resolved around each 
spherical particle before performing the triangulation (Fig. B. 6). Particles linked by the 
triangulation are regarded as near neighbours. However, there are various problems with 
the technique [70], and it has not been widely implemented. 
Figure BA An illustration of Delaunay triangulation between spherical particles. The 
thick solid lines represent the particle boundaries, the dashed lines the Laguerre cell 
boundaries, and the thin solid lines the triangulation links. 
Appendix C 
Equations of Motion 
The DEM technique evaluates the forces between particles in contact and calculates the 
particle trajectory from the rigid body equations of motion. This appendix summarises 
the equations of motion for a rigid body. Two equations are required: the first defines the 
translation of the body, the second the rotation. 
C. 1 Translation 
The force applied to an object is equal to its rate of change of linear momentum. This 
statement can be expressed mathematically as the equation of motion in terms of time t, 
mass m, force F and velocity u. 
d(mu) 
dt 
(C. 1) 
For a spherical rigid body, the mass can be defined in terms of radius r and density p. 
4 
57rr' (C. 2) 
Expanding the equation of motion (C. 1) produces an ODE for velocity. 
du 
««2 
Fu dm (C. 3) ä-t -m -m dt 
To track a rigid body trajectory, we need to solve this ODE for velocity and also an addi- 
tional ODE for position x. 
dx 
=U (C. 4) at- 
C. 2 Rotation 
The torque T applied to an object is equal to its rate of change of rotational momentum, 
L. This statement forms the rotational equation of motion: 
dL 
T =, r t t 
(C. 5) 
In the case of rotational motion, it is usually easier to track and solve this ODE for angu- 
lar momentum directly rather than using angular velocity. Under zero torque, angular 
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momentum is conserved, but for non-spherical bodies angular velocity can vary with ob- 
ject orientation. The angular velocity w can be calculated from the momentum using the 
object inertia, I. 
L=Iw (C. 6) 
For non-spherical rigid bodies, the inertia tensor varies with object orientation. A sphere 
is symmetric in all three cartesian axes, so has a constant angular inertia: 
2mr2 
100 
Isphere "5010 (C. 7) 
(001) 
The orientation of the rigid body is stored as a rotation tensor, R. 
Ril R12 R13 
R R21 R22 R23 (C. 8) 
R31 R32 R33 
) 
R is related to the angular velocity by the ODE, 
dR 
Ril R21 R31 
dt wx 
R12 wx R22 Wx R32 (C. 9) 
( 
R13 
)( 
R23 
)( 
R33 
)) 
C. 3 Summary 
This appendix has defined the linear and rotational rigid body equations of motion. More 
detailed derivations can be found in Goldstein [77]. 
Appendix D 
Integration Schemes 
Particle trajectories are calculated by summing the external and DEM collision forces for 
each particle, and solving the equations of motion. The equations of motion are sum- 
marised in appendix C and can be solved by numerical time integration. A number of 
different numerical integration schemes can be used, and this appendix defines several 
common options. 
D. 1 Notation 
The position and velocity of particle p are denoted as xp and up respectively. The discrete 
time point is indicated as an integer superscript. For example, x" denotes the value of xp p 
at timestep n. By convention, timestep n is the current timestep, n+1 the timestep being 
calculated. In other words, Xn+1 denotes the yet-to-be-computed value of xp at the next p 
timestep. The symbol t represents time, an integer subscript indicating the value at the 
beginning of a timestep. At indicates the length of the timestep, and may be identified for 
a particular timestep instance by an integer subscript, At,, : -: tn - tn-1. The total number 
of particles in the population is denoted as N. 
D. 2 Forward Euler 
The forward Euler (FE) scheme is derived by using a forward differenced linear approx- 
imation for the time derivative. For a generic variable (D, 
dlýnp 4)n+l - (Dn 
dt Atn+l 
(D. 1) 
The local error in such an approximation can be shown by Taylor series expansion to 
be 0 (At2+1). For a constant mass particle p, the scheme for velocity and position is n 
expressed as: 
n=f (Xn n Fu 
p 1,2,... fN) 
Un+l = 
FpnAt, +l 
+ U? f 
(D. 2) 
pmp 
Xn+l =u nAt n+l + Xn ppp 
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The FE scheme is explicit, as all terms are evaluated using known values at the previous 
timestep. It requires storage of the values at only the previous timestep. 
D. 3 Symplectic Euler 
The symplectic, or'modified', Euler (SE) scheme improves the basic forward Euler scheme 
by using the updated value of velocity to evaluate the position: 
Fn nn 
P, 
f (XI, 2,..., N, Ul, 2,..., N) 
, n+l 
FpnAtn+l 
+ Un 
(D. 3) 
pmp 
xn+l = un+l + Xn pp 
Atn+l 
p 
The scheme is equivalent to applying forward Euler integration to the velocity ODE and 
backward Euler integration to the position ODE. similar to the FE, the scheme is explicit 
and of local order 1. 
DA Runge-Kutta Methods 
Runge-Kutta schemes are a popular family of explicit integration algorithms. Various 
local order accuracy schemes have been derived, with the second and fourth local order 
schemes defined in this appendix. The second order scheme (M) can be expressed as: 
Fn = p 
nn f (XI, 2 N" Ul, 2,..., N) 
1st estimate ul = p 
1 Fn 
-P At, +1 + un p 2m 
-C Ip = 
lUnAtn+l 
+ Xn Pp 2 
Fp' =f 
(XI 
, 2,..., Nf 
U1 
, 2,..., N) 
2nd (final) estimate 
Un+I p =+ Un 
Fp 
Atn+l 
p M 
Xn+I p = U1 
Atn+I + Xn pp 
(D. 4) 
The higher order of local accuracy comes at the expense of CPU time: the particle contact 
forces, velocity and position have to be evaluated twice per timestep. The fourth local 
order method (RK4) requires even greater CPU expense, with the force, position and 
velocity evaluated four times per timestep. The full RK4 scheme is shown below. 
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lst estimate 
2nd estimate 
3rd estimate 
4th (final) estimate 
Fnn xn u 
n 
p uI=1 Atn+l + Un p -M p 
xI UnAtn+l + Xn pPp 
Fp' =f 
(X'1,2,..., 
Nf UI, 2,..., N) 
11 =1 
Fp' 
+ Un up2m Atn+l p 
1+ 
Xn UlAtn+l p xip, 2P 
It it Fpf If (XI, 2,..., Nf Ul, 2,..., N) 
/it 
Fp" 
u _Atn+l +n pmp 
x 1// UllAtn+l + Xn ppp 
Fpllf = /if 
.... 
f ('l'Ilff2,..., 
NFUI, 2, N) 
Un+l = -1 
(Fp" 
+ 2Fp' + 2Fp" + Fp .. 
Atn+l 
+un 
pm6p 
Xn+l = Un + 2u' + 2u" + u... 
Atn+l 
+ Xn p(pppp)6p 
D. 5 Adams-Bashforth Methods 
(D. 5) 
Adams-Bashforth schemes are a family of multi-point explicit integrators. They are multi- 
point in that they require more than just the previous timestep values to make an estima- 
tion of the next timestep value. They are derived by fitting a polynomial to the deriva- 
tives at a number of preceding time points. Both second and fourth local order accurate 
schemes are defined in this appendix, that require storage of data values at 2 and 4 pre- 
ceding timestep points respectively. For fixed timestep, At =- At"+1 =_ At,,, the second 
local order scheme (AB2) is: 
Fn = n, n-1 ., n, n-1 pf 
(Xl, 
2,..., Nl "1,2,..., N) 
Un+l = 
(3Fpn 
- Fpn-1) 
At 
+ Un 
(D. 6) 
pTP 
Un+l = 3Un _ Un-I 
At 
+ inp p(pp)T 
If adaptive (variable) timestep integration is used, the scheme becomes more complex 
with the addition of various timestep size ratios to the equations. This is not included in 
this appendix. 
The fourth local order accurate scheme (AB4) does not involve significant extra CPU 
expense over the 2nd local order scheme, but requires almost twice the memory space 
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due to the extra preceding timestep values that must be stored. For fixed timestep (At 
constant), the fourth order scheme is: 
Fpn = n,..., n-3 ., n,..., n-3 f 
(Xl, 
2,..., N I "1,2,..., N 
) 
n+l = -2 gFn-3) 
At 
+ Un 
(D. 7) 
up 
(55Fpn 
- 59Fpn -1 + 37Fpn p 24 P 
Un+l = 55un - 59un-I + 37un-2 gUn-3 
At 
+ Xn ppppP) 24 P 
D. 6 Adams-Bashforth-Moulton Methods 
If data at the n+1 time-point is included in the interpolation polynomial used to de- 
rive Adams-Bashforth methods, implicit integrators known as Adams-Moulton methods 
are obtained. A common approach is to use an explicit Adams-Bashforth method of lo- 
cal order m-1 as a predictor and the Adams-Moulton method of mth local order as a 
corrector. This combination of techniques in a predictor-corrector model is known as 
an Adams-Bashforth-Moulton method (ABM). The fourth local order accurate scheme 
4) is: 
n 
P F f 
n,..., n-2 . ^..., n-2ý "1,2,..., N ) 
predictor U, = P + 5Fn-2) 
At 
+ Un 
(23Fpn 
- 16Fpn-1 P T P 2 
X, = P 
(23u"-16u'-1+5un-2 A'+Xn 
PPP) T2 P 
Fp' =I f 
(-X'1,2,..., 
Nf Ul, 2,..., N) 
corrector n+l u P =+ Fn-2) 
At (9Fp' + 19Fpn - 5Fpn-1 P+ un T4 P 
Xn+l P = gul + lgUn - 5un-1 + Un-2) 
At 
+ Xn 
(PPPP 
T4 P 
D. 7 Back-Differenced Implicit Methods 
(D. 8) 
These schemes are derived by approximating the derivative at tn+l by various local or- 
ders of backwards-differencing rather than forward-differencing (compare equations D-9 
and D. 1). A simple first local order scheme uses a linear approximation: 
dl>"p+l 4)n+l - (D" 
--pp (D. 9) dt ý Atn+l 
The resultant algorithm is implicit and is solved iteratively. The DEM algorithm treats the 
particle population as uncoupled points, thus the DEM force source term Fp is evaluated 
explicitly, making the method as a whole 'semi'-implicit. Fully implicit DEM has been 
attempted and is used successfully, but at present for small particle populations only 
[229,230]. Neglecting any external force terms, the semi-implicit first order method, BD1 
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(often known as the backward Euler method) is: 
Iterate h=1,2,3,. until 
Un+1 Un+1 p 
1h+1 
-p 
1h 
Utol 
Xn+1 Xn+1 p 
1h+1 
-PIh Xtol 
f (Xn+l n+l F"+l Ih=I 
p 1,2..., N 
IhUh 
Un+l 
Fp"+' Ih Atn+l 
+ un 
(D. 10) 
P h+l mp 
Xn+l "": un+l Atn+l + Xn P 
lh+l 
'P 
Ih 
p 
The subscript h represents the iteration number. The equations to evaluate force, velocity 
and position are iterated h=1,2,3,... until a specified level of convergence (ut, j and xt, j) 
is achieved. 
The 2nd local order back-differenced scheme BD2 is derived from a second order 
polynomial approximation to the time derivative. For a fixed width timestep At: 
F. n+llh f (Xn+l 
., N 
IhI 
Un+l., N 
Ih) 
P 1,2,.. 1,2,.. 
Un+l 
2 Fpn+l Ih At 
+ 4un _ Un-I 
(D. 11) 
P 
lh+l 
mpp 
xn+l 
(2 
Un+l Xn _ in-1) 
lh+l 
P 
Ih At +4 pp 
The use of adaptive timestep length (i. e. At,, +, A At,, ) introduces more complex coeffi- 
cients but the iterative structure is similar: 
Tj = 
At,, + 2At,, +l 
Atn+l (Atn + At,, +l) 
Atn+l +, Atn T2 =A, A. 
outn Lltn+l 
T3 
Atn+l 
Atn (Atn + At, +I) 
Fnf (Xn+l n+l +1 Ih 
I 2,.., Nlhl Ul, 2,..., N P 
Ih) 
n Un+l + T2Un - 
T3u 
p P 
lh+l 
Ti mp 
n+l lh+l n-T xP1( Un+l 
Ih At + T2iP 3Xn Tj Pp 
(D. 12) 
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D. 8 Summary 
A number of common numerical schemes of 1st, 2nd and 4th order have been explained. 
The schemes are summarised in table D. 1. 
Scheme Local 
Order 
Type Derivative Evaluation 
(per timestep) 
Memory Required 
(preceding time-point 
data required) 
FE 1 explicit 1 1 
SE 1 explicit 1 1 
RK2 2 explicit 2 1 
RK4 4 explicit 4 1 
AB2 2 explicit 1 2 
AB4 4 explicit 1 4 
ABM 4 explicit 2 3 
BD1 1 implicit number of iterations 1 
BD2 2 implicit number of iterations 2 
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Table DA: Summary of integration schemes defined in this appendix. 
Appendix E 
Relating Linear and JKR Force 
Models 
A number of different inter-particle normal force models have been proposed for the 
DEM technique (see section 3.5.2). In this appendix, the linear elastic-cohesive force 
model is related to the JKR normal force model. 
E. 1 Linear and Hertz Elastic Repulsion 
Both linear and JKR models contain a repulsive elastic force between particles. This is 
due to the particle deformation produced by the normal overlap (b). In the linear model, 
this is considered to be a Hooke spring force, with constant stiffness k, (see equation 
EA and figure EA(a)). In the JKR model this repulsive force is based on Hertz law (see 
equation E. 2 and figure EA(b)), and depends on the reduced Young's modulus (E) and 
reduced particle radius (r). 
k, 9 
43 Fn =3E, ýFr 67 (E. 2) 
To compare the two models, the linear stiffness constant must be related to the Young's 
modulus so similar values can be used. This is undertaken by considering the work done 
during a collision (the integral of the force w. r. t. the overlap). In other words, we equate 
the shaded areas shown in figure E. 1: 
J 3. ax keg d9 = 
Jma- 4 
EVr-S2' dS (E. 3) 
o 
fo 
3 
Evaluating the integrals enables the linear model stiffness to be expressed in terms of 
Young's Modulus, radius and maximum overlap: 
ke = 
16 E v'r-g-, (E. 4) 15 
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Figure E. 1: Linear and Hertz force-overlap plots. The shaded area is the work done. 
E. 2 With Linear and JKR Cohesion 
In addition to the elastic repulsive force, both linear and JKR models contain a cohesive 
elastic force due to Van der Waals effects between particles. The linear model consid- 
ers this as an attractive Hooke spring force (with stiffness k,, ) based on the 'interaction' 
overlap (ý) between particle interaction radii, P (see equation E. 5 and figure E. 2(a)). The 
JKR model evaluates the cohesive force combined with the Hertz repulsion based on the 
reduced surface energy, -y (see equation E. 6 and figure E. 2(b)). 
kb + k, 0 (E. 5) 
2( aE 
Fýfý 
F - 47Ta 37-ir v 7Ta ) 
(E. 6) 
a is the contact area between the two particles, related to the overlap by: 
11 24 =Tr-y a 
E 
(E. 7) 
The work done by the linear model in repulsion and cohesion can be evaluated an- 
alytically (equation E. 8). The work done by the JKR model does not have an analytical 
solution, and has to be solved numerically. The function presented in listing EA numeri- 
cally relates the surface energy to the linear model cohesion stiffness. 
j MIll k,, 6,2, la. 1- + k, (2 
(f - r) + 6inax) 
2 
o 
k, 6 + k, 6 d6 =2 (E. 8) 
E. 3 Summary 
This appendix outlines how to relate the particle properties from a linear cohesion force 
model to a JKR force model using a mixture of analytical and numerical methods. This 
technique can be used to relate the models for direct comparison of DEM results, as 
demonstrated in chapter 5. 
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Figure E. 2: Linear and JKR force-separation curves. The shaded area is the work done. 
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Listing EJ: MATLAB code to numerically relate the linear model cohesion stiffness to 
the JKR model surface energy 
function sEnergy = matchSurfaceEnergy( eStiff , cStiff deltaMax 
radius iradius yModulus,... 
maxSEnergy, tol) 
% Matches the JKR surface energy to a linear cohesion stiffness 
" Arguments: 
" eStiff = (float) linear elastic repulsive stiffness 
" cStiff = (float) linear cohesive stiffness 
" deltaMax = (float) maximum base overlap 
" radius (float) typical particle radius 
" iradius (float) typical particle interaction radius 
" yModulus (float) Young's modulus 
" maxSEnergy = (float) maximum possible surface energy 
" to] = (float) tolerance in returned result. 
" Returns: 
" (float) surface energy that best matches linear cohesion input. 
% particle separation vector 
maxXsep = iradius*2.05; 
minXsep = radius *2-deltaMax; 
xsep = [minXsep: (maxXsep-minXsep)/10000: maxXsep]; 
% integrate linear model 
ideltaMax = 2* Oradius -radius)+ deltaMax; 
IinearArea. = (eStiff*deltaMax^2)/2 - (cStiff*ideltaMax^2)/2; 
% mid-pt serach for suitable surface energy in JKR model 
upperSEnergy = maxSEnergy; 
lowerSEnergy = 0; 
while (upperSEnergy-lowerSEnergy)>tol 
sEnergy = (upperSEnergy+lowerSEnergy)/2; 
% calculate force-separation curve 
jkr = zeros (size (xsep 
for n=1: length (xsep) 
overlap = 2* radius -xsep (n); 
% get contact area from overlap 
upperA = radius; 
lowerA = 0; 
while (upperA-lowerA)>tol 
a= (upperA+IowerA)/2; 
value = (a^2)/radius - sqrt(4*pi*sEnergy*a/yModulus) - overlap; 
if (value>O) 
upperA=a; 
else 
lowerA=a; 
end 
end 
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49 % calculate force 
50 jkr(n) 4*pi*(a^2) 
52 a*(yModulus/(3* pi* radius)) 
53 (a^-0.5)*sqrt(sEnergy*yModulus/pi) 
54 
55 end 
56 % compare to linear area 
57 jkrArea trapz(xsep, jkr); 
58 diffArea. linearArea-jkrArea; 
59 if (diffArea>O) 
60 % reduce JKR cohesion 
61 upperSEnergy = sEnergy; 
62 else 
63 lowerSEnergy = sEnergy; 
64 end 
65 end 
Appendix F 
Flow Rate through 90 degree DPI 
Geometry 
Chapter 2 presents our work to visualise DPI operation. The pressure drop across a 
powder reservoir was controlled as the powder fluidisation was recorded. This appendix 
presents an estimation of the flow rates through the 90 degree optical DPI geometry from 
these pressure measurements. 
El Available Data 
The geometry and position of pressure measurements within the 90 degree optical DPI 
geometry is illustrated in figure F. 1. Pressure PO at the mouth of the optical inhaler is 
equal to atmospheric pressure 0.0 kPa. Pressure PI just after the dose reservoir was con- 
trolled, and reached a minimum of -4.0 kPa during our experiments. The pressure drop 
across the reservoir is defined as AP = PO - PI. 
PO 1ý 
Pl 
Figure El: Diagram of the 90 degree optical DPI geometry with the position of known 
pressures PO and P, highlighted. 
E2 Analysis Assumptions 
To make an analytical estimation of the flow rates through the optical DPI geometry a 
number of simplifying assumptions are applied. 
(i) The flow rate is calculated through an empty dose reservoir. 
(ii) The airflow through the optical DPI is incompressible. 
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(iii) The internal surfaces of the channel are polished and can be regarded as hydrauli- 
cally smooth. 
F. 3 Drag Pressure Losses 
The Reynolds number of the flow through the square 2 mm x2 mm channel is defined as 
where p is the air density, q the viscosity, u the air velocity and dh is the hydraulic di- 
ameter of 2 mm. The value of the flow Reynolds number indicates whether the flow is 
laminar or turbulent: for Re < 2000 the flow is laminar, otherwise the flow is considered 
to be turbulent [2311. 
For laminar flow, the pressure drop due to drag forces between the channel walls and 
air can be estimated from the channel length L using the Hagen-Poiseuille equation [232]: 
If the flow is turbulent, estimating the drag pressure drop is more complex. Most empir- 
ical solutions introduce a 'friction factor' f [231]: 
Re p 
dh 
AP = 
32qL (F. 2) 
d2 
h 
AP = 
2fL If, 12 10 (F. 3) dh 
There are a number of methods presented to calculate f [2331, for the purposes of an 
approximate estimation we assume the channel walls are perfectly smooth and apply the 
Blausius equation [231]: 
0.079 
Reo-25 
(F. 4) 
E4 Local Pressure Losses 
Addition local pressure losses are incurred due to geometrical effects within the channel. 
In the 90' optical DPI these are incurred by the 90' channel bends and the inlet geometry. 
These local losses can be calculated using the equation 
AP = kL 
1p la I, 
(2 
(F. 5) 
The loss coefficient kL is an approximate empirical constant specific to a certain geometry. 
Standard tables exist for the constant kL for various geometries [2341: kL = 0.4 for a 90' 
bend, and kL = 0.05 for a curved inlet such as that found in the optical DPI. In the 90' 
optical DPI there are three 90' bends and one inlet, giving a total kL constant of 1.25. 
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E5 Relating Flow Velocity to Pressure Drop 
The drag and local pressure losses can be combined with a potential energy balance to 
relate the pressure loss across an empty dose reservoir with the average flow velocity. 
The properties of air are taken to be p=1.205 kgm-3 and ý=1.81 x 10--Ikgm-is-1. 
The total channel length is 218.2mm, with a kL constant of 1.25, and a vertical height 
difference of 98 mm (resulting in a pressure increase of pgAh = 1.16 Pa). Equation F-6 
expresses the pressure drop AP across the empty 90' optical DPI in terms of the average 
flow velocity Ia1. This relationship is illustrated by figure F. 2. 
31.6 1RI+0.753 If, 12 -1.16 1 fi I< 15 (laminar) (F. 6) 
6.115 1 ij 11.75 +0.753 1 ij 12 - 1.16 1RI> 15 (turbulent) 
a 
c 
ci 
Q-2 
CL 
-0 
(0 
5 10 15 20 25 30 
average velocity (m/s) 
Figure E2: A plot illustrating the relationship between pressure drop and average veloc- 
ity expressed by equation E6. 
E6 Summary 
An analytical analysis of the flow conditions within an empty 90' optical DPI has esti- 
mated an average flow between 0 and 35 ms-I occurred in the tests presented in chapter 
2. 
Appendix G 
Calculating Obscured Reservoir 
Fraction 
This appendix describes the technique used to calculate the obscured reservoir fraction 
(ORF): the fraction of the dose reservoir that is obscured by particles in the x-axis direc- 
tion. 
z 
(a) 3D view of reservoir (b) View of reservoir along x-axis 
Figure G. 1: Example of a reservoir with an obscured reservoir fraction of 0.52 
G. 1 What is the Obscured Fraction? 
The ORF is the fraction of the reservoir obscured by particles when viewed along the 
x-axis. Figure GA(a) shows an example reservoir containing particles, and includes the 
orientation of the global cartesian axes. Figure G. I(b) shows the same reservoir viewed 
along the x-axis. The ORF is the proportion of the this view that particles occupy (in this 
example 0.52). 
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........... ..... ........ 
....... ..................... ................... 
Figure G. 2: 2D view of the reservoir along the x-axis discretised into 675 points. 
G. 2 Numerical Evaluation 
The ORF is evaluated numerically by discretising the y-z plane of the reservoir into a 
regular grid of points (see figure G. 2). Each point is then compared against each particle 
to establish whether it is obscured or not. If a discretised point q is positioned at (Yq I Zq) I 
and a particle p is positioned (yp, zp) with radius rp, the particle obscures the point when: 
rp >V (Yp - Yq )2+ (Zp - Zq 
)2 
Each point is checked against each particle to see if it is obscured or not. The ORF can then 
be evaluated as the number of obscured points divided by the total number of points. 
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