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Abstract
We analyze the evolution of hydrodynamic fluctuations for QCD matter below Tc in the chiral
limit, where the pions (the Goldstone modes) must be treated as additional non-abelian superfluid
degrees of freedom, reflecting the broken SUL(2)×SUR(2) symmetry of the theory. In the presence
of a finite pion mass mpi, the hydrodynamic theory is ordinary hydrodynamics at long distances,
and superfluid-like at short distances. The presence of the superfluid degrees of freedom then gives
specific contributions to the bulk viscosity, the shear viscosity, and diffusion coefficients of the
ordinary theory at long distances which we compute. This determines, in some cases, the leading
dependence of the transport parameters of QCD on the pion mass. We analyze the predictions of
this computation, as the system approaches the O(4) critical point.
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I. INTRODUCTION
Viscous hydrodynamics, based on the conservation of energy and momentum, is remark-
ably successful at describing a wide range of correlations observed in heavy ion collisions
and has become a kind of “standard model” for heavy ion events [1, 2]. Hydrodynamics
is a long wavelength effective theory which captures the underlying symmetries of the mi-
croscopic theory. In QCD this symmetry is approximately U(1)× SUL(2)× SUR(2), which
below a transition temperature is broken to U(1)×SUV (2) when the chiral condensate 〈q¯q〉
develops. In the chiral limit mq → 0 this symmetry is exact and is associated with strictly
massless Goldstone modes. In the chiral limit, and below the transition temperature, these
modes should be added to the usual hydrodynamic modes associated with energy momentum
and charge conservation, leading to an effective theory which is analogous to a non-abelian
superfluid [3, 4].
In the presence of a finite quark mass, chiral symmetry is no longer an exact symmetry,
and at long distances the appropriate effective theory is ordinary hydrodynamics. Never-
theless, the quark mass is small and one can reasonably ask whether the superfluid effective
theory leaves any imprint on the evolution of the system. At finite quark mass the the-
ory should be superfluid-like for modes with wavelength ` ∼ m−1pi and should asymptote to
ordinary hydrodynamics for `  m−1pi , with the superfluid modes correcting the ordinary
transport coefficients of QCD. These corrections are determined by the dissipative parame-
ters of the superfluid theory. One of our goals in this paper is to present these corrections,
which (in some regimes) are the leading contributions of the pion mass to the transport
coefficients of QCD. The physical is picture summarized in Fig. 1.
This is a particularly current time to consider chiral physics. Work from the lattice [5, 6]
provides evidence that finite temperature QCD in the real world approximately exhibits the
scaling behavior of O(4) symmetric models. It is thus natural to think that passing close to
the chiral phase transition, the phase of the condensate will get generated as the condensate
builds. The pions emitted in this way will have small momenta and therefore can escape the
system unscathed, possibly leaving a soft pion signal of the chiral dynamics in the detector.
Observation of soft pions has been difficult. Fortunately, an upgrade is underway to
the ITS detector at ALICE [7] that could provide a wider window into low pT particles,
especially pions. This can shed light on the physics driven by the chiral phase transition.
There are many interesting scenarios to explore using soft pions, such as the Bose-Einstein
condensation of pions [8], or Disoriented Chiral Condensate (DCC) [9–11]. The standard
observable proposed to detect the soft dynamics of pions induced by the chiral phase tran-
sition is the multiplicity ratio of charged pions with the neutral one [10]. Another possible
source of information about the chiral phase transition can be expected to manifest itself in
the correlation functions between charged pions [12].
Previous work includes a model where a fluid coupled to the chiral condensate (and the
gluon condensate) was considered [13–16] in the context of computing multiplicity fluctua-
tions near the phase transition. In the chiral sector, the model only captured the evolution
of the order parameter, neglecting the dynamics of the SU(2) phase. In the present model,
we explicitly consider the dynamics of the phase in the broken phase.
The basic non-Abelian superfluid equations of motion were written down by D. Son many
years ago [3]. These equations were extended to include dissipation and at a linearized level
the effect of a finite quark mass [4, 17]. Formal developments by Jain (building on [18–20])
have considerably clarified the general structure of the equations of motion [21]. After re-
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FIG. 1. Long wavelength modes (black lines) with ` ∼ (∇ · u)−1 ∼ L are described with ordinary
hydrodynamics. To model wavelengths of order ` ∼ (mpi)−1, the effective theory must treat the soft
pion modes explicitly (green lines). These modes can be described with a non-abelian superfluid
theory, due to the fact that the pions are Goldstone bosons. Finally, the microscopic degrees of
freedom (purple arrows), which include typical pions with p ∼ λ−1 ∼ piT and other hadronic states,
determine the thermodynamic and dissipative parameters of the superfluid. The superfluid modes
leave calculable imprints on the transport parameters of the ordinary fluid.
viewing the equations in Sect. II, we will we will describe the behavior of the hydrodynamic
correlation functions in Sect. III, which can be used to determine how the transport coeffi-
cients of QCD depend on the pion mass. Finally in Sect. IV, we discuss the expected scaling
behavior of the computed transport coefficients in the vicinity of the critical point.
II. THE HYDRODYNAMIC EQUATIONS CLOSE TO THE CHIRAL LIMIT
This section briefly reviews the equations of motion discussed in [3, 4, 17, 21, 22]. Chiral
symmetry breaking and its associated effective Lagrangian are reviewed with precision and
clarity in [23, 24].
A. Ideal hydrodynamics
The hydrodynamic theory is based on the conserved charges and phases associated with
broken SUL(2) × SUR(2). The invariance of the theory yields two conserved currents with
independent left and right isospin rotations
JµL =(JL)
µ
at
a , (1)
JµR =(JR)
µ
at
a , (2)
where the generators ta are proportional to the Pauli matrices, with trace normalization
tr[tatb] = TF δ
ab. The equilibrium state is characterized by the chiral condensate Σ ≡ 〈q¯RqL〉,
which transforms as Σ → gLΣg†R under a chiral rotation. At each point in space and
time, the local value chiral condensate Σ ≡ 〈q¯RqL〉 (x) is rotated relative to a reference
state Σ(0) = σ(T )I by an axial rotation, where gL = g†R = ξ. The phase ξ = exp(iϕ)
is parametrized by the pion field1 ϕ = ϕa(x)t
a. Since under independent left and right
1 In chiral perturbation theory ϕ = pi/F where at leading order F ' fpi.
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rotations Σ→ gLΣg†R, the condensate may be written Σ = σU , where U ≡ ξ2 is the phase,
i.e. the unitary matrix that is traditionally used to parametrize the chiral Lagrangian. For
the purposes of this paper, we will take σ to be a constant. Fluctuations of σ will be
considered in future works.
As just discussed, the system at a point x is rotated relative to a reference state by an
SUL(2) × SUR(2) rotation parametrized by (UL(x), UR(x)). The left and right chemical
potentials are related to time derivatives of these rotation matrices [25],
µL ≡ iuµDLµ ULU †L = iuµ∂µULU †L + uµLµ, (3)
µR ≡ iuµDRµ URU †R = iuµ∂µURU †R + uµRµ, (4)
where Lµ and Rµ are external left and right gauge fields, and the flow velocity uµ is timelike
normalized, uµuµ = −1. These relations are called Josephson constraints in the superfluid
theory. The chiral condensate Σ is given by Σ = UL (σI)U †R, and thus the unitary matrix U
is simply U = ULU
†
R. In constructing the chiral Lagrangian it is customary to introduce the
left and right handed currents, Lµ ≡ iUDµU † and Rµ ≡ iU †DµU = −U †LµU , defined with
the appropriate covariant derivatives
DµU = ∂µU − iLµU + iURµ, (5)
DµU
† = ∂µU † + iU †Lµ − iRµU †. (6)
Using these definitions, we find that the zeroth component of the left and right handed
currents are related to the difference in chemical potentials
−uµLµ =iuµDµUU † = µL − UµRU †, (7)
−uµRµ =iuµDµU †U = µR − U †µLU. (8)
These are analogous to the U(1) superfluid Josephson relation, where −uµ∂µϕ = µ.
To quadratic order in µL, µR, and Lµ, the SUL(2)×SUR(2) invariants are µ2L + µ2R,
(µL−UµRU †)2 and LµLµ. Thus, a general action for ideal hydrodynamics close to the chiral
limit is
S =
∫
d4x
√−g(p(T ) + Lsuperfluid), (9)
where2
Lsuperfluid = 1
4TF
tr
[
χ0 (µ
2
L + µ
2
R)
]
+
1
8TF
tr
[
χ1 u
µuνDµUDνU
† − f 2DµUDµU † + f 2m2(UM† +MU †)
]
, (10)
Here we are tracing over isospin. p(T ) is the pressure as a function of temperature, defined
through the vector βµ, i.e. T≡(−βµgµνβν)−1/2 with βµ = 1T uµ. M is a fixed matrix which
can be taken to be unity, and is responsible for the explicit breaking of chiral symmetry.
2 Our normalization constants here are chosen so that the vector chemical potential is an average of the
left and right chemical potentials, while the vector current is a sum of the left and right currents, so that
µL ·JL+µR ·JR = µV ·JV +µA ·JA. Thus, the O(4) symmetric term reads 14χ0(µ2L+µ2R) = 12χ0(µ2V +µ2A).
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Note that m refers to the screening mass, which is directly related to the pole mass3, m2p ≡
v2m2 [4]. The coefficients χ0, χ1, f and m are functions of the temperature. For the purposes
of this paper, ultimately we will work around a Minkowski background, gµν = ηµν , and also
turn the gauge fields off, Lµ = Rµ = 0. Similar Lagrangians considering U(1) superfluids,
and U(1) vector and axial currents coupled to gauge fields, including a discussion about
anomalies, can be found in [28, 29].
The hydrodynamic equations are given by the conservation of the energy momentum
tensor [3],
∇µT µν = 0, (11)
with
T µν =
2√−g
∂L√−g
∂gµν
= εUu
µuν + ∆µνpU +
f 2
8TF
tr
(
DµUDνU † +DνUDµU †
)
, (12)
where ∆µν ≡ ηµν + uµuν is the projector onto the local rest frame, the redefined pressure is
pU = p(T ) + Lsuperfluid, (13)
and the redefined energy density is given by a Legendre transform of pU
εU = ε(T ) +
(
−1 + T ∂
∂T
+ µaL
∂
∂µaL
+ µaR
∂
∂µaR
)
Lsuperfluid. (14)
When determining εU , the Lagrangian should be considered a function of the independent
variables T , µL, µR, tr(∂µU∂
µU †), andM†U +MU †, and thus the χ1 term in the L should
be written:
χ1tr[u
µuνDµUDµU
†] = χ1tr[(µL − UµRU †)2] . (15)
The ideal equations of motion of the chiral degrees of freedom read
DLµ J
µ
L = −
f 2m2
8
i(UM† −MU †), (16)
DRµ J
µ
R = +
f 2m2
8
i(M†U − U †M), (17)
where the left and right currents are given by
JµL =
δS
δLaµ
ta =
1
2
χ0µLu
µ +
1
4
χ1(µL − UµRU †)uµ + 1
4
f 2Lµ , (18)
JµR =
δS
δRaµ
ta =
1
2
χ0µRu
µ +
1
4
χ1(µR − U †µLU)uµ + 1
4
f 2Rµ . (19)
Note that the conserved isovector current for M unity (i.e. the real world) is given by
J˜µV = J
µ
L +MJµRM†. It is also useful to consider JµV ≡ JµL +UJµRU †, the associated chemical
potential µV ≡ (µL + UµRU †)/2, and corresponding axial definitions, JµA ≡ JµL − U †JµRU
3 In the finite temperature chiral perturbation theory literature the susceptibility of the superfluid com-
ponent, f2, is called the spatial pion decay constant, f2s [26, 27]. The total axial charge susceptibility,
χA ≡ χ0 +χ1 +f2, is called temporal pion decay constant, f2t . The pion velocity v2 ≡ f2/χA. In the AdS
superfluid literature, the susceptibility of the normal component, χnrmA ≡ χ0 + χ1, is called χ [18, 28].
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and µA ≡ (µL − UµRU †)/2, which can be interpreted as the projection of the current
and chemical potentials onto the iso-vector and iso-axial-vector directions as seen from the
reference state [21]. These projected currents read
JµV =χ0 µV u
µ, (20)
JµA =χ
nrm
A µA u
µ + 1
2
f 2Lµ . (21)
where we have defined χnrmA ≡ χ0 + χ1. The form of the iso-vector current leads us to
identify χ0 as the iso-vector susceptibility. The iso-axial-vector current consists of a normal
component with susceptibility χnrmA and a superfluid component with susceptibility f
2. The
total iso-vector-axial charge density, −uµJµA , is the total axial susceptibility, χA ≡ (χnrmA +f 2),
times the axial chemical potential, µA.
B. Viscous corrections, entropy production, and noise
1. Viscous corrections and entropy production
The equations that we have considered so far are ideal. We will be interested in computing
the viscous corrections to the energy momentum tensor due to the viscous effects of the chiral
sector. This section extends [17, 21] by including the mass terms (which are very important in
practice), and [4] by treating the theory non-linearly, which leads to an additional constraint.
To this end we write
T µν =T µνideal + Π
µν , (22)
JµL =J
µ
L,ideal + q
µ
L , (23)
JµR =J
µ
R,ideal + q
µ
R . (24)
and allow for a viscous correction to the Josephson constraint
− 1
2
uµLµ = µA + µ
diss
A . (25)
The phenomenological currents should be proportional to the strains, and entropy produc-
tion should be positive. We may choose the Landau frame such that
uµq
µ
L = uµq
µ
R = uµΠ
µν = 0 . (26)
Finally, we will further decompose the stress tensor into shear and bulk strains
Πµν = piµν + Π∆µν , (27)
where piµµ = 0.
The entropy is defined by the energy density eU , pressure pU and left and right density
nL/R:
sU =
eU + pU − µL · nL − µR · nR
T
, (28)
where we introduced the shorthand, µL · nL = tr[µLnL]/TF . A straightforward analysis of
entropy production using the equations of motion as seen in Appendix A yields
∂µ (sUu
µ − µL · qµL − µR · qµR) = −Πµν ∂µβν − qµL · ∂µµˆL − qµR · ∂µµˆR −
µdissA
T
·Θs , (29)
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where µˆ ≡ µ/T . The superfluid expansion scalar in this expression is
Θs =
[
∂µ
(
f 2
2
Lµ
)
+
f 2m2
4
i(UM† −MU †)
]
, (30)
and is given by the variation of the ideal action leaving the temperature, µV , and µA fixed
(δS)β,µV ,µA ≡
∫
d4x
(− i
2
δUU †
) ·Θs . (31)
Requiring positivity of entropy production leads in the tensor sector to
piµν =− η(0) σµν with η ≥ 0 . (32)
In the scalar sector there are two structures, leading to the constitutive relations
−Π = ζ(0)∇ · u+ ζ(1) µA ·Θs , (33)
−µdissA = ζ(1) µA∇ · u+ ζ(2) Θs . (34)
For the quadratic form, −(Π∇ · u+ µdiss ·Θs), to be non-negative we must have
ζ(0) ≥ 0, ζ(2) ≥ 0, ζ(0)ζ(2) − (ζ(1))2µ2A ≥ 0 . (35)
In the vector-sector we have4
qαV =− Tσ(0)I ∆αβ(∂αµˆL + U ∂βµˆR U †)/2 , (37a)
=− Tσ(0)I ∆αβ
(
(∂βµˆV − i2 [Lβ, µˆV ]) + i2 [Lβ, µˆA]
)
with σ
(0)
I ≥ 0 . (37b)
In the pseudo-vector sector we have
qαA =− TσA∆αβ(∂αµˆL − U ∂βµˆR U †)/2 , (38a)
=− TσA∆αβ
(
(∂βµˆA − i2 [Lβ, µˆA]) + i2 [Lβ, µˆV ]
)
with σA ≥ 0 . (38b)
To summarize, the superfluid theory contains the three transport coefficients of the normal
theory, η(0), ζ(0), σ
(0)
I . In addition, it contains two parameters, ζ
(2) and σA, which describe
the damping of the pions, and which will be parameterized below by axial charge diffusion
coefficient DA and the damping rate Dmp . Finally, the theory contains one additional
coefficient, ζ(1) that intrinsically couples the normal and pion sectors. This term involves
two small parameters, the axial chemical potential µA and the viscous correction arising
from ∇ · u, and can probably be ignored in practice.
It is notable that the two independent scalars comprising the superfluid expansion scalar,
∂µ(f
2Lµ) and UM†−MU †, must have the same dissipative coefficient, ζ(2). This constraint,
4 qµV is not strictly speaking a vector. Under parity it is transformed to q
µ
V → U†qµV U . The quantity ξ†qµV ξ
is a vector in a strict sense. The terms in eq. (37b) are grouped according to familiar covariant derivatives
of chiral perturbation theory. In particular, rotating µV to the refernce state µ
ξ
V ≡ ξ†µV ξ, and defining
the vector field, vµ ≡ −i
(
ξ†∂µξ + ξ∂µξ†
)
, the covariant derivative is
dµµ
ξ
V ≡ (∂µ + ivµ)µξV = ξ†
(
∂µµV − i2 [Lµ, µV ]
)
ξ . (36)
Both µξV and dµµ
ξ
V are directed in the unbroken iso-vector subgroup in the reference state, while ∂µµ
ξ
V is
not [21, 24].
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arising from entropy considerations, was not recognized in the linearized analysis of dissi-
pation by Son and Stephanov [4], which leads to an additional transport coefficient in their
theory5.
This consequence of entropy conservation simplifies the interpretation of the theory. For
simplicity of presentation, we will set ζ(1), σA,and σ
(0)
V to zero, and call Γchem ≡ 1/ζ(2).
(These constraints are all easily relaxed.) The chemical potential of the normal components
is µA, while the chemical potential of the pion component is µ
ϕ
A ≡ −12uµLµ, and the two
potentials are trying to be made equal by the microscopic dynamics. From this perspective
it is not surprising that the equations of motion can be easily rewritten in an intuitive form
∂µ(nLu
µ) − U ∂µ(nRuµ)U † =− Γchem (µA − µϕA) , (39)
∂µ
(
f2
2
Lµ
)
+
f 2m2
4
i(UM† −MU †) =− Γchem (µϕA − µA) , (40)
which clearly shows the chemical coupling between the pion equation of motion (40) and
the normal axial components (i.e. hard pions and other hadronic states).
2. Noise
The analysis of entropy production also determines the thermodynamic noise in the sys-
tem. Neglecting ζ(1) for simplicity, the mean entropy production rate can be written
∂µ (sUu
µ − µV · qµV − µA · qµA) =
piµνpiµν
2Tη(0)
+
Π2
Tζ(0)
+
qµV (qV )µ
Tσ
(0)
V
+
qµA(qA)µ
TσA
+
(µdissA )
2
Tζ(2)
. (41)
In stochastic hydro, noise should be added to each dissipative strain, i.e.
qµA → qµA + ξµA , (42a)
µdissA → µdissA + ξdissµA , (42b)
in addition to the familiar noises of ordinary hydrodynamics, ξµνpi , ξΠ, and ξ
µ
V . The general
theory of these fluctuations determines the variances of the noises from the equilibrium
susceptibility matrix and the dissipative quadratic form for entropy production [30–33]. In
the current case, these variances can be read off from the denominators of (41), i.e.
〈ξµA(x)ξνA(y)〉 = 2TσA∆µνδ(x− y) , (43a)〈
ξdissµA (x)ξ
diss
µA
(y)
〉
= 2Tζ(2)δ(x− y) . (43b)
in addition to the usual variances for ξµνpi , ξΠ, and ξ
µ
V . In writing these formulae in this
simple form it was important that we expanded µdissA in terms of the canonical conjugate
of U , as given by Θs in (31). Otherwise, the form of the variances would also involve the
equilibrium matrix of susceptibilities.
Finally, we note that in the presence of noise, the rearrangements of the equations of
motion that lead to (39) and (40) now give rise to a stochastic equation of chemical balance
∂µ(nLu
µ) − U ∂µ(nRuµ)U † =− Γchem (µA − µϕA)− ξchem, (44)
∂µ
(
f2
2
Lµ
)
+
f 2m2
4
i(UM† −MU †) =− Γchem (µϕA − µA) + ξchem. (45)
5 Specifically, we find that Son and Stephanov’s coefficients κ1 and κ2 are both given by λmpv
2 =
(χnrmA v)
2ζ(2).
8
Here the chemical noise ξchem (which enters as Γchem ξ
diss
µA
) satisfies the expected chemical
fluctuation-dissipation relation:
〈ξchem(x)ξchem(y)〉 = (Γchem)2
〈
ξdissµA (x) ξ
diss
µA
(y)
〉
, (46a)
= 2T Γchem δ(x− y) , (46b)
confirming the consistency of the interpretation.
C. Linearized equations of motion
Following Son and Stephanov [4], we now parametrize the phase as U = e2iϕ and lin-
earize the equation of motion for JµA together with the Josephson’s constraint around global
equilibrium:
∂t(χ
nrm
A µA) +∇ · (−σA∇µA + ~ξA) =− Γchem(µA − µϕA)− ξchem , (47)
−∂t(f 2∂tϕ) +∇ · (f 2∇ϕ)− f 2m2ϕ =− Γchem(µϕA − µA) + ξchem , (48)
with µϕA = −∂tϕ. After using lower order equations of motion, the stochastic equation for
the pion field reads (see Appendix B)
χA∂
2
t ϕ− f 2∂2i ϕ+ f 2m2ϕ− λA∇2∂tϕ+ λmpm2p ∂tϕ = ξ, (49)
where λA and λmp are related to the coefficients described above (with Γchem ≡ 1/ζ(2)):
λA ≡ σA + (χnrmA v)2 ζ(2) , (50)
λmp ≡ (χnrmA )2 ζ(2) , (51)
and the noise ξ satisfies the fluctuation-dissipation relation:
〈ξ(x)ξ(y)〉 = 2T (−λA∇2 + λmpm2p) δ(x− y) . (52)
The equation of motion can be used to evaluate the corresponding propagators. We will
need the symmetrized correlation function
Gϕϕab,sym(ω, q) ≡
∫
d4x eiωt−iq·x 〈ϕa(t,x)ϕb(0)〉 ≡ δabGϕϕsym. (53)
The retarded response function associated with the left hand side of (49) is
GϕϕR (ω, q) =
1
χA
1
−ω2 + ω2q − iωΓq
, (54)
ω2q ≡ v2(q2 +m2), (55)
where the pion velocity is given by v2 = f
2
χA
and the attenuation is defined as
Γq ≡ DAq2 +Dmpm2p, where DA ≡
λA
χA
, and Dmp ≡
λmp
χA
. (56)
9
DA and Dmp are the axial charge diffusion and damping coefficients, respectively. Using the
fluctuation-dissipation relation, or equivalently by solving (49) with the noise, we can obtain
the symmetrized correlation function,
Gϕϕsym =
1
χA
2TΓq
(−ω2 + ω2q )2 + (Γqω)2
. (57)
The propagator is sharply peaked near the poles leading to an approximate expression
Gϕϕsym '
T
2χAω2q
[ρ(ω, ωq) + ρ(ω,−ωq)] , (58)
where
ρ =
Γq
(−ω + ωq)2 + (Γq/2)2 . (59)
This approximation is justified when the imaginary part of the dispersion relation, Γq, is
negligible with respect to its real part ωq, i.e. Γq/ωq  1.
III. DEPENDENCE OF THE TRANSPORT COEFFICIENTS OF QCD ON THE
PION MASS
Here we will first use the Kubo formula to deduce the dependence of the shear viscosity,
η, bulk viscosity, ζ, and iso-vector conductivity, σI , on the pion mass. The technical step is
to integrate out the pion loop shown below to determine the corresponding fluctuations in
the stress tensor or current.
R
G''sym
An equivalent approach to superfluid hydrodynamic loops is to develop a hydro-kinetic
equation for the soft pions [34]. In this case the phase space distribution of soft pions evolves
according to a Boltzmann equation with the normal fluid driving the distribution function
out of equilibrium. The collision kernel of Boltzmann equation is determined by the axial
charge diffusion and damping coefficients of the superfluid, DA and Dmp , respectively. A
distinct advantage of the hydro-kinetic approach is that it can be simulated in expanding
environments, capturing the physics associated with the chiral fluctuations. We will describe
this approach in Sect. III B after analyzing the hydrodynamic loop.
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A. Kubo Formulae
The three transport coefficients of interest here are expressed as [35]
2Tη =
∫
d4x
〈
1
2
{T xy(t,x), T xy(0,0)}〉 , (60)
2TσI =
∫
d4x
1
dA
〈
1
2
{JxV,a(t,x), JxV,a(0,0)}
〉
, (61)
2Tζ =
∫
d4x
〈
1
2
{Obulk(t,x),Obulk(0,0)}
〉
. (62)
Here dA = 3 is the dimension of the adjoint and we are summing over the isospin index. In
determining the bulk viscosity is very convenient to use the operator
Obulk ≡c2sT 00 +
1
3
T ii, (63)
where c2s is a fixed parameter for the system at temperature T . This operator has several
related advantages over T µµ [36]. Specifically, it is invariant in equilibrium under small
shifts in the temperature, and therefore it is not necessary to impose the Landau matching
condition when perturbing the system. It also behaves smoothly as the spatial momentum
k→ 0, while T µµ does not [37, 38].
To evaluate the pion contributions to these correlations we will need the symmetrized
correlation function discussed in the previous section and more explicit expressions for the
operators of interest. Here we have
T xy =f 2∂xϕa∂
yϕa, (64)
JxV,a =− f 2fabc∂xϕbϕc, (65)
Obulk =
[
pϕ +
1
3
f 2(∇ϕa)2 − c2s
(
χA(∂tϕa)
2 − ∂(βpϕ)
∂β
)]
, (66)
pϕ =
1
2
χA
[
(∂tϕa)
2 − v2(∇ϕa)2 + v2m2ϕ2a
]
. (67)
Evaluating the Feynman graphs for the shear stress, current, and bulk operator gives
2Tη = 2Tη(0)(Λ) + 2dAf
4
∫ Λ dq0d3q
(2pi)4
(qxqy)2 (Gϕϕsym(q
0, q))2, (68)
2TσI = 2Tσ
(0)
I (Λ) + 2TAf
4
∫ Λ dq0d3q
(2pi)4
(qx)2 (Gϕϕsym(q
0, q))2, (69)
2Tζ = 2Tζ(0)(Λ) + 2dA
∫ Λ dq0d3q
(2pi)4
(Nbulk(q0, q))2 (Gϕϕsym(q0, q))2, (70)
where TA = 2 is the trace of the adjoint. The numerator algebra associated with the operator
Obulk evaluates to
Nbulk = 12
(
χA + c
2
s
∂(βχA)
∂β
)
(q20 − ω2q ) +
χA
3
v2q2 − c2sχA
(
q20 +
β
2
∂ω2q
∂β
)
. (71)
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For each integral we will perform the q0 integration first. The propagators are sharply peaked
near q0 = ±ωq, and cross terms in (Gϕϕsym)2 can be neglected in the integration. Performing
the q0 integral we find
η = η(0)(Λ) + dA
∫ Λ d3q
(2pi)3
(
∂ωq
∂qx
qy
)2(
T
ω2q
)
1
Γq
, (72a)
σI = σ
(0)
I (Λ) + TA
∫
d3q
(2pi)3
(
∂ωq
∂qx
)2(
T
ω2q
)
1
Γq
, (72b)
ζ = ζ(0)(Λ) + dA
∫ Λ d3q
(2pi)3
[
q
3
· ∂ωq
∂q
− c2s
∂(βωq)
∂β
]2(
T
ω2q
)
1
Γq
. (72c)
As is briefly described in the next subsection these expressions are familiar from kinetic
theory.
These integrals depend on the two transport coefficients, DA and Dmp , the thermody-
namic properties of the soft pions, m2p = v
2m2 and v2 = f 2/χA, as well as the speed of sound
squared, c2s, which can be determined from the Euclidean measurements. These quantities
enter in the final results as
v˜2 = v2 − T 2 ∂v
2
∂T 2
, (73)
m˜2p = m
2
p − T 2
∂m2p
∂T 2
, (74)
and via a dimensionless ratio
r = v
√
Dmp
DA
. (75)
It is worthwhile to point out that in chiral perturbation theory r = 4/3 [39].
Evaluating the integrals, we find the final expressions to the corrections of the transport
coefficients:
ζ =ζ
(0)
phys +
dATm
8piDA
[(
c2s
1 + r
m˜2p
m2p
− 1 + 2r
1 + r
(
1
3
− c2s
v˜2
v2
))2
− (4 + 2r)
(
1
3
− c2s
v˜2
v2
)2]
, (76a)
η =η
(0)
phys −
dATm
120piDA
[
2r3 + 4r2 + 6r + 3
(1 + r)2
]
, (76b)
σI =(σI)
(0)
phys +
TAT
24pimDA
[
1 + 2r
(1 + r)2
]
. (76c)
Here the shear viscosity and the bulk viscosity are renormalized quantities
ζ
(0)
phys =ζ
(0)(Λ) +
dATΛ
2pi2DA
(
1
3
− c2s
v˜2
v2
)2
, (77a)
η
(0)
phys =η
(0)(Λ) +
dATΛ
30pi2DA
. (77b)
In each case, the “zero” transport coefficients (e.g. ζ(0)) are the parameters in the chiral
limit, mq = 0. The conductivity σI is not renormalized, and its soft pion contribution is
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proportional to the inverse screening mass, m−1. This contribution diverges in the chiral
limit and is parametrically larger than (σI)
(0)
phys. This reflects the fact that in this limit the
soft pion is a free particle which transports isospin.
As emphasized in [4] many of the parameters in (76) can be evaluated on the lattice [40].
Indeed all of the parameters of the ideal superfluid hydro, such as v2, c2s,m
2
p and m
2, are
amenable to a Euclidean computation, while the viscous parameters DA and r must be ex-
tracted from data or estimated from theoretical considerations. We will analyze the behavior
of eq. (76) near the O(4) critical point in Sect. IV.
B. Kinetic approach
The physical content of hydrodynamic loop calculations, such as described in the previ-
ous section, are (always) equivalent to deriving a Boltzmann equation for the hard sound
modes in the plasma and using this Boltzmann equation to analyze the response [34, 41].
Indeed, our results for the transport coefficients (76) are much more transparently obtained
from a hydro-kinetic Boltzmann equation for the soft pion phase-space distribution function
fpi(x, qi), which takes the form of a relaxation time like approximation. We are motivated
by a similar Boltzmann equation for sound modes in normal hydrodynamics [41].
First we generalize the linear analysis of the previous section to a flowing fluid background
in Appendix B, using the scale separation depicted in Fig. 1. The ideal terms in the equation
of motion are of order ∂2ϕ ∼ m2ϕ, while flow corrections to these terms are of order
(∂ϕ)(∂u) ∼ mϕ/L. Denoting the mean free path λ, the dissipative terms in the equation
of motion are of order λ∂3ϕ ∼ λm3ϕ, while flow corrections to these terms are of order
(λ/L)m2 and are ignored. We are thus working in a kinetic regime where
(λ/L)m2  (m/L) ∼ λm3  m2 . (78)
With these approximations the stochastic wave equation takes the form
− ∂µ(χAGµν∂νϕ) + f 2m2ϕ− λA∇2⊥∂τϕ+ λmm2p∂τϕ = ξ . (79)
Here ∇µ⊥ ≡ ∆µν∂ν and ∂τ = uµ∂µ are the local spatial and temporal derivatives, and the
pion field moves in an effective metric created by the flowing fluid
Gµν(x) ≡ −uµ(x)uν(x) + v2(x)∆µν(x) , (80)
where v2(x) ≡ f 2/χA is the local pion velocity.
Appendix C shows that under the evolution of the stochastic wave equation, the pion
phase-space distribution fpi(x, qi) evolves according to a Boltzmann equation which takes
the form
∂H
∂qµ
∂fpi
∂xµ
− ∂H
∂xi
∂fpi
∂qi
= −Γq [ωq fpi − T ] , (81)
where the effective Hamiltonian,
H(x, q) = 1
2
Gµν(x)qµqν +
1
2
v2(x)m2(x) , (82)
is a function of the four vectors x and q. Given the covariant momenta qi, the covariant
energy component q0 is found by solving the on-shell constraint, H(x, q) = 0, taking the
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negative root q0 = −h+(x, qi), see (C20). The components Gµνqν = ∂H/∂qµ should be
distinguished from qµ ≡ ηµνqν . The damping rate Γq and dispersion curve ωq = −uµqµ are
to be evaluated in the rest frame of the fluid, see (C14). The equilibrium distribution is
simply the classical part of the Bose-Einstein distribution function, T/ωq. We note that the
Boltzmann equation can also be written
∂H
∂q0
[
∂fpi
∂t
+
∂h+
∂qi
∂fpi
∂xi
− ∂h+
∂xi
∂fpi
∂qi
]
= −Γq [ωq fpi − T ] . (83)
Once the phase space distribution is found, the pion contribution to the stress tensor is
given by the superfluid stress in (12). Recalling that the phase space distribution fpi(x, qi)
is the Wigner transform of the noise averaged two point function 〈ϕ(x)ϕ(y)〉, Appendix C 2
shows that pion contribution to average stress tensor evaluates to
T µνpi = dA
∫
d3qi
(2pi)3(∂H/∂q0)
[
ωq
∂(βωp)
∂β
uµuν + v2∆µα∆νβqαqβ
]
fpi(x, qi) . (84)
Given this Boltzmann equation for the soft pion distribution and the stress tensor, familiar
steps from the relaxation time approximation lead to the shear and bulk viscosities presented
in (72) with relaxation time 1/Γq and dispersion curve ωq. We have not derived the isospin
conductivity using the kinetic approach in this paper.
IV. DISCUSSION AND BEHAVIOR NEAR THE CHIRAL CRITICAL POINT
In this section we will estimate our results for the transport coefficients, eq. (76), near
the O(4) critical point.
A. The chiral phase transition: a brief review
First we review the expected scaling behavior of various quantities following [42] and (to
a lesser extent) [43]. The order parameter, σ(x) ≡ ψ¯ψ(x), and the inverse correlation length,
mσ, have the following scaling behavior near the critical point
〈ψ¯ψ〉 ∼ tβ, mσ ∼ tν , (85)
where the reduced temperature is t = |T − Tc|/Tc, and β and ν are the usual critical
exponents6. In the vicinity of the critical point, the static correlation function of the order
parameter behaves like ∫
d3x e−ix·q 〈σ(x)σ(0)〉 ∼ T|q|2−η , (86)
for momentum, |q|, much larger than mσ, but smaller than the temperature T , mσ  |q| 
T . The critical exponent η is small in practice, and can be related to β and ν using the
hyperscaling relation
2β = ν (d− 2 + η) , (87)
6 We are only interested in temperatures below Tc in this study.
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physical quantity symbol scaling estimate
order parameter 〈σ〉 = 〈ψ¯ψ〉 tβ β ' 0.380
inverse correlation length mσ t
ν ν ' 0.738
static correlation function
∫
d3x e−ix·q 〈σ(x)σ(0)〉 T |q|η−2 η ' 0.03
σ relaxation rate Γσ ≡ DAm2σ mzσ z = d2
axial susceptibility χA χ0 const
(pion velocity)2 v2=f2/χA t
ν(d−2) t0.738
(screening mass)2 m2 mqt
β−(d−2)ν mq t−0.358
(pole mass)2 m2p=v
2m2 mqt
β mq t
0.380
TABLE I. Here we list the critical scaling of relevant parameters near the chiral critical point, as
discussed in [42].
where d = 3 is the spatial dimension. Finally, the order parameter relaxation rate scales
with correlation length as [43]
Γσ ∼ (mσ)z, (88)
where z = d/2 is the dynamical critical exponent. As we will describe in the next paragraphs,
Γσ is of order DAm
2
σ, and therefore we will define Γσ ≡ DAm2σ in our estimates below. A
summary of the relevant scalings can be found in Table 1.
In the chirally broken phase close to Tc, but not so close that fluctuations in σ are
important, the Lagrangian in eq. (10) applies. The static pion propagator pia =
〈
ψ¯ψ
〉
ϕa
at momentum scale m  |q|  mσ can be read off from the Euclidean version of the
Lagrangian ∫
d3x e−ix·q 〈pia(x)pib(0)〉 ≈ δabT 〈ψ¯ψ〉
2
f 2
1
|q|2 . (89)
In the vicinity of the phase transition, the pi and σ propagators become degenerate. Thus, the
scaling of the two propagators (eq. (86) and eq. (89)) must be the same at their boundaries
of applicability |q| ∼ mσ, leading to a relation between the pion decay constant f 2 , m2σ,
and 〈ψ¯ψ〉,
f 2 ∼ m−νσ 〈ψ¯ψ〉2 ∼ tν(d−2). (90)
Then the pion velocity near Tc scales like
v2 =
f 2
χA
∼ tν(d−2), (91)
where χA ' χ0 is approximately constant near Tc. The screening mass, m, can be related
to the pion decay constant f 2, the condensate
〈
ψ¯ψ
〉
, and the quark mass mq via
m2 = −mq 〈ψ¯ψ〉
f 2
∼ mqtβ−(d−2)ν . (92)
Similarly, the pole mass scales like
m2p = v
2m2 = −mq 〈ψ¯ψ〉
χA
∼ mqtβ . (93)
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Close to Tc, but again not so close that σ fluctuates, the hydrodynamic analysis applies
and the pion dispersion curve for q  m reads7
ω(q) = v|q| − i
2
DAq
2 . (94)
As we approach the phase transition, the real and imaginary parts of the dispersion curve
become the same order of magnitude. Also, the pion and σ damping rates should scale
similarly near Tc at the boundaries of applicability |q| ∼ mσ. This reasoning yields the
following estimates
vmσ ∼ DAm2σ ∼ (mσ)z . (95)
For definiteness we will define the relaxation rate Γσ using the axial charge diffusion coeffi-
cient Γσ ≡ DAm2σ. The temperature scaling of DA is
DA ∼ tν( d2−2) = t−ν/2. (96)
B. The transport coefficients near Tc
Armed with these scaling relations, we can determine the temperature and quark mass
dependence of the transport coefficients near Tc. We are assuming that we are not so close
to Tc that the σ field fluctuates strongly. The σ fluctuations cannot be neglected when the
screening mass in (92) becomes of order mσ, which yields
m
mσ
∼ √mq t(β−3ν)/2 , (97)
and therefore the analysis breaks down when t ∼ (√mq)1.091. Since the pion mass mpi ∝√
mq is fairly massive compared to, e.g. 2piTc, it is likely that σ fluctuations can never be
completely ignored over the temperature range relevant to heavy ion collisions.
Nevertheless, we wish to evaluate the temperature and quark mass dependence of the
corrections to the transport coefficients given in eq. (76). Using the scalings described
above, first note that
m˜2p
m2p
=β(β − 1)t−2 β = 0.380, (98)
v˜2
v2
=ν(ν − 1)t−2 ν = 0.737. (99)
In addition, in the critical region r ' 0 as noted in the preceding footnote, and the speed of
sound remains finite c2s ' c2s0 in the O(4) model [44], and eq. (76) reduces to
ζ = ζ
(0)
phys +
3
8pi
[
Tm3
DAm2
(
0.43 cs0
t
)4]
, (100a)
η = η
(0)
phys −
3
40pi
[
Tm3
DAm2
]
, (100b)
σI = (σI)
(0)
phys +
1
12pi
[
Tm
DAm2
]
. (100c)
7 Near Tc the mass contribution to the damping rate Γq = DAq
2 + Dmpm
2
p can be neglected, since the
non-conservation of axial charge is proportional to mq
〈
ψ¯ψ
〉
, which becomes of order m2q in the high
temperature limit.
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In each case, the “zero” transport coefficients (e.g. ζ(0)) are the coefficients in the chiral limit
mq = 0, and the additional bits describe how these parameters depend (non-analytically)
on the quark mass. The soft pion parts can be easily understood as the pion contribution
to the corresponding susceptibility8 divided by the damping rate, Γq ∼ DAm2.
The isospin (or charge) conductivity is dominated by the soft pion contribution, which
diverges in the chiral limit and therefore is large compared to (σI)
(0)
phys until m ∼ mσ. This
reflects the fact that on a length scale m−1, the Goldstone bosons can transport charge
freely rather than diffusively. When m ∼ mσ, the iso-vector conductivity (100c) and the
axial charge diffusion coefficient (96) have the same scaling with reduced temperature
σI ∼ Tmσ
ΓR
∼ t−ν/2 ∼ χADA , (102)
as is required by the restoration of vector-axial-vector symmetry at the critical point.
Finally, we may put in the expected scaling for Γσ, mσ, and m/mσ to find:
∆ζ =Cζ
√
mq t
β/2
(
0.43 cs
t
)4
, ∆ζ ∝ t−3.81, (103a)
∆η =− Cη√mq tβ/2, ∆η ∝ − t0.19, (103b)
σI =CσI
tν−β/2√
mq
, σI ∝ t0.548 . (103c)
Thus, the bulk viscosity exhibits sharp growth near Tc, the shear viscosity exhibits mild
growth, and the conductivity shrinks as the Goldstone mode becomes less significant. We
note that the pion correction to the bulk viscosity is positive, while the pion contribution to
the shear viscosity η is negative.
In practice, the asymptotic behavior in (103) will be difficult to see in the narrow window
where the theory applies. Indeed, we are only able to understand the modifications of the
transport coefficients due to pions in the broken phase. As pointed out in (97), our results
are valid up to a scale where the fluctuations of the order parameter becomes large. A
natural follow up would be to include such fluctuations, significantly increasing the range of
applicability of the current study.
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8 For instance, the soft pion contribution to the isospin susceptibility is
(χI)
soft
pi ∼
∫
p
d3p
(2pi)3
∂np
∂µI
∣∣∣∣
µ=0
∼ Tm , (101)
where np ' T/(ωp − µI). Similarly, the soft pion enthalpy (the susceptibility associated with η) is
(e+ p)softpi ∼ Tm3.
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Appendix A: Entropy production
In this appendix, we describe the computation of the entropy production in detail, re-
peating formulas as necessary to keep the presentation self-contained. The entropy is
sU =
εU + pU − µL · nL − µR · nR
T
. (A1)
The thermodynamic relation is a consequence of the independent variables used to describe
the partition function
dpU = sUdT + nL · dµL + nR · dµR − f
2
8
dL2 +
f 2m2
8
d(U · M† +M · U †). (A2)
The “extra” superfluid differentials at fixed T and µ follow from the form of the action
(10), and the discussion surrounding the derivation of the stress tensor (12). Using uµLµ =
−idUU †, they can be written
(dpU)T,µ ≡ −f
2
8
dL2 + i
f 2m2
8
uνLν · (UM† −MU †). (A3)
Then the entropy current satisfies
∂µ(sUu
µ) = dsU + sU∂u,
where we have implemented the following shorthand
uµ∂µsU = dsU , ∂u ≡ ∂µuµ , (A4)
and note that the differentials in (A2) can be interpreted with an analogous notation,
e.g. dT = uµ∂µT . Inserting the definition definition of entropy yields
∂µ(sUu
µ) =
1
T
[dεU + (εU + pU) ∂u]+
1
T
(dpU)T,µ− µL
T
[dnL + nL ∂u]− µR
T
[dnR + nR ∂u] .
(A5)
Now we should use the equations of motion of energy conservation, uν∂µT
µν = 0, and
current partial conservation
∂µJ
µ
L =− i
f 2m2
8
(UM† −MU †), (A6a)
∂µJ
µ
R = + i
f 2m2
8
(M†U − U †M), (A6b)
to evaluate the terms in square brackets of (A5). Note we have imposed the microscopically
exact PCAC relation. From the body of the text, the stress tensor, currents, and Josephson
relation, can be written
T µν =(εU + pU)u
µuν + pgµν +
f 2
4
Lµ · Lν + Πµν , (A7a)
JµL =nLu
µ +
f 2
4
Lµ + qµL, (A7b)
JµR =nRu
µ +
f 2
4
Rµ + qµR, (A7c)
−1
2
uµLµ =µA + µ
diss
A , (A7d)
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with dissipative strains Πµν , qµL, q
µ
R, and µ
diss
A .
The left current partial conservation equation yields
−µL · (dnL + ·nL∂u) =µL · ∂µqµL + µL ·
[
1
4
∂µ(f
2Lµ) + i
f 2m2
8
(UM† −MU †)
]
,
≡µL · ∂µqµL + 12 µL ·Θs, (A8)
where we have defined the superfluid expansion scalar discussed in the text (see (31))
Θs ≡
[
∂µ
(
f 2
2
Lµ
)
+
f 2m2
4
i(UM† −MU †)
]
.
Similarly, the right current partial conservation equation yields
−µR · (dnR + nR∂u) =µR · ∂µqµR + µR ·
[
1
4
∂µ(f
2Rµ)− if
2m2
8
(M†U − U †M)
]
,
=µR · ∂µqµR − 12U †µRU ·Θs. (A9)
In passing to the second line we have used the definition of Rµ as Rµ = −U †LµU and the
definition of Lµ = −i∂µUU † to rewrite:
µR · ∂µ(f 2Rµ) = −UµRU † · ∂µ(f 2Lµ) . (A10)
Next, we consider the timelike projection of the energy momentum tensor conservation
equation, −uν∂µT µν = 0:
dεU + (εU + pU)∂u =uν
1
4
∂µ(f
2Lµ · Lν) + uν∂µΠµν ,
=
1
4
uνL
ν · ∂µ(f 2Lµ) + 1
4
f 2Lν · dLν + 1
4
f 2Lµuν · (∂µLν − ∂νLµ) + uν∂µΠµν ,
=
1
4
uνL
ν · ∂µ(f 2Lµ) + f
2
8
dL2 + uν∂µΠ
µν . (A11)
In passing to the last line we have used the structure equation
∂µLν − ∂νLµ − i [Lµ, Lν ] = 0, (A12)
noting that
Lµ · [Lµ, Lν ] = [Lµ, Lµ] · Lν = 0 . (A13)
Adding the superfluid pressure differentials (dpU)T,µ, we find after pleasing cancellations
[dεU + (εU + pU)∂u] + (dpU)T,µ =
1
2
uνLν ·Θs + uν∂µΠµν ,
=− (µA + µdissA ) ·Θs + uν∂µΠµν , (A14)
where we used the Josephson relation (A7d) in the last step.
Combining the ingredients needed for (A5), from (A8), (A9), and (A14), we find
∂µ(sUu
µ) =− µ
diss
A
T
·Θs + uν
T
∂µΠ
µν +
µL
T
· ∂µqµL +
µR
T
· ∂µqµR . (A15)
Integrating by parts we find finally eq. (29) given in the text.
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Appendix B: Linearized equation for the pion field in an expanding background
In this appendix we will derive the linearized equation for the pion field for a fluid
with temperature T (x) and flow uµ(x), using certain hydro-kinetic approximations discussed
below. The equation for the axial current is given by
∂µJ
µ
A − i2 [Lµ, JµA ] + i2 [Lµ, JµV ] = −
f 2m2
4
i(UM† −MU †), (B1)
and constitutive relations read
JµA = χ
nrm
A µA u
µ + 1
2
f 2Lµ + qµA + ξ
µ
A ,
−1
2
uµLµ = µA + µ
diss
A + ξ
diss
µA
.
Setting the isospin current JµV to zero, writing U = e
2iϕ so that −1
2
Lµ ' ∂µϕ, the equations
of motion to linear order in µA and ϕ can be written
∂µ(χ
nrm
A µAu
µ) + ∂µ(f
2∂µϕ)− f 2m2ϕ+ ∂µqµA + ∂µξµA = 0, (B2)
−uµ∂µϕ = µA + µdissA + ξdissµA , (B3)
where the dissipative strains are
qµA =− TσA∆µν∂ν
(µA
T
)
, (B4a)
µdissA =ζ
(2)
(−∂µ(f 2∂µϕ) + f 2m2ϕ) . (B4b)
We will work to first order in the dissipative parts yielding
− ∂µ(χAGµν∂νϕ) + f 2m2ϕ− ∂µqµA + ∂µ(χnrmA µdissA uµ) = ξ , (B5)
where
Gµν ≡ −uµuν + v2∆µν , (B6)
is the fluid metric introduced in (80), and we have amalgamated the noises into a generic
one
ξ = −∂µ(χnrmA ξdissµA uµ) + ∂µξµA . (B7)
We will neglect the space time derivatives of the background temperature and flow velocity
in the dissipative terms (which are already small), but keep the gradients in the ideal terms.
Indeed, denoting the mean free path σ
χA
∼ λ, the typical fluid gradient ∂u ∼ 1/L, and the
pion derivative ∂ϕ ∼ mϕ, the different terms in the equation of motion are of order :
∂2ϕ ∼ m2ϕ, (∂u)(∂ϕ) ∼ m
L
ϕ,
σ
χA
∂3ϕ ∼ λm3ϕ, σ
χA
(∂u)∂2ϕ ∼ λ
L
m2ϕ , (B8)
up to an overall factor of χA. In the hydro-kinetic approximation of [34, 41], we have
(λ/L)m2  (m/L) ∼ λm3  m2 . (B9)
We note in passing that the neglected dissipative coefficient ζ(1) gives a correction to the
equation of motion of order
ζ(1)(∂2ϕ) (∂u) ∼ (λ/L)m2 , (B10)
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which should be dropped in our approximation scheme.
With these approximations we have
−∂µqµA ' −σA∇2⊥ ∂τϕ, (B11)
∂µ(χ
nrm
A µ
diss
A u
µ) ' χnrmA ζ(2)f 2
(
∂3τϕ−∇2⊥∂τϕ+m2 ∂τϕ
)
. (B12)
Here we have defined various derivatives in the rest frame
∂τϕ ≡ uµ∂µϕ, ∇µ⊥ ≡ ∆µν∂ν , ∇2⊥ϕ ≡ ∆µν∂µ∂νϕ, ∂µ = −uµ∂τ +∇µ⊥, (B13)
which all commute when approximating the dissipative currents. Next we use the lowest
order equations of motion
∂2τϕ =
f 2
χA
∇2⊥ϕ−
f 2m2
χA
ϕ, (B14)
to rewrite the triple time derivative
∂µ(χ
nrm
A µ
diss
A u
µ) ' −(χnrmA v)2ζ(2)∇2⊥∂τϕ+ (χnrmA )2ζ(2) v2m2 ∂τϕ . (B15)
With these steps, the wave equation can be written
− ∂µ(χAGµν∂νϕ) + f 2m2ϕ− λA∇2⊥∂τϕ+ λmpm2p ∂τϕ = ξ , (B16)
where
λA ≡ (χnrmA v)2ζ(2) + σA, (B17)
λmp ≡ (χnrmA )2ζ(2). (B18)
which is the form used in the text (49) and the Appendix C, see (C1).
Finally, let’s check the form of the noise term, using the same approximation scheme. In
Fourier space, with four vector qµ, the correlation function of the noise takes the form
〈ξ(q)ξ(−q)〉 ' 2Tζ(2)(χnrmA )2(uµqµ)2 + 2TσA∆µνqµqν , (B19)
where we have used the noise correlators given in (43). Next, we should recall that we are
close to being on-shell where (uµqµ)
2 = v2∆µνqµqν + m
2
p. (This on-shell relation is (B14)
written in Fourier space.) Inserting the on-shell relation into (B19), and taking the Fourier
transform, shows noise correlator can be written
〈ξ(x)ξ(y)〉 ' 2T (−λA∇2⊥ + λmpm2p) δ(x− y) . (B20)
This completes the derivation of (49) given in the text.
Appendix C: Hydro-kinetic transport equation for soft pions at zero isospin density
The equations of superfluid hydro describe how soft Goldstone modes (i.e. pions) interact
with the stress tensor of the normal fluid. Since the wavelength of these modes is short
compared to the wavelengths associated the energy momentum tensor, the evolution of the
pion modes is described by a Boltzmann equation. The stochastic superfluid hydrodynamic
theory can be used to determine the form of this Boltzmann equation (which looks like a
relaxation time equation), in much the same way that the kinetic equations for sound modes
can be determined from stochastic hydrodynamics [34, 41]. Our goal here is to derive the
results of Sect. III B. Good derivations of the Boltzmann equation from a stochastic wave
equation can be found in several places [45–47]. Here we will follow [46].
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1. Derivation of the Boltzmann equation
We will derive the transport equation in the absence of a net isospin charge. In this case
each component of ϕa is independent, and the distribution function fab is diagonal. We will
therefore derive the transport equation for a one component scalar field. The wave equation
for the pion fluctuations takes the form (see Appendix B for definitions)
− ∂µ(χAGµν∂νϕ) + f 2m2ϕ− λA∇2⊥∂τϕ+ λmm2p∂τϕ = ξ , (C1)
Here the parameters, Gµν , uµ, f 2, m2, λA and λmp depend slowly on space and time. Here
the noise term reads
〈ξ(x)ξ(y)〉 = 2T (−λA∇2⊥ + λmpm2p) δ(x− y) . (C2)
and is introduced so that the system satisfies the fluctuation dissipation theorem [4]. The
gradients drive the pion distribution weakly out of equilibrium, while the dissipation and
noise tries to re-establish local equilibrium.
Our goal is to derive the kinetic equation associated with this stochastic wave equation
by making the appropriate quasi-particle approximations. The first two terms come from
the ideal equations of motion, while the last two terms are viscous corrections. Space-time
gradients to the ideal equations of motion are of the same order as viscous corrections and
will be included in developing the transport equations. However, space-time gradients to the
viscous parts of the equations of motion are smaller and will be ignored (see Appendix B).
To streamline the discussion we introduce the following linear operator with retarded
boundary conditions:
Lxy ≡
[−∂µ(χAGµν∂ν) + f 2m2ϕa − λA∇2⊥∂τ + λmpf 2m2 ∂τ] δ(x− y) . (C3)
Here it is understood that the parameters (such as Gµν(x)) are functions of the space-time
coordinates xµ = (x0,x). Below we will employ a hyper-condensed notion where repeated
coordinates are integrated over, e.g.
GR(x, y)ϕ(y) ≡
∫
d4y GR(x, y)ϕ(y) , (C4)
The retarded Green function satisfies
Lxz GR(z, y) = δ(x− y) , (C5)
while the advanced Green function satisfies
Lyz GA(x, z) = δ(x− y) . (C6)
The equations of motion are thus
Lxx′ϕ(x′) = ξ(x), (C7)
and the two point functions satisfy
Lxx′ Lyy′ 〈ϕ(x′)ϕ(y′)〉 = 〈ξ(x)ξ(y)〉 . (C8)
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The distribution function N(x, y) is defined (see below for motivation) from the sym-
metrized two point functions of fields via an integral equation [46]
〈ϕ(x)ϕ(y)〉 = −i (GR(x, z)N(z, y)−N(x, z)GA(z, y)) , (C9)
With this definition, N(x, y) evolves as
i (LxzN(z, y)− LyzN(x, z)) = 〈ξ(x)ξ(y)〉 . (C10)
Now we will make a Wigner transform, defining average x = (x + y)/2 and difference
s = x− y coordinates. The Wigner transform takes the form∫
d4s e−ip·sA(x, z)B(z, y) = A(x, p)B(x, p)
+
i
2
(
∂A(x, p)
∂xµ
∂B(x, p)
∂pµ
− ∂A(x, p)
∂pµ
∂B(x, p)
∂xµ
)
+ . . . (C11)
The Wigner transform of the differential operator takes the form∫
d4s e−ip·sLxy = 2χA(x) (H(x, p)− i E(x, p) Γp(x, p)/2) . (C12)
Here the “Hamiltonian” is
H(x, p) = 1
2
Gµν(x) pµpν +
1
2
v2(x)m2(x) , (C13)
where the rest frame energy is E(x, p) ≡ −uµpµ, and the quasi-particle damping rate is
Γp(x, p) = DA ∆
µνpµpν +Dmm
2. The retarded Green function is the inverse of Lxy
GR(x, p) ' 1
2χA
1
H− i E (Γp/2) =
1
χA
1(−E2 + ω2p − iE Γp) , (C14)
where ω2p = v
2(∆µνpµpν +m
2) is the quasi-particle energy in the rest frame.
We now will give present the motivation for the definition of the distribution function
based on (C9). The first motivation comes by considering equilibrium. In this case we may
use full Fourier transforms and use translational invariance 〈ϕ(x)ϕ(y)〉 ≡ Gsym(x−y), where
the symmetrized distribution correlation function as a function of momentum is
Gsym(p) = −i (GR(p)−GA(p))N(p) . (C15)
In order to satisfy the fluctuation dissipation theorem, we must have
N(p)→ n(E) + 1
2
' T
E
, (C16)
in equilibrium.
The next motivation comes from taking averages of the fields. Consider the average
〈∂µϕ(x)∂νϕ(x)〉 ' 1
2χA
∫
d4p
(2pi)4
pµpνN(x, p)
[ −i
H− i E (Γp/2) −
−i
H + i E (Γp/2)
]
. (C17)
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The presence of the difference between the retarded and advanced propagators means that
the integration over p0 is “pinched” whenever H approaches zero, i.e. whenever the particle
goes on-shell. Using the pinch approximation, we find
〈∂µϕ(x)∂νϕ(x)〉 ' 1
2χA
∫
d4p
(2pi)4
2piδ(H) sign(E) pµpν N(x, p) . (C18)
The δ-function is satisfied at two roots p0 = −h±(x, pi), and we write
2piδ(H) = 2pi|∂H/∂p0|δ(p0 + h+(x,p)) +
2pi
|∂H/∂p0|δ(p0 + h−(x,p)) , (C19)
where ∂H/∂p0 = G0νpν , and
h±(x, pi) =
G0ipi
G00
± 1√−G00
√(
Gij +
G0iG0j
−G00
)
pipj + v2m2. (C20)
Note that h−(x,−p) = −h+(x,p). For future reference we also note that E = −pµuµ = ±ωp.
The integral in (C17) breaks up into a positive piece and negative piece. After changing
variables p→ −p in the negative piece, the integral takes the form
〈∂µϕ(x)∂νϕ(x)〉 ' 1
2χA
∫
d3pi
(2pi)3 (∂H/∂p0) pµpν [N(x, p)−N(x,−p)] , (C21)
where now the momentum is evaluated on the positive mass shell
pµ = (−h+(x, pi), pi), with ∂H
∂p0
> 0 . (C22)
For real fields N(x, p) = −N(x,−p), so
〈∂µϕ(x)∂νϕ(x)〉 ' 1
χA
∫
d3pi
(2pi)3(∂H/∂p0) pµpν N(x, p). (C23)
With these preliminaries we can determine the equation of motion N(x, p) on mass shell.
The Wigner transform of (C10) yields an equation of motion for N(x, p) of the form
∂(χAH)
∂pµ
∂N(x, p)
∂xµ
− ∂(χAH)
∂xµ
∂N(x, p)
∂pµ
= −χA Γp [EN(x, p)− T ] . (C24)
As a first step towards putting the distribution on shell (with p0 or E positive), we define
f(x, pi,H), which is parameterized by H instead of p0
N(x, p0, pi) ≡ fpi(x, pi, χAH) . (C25)
The equation of motion for fpi(x, pi, χAH), simply loses the ∂/∂p0 term since the Poisson
bracket of χAH with itself is zero:
∂(χAH)
∂pµ
∂fpi
∂xµ
− ∂(χAH)
∂xi
∂fpi
∂pi
= −χAΓp [Efpi − T ] , (C26)
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In evaluating equal time expressions of fields as in (C23), we only need the distribution
evaluated on-shell where H = 0 and E = ωp , yielding the equation of motion given in the
text (81). We also note that the velocity and force of the soft pions is given by
∂H/∂pi
∂H/∂p0 =
∂h+(x, pi)
∂pi
, (C27)
−∂H/∂x
i
∂H/∂p0 = −
∂h+(x, pi)
∂xi
, (C28)
leading to an alternate form of the Boltzmann equation (83).
2. Derivation of the Boltzmann stress tensor
To complete the Boltzmann picture we need to evaluate the stress tensor. We have
already discussed how to evaluate stochastic averages such as 〈∂µϕ∂νϕ〉, with the result
χA 〈∂µϕ(x)∂νϕ(x)〉 '
∫
d3pi
(2pi)3(∂H/∂p0) pµpν fpi(x, pi) . (C29)
Expanding the superfluid stress tensor given in (12) to quadratic order in ϕ and µA with
µV = 0, and then averaging over the stochastic fluctuations of the pion field yields the coarse
grained stress tensor:
〈T µν(x)〉 = e(T )uµuν + p(T )∆µν + T µνpi , (C30)
where the pion contribution is9
T µνpi = dA
〈
(eϕ + fµ
2)uµuν + pϕ∆
µν + f 2∆µα∆νβ∂αϕ∂βϕ
〉
. (C31)
Here the axial chemical potential is µ = −uµ∂µϕ, the pressure to quadratic order is
pϕ ≡ χA
(
1
2
Gµν∂µϕ∂νϕ+
1
2
v2m2ϕ2
)
, (C32)
and the energy density is
eϕ ≡ −pϕ + T ∂pϕ
∂T
+ µ
∂pϕ
∂µ
. (C33)
The pressure pϕ is a function of T, µ, (∂ϕ)
2 and ϕ2, echoing the discussion surrounding (14).
Now let us evaluate T µνpi in a kinetic approximation. The
〈
∆µα∆νβ∂αϕ∂βϕ
〉
term leads
to the second term in (84). The pressure pϕ is closely related to the Hamiltonian H, and we
find
〈pϕ(x)〉 =
∫
d3pi
(2pi)3 (∂H/∂p0) H(x, p) fpi(x, p), (C34a)
= 0, (C34b)
9 Recall that in this appendix ϕ denotes one isospin component of the pion field. We have multiplied (C31)
by dA = 3 to account for the three pion states.
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since H(x, p) = 0 on-shell. Finally, careful algebra together with the constraint H(x, p) = 0
yields 〈
eϕ + fµ
2
〉
=
∫
d3pi
(2pi)3 (∂H/∂p0) ωp
∂(βωp)
∂β
fpi(x, p) . (C35)
Putting together the ingredients leads to (84).
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