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Abstract
Crop scouting and field monitoring is necessary to track the status of crops
planted in the field throughout the season. Developing a sampling plan to de-
termine the path through the field and the number of points to sample helps
minimize the amount of time spent scouting while maximizing the quality of
information collected. However, these practices do not sufficiently account
for unexpected costly events such as crop damage from extreme weather.
By using unmanned aerial systems (UAS) to obtain aerial imagery of the
field, agronomists can hedge against unexpected events and develop scouting
patterns driven by contemporary data. Yet, widespread adoption of UAS
technology in precision agriculture is impeded by the lack of knowledge to
interpret data for agricultural decision making and the complexity of op-
erating UAS. In order to realize the use of UAS in practical application,
it is necessary to employ an autonomous UAS for crop scouting that op-
timizes turn-around time and quality of information obtained. This thesis
proposes a software architecture for UAS flight planning that can provide
a two-stage flight mission consisting of a high altitude scout flight over a
large area followed by a low altitude inspection flight at a limited number
of places of interest deemed high priority according image analyses obtained
in the scout flight. This would allow a large area to be covered in a short
amount of time while also providing imagery with finer ground resolution for
more accurate interpretation. An experimental implementation with digital
imagery was developed as a proof of concept of this software architecture
using well-established algorithms.
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CHAPTER 1
Introduction
Frequent crop scouting is required to detect and address sources of plant
stress such as pests, diseases, and nutrient deficiencies. If left unchecked,
this can lead to a significant loss in yield [1, 2]. Conventional methods of
scouting are labor-intensive, often involving individuals going to the field
itself to record observations on foot. It would be nearly impossible for in-
dividuals to sample large fields completely. To address this, agronomists
and crop scouts developed methods to determine areas of plant stress by
scouting limited points in the field. Determining the locations to inspect
and the appropriate method to collect samples is called a sampling plan [3].
The appropriate sampling plan is based on information from sources such
as the location of pests or diseases in previous seasons, history of weather
events, and the specific stresses scouted for at the time [4]. Although data
from recent weather events provide a more contemporary source of infor-
mation, sampling plans primarily rely on projections that may not account
for unexpected costly events such as rapid spread of new herbicide resistant
weeds [5, 6], crop damage from extreme weather [7, 8], and new invasive pest
species [9]. Thus, the ability to frequently and effectively scout farm fields is
necessary. To this end, agronomists and crop scouts deploy unmanned aerial
systems (UAS) to obtain on-demand high resolution imagery over fields to de-
termine, in real-time, where crop scouts should inspect further. Additionally,
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recent advancements in technology and image analysis for UAS imagery has
made it possible to identify plant stresses and monitor field health [10, 11, 12]
without prior on-foot scouting.
Despite this progress, further deployment of UAS in precision agriculture
and remote sensing has been hampered by a “problem of implementation”
[13]. Practices that involve significant investments of time analyzing obser-
vations to produce tangible benefits are less likely to be adopted by farmers
[14] due to the diminishing value of information as time passes [15]. Although
mobile applications exist for semi-autonomous UAS imagery collection over
farm fields [16, 17, 18], it is necessary to determine appropriate flight param-
eters such as altitude and image overlap before flying to ensure the imagery
acquired has sufficient ground sampling distance. The ground sampling dis-
tance, which can be thought of as “ground resolution” of an image, is the
real-world distance per pixel in the image. It is primarily affected by the al-
titude at which the image is taken and the device used to capture the image
[19]. Depending on the purpose of collecting aerial imagery, a low altitude
flight may be required to obtain more precise ground sampling distance. For
example, early season weed management requires imagery be obtained at an
altitude of 30 meters or less to properly discriminate between different fea-
tures in the imagery with certain spectral indices [20]. However, flight time
dramatically increases as mission altitude decreases [21]. As a result, this in-
creases the amount of time spent flying and also may require multiple flights
to cover a large field due to limited battery life of the UAS. Most commercial
rotary UAS have maximum flight times of less than half an hour, making this
difficult to capture high resolution imagery through low altitude flights [22].
Although fixed wing UAS offer better flight duration upwards of two hours,
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disadvantages such as higher costs, less maneuverability, and requirements
of larger takeoff/landing areas deter buyers from choosing fixed wing UAS
over rotary UAS [23]. Furthermore, processing and analyzing this aerial im-
agery can be a time-intensive task, but is necessary to produce results that
genuinely contribute towards field management decisions. Scaling this to
larger fields is difficult to accomplish in practice due to limited battery life.
All together, this significant investment in time deters widespread UAS de-
ployment in agriculture. Because of this, reducing turn-around time of data
collection and simplifying the process of interpreting imagery for crop scout-
ing are necessary steps towards widespread deployment of UAS in agriculture.
3
CHAPTER 2
Objectives
The objective of this thesis is to develop a flight planning and control soft-
ware solution that would reduce turn-around time on aerial imagery collec-
tion. To this end, a software architecture is proposed that would carry out
an autonomous two-phase flight mission for crop scouting. This two-phase
flight mission would carry out an initial flight at an altitude of 30 meters or
higher, analyze the imagery to identify points of interest (POIs), and then
inspect these points at a lower altitude of 30 meters or lower to obtain high
ground resolution imagery. Developing this software architecture involved
the following:
 Outlining the design of the primary modules and functions for the two-
phase flight mission
 Standardizing the processing and formatting of data communicated
between each module for autonomous operation
 Evaluating experimental implementations of the software architecture
 Assessing the computational load of the algorithms used
4
CHAPTER 3
Literature Review
Crop scouting is a method employed in precision agriculture which involves
site-specific management of farms based on data to efficiently and effectively
maintain healthy crops [24, 25]. Crop scouting is the practice of detecting
and diagnosing plant stresses in crop fields so that preventative or amelio-
rative actions can be taken. Without sufficient scouting, these stresses on
the crop can lead to reductions in yield and cause economic setbacks [3, 26].
Crop scouting can be a labor-intensive task, involving on-foot inspection of
fields. In order to maximize the likelihood of detecting stresses in the field
while minimizing the time spent doing so, sampling plans are developed to
guide the pattern, frequency, and procedures of obtaining samples [27].
The development of sampling plans tends to heavily rely on established meth-
ods and statistical analysis of data gathered during the current and previous
season to identify trends in the spatial distribution and frequency of stresses
[27, 28, 29]. Remote sensing helps provide opportunities for more contempo-
rary data to be used in the development of sampling plans through remote
data collection, typically in the form of aerial or satellite imagery, without
the need for prior on-foot scouting [30]. Through aerial or satellite imagery
that encompass the whole field, locations of potential stresses can be detected
for closer inspection by a crop scout on foot. This can help save time and
provide a broader view of the field in comparison to on-foot scouting alone.
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3.1 Remote sensing methods
Using remote sensing imagery to differentiate features in agricultural imagery
and detect stresses can require aerial imagery with very fine ground resolution
depending on the purpose it is used for [31]. For example, aerial imagery with
resolution no greater than four centimeters per pixel is recommended for
accurate early-season weed detection [20, 31, 32]. Satellite imagery would be
insufficient for this purpose. Currently one of the highest resolution satellite
imagery sources is the WorldView-3 satellite, providing 0.31 meters per pixel
resolution for panchromatic (i.e. red-green-blue) imagery and 1.24 meters per
pixel resolution for multi-spectral imagery [33]. Manned aircraft are capable
of achieving better resolution with a high resolution camera at a low altitude,
but the costs to acquire imagery this way are much higher than deploying
UAS for the same purpose [34, 35]. UAS also makes capturing aerial data
more accessible by replacing a licensed manned aircraft pilot with a readily
deployable and accessible aerial vehicle.
3.2 Autonomous UAS flight path planning
An UAS flight can provide a quick overview of a field before a crop scout de-
cides on further actions to take. However, some methods in which the flight
control of the UAS is executed can require more time than other methods to
successfully capture useful imagery. Manual control can provide direct and
real-time aerial surveillance of a field to a crop scout or UAS pilot. Using this
method for frequent monitoring and scouting though, can be a labor-intensive
approach for pilots to collect data. A pilot interpreting visual imagery from a
live view of the camera in real-time while also flying the UAS is not conducive
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to in-depth analysis of the imagery. Additionally, if an entire field needs to
be examined, it can be difficult to maintain orientation and positioning of
the UAS as well as timing image captures correctly to provide sufficient
image coverage over the entire field with manual controls and visual sight
alone. Automating the flight path planning so that imagery can be easily
collected across the entire field improves the in-depth analysis of the imagery.
An important consideration in autonomous flight path planning is the
length of the flight. If a flight mission lasts beyond the life of the battery,
the mission will be delayed until a fully charged battery is available. Us-
ing multiple batteries can help to address this problem. However, replacing
batteries requires manual intervention with contemporary commercial UAS
platforms such as the DJI Phantom 4 and Phantom series [36], reducing the
autonomy of the UAS flight operations as a result. Furthermore, time spent
landing the UAS and replacing the battery before resuming the flight mis-
sion can contribute to longer overall time investments in UAS crop scouting.
Thus, it is imperative to use a shortest path solving algorithm to calculate
the shortest route for the UAS to fly. For the purpose of UAS utilization
in remote sensing, these path planning problems can be modeled after the
Traveling Salesman Problem (TSP). The TSP is a shortest path planning
problem that involves finding the shortest distance through all points in a
given set of points, where the distances between each point are known or
can be calculated. [37, 38, 39]. For UAS in remote sensing specifically, this
involves finding the shortest path through all of the points capturing imagery.
A variety of algorithms have been developed towards solving the TSP such
as the genetic path solving algorithms [40] and greedy nearest neighbor search
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algorithms [41]. For the purpose of the this research, a genetic path solving
algorithm was used to determine the shortest path through all points before
returning to land.
3.3 Importance of Geo-referencing of
Remote Sensing Imagery
One of the key reasons for precision agriculture’s success is the use of geo-
referencing [42]. Geo-referencing is the action of relating data with geo-
graphic coordinate systems such as Global Positioning System (GPS) [43].
Geo-referencing, in regards to remote sensing imagery, involves rectifying
an image such that the coordinates within an image align to a geographic
coordinate system [44, 45]. Localizing points of interest detected in UAS
imagery with GPS coordinates is a powerful tool for crop scouts. This makes
it possible for crop scouts to observe trends in spatial properties of features
seen in imagery. Geo-referencing UAS aerial imagery requires access to the
GPS data logs and the timestamp of when the image was captured. Certain
UAS products, such as the 3DR Solo Quadcopter UAS, do not automatically
geo-reference imagery and require external manipulation to do so, often in
post-flight processing [46]. For the 3DR Solo, the imagery is geo-referenced
by comparing the timestamps in the imagery meta-data to the flight data
using Mission Planner .
Furthermore, certain imaging devices may require additional processing to
eliminate distortion in the image caused by the lens geometry and settings.
For example, the GoPro Hero 4 Black has a wide angle setting that offers a
large field of view but causes severe fisheye distortion [47]. Fisheye distortion
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is a visual distortion creation imagery that has a convex and hemispherical
perspective, rather than a rectilinear perspective that is orthogonal or similar
to the view when looking at a map [48, 49]. Correcting any image distortion
is necessary to produce imagery with points of interest that can be accurately
geo-referenced [50].
3.4 Object Based Image Segmentation of
Features
In this thesis, object based image segmentation algorithms were implemented
on the Hue-Saturation-Value (HSV) color-space of imagery to discern features
in imagery. The specific algorithms used include constant k-means cluster-
ing with k set at three means [51] and dirichlet process k-means clustering
[52]. Object based image segmentation is a method of image segmentation
that focuses on groups of pixels (i.e. objects) rather than individual pixels in
analysis. This has been shown to provide better localization and detection
of features in remote sensing than the more commonly used pixel-by-pixel
analysis [53, 54]. Blaschke et al (2014) [55] argued that pixel-by-pixel anal-
ysis is only appropriate for low resolution imagery obtained from satellites
because the respective features or points of interest being examined in those
situations exist in only a few pixels in the imagery. However, low altitude
imagery obtained with UAS or manned aircrafts has much higher resolution
which can result in an object being represented by hundreds of pixels. Thus,
object oriented image analysis is more appropriate to use with image segmen-
tation of high resolution imagery for localization and detection of features.
The HSV colorspace has been widely used in image segmentation [56, 57, 58]
because of providing better segmentation results than the Red-Green-Blue
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(RGB) colorspace [59]. In remote sensing, it is particularly useful for ex-
tracting vegetation features in imagery [60]. This can be useful for identifying
weeds in between rows of crops [10] or determining stand counts of a crop [61].
K-means clustering is a widely used image segmentation method for ob-
ject based feature detection [62] and has been shown to work well in the
HSV color-space [63]. K-means clustering involves grouping points of data in
the space of the features observed by categorizing data into different groups
called clusters. Data points are assigned to a cluster based on their distance
to a given centroid that is placed within the data. Dirichlet process k-means
clustering provides a dynamic variation of the k-means clustering method
by optimizing the number of centroids, which are the centers of each cluster
of data points, that are used [52]. This improves the segmentation of the
imagery which affects the quality of object detection as a result [64].
3.5 Realizing Autonomous Operation
through End-to-End Systems
Path planning, image processing, object detection, and geo-localizing objects
in imagery can be done pre-flight and post-flight by the pilot or crop scout.
However, this is more labor-intensive, requiring investments of time towards
learning the skills necessary to carry out these tasks before investing further
time carrying out the tasks themselves. End-to-end systems are systems
where each stage of a process is included and connected in a system [65].
These end-to-end systems can provide the autonomous operation necessary
to make UAS crop scouting more accessible by connecting all components of
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the operation together, eliminating the manual input required in intermedi-
ate steps such as processing imagery and formatting data. This is possible by
utilizing tools, such as middleware, that handle the processing and communi-
cation of information between different components of a software system [66],
allowing for development of new software within distinct components to be
easily integrated into an existing system [67]. This reduces the complexity of
the user interface and provides a foundation for future development to build
upon without developing a new software system [68].
Contemporary examples of software architectures for UAS applications can
be found in search & rescue (SAR) operations as well as precision agricul-
ture. In implementations for SAR operations, an UAS is given an initial
flight plan, captures imagery in this initial flight, and then provides a list
detailing the location of identified targets (in this case humans) for another
UAS to deliver supplies to or for a ground rescue team to use for finding tar-
gets [69, 70]. In the implementations used in precision agriculture, an UAS
scouts a designated area at a given altitude. Upon detection of a target the
UAS immediately descends to a lower altitude above the target before taking
further action such as spraying [71] or capturing an image of the target for
inspection [72]. The UAS then ascends to the previous altitude before contin-
uing the rest of the mission. Proposed flight architectures in these example
implementations [70, 73, 71] separate processes into modular components.
This separation makes it easier to replace these components for adaptation
with other platforms or to exploit different methods of image analysis and
path planning.
While these software architectures have been valuable for autonomous UAS
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searching and inspection operations, none complete an initial high altitude
survey of the entire field or region first before inspecting detected features at a
lower altitude for higher resolution imagery. Battery life constraints can limit
the maximum area that can be effectively covered by the UAS before it needs
to land when using these architectures. The software architecture proposed
in this thesis addresses this concern by implementing a high altitude UAS
flight to capture full coverage of the field quickly with low ground resolution
imagery. Based off of imagery in the high altitude flight, a low altitude flight
is planned and performed to capture higher ground resolution imagery of a
limited number of targeted points. By executing these two flights in this
way, larger areas can be covered with the same energy constraints while also
providing high ground resolution imagery of points of interest.
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CHAPTER 4
Materials and Methods
In this thesis, a generalized software architecture design was proposed for
experimental implementations to be developed from. This software architec-
ture design follows a modular architecture approach and the research focused
mainly on realizing autonomy in implementation through standardizing com-
munications of data between each module. The overall design and individ-
ual elements of the software architecture are depicted at an abstract level.
Then, the individual elements used in the experimental implementations of
the software architecture are described. Three iterations of the experimental
software architecture were evaluated, with points of improvement being iden-
tified and enacted between subsequent iterations. Finally, the computational
load algorithms used in the Anomaly Detection and Path Planning modules
were measured to qualify the behavior of the algorithms.
4.1 Generalized Software Architecture
Design
The workflow of UAS for crop scouting and field monitoring can be sum-
marized into four basic components: A preliminary flight, identifying points
of interest, planning a secondary flight to visit these points, and executing
this secondary flight. To succeed in executing this autonomously, it is key
13
to automate the processes within each component and the transfer of data
between each component. Standardizing this process allows for development
of components separately without compromising the entire system as a whole
or having to build a new system entirely.
The generalized software architecture, shown in Fig. 4.1, consists of four se-
quential and separate components: Scout Flight, Anomaly Detection, Path
Planning, and Inspection Flight. The architecture relies on intermediate
processing and communication of information between each component to
allow for users to modify or replace any components of the software while
still maintaining the same work-flow. This separation of components into
distinct self-functioning modules is similar to the concepts of modular UAS
operation demonstrated by Hinas (2017) and Alsalam (2017) [71, 72]. Both
developed designs based off the “Observation, Orientation, Decision, and Ac-
tion” (OODA) framework. In regards to UAS remote sensing, the OODA
framework is as follows:
1. Observation: On-board UAS sensing for data collection
2. Orientation: Evaluating collected data for decision-making
3. Decision: Determining the next action for a given UAS to take based
on evaluated data
4. Action: Executing the action determined by the decision module
Designing an architecture around a particular purpose using the OODA
framework requires defining how data is communicated between modules.
The specific modules then only require modification to accept input and
provide output understood by the next inter-module process, rather than
rebuilding the module or architecture as a whole.
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Figure 4.1: The generalized design of the process consisting of the Scout
Flight, Anomaly Detection, Path Planning, and Inspection Flight. Each
sequential step is connected via blocks A, B, and C respectively. See Fig.
4.2, for more detailed depictions of blocks A, B, and C.
The Scout Flight module, or the “Observation” component of the software
architecture, involves gathering aerial imagery data at an altitude of 30 to 120
meters to collect data over the entire field faster than a flight mission covering
the same area at altitudes lower than 30 meters. The output of the Scout
Flight is the UAV flight data which consists of the following: raw imagery,
a flight log that details spatial information of the UAS and camera at the
time each image was captured, and the properties of the camera equipped
including the focal length and sensor size. This data is processed in Block A
to provide distortion corrected georeferenced imagery. Image processing and
analysis were performed using OpenCV in Python 2.7 in the experimental
implementation.
The “Orientation” component of the software architecture is the Anomaly
Detection module. The Anomaly Detection module takes the georeferenced
imagery as input and produces bounded geo-localized anomalies for input into
the Path Planning module. The Anomaly Detection module is meant to be
open-ended, allowing different algorithms to be utilized based on user-choice
so long as they include the following in their output to Block B: indexed data
of the geospatial information of the anomalies, their polygon boundaries, and
a priority value assignment of each anomaly. Block B is represented by a half
circle node because its passive function is to only take the top N anomalies
based on their priority ranking.
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The Path Planning module, or the “Decision” component of the software
architecture, generates a shortest path plan of GPS coordinates and inspec-
tion altitudes (i.e. three-dimensional geospatial coordinates) for a select num-
ber of anomalies based on battery life limitations. This shortest path plan is
then converted to a waypoint flight plan by Block C that is understood by
on-board UAS controls for executing the Inspection Flight. The path plan-
ning calculation and waypoint plan creation for the inspection flight were
done using MATLAB Version r2016b in the experimental implementation.
The Inspection Flight module, or the “Action” component of the software
architecture, consists of autonomous execution of the waypoint flight plan to
capture imagery of the Top N anomalies using the UAS. Once these images
are captured, the UAS returns and lands.
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(a) Block A —Geo-rectification: Connects Scout Flight module and
Anomaly Detection module. The flight data from the UAS Scout Flight is
input for this block. Block A georeferences imagery and corrects geometric
lens distortion.
(b) Block B —Geo-localizing the Top N Anomalies: Connects the Anomaly
Detection module and Path Planning module. Block B only accepts the
Top N anomalies, based on priority ranking, and converts the pixel
coordinates of the Top N anomalies to geographic coordinates.
(c) Block C —Waypoint Creation: Creates a waypoint plan that is executable
by the UAS for the Inspection flight based on the shortest path plan from the
Path Planning module.
Figure 4.2: Blocks A, B, and C from Fig. 4.1 are shown in detail with
their respectives inputs and outputs.
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4.2 Experimental Implementation Design
Elements
An experimental implementation of the software architecture used the fol-
lowing equipment and mission planning software: a 3DR Solo UAS with a
3-Axis GoPro Gimbal, a GoPro Hero 4 Black Camera with the wide angle
setting for capturing imagery, Mission Planner for creating the flight plans,
and the Tower App on Android to execute autonomous flight missions.
The image processing, image analysis, and path planning were performed
on a Dell Inc. 2.1.5 desktop computer running Microsoft Windows 10 En-
terprise with 16 GB of RAM and an Intel® Core  i7-6700 CPU processor.
Image processing and analysis were performed using OpenCV in Python 2.7.
The path planning calculation and waypoint plan creation for the inspection
flight were done using MATLAB Version r2016b.
The following describes, in detail, the processes and algorithms used in the
experimental implementation of the software architecture.
4.2.1 Distortion Correction
Imagery was captured with a GoPro Hero 4 Black camera with the wide-angle
setting for the Scout Flight. This was done to obtain as much information
possible in a single image. However, with this wide-angle setting the images
captured had significant fisheye distortion. An example of this can be seen in
Figure 4.3. OpenCV in Python 2.7 was used to correct fisheye distortion us-
ing cv2.undistort. This required a calibration of the GoPro camera to obtain
the camera matrix and distortion coefficients. This was done using imagery
from the GoPro of a calibration board with the Single Camera Calibration
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Figure 4.3: Fisheye Distortion in GoPro Hero 4 Black with the wide angle
setting
App in MATLAB r2016b. Imagery used for calibration can be seen in Figure
4.4. This calibration yielded the following camera matrix:
1749.45 0 2096.81
0 1747.5 1529.29
0 0 1

and distortion coefficients:[
−2.58E − 01, 8.88E − 02, 2.68E − 04, 9.55E − 05, −1.57E − 02
]
4.2.2 Determining Image Footprint
Equations 4.1 and 4.2 were used to calculate the footprint of the photo as
seen in Figure 4.5. To simplify the calculations of the camera projection, the
assumption of a linear plane was used for finding distance and bearing from
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Figure 4.4: Calibration imagery to determine the camera matrix and
distortion coefficients of the GoPro Hero 4 Black with the wide-angle setting
the center of the image to the points of interest (POIs) within a single image,
similar to the method used by Sun et al (2016) [73].
Figure 4.5: Projection of Camera to Surface
 ZAGL is the altitude in meters above ground level (AGL) that the high-
altitude flight image was obtained at.
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 FOV stands for ’Field of View’ of the camera or the angular field of
view of the sensor.
 DH andDV are the horizontal (East-West) and vertical distance (North-
South) or footprint of the image in meters.
DH = 2 ∗ ZAGL ∗ tan(FOVhorizontal/2) (4.1)
DV = 2 ∗ ZAGL ∗ tan(FOVvertical/2) (4.2)
Solving for the FOV in each respective equation:
FOVhorizontal = 2 ∗ arctan( DH
2 ∗ ZAGL ) (4.3)
FOVvertical = 2 ∗ arctan( DV
2 ∗ ZAGL ) (4.4)
The horizontal and vertical angular field of view (FOV) for the ultra-wide
view on the GoPro Hero 4 Black is 122.6° and 94.4° respectively , according
to GoPro’s official website [74]. However, this FOV is for the fisheye dis-
torted image produced by the ultra-wide view. To account for the distortion
corrected FOV in comparison to the nominal values of the ultra-wide fish-
eye view, the FOV of the fisheye distorted images and distortion corrected
images were measured using GoPro images of a tape measure spanning a
given dimension of the image. These measurements of the image footprint
are the values for DH and DV respectively in Equations (4.3) and (4.4). The
distance from the GoPro to the tape measure in the images is used for the
value of ZAGL. The original images were corrected for fisheye distortion using
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cv2.undistort from the Python OpenCV package and measurements of the
image footprint were made from marks of the tape measure in the image.
Three sets of measurements were performed to calculate the vertical and
horizontal FOV. Measurements can be seen in Table 4.1. The estimated
nominal FOV for the distortion corrected image (FOVN2) was calculated by
taking the nominal FOV of the original ultra-wide view before correction
(FOVN1) and dividing the value by the ratio of the measured FOVs for
the fisheye distorted images and distortion corrected images (FOVm1
FOVm2
). The
average value of the estimated nominal FOVs for the distortion corrected
image were 80.84° for the vertical FOV and 97.01° for the horizontal FOV.
The average value of the measured FOVs for the original fisheye distorted
image were 93.42° for the vertical FOV and 122.84° for the horizontal FOV.
The average value of the measured FOVs for the distortion corrected image
were 80.01° for the vertical FOV and 97.20° for the horizontal FOV. The
estimated nominal FOV of the distortion corrected image is assumed to be
more accurate than the measured FOV of the distortion corrected image.
This is because it is assumed that the values of the ratio of the FOVs of
distorted images to distortion corrected images is more accurate than the
individual measured values. Assuming the nominal values of the FOV in
the original image are accurate, dividing this value by the ratio of measured
FOVs to estimate the vertical and horizontal FOVs of the distortion corrected
image should be more representative than the average measured FOVs.
4.2.3 Anomaly Detection
An anomaly detection algorithm consisting of image segmentation of features
within an image via k-means clustering on the Hue-Saturation-Value color-
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Table 4.1: FOV Measurements: Three sets of measurements used to
determine the Vertical (V) and Horizontal (H) angular field of view. Dm
and FOVm are the measured image footprint and corresponding angular
field of view (FOV) for the given dimension. 1) is the original image with
fisheye distortion and 2) is with distortion correction. The ratio, FOVm1
FOVm2
is
the ratio of the measured values for the FOV of the original and distortion
corrected image. FOVN1 is the nominal FOV of the original GoPro image
according to the manufacturer. FOVN2 is the FOV calculated by dividing
the nominal FOV by the ratio of the measured FOVs.
Set 1 Set 2 Set 3 Average
V H V H V H V H
ZAGL (inches) 25.75 13.5 17.13 8.50 25.50 15.75 – –
Dm1 (inches) 55.50 48.94 36.50 32.13 53.13 56.94 – –
FOVm1(deg) 94.28 122.23 93.64 124.19 92.34 122.09 93.42 122.84
Dm2 (inches) 44.06 30.81 28.81 19.38 41.88 35.38 – –
FOVm2(deg) 81.10 97.55 80.14 97.43 78.78 96.63 80.01 97.20
Ratio : FOVm1
FOVm2
1.163 1.253 1.168 1.274 1.172 1.263 1.168 1.264
FOVN1(deg) 94.4 122.6 94.4 122.6 94.4 122.6 94.4 122.6
FOVN2(deg) 81.20 97.84 80.79 96.18 80.53 97.03 80.84 97.01
space and a ranking heuristic is used to identify the top N largest anomalies
in images from the survey flight. K-means attempts to find k cluster centroids
for a set of points of data such that the objective function, seen in Equation
4.5, is minimized [51]. The objective function is the sum of the distances
of each point to their respective cluster centroid, thus minimizing the objec-
tive function will sufficiently assign each set of points to the closest cluster
centroid. In pseudo-code shown in Algorithm 1, K-Means with a predefined
number of clusters runs until either a defined number of maximum iterations
(MaxIters) is reached or until the objective function reaches the conver-
gence tolerance (Jconvergence). For the experimental implementation of the
software architecture, k-means clustering was performed in Python OpenCV
using cv2.kmeans with three clusters. Once these features are bounded in
the image, the boundaries are marked in order to calculate their respective
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area and center.
Algorithm 1: K-means
Input : x1, . . . , xn → data
Output : `1, . . . , `k → clusters
µ1, . . . , µk → cluster centroids
z1, . . . , zn → cluster indices
Initialize : k = Number of Clusters
MaxIter = Maximum allowable iterations
iter = 0
`1 = {x1, . . . , xn}
{µ1, . . . , µk} = Rand(dimx, k)→ k random centroids
zi = 1 ∀ i = 1, . . . , n
while J > Jconvergence and iter < MaxIter do
foreach xi do
Compute dic = ‖xi − µc‖2 for c = 1, ..., k
zi = argminc dic
end
Update clusters: `j = {xi | zi = j}
foreach `j do
Compute µj =
1
|`j |
∑
x∈`j x
end
iter+ = 1
end
J =
k∑
j=1
n∑
i=1
‖xi − µj‖2 (4.5)
One of the challenges of using k-means is the selection of the number of
clusters. Too few or too many clusters may result in poor image segmen-
tation. Dirichlet Process k-means (or DP-means) attempts to address this
by optimizing the number of clusters. DP-means is executed similarly to
k-means with constant k clusters, as seen in Algorithm 2. However, it also
adds a cluster penalty parameter (λ) multiplied by the number of clusters to
the objective function to optimize the number of clusters used. As seen in
Equation 4.6, the objective function for Dirichlet Process K-means takes the
original objective function for k-means and adds the product of the cluster
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penalty parameter (λ) and k, the number of clusters. This optimizes both
distance and number of clusters. For the experimental implementation of the
software architecture, an application of this algorithm developed by Vadim
Smolyakov in Python 2.7 is used [75].
Algorithm 2: Dirichlet Process K-means
Input : x1, . . . , xn → data
Parameter: λ→ cluster penalty
Output : `1, . . . , `k → clusters
µ1, . . . , µk → cluster centroids
z1, . . . , zn → cluster indices
Initialize : k = 1
`1 = {x1, . . . , xn}
µ1 =
1
n
∑n
i=1 xi
zi = 1 ∀ i = 1, . . . , n
while NotConvereged do
foreach xi do
Compute dic = ‖xi − µc‖2 for c = 1, ..., k
if mincdic > λ then
k = k + 1
zi = k
µk = xi
end
else
zi = argmincdic
end
end
Update clusters: `j = {xi | zi = j}
foreach `j do
Compute µj =
1
|`j |
∑
x∈`j x
end
end
J =
k∑
j=1
n∑
i=1
‖xi − µj‖2 + λk (4.6)
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4.2.4 Priority Ranking Heuristic
Because of limited battery life, only a select number of POIs can be chosen
for the low altitude inspection flight. For software architecture to benefit
farmers, it is essential that these POIs to inspect provide quality and repre-
sentative imagery of site-specific sources of plant stress in the field. For the
purposes of the experimental implementation of the software architecture, a
ranking heuristic based on the size of POIs is used to prioritize what POIs
to visit. For all inspection flights, the top 10 largest POIs by size in imagery
are chosen. This was done with the expectation that features of healthy
fields would be segmented into smaller and finer objects while fields with
gaps or thinness in the canopy would appear as larger and courser objects
after k-means clustering image segmentation.
4.2.5 Converting Pixel Coordinates to Geographic
Coordinates
To determine the path between POIs in different images in the real-world, a
transformation from image pixel coordinates to geographic coordinates was
required. This was done by using the altitude logged at the time the image
was captured, the dimensions of the image in pixels, the logged GPS data
assigned to the image, and the dimensions of the image footprint.
Equations 4.7 and 4.8 calculate the horizontal and vertical ground sampling
distance (or width and height respectively) in meters per pixels based on the
footprint of the photo calculated using equations 4.1 and 4.2.
GSDH =
DH
Image Width in P ixels
(4.7)
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GSDV =
DV
Image Height in P ixels
(4.8)
Equations 4.9 and 4.10 determine the GPS coordinates (Latitude, Longi-
tude) of individual pixels in reference to the latitude and longitude of the
center of the image using the haversine formula which uses the greater circle
distance between two points located on a spherical model of Earth [76, 77].
φ2 = asin[sin(φ1)cos(AD) + cos(φ1)sin(AD)cos(θ)] (4.9)
λ2 = λ1 + atan2[sin(θ)sin(AD)cos(φ1), cos(AD)− sin(φ1)sin(φ2)] (4.10)
The GPS coordinates of the center of the image are assumed to be the same
as the GPS coordinates listed in the image meta-data. With the 3-Axis
GoPro gimbal, the camera is always pointed straight down at true nadir.
 φ2, λ2 are the latitude and longitude of the individual pixel.
 φ1, λ1 are the latitude and longitude of the center of the image.
 AD is the angular distance between two geographic points which is
calculated by dividing the radial distance between two points over a
surface (i.e. distance you could measure on a map) by Earth’s radius.
For the purpose of this thesis, radial distance is calculated as:
rD =
√
(Distance EastWest)2 + (Distance NorthSouth)2 (4.11)
 θ is the bearing between the two points. It is determined by first
finding the Cartesian angle (c) between two points in the image using
arctan2(X, Y ), the 2-argument arctangent function. X is the horizontal
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distance between two points in an image and Y is the vertical distance
between two points in an image. Then, the bearing is:
θ ≡ 360 (mod (450− c)) (4.12)
4.2.6 Path Planning
In this thesis, two path planning algorithms were considered for utilization in
the experimental implementation of the software architecture: Greedy Near-
est Neighbor Search Algorithm and the Genetic Path Planning Algorithm.
Both are modeled around the Traveling Salesman Problem (TSP) that in-
volves finding the shortest path from a given start and end point that also
traverses through all other known points.
The Greedy Nearest Neighbor Search Algorithm is a greedy algorithm that
finds local optimum solutions, but does not always yield a global optimum
solution. Greedy algorithms refer to a class of algorithms that solve prob-
lems by finding local optimums at each step of computation [78]. Although
simple to compute, solutions can become trapped easily in local extrema
and fail to find the global optimum. The Greedy Nearest Neighbor Search
Algorithm for the TSP tested in this thesis conforms to the following process:
 X0 is initialized automatically as the start node from where the UAS
ends the high-altitude Scout Flight.
 XN+1 is the home node that is previously obtained from the launch
point of the Scout Flight.
 dmat is the distance matrix for all nodes X and is initialized with
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distance calculations between the geographic coordinates of each node
to all other nodes including the start and home node. It is a [Nx2,Nx2]
matrix that includes the value of the edges between start and home
node.
 R is the path solution to visit the N POI nodes in the low-altitude
Inspection Flight.
Pseudo-code of the algorithm used in this thesis can be seen in Algorithm
3. The distance matrix dmat is initialized with the set of M nodes to visit
excluding the start node and home node. Since the final node is Nearest
Neighbor Search solution, the search is performed both forwards and back-
wards. By this, the forward search is from the start node to home node and
the backward search is from the home node to start node. This is performed
because the forward search does not account for the distance from the nodes
in M to the Home node. Thus, in certain scenarios the forward route may
not always yield a shorter solution than the backwards route.
The first iteration is done outside the while loop by finding the shortest
distance between the initial node and the first closest node n in M . This
node n is then removed from set M and added to final path R before being
designated as previous node p. In the while loop, the same process in the
first iteration is carried out until the set of nodes to visit M is empty. Then
the end node (which could be either the start node or the home node), is
added to the route and the distance between the last node in M and the end
node is calculated. Finally, the shorter route of the two is sent as output for
the solution for the Inspection Flight.
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Algorithm 3: Nearest Neighbor Search Algorithm
Input : X1, . . . , XN → geographic coordinates of top N POI Nodes
A1, . . . , AN → Inspection altitude of top N POIs.
Output : Inspection Flight Path Waypoints (Coordinates & Altitude)
Initialize : X0 = Start Node Coordinates
XN+1 = Home Node Coordinates
dmat=MakeDistMat(X0, . . . , XN+1) → Distance matrix
Set dmat(r , c) =∞ , for all dmat(r , c) = 0
Set dmat(1,N+2)=∞ and dmat(N+2,1)=∞ → Edges between
X0 and XN+1
M={2, . . . , N+1} → Nodes to visit
for f=1:2 do
if f==1 then
first=N
else
first=N+2
end
end distmin,n
= dmat(n,first) → Next node n to visit
M(n)=[ ] → Removes Node n from Search
R=[first,M(n)] → Add node in order to Forward Route
p = n → Next Node n is now Previous Node p
while M is not empty do
(distmin,n) = dmat(n,p) → Next node n to visit
M(n)=[ ] → Removes Node from Search
R=[R,M(n)] → Add node in order to Route
p = n
end
R = [R,first] → Add last node in Route
if f==1 then
S=R
else
R=Reverse(R) → Flip reverse route
end
end
end
if Reverse Route (R) is shortest route then
InspectionFlight =

XR1 AR1
XR2 AR2
...
...
XR AR
 else InspectionFlight =

XS1 AS1
XS2 AS2
...
...
XS AS

end
30
The other path planning algorithm, the genetic path planning algorithm,
is a widely used algorithm for solving the TSP. The pseudo-code for the al-
gorithm can be seen in Algorithm 4 and is based off of a MATLAB script
created by Joseph Kirk [79]. The genetic path planning algorithm deter-
mines the shortest path by process of mutation and elimination of random-
ized “Genes”. The “Genes” in this situation are variations of possible paths
through N points of interest (POIs). Demonstrated in Fig. 4.6, there are
“Parents” who each have offspring A, B, C, and D. One of the offspring is
an exact replica of one parent. The other three have at least one unique
difference from the parents. Four offspring from that generation are ran-
domly selected at a time for fitness evaluation. The fitness of the offspring or
TestGenes (variations of the path) are evaluated by calculating the distance
of the path they represent. The fittest offspring is one that yields the short-
est path and is retained while the other three are discarded. The “Genes” of
this fittest offspring are mutated to yield another four offspring in the new
generation.
The “Genes” of the current generation are mutated via randomly selecting
two nodes, excluding the first and last node, in the path and executing one
of the three mutations:
1. Null: No mutation is made.
2. Flip: Reversing the order of the nodes between the two ’mutation’
nodes.
3. Swap: Exchange the position of the two selected nodes.
4. Slide: Move the first ’mutation’ node (’first’ as in the first selected
node relative to the ’second’ node in the sequential order) to the end
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of the order of nodes between the two ’mutation’ nodes while moving
the other nodes as well. This means that nodes in the selected range
of nodes (nodes between the two ’mutation’ nodes) move to a lower or
’earlier’ position in the order OriginalPosition− 1.
Observe the example below:
OriginalTestPath=[1,2,3,4,5,6,7,8,9,10]
Mutation Node 1 = OriginalTestPath(2)
Mutation Node 2 = OriginalTestPath(6)
MutatedTestPath=Slide(OriginalTestPath)
MutatedTestPath= [1,3,4,5,6,2,7,8,9,10]
One gene is left unchanged; thus, three of the offspring will be mutated
variations of the parent and one offspring will be an exact copy of the par-
ent. The other offspring in the current generation undergo the same pro-
cess via selecting four offspring at a time until the entire current genera-
tion is processed. The new generation then becomes the current generation
and is then randomized for selection before undergoing the above process
again. This process is repeated for I iterations. The best solution ob-
tained at the end of these I iterations is used as the final path solution.
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Algorithm 4: Genetic Path Planning Algorithm
Input : X1, . . . , XN → geographic coordinates of top N POIs
A1, . . . , AN → Inspection altitude of Top N POIs.
Output : Inspection Flight Path Waypoints (Coordinates & Altitude)
Initialize : X0 = Start Node Coordinates
XN+1 = Home Node Coordinates
dmat=MakeDistMat(X0, . . . , XN+1) → Distance matrix
Set dmat(r , c) =∞ for all dmat(r , c) = 0
Set dmat(1,N+2)=∞ and dmat(N+2,1)=∞ → Edges between
X0 and XN+1
TestPaths , TestGenes → 4 x N Array of Zeros
G1,G2 → 100 x N Array of Zeros (Generation Population)
distTestPaths=1 x 4 Array of Zeros → Distance of TestPaths
CurrentBest=X1, . . . , XN → Initialize route solution
for i = 1 : I do
G1=randPerm(CurrentBest) →AssembleGenes via random permutation
randSelection = randPerm(100) → Randomize order of selection of Genes.
for j = 4 : 4 : 100 do
TestGenes = G1(randSelection((j − 3) : j)) → Select 4 genes at a time.
for d = 1 : 4 do
distTestPaths(d)=dmat(1,TestGenes(d,1))
for n = (2 : (N)) do
distTestPaths(d)=distTestPaths(d) +
dmat(TestGenes(d,n-1),TestGenes(d,n))
end
distTestPaths(d)=dmat(TestGenes(d,n)),N+1)
end
(distmin,ID)=min(distTestPaths) → Find shortest route
MutationNodes=RandInt(2,[2:N]) → Randomly select two integers
between 2 and N
CurrentBest=TestGenes(ID, :)
TestPaths(1, :)=CurrentBest
TestPaths(2, :)=Flip(CurrentBest,MutationNodes)
TestPaths(3, :)=Swap(CurrentBest,MutationNodes)
TestPaths(4, :)=Slide(CurrentBest,MutationNodes)
G2((j-3):j, :)=TestPaths
end
G1((j-3):j,:)=G2((j-3):j,:) → Replace G1 Genes with offspring G2 Genes
end
R = [X0,CurrentBest, XN+1]
InspectionFlight =

XR1 AR1
XR2 AR2
...
...
XR AR

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Figure 4.6: Visualization of the Genetic Path Planning Algorithm. First
parents 1,2,3, and 4 each have offspring A,B,C,D. The “genes” of these
children are crossed over and the best solution is mutated into into four
variants A,B,C,D. These mutated variants are crossed over again and then
mutated repeatedly as before until a maximum amount of iterations is
reached or another marker indicates the end.
4.2.7 Path Planning Travel Time Comparison
To determine which algorithm to use for the experimental implementation,
a comparison of travel time along a simulated path generated from each
algorithm was performed. The computation times and estimated travel times
were measured across 1000 repetitions for the greedy nearest-neighbor search
and the genetic algorithm path solver for 10,20, and 50 randomly distributed
points. Travel time is calculated by adding the computation time of the
algorithm for a given run to the estimated flight time. The estimated flight
time is calculated by assuming the distance over the path provided by the
given algorithm is traversed at an average speed of five meters per second.
Travel times were compared by calculating percent quality difference (PQD)
between the respective travel times of the greedy nearest neighbor search
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and the genetic path planning algorithm. PQD is calculated as
tNN − tGA
tGA
where t is the travel time for the given algorithm. A negative travel time
PQD indicates the greedy nearest neighbor solution was the better solution.
The number of times the genetic path planning algorithm provided the best
solution for a given rep was recorded for all 1000 reps.
4.3 Test Flights
The experimental implementation of the software architecture was developed
through iterative prototyping. Three iterations of the experimental software
architecture were evaluated based on the ease-of-use and turn-around time
on data collection. Each iteration is compared in terms of turn-around time
in minutes per acre covered because flight time alone is meaningless without
considering the size of the area during the flight.
4.3.1 First Iteration
The first iteration of the software architecture implementation was used for
flights over a 32 acre soybean field outside St. Joseph, Illinois (approximate
GPS Coordinates: 40.099°N , 87.984°W). The scout flight was conducted
on 9/19/2016 with 20% overlap and sidelap between images at an altitude
of 30 meters. The scout flight took 12 minutes at speed of five meters per
second and provided 47 images over the field. This imagery was manually
transported to a desktop computer at University of Illinois-Champaign for
processing and analysis. Images were assigned GPS coordinates using Mis-
sion Planner which compared the GPS data from the 3DR Solo’s telemetry
log and the timestamps of the GoPro imagery. OpenCV in Python 2.7 was
used to correct fisheye distortion using cv2.undistort. This function was
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called manually as a separate process from the Anomaly Detection and Path
Planning components.
In Python 2.7, K-Means clustering with constant k=3 clusters was used
to segment the distortion corrected images based on Hue-Saturation values.
Using edge detection through OpenCV, boundaries were drawn around the
objects shown by segmenting imagery. A minimum bounding rectangle was
used to describe the size and shape of each of the bounded features within
a given image. Each bounding rectangle for the features in each image were
logged in a text file for all images. This text file was used as input for the
priority ranking heuristic and path planning performed in MATLAB r2016b.
The priority ranking heuristic was based on the size, in pixels, of the given
features’ minimum bounding rectangle within an image. The features were
sorted in a CSV file using Microsoft Excel 2016 by minimum bounding rect-
angle size. The features corresponding to the top ten largest bounding rect-
angles were chosen as points of interest (POIs) to visit during the inspection
flight.
The corresponding pixel coordinates for each of the ten POIs were converted
into GPS coordinates through manual calculations using the equations de-
scribed in Section 4.2.5. The altitude to capture an image over a given way-
point was determined by solving for altitude (H) in both Equations 4.1 and
4.2. The maximum altitude between the two equations is used as the altitude
for inspection to ensure the entirety of the individual object is captured in
a single image. This 3D geographic list of points (Latitude, Longitude, Alti-
tude) was saved as an array in MATLAB that is referenced by the shortest
path planning algorithm. The shortest path consisted of the Genetic Path
Planning Algorithm that outputs an ordered list of 3D geographic points for
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the UAS to capture imagery. With this list, a waypoint plan that could be
executed by the 3DR Solo for the inspection flight was manually constructed
in Mission Plannner . On 9/22/2016, the UAS was taken back to the soy-
bean field and the inspection flight was executed autonomously using the
manually constructed waypoint plan. With the UAS speed set at five me-
ters per second, the duration of the inspection flight was three minutes. This
turn-around of three days (72 hours) corresponds to a total turn-around time
of 135 minutes per acre. This slow turn-around time points to the necessity
for automating processes to reduce the manual input required.
4.3.2 Second Iteration
For the second iteration, a ZTE 4G LTE WiFi hotspot was used to upload
imagery from the field to improve the time to transfer imagery to desktop
servers at the University of Illinois Urbana-Champaign. Additional code was
added to the priority ranking heuristic in MATLAB to automatically parse
through the text file outputted by the k-means clustering and bounding algo-
rithms. Additionally, the priority ranking heuristic was set to be called auto-
matically before the genetic path planning algorithm was executed. Finally,
a MATLAB script array2waypoints.m was created to convert the shortest
path plan into a waypoint file that could be executed by the 3DR Solo, elim-
inating the need for manual waypoint creation in Mission Planner  . This
was also set to be automatically called in MATLAB, but after the shortest
path plan is determined.
The second iteration of the software architecture was tested with UAS
flights over sugarcane fields in Edgard, Louisiana (approximate GPS coordi-
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Table 4.2: The field, size in acres, altitude of the scout flight, number of
images, and flight time in minutes and seconds for the scout flights on
11/23/2016. All flights were over a collection of sugarcane fields near
Edgard, LA. In total, approximately 28 acres were covered to gather 32
images in a cumulative flight time of 15 minutes and 26 seconds.
Field Area (acres) Altitude (meters) # Images Flight Time (m:ss)
1 4 30 5 2:57
2 4 60 1 2:30
3 10 30 20 5:48
4 10 60 6 4:11
nates of the fields: 30.038°N, 90.556°W). Four scout flights were conducted
starting at on 11/23/2017. Two flights at 30 meters altitude and two flights
at 60 meters altitude, all at a speed of five meters per second were performed.
Flight time, imagery, altitude, and area covered can be seen for each flight
over the four fields in Table 4.2. All scout flights included an overlap and
sidelap of 30% between images instead of 20% because the reduction in the
field of view after distortion correction also corresponds to the reduction of
the overlap and sidelap of imagery from 20%.
Imagery obtained from the scout flights were uploaded to cloud storage us-
ing the WiFi hotspot for access to the desktop server at the University of Illi-
nois Urbana-Champaign. Similar to the first iteration of the software archi-
tecture implementation, images were georeferenced using Mission Planner
corrected for fisheye distortion using cv2.undistort in Python 2.7 OpenCV,
and segmented into bounded objects using k-means and edge detection with
Python 2.7 OpenCV. The text file output from the Anomaly Detection mod-
ule was manually sorted in a CSV file using Microsoft Excel 2016 to determine
the top ten largest objects by minimum bounding rectangle size. The CSV
file of the ten POIs was transferred to MATLAB which automatically exe-
cuted the priority ranking heuristic, path planning algorithm, and conversion
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to an executable waypoint plan once receiving input. The corresponding in-
spection flights were flown on 11/24/2017, approximately 24 hours after each
of the corresponding scout flights. Each inspection flight captured ten im-
ages. The flight time for the inspection flight across Fields 1-4 were 3:45,
5:38, 3:34, and 6:51 respectively. In total, 28 acres of sugarcane fields were
covered yielding a turn around time of roughly 51 minutes per acre.
4.3.3 Third Iteration
Although the turn-around time per acre had been reduced by a factor of
2.6 in the second iteration of the experimental implementation of the soft-
ware architecture, further improvements were possible by automating more
processes previously requiring manual input. The distortion correction was
incorporated as an automatic pre-processing step for the k-means clustering
image segmentation. A pre-processing step for the priority ranking heuristic
was added in MATLAB to take the CSV file output from the anomaly de-
tection component and convert the CSV file into a MATLAB array for the
priority ranking heuristic to reference.
The third iteration of the implementation of the software architecture was
used for a flight over a seven acre soybean field near Ogden, IL (approx-
imate GPS coordinates: 40.115°N, 87.966°W). The scout flight was at an
altitude of 30 meters with 30% overlap and sidelap at a flight speed of five
meters per second. The scout flight covered the area in three minutes and ob-
tained 17 images. The imagery was uploaded to cloud storage using the Wifi
hotspot and then downloaded to the desktop computer at the University of
Illinois Urbana-Champaign via remote connection. The images were georef-
erenced using Mission Planner . Distortion correction, k-means clustering
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image segmentation, and bounding the resulting segmented objects was per-
formed automatically in a closed-loop process using OpenCV and Python
2.7. Next, with MATLAB r2016b, the output text file from the anomaly
detection component detailing the bounds of the POIs in each image was
parsed with the priority ranking heuristic to select the top ten POIs based
on minimum bounding rectangle size. Using the equations from Sections
4.2.2 and 4.2.5, the top ten POIs were converted from pixel coordinates to
GPS coordinates and the altitude in meters necessary to capture a given POI
in a single image was determined. These top ten POIs and the correspond-
ing altitudes were saved as an array for the genetic path planning algorithm
to reference for creating the shortest path. This shortest path was auto-
matically converted into an executable waypoint plan using the user-built
function, array2waypoints.m, for the inspection flight. The corresponding
inspection flight was then performed approximately 29.5 minutes later and
lasted for 3.5 minutes flying at a flight speed of five meters per second.
The total turn-around time of 33 minutes for this flight corresponded to a
total turn-around time of 4.7 minutes per acre. Even with improvement by
a factor of 10 compared to the second iteration and 28 compared to the first
iteration, full autonomy has yet to be realized and it is important to note
that the only remaining manual input in this third iteration is the following:
1. Selecting the area to scout and the parameters for the scout flight
(overlap, sidelap, altitude, and speed)
2. Setting up the UAS and beginning the flight
3. Downloading the imagery and telemetry log from the UAS
4. Georeferencing the imagery
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5. Manually calling the anomaly detection component (which automati-
cally runs the necessary pre-processing and algorithm functions)
6. Manually calling the path planning component (which automatically
runs the necessary pre-processing and algorithm functions)
7. Uploading the inspection flight waypoint plan and beginning the flight
Selecting the area, initial parameters, and beginning the scout flight mission
require manual input. The other steps are only necessary because of the use
of modules in different environments and devices affecting how the transfer
of data is performed. Integrating these modules into a single closed-loop
application would improve the turn-around time further by reducing the
amount of communication of data across devices.
4.4 Computational Load of the Algorithms
The major limiting factor for the experimental implementation of the soft-
ware architecture is the computational load of the algorithms. For the scout
flight and inspection flight to be carried out before returning to land, the
time allocated to analyzing imagery and planning the inspection flight needs
to be minimized. Otherwise, the UAS will need to return to land for manual
battery replacement which is a step down in autonomy. The computational
loads for each of the anomaly detection algorithms and the path planning
algorithm were measured across nine datasets of images. This consists of
measuring the runtime and working memory load of the algorithms on a
given device. Working memory is physical memory (or memory in RAM)
that is used by computational processes. Exceeding the amount of available
working memory on a device results in significant increases in runtime of all
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processes [80]. The peak memory usage increase, The peak memory usage
increase, maximum working set of allocated (MWSA) memory, the total run-
time, and the average computation time per image were measured. The peak
memory usage increase in Mebibytes (MiB) is the maximum increase in allo-
cated working memory at a single instance of time. The maximum working
set of allocated (MWSA) memory is the maximum value of total physical
memory in units of MiB allocated only for the respective algorithm during
its execution at a given instance of time. The runtime is the total time in sec-
onds required for the algorithm’s execution for a given dataset. The average
time per image was calculated by dividing the runtime of the specific dataset
by the number of images in the given dataset. This calculation makes the
runtime of each algorithm over several datasets comparable. Measuring the
memory load for the Anomaly Detection algorithms in Python 2.7 and the
Path Planning algorithm in MATLAB r2016b was completed using memory
profilers. However, both memory profilers slow the runtime when used to
observe the memory load during computation. Thus, runtime was measured
separately without using the memory profilers.
The memory load for algorithms written in Python (K-Means with K=3
and DP K-Means) were tracked using version 0.52.0 of the memory profiler
package. The package’s executable command mprof [81] was used to record
memory usage over time in 0.1 second intervals. Specifically, it recorded
the peak working memory usage and the maximum working set of allocated
(MWSA) memory. The runtime was measured without the memory profiler
by logging the time when the function was first called and when it finished.
MATLAB Version r2016b has a built-in profiler that can be called to pro-
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vide a cursory view of the memory usage. However, this profiler does not
provide a view of the private working set of allocated memory at a single
moment of time. It only provides an overreaching view with little details of
the allocated memory over time. Because of this, a timer class object was
used to measure MATLAB memory usage over 0.1 second intervals during
the execution of the genetic path planning algorithm in MATLAB.
Similarly to the Python memory profiler, the runtime was measured with-
out using the memory profiler by logging the time when the function was
first called and when it finished.
4.5 Anomaly Detection Behavior
Anomalous regions were determined using k-mean clustering algorithms with
the priority ranking heuristic. The intermediate clustered images and result-
ing anomalous objects were produced in test runs that did not involve mea-
suring runtime or memory load. This was done to observe how the anomaly
detection module segmented imagery and detect anomalies without adding
to the computational load.
The pixels containing Hue-Saturation values corresponding to a specific
cluster are isolated in a given image by removing pixels whose Hue-Saturation
values do not belong to the respective cluster. For example, the image of a
soybean field near Ogden, Illinois seen in Fig. 4.7 was segmented into three
clusters that isolated the following: Soybean and the grass at the edge of the
field; Gaps in the soybean field where heavy corn residue is visible; A road
at the bottom right corner of the image.
Using the Python 2.7 OpenCV function, cv2.findcontours, the contours of
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Figure 4.7: An example of clustering from an image of a soybean field
near Ogden, IL. Cluster k=1 consists of pixels that consist mostly of the
soybean plants and some grass at the edge of the field. Cluster k=2 consists
of corn residue and the ditch next to the field. Cluster k=3 consists of the
road in the bottom right corner of the image.
all the segmented features in each clustered image were found. Using the
list of points for each contour found, a minimum bounding rectangle was
calculated. In Fig. 4.8, from the second cluster of the image in Fig. 4.7 the
contours and corresponding minimum bounding rectangles were found and
drawn on the clustered image. Contours of “holes” in the clustered image
were also found when using cv2.findcontours. A “hole” in an image refers to
a blank region of pixels (with value zero in an image) surrounded by non-
zero pixels. The priority ranking heuristic selected the ten largest minimum
bounding rectangles as anomalous features for further inspection. The corre-
sponding contour and minimum bounding rectangle were then drawn on the
original image in blue and red respectively, as shown in Fig. 4.8.
With these output intermediate images, trends in anomaly detection for
the priority ranking heuristic in conjunction with the clustered imagery using
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both the constant k-means (k=3) and DP k-means algorithms were observed.
The observation of this behavior was guided by the following questions:
 What is being segmented in the clustered imagery?
 What type of features are being selected as an anomaly?
 What are the major characteristics of a given set of imagery?
 Does noise in the image or other external seem to affect the clustering
significantly?
 Does the anomaly detection perform better for certain types of datasets?
 Is there an advantage to using either fixed k-means (k=3) or DP k-
means for this image or set of imagery?
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Figure 4.8: Example of bounded image that was identified as an anomaly.
The largest object outlined in green consisted of gaps in the field of soybean
where noticeable corn residue and tire tracks are seen, along with part of
the ditch next to the field.
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CHAPTER 5
Results & Discussions
The first section outlines which path planning algorithm was used based
on a comparison of computation time and travel time. The second section
discusses the field trials and development of the experimental implementation
of the software architecture. The third section presents the results of the
computational load measurements across nine datasets for the algorithms
used including fixed k-means (k=3) clustering, DP k-means clustering, and
the genetic path planning algorithm. In the final section, the behavior of the
anomaly detection algorithms in regards to finding anomalies in imagery is
discussed qualitatively.
5.1 Path Planning Travel Time Comparison
The average computation times of the genetic path planning algorithm were
3.22, 3.22, and 3.83 seconds for 10, 20, and 50 points respectively. However,
the nearest-neighbor algorithm’s solution has an average computation time
in the hundredths and millionths of seconds for 10, 20, and 50 points. This
resulted in instances where the total travel time, which includes computa-
tion time, along the path from the genetic algorithm’s solution was equal to
or longer than that of nearest neighbor search’s solution. The travel time
percent quality difference (PQD) showed that at only 10 points, the average
travel time when using the genetic algorithm was 3.09% faster than the travel
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time using greedy nearest neighbor search. For 20 and 50 points the average
travel time of the genetic algorithm was 11.74% and 18.64% faster.
The number of times the genetic algorithm was the better solution was also
recorded. At 10 points, the genetic solver’s solution yielded a shorter travel
time 57% of the time across 1000 reps. As the number of points increased,
the travel time of the genetic solver’s solution yielded a faster travel-time
than the nearest neighbor solution 92.8% and 96.8% of the time for 20 and
50 points respectively across 1000 reps. Based off of the comparison in travel
time, the genetic path planning algorithm was chosen because the computa-
tion time was sufficient for practical implementation (under 30 seconds) and
provided better solutions than the greedy nearest neighbor algorithm.
Table 5.1: Statistics for the comparison of travel time, distance, and the
computation times (seconds) of the original Genetic Path Planning
Algorithm and Nearest Neighbor Search Algorithm for sets of 10, 20, and
50 points randomly distributed along a Uniform Distribution. (Q1 = 1st
Quartile, Q2 = Median, Q3 = 3rd Quartile)
Travel Time PQD NN Comp Time (ms) GA Comp Time (s)
#
Pts
10 20 50 10 20 50 10 20 50
Max 57.30% 66.41% 57.32% 28.7 1.63 6.27 18.54 4.79 8.51
Q3 5.53% 17.23% 25.75% 0.609 0.792 1.79 3.23 3.33 3.89
Q2 0.91% 9.55% 17.62% 0.477 0.761 1.71 2.97 3.21 3.73
Q1 -2.46% 4.34% 10.21% 0.452 0.731 1.64 2.86 3.08 3.59
Min -11.01% 10.27% 11.71% 0.400 0.0897 0.316 1.85 0.21 0.49
Avg 3.09% 11.74% 18.64% 0.605 0.773 1.78 3.22 3.22 3.83
StDev 8.06% 10.27% 11.71% 1.01 0.0897 0.316 0.87 0.21 0.49
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5.2 Field Trials
The first iteration determined whether the work flow in the proposed design
was feasible in practice. The design was successful in implementing the work
flow and identifying points of interest to investigate further in an inspection
flight. However, the resulting turn-around time was 135 minutes per acre
which needed to be improved upon if the design was to be used in practical
applications.
The second iteration utilized a WiFi hotspot to reduce the time of upload-
ing imagery to the cloud for analysis on servers of the University of Illinois
Urbana-Champaign. In addition to this, automating the priority ranking and
the conversion of the shortest path plan into an executable waypoint plan
decreased overall turn-around time to 51 minutes per acre.
The third iteration utilized a fully automated anomaly detection module
and path planning module. This included processing of the imagery for
distortion correction in the anomaly detection module. The automated path
planning module was realized by adding a pre-processing step for the priority
ranking heuristic. Therefore, the only manual input required was transferring
output of the anomaly detection module to the path planning module. This
resulted in a reduced total turn-around time of 4.7 minutes per acre.
5.3 Computational Load of the Algorithms
The computational loads for each of the anomaly detection algorithms and
the path planning algorithm are shown in Table 5.2 and Table 5.3 respec-
tively. The peak memory usage increase in Mebibytes (MiB) is the maximum
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increase in allocated memory at one instant (over a 0.1 second interval) of
time. The maximum working allocated set of memory (MWSA) is the max-
imum value of the physical memory in units of Mebibytes reserved for the
respective anomaly detection algorithm. The runtime is the total time in sec-
onds required for the algorithm to complete analysis of the data in a given
dataset. The mean runtime per image is calculated by dividing the runtime
of a given dataset by the number of images in the given dataset.
Shown in Table 5.2, the fixed k-means algorithm (with k=3 means) has
a faster runtime and lower memory load than DP k-means. One probable
cause of this is the use of OpenCV in Python 2.7 for running fixed k-means
with the cv2.kmeans command, but not in the DP k-means algorithm. DP
k-means was executed using a Python 2.7 application of the algorithm de-
veloped by Vadim Smolyakov [75]. This application of DP k-means did not
include OpenCV packages, which could process the data and imagery more
efficiently. This could explain the significantly largermaximum private work-
ing set of allocated memory for DP k-means in comparison to fixed k-means.
At the most, DP k-means was allocated 2916.26 MiB of private working
memory. This is over 3.75 times larger than the maximum allocated private
working memory observed for fixed k-means at 777.12 MiB. Fixed k-means
memory allocation was consistent while DP k-means varied due to DP k-
means identifying a variable amount of clusters in a given image rather than
a fixed number of clusters. The mean runtime per image measured across all
datasets was 78.20 seconds per image. This is over ten times larger than the
mean runtime per image of 7.56 seconds on average for fixed k-means.
The computational load of the path planning algorithm was measured us-
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ing a timer object to record the working memory allocation over 0.1 second
intervals. In Table 5.3, the maximum value for the measured WSA was
1214.75 MiB and the average was 1212.84 MiB. Part of this value was the
memory that MATLAB already pre-allocates to its local process on a device,
not including when the path planning algorithm or other MATLAB scripts
are performed. The maximum runtime recorded for the path planning algo-
rithm was 7.37 seconds and the average was 4.61 seconds.
Table 5.2: Statistics of the computational load for the Algorithms: Fixed
K-Means (Km) and Dirichlet Process K-Means (DPKm). “MWSA Mem” is
the Maximum Working Set Allocated Memory to the processes.
Peak Mem Increase (MiB) MWSA Mem(MiB) Runtime(s) MeanRuntime
Image
(s)
ALG Km DPKm Km DPKm Km DPKm Km DPKm
Max 169.71 373.61 777.12 2916.26 370.21 4974.36 9.64 127.55
Q3 148.46 368.95 776.84 2080.41 297.83 2418.13 8.09 101.34
Q2 145.04 367.24 776.76 2023.98 140.95 1651.78 7.65 74.28
Q1 143.20 348.94 776.63 1960.14 119.02 882.18 7.15 57.71
Min 137.33 327.14 776.47 1850.43 38.57 398.82 4.70 33.96
Avg 146.87 357.48 776.75 2100.80 193.14 2022.91 7.56 78.20
StDev 7.95 16.87 0.17 287.48 110.10 1513.59 1.17 29.69
5.4 Anomaly Detection Algorithms
Behavior
The purpose of the algorithms used in the anomaly detection module was
to help complete development of the software architecture with the under-
standing that in the future, these algorithms could be replaced with other
algorithms for different use-cases. K-means clustering is widely used for
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Table 5.3: Statistics of the computational load for the Path Planning
Algorithm. “MWSA Mem” is the Maximum Working Set of Allocated
Memory to the process.
Peak Mem Increase (MiB) MWSA Mem (MiB) Runtime(s)
Max 0.86 1214.75 7.37
Q3 0.39 1213.64 6.16
Q2 0.33 1213.19 4.45
Q1 0.26 1212.81 3.05
Min 0.12 1209.94 2.09
Avg 0.35 1212.84 4.61
StDev 0.16 1.28 1.75
image segmentation [82] which is advantageous for object oriented feature
detection. For the purpose of this thesis, the fixed k-means and Dirichlet
Process k-means algorithms were used for differentiating vegetation from soil
and other background features.
Areas segmented in the clustered imagery could include thin and dense
vegetation, wet and dry soil, and occasionally non-field objects such roads,
buildings and vehicles. Anomalies included planting gaps, spaces between
plots, and variations of plant coloration. Imagery from the early part of the
growing season, when plants had just emerged or began to mature, consisted
mainly of bare soil. Imagery from later in the season consisted of denser
crop canopies and occasional gaps in these canopies. Some sets of imagery
had noticeable sunspots that affected the quality of the image segmentation.
Observing the segmented imagery, anomaly detection with k-means cluster-
ing algorithms performs better with imagery of crops that are noticeably
discernible from the given flight altitude and does not contain noticeable
sunspots.
52
An example of differentiating vegetation from soil is demonstrated in Fig.
5.1, an image of a soybean test field in mid-June 2017 near Armstrong, Illi-
nois (approximate GPS coordinates: 40.322°N 87.881°W) captured from an
altitude of 30 meters above ground level. Another example of differentiation
between vegetation and soil is shown in Fig. 5.2. This image was captured
over a corn field near Savoy, IL (approximatea GPS coordinates: 40.046°N
88.233°W) from 50 meters above ground level. Using k-means clustering, the
image was segmented into two corresponding clusters. Cluster k=2 consisted
of a large gap in the field showing bare soil where flooding had damaged or
destroyed younger corn plants earlier in the season. Cluster k=1 is the rest
of the field within the image, except for the major gaps in the field.
Figure 5.1: Anomaly detection algorithm identified most of the soil
between the plots as the anomaly.
Regarding differences in plant colorations, Fig. 5.3 shows the scout flight
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Figure 5.2: Finding plant gaps in mid-season corn by differentiating soil
and vegetation. The middle image is the original image after distortion
correction. The top image consists of pixels corresponding to cluster k=2,
which segmented portions of the image containing field gaps. The bottom
image consists of pixels in cluster k=1, which consists mostly of the corn in
the rest of the image and excludes the noticeable field gap.
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image and corresponding inspection flight image of a corn field near Ogden,
IL. In the scout flight image, lighter green (almost greenish-yellow) corn can
be seen at the top of the image. For comparison, the inspection flight image
is shown as well.
Sunspots refer to pixels in an image that have a higher intensity or bright-
ness because of the glare of the sun on the surface. Sunspots had a significant
effect on the anomaly detection module results and was even classified as an
anomaly in certain cases. Examples of sunspots in imagery classified as an
anomaly by the anomaly detection algorithms are shown in Fig. 5.4.
The algorithms used were able to identify easily detectable features, such
as gaps in the field, thus allowing the entire module to be developed and
incorporated into an experimental implementation of the software architec-
ture.
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Figure 5.3: Scout flight (top) and corresponding low altitude inspection
flight (bottom) images for a corn field near Ogden. Note the light green
corn at the top of the anomaly boundary in the scout flight image and its
location on the right half of the corresponding inspection flight image.
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Figure 5.4: Sunspots identified as anomalies in an image. Sunspots
increase the intensity of the pixels which affects the Hue-Saturation-Values
of the respective pixels.
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CHAPTER 6
Conclusions
This thesis has demonstrated that the proposed software architecture imple-
menting a two-phase flight with real-time analysis is feasible and can help
to reduce turn-around time. By identifying areas of concern from a higher
altitude and carrying out a secondary flight for closer inspection at a lower
altitude, full coverage of the field with low resolution high altitude imagery
is obtained while also providing targeted low altitude imagery. From the
first iteration to final iteration of the experimental implementation of the
software architecture, turn-around time was reduced from 135 minutes per
acre to 4.7 minutes per acre. A major limiting factor from scaling this to
much larger fields is the anomaly detection algorithm. Considering the av-
erage runtime in seconds per image for fixed k-means and DP k-means (7.56
and 78.20 seconds respectively), with just ten photos the runtime is over a
minute for fixed k-means and over an hour for DP k-means. This makes
implementation of this architecture in a single two phase flight difficult to
achieve. Along with improving the computation time, the ranking heuristic
needs to be modified and improved if the ability for k-means clustering algo-
rithms to differentiate objects in an image is to be used adequately. However,
the overall software architecture supports a multi-resolutional crop scouting
system with UAS that can provide a quick turn-around time in comparison
to current methods of scouting. With improvement to the ranking heuristic
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for the anomaly detection and overall runtime of the algorithms, this could
prove to be a valuable tool towards crop scouting and crop monitoring.
6.1 Future Work
Future work could explore replicating the algorithms in a true closed-loop
process on a single device for all modules of the software architecture: the sur-
vey flight, anomaly detection, path planning, and investigative flight. This
single device would ideally be a smart device that a user could utilize to
manually plan the survey flight and then allow the anomaly detection, path
planning, and investigative flight to occur autonomously off-line. This would
save valuable time by eliminating the need for manually downloading imagery
to a computer and manually uploading the inspection flight plan to the UAS.
59
CHAPTER 7
REFERENCES
[1] N. Suzuki, R. M. Rivero, V. Shulaev, E. Blumwald, and R. Mittler, “Abi-
otic and biotic stress combinations,” New Phytologist, vol. 203, no. 1,
pp. 32–43, 2014.
[2] V. Ramegowda and M. Senthil-Kumar, “The interactive effects of simul-
taneous biotic and abiotic stresses on plants: mechanistic understanding
from drought and pathogen combination,” Journal of plant physiology,
vol. 176, pp. 47–54, 2015.
[3] F. Fishel, W. C. Bailey, M. L. Boyd, W. G. Johnson, M. H. O’Day,
L. Sweets, and W. J. Wiebold, “Introduction to crop scouting,” Exten-
sion publications (MU), 2009.
[4] D. E. Clay, C. G. Carlson, and K. Dalsted, IGrow Wheat: Best Manage-
ment Practices for Wheat Production. South Dakota State University,
College of Agriculture and Biological Sciences, 2012.
[5] C. Dewey, “This miracle weed killer was supposed to save farms. instead,
it’s devastating them.” Aug 2017.
[6] M. Bagavathiannan, J. Norsworthy, R. Scott, and T. Barber, “The
spread of herbicide-resistant weeds: what should growers know,” Agri-
culture and Natural Resources, FSA, vol. 2171, 2013.
[7] J. Daniels, “Agricultural damage from hurricane michael forecast to top
$ 1.3 billion, led by cotton and pecans,” CNBC, Oct 2018.
[8] M. Studios, “Wind damage in corn agrigold - planting corn after a failed
wheat crop,” Jun 2016.
[9] A. Szyniszewska, “Invasive species & climate change,” Climate Institute,
Dec 2009.
[10] P. Lottes, R. Khanna, J. Pfeifer, R. Siegwart, and C. Stachniss, “Uav-
based crop and weed classification for smart farming,” 05 2017.
[11] J. Gago, S. Martorell, M. Toma`s, B. Millan, R. J, M. Ruiz, S. R,
J. Tardaguila, G. J, M. Conesa, E. P, C. J, M. Ribas-Carbo, and
J. Flexas, “High-resolution aerial thermal imagery for plant water status
assessment in vineyards using a multicopter-rpas,” 08 2013.
60
[12] F. Garcia-Ruiz, S. Sankaran, J. M. Maja, W. S. Lee, J. Rasmussen, and
R. Ehsani, “Comparison of two aerial imaging platforms for identifica-
tion of huanglongbing-infected citrus trees,” Computers and Electronics
in Agriculture, vol. 91, pp. 106–115, 2013.
[13] J. Lindblom, C. Lundstrom, M. Ljung, and A. Jonsson, “Promoting
sustainable intensification in precision agriculture: review of decision
support systems development and strategies,” Precision Agriculture, 12
2016.
[14] N. Miller, T. Griffin, J. Bergtold, I. Ciampitti, and A. Sharda, “Farmers’
adoption path of precision agriculture technology,” Advances in Animal
Biosciences, vol. 8, pp. 708–712, 07 2017.
[15] G. Sylvester, “E-agriculture in action: Drones for agriculture,” Food and
Agriculture Organization of the United Nations and the International
Telecommunication Union, Tech. Rep., 2018.
[16] “Agriculture drones and software,” 2018. [Online]. Available: https:
//www.dronedeploy.com/
[17] “Precisionhawk,” 2018. [Online]. Available: https://www.
precisionhawk.com/
[18] “Agriculture drones and software,” 2018. [Online]. Available: https:
//www.sensefly.com/
[19] T. Hengl, “Finding the right pixel size,” Computers & Geosciences,
vol. 32, pp. 1283–1298, 11 2006.
[20] J. Torres-Sa´nchez, F. Lo´pez-Granados, A. I. De Castro, and J. M.
Pen˜a-Barraga´n, “Configuration and specifications of an unmanned
aerial vehicle (uav) for early site specific weed management,” PLOS
ONE, vol. 8, no. 3, pp. 1–15, 03 2013. [Online]. Available:
https://doi.org/10.1371/journal.pone.0058210
[21] F.-J. Mesas-Carrascosa, M. Garc´ıa, J. De Larriva, and A. Garc´ıa-Ferrer,
“An analysis of the influence of flight parameters in the generation of
unmanned aerial vehicle (uav) orthomosaicks to survey archaeological
areas,” Sensors (Switzerland), vol. 16, no. 11, 2016, cited By 11.
[Online]. Available: https://www.scopus.com/inward/record.uri?eid=
2-s2.0-84994766904&doi=10.3390%2fs16111838&partnerID=40&md5=
2a61e1407efaf81c0b52be92966dc54f
[22] “2018 drone comparison chart,” Dec 2016. [Online]. Available:
https://www.thedronechart.com/
61
[23] DroneDeploy, “Choosing the right mapping drone for your business part
i: Multi-rotor vs. fixed wing aircraft,” Jun 2017. [Online]. Available:
https://blog.dronedeploy.com
[24] D. Mulla and R. Khosla, “Historical evolution and recent advances in
precision farming,” Soil-Specific Farming Precision Agriculture, pp. 1–
35, 2016.
[25] D. Franzen, “Site specific farming 1: What is site-specific farming?”
2008.
[26] D. Rossman, “The importance of scouting your fields,” 2012.
[Online]. Available: https://www.canr.msu.edu/news/the importance
of scouting your fields
[27] M. Binns, “Sampling insect populations for the purpose of ipm decision
making,” Annu. Rev. Entomol, vol. 427, p. 53, 1992.
[28] S. J. Jones, D. H. Gent, S. J. Pethybridge, and F. S. Hay, “Spatial
characteristics of white mould epidemics and the development of
sequential sampling plans in australian bean fields,” Plant Pathology,
vol. 60, no. 6, pp. 1169–1182, 2011. [Online]. Available: https:
//onlinelibrary.wiley.com/doi/abs/10.1111/j.1365-3059.2011.02466.x
[29] F. A. Pavlu and J. P. Molin, “A sampling plan and spatial distribu-
tion for site-specific control of sphenophorus levis in sugarcane,” Acta
Scientiarum. Agronomy, vol. 38, no. 3, pp. 279–287, 2016.
[30] J. Nowatzki, R. Andres, and K. Kyllo, “Agricultural remote sensing
basics,” 2004.
[31] G. Yang, J. Liu, C. Zhao, Z. Li, Y. Huang, H. Yu, B. Xu, X. Yang,
D. Zhu, X. Zhang et al., “Unmanned aerial vehicle remote sensing for
field-based crop phenotyping: Current status and perspectives,” Fron-
tiers in Plant Science, vol. 8, 2017.
[32] S. Jay, B. Frederic, D. Dutartre, G. Malatesta, S. He´no, A. Comar,
M. Weiss, and F. Maupas, “Exploiting the centimeter resolution of uav
multispectral imagery to improve remote-sensing estimates of canopy
structure and biochemistry in sugar beet crops,” Remote Sensing of
Environment, 09 2018.
[33] “Worldview-3 satellite DS-WV3 data sheet,” January 2013, Digital
Globe.
62
[34] A. C. Watts, J. H. Perry, S. E. Smith, M. A. Burgess, B. E. Wilkinson,
Z. Szantoi, P. G. Ifju, and H. F. Percival, “Small unmanned aircraft
systems for low-altitude aerial surveys,” The Journal of Wildlife
Management, vol. 74, no. 7, pp. 1614–1619, 9 2010. [Online]. Available:
https://doi.org/10.1111/j.1937-2817.2010.tb01292.x
[35] A. Matese, P. Toscano, S. Di Gennaro, L. Genesio, F. Vaccari, J. Prim-
icerio, C. Belli, A. Zaldei, R. Bianconi, and B. Gioli, “Intercomparison
of uav, aircraft and satellite remote sensing platforms for precision viti-
culture,” Remote Sensing, vol. 7, no. 3, pp. 2971–2990, 2015.
[36] “Dji phantom 4 uas.” [Online]. Available: https://www.dji.com/
phantom-4
[37] U. Hacizade and I. Kaya, “Ga based traveling salesman problem
solution and its application to transport routes optimization,”
IFAC-PapersOnLine, vol. 51, no. 30, pp. 620 – 625, 2018, 18th
IFAC Conference on Technology, Culture and International Stability
TECIS 2018. [Online]. Available: http://www.sciencedirect.com/
science/article/pii/S2405896318328921
[38] J. S. Arora, “16 - genetic algorithms for optimum design,” in
Introduction to Optimum Design (Second Edition), second edition ed.,
J. S. Arora, Ed. San Diego: Academic Press, 2004, pp. 531 – 542.
[Online]. Available: http://www.sciencedirect.com/science/article/pii/
B9780120641550500161
[39] K. Sundar and S. Rathinam, “Algorithms for routing an unmanned
aerial vehicle in the presence of refueling depots.” IEEE Trans. Au-
tomation Science and Engineering, vol. 11, no. 1, pp. 287–294, 2014.
[40] R. L. Galvez, E. P. Dadios, and A. A. Bandala, “Path planning for
quadrotor uav using genetic algorithm,” in Humanoid, Nanotechnology,
Information Technology, Communication and Control, Environment and
Management (HNICEM), 2014 International Conference on. IEEE,
2014, pp. 1–6.
[41] H. Abdulkarim and I. F Alshammari, “Comparison of algorithms for
solving traveling salesman problem,” International Journal of Engineer-
ing and Advanced Technology, vol. ISSN, p. 2249 – 8958, 08 2015.
[42] M. Neme´nyi, P. Mesterha´zi, Z. Pecze, and Z. Ste´pa´n, “The role of gis
and gps in precision farming,” Computers and Electronics in Agriculture,
vol. 40, no. 1-3, pp. 45–55, 2003.
[43] L. L. Hill, Georeferencing: The Geographic Associations of Information
(Digital Libraries and Electronic Publishing). The MIT Press, 2006.
63
[44] G. B. Ladd, A. Nagchaudhuri, T. J. Earl, M. Mitra, P. Anne, and
G. Bland, “Rectification, georeferencing, and mosaicking of images ac-
quired with remotely operated aerial platforms,” in American Society
for Photogrammetry and Remote Sensing, 01 2006.
[45] S. Verykokou and C. Ioannidis, “Oblique aerial images: a review
focusing on georeferencing procedures,” International Journal of
Remote Sensing, vol. 39, no. 11, pp. 3452–3496, 2018. [Online].
Available: https://doi.org/10.1080/01431161.2018.1444294
[46] “Geotagging images with mission planner — copter documenta-
tion,” 2019. [Online]. Available: http://ardupilot.org/copter/docs/
common-geotagging-images-with-mission-planner.html
[47] “How can i remove the distortion (fisheye) effect in gopro studio?”
2019. [Online]. Available: https://gopro.com/help/articles/How To/
How-Can-I-Remove-the-Distortion-Fisheye-Effect-in-GoPro-Studio
[48] R. Kingslake, A History of the Photographic Lens, 1st ed. Academic
Press, 1989.
[49] H. Horenstein, Black and White Photography: A Basic Manual. Little
Brown & Company, 2005.
[50] J. Jedlicˇka and M. Potuckova, “Correction of radial distortion in digital
images,” 01 2007.
[51] S. A. Burney and H. Tariq, “K-means cluster analysis for image segmen-
tation,” International Journal of Computer Applications, vol. 96, no. 4,
2014.
[52] B. Kulis and M. I. Jordan, “Revisiting k-means: New algorithms via
bayesian nonparametrics,” arXiv preprint arXiv:1111.0352, 2011.
[53] T. Blaschke, C. Burnett, and A. Pekkarinen, Image Segmentation
Methods for Object-based Analysis and Classification. Dordrecht:
Springer Netherlands, 2004, pp. 211–236. [Online]. Available: https:
//doi.org/10.1007/978-1-4020-2560-0 12
[54] T. Blaschke, “Object based image analysis for remote sensing,” ISPRS
Journal of Photogrammetry and Remote Sensing, vol. 65, no. 1, pp. 2
– 16, 2010. [Online]. Available: http://www.sciencedirect.com/science/
article/pii/S0924271609000884
64
[55] T. Blaschke, G. J. Hay, M. Kelly, S. Lang, P. Hofmann, E. Addink,
R. Q. Feitosa, F. van der Meer, H. van der Werff, F. van
Coillie, and D. Tiede, “Geographic object-based image analysis –
towards a new paradigm,” ISPRS Journal of Photogrammetry and
Remote Sensing, vol. 87, pp. 180 – 191, 2014. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S0924271613002220
[56] C. Mythili and V. Kavitha, “Color image segmentation using erkfcm,”
International Journal of Computer Applications, vol. 41, no. 20, 2012.
[57] S. Sural, , and S. Pramanik, “Segmentation and histogram generation
using the hsv color space for image retrieval,” in Proceedings. Interna-
tional Conference on Image Processing, vol. 2, Sep. 2002, pp. II–II.
[58] K. B. Shaik, P. Ganesan, V. Kalist, B. Sathish, and J. M. M. Jenitha,
“Comparative study of skin color detection and segmentation in hsv and
ycbcr color space,” Procedia Computer Science, vol. 57, pp. 41–48, 2015.
[59] A. Jurio, M. Pagola, M. Galar, C. Lopez-Molina, and D. Paternain,
“A comparison study of different color spaces in clustering based image
segmentation,” vol. 81, 06 2010, pp. 532–541.
[60] G. Ruiz-Ruiz, J. Go´mez-Gil, and L. Navas-Gracia, “Testing
different color spaces based on hue for the environmentally adaptive
segmentation algorithm (easa),” Computers and Electronics in
Agriculture, vol. 68, no. 1, pp. 88 – 96, 2009. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S0168169909000738
[61] J. Torres-Sa´nchez, F. Lo´pez-Granados, and J. Pen˜a, “An automatic
object-based method for optimal thresholding in uav images:
Application for vegetation detection in herbaceous crops,” Computers
and Electronics in Agriculture, vol. 114, pp. 43 – 52, 2015.
[Online]. Available: http://www.sciencedirect.com/science/article/pii/
S0168169915001052
[62] A. K. Jain, “Data clustering: 50 years beyond k-means,” Pattern
Recognition Letters, vol. 31, no. 8, pp. 651 – 666, 2010, award winning
papers from the 19th International Conference on Pattern Recognition
(ICPR). [Online]. Available: http://www.sciencedirect.com/science/
article/pii/S0167865509002323
[63] D. J. Bora, A. K. Gupta, and F. A. Khan, “Comparing the performance
of l* a* b* and hsv color spaces with respect to color image segmenta-
tion,” arXiv preprint arXiv:1506.01472, 2015.
[64] G. Chen, H. Zhang, and C. Xiong, “Maximum margin dirichlet process
mixtures for clustering,” in Thirtieth AAAI Conference on Artificial
Intelligence, 2016.
65
[65] 2011. [Online]. Available: https://dictionary.cambridge.org/us/
dictionary/english/end-to-end
[66] P. A. Bernstein, “Middleware: A model for distributed system
services,” Commun. ACM, vol. 39, no. 2, pp. 86–98, Feb. 1996. [Online].
Available: http://doi.acm.org/10.1145/230798.230809
[67] J. Stockton, “Modular autopilot design and development featuring
bayesian non-parametric adaptive control,” Ph.D. dissertation, Okla-
homa State University, 2014.
[68] E. Pastor, C. Barrado, P. Royo, J. Lo´pez Rubio, E. Santamaria, and
X. Prats Menendez, “An architecture for the seamless integration of uas
remote sensing missions,” 01 2011.
[69] P. Doherty and P. Rudol, “A uav search and rescue scenario with human
body detection and geolocalization,” in Australasian Joint Conference
on Artificial Intelligence. Springer, 2007, pp. 1–13.
[70] A. W. Brown, B. E. Franklin, and J. G. Estabrook, “Sensor processing
and path planning framework for a search and rescue uav network,”
2012.
[71] B. Hazim Younus Alsalam, K. Morton, D. Campbell, and L. Gonza-
lez, “Autonomous uav with vision based on-board decision making for
remote sensing and precision agriculture,” 03 2017, pp. 1–12.
[72] A. Hinas, J. M Roberts, and L. Gonzalez, “Vision-based target find-
ing and inspection of a ground target using a multirotor uav system,”
Sensors (Basel, Switzerland), vol. 17, 12 2017.
[73] J. Sun, B. Li, Y. Jiang, and C.-y. Wen, “A camera-based target detec-
tion and positioning uav system for search and rescue (sar) purposes,”
Sensors, vol. 16, no. 11, p. 1778, 2016.
[74] “Gopro hero 4 field of view information,” 2019. [On-
line]. Available: https://gopro.com/help/articles/Question Answer/
HERO4-Field-of-View-FOV-Information
[75] V. Smolyakov, “Dirichlet Process K-means,” Jan. 2018. [On-
line]. Available: https://github.com/vsmolyakov/DP means/tree/
7f9199adce494c9931d2e8791b6b6aba29619a11/python
[76] B. Shylaja, “From navigation to star hopping: forgotten formulae,” Res-
onance, vol. 20, no. 4, pp. 352–359, 2015.
[77] R. Sinnott, “Virtues of the haversine,” Sky and Telescope, 1984.
66
[78] P. E. Black, “Greedy algorithm,” Dictionary of Algorithms and Data
Structures, vol. 2, 2005.
[79] J. Kirk, “Traveling Salesman Problem - Genetic Algorithm,” May
2014. [Online]. Available: https://www.mathworks.com/matlabcentral/
fileexchange/13680-traveling-salesman-problem-genetic-algorithm
[80] G.-P. D. Musumeci and M. Loukides, System Performance Tuning: Help
for Unix Administrators. ” O’Reilly Media, Inc.”, 2002.
[81] F. Pedregosa and P. Gervais, “Python Memory Profiler,” Jan.
2019. [Online]. Available: https://github.com/pythonprofilers/memory
profiler
[82] A. Chitade and S. Katiyar, “Color based image segmentation using k-
means clustering,” International Journal of Engineering Science and
Technology, vol. 2, 10 2010.
67
APPENDIX A
Genetic Algorithm Parameter Anal-
ysis
The genetic path planning algorithm was used to solve the Traveling Sales-
man Problem for 10, 20, and 50 points with population sizes of 100, 200, and
500 to observe the effect of these parameters on the quality of the solution
and computation time.
The computation time of the genetic algorithm for each combination of
population size and number of points is shown in Fig. A.2. As both points
increase and population size increase, so does the computation time. As
seen in this figure, the population size has a noticeable influence on the
computation time.
The number of iterations necessary for the genetic algorithm to converge
on a solution increases as the number of points increases as seen in Fig. A.1.
Regardless of the number of points, the number of iterations decreases as the
population size increases.
Fig. A.3 shows that in almost every instance where the population of 100
was used, its respective travel time was the least compared to that of the
same points with population sizes of 200 and 500.
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Figure A.1: Minimum Iterations
Figure A.2: Computation time for each combination of population size
and number of points in the genetic algorithm
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Figure A.3: Percent Quality Difference in Travel Time for different
combinations of gene population size and the number of points compared to
sets of points with population size 100 as the reference
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APPENDIX B
Aerial Imagery Datasets
Table B.1: Description of aerial imagery datasets examined.
Location Date Images Altitude Acres Subject
Edgard, LA 11/24/2016 6 30m 4 Sugarcane
Edgard, LA 11/24/2016 20 30m 10 Sugarcane
Savoy, IL 9/26/2017 25 30m 9 Sorghum
Urbana, IL 7/12/2017 33 30m 8 Corn
Urbana, IL 7/12/2017 40 30m 8 Soybean
East of St. Joseph, IL 9/19/2016 47 30m 32 Soybean
Urbana, IL 6/21/2017 79 15m 8 Soybean
Urbana, IL 7/13/2017 87 15m 8 Corn
Edgard, LA 11/22/2016 20 30m 12 Sugarcane
Urbana, IL 7/26/2017 40 30m 8 Corn
North of Ogden, IL 6/18/2018 17 30m 7 Soybean
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