The measurement of the efficiency of some selection or process is always an important part of the analysis of experimental data. The statistical techniques needed to determine the efficiency and its uncertainty are reviewed, based on the use of the Bayes' theorem. Uniform and non-uniform priors are considered in two real-life examples. The use of the uncertainties in practical cases is also considered, together with the problem of combining different samples. "Pathological" cases are also addressed, in which non-unit weights or nonindependent selections have been used to fill the histograms. The use of the family of Beta distributions is illustrated in the examples, making use of its conjungate property for binomial sampling (if the prior belongs to such family, the posterior is also a Beta distribution). Finally, we recommend to specify the Beta parameters of prior and posterior as the best way of communicating efficiencies.
Introduction
There are two cases in which we are interested into measuring an efficiency: either we want to select a subset of all measured events that correspond to some criterion, or we want to measure the work done by some device as function of the input energy. In both cases, we take the ratio between two homogeneous quantites, so that the efficiency is a dimensionless number, interpreted as a probability.
The efficiency of a selection is interpreted as the probability that a given fraction of the initial events pass the selection. The efficiency of a process is interpreted as the probability that a given fraction of the input quantity (usually energy) is returned as output of the device (usually some work).
When speaking about a selection process, we know with certainty the initial number of events and the Email address: diego.casadei@cern.ch (Diego Casadei) final number of selected events. Usually, one knows the distributions (actually, the histograms) of some control parameter before and after the selection, and wants to determine the efficiency as function of such parameter.
The case of the device efficiency can be reconducted to the former, by noting that one usually makes repeated measurements of the output while keeping the input constant (within good precision), or fills the histograms of input and output values to find how the efficiency depends on the input. For this reason, in the following we will be always using the terminology of the event selection, that is more general.
In this paper, the statistical methods based on Bayes' theorem will be used to address the following questions: How to measure the efficiency and its uncertainty? How to combine different samples or simulated and real events? What happens when the original sample is biased? Readers who are interested in the frequestist approach may find a recent review in [1] and a comparison among the two approaches in [2, chap. 32 ].
2. How to measure the efficiency and its uncertainty?
Being a probability, the efficiency cannot be directly measured. Instead, we must estimate it with the available data: we can only count events, i.e. measure relative frequencies, that are rational numbers. We assume that the efficiency is a real number between zero and one, to which the relative frequency tends (in probability!) in the limit of an infinite number of measurements by virtue of the Bernoulli's theorem. It is important to emphasize that the tendency of the measured frequency to the probability has not the same behavior of a mathematical limit, for which it never happens, after some point, that the distance to the limit exceeds a given small quantity. Indeed, it is always possible to find, after a large number of trials, a frequency that is not very near to the probability, although the probability for this to happen decreases with increasing number of trials (Bernoulli's theorem). This makes measuring probabilities conceptually different from measuring physical quantities like e.g. the electric field in some point, that is given by the mathematical limit of the measured force divided by the test charge, when the latter goes to zero. However, in practice this difference is not very important, and this might explain why many good books on statistical methods of data analysis omit to clearly state this difference.
Because we always make our measurements with discrete events, we cannot directly measure continuous distributions. Rather, we usually create and fill histograms, assuming that they converge to the "true" distributions in the limit of infinite statistics and zero bin width as the partial sums converge to the Riemann's integral. 1 Hence, we will approximate 1 Again, this is not rigorously correct, because the histogram converges only in probability to the step function defined by the integral of the continuous distribution over each bin. However, in practice this is not a problem. the probability density function (p.d.f.) ε(A; x), describing the efficiency of the selection A as function of the parameter(s) x, with the step function representing the observed relative frequencies {f i }:
where n i and k i are the entries in the i-th bin before and after the selection A.
We will find below that this approximation is indeed a good statistical estimate of the "true" efficiency. Incidentally, the ROOT framework 2 [3] allows to make the histogram of the f i 's as a single operation, the bin-wise division between the histograms filled after/before the selection (such histograms must have the same binning). Error treatment needs some care, as explained in the following.
The binomial distribution
A histogram of a quantity x obtained with a series of repeated measurements of x is a collection of pairs (i, n i ) representing the number n i of times the measured value of x has been found in the i-th bin. The integer values n i have been observed, hence they have no uncertainty. However, if we consider the histogram as an estimate of the "true" distribution of x, then the n i 's are estimates of the integral of the "true" distribution in each bin. In the assumption that the populations of all bins are statistically independent, the uncertainty σ i of the estimate n i for the "true" population of bin i is given by the Poisson distribution:
This assumption is usually justified, but the entries n i and k i of bin i before and after the selection are not statistically independent, hence one can not compute the variance of f i with the usual rules of the "propagation of errors".
3 Rather, the application of a selection on each bin can be considered a binomial process, with probability of "success" ε i , the "true" (but unknown) efficiency [4] : the probability to obtain k i events passing the selection when the efficiency is ε i and the sample size is n i is:
with mean ε i n i and variance V (k i ; ε i , n i ) = ε i (1 − ε i )n i . However, this does not solve our problem, because ε i is still unknown (we measured n i and k i ).
The usual (incorrect) approximation
An approximation that is commonly done is to make the substitution ε i → f i of the "true" efficiency with its estimate and use equation (1) to find the standard deviation. It is incorrect because the binomial distribution (1) is a function of k i with parameters ε i and n i whereas in our case n i and k i are both known and we want to find ε i : we should look instead for a function of ε i , with parameters n i and k i , as it will be shown in section §2.3.
In practice, often people compute V (k i ; n i , ε i ) = n i ε i (1−ε i ) from distribution (1) (which is still a function of k i even though it comes out not to depend on it). Then, the variance of the relative frequency f i = k i /n i is found by dividing it by n 2 i , which has no uncertainty because it has been measured. Finally, the result is approximated 4 by the substitution f i → ε i (dropping the index i):
This approximation suffers from the following problem: this formula gives zero uncertainty for the two limiting cases k = 0 and k = n, independently from the actual value of n. This means that, if we have a single event (n = 1) and this survives the cut, we get the very same result (zero uncertainty) as the case k = n = 100, whereas one would expect the latter estimate to be (roughly 10 times) more precise.
2.3. The probability distribution for the true efficiency The correct way of finding the uncertainty associated to f involves the Bayes' theorem [5, 4] : we know k i and n i and that the process is binomial 5 , and we want to determine the probability P (ε i |k i , n i ) that ε i is the "true" efficiency for bin i. The Bayes' theorem states that
(where C i is a normalization constant) is the probability that the "true" efficiency is between ε i and ε i + dε i . The probability P (k i |ε i , n i ) is given by equation (1), whereas P (ε i |n i ) encodes our knowledge of the "true" efficiency before we carried on the experiment. Both Paterno [5] and Ullrich&Xu [4] considered as a reasonable choice for the prior P (ε i |n i ) a uniform distribution in [0, 1], which models a complete ignorance (the use of the Jeffreys' prior is considered in section §3). Ullrich&Xu [4] showed that in this case the normalization constant is C i = (n i +1) −1 , so that the result is (dropping the index i)
for 0 ≤ ε ≤ 1 or 0 otherwise. Figure 1 shows the result of (4) with 10 and 100 initial events, and allows for comparing the distributions corresponding to the same relative frequences. Equation (4) has the form of a Beta distribution (see the appendix A.2) with parameters 6 a = k + 1 and b = n − k + 1. It follows that the mean of (4) is
and the mode, the value at which dP/ dε = 0, is mode(ε) = k n . 5 The histograms must be filled with unit weight. 6 The uniform distribution is obtained with a = b = 1. Binomial posterior with uniform prior, n=100
Figure 1: Probability density function P (ε|k, n) for n = 10 (left) and n = 100 (right).
The usual estimator f = k/n is actually the value which maximizes (4) and not the expectation value of that distribution (that is a biased estimator of the efficiency). The variance is:
which has the expected behavior for k = 0, n (i.e. V (ε)| k=0,n ∝ 1/n 2 when n → ∞):
Using the uncertainty
The two most common cases in which we need to use the uncertainty on the estimate of the "true" efficiency are:
1. to rescale measured rates and find "true" rates and cross sections; 2. to fit the frequency histogram with some analytic function.
We will address the issue of best fitting the efficiency in section §2.5 below. Cowan [6] explains an alternative approach to histogram fitting, that makes no use of the computed uncertainty on the measured frequency. Such method makes only use of the measured numbers of entries n i and k i in each bin, and is based on the maximum of the log-likelihood function. This method can be used when the Gaussian approximation holds, i.e. when n i , k i and n i − k i are all large (in which case, the approximation of section §2.2 is also acceptable).
When the efficiency is needed to convert the measured quantities into the "true" ones (to get e.g. the cross section), its best estimate is needed together with its uncertainty (whenever using the full distribution is not practical). Using the square root of the variance is good when the efficiency is not too similar to 0 or 1, but in general it is highly advisable to use asymmetric errors, because the distribution (4) is asymmetric, apart from the case n = 2k. This means that the interval f i ± σ i , with σ i = V (ε i ), does not cover 68.3% probability as for the normal distribution. On the other hand, this feature is often desired: Paterno [5] recommends using the smallest interval [a, b] ⊂ [0, 1] that contains the probability λ = 68.3%, i.e. the shortest credible interval with posterior probability λ, because in practical applications it will behave more or less as the "±1σ" interval defined with a Gaussian standard deviation. Unfortunately, finding such interval is not easy: one must minimize the interval [a, b] subject to the constraint (dropping the index i for the rest of this section)
In general, such interval is not centered on our estimator (that is the mode), especially when we move toward the two extreme values f = 0, 1.
Using the continuous extension of the binomial distribution (see equation (17) in appendix A.3) and the method of Lagrange multipliers, this is achieved by finding the solution of the following set of nonlinear equations: figure 4 below). To fit the experimental points with a theoretical model, one can fit the resulting graph or use the maximum likelihood method with TBinomialEfficiencyFitter (the input histograms must be filled with weights of 1), as we will see in the next section.
Comparison of the different approaches
In order to compare the different approaches with a "real life" example, a simulation of a common experimental setup has been carried out. The model describes the energy lost by minimum ionizing particles (MIPs) while crossing a thin slab of active material (e.g. a scintillator) as a Landau distribution. It is assumed that the read-out electronics (e.g. a photomultiplier tube read by a charge integrator) is tuned to have a quite large dynamic range, so that the peak of the MIP energy distribution is not very distant from the pedestal (figure 2, left panel). The experimental setup is triggered by a comparator whose threshold is somewhere in between the two peaks (figure 2, right panel).
A total of 1 million events has been simulated, with energy following the distribution shown in the left plot of figure 2. Each event has been "rejected" accordingly to the "true" threshold function shown in the right plot of the same figure  7 . Later, the best estimate of the efficiency has been obtained by taking the bin-wise ratio of the energy histograms filled for the events passing the threshold and for all events.
The uncertainty has been computed as the binomial standard deviation (section 2.2; ROOT fit option "B"), as the square root of the variance (5) computed in the Bayesian approach with uniform prior (using a custom C++ function), and as the shortest interval covering 68.3% probability (implemented in ROOT by the TGraphAsymmErrors::BayesDivide() method). This has been repeated for different sample sizes (figure 3) and the results have been fitted with the following function:
where t is the best estimate of the threshold position, w the threshold width (Gaussian standard deviation), p is the plateau value reached at high energy and b is the lowest efficiency (i.e. the "offset" of the "turn-on" curve).
The fits have been performed with ROOT using the default chi-square method and the special class TBinomialEfficiencyFitter, which internally maximizes the log-likelihood obtained after multiplication of binomial functions in which the efficiency is treated as the free parameter (it takes as input the two histograms). Table 1 shows the true and initial values for the fit parameters, together with the allowed ranges. The initial values used in the fits appear very reasonable when looking at the distributions shown in figure 3 , if one does not know the true values. 
Binomial
Bayes errors, Bayes errors, TBinomialEffierrors std. dev. 68.3%CL ciencyFitter t 0.000 ± 0.000 0.000 ± 0.000 0.000 ± 0.000 5.918 ± 9.513 w 0.0000 ± 0.0000 0.0000 ± 0.0000 0.0000 ± 0.0000 0.0672 ± 4.5819 p 0.0000 ± 0.0000 0.0000 ± 0.0000 0.0000 ± 0.0000 1.0000 ± 0.0151 b 0.0000 ± 0.0000 0.0000 ± 0.0000 0.0000 ± 0.0000 0.0000 ± 0.0146 0.9860 ± 0.5028 1.0000 ± 0.7067 1.0000 ± 0.9086 1.0000 ± 0.0017 b 0.0000 ± 0.5659 0.0000 ± 0.7026 0.0000 ± 0.7365 0.0000 ± 0.0013 Table 3 : Efficiency fits with Nuncut = 1000. Fit option was "" (chi-square method) for binomial and Bayesian errors, and "I" (use function integral in bin rather than value at bin center) for With N uncut = 100 initial entries (table 2), the only working method was TBinomialEfficiencyFitter. The standard deviation is completely off, because of the absence of points at intermediate efficiency, but the position of the threshold is found with good precision, even though the assigned error is huge (the reason is again the absence of intermediate points).
With N uncut = 1000 initial entries (table 3) , all methods are able to find the approximate position of the threshold, which happens to be biased due to the single intermediate point. The standard deviation is again wrong, but this is still a pathological case. Offset and plateau are found without problems, apart from the use of binomial errors (which are null at both ends and are not able to "attract" the fit).
With N uncut = 10000 initial entries (table 4 and figure 4 ), the use of binomial errors is still not good enough to correctly locate threshold and standard deviation, even though all other methods are quite successful. The problem is always that binomial errors are null at both ends, so that the fit is not "attracted" by the plateau. There are 3 intermediate points, allowing for a rather accurate determination of the standard deviation. The Bayesian methods work better than TBinomialEfficiencyFitter.
With N uncut = 100000 initial entries (table 5) , also the use of binomial errors gives acceptable results, thanks to the presence of 4 intermediate points. Again, the Bayesian methods work better than TBinomialEfficiencyFitter, which tends to under-estimate the standard deviation.
In conclusion, TBinomialEfficiencyFitter is the most robust way of fitting the efficiency. However, in the cases in which a chi-square fit is able to work on Bayesian errors, the latter obtains better results: the width estimated by TBinomialEfficiencyFitter is always underestimated. In all cases, the use of binomial errors ends up into a very poor or impossible fit. 
Bayes errors, Bayes errors, TBinomialEffierrors std. dev. 68.3%CL ciencyFitter t 5.902 ± 0.034 5.999 ± 0.028 6.004 ± 0.028 6.006 ± 0.024 w 0.1229 ± 0.0291 0.1902 ± 0.0177 0.1949 ± 0.0175 0.1694 ± 0.0181 p 0.7918 ± 0.0635 1.0000 ± 0.0125 1.0000 ± 0.0136 1.0000 ± 0.0002 b 0.0000 ± 0.9990 0.0000 ± 0.0018 0.0000 ± 0.0019 0.0000 ± 0.0000 Table 4 : Efficiency fits with Nuncut = 10000. Fit option was "" (chi-square method) for binomial and Bayesian errors, and "I" (use function integral in bin rather than value at bin center) for TBinomialEfficiencyFitter. Values returned by ROOT were not rounded (values and errors are all zero in case of fit error).
Using non uniform priors
The choice of a uniform prior (a Beta distribution with a = b = 1) is "non informative", in the sense that it is appropriate if we have no prior knowledge of P (ε i |n i ) and we don't have any reason to prefer particular ranges for the "true" efficiency. The use of a Jeffreys' prior (a Beta distribution with a = b = 1/2) is another possibility, often suggested because it is invariant under reparameterization of the parameters [7] .
The natural conjungate property of the Beta family for binomial sampling of k successes among n trials brings a Beta prior with parameters a, b into a Beta posterior with parameters a = k + a and b = n − Binomial Bayes errors, Bayes errors, TBinomialEffierrors std. dev. 68.3%CL ciencyFitter t 6.000 ± 0.009 6.004 ± 0.008 6.004 ± 0.008 6.004 ± 0.008 w 0.1944 ± 0.0087 0.1979 ± 0.0054 0.1988 ± 0.0053 0.1827 ± 0.0053 p 0.9958 ± 0.0047 1.0000 ± 0.0020 1.0000 ± 0.0014 1.0000 ± 0.0000 b 0.0000 ± 0.0016 0.0000 ± 0.0001 0.0000 ± 0.0002 0.0000 ± 0.0000 Table 5 : Efficiency fits with Nuncut = 100000. Fit option was "" (chi-square method) for binomial and Bayesian errors, and "I" (use function integral in bin rather than value at bin center) for 
(the mode is only defined for n > 1). The result is that both the mean and the mode are biased (but robust) estimators of the efficiency. We prefer using the uniform prior, for which the relative frequency is the posterior mode, even though for n, k large enough there is no practical difference in using the Jeffreys' prior.
On the other hand, the use of a non informative prior is not always appropriate. If we have some knowledge before we measure the relative frequency, we can encode it into a specific form for the prior P (ε i |n i ). We do not need to be very precise, because the Bayes' theorem assures that the final result (the posterior probability) will be driven by the data, provided that the statistics is not very low and that the prior is not completely wrong (i.e. the likelihood peak is not in the region where the prior is negligible).
Combining independent samples
If we have two independent efficiency measurements, the correct approach to combine them is to join the samples before and after the selection and use the results to make the final estimate. To be consistent, our approach should give exactly the same result if we use the first estimate to model the prior p.d.f. for the second estimate. Indeed, the Bayesian approach gives exactly the same result, as it can be easily seen by considering the histograms {(i, k i )} and {(i, k i )}, filled with all events in the first sample and with the subset obtained after the selection, and the analogous histograms {(i, n i )} and {(i, n i )} filled before and after the cut with the second sample.
If we assume no prior knowledge of the true efficiency before carrying on the first measurement, we can use equation (4) obtained with the uniform prior to model the prior for the second measurement, obtaining:
Because the result is again in a binomial form, we can immediately compute the normalization constant, obtaining:
which is exactly what we would have written by inserting into (4) the total numbers m = k + n and m = k + n (before and after the selection) obtained when considering the union of the two samples (which must be independent). We have shown again that using a prior p.d.f. modeled with the Beta distribution results in a posterior p.d.f. that is another Beta distribution. This makes easy to find the normalization constant and the other important properties. In addition, giving the values of the parameters of the Beta distribution (together with the type of prior) is also the recommended way of communicating efficiencies. This is equivalent to the knowledge of the original samples (before and after the selection) and can be used to make a combined estimate of the efficiency without the original data: it is sufficient to use the corresponding Beta distribution as prior for the new measurement.
With the same method, we can also use simulated data to provide the prior distribution for the true efficiency, to be used in conjunction with real data in the Bayesian approach.
Using the resolution to infer the prior efficiency
Here we make an example in which we do have some prior knowledge of the efficiency. We consider a model in which the threshold applied to some quantity x has a Gaussian smearing (i.e. stochastic fluctuations generated by a number of small and independent perturbations). This is equivalent to saying that a fixed threshold A is applied on some derived quantity y which is Gaussian distributed around x, and we assume that we have already measured the width σ of such Gaussian.
A concrete example is provided by the missing transverse-energy 8 trigger of the ATLAS experiment, which is known to have a resolution which scales as the square root of the scalar sum of the transverseenergy 9 [9] . Hence, a measurement of the latter is sufficient to guess the efficiency before making its estimate with real data.
If y ∼ G(x + b x , σ x ), where b x is some small bias (dependent on x) and σ x is the Gaussian standard deviation (again dependent on x), the prior probability 8 Defined as the vector that balances the total observed transverse momentum in particle collisions. 9 Which is a measurement of the total calorimetric activity in the event.
that, given x, the trigger condition y > A accepts the event is given bŷ
and is our prior estimate of the true efficiency. Its uncertainty σε can be roughly estimated as the relative error on the mean of the distribution, which scales as N −1/2 with increasing number N of the events contained in the histogram of (y − x). In our example,
Now we model the prior as a Beta distribution and determine its two parameters with the "method of moments", i.e. by imposing that the mean isε and the variance is σ 2 ε . Using the relations shown in appendix A.2, one finds:
so that the desired posterior probability, written in terms of the Beta distribution, is
in which both a and b depend on x. Finally, the explicit form of the distribution (10) is
(the Gamma function is needed here because a, b are real numbers).
"Pathological" cases
4.1. What to do with histograms not filled with unit weight? So far, we assumed that all entries of the initial histogram had unit weight. This may not be true in all cases, as it happens sometimes in high-energy physics Monte Carlo simulations. For example:
1. the initial histogram {(i, n i )} was obtained by scaling the simulated data sample to normalize it to some different value of the cross section; 2. the initial histogram {(i, n i )} was obtained as the weighted average of several contributions (for example, by combining simulated samples having similar statistics but corresponding to very different cross sections); 3. the initial histogram {(i, n i )} has been filled using weights ±1, accordingly to some perturbative expansion in which single terms may give a positive or negative contribution to the final production probability.
In all these cases, the histogram {(i, n i )} should not be used to make efficiency studies! Rather, the efficiency should be estimated by using the original histograms (filled with unit weights). The correct procedure is to fill different histograms (with unit weight) to separate events with negative and positive weights. Later, one can check the effect of requiring condition A on each set and combine the results. The third case is expecially tricky, as we will see in the next section.
Events with positive or negative unit weights
In high-energy physics simulations, it might happen to work with samples filled with positive and negative unit weights (this happens for example in the output of MC@NLO [10] ). Each individual event is independently simulated, and knows nothing about its weight. Hence we can separately consider the samples with positive and negative unit weights, with n + , n − initial numbers of events and k + , k − entries after the selection. For each sample, the efficiencies ε + and ε − can be computed individually following the methods already seen in previous sections: with uniform priors, their posteriors are Beta distributions with parameters a i = k i + 1 and b i = n i − k i + 1, with i = +, −.
However, we are interested in the overall efficiency, after subtraction of the two samples. For MC@NLO, this should be estimated as f = (k + − k − )/(n + − n − ) and its authors suggest using the usual "propagation of errors" to estimate its variance whenever the numbers are high enough that the Gaussian approximation holds, or to run many MC samples through the cuts and look at the dispersion in the result if the data sample is too small [11] . If the p.d.f. is needed (e.g. to plot asymmetric error bars), we can use the method of moments to find the parameters a, b of a Beta distribution that match mean E ≈ f (set E = 0 if f < 0) and variance V :
Credible intervals with 68.3% posterior probability can be drawn by passing k i = a i and n i = a i + b i − 1 (where i runs over all bins) to TGraphAsymmErrors::BayesDivide(). 10 . Alternatively, one can use the general results obtained by by Pham-Gia et al. [12] , who found a (rather complex) analytical expressions for the case in which one makes the difference between two independent random variables, each one following a Beta distribution. The relevant properties of their "beta-difference" distribution are summarized in appendix A. 
What to do if the samples are not independent?
The case in which the initial histogram {(i, n i )} does not represent a statistically independent sample is expecially important in trigger efficiency measurements, as explained in details in a separate note [8] . Here, we can summarize such note as follows. So far, we always assumed the initial histogram to be statistically independent from the condition A. This might not be true when making trigger efficiency measurements with real data, if there is no available "orthogonal" trigger that is statistically independent from A. Figure 5 shows a situation in which one wants to study the systematic effect of a second trigger selection B on A starting with the "true" distribution 0 . As we have seen, the best estimate of the efficiency of A as function of some quantity x is given by the histogram ratio between the distribution of x after the selection (the histogram filled with sample 1 ) and its distribution before (sample 0 ). Real data can only be taken with trigger B (which in practice is chosen to be the least correlated as possible to A), obtaining sample 2 . Later, condition A can be required on 2 obtaining sample 3 , which has been selected by requiring both B and A, and the histogram division 3 / 2 used to estimate the probability P (A|B) to select one event with A, given that it was already selected by B.
In order to find the desired "true" efficiency P (A), we make use of the relation defining the conditional probability, P (A · B) = P (A|B)P (B) = P (B|A)P (A), obtaining P (A) = P (A|B)[P (B)/P (B|A)], where the fraction in brackets cannot be determined with real data alone. The "true" efficiency of B alone is found with simulated data by requiring condition B on sample 0 , whereas the relative efficiency P (B|A) of B with respect to A is obtained by requiring condition B on sample 1 . The conclusion is that, without some statistically independent trigger, one can not estimate the trigger efficiency using real data only. Rather, a simulation is required to measure the impact of the nonindependent trigger B on the selection A under study.
If the approximation in which A and B are independent is good enough, the value of the fraction can be considered equal to one in all bins, and the binwise ratio between 3 and 2 gives a good estimate of the "true" A efficiency. Such approximation is justified if the (systematic) effect of P (B)/P (B|A) is small compared to the statistical uncertainty on the ratio between 3 and 2 (which might not be true in all bins), i.e. when the square root of the variance is significantly larger than 1 − P (B)/P (B|A).
Summary
Estimating the selection efficiency is a fundamental task in most data analyses, based on simulated and/or real data. The measured relative frequency provides the best estimate of the "true" efficiency, as obtained in the Bayesian treatment with uniform prior. If we are completely uncertain about the efficiency before making the experiment, the use of a flat prior is recommended over Jeffreys' prior, because the mean and mode in the latter case are both biased estimators for the true efficiency. In case some prior knowledge is available, it is easiest to encode it into a function belonging to the family of Beta distributions, whose parameters can be determined with the "method of moments". This ensures that also the posterior belongs to the same family, so that all properties summarized in appendix A.2 are immediately available and credible intervals can be obtained with the existing code.
We have seen two examples in which non uniform priors have been used (both involving Beta priors). In particular, the conbination of independent samples is a very important use case: it is the correct way to combine independent measurements and the best way for including prior knowledge coming from simulations.
The knowledge of the uncertainty on the efficiency is needed when scaling observed quantities to estimate their original values (e.g. the "true" cross section). If a single number is desired, the (symmetric) square root of the full variance is the only meaningful choice. However, it is highly recommended to provide the full p.d.f., by specifying the Beta parameters for prior and posterior, or at least the credible intervals described in sections 2.4 and 4.2.
When making a best fit to the unknown efficiency the ROOT class TBinomialEfficiencyFitter provides the most robust approach. However, in the current release (version 5.24.00) this gives slightly biased results when compared to a standard fit done with (symmetric or asymmetric) Bayesian errors obtained with a uniform prior.
Finally, special care must be used when handling samples that do not have unit weights or are not independent. Few recipes to deal with the most common use cases in particle physics have been sketched in the last section.
A. Useful relations
This appendix summarizes mathematical definitions and properties that are useful to deal with binomial processes. They can be found in standard books like [13] .
A.1. Gamma function
The Gamma function is defined on the complex plane (z ∈ C): Γ(z) = 
which can be used to extend the binomial distribution and its cumulative distribution function to the continuous limit (k ∈ R):
By deriving (18) with respect to k one may also obtain a p.d.f. that generalizes the binomial distribution:
A.4. Posterior density for the difference
We have here two random variables that correspond to the selection efficiencies ε + and ε − for the samples with positive and negative weights considered in section §4.1. Here we use a uniform prior for both so that their posteriors, having counted n + and n − initial events and k + and k − entries after the selection, are Beta distributions with parameters a + = k + + 1, b + = n + − k + + 1 and a − = k − + 1, b − = n − − k − + 1.
We want to find the posterior for the difference ε = ε + − ε − using the general result found by PhamGia et al. [12] . Their expression is valid for the general difference of two Beta-distributed random variables, with domain ranging from −1 to +1. However, we know that the physical efficiency can not be negative, hence we restrict the posterior to [0, 1] (the normalization needs to be recomputed). The correspondence between their and our notation, when dealing with the posterior under the assumption of uniform priors for ε + and ε − , is:
Their result (equations (2a) and (2c) in [12] ) can be rewritten in our case (being α 1 ≥ 1) in a more compact form, which makes use of the third Appell hypergeometric function 
obtaining an expression valid for 0 ≤ ε ≤ 1 (to be renormalized):
f (ε) ∝ f (ε; α 2 , β 1 ) f (ε; α 1 , β 1 ) f (ε; α 2 , β 2 )
(1 − ε) α2+β1−1 × ×F 3 (β 1 , α 2 , 1 − α 1 , 1 − β 2 ; α 2 + β 1 ; 1 − ε, 1 − ε) .
