Abstract. We consider a parameterized family of Thue equations of degree 16. By reducing this family to a system of Pell equations and linear relations, we are able to solve this family.
Introduction
It is well known that the Diophantine equation F (X, Y ) = m, with F ∈ Z[X, Y ] a homogeneous, irreducible polynomial of degree d ≥ 3 and m a nonzero integer, has finitely many solutions. This has been proved in 1909 by Axel Thue [19] , and therefore equations of this type are called Thue equations. Unfortunately the proof of Thue's theorem is not constructive, i.e. we cannot find all solutions by utilizing his proof.
However, in the 1960s Baker [2] gave a method to effectively find all solutions of a given Thue equation. This method is based on Baker's theorems on linear forms in logarithms [1, 3] . Baker's method was further developed by Tzanakis and de Weger [21] and by Bilu and Hanrot [6, 7] . So we have efficient algorithms to solve single Thue equations.
In 1990 Thomas [18] considered the family
where n is some parameter running through all positive integers. This was the first time that a family of Thue equations was solved, where the splitting field K of F (X, 1) is totally real. Such families of Thue equations are usually hard to solve. However, families with real splitting field K have also been solved for degree 4, 5, 6 and 8 (see e.g. [16, 10, 14, 11] ). In this paper we solve a family of Thue equations of degree 16. In particular, let
Then we consider the Thue equation
where K = Q(α) and 0 < t ∈ Z such that deg K = 16. This means t has a prime factor p = 2, 3, 5 such that the highest power of p which divides t is not a square.
We have chosen this Thue equation to demonstrate the power of our generalized
Tzanakis method. The algebraic number α was haphazardly taken. The only restriction was to ensure that various coefficients and constants stay adequately small. In theory we could have taken any α ∈ Q( There are a lot of papers which provide constructions of quadratic fields which have a huge fundamental unit. In particular we use a result due to Halter-Koch [9] in which huge fundamental units of quadratic orders are investigated. From the theorem above and the results of Halter-Koch we obtain:
, respectively. Then Thue equation (1) has only trivial solutions.
In the second case the bound for k is small enough to prove: In order to solve (1) we use a generalization of Tzanakis' method [20] found by the author (see section 2). In order to perform several manipulations, we have to assume t > 4000. Therefore we compute for each t all solutions to (1) using this method (section 3). Utilizing the generalized method of Tzanakis and using lower bounds for linear forms in logarithms, we find a crude upper bound for η t (section 4). An application of a method due to Baker and Davenport (see [4] or section 5) shows t > 10
7 . In section 6 we use this new lower bound for t to sharpen our first bound for η t . Let us remark that the generalized method of Tzanakis leads to an inequality of the form
which is a motivation to apply a recent result on linear forms in three logarithms (see [8, 5] or section 7). This yields the final upper bound for η t and hence Theorem 1.
On the other hand the Brauer-Siegel theorem (see [12, Chapter XVI]) indicates that many quadratic fields have large regulators and many families of such quadratic fields are known. In section 8 we study two families with large regulators and hence large fundamental unit η > 1. These investigations will lead us to Corollary 1. Again using the method of Baker and Davenport we are able to finish the proof of Theorem 2 in section 9.
Before we start our investigations let us note that the case Y = 0 can be excluded, since this yields X = ±1 the trivial solutions.
Reduction to a Diophantine system
In this section, we want to reduce Thue equation (1) to the Diophantine problem
By comparing coefficients, we find
and, moreover, we have
Therefore we have reduced Thue equation (1) to the first two equations of system (2) . Let us choose the index j such that
where α 1 := α, . . . , α 16 are the conjugates of α. We assume j = 1 for our further considerations, since for t > 4000 (see next section) the other cases run analogously and only absolute constants may change. Furthermore, we write f (X) := F (X, 1). Then we know by the classical theory of Thue equations that
where |θ| ≤ 1. If we insert this into the expressions for the U 's we get
where b i is an explicit computable algebraic number, |θ| ≤ 1 and R i is effective computable and depends only on t. From the relation above we obtain
where R i,j and c i,j are again effective computable and
. Hence we have shown how to reduce Thue equation (1) to Diophantine system (2).
Small t: I
In this section, we roughly show how to solve Diophantine system (2) and in particular we describe how to solve the case t ≤ 4000. Note that the first equations in (2) are Pell equations. Hence we have 
Note that the β's are effective computable for each given t. Hence we obtain from the last two lines of system (2) the inequality
with an effective computable constant c depending only on t. Note that we also have n 1 c 1 < n 2 < n 2 c 2 for some computable constants c 1 and c 2 . Let us put
.
Then we have (10)
, and taking logarithms and observing | log x| < 2|1 − x| for |1 − x| < 1/3 we obtain (11) |Λ| := |n 1 log 1 − n 2 log 2 + log γ| < c −2n 2 2 with a new effective computable constant c. Using lower bounds for linear forms in logarithms, in particular using a result of Matveev [15] (see also the next section), we obtain log |Λ| > −c log n 2 , hence n 2 < N 0 , where again N 0 is an effective computable constant. Using a method due to Baker and Davenport [4] (see also Section 5) or a method based on the LLL-algorithm (see [17, section VI.3]) we can reduce the usually huge first bound N 0 to a suitable smaller bound N , i.e. we can find suitable small upper bounds for |U 2 | and also |Y |. By the classical theory of Thue equations it is known that a solution (X, Y ) yields a convergent X/Y to α, provided Y is not too small. Therefore it is possible to find all solutions to Thue equation (1) in theory and also in practice for t ≤ 4000. The author implemented the idea presented in this section using Matveev's theorem [15] and the upper bound reduction based on the LLL-algorithm in Mathematica. The program was running 2 days, 10 hours and 3 minutes on a common work station and found no nontrivial solutions for t ≤ 4000. Note that the implementation is rather crude and improvements of the implementation may reduce the running time to less than one day. For details on how to compute the bounds occurring in this section, see below.
A first bound
In this section, we assume t > 4000. Note that for different choices of j (the last paragraph of section 2) we obtain different Diophantine systems (2). Since the computations for different j's are nearly the same, we give details only for j = 1. Note that in this section the constants c 1 , . . . are only depending on t and are effective computable.
First, we want to compute the β's occurring in (9) . By utilizing (3) and (6) we find
In other cases the V 's may be positive, and we obtain other values for the β's (see Lemma 1 below):
Lemma 1. Assume t > 4000. Then we have
with i = 1, 2, 3 and
,
andβ i are the conjugates of β i with i = 1, 2, 3. The +/− signs hold according to Table 1 . Table 1 . The signs that hold for β i in case j.
i \ j 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 1
Now let us consider equation (7). As mentioned above it is possible to compute the b i 's explicitly. Doing so and assuming t > 4000 and j = 1, we obtain:
Unfortunately the U 's may change sign if we do not assume t > 4000, so it is really necessary to distinguish between small (≤ 4000) and large t. Note that 4000 is not the "correct" value for the distinction, but it is the next nice round number.
Our next aim is to compute lower bounds for n 1 and n 2 . Let us note that
we may choose
Now, let us find bounds for n 1 /n 2 and n 3 /n 2 . Because of (8) we have
for some |θ| ≤ 1. Further, we find (15)
with |θ| ≤ 1. In particular we have c 2 =
. Similarly we obtain (16)
where in this case c 2 =
. In particular we have
Taking logarithms in the first case we obtain
for some |θ| < 1. Note that for |1 − x| < 1/3 we have | log(1 + x)| < 2|x|. Further manipulations yield
with |r| < c 3 and c 3 = 0.09339 in the first case and c 3 =
1.67984 log t log η in the other case. By (2) and the explicit computation of the constants in (8) we obtain
. Because of Lemma 1 we now obtain
The last inequality is obtained by (15) . Moreover, by computing the constants explicitly we obtain c 5 = 0.48428, c 6 = 0.0091655 and c 7 = 0.13401 √ t. Further manipulations yield (10) and hence (11) with c = c 8 = 0.039454t. In particular we obtain the following lemma: Lemma 3. Assume t > 4000. Then we have (20) |Λ| = |n 1 log 1 − n 2 log 2 + log γ| < c 9 −2n 2 2 with c 9 < 4.43996t in all cases. For more details see Table 2 . Table 2 . Values of c 9 in the case t > 4000.
Next we want to apply a result on lower bounds for linear forms in logarithms to Λ. In particular we want to apply a result due to Matveev (see [15] ): 
where h(α) denotes the absolute logarithmic Weil height of α and
Assume b n = 0 and log α 1 , . . . , log α n are linearly independent over Z. Then 5eBD log(eD) ).
Since we know γ explicitly, it is no problem to compute all its conjugates and also its height. Therefore we compute (21) h(γ) ≤ 4.01445 + 8 log t ≤ 8.48402 log t (t > 4000).
In the other cases the same inequality (21) log t < 10.2588 log t. Therefore let us assume n 2 ≥ 10.2588 log t. Then we obtain by Matveev's theorem (Theorem 3)
−c 11 log t log n 2 c 12 log t < log |Λ| < log c 9 − 2n 2 log 2 , where c 11 = 1.101191 · 10 17 and c 12 = 23.9914. Now let us assume n 2 = ξ log t. Then we obtain the inequality c 11 log(ξc 12 ) < 2ξ log 2 − log c 9 log t , which is valid only for ξ < c 13 = 1.89232 · 10 18 . After similar computations in all other cases we get: Proposition 1. Assume t > 4000. Then we have 0 ≤ n 2 < c 13 log t = 1.89925 · 10 18 log t and 0 ≤ n 3 < c 14 log t log η =
2.92085·10
18 log t log η in all cases.
Note that the inequality for n 2 is obtained immediately. The inequality for n 3 follows from the bound for n 2 and (18).
Small t: II
In this section, we want to apply a method introduced by Baker and Davenport [4] . This method yields new upper bounds for n 2 for every specific t. So it is possible to show that the only solutions to (1) Proof. We consider equation (20) , divide it by log 1 and multiply it by q. Then under our assumptions we obtain
Since q < κN, this yields 1 2κ
Solving this inequality for n 2 we obtain the lemma.
Due to this lemma we use the following algorithm to solve Thue equation (1) for each admissible t with 4001 ≤ t ≤ 10 7 . First, we make some precomputations by computing convergents p/q to δ 1 up to the 55-th convergent. Moreover, we consider only those q's such that qδ 1 < (2 · max{c 13 } · log 10 7 ) −1 to ensure κ > 1. Note that for every case j we get an upper bound for n 2 of the form n 2 < c 13 log t. The "worst" case is the maximum of the c 13 's, and the "best possible" case is the minimum of the c 13 's if c 13 is considered as a 16-tuple corresponding to the various cases. By this selection process only 15 of these q's are left, with the smallest being q = q 1 = 59666063706602912133. For each of these q's we compute 1 qδ 1 2 · max{c 13 } · log 10 7 , which yields an upper bound for κ, e.g. for q 1 we obtain κ < 374.659. But on the other hand q < κ min{c 13 } log 4000; hence we have a lower bound for κ, e.g. for q 1 we obtain κ > 3.8016. If upper and lower bounds provide no contradiction, we have found an admissible q and a bound for κ. In particular, there are eleven q's left. For instance in the case q 1 we choose κ = 300 in order to have a good chance that qδ 2 > 1 κ . For the remaining q's we choose the respectively lower bounds for κ (see Table 3 below). We sequentially try these q's in order to apply Lemma 4. It is highly improbable that we need more than the first five q's to apply the lemma. Note that by a simple heuristic the probability that we need the 6-th q is less than 1.15 · 10 −18 . Indeed, to test all cases up to t = 10 7 we need only the first five q's. This happens only four times. However, by the lemma we have a new upper bound for n 2 . Compairing this new upper bound with the lower bound (14), we obtain either a contradiction or a "small" range for n 2 and hence for n 1 . If the latter case occurs we check whether these finitely many cases yield a solution to (20) and may therefore find all nontrivial solutions to (1) . Indeed an implementation of this algorithm and a computer search shows that there are no nontrivial solutions. This algorithm was implemented in Mathematica and was executed on a usual PC (Dual Core 2.8 Ghz, 4 GB Memory) for the cases 4001 ≤ t ≤ 10 7 in 16 days. Therefore we may assume t > 10 7 for the rest of the paper.
A better bound
In this section, we recompute the bounds obtained from section 4, but this time we assume t > 10 7 . Doing so, we have for j = 1 (see (17) and (18))
for some |θ| ≤ 1, and c 3 = 0.093389 in the first case and c 3 = 0.05736 log t log η in the other case. Furthermore, we obtain (see (20) ) (25) |Λ| = |n 1 log 1 − n 2 log 2 + log γ| < c 9 −2n 2 
2
, with c 9 < 3.49956t for all j's. For more details see Table 4 . Table 4 . Values of c 9 in the case t > 10 7 . j = 1 0.0182633t j = 7 0.0001034t j = 12 3.489t j = 2 0.0179929t j = 8 0.0180155t j = 13 0.0199443t j = 3 0.0200056t j = 9 3.48752t j = 14 0.0001026t j = 4 0.0001055t j = 10 0.0198862t j = 15 3.49956t j = 5 0.0182196t j = 11 0.0001043t j = 16 3.48792t j = 6 0.0201448t Applying Matveev's theorem again (see [15] or Theorem 3) we obtain n 2 < c 13 log t = 1.839772 · 10 18 log t and 0 ≤ n 3 < c 14 log t log η =
2.61465·10
18 log t log η in all cases. By this last statement we know n 3 = 0 if log η > 2.61465 · 10 18 log t. We claim the following 
Immediately we have

Corollary 2. If t ≤ 10
7 or log η t > 2.61465 · 10 18 log t, then Thue equation (1) has only trivial solutions.
Linear forms in three logarithms
In view of Theorem 1 we see that the bound established in the section above applies only for huge t. Therefore we want to lower this bound in view of the proof of Theorem 2. These lower bounds will be established by using lower bounds for linear forms in three logarithms, as they were established by Bugeaud, Mignotte and Siksek [8] (see also [5] ). We use the following variant (see [5, 
with i = 1, 2, 3. Choose rational integers R, S, T with
where
Then either 
There exist rational integers r 1 , s 1 , t 1 and t 2 , with r 1 s 1 = 0 such that
where δ = gcd(r 1 , s 1 ).
We want to apply this theorem to (20) . Therefore we have to perform some computations. We choose α 1 = γ, α 2 = 2 and α 3 = 1 , therefore b 1 = 1, b 2 = n 2 and b 3 = n 1 . Moreover, we choose
and so we have a = min{a 1 , a 2 , a 3 } = a 2 . Let us choose real numbers m and l, which will be fixed later, and put L = l log log t and K = mLa 1 a 2 a 3 .
Note that we will choose one l for all t; hence we only obtain an estimation for L. In particular we have (note t > 10 7 )
l log log t ≥ L > l log log t − 1 > l − 1 log log(10 7 ) log log t.
Similarly, we obtain c K log t log log t < K < c K log t log log t, where c K and c K are effective computable constants depending on l, m, ρ and χ. Similarly, we find upper and lower bounds for
R, S, T and g according to Theorem 4.
Later, when we have fixed l, m, χ and ρ, we will give exact estimates for these constants. Now we only want to give asymptotic expressions in order to know what we can expect from Theorem 4. In particular, we have
The next quantity that we need is b. Therefore we have to compute the quantity (
. In partuicular we prove:
Proof. The proof is straightforward using Euler-Maclaurin's sum formula. Therefore we give only a rough overview. First, note that we have
By Euler-Maclaurin's sum formula we obtain
Put N = K − 1, and after some straightforward computations one obtains the lemma.
Next, we have to compute log b. By section 6 we know b 2 < c 13 log t = 1.839772 · 10 18 log t. Moreover, b 3 /b 2 < log 2 / log 1 + c 3 < c 15 with c 15 = 0.8823, provided t > 10 7 . Therefore we obtain
The result for η 0 is true, since by conditions (C1) and (C2) we may assume b 2 > S 1 , S 2 log t(log log t) 2/3 . Therefore we have log b log((log t) 3 (log log t) 2 ) − 2 log K log (log t) 3 (log log t)
Now, let us consider inequality (26). Both the left and right hand sides are of asymptotic order log t(log log t) 2 . Hence we get an inequality in m, l, χ and ρ. For fixed values for m, l and χ, we get an inequality in ρ. If it is fulfilled for some ρ > 1, we have found admissible parameters, and we get a lower bound for Λ and also for Λ, hence a new upper bound for b 2 = n 2 . In particular, we have
L max{R,S,T } . Then we obtain from the inequality above
a contradiction. Hence we have
Note that the new lower bound for n 2 is asymptotically worse than the one obtained by Matveev's theorem, but the constants will be much smaller. Moreover, we have to be careful in our choice so that also the bounds coming from (C3) and (C4) stay significantly small. The bound obtained for (C3) turns into
and condition (C4) turns into a linear form in two logarithms which will be discussed below. Hence (C3) and (C4) also yield bounds for n 2 . With respect to these bounds we make the following choice:
With this choice we obtain:
1460.64 log log t < L < 1461 log log t;
2.087452 · 10 9 log t log log t < K < 2.087967 · 10 9 log t log log t;
324.3909(log log t) 2/3 < C 1 < 324.4442(log log t) 2/3 ; 257.4693(log log t) 2/3 < C 2 < 257.5117(log log t) 2/3 ;
4213.215 log log t < C 3 < 4214.254 log log t;
839784.6(log log t) 2/3 < R 1 < 839923.1(log log t) 2/3 ; 666537.6(log log t) 2/3 < R 2 < 666647.7(log log t) 2/3 ; 10907197 log log t < R 3 < 10909885 log log t;
11978485 log log t < R < 11981349 log log t;
5270736.9 log t(log log t) 2/3 < S 1 < 5271602.4 log t(log log t) 2/3 ; 4183388.1 log t(log log t) 2/3 < S 2 < 4184075 log t(log log t) 2/3 ; 68456759 log t log log t < S 3 < 68473619 log t log log t; 75180476 log t log log t < S < 75198440 log t log log t;
3937795.9 log t(log log t) 2/3 < T 1 < 3938442.5 log t(log log t) 2/3 ; 3125431.7 log t(log log t) 2/3 < T 2 < 3125431.8 log t(log log t) 2/3 ; 51144413 log t log log t < T 3 < 51157009 log t log log t; 56167738 log t log log t < T < 56181159 log t log log t; 0.239506 < g < 0.239522.
In order to compute b we have to compute the quantities η 0 and ζ 0 . Due to the conditions (C1) and (C2) and the computations made above, we may assume b 2 > S 2 . Therefore we obtain η 0 < 5990678.6799 log log t, ζ 0 < 61264333.1066 log t log log t.
By Lemma 6 and the computations above we obtain log
Hence, using the upper bounds for n 2 we get log b < 28.9611340689 log log t.
With this choice inequality (26) is fulfilled. Therefore we have by the discussion above
12 log t(log log t) 2 , and hence n 2 < 3.372618 · 10 12 log t(log log t) 2 or one of the conditions (C1), (C2), (C3) or (C4) holds. On the other hand conditions (C1) and (C2) imply n 2 < S 1 < 5271602.4 log t(log log t) 2/3 , respectively n 2 < S 2 < 4184075 log t(log log t) 2/3 . Since b 1 = 1, condition (C3) turns into r 1 b 2 = s 1 , and by Theorem 4 we get
.01868 log t(log log t) 1/3 . Now we investigate condition (C4), i.e. there exist integers r 1 , s 1 , t 1 and t 2 with r 1 s 1 = 0 such that (t 1 b 1 + r 1 b 3 )s 1 = r 1 b 2 t 2 and let δ = gcd(r 1 , s 1 ) . We consider the linear form Λ and multiply it by r 1 t 2 /δ and then obtain
and σ 2 = γ
. Hence we have to consider a linear form in two logarithms, which imposes an application of the following theorem (Corollary 2 in [13] ): 
and log b = max log b + 0.14, 21/D, 1 2 .
We make our choice for A 1 and A 2 as follows. First, we compute the bounds for r 1 t 2 , r 1 s 1 and s 1 t 1 given in Theorem 4: Compairing this lower bound with the upper bound (20) for |Λ|, we deduce n 2 ≤ 1.9229009·10 15 log t(log log t) 2/3 . By inequality (18) , the bounds for n 2 found in this section and Lemma 5 together with Corollary 2, we immediately obtain Theorem 1.
Note that the asymptotic expression of the upper bound for n 2 found in this section is larger than the bound found by Matveev's theorem (Theorem 3). However, for small t the new bound is about 1/1000 smaller than the old one. So we still have a significant improvement, at least for small t.
Quadratic fields with large discriminant
The aim of this section is to learn something about lower bounds for fundamental units of certain families of quadratic fields. These lower bounds will yield Corollary 1.
We start with the following proposition, which is a composition of various results due to Halter-Koch 6 log p log q .
(2) Assume q and c are relative prime, l = 1, p = rs and q = dp + r with d ≥ 1 and s, r ≥ 2. Further assume r, s and ds + 1 are multiplicatively independent. Then
24 log p log q log(s (ds + 1) ) .
Proof. This proposition is a combination of [ 
Therefore we have
Now we specialice to two families. In particular in view of Proposition 2 we choose for the first family c = l = 1, p = 2 and q = 3, and for the second family we make the choice c = 5, l = 1 and p = 6 = rs with r = 3 and s = 2; hence for d = 3 we obtain q = dp + r = 21. Then we immediately obtain by Proposition 2:
6 log 2 log 3 . (log t − 1.38629437) 3 < 1, provided log t < 4.709 · 10 50 . For the other t's we obtain similar inequalities which obviously hold. This inequality is fulfilled for all t with log t > 8.661040129689 · 10 8 . Since log t > 2k log 2 + log 9, we find k ≥ 624761981. Now let us investigate the family t = (21 · 6 k + 5) 2 + 84 · 6 k . In this case we have to consider the inequality 1.51072166 · 10 19 log t(log log t) 2/3 (log t − 1.38629437) 4 < 1.
This inequality is fulfilled for all t with log t > 4.53416732171 · 10 6 , and since log t > 2k log 6 + log 441 we have k ≥ 1265282. This completes the proof of Corollary 1.
Final computations
This section is devoted to the proof of Theorem 2 for k ≤ 1265281. For this purpose we again use the method of Baker-Davenport described in section 5. In contrast to section 5, here we cannot compute δ 2 for large k. Note that for k → ∞ we have log γ ∼ k log 6. For our needs it is sufficient to compute only an asymptotic expansion of log γ. In order to make error terms "exact", we use following notation: For two functions g(t) and h(t) we write g(t) = L(h(t)) if |g(t)| ≤ h(t) for all t. We use this notation in the middle of an expression in the same way as it is usually done with the O-notation.
Let us note that γ is a rational function in the √ t and has coefficients in So, in practice we are able to compute log γ and hence δ 2 for each k.
Next, we cannot precompute the values for q and κ for all k because the lower and upper bounds would yield contradictions. So we compute the first sixty convergents to δ 1 similar to section 5. But now we consider for each k with 3 ≤ k ≤ 1265281 (for k = 1, 2 we have t < 10 7 ) only those q's such that qδ 1 < (2 · 1.9229009 · 10 15 log t(log log t) 2/3 ) −1 .
We consider those q's to ensure κ > 1. In order to find them we use formula (27). But, on the other hand, we have q < κ · 1.9229009 · 10 15 log t(log log t) 2/3 , hence we have a lower bound for κ. Now for a certain k we consider only those q's such that the lower bound is smaller than the upper bound and the lower bound is larger than 300. We make this additional assumption to ensure that the first q in our list is applicable with a high probability in the sense of Lemma 4. Note that this lemma now yields a new lower bound for n 2 which is usually rather small. Indeed, by computing the lower bounds for all k ≤ 1265281, it never happens that the lower bound n 2 ≥ c n 2 log t = 4 log t log(2+ √ 3)
(see equation (14)) does not exceed the upper bound, as found by the method of Baker and Davenport, i.e. there are no nontrivial solutions for k ≥ 3. Running an implementation in Mathematica took about two hours on a common work station (Dual Core 2.8 Ghz, 4 GB Memory) to check all cases.
