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Resumen: Existen mu´ltiples sistemas para ana´lisis de sentimiento con disen˜os he-
teroge´neos y niveles variados de desempen˜o. En este art´ıculo se presenta un modelo
de generacio´n de especificaciones computacionales de los sistemas para identificacio´n
de polaridad tendientes a facilitar comparaciones ma´s profundas y detalladas de las
te´cnicas que se utilizan. Buscamos crear conciencia entre los investigadores de la
informacio´n necesaria para la construccio´n de especificaciones que permitan replicar
sistemas. A su vez, discutimos las dificultades que se tiene al evaluar y al hacer
comparaciones congruentes entre sistemas e ir ma´s alla´ del resultado que se puede
obtener para una tarea espec´ıfica sobre un conjunto de datos particular. Estamos
convencidos de que una estructuracio´n completa y clara de todos los procesos y de
los ajustes a que son sometidos los trabajos presentados en las competencias es cru-
cial para enriquecer el conocimiento del uso de estrategias hacia la mejora general
de los sistemas.
Palabras clave: Ana´lisis de sentimiento, especificacio´n de sistemas, revisio´n de
literatura, corpus en espan˜ol
Abstract: There are multiple systems for sentiment analysis with heterogeneous
designs and varying levels of performance. In this paper, we propose a model of
computational specifications of polarity identification systems. The model makes
easier the comparison of the different techniques used. We seek to create awareness
among researchers of the necessary information for the elaboration of specifications
that allow the replication of systems. Additionally, we discuss the difficulties of
evaluating and conducting consistent comparisons among systems, and going beyond
the result that can be obtained for a specific task on a particular data set. We are
convinced that a complete and clear framework that encompasses all the modules of
the systems that participate in competitions is crucial to enrich the knowledge for
improving the state-of-the-art in sentiment analysis.
Keywords: Sentiment analysis, systems specification, literature review, corpus in
Spanish
1 Introduccio´n
En la Web 2.0 la comunidad de usuarios co-
nectados a nivel mundial a trave´s de plata-
formas como YouTube, Facebook, y Twitter
esta´n produciendo informacio´n que posibili-
ta la creacio´n de nuevos tipos de aplicacio-
nes de inteligencia colectiva (O’Reilly y Bat-
telle, 2009). Una de estas aplicaciones es el
ana´lisis de sentimiento, y una tarea espec´ıfi-
ca particular que ha recibido mucha atencio´n
ha sido la identificacio´n automa´tica de la po-
laridad de textos cortos publicados en estas
redes sociales. Sin embargo, el desarrollo de
estas tecnolog´ıas del lenguaje var´ıa entre idio-
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Figura 1: Diagrama general del modelo conceptual
mas y en el an˜o 2012 se hizo evidente la exis-
tencia de una brecha entre el nivel alcanzado
para idiomas como el ingle´s con respecto al
espan˜ol (Melero et al., 2012). Este trabajo se
desarrolla orientado a este tipo de sistemas
para el idioma espan˜ol con el intere´s parti-
cular en disminuir esa brecha entre idiomas.
En es misma l´ınea y con el fin de promover
la interaccio´n entre grupos de investigacio´n
de diferentes pa´ıses de habla hispana se desa-
rrollo´ un modelo base que proporciona una
especificacio´n conceptual uniforme para dis-
cutir y poder comparar las implementaciones
de sistemas de ana´lisis sema´ntico. Las parti-
cularidades de este modelo sera´n presentadas
en la seccio´n 2.
En su primera versio´n, el modelo se en-
foco´ en los sistemas para ana´lisis de senti-
miento y particularmente para los que llevan
cabo identificacio´n de polaridad a partir de
comentarios de texto en idioma espan˜ol. El
modelo consiste de una abstraccio´n de refe-
rencia centrada en los componentes generales
de los sistemas, una descripcio´n conceptual
mediante el uso de una ontolog´ıa en lengua-
je OWL de los te´rminos utilizados y la re-
lacio´n entre ellos, e incluyen un conjunto de
plantillas para la especificacio´n de los compo-
nentes computacionales de los sistemas. En
este trabajo mostramos el uso de esas plan-
tillas para llevar a cabo una revisio´n de los
sistemas presentados en el taller TASS 2017
(Dı´az-Galiano et al., 2018) de la Sociedad Es-
pan˜ola para Procesamiento de Lenguaje Na-
tural. TASS (Taller de Ana´lisis de Sema´ntico
en la SEPLN) es un taller que se lleva a cabo
desde el an˜o 2012 con la finalidad de fomentar
el desarrollo de te´cnicas para el tratamiento
de opinio´n en espan˜ol. Por lo tanto, se uti-
lizaron las plantillas del modelo comu´n para
describir las especificaciones de cada uno de
los sistemas.
2 Modelo base para la
especificacio´n de sistemas los
sistemas
Para efectos de ana´lisis se utiliza como base el
modelo SAM que se muestra en la Figura 1
(Casasola-Murillo, 2018) este modelo concep-
tual permite especificar en te´rminos compu-
tacionales las caracter´ısticas implementadas
en los sistemas para ana´lisis de sentimiento.
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En la Figura 1 se muestra la relacio´n exis-
tente entre los elementos del modelo. En el
lado izquierdo del diagrama se puede apre-
ciar el flujo de procesamiento t´ıpico de aplica-
ciones de procesamiento de lenguaje natural.
Sin embargo, el modelo incluye la especifica-
cio´n de los componentes computacionales in-
volucrados en este procesamiento. En la parte
central del diagrama se pueden observar los
diferentes componentes del modelo segu´n su
rol dentro del sistema. Se incluyen: los com-
ponentes de preprocesamiento del texto, los
componentes utilizados para enriquecimien-
to que agregan informacio´n extra al texto de
cada comentario analizado, los componentes
de representacio´n que modifican la estructu-
ra de representacio´n del comentario con fi-
nes computacionales, y finalmente los compo-
nentes utilizados para llevar a cabo la clasi-
ficacio´n de los comentarios. Adicionalmente,
a la derecha del diagrama, se muestran los
recursos externos, tales como herramientas
computacionales y diccionarios o lexicones.
Este trabajo se centra en la especificacio´n de
estos componentes de preprocesamiento, en-
riquecimiento de texto, representacio´n, clasi-
ficacio´n y los recursos externos reportados en
cada art´ıculo de investigacio´n analizado. Pa-
ra el ana´lisis de los componentes de los sis-
temas se utilizaron las plantillas para espe-
cificacio´n de sistemas del modelo SAM. Uno
de los aportes ma´s relevantes del trabajo de
Casasola-Murillo (2018) fue la construccio´n
de una plantilla taxono´mica para especifica-
cio´n de sistemas de ana´lisis de sentimiento. El
modelo SAM permite construir una especifi-
cacio´n utilizando un grupo de plantillas para
los diferentes componentes segu´n su rol. Co-
mo parte del modelo se incluye un documento
con la especificacio´n detallada del modelo y
esta´ acompan˜ado con una ontolog´ıa en for-
mato OWL con la descripcio´n y organizacio´n
jera´rquica de los conceptos.
3 Metodolog´ıa
En la edicio´n de TASS 2017 se propusieron
dos tareas: la clasificacio´n de polaridad a ni-
vel de documento; y la clasificacio´n de pola-
ridad a nivel de aspecto. En la primera tarea
participaron 10 equipos con el corpus Inter-
TASS (Dı´az-Galiano et al., 2018). Esa tarea
corresponde a la clasificacio´n de polaridad en
un tweet. Para dicha tarea se ofrecio´ el re-
curso del InterTASS, un corpus de ma´s de
2,000 tweets anotados con cuatro categor´ıas
de opinio´n: positive, neutral, negative y no-
ne. Este trabajo se limita al ana´lisis de los
sistemas que reportaron resultados para esta
tarea particular.
ID Sistema M-F1 Acc.
2 ELiRF-UPV 0.493 0.607
9 RETUYT 0.471 0.596
7 ITAINNOVA 0.461 0.576
6 Jacerong 0.460 0.602
1 INGEOTEC 0.526 0.595
3 Tecnolengua 0.456 0.582
10 SINAI 0.442 0.575
5 LexFAR 0.432 0.541
4 OEG 0.367 0.386
8 GSI 0.327 0.558
Tabla 1: Resultados obtenidos por cada sis-
tema en TASS 2017
En la Tabla 1 se presentan los 10 sistemas
con los resultados obtenidos. De igual mane-
ra se presenta un identificador nume´rico que
sera´ utilizado como ı´ndice de referencia pa-
ra cada trabajo en lo que resta del art´ıculo.
Si bien hubo sistemas que obtuvieron mejo-
res resultados al ser evaluados con otro cor-
pus conocido como el corpus general General
Corpus, en la tabla comparativa se eligieron
los sistemas que presentaron evaluaciones uti-
lizando el corpus InterTASS ya que para este
corpus hubo una mayor participacio´n.
La especificacio´n del modelo y las plan-
tillas fueron entregadas a un grupo de eva-
luadores previo a la especificacio´n de art´ıcu-
los. Posteriormente, cada art´ıculo fue revi-
sado por al menos tres evaluadores, quienes
revisaron un ma´ximo de dos art´ıculos ca-
da uno. El perfil de estos evaluadores era el
de estudiantes de Maestr´ıa en Computacio´n
y Lingu¨´ıstica con conocimiento de Procesa-
miento de Lenguaje Natural. Cada evaluador
genero´ una especificacio´n del sistema descri-
to utilizando las plantillas suministradas. Las
plantillas fueron llenadas en forma individual
y posteriormente se unificaron por consenso
entre los tres evaluadores y el investigador a
cargo. Posteriormente el proceso de especifi-
cacio´n para todos los trabajos fue replicado
por un investigador internacional y mediante
la comparacio´n de ambos resultados se ob-
tuvieron los resultados que aqu´ı se reportan.
Cabe mencionar que todas las especificacio-
nes fueron generadas a partir de los textos de
los art´ıculos publicados.





1 2 3 4 5 6 7 8 9 10
acentos X X X
recodificacio´n X
emoticons X X X X
hashtag X X X X
mayu´sculas X X X X X X
mencio´n X X X X X X X X
negacio´n X X X X X X
numeral X X X
diccionario X X X X X
puntuacio´n X X X
repeticio´n X X X X X X
stopwords X X X X X
url X X X X X X X X
fechas X
Tabla 2: Componentes de preprocesamiento reportados en cada trabajo
4 Descripcio´n de los componentes
de cada sistema
Para cada grupo de componentes se presen-
tan los resultados comparativos segu´n la or-
ganizacio´n propuesta en el modelo.
4.1 Pre-procesamiento
En la Tabla 2 se muestran las diferentes
pra´cticas que se utilizaron en los sistemas que
participaron en el TASS 2017.
El preprocesamiento se refiere a las trans-
formaciones que se efectu´an sobre los datos
crudos con el objetivo de obtener algo unifor-
me y sin elementos que se puedan considerar
ruidosos para el mejor manejo del texto.
Como ejemplos podemos observar la eli-
minacio´n de puntuacio´n, caracteres y ciertas
palabras que se consideran sin contenido ni
beneficio en su consideracio´n; la normaliza-
cio´n de diferentes formas de escribir expre-
siones informales, la eliminacio´n de nu´meros
y ligas, entre otras.
La etapa de preparar los datos para un
procesamiento ma´s sencillo y efectivo no so-
lo se ha vuelto una pra´ctica ba´sica, sino que
ha llegado a tener un cara´cter tan cotidiano
que muchas veces no se le da la importan-
cia y especificacio´n suficientes y necesarios
para llevar a cabo experimentacio´n emp´ıri-
ca. En la Tabla 2 se hace evidente co´mo se
le da un peso considerable a elementos pro-
pios del a´rea de ana´lisis de sentimiento y que
se han reportado con buenos resultados co-
mo la consideracio´n de la negacio´n. O da-
tos caracter´ısticos del corpus (tweets) como
las menciones o los hashtags. Sin embargo, la
mayor´ıa de las consideraciones que se hacen
para el pre-procesamiento se dejan sin deta-
llar o simplemente no se mencionan aunque
se hayan tomado en cuenta.
Cada framework tiene un conjunto de ac-
ciones de pre-procesmiento propias de las que
se puede hacer uso. Esto ayuda a establecer
una l´ınea de comparacio´n entre aquellos sis-
temas que hagan uso de dichos frameworks.
No obstante, muchos de los trabajos anexan
capas extra de pre-procesamiento, no utilizan
los frameworks o no reportan con exactitud
los para´metros que utilizan.
Antes no se ten´ıa una herramienta para
capturar los diferentes mo´dulos y procesos
que se llevaban a cabo en cada una de las
etapas de un sistema de SA. Gracias al mo-
delo propuesto es posible dar una estructura-
cio´n a este tipo de caracter´ısticas, tanto como
una herramienta para la normalizacio´n de la
informacio´n reportada como para la concien-
tizacio´n de los autores para la retroalimenta-
cio´n de la informacio´n y la eficiente re´plica
experimental.
4.2 Enriquecimiento
El enriquecimiento se refiere al anexo de da-
tos mediante diferentes te´cnicas que resul-
tan en un aporte de informacio´n que se pue-
de obtener de la misma informacio´n median-
te sistemas que hacen uso de conocimiento
de dominio. Por ejemplo, los etiquetadores
sinta´cticos, lematizadores y las te´cnicas de
ponderacio´n de la importancia de las pala-
bras como el tf-idf entre otros.
Con el modelo de comparacio´n que esta-
mos utilizando, podemos observar para este
mo´dulo ciertos elementos populares a trave´s





1 2 3 4 5 6 7 8 9 10
categor´ıa
gramatical X X X X X
parsing X
entidad X
frecuencia X X X X
lema X X X X
stemming X X
stemming’ X
ponderacio´n X X X X
polaridad X X X X X X
embedding X
aprendizaje
a distancia X X
Tabla 3: Te´cnicas de enriquecimiento repor-
tadas en cada trabajo
de los diferentes sistemas como es el caso del
etiquetado de partes de la oracio´n (POS), la
lematizacio´n y el enriquecimiento mediante el
uso de lexicones de polaridad. El aprendizaje
a distancia o distance supervision (Mintz et
al., 2009) se menciona como te´cnica de en-
riquecimiento de los conjuntos de datos de
entrenamiento.
El modelo comparativo que estamos uti-
lizando es particularmente valioso para no-
tar te´cnicas compartidas entre diferentes sis-
temas. En la Tabla 3 se puede observar que
el enriquecimiento mediante lexicones de po-
laridad es una te´cnica bastante popular, y un
elemento utilizado por varios de los sistemas
ma´s sobresalientes como el 9, el 7 y el 6. No
obstante, el sistema 2, que es el ma´s sobresa-
liente, no los utiliza, e incluso en su trabajo se
puede leer (Hurtado, Pla, y Gonza´lez, 2017):
“Tampoco se han utilizado lexico-
nes de polaridad debido a que no
mejoraban los resultados sobre vali-
dacio´n...”
Misma conclusio´n a la que llegaron Rosa´ et
al. (2017) del sistema 9, aunque ellos si lo
utilizaron:
“En particular, se observa que el
aporte del le´xico subjetivo es poco
relevante.”
Esto plantea nuevas implicaciones sobre la
eficacia de las te´cnicas reportadas por traba-
jos sobresalientes del estado del arte. Los sis-
temas son una serie de herramientas en con-
junto. La aportacio´n que tiene cada una de
ellas en el resultado que se obtiene es desco-
nocido, e imposible de averiguar si no se tiene
una estructuracio´n de las diferentes opciones
que se tienen para cada mo´dulo.
En el estado del arte se reportaron bue-
nos resultados con ayuda de los lexicones de
polaridad (Moreno-Ortiz y Herna´ndez, 2017).
Pero esto no implicaba que fuera gracias a los
lexicones de polaridad que se obtuvieran los
resultados sobresalientes. No obstante, se si-
guen utilizando casi indiscriminadamente sin
llegar a hacerse pruebas espec´ıficas de la ga-
nancia que esta´n produciendo. Es posible que
haya te´cnicas junto con las que funcionan
bien y otras con las que no. Es debido a con-
sideraciones de esta naturaleza por lo que se
vuelve evidente la necesidad de construir un
mapa de eficacia para cada una de las herra-
mientas que se pueden utilizar.
En contraposicio´n con lo anterior, para el
sistema 7, Montan˜e´s-Salas et al. (2017) de-
fienden que sus resultados si se vieron benefi-
ciados con la inclusio´n de informacio´n de po-
laridad:
“Como se puede observar, la utili-
zacio´n del diccionario afectivo ha-
ce que tengamos mejores resultados,
aunque el algoritmo tambie´n obtie-
ne resultados bastante satisfactorios
sin ellos.”
En las dos secciones siguientes ahondare-
mos ma´s acerca de los procesos que se usaron
para incluir la informacio´n de polaridad y las
posibles razones que pueden estar detra´s de
estas discrepancias en los resultados.
4.3 Representacio´n
La representacio´n se refiere a la configuracio´n
en la que se ingresara´n los datos para su pro-
cesamiento y clasificacio´n. Es decir, que´ ca-
racter´ısticas en particular se toman en cuenta





1 2 3 4 5 6 7 8 9 10




features X X X X X X
embeddings X X X X
Tabla 4: Me´todos de representacio´n del texto
utilizadas en cada trabajo
En la Tabla 4 se listan una serie de carac-
ter´ısticas que cada uno de los sistemas repor-
ta como haber tomado en cuenta. Es posible
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observar una tendencia hacia la agrupacio´n
en un vector de caraceter´ıticas (features).
Por otro lado, un detalle que resalta a la
vista es que los tres sistemas ma´s sobresalien-
tes (2,7 y 9) emplean word embeddings para la
representacio´n de sus datos. Esto es de parti-
cular intere´s para la comparacio´n de sistemas
en general, pues en todos los mo´dulos de es-
tudio, no se encontro´ otra caracter´ıstica que
identificara tan bien a estos tres sistemas.
En adicio´n a lo anterior, es importante re-
saltar dos experimentos similares que lleva-
ron a cabo los sistemas 2 y 7 referente a la
representacio´n de sus palabras en combina-
cio´n con informacio´n de polaridad (Hurtado,
Pla, y Gonza´lez, 2017; Montan˜e´s-Salas et al.,
2017).
Como se menciono´ en la seccio´n 4.2, el sis-
tema 2 (Hurtado, Pla, y Gonza´lez, 2017) des-
carto´ el uso de diccionarios de polaridad debi-
do a la ausencia de mejoras en el desempen˜o
de dicho enriquecimiento. No obstante, ha-
cen experimentos con sentiment specific word
embeddings (SS-WE), para los cuales aplican
distant supervision con heur´ısticas de emo-
ticones. Esto podr´ıa verse como un uso in-
directo de informacio´n de polaridad para la
creacio´n de embeddings.
Por su parte, para el sistema 7, Montan˜e´s-
Salas et al. (2017) obtiene sus propios SS-
WE mediante una te´cnica distinta. Se basa
en el uso de varios diccionarios afectivos para
introducir sino´nimos basados en emociones y
con esto reduce el vocabulario del que obtiene
embeddings especiales.
De sus experimentos al utilizar word em-
beddings entrenados especialmente toman-
do en cuenta sentimientos, Hurtado, Pla, y
Gonza´lez (2017) no obtiene mejoras mientras
que Montan˜e´s-Salas et al. (2017) s´ı. Lo que
supone que la informacio´n que se obtiene de
diccionarios afectivos necesita consideracio-
nes especiales para poder ser aprovechada. A
continuacio´n, la seccio´n 4.4 presenta el ana´li-
sis de los componentes de clasificacio´n.
4.4 Clasificacio´n
La clasificacio´n se refiere a los algoritmos que
se utilizan para obtener el resultado final de
la categor´ıa a la que pertenece la polaridad
de los comentarios. En la Tabla 5 se mues-
tran los diferentes sistemas que reportan los
participantes del TASS 2017
De manera similar a los componentes de




1 2 3 4 5 6 7 8 9 10
Bayes X
Ensamble X X X X X
Red neuronal X X X X X
Log´ıstica X X
SVM X X X X X
Gene´tico X
Tabla 5: Estrategias de clasificacio´n reporta-
das en cada trabajos
tes destacan como caracter´ıstica comu´n a los
sistemas ma´s sobresalientes (2, 9 y 7) el uso
de redes neuronales.
Por otro lado, se puede notar que al igual
que con los componentes de representacio´n,
se tiene la presencia del sistema 10, sin em-
bargo, como se observa en las tablas, este sis-
tema se encuentra pobremente especificado y
no nos es posible analizar por que´, a pesar de
tener estas cosas en comu´n con los sistemas
ma´s sobresalientes, no tuvo un mejor desem-
pen˜o.
Un elemento muy interesante dentro de es-
te rubro que no puede ser capturado con el
modelo actual es la presencia de indicaciones
dentro de los art´ıculos que demuestran una
tendencia acerca del mejor funcionamiento de
algunos sistemas sobre otros, como se men-
cionan Moreno-Ortiz y Herna´ndez (2017):
“We also tried a SVM classifier on
the same feature sets, but we consis-
tently obtained poorer results com-
pared to the logistic regression clas-
sifier.”
Lo anterior se puede traducir como:
“Tambie´n tratamos con clasificado-
res SVM sobre el mismo conjunto
de caracter´ısticas, pero obtuvimos
de manera consistente peores resul-
tados comparados con los de un cla-
sificador log´ıstico.”
Este tipo de aportacio´n puede resultar
muy valioso para la re´plica, la identificacio´n
de las caracter´ısticas que pueden combinar
bien con ciertos algoritmos de clasificacio´n y
el fomento en el cambio de estrategias. Lo an-
terior tiene el potencial de enriquecer los tra-
bajos mediante una experimentacio´n dirigida
y, al mismo tiempo, facilitar la comparacio´n
entre sistemas inclusive si no comparten el
resto de los mo´dulos ni caracter´ısticas.





1 2 3 4 5 6 7 8 9 10
polarizacio´n X X X X X X X X
emoticones X
stoplist X X X
lexicon X X
embedding X X
Tabla 6: Recursos esta´ticos reportados como
herramientas en cada trabajo
Los diccionarios se refieren a aquellas he-
rramientas esta´ticas de las que hacen uso
los participantes para an˜adir informacio´n a
sus sistemas. Esto incluye lexicones de po-
laridad, diccionarios de emoticones, listas de
palabras de paro, embeddings pre-entrenados
entre otros. Todas aquellas herramientas que
esta´n listas para usarse como consulta.
En la Tabla 6 se muestra el uso que tuvie-
ron los participantes del TASS 2017 de dis-
tintas herramientas esta´ticas. Como se puede
observar, la mayor´ıa de los sistemas utilizo´
lexicones de polarizacio´n. Como ya se hab´ıa
mencionado en la seccio´n 4.2, Hurtado, Pla,
y Gonza´lez (2017) y Rosa´ et al. (2017) llegan
a la conclusio´n de que esta estrategia en par-
ticular no logra un mejor rendimiento en los
sistemas. Mientras que Montan˜e´s-Salas et al.
(2017) llega a la conclusio´n contraria.
En la seccio´n 4.3 discutimos un cambio en
la manera en la que se incorporo´ la informa-
cio´n de polaridad entre los sistemas 2 y 7 co-
mo una posible explicacio´n para la diferencia
de los resultados. No obstante, no podemos
descartar la posibilidad de que la diferencia,
o parte de ella, provenga del recurso utiliza-
do. El sistema 2 no utiliza diccionarios afec-
tivos, pero el sistema 9 s´ı a pesar de que tam-
bie´n reporta que no obtuvo mejoras con ello
(Rosa´ et al., 2017).
Podemos notar una interesante diferen-
cia entre los sistemas 7 y 9 en cuanto a los
recursos de polaridad que utilizan. Rosa´ et
al. (2017) (sistema 9) utilizan tres le´xicos
subjetivos disponibles para el espan˜ol (Cruz
et al., 2014; Saralegi y San Vicente, 2013;
Brooke, Tofiloski, y Taboada, 2009). Mien-
tras que Montan˜e´s-Salas et al. (2017) (siste-
ma 7) utilizan el Dictionary of Affect in Lan-
guage (Cynthia M. Whissell et al., 1986) y el
Affective Norms for English Words (ANEW;
Bradley et al., 1999). A pesar de que Mon-
tan˜e´s-Salas et al. (2017) utilizan diccionarios
en ingle´s, obtienen mejoras en sus resultados
mientras que Rosa´ et al. (2017) no las obtie-
nen con diccionarios en espan˜ol.
Como mencionamos en la seccio´n 4.3, la
diferencia en el rendimiento puede venir de la
representacio´n. Esto supone un espacio para
experimentar, la representacio´n por sino´ni-
mos y embeddings con diccionarios en es-
pan˜ol, o bien, la anexio´n de informacio´n de
polaridad mediante el uso diccionarios en
ingle´s. Esto es tan solo un ejemplo de los ni-
chos que se pueden localizar mediante la es-
tructuracio´n de las caracter´ısticas de los sis-
temas con ayuda de modelos como los que es-
tamos utilizando. Finalmente, el u´ltimo tipo
de componentes por mencionar son los tipos
de herramientas, y herramientas espec´ıficas
que son utilizadas en cada uno de los traba-
jos.
4.6 Herramientas
Las herramientas se refieren a la paqueter´ıa
computacional de la que se apoyan los parti-
cipantes para llevar a cabo cada uno de los
mo´dulos antes mencionados, si es el caso.
Herramienta
Art´ıculos
1 2 3 4 5 6 7 8 9 10
POS tagger X X X X X






framework X X X
Tabla 7: Herramientas computacionales re-
portadas en cada trabajo
En la Tabla 7 se muestran las diferentes
tareas para las que los sistemas que parti-
ciparon en el TASS 2017 reportaron utilizar
paqueter´ıa especializada. Este rubro es par-
ticularmente u´til para la especificacio´n y es-
tandarizacio´n de las librer´ıas y sus respecti-
vos para´metros de operacio´n. Al identificar
de manera precisa los recursos que se utili-
zan en cada etapa del proceso, se facilita en
gran medida la re´plica, la experimentacio´n,
el reporte de resultados y la construccio´n de
paquetes de software que coordinen todo de
manera automa´tica.
5 Conclusiones
Es claro que la alta heterogeneidad que se
presenta en los sistemas hace que no se pue-
da establecer una relacio´n causa efecto entres
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los componentes de cada sistema y su efecto
sobre el rendimiento.
Muchos de los procesos que se aplican en
los diferentes mo´dulos se hacen debido a re-
sultados exitosos reportados en otros traba-
jos. No obstante no se tiene una verdadera
perspectiva de comparacio´n para identificar
en que´ medida las te´cnicas replicadas son las
que tuvieron un aporte en los sistemas repor-
tados en el estado del arte.
Son escasos los trabajos que cuentan con
la experimentacio´n para determinar la efec-
tividad de las herramientas perife´ricas que
utilizan. De all´ı la importancia de generar
conciencia tendiente a producir una adecuada
declaracio´n expl´ıcita de cada etapa. Adema´s,
resaltar la importancia de generar especifica-
ciones para capturar las pruebas satisfacto-
rias e insatisfactorias que se reporten. Si un
sistema similar logra mejoras al variar algu´n
elemento particular esto puede servir de base
para replicacio´n y observacio´n del efecto de
las variantes.
Un modelo comparativo de esta naturale-
za permite agilizar la experimentacio´n ten-
diente a determinar el efecto de los compo-
nentes ma´s pole´micos y sus combinaciones.
Lo anterior, para encontrar aquellos casos en
que funcionen, la manera en la que funcionan,
o bien, descartar pra´cticas que en realidad no
esta´n aportando un beneficio. De esta forma,
se puede determinar el panorama general aso-
ciado al desarrollo los estos sistemas con el fin
de lograr mejoras en su desempen˜o.
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