ABSTRACT With the development of mobile Internet, it is changing the way we communicate with others. Internet media have gradually become the main mobile crowdsourcing applications for information dissemination and user communication, including online news and social networks. However, the potential business opportunities have stimulated the emergence of a large number of spammers, who release false speech, advertisements, pornographic contents, and phishing websites on the media to gain commercial benefits, which seriously affects the experience of normal users. Therefore, in order to reduce the harm of false information, the research on the identification technology of spammers has been carried out extensively. However, the traditional technologies of identifying spammers involve high data costs and poor effects, and most of them are concentrated in the field of social networks, while less research is carried out in the field of online news. In this paper, we propose an effective technology of identifying online news comment spammers based on the label propagation algorithm (LPA), making full use of the user comment behaviors and contents. First of all, we collect a large amount of news and comments from NetEase News and label some users in the data as spammers or normal users manually to construct a labeled dataset. Then, a set of behavioral and semantic features are extracted and quantified from the user comment behaviors and comment contents by statistical analysis. Next, we propose the identification technology based on the LPA. Finally, the set of feature values is input into the proposed technology in different combinations, and experiments and evaluations are carried out to determine the most effective combination of features and improve the technology. The results show that the technology proposed in this paper involves a lower data cost but a better identification effect than some traditional technologies based on the supervised classifier.
as false speech, numerous abusive advertisements, pornographic content, and phishing sites. The false information has greatly reduced the user experience, affected the public opinions, reduced the quality of service, and impaired the economic interests, and thus it has become a serious problem of Internet media, which urgently needs to be regulated [3] [4] [5] . And the false information derives from those people who commonly known as spammers.
Spammer is a generic term of those malicious users who are driven by commercial interests to create and disseminate false information on Internet media by using special accounts registered on the platforms, in order to influence public opinions, disturb network order, and achieve other improper purposes [6] . There have been spammers since the popularity of Internet media, and many technologies of spammer identification have been proposed in the industrial circles and academic circles. However, with the complexity of Internet environment, the behavior of spammers is becoming more and more covert, the published false information is becoming more and more difficult to distinguish, and the data cost is becoming more and more high, which makes it more and more difficult to identify spammers [7] . As a result, these technologies are either too limited or not suitable for the large-scale data sets nowadays, which need to be improved urgently. At present, most of technologies on the identification of spammers are focused on social networks, such as Sina Weibo and Twitter. There are few technologies on the identification of spammers on news media. Most of contents in social networks record users' private things, while the comments in news media are related to target news, so the standard for labeling spammers is different. Also, social networks contain social relationships such as followers, while news media does not have corresponding social relationships. Therefore, there are differences in the extraction of spammer features. Thus, it is necessary to study the identification technology of spammers on news media.
The development of mobile Internet has greatly expanded the proximity service, including public safety communications and commercial applications. Public safety communications are composed of tracking systems [8] , communications technologies [9] [10] [11] , energy-efficient technologies [12] [13] [14] , sensor systems [15] , [48] , and human robot interaction [16] . Commercial applications are composed of cluster supply chain design [17] and event localization [18] . Among them, mobile crowdsourcing applications have also become an important research work of the proximity service but it is flooded with a large amount of false information.
Currently, due to the ease of use of computing resources in cloud computing, most data mining and data analysis tasks are performed by cloud computing. Therefore, the performance improvement of cloud computing is crucial [23] [24] [25] [26] . This paper hands over all process of the identification technology to cloud computing.
In order to resolve these new challenges, this paper, based on the API of NetEase News, collects a large amount of news and comments, and uses these data for data analysis, feature extraction and effect evaluation. Moreover, in this paper, we analyze the behavioral and semantic features of spammers in news comments, and propose an effective technology of identifying online news comment spammers based on label propagation algorithm (LPA). And the major contributions in this paper are made as follows:
• A statistical analysis of comment behaviors and contents of spammers and normal users is carried out, a set of effective user behavioral features and semantic features is extracted, and then quantified and normalized.
• An identification technology for online news comment spammers based on the LPA is proposed.
• The feature values are combined in different forms and input into the identification technology to carry out experiments, evaluations and comparisons, to determine the most effective combination of features and improve the technology. Experimental results show that the proposed technology in this paper involves a lower data cost but a better identification effect than some traditional technologies based on supervised classifier. The remainder of this paper is organized as follows. In Section II, we introduce the related work concerning the research on the identification technologies of spammers and the knowledge concerning LPA. Section III introduces the dataset collected and the preprocessing method. In Section IV, we conduct a statistical analysis of user behavioral features and semantic features of spammers and normal users, and propose the identification technology based on LPA. Section V input the feature values in different combinations into the identification technology, and carries out experiments, evaluations and comparisons. Finally, Section VI summarizes and gives an end to this paper.
II. RELATED WORK
Web 2.0 is a new form of Internet [19] , which contains huge potential business opportunities, but has also stimulated the emergence of a large number of spammers. Therefore, the identification technology of spammers has been extensively studied. According to different areas, the current research areas on spammer identification technologies can be divided into the e-mail field, the field of social networks, the field of news media, the e-commerce field [20] [21] [22] . According to different research methods, it can be divided into spammer identification technologies based on user behavioral features, semantic features, and environmental features [28] , [29] .
With the rapid development of social networks, the spammer identification research on social networks has attracted more and more attention from industry and academic circles. In the industry, Facebook has proposed an EdgeRank technology [30] , which assigns scores generated by a few features, such as the number of likes, the number of comments, the number of reposts, etc., to each post, and the higher the score of EdgeRank is, the less likely it is to become a spammer. In academic circles, some spammer identification technologies are based on user behavioral features, which analyzes the behavioral differences between spammers and normal users in terms of posting, reposting, commenting, following, and other aspects, so as to identify the authentic identity of different users [27] . The other identification technologies are based on semantic features, which is to extract semantic information of messages or comments to identify unknown users [31] , [32] . A number of identification technologies available have been studied at present. Park and Han [33] collected a large quantity of statistical data on user behaviors and messages from Twitter, and extracted a set of features that can be easily found. They build a new kind of classifiers, and then use it to determine whether the unknown user is a spammer. Almaatouq et al. [34] conducted a special analysis of spam accounts in OSNs with their behavioral characteristics. They showed that there are two behaviorally different categories of spammers and analyzed the possibility of spammer accounts according to three different categories of features. Zheng et al. [35] extracted a group of user behavioral features and semantic features from the data of Twitter, and proposed a technology of spammer identification based on ELM algorithm. Yu et al. [36] proposed a new technology of spammer identification based on CNMF, and optimized the iterative updating rules of it.
In the field of news media, the research on spammer identification is far less than that in the field of social networks, and only a few technologies have been proposed. Chen et al. [37] studied and discussed the structure of the spammer organization, and found that the behavior of spammers tends to be well organized. They collected a small amount of news and comments from Sohu News and Sina News. Then they analyzed of the differences between behavioral and semantic features of spammers and normal users, and used SVM classifier to identify unknown users.
The classifiers used in the above technologies are mainly supervised machine learning method, which needs to label all data in the dataset. It involves a high data cost and most of time is spent on labeling data. However, many researchers on machine learning have found that semi-supervised machine learning method, which combines a little labeled data and a lot of unlabeled data, is a more effective way to reduce data cost and improve the accuracy of classification [38] [39] [40] . LPA [41] is a typical semi-supervised machine learning method, which has been widely used in the classification of text information [42] , the classification of multimedia information [43] and community discovery [44] [45] [46] .
In a word, all of existing spammer identification technologies are to extract a group of variant features between spammers and normal users, and to apply these features to different classifiers, so as to identify unknown users. Generally speaking, by following these similar concepts and getting inspired by the paper of Chen et al. [37] , this paper analyzes and improves user behavioral features and semantic features, builds a technology of spammer identification based on LPA. Then we compare it with the original technology in Chen C's paper and some other supervised classifiers.
III. DATASET COLLECTION AND PREPROCESSING

A. DATASET COLLECTION AND DESCRIPTION
Since NetEase News owns a large number of users and the comments obtained are relatively complete, this paper first collected sufficient data from NetEase News for research. We developed a web crawler based on the API of NetEase News, and crawled online news published during the period from 00:00 on March 1, 2016 to 24:00 on May 31, 2016 with this web crawler, totaling 245,696 pieces of news. In addition, according to the collected online news, we continued to crawl their news comments, and collected a total of 9,567,615 comments until 09:00 on July 12, 2017.
For each comment, this paper recorded the following fields, as shown in Fig. 1 .
• _id: Unique index for each comment.
• url_hash: Unique index for each news.
• author: User nickname.
• text: Comment content.
• post_time: Comment post time.
• build_level: Whether the comment is a new comment or a reply to another comment. If the comment is a new comment, it will be recorded as 1, else it will be recorded as other number.
• anonymous: Whether the comment is anonymous. If the comment is anonymous, it will be recorded as 1, else it will be recorded as 0. 
B. DATASET PREPROCESSING
Because there are some anonymous comments in the dataset, that is, the field of anonymous is 1, and the information of users behind these anonymous comments is unable to be obtained, causing the number of these users is unknown, and it is inconvenient to conduct the subsequent research. Thus, it is necessary to remove the anonymous comments. After removing, the dataset includes 7,208,050 valid comments and 968,771 comment users. However, it is also necessary to remove the users with fewer comments, because even with manual checks, it is difficult to determine whether these users are normal users or spammers. As a result, this paper eliminated users with fewer than 4 comments, and got a total of 325,129 users in the end. Since the semi-supervised machine learning classifier is adopted, there is no need to label all users manually. Thus, this paper extracts some users from 325,129 users for manual labeling. Firstly, all users were sorted based on the number of their comments from high to low. Then the systematic sampling was adopted to select one user among every 100 users. Finally, 3,000 users were selected as the dataset for manual labeling.
The current spammer identification technologies either use recognized datasets or use datasets collected by themselves. If they use the recognized datasets, there is no need to guarantee the authenticity of spammers' identity. Because its authenticity has been guaranteed by the data providing platform or domain experts. But most technologies use the datasets collected by themselves, they usually label which users are normal users and which users are spammers manually according to their own standards. It is impossible to ensure that the spammers labeled manually are real spammers, as unless the user acknowledges that he is a spammer or that the organization reveals him. That is, it often goes beyond the scope of technology to prove the authenticity of spammers that are manually labeled. This paper uses the dataset collected by ourselves, therefore, we call the manually labeled spammers as possible spammers to avoid discussing the authenticity. According to the meaning, contradiction and topic relevance of users' comments, the researchers in this study manually labeled 387 possible spammers from 3,000 users based on personal experience after reading the comments, accounting for 12.9% of the total.
IV. THE PROPOSED SPAMMER IDENTIFICATION TECHNOLOGY A. BEHAVIORAL FEATURES ANALYSIS
After labeling possible spammers and normal users manually, this paper made a statistical analysis of user behavioral features, in order to find out the objective features which are helpful to identify possible spammers. In this paper, mainly the following four behavioral features are analyzed, namely, the number of new comments by users, the number of news commented, the number of comments during working hours and the frequency of comments. For the convenience of discussing the features of this paper, Qn and Qs are used to represent the number of normal users and that of possible spammers, and Pn and Ps are used to represent the user proportion of normal users and that of possible spammers. For each feature, this paper adopts normalization to process the quantization results, so that the feature value basically maps between the numerical range [0,1], in order to prevent features at high number order of magnitude from highlighting their role.
1) NUMBER OF NEW COMMENTS BY USERS
In daily life, people tend to get inspired when reading a piece of news, and then make some comments. For normal users, they will make new comments about news, but they are more about discussing with others, because one of the major functions provided by online news is the interaction between users. For possible spammers, they tend to just post new comments, instead of replying to others' comments, in order to increase the number of comments to finish their tasks as soon as possible. Therefore, this paper argues that the feature of the number of new comments by users can be used to distinguish between normal users and possible spammers, and the number of new comments by normal users is lower than that of possible spammers.
This paper quantified and normalized this feature by calculating the ratio of the number of new comments per user to their total number of comments. The steps are as follows:
1) Count the number of new comments per user, namely the comment that the field of build_level is 1, and define it as No. 2) Count the total number of comments per user, and define it as Na. 3) Calculate the ratio of the number of new comments to the total number of comments, and define it as Rb, and its quantification equation is as follows:
According to the quantification equation of this feature, the feature value of each user in the manually labeled dataset was calculated in turn. The numerical range [0,1] was divided into 5 ranges, and then the number of users with corresponding feature value in each range was counted and the user ratio was calculated. Table 1 shows the statistical result, and According to the statistical result, about 90.18% of possible spammers have feature values between 0.8 and 1.0, while about 9.82% of users will reply to other comments now and then. Among normal users, about 48.53% of users have feature values between 0.8 and 1.0, while the rest users are more likely to interact with others. From Fig. 2 , we can easily VOLUME 7, 2019 see that possible spammers are more likely to make new comments than normal users. The statistical result confirms that possible spammers are more likely to make new comments than to reply to other people's comments.
2) NUMBER OF NEWS COMMENTED
People have a variety of interests and are curious about different things, and the same is true when they read news. For normal users, they tend to read more news and comment on it instead of just making comments on several pieces of news. For possible spammers, they tend to comment on certain news for some purpose, such as raising the popularity of some news. Therefore, this paper argues that the feature of the number of news commented can be used to distinguish normal users from possible spammers, and the number of news commented by normal users is higher than that by possible spammers.
This paper quantified and normalized this feature by calculating the ratio of the number of news commented per user to their total number of comments. The steps are as follows:
1) Count the number of news commented per user, and define it as Nn. 2) Count the total number of comments per user, and define it as Na. 3) Calculate the ratio of the number of news commented to the total number of comments, and define it as Rn, and its quantification equation is as follows:
According to the quantification equation of this feature, the feature value of each user in the manually labeled dataset was sequentially calculated. The numerical range [0,1] was divided into 5 ranges, and then the number of users with corresponding feature value in each range was counted and the user ratio was calculated. Table 2 shows the statistical result, and Fig. 3 graphically describes the statistical result. According to the statistical result, only about 42.38% of possible spammers comment on more news and the number of news commented by most of possible spammers accounts for a relatively low proportion to the total number of comments, and the news they comment on is relatively concentrated. However, among normal users, nearly 87.83% of users have feature values between 0.8 and 1.0, indicating that the vast majority of normal users read a wide range of news and comment on a number of pieces of news. As is shown in Fig. 3 , it is obviously that normal users are more likely to comment different news than possible spammers. This statistical result confirms that possible spammers are more likely to comment on certain news for some special purposes, which is different from the behavior of normal users, and thus this feature can be used as an effective behavioral feature to identify possible spammers.
3) NUMBER OF COMMENTS DURING WORKING HOURS
In daily life, people will engage in a variety of jobs, and stick to their own posts. Reading news and making comments are entertainment activities, and such behavior tends to take place less frequently during working hours. For normal users, they tend to be busy with their work and spend less time reading news and making comments during their working hours. For possible spammers, the time they spend commenting on news often varies irregularly, as they may make comments during working hours or during non-working hours, which depends on whether possible spammers receive certain tasks. Therefore, this paper argues that the feature of the number of comments during working hours can be used to distinguish normal users from possible spammers, and the number of comments posted by normal users during working hours is lower than that of possible spammers.
This paper quantified and normalized this feature by calculating the ratio of the number of comments posted during the working hours per user to their total number of comments. The steps are as follows: 1) Count the number of comments per user that are posted between 09:00 and 11:00 and between 14:00 and 17:00, and define it as Nw. 2) Count the total number of comments per user, and define it as Na. 3) Calculate the ratio of the number of comments during working hours to the total number of comments, and define it as Rw, and its quantification equation is as follows:
According to the quantification equation of this feature, the feature value of each user in the manually labeled dataset was calculated in turn. The numerical range [0,1] was divided into 5 ranges, and then the number of users with corresponding feature value in each range was counted and the user ratio was calculated. Table 3 shows the statistical result, and Fig. 4 graphically describes the statistical result. According to the statistical result, there are only about 5.09% of normal users have feature values between 0.8 and 1.0, and about 55.49% of normal users tend to make more comments during non-working hours. Among possible spammers, the number of users is more evenly distributed in five ranges, while there is no obvious tendency for them to post comments during working hours. For possible spammers, this statistical result is somewhat different from the previous argument that most of possible spammers would have a high feature value. But it also proves the irregularity of time for possible spammers to post comments, and that as long as they receive the task of commenting, they will post comments whenever and wherever. For normal users, this statistical result shows that they tend to read news and comment on it during their breaks, which is consistent with the argument.
4) FREQUENCY OF COMMENTS
As mentioned above, users comment on news because of their interest in it. If a user reads an interesting piece of news one day, he will have a heated discussion with other users, and thus this user will make a lot of comments on that day. Correspondingly, if the user does not read any news that he is interested in, there will be very few comments on the day. Such case is very common for normal users. After all, it is impossible to have news that users are interested in every day, and thus the time intervals between comments posted by normal users tend to be longer. For possible spammers, they tend to comment on news for some purpose, and they are likely to receive the task of commenting every few days or even every day, so the time intervals between comments posted by possible spammers are often shorter. Therefore, this paper argues that the feature of the frequency of comments can be used to distinguish normal users from possible spammers, and the frequency of comments made by normal users is lower than that by possible spammers.
This paper quantified and normalized this feature by calculating the ratio of the number of days when each user posted comments to the total number of days. The steps are as follows:
1) Sort the comments of each user according to the posting time, and extract the time of the earliest comment and the latest comment. Then subtract the two time values to get a time period, that is, the user has only posted comments within that time period. Define the time period as Ta. 2) Count the number of days in which each user actually posts comments in his respective time period. For example, the time interval between the earliest comment and the latest comment posted by a user is 30 days, that is, Ta is 30. But this user has actually posted comments only in five days of Ta, so the actual number of days he has posted comments is 5, which is defined as Tf. 3) Calculate the ratio of the number of days when each user posted comments to the total number of days, and define it as Rt, and its quantification equation is as follows:
According to the quantification equation of this feature, the feature value of each user in the manually labeled dataset was sequentially calculated. The numerical range [0,1] was divided into 5 ranges, and then the number of users with corresponding feature value in each range was counted and the user ratio was calculated. Table 4 shows the statistical result, and from 0.0 to 0.2, and the remaining 33.59% of users have the comment frequency ranging from 0.4 to 1.0. Among normal users, the proportion of users whose comment frequency is between 0.0 and 0.2 accounts for as high as 59.28%, while the proportion of users whose comment frequency is between 0.4 and 1.0 only accounts for about 13.2%, indicating that most of normal users make some comments at longer intervals. From Fig. 5 , we can see that possible spammers comment more frequently. This statistical result confirms that possible spammers will make comments frequently because of some purposes, which is different from the behavior of normal users in this aspect.
B. SEMANTIC FEATURES ANALYSIS
The content of comments is the main way for users to express their ideas, feelings, and opinions. As a result, based on the semantic analysis of the content of user comments, we will find out the subjective features that are helpful to identify possible spammers. But it is difficult to analyze actual semantics of comments through machines and algorithms, so this paper chooses the following semantic feature to analyze: the similarity of user comments.
1) SIMILARITY OF COMMENTS
Language and characters are one of the greatest and most precious treasures of human beings, and their richness is far beyond people's imagination. Different people are bound to express in different ways for the same thing. Even the same person will not say exactly the same sentence at different times, unless it is deliberately done. For normal users, it is mentioned above that they have a wide range of interests, and they will read different news and comment on it, so their comments are bound to be varied. For possible spammers, they tend to post comments on the same topic or may even post several identical comments for the purpose of increasing the number of comments and the popularity of news. Therefore, this paper argues that the feature of comment similarity can be used to distinguish normal users from possible spammers, and the comment similarity of normal users is lower than that of possible spammers.
By calculating the average similarity of comments of each user, this feature was quantified and normalized in this paper. At present, the algorithm for calculating text similarity has been more mature, and the commonly used algorithms are the bag-of-words model, TF-IDF model and LSI model [47] . LSI model can help to find possible topics in the text, and the calculated text similarity will be more accurate, thus this paper uses LSI model to calculate the similarity of user comments. As these algorithms for calculating text similarity require the text input to be in the form of words, first of all, we need to segment the text of comments, while the word segmentation algorithm used is Jieba word segmentation. In the process of word segmentation, some stop words, such as punctuation marks, conjunctions, adverbs, and prepositions, have no practical significance, but have a certain impact on the calculation of comment similarity, so it is necessary to remove these stop words. Then the comment similarity can be calculated by inputting the comment text after segmentation into the LSI model. The steps are as follows:
1) Assuming that a user has n comments, the text similarities between the user's comment i and other comments of his own are calculated, and then n-1 text similarities are obtained. By summing and averaging the values ofn-1 text similarities, the average value of the similarity between the user's comment i and other comments can be obtained and defined as SAi. 2) By analogy, the average values of text similarity of all comments of this user can be calculated, that is, SA1, SA2, . . . , SAn. Then the sum and the mean value of these similarities can be calculated, and the average similarity of the user as a whole can be obtained, which is defined as S. It is worth noting that user may post same comment many times, considering the impact of network delay, but it is not the original intention of user. So, when the similarity of a comment is calculated, if there are comments that are made on the same news and are posted within five minutes from the posting of this comment, such comments will be neglected. The quantification equation is as follows:
According to the quantification equation of this feature, the feature value of each user in the manually labeled dataset was sequentially calculated. The numerical range [0,1] was divided into 7 ranges, and then the number of users in each range was counted and the user ratio was calculated. Table 5 shows the statistical result, and Fig. 6 graphically describes the statistical result.
According to the statistical result, the comment similarity of about 78.55% of possible spammers is ranging from 0.15 to 1.00, while only about 21.45% of users have the comment similarity between 0.05 and 0.15, and even there are 0 users with the comment similarity between 0.00 and 0.05. Among normal users, about 70.38% of users have a comment similarity between 0.00 and 0.05, while only about 7.27% of users have a comment similarity between 0.15 and 1.00, which is greatly varied from possible spammers. As is shown in Fig. 6 , it can be easily seen that a majority of normal users have a low degree of comment similarity than possible spammers. This statistic result confirms that possible spammers have a relatively high similarity of comments, while that of normal users is lower. Therefore, this feature can be used as an effective semantic feature for identifying possible spammers.
2) IMPROVED SIMILARITY OF COMMENTS
In this paper, we quantify the similarity of comments, and the result shows that there is a great gap between normal users and possible spammers in terms of the comment similarity. But when we look at the similarity of comments calculated for each user, we find that there is a big difference in the similarity of comments among users with different numbers of comments, even if they are both normal users. We conclude a rule after observing this phenomenon that whether they are both possible spammers or normal users, the similarity of comments will gradually increase with the decrease in the number of comments by users. Therefore, the similarity of comments quantified in the preceding section is unable to be directly applied to the possible spammer identification technology, so that it must be improved.
In fact, users can be categorized according to the number of comments, and can be divided into users at different active degrees. This paper defines a method of user classification based on calculating the arithmetic mean value of the total number of comments from all users in the current category and the number of users in the current category, as shown in Fig. 7 . The steps are as follows: 
1) Count the total number of comments by all users and
the number of users, and calculate the mean number of comments. Classify users with the number of comments more than the average as active users, and those with the number of comments lower than the average as inactive users. 2) Count the total number of comments by inactive users and the number of inactive users, and calculate the mean number of comments. Classify users with the number of comments more than the average as inactive users and those with the number of comments lower than the average as very inactive users. 3) Count the total number of comments by active users and the number of active users, and calculate the mean number of comments. Classify users with the number of comments more than the average as high active users and those with the number of comments lower than the average as low active users. 4) Count the total number of comments by high active users and the number of high active users, and calculate the mean number of comments. Classify users with the number of comments more than the average as high active users and those with the number of comments lower than the average as moderately active users. The distribution ranges of the number of comments by the users at different active degrees after classification are shown in Table 6 . In fact, the reason for removing users with less than 4 comments in the preceding part of this paper is that these users are very inactive, which is not helpful to identify possible spammers.
After classifying users, this paper gives corresponding weights to five different active degrees, that is, the weights of high active, moderately active, low active, inactive and very inactive are 5, 4, 3, 2,1, respectively. Then, the comment similarity of each user is multiplied by the weight of corresponding active degree, and the improved comment similarity can be obtained. This method reduces the impact of the number of users' comments on comment similarity, and makes the comment similarity of users with different number of comments at the same magnitude level. The numerical range [0, 5) was divided into 6 ranges, and then the number of users in each range was counted and the user ratio was calculated. Table 7 shows the statistical result, and Fig. 8 graphically describes the statistical result. According to the statistical result, for the improved comment similarity, the number of users as possible spammers who have a comment similarity between 0.0 and 0.2 is still 0, while a majority of possible spammers have a comment similarity between 0.2 and 0.8, accounting for about 74.94%. Among normal users, about 80.33% of users have a comment similarity ranging from 0.0 to 0.2, which has further widened the gap with possible spammers. From Fig. 8 , it is more obviously that normal users have lower comment similarity than possible spammers. This statistic result shows that the improved comment similarity further enlarges the gap between normal users and possible spammers, and is a more effective feature for identifying possible spammers compared with the unimproved comment similarity above.
C. LABEL PROPAGATION ALGORITHM
LPA is a graph-based semi-supervised machine learning classifier, and its basic idea is to make use of the label information of a small number of labeled nodes to predict the label information of a large number of unlabeled nodes. For all nodes in the dataset, they are constructed into an undirected complete graph. The nodes include labeled nodes and unlabeled nodes, and the weights of the edges between any two nodes indicate the similarity between the two nodes. Then the labeled node is just like a propagation source, propagate the label to other adjacent unlabeled nodes according to the size of edge weight. The greater the weight is, the more easily the label will be propagated.
Suppose (x1, y1), (x2, y2) , . . . , (xL, yL) are labeled nodes, with L nodes, and that (xL + 1, yL + 1), (xL + 2, yL + 2), . . . , (xL + u, yL + u) are unlabeled nodes, with u nodes, and L << u. Among them, X = (x1 . . . xL + u) is the feature dataset of all nodes, YL = (y1 . . . yL) is the label set of the labeled nodes, and each node's label belongs to one of C labels, and the number of C is known. YU = (yL + 1 . . . yL + u) is the label set of the unlabeled nodes, while each node's label is unknown. The purpose is to label the label set YU of the unlabeled nodes by learning the feature dataset X and the label set YL of the labeled nodes.
According to the feature dataset X , an undirected complete graph is constructed. The weight W of edge in the graph is the similarity between nodes, and is calculated by Gaussian kernel function, where σ is the bandwidth parameter:
In order to obtain the probability that the label of a node propagates to other nodes through the edge, a probability transition matrix P of (L + u) * (L + u) size is defined, where P ij is the probability of the label of the node i propagating to that of the node j:
At the same time, a label matrix F of (L + u) * C size is defined. The first L lines represent the labels of L labeled nodes, marked as FL, and the latter u lines represent the labels of u unlabeled nodes, marked as FU. Each column represents a label, a total of C columns. If the label of the node is c, the value of the c column is 1. Otherwise, it will be 0.
Based on the above definitions, the steps of the LPA are as follows, as shown in Algorithm 1:
1. Multiply the probability transition matrix P by the label matrix F, and propagate the label of labeled node to unlabeled node through the weight value of the edge, and then obtain a new label matrix F. 2. Reset the label matrix FL of labeled nodes as original labels. 3. Repeat the above procedure until the label matrix F converges, and select the column with maximum value as the label of unlabeled node.
Through the above steps, the label of labeled node can be propagated to unlabeled node, and then the label value of unlabeled node can be obtained. 
V. EXPERIMENT DESIGN AND RESULTS ANALYSIS A. EVALUATION METRICS
In order to evaluate the effectiveness of experimental results, the confusion matrix in Table 8 is used to introduce a set of metrics that have been widely used in the field of machine learning, that is, Precision, Recall, F-measure, and Accuracy. Among them, True Positive represents the number of possible spammers that are correctly classified, True Negative represents the number of normal users that are correctly classified, and False Positive represents the number of normal users that are wrongly classified as possible spammers, and False Negative represents the number of possible spammers that are wrongly classified as normal users. This confusion matrix is used to calculate the metrics, and equations are as follows: There are 325,129 users in the original dataset, 3,000 of which have been manually labeled. But for nearly 300,000 users, we need to calculate a probability transition matrix of 300,000 * 300,000 size, the size of which has been beyond the available memory range of most computers. So that a smaller set of data is required to be input into the technology of possible spammer identification. This paper first screens out 3,000 labeled users, in which 2,000 users are selected as a training set by systematic sampling, and the remaining 1,000 users is regarded as a test set. Then, in the dataset of remaining users, users are sorted in accordance with the number of comments from high to low, and 27,000 users are selected by systematic sampling. Finally, a dataset of 30,000 users is obtained as an experimental dataset to analyze the technology of possible spammer identification. That is, 2,000 manually labeled users constitute a training set, and the remaining 28,000 users constitute a dataset to be predicted. The 1,000 manually labeled users in the dataset to be predicted constitute a test set to test the effect of the identification technology. This paper used Python to write the code of the technology, and the technology ran on the cloud workstation equipped with the CPU Core i7-7700, 3.60GHz. The bandwidth parameter σ of the Gaussian kernel function in LPA used default value of 0.2, and the algorithm iterated until the label matrix converged. Of the 3,000 labeled users, the training set and the test set consist of 2,000 and 1,000 users, respectively. The distribution of normal users and possible spammers is shown in Table 9 . 
1) EXPERIMENT RESULT OF PROPOSED IDENTIFICATION TECHNOLOGY
In the proposed possible spammer identification technology, four user behavioral feature values were combined with the improved semantic feature values to run the technology, and the test set was evaluated. However, the identification result in this experiment was not satisfactory, in which the Recall was 17.74% and the F-measure was 30.14%. In fact, the numerical value of False Negative in the identification result was so high that only 22 possible spammers were identified. Such a result was unacceptable for an identification technology, and therefore the technology needed to be improved. The identification result of this experiment is shown in Table 10 .
2) EXPERIMENT RESULT OF IMPROVED IDENTIFICATION TECHNOLOGY
We consider that the process of machine learning is mainly to train the feature data extracted from the known dataset to get a model, and then to adopt the model to predict unknown samples. As a result, the selection of features will directly affect the final identification result of technology. Sometimes, for the obtained features data, it is not sure whether each feature is required or whether features are of equal importance. In this paper, all features are normalized after being quantified. In case that all features are input into the technology with same weight, it will be impossible to embody the importance of features. As a result, it is necessary to give different weights to features of different degrees of importance so as to improve the identification effect. F-measure is a comprehensive metric of the identification effect of a classifier, so that F-measure is selected as a reference metric to give the weight.
First of all, the identification technology was run separately for the four features data of user behavioral features, and the test set was evaluated. However, the results obtained were not satisfactory. For each individual feature, the technology identified all users tested as normal users, and possible spammers were unable to be identified. The Recall and F-measure in the metrics were both 0.00%. Then for the feature of the improved comment similarity in semantic features, the technology was run on this feature dataset. Although a certain number of possible spammers could be identified, Recall was only 7.25%, and F-measure was only 13.52%, which was not ideal.
Due to the fact that the identification effect of a single user behavioral feature was unacceptable, this paper combined four behavioral features to run the technology, as well as to evaluate the test set in the same way. The Recall and F-measure in this identification result were both slightly better than that of a single user behavioral feature, but Recall was only 4.84%, and F-measure was just 9.16%, which was even inferior to that of a single semantic feature. So that the identification result was still unacceptable.
In the above analysis, it had been obtained that the F-measure of the identification result of a single semantic features was 13.52%, and that of the identification result of four user behavioral features was 9.16%, and the ratio of two was about 4:3. Therefore, this paper multiplied the values of the feature of improved comment similarity by the weight 4, and multiplied the values of four user behavioral features by the weight 3. Then we input the weighted data into the technology, and finally evaluated the test set. The result shows that it is very prominent to improve the identification effect by giving different weights to features with difference degrees of importance. Compared with the identification result of five features without weighting, the Precision, Recall, F-measure, and Accuracy have been increased to 93.33%, 79.03%, 85.59%, and 96.70% respectively. This is a very good identification result and this combination of features is very effective. The identification results of these experiments are shown in Table 10 .
3) COMPARISON EXPERIMENT RESULTS
We set up five groups of experiments to compare according to the reference paper [37] and other supervised learning classifiers.
As for the features and identification technology adopted in the reference paper, this experiment was carried out in the same hardware environment and dataset as the above experiment, since we did not have the actual dataset from reference paper. The features were quantized according to the quantification way described in the reference paper. Then the SVM classifier of the scikit-learn package in Python was adopted to train the compared identification technology and the test set was evaluated. The identification result is shown in Table 11 . However, with the dataset of this paper, the Recall and F-measure in this identification result were only 1.61% and 3.17%, while in the reference paper, the Recall and F-measure were up to 73.17% and 82.76%. It was a huge gap. The following three reasons are considered in this paper:
• The reference paper did not normalize the data.
• The reference paper did not consider the weights of features. In spite of the fact that the reference paper considered that the importance of features varies from each other, it failed to give weights to the features of different degrees of importance.
• The features proposed by the reference paper were not very useful. The dataset used in the reference paper was just involved in more than 700 users and 20,000 comments, it was far less than the size of the dataset in this paper. As a result, without considering the normalization and the weights of features, the result of identification is not satisfactory, and once the technology runs on a large dataset, its effect is quite worrying. The improved technology in this paper not only normalizes the feature data, but also gives different weights to the features with different degrees of importance, and thus it can run well on the data sets in various orders of magnitude. Moreover, even compared with the identification effect in the reference paper, the identification effect of this technology is also improved, so that the improved possible spammer identification technology in this paper is a more effective technology.
Also, we compared the improved identification technology with other supervised learning classifiers, including: Support Vector Machine (SVM), Decision Tree, Naïve Bayes and KNeighbors, which implementation are provided by scikit-learn. For each classifier, experiments were carried out with the same features' combination and dataset above, and the same evaluation metrics were calculated for test set. Table 11 lists the identification result of each classifier. It is clear that the Precision of improved identification technology is higher than other supervised learning classifiers, but the Recall and F-measure are lower than SVM, Decision Tree and KNeighbors. Besides, the improved identification technology is more effective than Naïve Bayes. The identification results exactly illustrate that the combination of features proposed in this paper is a very effective features combination for identifying online news comment spammers.
However, it is well-known that all the data used in supervised classifiers need to be all labeled, resulting in high identification effect. The LPA is a semi-supervised learning classifier, and it can make full use of a small amount of labeled data and a large amount of unlabeled data for classification. In the above experiment, there are 2,000 labeled users in the training set, so we decreased the number of labeled users in the training set to carry out three groups of experiments. We sampled 200, 100 and 50 labeled users by systematic sampling from the initial training set as three new training sets. Then we used 5 classifiers mentioned above to train the three new training sets and evaluate the above used test set. The identification results of the three groups of experiments are shown in Table 12, Table 13 and Table 14 . In the experiment of training set with 200 labeled users, the identification result of LPA is lower than that of SVM and KNeighbors, but better than that of Decision Tree and Naïve Bayes. In the experiment of training set with 100 labeled users, the identification result of LPA is lower than that of KNeighbors, but better than that of Decision Tree and Naïve Bayes. In the experiment of training set with 50 labeled users, the identification result of LPA is lower than that of Decision Tree, but better than that of other three classifiers. At the same time, the identification results of LPA in three experiments are very stable and effective, while the identification results of the other four supervised classifiers fluctuate greatly. That is, LPA performs better and more stable with a small amount of labeled data, and it is more suitable for industrial environment, while supervised learning classifiers have higher data costs.
So, the online news comment spammer identification technology proposed in this paper has a lower data cost than other supervised learning classifiers but better identification effect, and it can be used widely in industrial environment.
VI. CONCLUSION AND FUTURE WORKS
The research on the technologies of spammer identification is one of the important tasks to provide a good environment for public opinion on mobile crowdsourcing applications. The existing research on the spammer identification technology is faced with the challenges of how to extract effective user behavioral features and semantic features, as well as to select the appropriate machine learning classifiers, so as to accurately identify spammers and reduce data cost. This paper presents a technology of spammer identification based on LPA, which is suitable for the field of news media. By using the data crawled from NetEase News, a set of user behavioral features and semantic features are extracted and input into LPA. Based on the experiments and evaluations, the results show that the identification technology in this paper is reliable and effective, and has higher accuracy than the technology in reference paper and a lower data cost than supervised learning classifiers.
However, the spammer identification technology in this paper also has some drawbacks. Such as the evaluation metrics of this technology are lower than part supervised learning classifiers in the case of having a large amount of labeled data, so we will improve LPA to promote the accuracy in the future. On the other hand, the features extracted in this paper are based on statistical analysis and manual selection, which is likely to overlook some useful features that have not been discovered. Therefore, we can consider how to apply the method of deep learning into the automatic feature extraction in the future. Also, we will improve the spammer identification technology to apply to more industrial applications in the future, such as identifying Twitter spammers and Sina Weibo spammers. 
