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Abstract
A neural network model with three neurons and a single time delay is considered. Its linear stability is investigated and Hopf
bifurcations are demonstrated by analyzing the corresponding characteristic equation. In particular, the explicit formulae determining
the stability and the direction of periodic solutions bifurcating from Hopf bifurcations are obtained by applying the normal form
theory and the center manifold theorem. In order to illustrate our theoretical analysis, some numerical simulations are also included
in the end.
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1. Introduction
An artiﬁcial neural network is an assembly of some interconnected elementary units which have some main charac-
teristics of real (or biological) neurons. Each unit in the network is usually represented by a linear circuit consisting of
a resistor and a capacitor, and is connected to other neurons via nonlinear sigmoidal activation functions. In addition,
each of these fundamental units is capable of receiving many inputs, some of which can activate the receiver while
other inputs may also inhibit the activities of the receiver, and computing the weighted sum of the inputs it receives and
then ﬁres (or produces) a signal response and sends the response down along its axon when the weighted sum exceeds
a certain threshold level.
During the last 30 years, the interest in investigating the dynamics of neural networks has been steadily increasing
since Hopﬁeld [11] constructed a simpliﬁed neural network model. Based on the Hopﬁeld neural network, Marcus and
Westervelt [14] argued that time delays always appear in the signal transmission and, therefore, they proposed a neural
network model with delays. Thereafter, many kinds of delayed neural network models have been proposed and applied
widely in many ﬁelds such as pattern recognition and automatic control. In recent years, the local and global stability
of delayed neural networks have been studied extensively by many researchers (see [3,4,15] and the references cited
therein). It is well known that the studies on the dynamical systems not only involve a discussion of stability, but also
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involve many dynamical behaviors such as periodic phenomenon, bifurcation and chaos. In particular, the properties
of periodic solutions arising through the Hopf bifurcations in delayed systems are of great interest, see Hale [9], Liu
and Yuan [13], Wei and Ruan [20] and Wei and Velarde [21].
As large-scale nonlinear dynamical systems, neural networks are complex while the dynamics of delayed neural
networks are even richer and more complicated. Neural networks with delays can exhibit very rich dynamics [22]. Since
an exhaustive analysis of the dynamics of large-scale dynamical systems is quite difﬁcult, Babcock and Westervelt [1]
suggested examining carefully the dynamical behaviors of the simple networks. Recently, there has been an extensive
literature about the studies of the dynamics of the delayed two-neuron networks (see [1,5–7,16,20,21]). In addition,
there has been also a few literature recently on the dynamics of the delayed network models with three or more neurons
(see [2,8,12,18,19,21]).
In 2004, Wei and Velarde [21] considered a ring of tri-neuron network model with multiple delays and without
self-connections described by the following delayed differential equations, namely, functional differential equations:⎧⎨⎩
x˙1(t) = −1x1(t) + f1(x3(t − 3)),
x˙2(t) = −2x2(t) + f2(x1(t − 1)),
x˙3(t) = −3x3(t) + f3(x2(t − 2)),
(1.1)
where, xk(t)(k = 1, 2, 3) denote the voltage on the input of the kth neuron at time t; k > 0 represent the rate with
which the kth neuron will reset its potential to the resetting state in isolation when disconnected from the network and
external inputs; fk denote the sigmoidal activation functions of the kth neuron; k > 0 denote the transmission delay of
the signal along the axon of the neuron. In [21], the authors investigated the stability of the zero equilibrium and the
existence of local Hopf bifurcation for system (1.1) by applying the results due to Ruan and Wei [17]. In particular,
the explicit formulae determining the direction of Hopf bifurcation and the stability of periodic solutions bifurcating
from the Hopf bifurcations are obtained by using the normal form theory and the center manifold theorem for the delay
differential equations. Subsequently, Wei and Li [19] investigated further the global existence of periodic solutions
bifurcating from the Hopf bifurcations.
For the delayed neural network models with four neurons, Cam et al. [2], Li and Wei [12] considered a ring of
four-neuron network with multiple delays and self-connections similar to model (1.1), but they all investigated only
the stability of the zero equilibrium and the existence of Hopf bifurcation by applying the results due to Ruan and Wei
[17]. In addition, Guo and Huang [8] considered a ring of n-neuron network with a single delay and noninstantaneous
self-connections, they analyzed the stability of zero equilibrium and the existence of Hopf bifurcation by using the
theory of group, and the properties of bifurcating periodic solutions are also studied.
Subsequently, in 2005, Song et al. [18] investigated the dynamics such as the stability of zero equilibrium, the
existence of Hopf bifurcation and the stability of periodic solutions bifurcating from the Hopf bifurcation of the
following bidirectional associative memory neural network:⎧⎨⎩
x˙1(t) = −1x1(t) + c21f1(x2(t − 2)) + c31f1(x3(t − 2)),
x˙2(t) = −2x2(t) + c12f2(x1(t − 1)),
x˙3(t) = −3x3(t) + c13f3(x1(t − 1)),
(1.2)
where the real constants cl1(l=2, 3) and c1k(k=2, 3) denote the connected weights through the neurons in two layers.
However, the study of the dynamics on a general delayed neural network model with three neurons is rare. In
the present paper, we consider the following delayed tri-neuron network with a single delay and instantaneous self-
connections:⎧⎨⎩
x˙1(t) = −x1(t) + f (x1(t)) + f12(x2(t − )) + f13(x3(t − )),
x˙2(t) = −x2(t) + f (x2(t)) + f21(x1(t − )) + f23(x3(t − )),
x˙3(t) = −x3(t) + f (x3(t)) + f31(x1(t − )) + f32(x2(t − )).
(1.3)
The primary purpose of this paper is to study the effects of delay on solutions of (1.3). That is to say, we will take the
delay  as a parameter and show that when the delay  passes through a critical value, the zero equilibrium loses its
stability and a Hopf bifurcation occurs.
This paper is organized as follows. In next section, we shall consider the stability of the zero equilibrium and the
existence of the local Hopf bifurcation. In Section 3, the stability and the direction of periodic solutions bifurcating from
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Hopf bifurcations are investigated by using the normal form theory and the center manifold theorem due to Hassard et
al. [10]. Some numerical simulations are also given to illustrate the theoretical prediction in Section 4.
2. Stability and Hopf bifurcation
Throughout this section, we make the following hypothesis on the activation functions in model (1.3):
(H1) f, fkj ∈ C1(R,R), f (0) = fkj (0) = 0, k, j = 1, 2, 3, k = j .
Under the assumption (H1), it is easy to see that (0, 0, 0) is an equilibrium of system (1.3).
Linearizing system (1.3) about the equilibrium (0, 0, 0) gives the following linear system:⎧⎨⎩
x˙1(t) = −kx1(t) + c12x2(t − ) + c13x3(t − ),
x˙2(t) = −kx2(t) + c21x1(t − ) + c23x3(t − ),
x˙3(t) = −kx3(t) + c31x1(t − ) + c32x2(t − ),
(2.1)
where k=−f ′(0) and ckj =f ′kj (0)(k, j = 1, 2, 3, k = j). The corresponding characteristic equation of system (2.1)
is given by
det
[  + k −c12e− −c13e−
−c21e−  + k −c23e−
−c31e− −c32e−  + k
]
= 0, (2.2)
that is,
( + k)3 + p( + k)e−2 + qe−3 = 0, (2.3)
where p = −(c12c21 + c13c31 + c23c32), q = −(c12c23c31 + c13c21c32).
It is well known that the steady state (0, 0, 0) is stable if all roots of (2.3) have negative real parts, and unstable if one
root has positive real part. Therefore, in order to study the local stability of the equilibrium (0, 0, 0) of system (1.3),
we need to investigate the distribution of roots of Eq. (2.3).
When  = 0, Eq. (2.3) reduces to the following third degree equation in :
( + k)3 + p( + k) + q = 0. (2.4)
Letting =q2/4+p3/27 and =−1/2+ (√3/2)i. If > 0, then two real numbers 3
√
−q/2 + √ and 3
√
−q/2 − √
are denoted, respectively, as + and +. The real number 3
√−q/2 is denoted as 0 when = 0 and − denotes one of
the cubic roots of the complex number −q/2 + i√|| when < 0. In the following discussion, we always use these
real numbers +, +, 0 and complex number − deﬁned according to the sign of .
From the Cardano’s formulae for the third degree algebra equation we know that Eq. (2.4) has a real root −k++++
and a pair of conjugate complex roots −(k+(+ ++)/2)± i√3 (+ −+)/2 when> 0, a simple real root −k+20
and a multiple root −k − 0 with multiplicity 2 when = 0 and three real roots −k + 2 Re{−}, −k + 2 Re{−} and
−k + 2 Re{−} when < 0.
For the sake of simplicity in discussing the distribution of roots of Eq. (2.3), we give the following assumptions:
(A1) > 0 and k > + + + when + + + > 0 or k > − (+ + +)/2 when + + + < 0.
(A2)  = 0 and k > 20 when 0 > 0 or k > − 0 when 0 < 0.
(A3) < 0 and k > 2 max{Re{−},Re{−},Re{−}}.
(A1′) > 0 and k < + + + or k < − (+ + +)/2.
(A2′)  = 0 and k < 20 or k < − 0.
(A3′) < 0 and k < 2 Re{−} or k <Re{−} or k <Re{−}.
Thus, for Eq. (2.4), we have the following result.
Lemma 2.1. If one of the Hypotheses (A1)–(A3) is satisﬁed, then all roots of Eq. (2.4) have negative real parts.
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Let z = ( + k)e, then Eq. (2.3) becomes
z3 + pz + q = 0. (2.5)
Denoting three roots of Eq. (2.5) by zn = Re zn + iIm zn(n = 1, 2, 3), where Re zn and Im zn denote, respectively, the
real and imaginary parts of zn, then Eq. (2.3) is equivalent to the following three equations of the form:
( + k)e = zn, n = 1, 2, 3. (2.6)
Clearly, i(> 0) is a root of Eq. (2.3) if and only if  satisﬁes the following equations:{
k cos −  sin = Re zn,
k sin +  cos = Im zn, (2.7)
which implies that
cos = k Re zn +  Im zn
k2 + 2 , sin =
k Im zn − Re zn
k2 + 2 . (2.8)
For the sake of simplicity, denote Re zn and Im zn by R and I, respectively, it follow from (2.7) that
k2 + 2 − R2 − I 2 = 0. (2.9)
Obviously, if R2 + I 2k2, that is, |zn| |k|, then Eq. (2.9) has no positive roots. If R2 + I 2 >k2, that is, |zn|> |k|,
then Eq. (2.9) has only a positive root
 = 0 =
√
R2 + I 2 − k2. (2.10)
Therefore, when |zn|> |k|, if we deﬁne
j = 1
0
[
arccos
(
kR + 0I
k2 + 20
)
+ 2j	
]
, j = 0, 1, 2, . . . , (2.11)
then Eq. (2.3) with  = j has a pair of purely imaginary roots ±i0.
Let
() = () ± i()
be the root of Eq. (2.3) near  = j satisfying
(j ) = 0, (j ) = 0, j = 0, 1, 2, . . . .
Then we have the following result on the real part () of ().
Lemma 2.2. The following transversality conditions hold:
d()
d
∣∣∣∣
=j
> 0, j = 0, 1, 2, . . . .
Proof. Differentiating the two sides of Eq. (2.6) with respect to  and noticing that  is a function of , one can obtain(
d
d
)−1
= − e

zn
− 

. (2.12)
Notice that =±i0 when = j (j = 0, 1, 2, . . .) and we only need to consider the case that = i0 because the case
 = −i0 can be obtained similarly. Accordingly, when  = j (j = 0, 1, 2, . . .), it follows from (2.8) that
Re
(
d
d
∣∣∣∣
=j
)−1
= Re cos(0j ) + i sin(0j )−i0(R + iI ) =
I cos(0j ) − R sin(0j )
0(R2 + I 2) =
1
k2 + 20
> 0.
This completes the proof. 
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From Corollary 2.4 of Ruan and Wei [17] and Lemma 2.1 we have the following result ensuring all roots of Eq. (2.3)
have negative real parts.
Lemma 2.3. If one of the following conditions can be veriﬁed, then all roots of Eq. (2.3) have negative real parts for
all 0.
(i) Assumption (A1) holds and max{|+ + +|, | − (+ + +)/2 + i√3(+ − +)/2|} |k|;
(ii) Hypothesis (A2) is satisﬁed and |20| |k|;
(iii) Condition (A3) holds and 2 max{|Re{−}|, |Re{−}|, |Re{−}|} |k|.
Lemma 2.4. Eq. (2.3) has at least one root with positive real root for all 0 if one of the Hypotheses (A1′)–(A3′)
holds.
Proof. It is obvious that Eq. (2.3) with  = 0 has at least one root with positive real part under the hypotheses of
theorem, applying Lemma 2.4 due to Ruan and Wei [17] the conclusion follows. 
Lemma 2.5. If > 0 and k = + + + = 0, then Eq. (2.3) has at least one root with positive real root for all > 0.
Proof. Noticing that + > + when > 0. It follows from the condition k = + + + = 0 that Eq. (2.3) with  = 0
has a zero root and a pair of purely imaginary roots ±i√3(+ − +)/2. From Lemma 2.2, the root () of Eq. (2.3)
with > 0 such that (0) = i√3(+ − +)/2 satisfy Re ()> 0 for > 0 and thus the proof is complete.
Lemma 2.6. Suppose that one of the following conditions holds,
(i) Condition (A1) holds and |+ + +|> |k| or | − (+ + +)/2 + i√3 (+ − +)/2|> |k|;
(ii) Assumption (A2) is satisﬁed and |0|> |k|/2 or |0|> |k|;
(iii) Hypothesis (A3) holds and 2|Re{−}|> |k| or 2|Re{−}|> |k| or |2 Re{−}|> |k|,
then there exists a sequence of critical values j (j = 0, 1, 2, . . .) deﬁned by (2.11) such that all roots of Eq. (2.3) have
negative real parts for all  ∈ [0, 0), while Eq. (2.3) with  = j (j = 0, 1, . . .) has a pair of purely imaginary roots
±i0, where 0 deﬁned by (2.10).
From Lemmas 2.3 to 2.6 and the Hopf bifurcation theorem in [9] for FDEs, we have the following result.
Theorem 2.7. For system (1.3), the following statements are true.
(i) The zero equilibrium of system (1.3) is asymptotically stable for all 0 if one of the conditions in Lemma 2.3
holds.
(ii) The zero equilibrium of system (1.3) is unstable for all 0 if one of the Hypotheses (A1′)–(A3′) is satisﬁed.
(iii) The zero equilibrium of system (1.3) is unstable for all > 0 if > 0 and k = + + + = 0.
(iv) The zero equilibrium of system (1.3) is asymptotically stable for all  ∈ [0, 0) and unstable for > 0, and system
(1.3) with = j (j =0, 1, 2, . . .) undergoes a Hopf bifurcation if one of the following conditions can be veriﬁed.
(1) (A1) holds and |+ + +|> |k| or | − (+ + +)/2 + i√3(+ − +)/2|> |k|;
(2) (A2) is satisﬁed and |0|> |k|/2 or |0|> |k|;
(3) (A3) holds and 2|Re{−}|> |k| or 2|Re{−}|> |k| or |2 Re{−}|> |k|.
3. The direction and stability of Hopf bifurcation
In the above section, we have already obtained some sufﬁcient conditions ensuring system (1.3) undergoes a Hopf
bifurcation at the equilibrium (0, 0, 0) when  takes the critical values j (j = 0, 1, 2, . . .). In this section, we shall
establish the explicit formulae determining the direction, stability and period of these bifurcating periodic solutions by
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using the normal form theory and the center manifold argument developed by Hassard et al. [10]. To ensure a Hopf
bifurcation for system (1.3) occurs at the zero equilibrium when = j , that is, a family of periodic solutions bifurcate
from the zero equilibrium, throughout this section, we assume that the conditions of (iv) in Theorem 2.7 always hold.
In addition, the following hypothesis for the activation functions in system (1.3) satisfying the conditions (H1) is also
given:
(H2) f, fkj ∈ C3(R,R), k, j = 1, 2, 3, k = j .
For ﬁxed j ∈ {0, 1, 2, . . .}, letting  = j + . Then  = 0 is the Hopf bifurcation value of system (1.3). Let
uk(t) = xk(t) (k = 1, 2, 3). Then system (1.3) can be rewritten an functional differential equation in C([−1, 0],R3)
as ⎧⎪⎨⎪⎩
u˙1(t) = [−u1(t) + f (u1(t)) + f12(u2(t − 1)) + f13(u3(t − 1))],
u˙2(t) = [−u2(t) + f (u2(t)) + f21(u1(t − 1)) + f23(u3(t − 1))],
u˙3(t) = [−u3(t) + f (u3(t)) + f31(u1(t − 1)) + f32(u2(t − 1))].
(3.1)
Let u = (u1, u2, u3)T and substitute the Taylor expansion of f, fkj (k, j = 1, 2, 3, k = j) at the zero point into system
(3.1), one can get the linearization of system (3.1) at the zero equilibrium u = 0 as⎧⎪⎨⎪⎩
u˙1(t) = (j + )[−ku1(t) + c12u2(t − 1) + c13u3(t − 1)],
u˙2(t) = (j + )[−ku2(t) + c21u1(t − 1) + c23u3(t − 1)],
u˙3(t) = (j + )[−ku3(t) + c31u1(t − 1) + c32u2(t − 1)],
(3.2)
where k=−f ′(0) and ckj =f ′kj (0) (k, j = 1, 2, 3, k = j). Rewrite system (3.2) as the following matrix vector form
u˙(t) = (j + )[B0u(t) + B1u(t − 1)] = L(ut ), (3.3)
where
B0 =
[−k 0 0
0 −k 0
0 0 −k
]
and B1 =
[ 0 c12 c13
c21 0 c23
c31 c32 0
]
. (3.4)
For any 
 = (
1,
2,
3)T ∈ C([−1, 0],R3),
L(
) = (j + )[B0
(0) + B1
(−1)]. (3.5)
Then L is a continuous linear function mapping C([−1, 0],R3) into R3. By the Riesz representation theorem, there
exists a 3 × 3 matrix function (, ), −10, whose elements are of bounded variation such that
L(
) =
∫ 0
−1
d(, )
() for 
 ∈ C([−1, 0],R3). (3.6)
In fact, we can choose
(, ) =
{
(j + )B0,  = 0,
0,  ∈ (−1, 0),
−(j + )B1,  = −1.
(3.7)
Then (3.6) is satisﬁed.
For 
 ∈ C1([−1, 0],R3), deﬁne the operator A() as
A()
() =
{d
()/d,  ∈ [−1, 0),
L(
)
def= ∫ 0−1 d(, )
(),  = 0. (3.8)
For 
 = (
1,
2,
3)T ∈ C([−1, 0],R3), let
f (,
) = (j + )
⎛⎜⎝k1

2
1(0) + k2
31(0) + l3
22(−1) + l4
32(−1) + l5
23(−1) + l6
33(−1) + · · ·
k1

2
2(0) + k2
32(0) + m3
21(−1) + m4
31(−1) + m5
23(−1) + m6
33(−1) + · · ·
k1

2
3(0) + k2
33(0) + n3
21(−1) + n4
31(−1) + n5
22(−1) + n6
32(−1) + · · ·
⎞⎟⎠ , (3.9)
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where
k1 = f
′′(0)
2! , k2 =
f ′′′(0)
3! ,
l3 = f
′′
12(0)
2! , l4 =
f ′′′12(0)
3! , l5 =
f ′′13(0)
2! , l6 =
f ′′′13(0)
3! ,
m3 = f
′′
21(0)
2! , m4 =
f ′′′21(0)
3! , m5 =
f ′′23(0)
2! , m6 =
f ′′′23(0)
3! ,
n3 = f
′′
31(0)
2! , n4 =
f ′′′31(0)
3! , n5 =
f ′′32(0)
2! , n6 =
f ′′′32(0)
3! .
If we further deﬁne the operator R() as
R()
() =
{
0,  ∈ [−1, 0),
f (,
),  = 0. (3.10)
Then system (3.1) is equivalent to the following operator equation:
u˙t = A()ut + R()ut . (3.11)
For  ∈ C1([0, 1], (R3)∗), deﬁne
A∗(s) =
{−d(s)/ds, s ∈ (0, 1],∫ 0
−1 (−) d(, 0), s = 0,
(3.12)
and a bilinear inner product
〈(s),
()〉 = (0)
(0) −
∫ 0
−1
∫ 
=0
( − ) d()
() d, (3.13)
where () = (, 0). Then A(0) and A∗ are a pair of adjoint operators.
From the discussion in Section 2, we know that ±i0j are eigenvalues of A(0) and, consequently, they are also
eigenvalues of A∗. It is not difﬁcult to verify the vector
q() = (q1, q2, q3)Tei0j,  ∈ [−1, 0]
and
q∗(s) = Q(q∗1 , q∗2 , q∗3 )ei0j s , s ∈ [0, 1]
are the eigenvector of A(0) and A∗ corresponding to the eigenvalue i0j and −i0j , respectively, where
(
q1
q2
q3
)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
c12 + c13
k + i0 e
−i0j , 1, 1
)T
,
−k − i0
c21e−i0j
= c12e
−i0j
−k − i0 =
c13
c23
,(
c13(k + i0)ei0j + c12c23
((k + i0)ei0j )2 − c12c21
,
c23(k + i0)ei0j + c13c21
((k + i0)ei0j )2 − c12c21
, 1
)T
,
−k − i0
c21e−i0j
= c12e
−i0j
−k − i0 ,(
c13(k + i0)ei0j + c12c23
c23(k + i0)ei0j + c13c21 , 1,
((k + i0)ei0j )2 − c12c21
c23(k + i0)ei0j + c13c21
)T
,
−k − i0
c21e−i0j
= c13
c23
,(
1,
c23(k + i0)ei0j + c13c21
c13(k + i0)ei0j + c12c23 ,
((k + i0)ei0j )2 − c12c21
c13(k + i0)ei0j + c12c23
)T
,
c12e−i0j
−k − i0 =
c13
c23
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and
⎛⎜⎝q
∗
1
q∗2
q∗3
⎞⎟⎠=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
c21 + c31
k − i0 e
i0j , 1, 1
)T
,
−k + i0
c12ei0j
= c21e
i0j
−k + i0 =
c31
c32
,(
c31(k − i0)e−i0j + c21c32
((k − i0)e−i0j )2 − c12c21
,
c32(k − i0)e−i0j + c12c31
((k − i0)e−i0j )2 − c12c21
, 1
)T
,
−k + i0
c12ei0j
= c21e
i0j
−k + i0 ,(
c31(k − i0)e−i0j + c21c32
c32(k − i0)e−i0j + c12c31 , 1,
((k − i0)e−i0j )2 − c12c21
c32(k − i0)e−i0j + c12c31
)T
,
−k + i0
c12ei0j
= c31
c32
,
(
1,
c32(k − i0)e−i0j + c12c31
c31(k − i0)e−i0j + c21c32 ,
((k − i0)e−i0j )2 − c12c21
c31(k − i0)e−i0j + c21c32
)T
,
c21ei0j
−k + i0 =
c31
c32
.
Moreover, 〈q∗(s), q()〉 = 1, where
Q = [(1 − k − i0j )(q1q∗1 + q2q∗2 + q3q∗3 )]−1.
Using the same notation as in Hassard et al. [10], we ﬁrst compute the coordinates to describe the center manifold
C0 at  = 0. Let ut be the solution of system (3.1) when  = 0. Deﬁne
z(t) = 〈q∗(s), ut ()〉 (3.14)
and
W(t, ) = ut () − 2 Re{z(t)q()}. (3.15)
On the center manifold C0, we have
W(t, ) = W(z(t), z(t), ),
where
W(z, z, ) = W20() z
2
2
+ W11()zz + W02() z
2
2
+ W30() z
3
6
+ · · · , (3.16)
z and z are local coordinates for center manifold C0 in the direction of q and q∗. Note that W is real if ut is real. We
only consider real solution.
For solution ut ∈ C0 of system (3.1), from Eq. (3.11) we get u˙t =A(0)ut +R(0)ut since = 0. Therefore, from the
deﬁnition of R() and (3.15), we have
z˙(t) = 〈q∗(s), u˙t 〉 = 〈q∗(s), A(0)ut + R(0)ut 〉
= 〈q∗(s), A(0)ut 〉 + 〈q∗(s), R(0)ut 〉
= 〈−i0j q∗(s), ut 〉 + q∗(0)f (0, ut ())
def= i0j z(t) + q∗(0)f0(z(t), z(t)). (3.17)
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We rewrite this as
z˙(t) = i0j z(t) + g(z(t), z(t)), (3.18)
where
g(z, z) = g20 z
2
2
+ g11zz + g02 z
2
2
+ g21 z
2z
2
+ · · · . (3.19)
From (3.15) one get that
ut () = W(t, ) + 2 Re{z(t)q()}
= W(t, ) + z(t)q() + z(t)q()
= W20() z
2
2
+ W11()zz + W02()z
2
2
+ (q1, q2, q3)Tei0jz + (q1, q2, q3)Te−i0jz + · · · .
It follows from (3.9) that
f0(z(t), z(t)) = j
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2[k1q21 + (l3q22 + l5q23 )e−2i0j ]
z2
2
+ 2(k1|q1|2 + l3|q2|2 + l5|q3|2)zz
+2[k1q21 + (l3q22 + l5q23)e2i0j ]
z2
2
+2[k1W(1)20 (0)q1 + l3W(2)20 (−1)q2ei0j + l5W(3)20 (−1)q3ei0j
+2(k1W(1)11 (0)q1 + l3W(2)11 (−1)q2e−i0j + l5W(3)11 (−1)q3e−i0j )
+3(k2q21q1 + l4q22q2e−i0j + l6q23q3e−i0j )]
z2z
2
+ · · · ,
2[k1q22 + (m3q21 + m5q23 )e−2i0j ]
z2
2
+ 2(k1|q2|2 + m3|q1|2 + m5|q3|2)zz
+2[k1q22 + (m3q21 + m5q23)e2i0j ]
z2
2
+2[k1W(2)20 (0)q2 + m3W(1)20 (−1)q1ei0j + m5W(3)20 (−1)q3ei0j
+2(k1W(2)11 (0)q2 + m3W(1)11 (−1)q1e−i0j + m5W(3)11 (−1)q3e−i0j )
+3(k2q22q2 + m4q21q1e−i0j + m6q23q3e−i0j )]
z2z
2
+ · · · ,
2[k1q23 + (m3q21 + m5q22 )e−2i0j ]
z2
2
+ 2(k1|q3|2 + n3|q1|2 + n5|q2|2)zz
+2[k1q23 + (n3q21 + n5q22)e2i0j ]
z2
2
+ 2[k1W(3)20 (0)q3 + n3W(1)20 (−1)q1ei0j + n5W(2)20 (−1)q2ei0j
+ 2(k1W(3)11 (0)q3 + n3W(1)11 (−1)q1e−i0j + n5W(2)11 (−1)q2e−i0j )
+ 3(k2q23q3 + n4q21q1e−i0j + n6q22q2e−i0j )]
z2z
2
+ · · · .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (3.20)
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Thus one can obtain
g(z, z) = g20 z
2
2
+ g11zz + g02 z
2
2
+ g21 z
2z
2
+ · · ·
= q∗(0)f0(z(t), z(t))
= 2Qj {[k1q21 + (l3q22 + l5q23 )e−2i0j ]q∗1 + [k1q21 + (l3q22 + l5q23 )e−2i0j ]q∗2
+ [k1q23 + (m3q21 + m5q22 )e−2i0j ]q∗3}
z2
2
+ 2Qj [(k1|q1|2 + l3|q2|2 + l5|q3|2)q∗1 + (k1|q2|2 + m3|q1|2 + m5|q3|2)q∗2
+ (k1|q3|2 + n3|q1|2 + n5|q2|2)q∗3]zz
+ 2Qj {[k1q21 + (l3q22 + l5q23)e2i0j ]q∗1 + [k1q22 + (m3q21 + m5q23)e2i0j ]q∗2
+ [k1q23 + (n3q21 + n5q22)e2i0j ]q∗3}
z2
2
+ 2Qj {[k1W(1)20 (0)q1 + l3W(2)20 (−1)q2ei0j + l5W(3)20 (−1)q3ei0j
+ 2(k1W(1)11 (0)q1 + l3W(2)11 (−1)q2e−i0j + l5W(3)11 (−1)q3e−i0j )
+ 3(k2q21q1 + l4q22q2e−i0j + l6q23q3e−i0j )]q∗1
+ [k1W(2)20 (0)q2 + m3W(1)20 (−1)q1ei0j + m5W(3)20 (−1)q3ei0j
+ 2(k1W(2)11 (0)q2 + m3W(1)11 (−1)q1e−i0j + m5W(3)11 (−1)q3e−i0j )
+ 3(k2q22q2 + m4q21q1e−i0j + l6q23q3e−i0j )]q∗2
+ [k1W(3)20 (0)q3 + n3W(1)20 (−1)q1ei0j + n5W(2)20 (−1)q2ei0j
+ 2(k1W(3)11 (0)q3 + n3W(1)11 (−1)q1e−i0j + n5W(2)11 (−1)q2e−i0j )
+ 3(k2q23q3 + n4q21q1e−i0j + n6q22q2e−i0j )]q∗3}
z2z
2
+ · · · . (3.21)
Comparing the coefﬁcients of two sides of (3.21), we have
g20 = 2Qj {[k1q21 + (l3q22 + l5q23 )e−2i0j ]q∗1 + [k1q21 + (l3q22 + l5q23 )e−2i0j ]q∗2
+ [k1q23 + (m3q21 + m5q22 )e−2i0j ]q∗3},
g11 = 2Qj [(k1|q1|2 + l3|q2|2 + l5|q3|2)q∗1 + (k1|q2|2 + m3|q1|2 + m5|q3|2)q∗2
+ (k1|q3|2 + n3|q1|2 + n5|q2|2)q∗3],
g02 = 2Qj {[k1q21 + (l3q22 + l5q23)e2i0j ]q∗1 + [k1q22 + (m3q21 + m5q23)e2i0j ]q∗2
+ [k1q23 + (n3q21 + n5q22)e2i0j ]q∗3},
g21 = 2Qj {[k1W(1)20 (0)q1 + W(2)20 (−1)q2ei0j + W(3)20 (−1)q3ei0j
+ 2(k1W(1)11 (0)q1 + W(2)11 (−1)q2e−i0j + W(3)11 (−1)q3e−i0j )
+ 3(k2q21q1 + l4q22q2e−i0j + l6q23q3e−i0j )]q∗1
+ [k1W(2)20 (0)q2 + W(1)20 (−1)q1ei0j + W(3)20 (−1)q3ei0j
+ 2(k1W(2)11 (0)q2 + W(1)11 (−1)q1e−i0j + W(3)11 (−1)q3e−i0j )
+ 3(k2q22q2 + m4q21q1e−i0j + l6q23q3e−i0j )]q∗2
+ [k1W(3)20 (0)q3 + W(1)20 (−1)q1ei0j + W(2)20 (−1)q2ei0j
+ 2(k1W(3)11 (0)q3 + W(1)11 (−1)q1e−i0j + W(2)11 (−1)q2e−i0j )
+ 3(k2q23q3 + n4q21q1e−i0j + n6q22q2e−i0j )]q∗3}. (3.22)
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Since W20() and W11() for  ∈ [−1, 0] appear in g21, we still need to compute them. From (3.11), (3.15) and
(3.17), we have
W˙ = u˙t − 2 Re{z˙(t)q()}
=
{
A(0)W(t, ) − 2 Re{q∗(0)f0(z(t), z(t))q()},  ∈ [−1, 0),
A(0)W(t, ) − 2 Re{q∗(0)f0(z(t), z(t))q(0)} + f0(z(t), z(t)),  = 0,
def= A(0)W(t, ) + H(z(t), z(t), ), (3.23)
where
H(z, z, ) = H20()z
2
2
+ H11()zz + H02()z
2
2
+ · · · . (3.24)
From (3.23) and (3.24), we have
A(0)W(t, ) − W˙ = −H(z, z, ) = −H20()z
2
2
− H11()zz − H02()z
2
2
− · · · . (3.25)
In view of (3.16), one can obtain
A(0)W(t, ) = A(0)W20()z
2
2
+ A(0)W11()zz + · · · (3.26)
and
W˙ = Wzz˙ + Wzz˙ = 2i0˜W20()z
2
2
+ · · · . (3.27)
It follows from (3.26) and (3.27) that
A(0)W(t, ) − W˙ = [A(0) − 2i0j I ]W20()z
2
2
+ A(0)W11()zz + · · · . (3.28)
Thus, (3.25) and (3.28) imply that
[A(0) − 2i0j I ]W20()z
2
2
+ A(0)W11()zz + · · ·
= −H20()z
2
2
− H11()zz − H02()z
2
2
− · · · . (3.29)
Comparing the coefﬁcients of two sides of (3.29), we have
[A(0) − 2i0j I ]W20() = −H20() and A(0)W11() = −H11(), . . . . (3.30)
From (3.23), we know that for  ∈ [−1, 0),
H(z, z, ) = − 2 Re{q∗(0)f0(z(t), z(t))q()}
= − q∗(0)f0(z(t), z(t))q() − q∗(0)f0(z(t), z(t))q()
= − g(z, z)q() − g(z, z)q()
= − (g20q() + g02q())
z2
2
− (g11q() + g11q())zz + · · · . (3.31)
Comparing the coefﬁcients with (3.24) gives that
H20() = −(g20q() + g02q()) (3.32)
and
H11() = −(g11q() + g11q()). (3.33)
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From (3.30), (3.32) and the deﬁnition of A(0), we have
W˙20() = 2i0jW20() + g20q() + g02q().
Note that q() = q(0)ei0˜, hence
W20() = ig20
0j
q() + ig02
30j
q() + E1e2i0j. (3.34)
Similarly, from (3.30), (3.33) and the deﬁnition of A(0), we have
W˙11() = g11q() + g11q()
and
W11() = − ig11
0j
q() + ig11
0j
q() + E2. (3.35)
In what follows, we shall seek appropriate E1 and E2 in (3.34) and (3.35), respectively. It follows from the deﬁnition
of A(0) and (3.30) that∫ 0
−1
d()W20() = 2i0jW20(0) − H20(0) (3.36)
and ∫ 0
−1
d()W11() = −H11(0). (3.37)
Note that q() is the eigenvector of A(0) and from (3.34) and the deﬁnition of A(0), we know that∫ 0
−1
d()W20() = −g20q(0) + g023 q(0) +
∫ 0
−1
d()e2i0jE1 (3.38)
and
2i0jW20(0) = −2g20q(0) − 2g023 q(0) + 2i0jE1. (3.39)
Thus, (3.36) becomes
−g20q(0) − g02q(0) +
(
2i0j I −
∫ 0
−1
d()e2i0j
)
E1 = H20(0). (3.40)
Similarly, from (3.35), we have∫ 0
−1
d()W11() = g11q(0) + g11q(0) +
∫ 0
−1
d()E2. (3.41)
Hence (3.37) becomes
−(g11q(0) + g11q(0)) −
∫ 0
−1
d()E2 = H11(0). (3.42)
From (3.23) and (3.24), we know that
H(z, z, 0) = H20(0) z
2
2
+ H11(0)zz + H02(0)z
2
2
+ · · ·
= −2 Re{q∗(0)f0(z(t), z(t))q(0)} + f0(z(t), z(t))
= − (g20q(0) + g02q(0))
z2
2
− (g11q(0) + g11q(0))zz + f0(z(t), z(t)) + · · · . (3.43)
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It follows together with (3.20) that
H20(0) = −(g20q(0) + g02q(0)) + 2j h20 (3.44)
and
H11(0) = −(g11q(0) + g11q(0)) + 2j h11, (3.45)
where
h20 =
(
k1q
2
1 + (l3q22 + l5q23 )e−2i0j
k1q
2
2 + (m3q21 + m5q23 )e−2i0j
k1q
2
3 + (m3q21 + m5q22 )e−2i0j
)
and
h11 =
(
k1|q1|2 + l3|q2|2 + l5|q3|2
k1|q2|2 + m3|q1|2 + m5|q3|2
k1|q3|2 + n3|q1|2 + n5|q2|2
)
.
Substituting (3.44) into (3.40), we obtain(
2i0j I −
∫ 0
−1
d()e2i0j
)
E1 = 2j h20,
that is[ 2i0 + k −c12e−2i0j −c13e−2i0j
−c21e−2i0j 2i0 + k −c23e−2i0j
−c31e−2i0j 32e−2i0j 2i0 + k
]
E1 = 2h20. (3.46)
Solving this equation, one can obtain E1.
Similarly, substituting (3.45) into (3.41), we get∫ 0
−1
d()E2 = −2j h11,
which means that[
k −c12 −c13
−c21 k −c23
−c31 c32 k
]
E2 = 2h11. (3.47)
From this equation, we can get E2.
Consequently, g21 can be expressed explicitly. Thus, we can compute the following values:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
c1(0) = i20j
(
g11g20 − 2|g11|2 − |g02|
2
3
)
+ g21
2
,
2 = −
Re(c1(0))
Re(′(j ))
,
2 = 2 Re(c1(0)),
T2 = − Im(c1(0)) + 2 Im(
′(j ))
 0
, j = 0, 1, 2, . . . ,
(3.48)
which determine the properties of bifurcating periodic solutions at the critical value j , i.e., 2 determines the directions
of the Hopf bifurcation: if 2 > 0 (2 < 0), then the Hopf bifurcation is supercritical (subcritical) and the bifurcating
periodic solutions exist for > j (< j ); 2 determines the stability of the bifurcating periodic solutions: the bifur-
cating periodic solutions on the center manifold are stable (unstable) if 2 < 0 (2 > 0); and T2 determines the period
of the bifurcating periodic solutions: the period increase (decrease) if T2 > 0 (T2 < 0).
From the discussion in Section 2, we know that Re(′(j ))> 0, therefore, we have the following result.
592 X.-P. Yan / Journal of Computational and Applied Mathematics 196 (2006) 579–595
Theorem 3.1. TheHopf bifurcation of system (1.3) near zero equilibriumwhen =j (j=0, 1, 2, . . .) are supercritical
(subcritical) and the bifurcating periodic solutions on the center manifold are stable (unstable) if Rec(0)< 0(> 0).
Remark 3.2. Under one of the conditions (iv) in Theorem 2.7, we know that all roots of Eq. (2.3) with = 0, except
±i0, have negative real parts. Thus, the center manifold theory implies that the stability of the bifurcating periodic
solutions from the origin in the whole phase space is the same as that of the bifurcating periodic solutions on the center
manifold.
4. Numerical simulations
In this section, we give numerical simulations supporting our theoretical analysis. As a example, we consider the
following system:{
x˙1(t) = −2x1(t) + tanh(x1(t)) + tanh(x2(t − )) + tanh(x3(t − )),
x˙2(t) = −2x2(t) + tanh(x2(t)) − tanh(x1(t − )) − tanh(x3(t − )),
x˙3(t) = −2x3(t) + tanh(x3(t)) − tanh(x1(t − )) + tanh(x2(t − )),
(4.1)
which has a equilibrium (0, 0, 0). It is easy to see that k = 1, c12 = 1, c13 = 1, c21 = −1, c23 = −1, c31 = −1, c32 = 1
since f ′(0)= tanh′(0)= 1. Therefore, p = −(c12c21 + c13c31 + c23c32)= 3, q = −(c12c23c31 + c13c21c32)= 0. Thus,
the equation z3 +pz+ q = 0 has a real root z1 = 0 and a pair of pure imaginary conjugate roots z2,3 = ±i
√
3. Clearly,
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Fig. 1. The trajectories graphs of system (4.1) with = 0.4 and initial data x1(t) = x2(t) = x3(t) = 0.6, t ∈ [−0.4, 0].
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Fig. 2. The phase portrait of system (4.1) with = 0.4 and initial data x1(t) = x2(t) = x3(t) = 0.6, t ∈ [−0.4, 0].
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Fig. 3. The trajectories graphs of system (4.1) with = 0.5 and initial data x1(t) = x2(t) = x3(t) = 0.6, t ∈ [−0.5, 0].
k = 1> 0 and |z2,3| =
√
3>k. Therefore, 0 =
√
2 and j can be deﬁned by
j = 1√
2
[
arccos
(√
6
3
)
+ 2j	
]
, j = 0, 1, 2, . . . . (4.2)
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Fig. 4. The trajectories graphs of system (4.1) with = 0.5 and initial data x1(t) = x2(t) = x3(t) = 0.09, t ∈ [−0.5, 0].
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Fig. 5. The phase portrait of system (4.1) with = 0.5 and initial data x1(t) = x2(t) = x3(t) = 0.6 and 0.09, t ∈ [−0.5, 0].
From Theorem 2.7, we know that the zero equilibrium of system (4.1) is asymptotically stable when  ∈ [0, 0.4352),
this fact is illustrated by the numerical simulation in Figs. 1 and 2 with  = 0.4.
When  is increased to the critical value 0.4352, the origin loses its stability and Hopf bifurcation occurs. Note that
k1 = l3 = l5 =m3 =m5 =n3 =n5 = 0 since f ′′(0)= tanh′′(0)= 0, and k2 =− 13 , l4 = l6 =n6 =− 13 ,m4 =m6 =n4 = 13
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since f ′′′(0) = tanh′′′(0) = −2. Thus, it is easy to know from (3.22) that g20 = g11 = g02 = 0 and
g21 = 6Qj [(k2q21q1 + l4q22q2e−i0j + l6q23q3e−i0j )q∗1
+ (k2q22q2 + m4q21q1e−i0j + l6q23q3e−i0j )q∗2
+ (k2q23q3 + n4q21q1e−i0j + n6q22q2e−i0j )q∗3]
= − 4.1698 + 0.9472i.
Therefore, c1(0)=g21/2=−2.0849+0.4736i, it follows from Theorem 3.1 that the Hopf bifurcation is supercritical
and the projection of the bifurcating periodic solution on the center manifold is asymptotically stable, i.e., the bifurcating
periodic solution is orbitally asymptotically stable. In addition, all roots of Eq. (2.3) with =0 =0.4352, except ±i
√
2,
have negative real parts. Thus, the center manifold theory implies that the stability of the periodic solutions projected
in the center manifold coincide with the stability of the periodic solutions in the whole phase space, this property is
depicted in the numerical simulation Figs. 3–5 with  = 0.5.
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