Biopolymer translocation is a key step in viral infection processes. The transfer of information-encoding genomes allows viruses to reprogram the cell fate of their hosts. Constituting 96% of all known bacterial viruses [A. Fokine and M. G. Rossmann, Molecular architecture of tailed double-stranded DNA phages, Bacteriophage 4, e28281 (2014)], the tailed bacteriophages deliver their DNA into host cells via an "ejection" process, leaving their protein shells outside of the bacteria; a similar scenario occurs for mammalian viruses like herpes, where the DNA genome is ejected into the nucleus of host cells, while the viral capsid remains bound outside to a nuclear-pore complex. In light of previous experimental measurements of in vivo bacteriophage λ ejection, we analyze here the physical processes that give rise to the observed dynamics. We propose that, after an initial phase driven by self-repulsion of DNA in the capsid, the ejection is driven by anomalous diffusion of phage DNA in the crowded bacterial cytoplasm. We expect that this two-step mechanism is general for phages that operate by pressure-driven ejection, and we discuss predictions of our theory to be tested in future experiments.
I. INTRODUCTION
Tailed double-stranded DNA bacteriophages [1] are often used as model systems to study the physics of tightly confined DNA polymers [2] [3] [4] [5] [6] [7] and the material properties of the viral capsid [8, 9] . These properties provide the basis for a quantitative understanding of the trajectory of infection and development. While many works focus on viral DNA packaging into the procapsid [7, [10] [11] [12] [13] [14] , we turn here to its reverse process, the bacteriophage genome ejection, and aim to explain the features of ejection dynamics observed in recent in vivo experiments [15] . While we focus on phage lambda, it is expected that the results of our analysis are general for the class of phages where DNA ejection is driven by the internal pressure of the encapsulated DNA. Moreover, a better understanding of the dsDNA bacteriophage infection process may also shed light on the biophysics of viruses with similar architecture, such as dsDNA/dsRNA eukaryotic viruses [16] and dsDNA archaeal viruses, which comprise most known archaeal viruses [17] .
In the last stages of viral infection, viral genomes and structural proteins are produced by different cellular machineries and then assemble into new viral particles. As opposed to self-assembly for many viruses, tailed bacteriophages, which have double-stranded DNA genomes, use energyconsuming molecular motors to package the genomes into the capsids and fill a large fraction (about 50%) of the volume [5, [10] [11] [12] [13] . Under physiological ionic conditions, the densely packed, negatively charged DNA exerts a pressure in the capsid (mainly from the repulsive "hydration force" between the confined DNA strands [18] ) of up to tens of atm [3, 10] . It is hypothesized that the pressurized DNA could later facilitate the genome ejection process when infecting a new host once the tail opens. The tens of atm pressure inside the capsid provides a driving force corresponding to tens of pN for DNA whose cross-sectional area is a few nm 2 . However, our understanding of the mechanisms of bacteriophage genome ejection remains incomplete [3, [19] [20] [21] [22] [23] [24] , especially with regard to delivery of the last portion of the genome.
Besides the internal energy originating from the hydration force, the DNA also stores elastic energy [2] [3] [4] [5] because it is packed into the capsid whose internal radius (R ≈ 30 nm) is smaller than the DNA persistence length (ξ p ≈ 50 nm). However, simple estimates show [3, 5] that the direct contribution of the elastic energy to the ejection driving force is small compared to that from the repulsions between neighboring strand portions. Accordingly, in the present discussion, we will ignore the direct contribution of the elastic energy to the ejection kinetics.
In the case of bacteriophage λ genome ejection in vitro, a theoretical model built upon the hydration force given in Ref. [18] identified the ionic conditions and the amount of DNA remaining in the capsid as state variables for the ejection driving force [4, 5] . It correctly predicted the geometry of the packaged DNA under different ionic conditions [6] , as well as the osmotic pressure of the surrounding solution (generated by adding osmolytes to the solution) required to balance the self-repulsion of a given amount of DNA in the capsid and halt the ejection [25, 26] . A measurement of the ejection dynamics in vitro-i.e., for purified viral capsids-also showed that the ejection speed scales with the amount of DNA in the capsid, regardless of the total genome length [27] , agreeing with the idea that the ejection driving force (and frictional coefficient) should have the remaining amount of DNA in the virus as its state variable.
Here, as a model system to study the phage ejection process in vivo, we restrict the discussion to bacteriophage λ, being the only case where single-virus ejection into the host cells has been measured [15] , and whose ejection driving force has been established [3] [4] [5] [25] [26] [27] . One aim is to explain some features observed in our previous measurements of phage λ in vivo ejection speed [15] [ Fig. 1(a) and inset]. We note, in particular, that the speed was found to be about two orders of magnitude slower than the in vitro ejection speed measured in Refs. [27, 28] . Typical timescales for in vivo and in vitro ejection are a few minutes and a few seconds, respectively. Also, a gram-negative bacterium, such as the E. coli host for the λ phage, has a turgor pressure of 0.1-5 atm higher than the environment [29, 30] . An osmotic pressure of the same magnitude was able to stop the ejection in the in vitro setting [25, 26, 31] , but obviously, in vivo, the complete genome of the phage is [15] are plotted on a log-log scale, suggesting two stages of behavior. A linear fit to the later stage gives log v ¼ ð−3.99 AE 1.67Þ log N þ ð20.2 AE 7.7Þ. The two λ phage mutants, cI60 and b221, were used for their different genome lengths. In the inset, the data plotted on a linear scale are compared with the results (solid curves) calculated for the early-stage ejection using different parameter sets in Eqs. (1) [33] ; blue represents the subdiffusive regime, α ¼ 0.44, D app ¼ 9 × 10 −3 μm 2 =s α . Yellow, green, and cyan circle symbols represent phage λ DNA (50 kbp, circularized in the cell) searching for its specific integration site on the bacterial genome [34] ; green represents the subdiffusive regime, slope α ¼ 0.5, D app ¼ 6 × 10 −3 μm 2 =s α . Yellow represents constrained diffusion of the phage DNA that remains anchored to the entry site after ejection. For reference, the two gray lines have slopes of 0.5 and 1, respectively. The logarithms are with base 10. Inset: The ejecting phage genome. somehow being ejected [15] . Our model will provide an explanation for how phage λ ejection may continue after the net driving force disappears, without mechanisms that involve the enzymatic pulling found in phages T7 and ϕ29 [20] [21] [22] . Such an enzyme-catalyzed reaction has not been shown to drive phage λ ejection under physiological conditions, as far as we are aware. In addition, the rate of T7 DNA translocation catalyzed by E. coli RNA polymerase is constant and less than 80 bp=s at physiological temperature [20, 21] , while the λ genome ejection speed is changing and, for the most part, faster than 80 bp=s [see Fig. 1(a) inset] .
Besides enzymatic pulling, passive DNA-binding agents in the cell may result in an adsorption force or a ratchet action on the phage genome and could potentially facilitate genome internalization [19] . However, both theoretical [19] and experimental (in vitro) [35] analyses show that the effect of DNA-binding agents is weak compared to that of DNA self-repulsion. Even in the later stage of ejection, where the DNA self-repulsion exhausts, the changing speed of in vivo ejection [shown in Fig. 1(a) ] is not indicative of a mechanism based on DNA binding agents-which is expected to have a constant-speed behavior [19] . Another passive mechanism favoring ejection proposed in Ref. [36] is due to phage DNA condensation in a crowded environment and solvent exclusion generating an effective pulling force. However, if that were the dominating mechanism, the ejection force would grow with the amount of ejected DNA, inconsistent with the observed in vivo ejection speed, which decreases as ejection proceeds [ Fig. 1(a) ].
Figure 1(a) shows the measured in vivo ejection speed on a log-log scale, going from a higher-value plateau to a linearly decreasing velocity profile after roughly 25 kbp ð10 4.4 bpÞ DNA have ejected. We identify these regimes with a pressure-driven regime, where the majority of DNA is still in the capsid, and a diffusive regime, where most of the DNA has been released into the cell. Note that the main difference between in vivo and in vitro scenarios is that the phage DNA ejected into a bacterium is in a collapsed state in the cytoplasm because of the macromolecular crowding and wrapping by nucleoid-associated proteins [37, 38] , while DNA ejected into an aqueous solution is well described by the wormlike chain model [39] . In the early regime, we invoke the DNA selfrepulsion as the main origin of the ejection driving force, but now working against the turgor pressure of bacteria. Also, the hydration force itself may be scaled down, depending on the ionic strength of the in vivo ejection buffer, resulting in the slower ejection speed. We propose that, after the driving term has been exhausted, the later stage of DNA ejection is a manifestation of selfdiffusion-more specifically, taking a form similar to what Fig. 1(b) shows, that is, subdiffusion of macromolecules in the crowded cellular environment.
II. PRESSURE-DRIVEN EJECTION
To describe the early-stage behavior, the ejection of DNA is driven by its self-repulsion counteracted by the bacterial turgor pressure. The ejection speed is the result of a balance between the net driving force and the Stokes drag, being a frictional coefficient times the speed (μ · ðdL=dtÞ ¼ F eff ). (A similar treatment was used in discussing the in vitro ejection dynamics of phage λ [27] ). Therefore, the ejection speed of DNA can be written as
where LðtÞ is the amount of DNA remaining in the capsid at time t, dL=dt is the ejection speed, and μ tot ðLÞ is the frictional coefficient. FðLÞ is the pressure-driven component of the force, for a length L of the genome confined in the capsid. The resisting force as the DNA enters the cell is approximated as the bacterial turgor pressure P b times the cross-sectional area of the DNA molecule, δA.
For each DNA length L, the packaged genome is associated (see below) with a unique interaxial spacing d s and, therefore, with an ejection force F(d s ðLÞ). The dependence of F on d s for different ionic strength conditions has been measured in osmotic stress experiments [18] and fit to a simple analytical form in Refs. [3] [4] [5] . In the absence of polyvalent cations, and for physiological salt conditions, this hydration force pushing DNA out of the virus takes the form FðLÞ ¼ ffiffi ffi 3 p p 0 ðc 2 þ cd s Þe −ðd s =cÞ [4, 5] . p 0 and c are, respectively, the amplitude and decay length of the hydration force [18] between adjacent DNA strands separated by a distance d s , ð1= ffiffi ffi 3 p Þp 0 d s e −ðd s =cÞ per unit length. The spatial organization of water molecules and ions near interfaces was suggested to be the origin of the hydration force [40] ; however, the exact mechanism is still under debate [41] [42] [43] . We will treat p 0 and c as empirical parameters that change with buffer conditions. For any given L, the authors of Refs. [3] [4] [5] assert that the packaged DNA is characterized by an interaxial distance d s that minimizes the total energy of the DNA, and they derive d s as a function of L accordingly. Interestingly, the authors of Ref. [5] also showed that, in many circumstances, we can approximate the total volume of packaged DNA by the volume of the phage capsid, so that the DNA occupies all available space. That is, d s can be approximated by ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
, with V cap the volume of the capsid. Using this in the expression for FðLÞ gives
To estimate the frictional coefficient μ tot , we note that it should have contributions from the part of DNA in the virus μ v and that in the bacterial cytoplasm μ b . Analogously, for in vitro phage ejection, the frictional coefficient should have contributions from DNA in the virus and DNA in the surrounding buffer. The frictional coefficient in the in vitro ejection setting has been measured and analyzed in detail in Refs. [27, 39] , and the contribution from DNA in the virus was found to be dominant. Therefore, we can use here the in vitro ejection frictional coefficient to approximate the μ v term for the in vivo ejection. The in vitro ejection frictional coefficient as a function of L measured in Ref. [27] 
For the contribution from the part of DNA in the bacterial cytoplasm, we estimate it using Stokes' law, μ b ¼ 6πηR H , where η is the dynamic viscosity of the cytoplasm and R H is the hydrodynamic radius of the DNA "blob" in the crowded cytoplasm, taking the form R H ¼ ξ , which we will explain in more detail later. We assume that condensation of ejected DNA onto the blob is fast compared to the ejection speed. Here ξ p ≈ 50 nm is the persistence length of the DNA [44] , b ≈ 0.34 ðnm=bpÞ is the length of a base pair, and ðL tot − LÞ is the amount of DNA ejected into the cytoplasm. Note that ðL tot − LÞ is not the linear dimension of the ejected DNA. At the crossover where ðL tot − LÞ ≈ 25 kbp ð8 μmÞ, the linear dimension of the ejected DNA is roughly the R H given above, which is submicron. Combining these results, we have
We combine Eqs. (1), (2), and (3) to estimate the earlystage ejection speed, shown in the Fig. 1(a) inset. We estimate the cross-sectional area of the DNA molecule δA by taking its radius to be 1 nm, and we estimate the phage capsid volume V cap by approximating the capsid as a sphere of radius 30 nm. The λ phage used in Ref. [15] is cI60-which is essentially the wild type, with L tot ¼ 48.5 kbpand a shorter-genome mutant b221 that has L tot ¼ 37.8 kbp. The viscosity of the cytoplasm η ¼ fη 0 is higher than the viscosity of water, η 0 ¼ 10 −3 Pa · s. In E. coli cytoplasm, ξ p ≈ 50 nm and f ≈ 10 based on the selfdiffusion of small protein molecules [44] . However, for larger macromolecules, the effective viscosity may be larger [33] . Using parameter values that are in reasonable agreement with previous studies [27, 29, 30] (c ¼ 0.5 nm, p 0 ¼ 6.58 × 10 4 kPa, and P b ¼ 4.28 kPa) our model captures the measured early-stage behavior of phage cI60, as can be seen by the blue curve in the Fig. 1(a) inset.
Of course, we need to check the sensitivity of our results to the parameters in the model. To that end, in the Fig. 1(a Fig. 1(a) inset demonstrate how p 0 affects the magnitude of the speed, and how P b determines where the pressuredriven regime ends (when the speed goes to zero). In comparison, the P b values we used, in the range of 4.28-21.4 kPa, are in reasonable agreement with the lower end of measured E. coli turgor pressure, 10-500kPa [29, 30] . The purple curve in the Fig. 1(a) inset has P b ¼ 21.4 kPa and its pressure-driven regime ends at around 25 kbp ð10 4.4 bpÞ, which is roughly where the crossover from a plateaulike to a power-law behavior occurs [seen more easily on the log-log scale in Fig. 1(a) ]. The 10-mM MgSO 4 and 10-mM NaCl buffers used in previous in vitro ejection experiments are found to have c ¼ 0.3 nm, p 0 ¼ 1.2 × 10 7 kPa and c ¼ 0.52 nm, p 0 ¼ 6.6 × 10 5 kPa, respectively [27] . Here, in the in vivo ejection setting, the cells and phages are in the "M9 buffer" [45] and the influences of the buffer composition on c and p 0 are unknown. While c is of the same order of magnitude for other buffers, as with the value c ¼ 0.5 nm we used here, p 0 could differ by several fold. The M9 buffer has a higher ionic strength than the in vitro ejection buffers and may therefore have a smaller p 0 , agreeing with the smaller value (in the range of p 0 − 1.2p 0 ¼ 6.58 × 10 4 − 7.90 × 10 4 kPa) that we used here.
Using L tot ¼ 37.8 kbp for phage b221 (all other parameters remained the same), our model generated the red curve in the Fig. 1(a) inset. In qualitative agreement with the b221 data, the predicted ejection speed is plateaulike in the early stage of ejection and then gradually vanishes. However, the predicted speed vanishes at significantly shorter times than observed in the experiments. In our model, since the driving force for ejection depends on the amount of DNA remaining in the capsid, the b221 curve is always in advance of the cI60 curve by roughly 11 kbp, but this feature is not seen in the data. Our model of a forcedriven ejection is not in agreement with the experimental data at the later stage. We note that as the ejection approaches the crossover between the plateaulike and the power-law regimes, there is roughly as much DNA left in the capsid as there is already ejected in the bacterial cell, but although we used a DNA "blob" to consider the friction in Eq. (3), we may not have fully accounted for the restricted mobility in the cell.
We also note that the quality of the fit for phage cI60 is better than that for phage b221. In calculating F(d s ðLÞ), we used the d s ðLÞ in the "no void" configuration, which worked well when the phage was in buffers that typically contain 10-mM Na þ or Mg 2þ [5] . Since the M9 buffer used for the in vivo ejection measurement in Fig. 1(a) has more than 100 mM of cations [15] , F(d s ðLÞ) is not expected to be precise. Cations generally reduce the self-repulsion of the phage DNA, and the effect is expected to be more obvious for shorter L, which has a lower self-repulsion energy. It has been shown that adding 100-mM Na þ to the buffer makes the b221 phage DNA more concentrated towards the capsid wall and, therefore, having smaller d s ðLÞ compared to the no-void configuration [6] : We speculate that at high salt condition, the DNA configuration in the capsid does not simply depend on L, but also on the initial condition, so the two phages have different driving forces and speed at the same L. That results in a less accurate fit for the b221 ejection speed compared to the situation for cl60. In spite of the lack of quantitative agreement for the shorter-genome phage, we have provided an explanation for the much slower in vivo ejection speed [15] compared to the in vitro ejection speed [27, 28] . We also showed that the ejection driving force and the resultant ejection speed exhaust as ejection progresses, which justified our attributing the DNA motion in the later stage of ejection mainly to its subdiffusion in the cell.
III. DIFFUSIVE REGIME
We now examine the later stage of ejection and how it is related to anomalous diffusion of macromolecules. Recent tracking experiments [32] [33] [34] [46] [47] [48] have shown that the macromolecules in the crowded cellular environment often exhibit subdiffusive transport, characterized by MSD ¼ D app t α , where α < 1. In Fig. 1(b) , we compare the motion for several macromolecules in the bacterial cytoplasm measured in Refs. [32] [33] [34] , including chromosomal loci, plasmid, protein complexes, and bacteriophage λ DNA "searching" for its genome integration site. We report the exponent α and apparent diffusion coefficients D app in the legend of Fig. 1(b) . These species have α in the range of 0.4-0.6. For bacteriophage λ ejection, we will assume that the part of the ejected DNA in the cytoplasm exhibits similar subdiffusive behavior and takes an average value of the exponents, α ≈ 0.5.
This subdiffusive behavior is largely attributed to the crowded cytoplasmic environment, with about half of the volume estimated to be occupied by protein and other macromolecules [44] . Another consequence of the crowded cytoplasm is that the phage DNA is compacted, as a result of DNA condensation induced by osmotic stress [36] and/ or nonspecific binding by nucleoid-associated proteins [37, 38] , and we approximate the compacted phage DNA as a blob of hydrodynamic radius R H [see the Fig. 1(b) inset and Refs. [36, 49] for experimental observations of single or multiple phage DNA molecules compacted into blobs of a few hundred nm in crowded in vitro conditions). The state of the DNA is reflected in its R H as a function of the DNA length N (base pairs), given by R H ∝ N γ [50] . In good solvents and without other effects, the DNA can be modeled as a self-avoiding Gaussian chain, and γ ¼ 3=5. On the other hand, if the DNA is in a collapsed state, the volume of a DNA blob is proportional to the number of base pairs, and γ ¼ 1=3. Taking the persistence length ξ p as the segment size for both cases, we have R H ¼ ξ p ðbN=ξ p Þ γ , with b ≈ 0.34 nm the size of a nucleotide in double-stranded DNA. In other words, we find
Typically, the persistence length is ξ p ≈ 50 nm for DNA in cells [44] and N ≈ 50 kbp for phage λ DNA. If γ ¼ 3=5, then R H ≈ 1650 nm, which would exceed the width of an E. coli cell (roughly 1 μm). For γ ¼ 1=3, R H ≈ 350 nm is smaller than the cell size so, hereafter, we will assume that the phage DNA in the cell is a compacted blob and set γ ¼ 1=3, consistent with previous experimental evidence that the injected phage DNA remains near the site of entry in the collapsed state [34, 36, 51] . As ejection progresses, DNA newly released into the cell is expected to collapse onto the blob. To estimate the amount of ejected DNA, N ≡ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi hN 2 ðtÞi p (in base pairs), we identify it with the MSDhr 2 i of the subdiffusive motion of the blob as a whole. Here, we define hr 2 i to be the sum of all the squared displacements where movement of the blob is coupled to the release of DNA,
With that assumption, we assert that the Brownian motion of the blob is coupled to the linear motion of the released base pairs. In other words, every displacement of the center of the blob away from the phage tail pulls out a similar length of DNA. Released parts of the DNA subsequently condense onto the blob, and the process continues with a growing blob until all the DNA has been released. The subdiffusion of the DNA blob is given by
where D is the long-time diffusion coefficient of the condensed DNA blob, depending on N through its hydrodynamic radius R H . We assume that the Stokes-Einstein diffusion coefficient is the relevant quantity that sets the timescale for self-diffusion. 
Combining Eqs. (7) and (5) into Eq. (6), and defining Fig. 1(a) shows the in vivo ejection data in a log-log representation. The early, force-driven phase crosses over to a power-law behavior at about 25 (8)] falls within this range, but we note that the fitting parameter has an uncertainty of 10 ðAE7.7Þ , and we do not attempt to draw quantitative conclusions about this number. With that caveat, we argue that subdiffusion of λ phage DNA underlies the later-stage phage ejection in vivo when the driving force is exhausted. We also note that this subdiffusion model leads to the amount of DNA in the cell, rather than the amount of DNA in the phage, being the natural variable that makes the cI60 and b221 speed data collapse [ Fig. 1(a) ].
IV. DISCUSSION
The ejection kinetics of individual phages exhibit substantial noise [15] ; we have not addressed these phenomena. A possible source of such noise is the cell-to-cell variability (e.g., in growth phase, size, content, and crowdedness), causing variation in parameters such as R H , η, and P b . However, as shown in Ref. [33] , (anomalous) diffusion of DNA with a well-defined size does not in itself indicate extensive cell-to-cell variation. Additional sources of noise may involve the existence of DNA knots in the packaged phage genome, local structuring, or phase transitions [52] of the phage DNA spool, affecting μ v in a topology-dependent manner [53] [54] [55] . DNA knots may also result in blockages during ejections that are compatible to the total ejection timescale [54] [55] [56] . This was speculated to be the origin of the frequently observed pausing during the in vitro ejection of phage T5 [52] . Events with pausing were also observed for λ in vivo ejection [15] , although they were not the majority and were excluded from the data shown in Fig. 1(a) . The frequency of paused ejection events may correlate with knotting probability and complexity, which depend on phage genome length and the degree of confinement [57] . If the ejection pauses indeed reflect the untying of DNA knots, we expect that, outside of the paused regions, these events would have the same dynamics as described here. Another irregular ejection behavior observed in Ref. [15] is that, in the short-genome phage b221, about 36% of ejection events "stall" and never resume during the 30-min experiment. These stalled events were also excluded from the data shown in Fig. 1(a) , as they may reflect phage particles with capsid defects [58, 59] . The currently available data are insufficient to address separately all these effects, and it would be of considerable interest to examine the variability of ejection dynamics in more detail in the future.
Finally, we discuss some features of the theory for future investigations. It was found that the cytoplasmic subdiffusive behavior strongly depends on the homeostasis of the cells [32, 33, 48] . These studies suggest that the meansquared displacement of macromolecules in bacterial cytoplasm is significantly reduced but does not vanish in metabolically inactive cells. As a consequence, we expect that phage ejection will be significantly slowed down in that situation. Also, implicit in our model is that water and ions must enter the semipermeable phage capsid (permeable for water and small ions, not for macromolecules) to compensate for DNA ejection. In the case of phage ejection into a solution containing high-molecular-weight osmolyte (e.g., polyethylene glycol), the osmolyte effectively pulls on the water in the capsid, putting it under tension that limits the extent of ejection of the DNA [3, 25, 26] . Analogously, when herpes viruses infect eukaryotic cells, their genomes enter the nuclei, while their capsids remain in the cytoplasm, and current evidence suggests that this genome translocation may be driven by the pressurized viral DNA in the capsid [16, 60] . Moreover, macromolecules are suggested to exhibit subdiffusion in the eukaryotic nuclei as well [61, 62] . Although additional biological mechanisms may be necessary to explain the nuclear entry of herpes viruses [63] , it would be interesting to consider the theoretical elements presented here in this process and take into account the high-osmolarity cytoplasmic surrounding of the capsids.
Our finding of the importance of anomalous diffusion in living cells transcends the field of viral DNA translocation. Viral genome delivery is one of the many realizations of polymer translocation, which includes important biological processes such as bacterial conjugation, protein trafficking to various organelles, messenger RNA translocating through the nuclear pores, drug delivery using polymer carriers, etc. These systems are expected to exhibit translocation scaling behaviors manifested from the polymers' subdiffusive characteristics, in a similar way as described here for viral genome translocation.
