In genomic selection (GS), genotype ´ environment interaction (G ´ E) can be modeled by a marker ´ environment interaction (M ´ E). The G ´ E may be modeled through a linear kernel or a nonlinear (Gaussian) kernel. In this study, we propose using two nonlinear Gaussian kernels: the reproducing kernel Hilbert space with kernel averaging (RKHS KA) and the Gaussian kernel with the bandwidth estimated through an empirical Bayesian method (RKHS EB). We performed single-environment analyses and extended to account for G ´ E interaction (GBLUP-G ´ E, RKHS KA-G ´ E and RKHS EB-G ´ E) in wheat (Triticum aestivum L.) and maize (Zea mays L.) data sets. For single-environment analyses of wheat and maize data sets, RKHS EB and RKHS KA had higher prediction accuracy than GBLUP for all environments. For the wheat data, the RKHS KA-G ´ E and RKHS EB-G ´ E models did show up to 60 to 68% superiority over the corresponding single environment for pairs of environments with positive correlations. For the wheat data set, the models with Gaussian kernels had accuracies up to 17% higher than that of GBLUP-G ´ E. For the maize data set, the prediction accuracy of RKHS EB-G ´ E and RKHS KA-G ´ E was, on average, 5 to 6% higher than that of GBLUP-G ´ E. The superiority of the Gaussian kernel models over the linear kernel is due to more flexible kernels that accounts for small, more complex marker main effects and marker-specific interaction effects.
T he seminal work of Meuwissen et al. (2001) showed that the prediction ability of complex traits was better when using whole-genome marker prediction than when using few markers. Results from simulation and empirical studies have shown that GS can improve prediction accuracy compared with conventional and pedigree selection (de los Campos et al., 2009 Crossa et al., 2010 Crossa et al., , 2011 Heslot et al., 2012; Pérez-Rodríguez et al., 2012) . Several genomic Bayesian and non-Bayesian linear regression models have been developed and published, but most Bayesian regression alternatives differ only in their prior distributions . In genomic prediction, departures from linearity are the rule rather than the exception because complex cryptic interaction among genes (i.e., epistasis), and their interaction with the environment are part of the genetic composition of complex traits. These deviations from linearity can be addressed by semiparametric approaches such as RKHS regressions (Gianola et al., 2006 ; RKHS regression reduces the dimension of the parametric space and also captures small complex interaction among markers. Morota and Gianola (2014) mentioned that genome prediction coupled with combinations of kernels might capture nonadditive variation.
The RKHS approach to GS uses markers for building a covariance structure matrix that is a symmetric positive semidefinite of order n ´ n (where n is the number of lines) known as the reproducing kernel (RK) matrix, which depends on the markers and on the bandwidth parameter (h). This general approach requires choosing a RK, for example, a Gaussian ker- of the markers genotypes (Pérez-Rodríguez et al., 2012) . Several studies have shown that Gaussian kernel methods improve the prediction of genetic values (Pérez-Elizalde et al., 2015) if the bandwidth parameter is correctly chosen. The bandwidth parameter can be selected based on (i) a cross-validation procedure, (ii) restricted maximum likelihood (Endelman, 2011) , and (iii) an empirical Bayesian method such as the one proposed by Pérez-Elizalde et al. (2015) . An efficient Bayesian method that minimizes the effect of an inadequate value of the bandwidth parameter when using a multikernel model is the RKHS-KA proposed by de los , where each kernel uses some predefined value of the bandwidth parameter weighted by its associated variance component. The previous models are commonly used for data collected in one environment. However, in plant breeding, G ´ E plays an important confounding role when selecting candidates because the phenotypic performance of a genotype varies across environments. A common way to assess the extent of G ´ E in plant breeding and agricultural experiments is to estimate genetic correlations of line performance across environments; these correlations summarize the joint action of genes and environmental conditions. The magnitude and sign of the interaction between genes and environmental conditions are expected to vary across the genome. In the last decade, the use of molecular markers has facilitated the mapping of chromosome regions associated with phenotypic variability and has revealed the differential response of these chromosome regions across environments.
In genomic selection, most analyses using the GBLUP (VanRaden, 2007 (VanRaden, , 2008 model are single-environment analyses. Several studies have proposed using GS models that accommodate G ´ E (Burgueño et al., 2012; Heslot et al., 2014 , Jarquín et al., 2014 and show that modeling G ´ E can give substantial gains in genomic prediction accuracy (Zhang et al., 2014; Montesinos-López et al., 2015) . Recently, López-Cruz et al. (2015) proposed a GBLUP prediction model that explicitly models G ´ E interactions between all available markers and environments (M ´ E). In genomic prediction, linear models consider genetic values as linear combinations of marker effects, such that GBLUP with G ´ E is equivalent to GBLUP with M ´ E . However, other nonlinear kernels (for example, Gaussian kernels) cannot have this dual representation; thus, nonlinear kernels can only be represented as G ´ E models.
The main feature of the GBLUP-G ´ E (or GBLUP-M ´ E) interaction model is that it decomposes the marker effects into components that are common across environments (stability) and environment-specific deviations. In principle, the M ´ E model could help researchers detect which markers have effects that are stable across environments and which ones are responsible for G ´ E. In a recent study, Crossa et al. (2015) showed that the M ´ E model could be used as a shrinkage method and as a variable selection method assuming heterogeneity of within-environment variance. Results have shown that when the correlation between environments is positive, the GBLUP-G ´ E interaction model produces a significant increase in prediction accuracy as compared with the single-environment model or the across-environments models .
In this study, we propose incorporating the Gaussian kernel method with the single-environment model and the G ´ E interaction model of López-Cruz et al. (2015) . We compare the prediction accuracy of three kernel regression methods: (i) the linear kernel method of López-Cruz et al. (2015) (GBLUP for single environments and for GBLUP-G ´ E), (ii) the RKHS KA for single environments and for RKHS KA-G ´ E (de los , and (iii) the Gaussian kernel with the bandwidth parameter (h) estimated by the empirical Bayesian method of Pérez-Elizalde et al. (2015) (RKHS EB for single environments and for RKHS EB-G ´ E). We illustrate the use of these three kernel methods in the single-environment and G ´ E interaction models in two data sets (maize and wheat) for the problem of predicting the performance of lines in environments where they have not been evaluated.
MAtErIALs AND MEtHODs

Experimental Data
The experimental data used in this study comprise two multienvironment trials: one maize and one wheat. The maize data set includes 504 CIMMYT double-haploid (DH) maize lines evaluated in three environments and genotyped with 681,257 single-nucleotide polymorphisms (SNPs) genotyping-by-sequencing (GBS) (Crossa et al., 2013) ; the trait under study was grain yield. The wheat data set had 599 historical CIMMYT wheat lines evaluated in four environments and genotyped with 1717 diversity arrays technology markers .
Maize Data Set
Phenotypic Data A total of 504 CIMMYT DH maize lines were obtained by crossing and backcrossing eight parents to form 10 full-sib families of different sizes; some of these 10 full-sib families are related and form sets of related half-sib families. Each DH line from the 10 full-sib families was crossed to an elite single-cross hybrid of the opposite heterotic group to produce 504 testcrosses that were genotyped with GBS.
The trait used in this study was grain yield (kg ha −1 ) evaluated in three optimum rainfed trials. The experimental field design in each of the three environments was an a-lattice incomplete block design with two replicates. Data were preadjusted using estimates of block and environment effects derived from a linear model that accounted for the incomplete block design within environment and for environmental effects.
Genotypic Data (Genotyping-by-Sequencing) Initially, SNPs were filtered based on homozygosity in inbred lines, error rates were estimated based on biparental mapping populations, and linkage disequilibrium was based on mapping populations. Overall, this pipeline uncovered 681,257 SNPs in maize. The SNPs that segregated in this mapping population were used in this study. Source code and software for the pipeline are available at www.maizegenetics.net and sourceforge (http://sourceforge.net). Approximately 66% of the reads obtained could be mapped to a unique position in the genome and ~80% of them were polymorphic. After filtering markers for minor allele frequency and missing values, a total of 158,281 SNPs were used.
Wheat Data Set
Phenotypic Data
This data set includes 599 wheat lines developed by the CIMMYT Global Wheat Program. Environments were grouped into four target sets of environments (E1-E4). The trait was grain yield (GY) and data were pre-adjusted by the experimental design used in each location.
Genotypic Data
Wheat lines were genotyped using 1717 diversity arrays technology markers (hereinafter generically referred to as markers) generated by Triticarte Pty. Ltd. (http://www. triticarte.com.au). These markers may take on two values denoted by their presence (1) or absence (0). In this data set, the overall mean frequency of the allele coded as 1 was 0.561, with a minimum of 0.008 and a maximum of 0.987. Markers with an allele frequency of 0.05 or 0.95 were removed. Missing genotypes were imputed using samples from the marginal distribution of marker genotypes. After marker edition, 1279 markers were retained.
Data Availability
Genotypic and phenotypic data of the two data sets used in this study can be found at the following link: http:// hdl.handle.net/11529/10580.
Statistical Models
While the kernel is linear for the GBLUP, for the RKHS EB, it is Gaussian with bandwidth estimated by its posterior mode; for the RKHS KA, it is calculated as the weighted average of various kernels. For the G ´ E multienvironment model, the definition of the kernel matrix has two components: one for the marker main effect for all environments and the other for the marker effect in each environment . Therefore, for the GBLUP G ´ E model, the linear kernel for the marker main effect (across all environments) and the linear kernel for the environment-specific marker effect are similar to those of López-Cruz et al. (2015) (GBLUP), whereas for the RKHS KA G ´ E and RKHS EB G ´ E models, different kernel matrices are described below.
Single-Environment Genomic Best Linear Unbiased Predictor Model
The parametric regression model for a single environment (j = 1, …, m environments) is defined as follows:
where the vector y j represents n j independent observations of the response variable (genotypic means) in the jth environment, j n 1 is a vector of ones of order n j , m j is the overall mean of the jth environment, X j is the matrix for the p-centered and standardized molecular markers in the jth environment, b j is the vector of random effects of the p markers in the jth environment, and e j is the vector of random errors in the jth environment with normal distribution and common variance e s 2 j . We assume that the random effects of the markers are jointly distributed as a multivariate normal random variable, that is, 
is known as GBLUP (VanRaden, 2007 (VanRaden, , 2008 
Gaussian Kernel with Bayesian Estimation of the Bandwidth Parameter for Single Environments
The Gaussian kernel commonly used in genomic predic- Pérez-Rodríguez et al., 2012) , where d ii¢ is the distance based on markers between individuals i, i¢ (i = 1, …, n j ) for the jth environment. We have scaled the squared distance by the fifth percentile (q 0.05 ). This symmetric and positive semidefinite matrix can be interpreted as a correlation matrix between genotypes, where the rate of decay is controlled by the bandwidth parameter in the jth environment (h j ). The 0.05 quantile (q 0.05 )squared distance scaled the values of K j , such that small values of h j (say 0.1) tend to generate values of the kernel matrix K j of ones, whereas large values of h j (say 10) tend to produce diagonal matrices. These two extreme cases do not contribute information that can be used for prediction; for example, in the case of small values of h j , the information provided is redundant with the intercept and in the case of large values of h j will lead to a random effect with a variance covariance structure similar to that of the residuals . Therefore, intermediate values of h j , such as those estimated by the method of Pérez-Elizalde et al. (2015) , are desirable. With this method, h j is estimated by the mode of the posterior distribution of p(h j |y j ), which should be calculated numerically. Below we give details of the posterior distribution of p(h j |y j ).
A Bayesian method to estimate the bandwidth parameter h j is through its posterior distribution p(h j |y j ); however, this is time-consuming if simulation of the posterior of h j and the other parameters of model [2] is performed simultaneously using Markov Chain Monte Carlo (Gianola and van Kaam, 2008) , or any simulation method of the joint posterior, because of the need to compute the kernel in each iteration. An alternative approach proposed by Pérez-Elizalde et al. (2015) is based on the integrated likelihood of eliminating noisy parameters (Berger et al., 1999 
K K
and argue that inferring the weights leads to a kernel K j that is optimal. In this manner, each random effect is weighted by its variance component in a process termed kernel averaging (KA) or multikernel.
Multi-Environment Marker ´ Environment Interaction Model
The parametric G ´ E interaction model considers the effects of m environments, and the effects of the markers are separated into two components: (i) the main effect of the markers for all the environments, b 0 and (ii) the effect of the markers for each environment, b j , that is,
In matrix notation, this is expressed as the following:
In model [3] , all m environments are considered simultaneously and the main effects of the markers across all environments are given by b 0 , whereas the specific effect of the markers in each environment is considered in b j It is assumed that random errors in the different environments are normally distributed with mean zero and homogeneous variance e s 2 . Model [3] can be reparametrized as the following: Then, model [3] becomes the following:
such that u 0 captures the marker information among environments, and u E accounts for the marker information in each environment. The magnitude of their variance components determines the relative importance of u 0 and u E in the model and, therefore, in the prediction assessment of each marker effect.
Model [4] assumes that the random effects u 0 follow a multivariate normal distribution with -mean zero and a variance-covariance matrix s u is common to all m environments and the borrowing of information among environments is generated through kernel matrix K 0 . It also assumes that
Finally, it is assumed that
, that is, homoscedasticity of the errors. Note that matrix K E can be expressed as a sum of m matrices so that model [4] can be expressed as follows:
The effects given by u Ej are specific for the th environment; thus it has a normal distribution with mean and variance equal to 0, except for the environment, which has a variance-covariance matrix
is multikernel or KA, such that the effects are weighted by their corresponding variance component. Therefore, the difference among the three methods (GBLUP-G ´ E, RKHS EB-G ´ E, and RKHS KA-KA) lies in the kernel matrix to be used.
Kernel Genomic Best Linear Unbiased PredictorGenotype ´ Environment Interaction Model
For model [4] , as described in López-Cruz et al. (2015) ,
, and also in Eq.
[5] K E is such that
, and s 
Kernel Reproducing Kernel Hilbert Space Empirical Bayesian-Genotype ´ Environment Interaction Model
In this case, K 0 is constructed with the Gaussian kernel from the marker matrix X 0 , such that 
; in this case, i = 1 … n j is calculated for each environment using markers X j and h j .
There are several methods for selecting h 0 and h j . One option is to perform a joint estimation of the bandwidth parameters; however, this process is complicated. In this study, we used a simpler method in which bandwidth parameters are assigned without adjusting the model by a Bayesian estimation method (already described). We assumed two scenarios, one in which the marker-specific effects are zero (positive and high correlations between environments), thus h 0 is estimated from K 0 , y = m + u 0 + e (according to model [6] ). The other scenario assumes that the marker main effect is zero (correlations between environments are negligible), and therefore each specific h j can be estimated from K j , y j = m j + u j + e j (according to models [2] and [6]). Therefore, the codes of function margh.fun (see Box A1 in Appendix A) estimate each of these parameters. Therefore, kernels K 0 and K E can be defined without guaranteeing an optimal selection of their bandwidth parameters. However, the structure of the G ´ E model allows dealing with situations where the correlations between environments are intermediate by weighting the effects with their corresponding variance components. In a second stage, model [6] is fitted with BGLR (Boxes A3 and A4 in Appendix A show the R codes and an example of how this method is applied).
Reproducing Kernel Hilbert Space Kernel AveragingGenotype ´ Environment Interaction Model
The main effects of the markers u 0 can be represented as the sum of r random effects u 0 = u 01 + … + u 0l + … + u 0r ,whose distributions are multivariate normal
with mean zero and variances depending on the Gaussian kernels, with the bandwidth parameters as previously defined, and the distances calculated from matrix X 0 . Therefore, for the three kernels used, h j1 = 0.2, h j2 = 1, and
is a weighted average of three kernels 
Statistical Analysis
The models described above were fitted with methods GBLUP, RKHS EB, and RKHS KA for the wheat and maize data sets. For each data set, we performed: (i) single-environment analysis (e model [2]), (ii) analyses of pairs of environments, and (iii) an analysis of all environments. These last two approaches were implemented using the G ´ E model [4] . For inferences and prediction, training (TRN) and testing (TST) (Burgueño et al., 2012) random partitions were used. In each case, inferences and predictions were based on 30,000 samples collected from the posterior and predictive distributions after discarding 5000 samples as burn-in.
Prediction Assessment
Prediction accuracy was assessed using 50 TRN-TST random partitions; we used this approach because with a replicated TRN-TST design, one can obtain as many partitions as one needs. This allows estimating standard errors of estimates of prediction accuracy more precisely than with a cross-validation approach. Following Burgueño et al. (2012), we considered the problem of predicting the performance of lines evaluated in some but not all target environments (cross-validation 2 design [CV2]). Supporting information in López-Cruz et al. (2015) provides the R code used to generate TRN-TST partitions in CV2. We assigned 70% of the lines (bivariate or all environments) to TRN and the remaining 30% to TST. For each TRN-TST partition, models were fitted to the TRN data set and prediction accuracy was assessed by computing Pearson's product-moment correlation between predictions and phenotypes in the TST data set within environment. Variance components were estimated in each of the TRN-TST partitions. The same TRN-TST partitions were used to assess the prediction accuracy of each of the methods (GBLUP, RKHS KA, and RKHS EB), which yielded 50 correlation estimates for each method. For each data set, we report the average across partitions and standard deviations of correlations, Pearson's estimates, and average variance component estimates.
Variance Components Estimation across Random Partitions
For the single environment and the three methods (GBLUP, RKHS EB, and RKHS KA), the mean of the variance components for the main effects and the error estimated from the 50 random partitions are reported. The mean of the three kernels was computed for method RKHS KA. Similarly, for the G ´ E models GBLUP-G ´ E, RKHS EB-G ´ E, and RKHS KA-G ´ E, we calculated the mean of the estimated variance components for the marker main effect, the marker-specific effects, and the error across all 50 random partitions. For RKHS KA-G ´ E, we calculated three kernels for the marker main effects and marker-specific effects.
From Eq.
[4], the phenotypic response variables for the ith line in environments j and j¢ for the G ´ E model are y ji = m j + u 0ji + u Eji + e ji and y j¢i = m j¢ + u 0j¢i + u Ej¢i + e ji¢ , respectively; the estimated phenotypic correlation for this pair of environments can thus be expressed as a function of variance components : This forces the correlation between environments to be positive or zero, as the variance components are, by definition, positive or zero. Therefore, in the G ´ E model, the covariance between any two environments is linearly related to the marker main effect, and this determines that their relationship should be either zero or positive. In this study, we report the estimated correlations based on the mean of the estimated variance components as well as the sample phenotypic correlation.
Software Used and Definition of the Priors
The models described above were fitted using the BGLR software. Hyperparameters were defined using the default implementation in BGLR (see Pérez-Rodríguez and de los Campos [2014] for further details). Specific details on the R codes developed to fit the RKHS EB-G ´ E models are similar to the R codes presented in Pérez-Elizalde et al. (2015) and López-Cruz et al. (2015) and are given in Appendix A.
rEsULts
Prediction Accuracy of the Models with the Three Kernels
Wheat Data
The G ´ E structure of the wheat data shows Environment 1 to be clearly different from the other three environments (2, 3, and 4) (zero and negative correlations), whereas the other three environments have relatively high to intermediate pair-wise phenotypic correlations. Table 1 shows the average correlation between predicted and observed values of 50 random partitions for kernel GBLUP, RKHS KA, and RKHS EB methods in the single-environment and G ´ E models (GBLUP-G ´ E, RKHS EB-G ´ E and RKHS KA-G ´ E) in the multienvironment analyses. These predictions were performed with the mode of predictive distributions constructed from the training set. For the RKHS EB single-environment model and the RKHS EB-G ´ E model, the bandwidth parameter (h j ) was previously estimated for each partition in the training set.
Several results regarding the models' prediction accuracy and the correlation between environments are depicted in Table 1 . For the single-environment model (first section of Table 1), the prediction accuracy of RKHS EB and RKHS KA is clearly better than that of GBLUP in Environments 1, 3, and 4 but not in Environment 2. The percentage change in accuracy for Environments 1 and 3 of RKHS EB vs. GBLUP (15 and 14%) was superior to that of RKHS KA vs. GBLUP (11 and 8%), whereas for Environment 4, the opposite occurred (14 vs. 17%, respectively). As expected, the accuracies of RKHS EB and RKHS KA for the single-environment model are very similar, with an increase in prediction accuracy of RKHS EB over RKHS KA in Environments 1 and 3 (4 and 5%, respectively).
Results of the prediction accuracy of the G ´ E models GBLUP-G ´ E, RKHS EB-G ´ E, and RKHS KA-G ´ E for pairs of environments and for all four environments are given in the second part of Table 1 . Environment 1 is negatively correlated with Environments 3 and 4 and has zero correlation with Environment 2, whereas the rest of the pairwise correlations between environments (2-3, 2-4, 3-4) are positive and relatively high, especially for Environments 2-3 (0.661). When the pair-wise correlation between environments is negligible or negative (Environments 1-2, 1-3, 1-4) , the accuracy in predicting the performance of the wheat lines in each environment of each of the three G ´ E models is similar to that of their single-environment counterparts. If the correlation between environments is positive (Environments 2-3, 2-4, 3-4), the prediction accuracy of the lines in the environments of each of the three G ´ E models is higher than that of their single-environment counterparts, reaching prediction accuracies for Site 3 (for pair 2-3) of 60 and 68% for RKHS EB-G ´ E vs. RKHS EB single environment and for RKHS-G ´ E vs. RKHS KA single environment, respectively. When the four environments are analyzed together using the three G ´ E models, all environments (except Environment 1) are predicted with higher accuracy than when the single-environment GBLUP, RKHS EB, and RKHS KA methods were fitted (Table 1) . When only the three environments with high correlation are combined (2-3-4), the prediction accuracy of the G ´ E models surpasses the single-environment model by up to 55 to 59%. In summary, for positively correlated environments, the three methods GBLUP-G ´ E, RKHS EB-G ´ E, and RKHS KA-G ´ E had higher prediction accuracy than their single-environment GBLUP, RKHS EB, and RKHS KA counterparts.
Regarding the pair-wise environment combinations, the differences in accuracy between the three G ´ E methods (GBLUP-G ´ E, RKHS EB-G ´ E, and RKHS KA-G ´ E) are similar to those observed in the singleenvironment method. The percentage change in accuracy of the comparison between the three G ´ E models shows RKHS EB-G ´ E and RKHS KA-G ´ E having a greater increase in prediction accuracy than GBLUP-G ´ E an equal number of times for the different pair-wise environments and when all four environments are analyzed together. These results indicated similar prediction accuracy superiority of the RKHS EB-G ´ E and RKHS KA-G ´ E methods over the GBLUP-G ´ E. Also, when comparing the change in prediction accuracy of RKHS EB-G ´ E and RKHS KA-G ´ E, results indicated very small differences, as expected.
In summary, results show that for positively correlated environments (little G ´ E), models RKHS EB-G ´ E and RKHSKA-G ´ E have prediction accuracies that are clearly superior to those of their single-environment counterparts. Regardless of the sign of the correlation between pairs of environments, methods RKHS EB and RKHA KA, with the single environment model and RKHS EB-G ´ E, and RKHS KA-G ´ E had higher prediction accuracy than model GBLUP with the single environment or GBLUP-G ´ E. Thus, the advantage of modeling G ´ E using kernel averaging or the Gaussian kernel method with the bandwidth parameter estimations over the GBLUP for single environments or G ´ E in the wheat data was clear.
Maize Data
The G ´ E structure of the maize data indicates that all three pair-wise correlations between environments are positive but relatively low, indicating intermediate to high G ´ E. Table 2 shows the average correlation between predicted and observed values of 50 random partitions for kernel GBLUP, RKHS KA, and RKHS EB single-environment and kernel GBLUP-G ´ E, RKHS KA-G ´ E, and RKHS EB-G ´ E methods. For the single-environment models, the advantages of the prediction accuracy of RKHS EB and RKHS KA models over the GBLUP are clear for the three environments; the increases in prediction accuracy ranged from 3 to 12%. Small differences in prediction accuracy between the RKHS EB and RKHS KA models were detected, with increases in prediction accuracy of 1, 1, and 3% of the RKHS EB model over the RKHS KA model for Environments 1, 2, and 3, respectively. The percentage change in accuracy of RKHS EB vs. GBLUP was superior (4, 7, and 12%) to that of RKHA KA vs. GBLUP (3, 6, and 9%) for the three environments. table 2. Maize data set. Average correlation (for 50 random partitions) for single-environment and G ´ E models with genomic best linear unbiased prediction (GbLUP), reproducing kernel Hilbert space (rKHs) empirical bayes (Eb), and rKHs kernel averaging (KA) methods with standard deviation in parentheses. Prediction accuracies of models GBLUP-G ´ E, RKHS EB-G ´ E, and RKHS KA-G ´ E for pairs of environments and for all three environments were higher than those of their single-environment counterparts. When the three environments were analyzed together using the three G ´ E models, all environments were predicted with much more accuracy than with the single-environment GBLUP, RKHS EB, and RKHS KA methods ( Table 2) . The three methods, GBLUP-G ´ E, RKHS EB-G ´ E, and RKHS KA-G ´ E, are more accurate for predicting the observed lines in each individual environment than the single-environment GBLUP, RKHS EB, and RKHS KA methods.
Regarding the pair-wise combinations between environments, results are similar to those found in the wheat data, that is, the differences in accuracy among the three G ´ E methods are similar to those observed in the single-environment method. The percentage change in accuracy when comparing the three G ´ E models shows that RKHS EB-G ´ E and RKHS KA-G ´ E had a higher increase in prediction accuracy than GBLUP-G ´ E. Very small differences were found when comparing the change in prediction accuracy of RKHS EB-G ´ E and RKHS KA-G ´ E.
In general, results show that since all three environments are positively correlated, G ´ E interaction models RKHS EB-G ´ E and RKHSKA-G ´ E have prediction accuracies that are clearly superior to those of their singleenvironment counterparts. Single-environment methods RKHS EB and RKHA KA and methods RKHS EB-G ´ E and RKHS KA-G ´ E had greater prediction accuracy than GBLUP single-environment models or GBLUP G ´ E. Figure 1 depicts the patterns of the average marker main effect and the residual variance components of the single-environment models for GBLUP, RKHS EB, and RKHS KA. The mean value of the residuals for the kernel RKHS KA method are the smallest for four environments followed by the residuals for the kernel RKHS EB method; the residuals for the kernel GBLUP are the highest of the three models for the four environments. The marker main effects variance component for each environment increased approximately three-to fourfold from the GBLUP to the RKHS EB and RKHS KA methods (Table B1 , Appendix B). Table B1 , Appendix B) give the mean variance components (residual, marker main effect, and marker-specific effects) for 50 random partitions for the M ´ E models and the three kernel methods, GBLUP, RKHS EB, and RKHS KA, for each pair of environments. For RKHS KA single environment, the variance component of the marker main effects comprises the sum of the variance components for the three kernels as previously described. Similarly, RKHS KA-G ´ E contains the sum of the variance components associated with three of the marker main effects and the sum of the variance components associated with the three kernels of the marker-specific effects. Table B1 (Appendix B) also shows the sample correlation and the estimated correlation between pairs of environments obtained from the mean of the variance component for the marker main effect and the marker-specific effect as previously described and as explained in López-Cruz et al. (2015) .
Variance Component Estimation of the Models with the Three Kernels
Wheat Data
For the M ´ E models, results can be separated between pairs of environments with negligible or negative correlations (1-2, 1-3, and 1-4) vs. those obtained for pairs of environments with positive correlations (2-3, 2-4, and 3-4). In general, the residual variances for RKHS KA-G ´ E are the smallest followed by the residual variances for RKHS EB-G ´ E and GBLUP-G ´ E for all pair-wise environments including analyses combining all four environments (Table B1 , Appendix B). Concerning the variance components computed for the marker main effects, the variance components are negligible for the pair of environments with zero or negative correlation (increased G ´ E) and higher for the pair of environments with positive correlation (decreased M ´ E) (Fig. 2b) . The opposite trends occurred in the marker-specific effects, which tended to have lower values for pairs of environments with positive correlations (decreased G ´ E), and high values for pairs of environments with negligible or negative correlations (increased M ´ E) (Fig. 2c) . Note that for the pair of environments with zero or negative correlation, the marker main effect and specific-environment variance components are smaller for the GBLUP-G ´ E than those estimated from the RKHS-G ´ E and RKHS KA-G ´ E models. Models RKHS EB-G ´ E and RKHS KA-G ´ E also showed higher values for the estimated correlation than model GBLUP-G ´ E. Figure 3 shows the marker main effect and the residual variance components of the single-environment models. Similar to the trends found in the wheat data, the residuals for the kernel RKHS KA and RKHS EB methods are the smallest for three environments, whereas the residuals for the kernel GBLUP are the highest. The marker main effects variance component for each environment increased from the GBLUP to the RKHS EB and RKHS KA methods (Table B2 , Appendix B).
Maize Data
Figure 4a-c and Table B2 (Appendix B) give the mean variance components (residual, marker main effect, and marker-specific effects) for 50 random partitions for the G ´ E models and the three kernel methods, GBLUP, RKHS EB, and RKHS KA, for each pair of environments (all with positive correlations). The residual variances of RKHS KA-G ´ E are the smallest followed by the residual variances of RKHS EB-G ´ E and (continued on next page) For six pairs of environments in the wheat data sets (1-2, 1-3, 1-4, 2-3, 2-4, and 3-4), the plot shows the mean of the variance components for three models of the (A) residual variance component, (B) marker main effect, and (C) marker environment specific effect. Marker-specific effect 1 denotes the variance component of the marker effect associated with the first environment in the pair (e.g., 3 in pair 3-4), whereas marker-specific effect 2 is related to the variance component of the second environment in that pair (e.g., 4 in pair 3-4).
GBLUP-G ´ E for all pair-wise environments including analyses combining all three environments ( Fig. 4a ; Table B2 , Appendix B). A better fit (lower residuals) of models for pairs of environments with higher correlations is found. Also, nonlinear kernel models had a better fit than GBLUP.
For the marker main effect, variance component increases for the pair of environments with higher correlation (Environments 1-2; decreased G ´ E) and decreases for the pair of environments with lower correlations (Environments 1-3 and 2-3; increased G ´ E) (Fig. 4b) . On the other hand, the marker-specific effect variance component Marker-specific effect 1 denotes the variance component of the marker effect associated with the first environment in the pair (e.g., 2 in pair 2-3), whereas marker-specific effect 2 is related to the variance component of the second environment in that pair (e.g., 3 in pair 2-3).
decreases for the pair of environments with higher correlation (Environment 1-2) and increases for pairs of environments with lower correlations (Environments 1-3 and 2-3) (Fig. 4c) . In summary, the patterns of the variance component of the residual, marker main effect, and marker-specific effects for pairs of environments are clearly delineated between the G ´ E models with linear kernel (GBLUP-G ´ E) vs. nonlinear kernel (RKHS KA-G ´ E and RKHS EB-G ´ E) (Fig. 4a-c) .
DIscUssION
For the G ´ E models, the borrowing of information is implemented through the estimation of the marker main effects (u 0 , Eq. [4]), while the marker-specific effect contributes to information from each specific environment (u 0, Eq. [4]) . These additive models allow weighting the prediction of the marker main and specific effects throughout their variance components, for which estimates indicate the level of influence of each type of marker effect. This occurs in the models with the three methods (GBLUP, RKHS KA, and RKHS EB).
Prediction of the Linear and Nonlinear Kernel Methods and Models
The prediction assessment in this study was performed by applying the cross-validation strategy called CV2 in Burgueño et al. (2012) , Jarquín et al. (2014) , and López-Cruz et al. (2015) , where some lines are represented in some environments but not in others. The prediction accuracies of the G ´ E models are directly related to the correlations between environments. Comparisons can be made between the same methods for two models (i.e., RKHS EB single-environment vs. RKHS EB-G ´ E) or between the same models for two different methods (i.e., RKHS EB single-environment vs. RKHS KA singleenvironment). For the wheat data set, models Gaussian kernel RKHS EB-G ´ E and RKHS KA-G ´ E show increases in prediction accuracy over their single-environment counterparts, which varied depending on the correlation between environments; prediction accuracy reached up to 60 to 68% over the GBLUP-G ´ E. For pair-wise environments with negligible or negative correlations, no gains in prediction accuracy were achieved by RKHS EB-G ´ E and RKHS KA-G ´ E as compared with the RKHS EB and RKHS KA single-environment model because, as previously mentioned, the interaction model forces the covariance between environments to be nonnegative. Burgueño et al. (2012) also found that prediction of Environment 1 with low or even negative correlations with the others had decreased prediction accuracy with respect to the prediction of Environment 2 with positive correlations with Environments 3 and 4.
The superiority of the G ´ E model over the singleenvironment model is because the G ´ E model allows borrowing of information of one line across environments, that is, the G ´ E model allows using information from the same line tested in correlated environments. This is an important feature of the G ´ E model that can be used in sparse schemes for testing lines in multienvironment trials.
For comparisons between methods for the G ´ E model, there is a clear trend of increasing prediction accuracy of RKHS EB-G ´ E and RKHS KA-G ´ E over GBLUP-G ´ E for all pair-wise comparisons between environments (including those with negative, negligible, or positive correlations) with increases in prediction accuracy of up to 16 to 19% for the wheat data set. Differences found in the prediction accuracies of the two Gaussian kernel models, RKHS EB-G ´ E and RKHS KA-G ´ E, were very small.
For the maize data set, the increase in prediction accuracy did not reach values as high as those found in the wheat data set, but the gains in prediction accuracy over the GBLUP single environment and over the GBLUP G ´ E were consistent for the single-environment analyses, as well as for each pair of environments, and for all three environments analyzed together. The average increase in prediction accuracy of RKHS EB-G ´ E and RKHS KA-G ´ E over GBLUP-G ´ E was 5 to 6% across pair-wise environments and all three environments.
These results can be explained because the singleenvironment model uses the rigid GBLUP linear kernel as compared with the Gaussian kernel, which has better predictive ability and a more flexible structure . This flexibility depends on the estimation of the bandwidth parameter (h). The two Gaussian kernel methods used in this study gave similar results in terms of prediction accuracy; the RKHS EB method optimizes the bandwidth parameter based on the integrated likelihood (Pérez-Elizalde et al., 2015) , whereas RKHS KA calculates the kernel based on the weighted mean of various kernels such that during the simulation process at convergence, an optimal weighted kernel is generated.
Results of the prediction of the genetic values for a single environment show that the RKHS EB method is slightly superior to RKHS KA, in agreement with the results of Pérez-Elizalde et al. (2015) . However, for the G ´ E interaction, the prediction accuracies of both RKHS EB-G ´ E and RKHS KA-G ´ E for pairs of environments are very similar; however, RKHS KA seems to be slightly better than RKHS EB when combining all the environments. This may be due to the different ways in which the two methods optimize the bandwidth parameter. Although the estimation of h in RKHS EB-G ´ E is done independently of the main effects and for each of the specific marker effects, and is eliminated as a nuisance parameter in the integration, empirical results pointed to a slight decrease in prediction accuracy when more than two environments are fitted. In contrast, the RKHS KA-G ´ E method estimates the three kernels within the framework of the model but is computationally slower than the RKHS EB-G ´ E method because it needs to fit three times more parameters (variance components) from the random effects (three kernels). The joint estimation of the parameters of the bandwidth of the RKHS EB-G ´ E without intensive computation time is a challenging problem that needs further research. However, the numerical method used to estimate the bandwidth parameters presented in this study provided a good predictive performance possibly favored by the flexible structure of the G ´ E model.
Variance Components
The RKHS EB and RKHS KA methods fitted the data much better than the GBLUP model for the single-environment and G ´ E models (the residual error variance component was always lower). When two environments are positively correlated, the marker main effects are the most influential component when predicting genetic values; its variance component is high, and this produces better predictive accuracy than the single-environment model. When the correlation between any two environments is positive intermediate or high (indicating small G ´ E interaction), the model reacts by reducing the marker-specific effect; thus, the prediction depends solely on the marker main effect. On the other hand, when the correlation between any two environments is near zero or negative, implying strong G ´ E interaction, the fact that the model cannot borrow information from one environment to predict other environments makes the model increase the marker-specific effects and reduce the marker main effect. Clearly, the proportion of genomic variance explained by the main effect of markers and the marker-specific effects is directly related to the sample phenotypic correlation between environments.
The variance of the observations is the same as the sum of the variance of the marker main effects, markerspecific effects, and the error. Therefore, the positive correlation of the observations among environments is explained by the variance component of the model; when the variance of the marker main effect is high, the correlation between environments is high (less G ´ E); otherwise, the correlation between environments is low. When the correlation between environments is negligible or negative, the G ´ E model cannot explain the interaction because the sample correlation is estimated through variance components that are, by definition, all positive or zero. Therefore, the G ´ E model's prediction accuracy is similar to that of the single-environment model because the variance of the marker main effects tends to be small and positive. Then, negative correlations between environments are not used to improve the predictions, as can be observed in Table 1 and Table B1 (Appendix B) for wheat.
Practical results do not allow us to establish a threshold value for the importance of the marker main effect. However, the results of this study, as well as those of López-Cruz et al. (2015) and Crossa et al. (2015) , show that the higher the correlation between environments, the better the predictions obtained with the G ´ E model for lines in environments where they were never tested. Therefore, in practical situations, the Gaussian kernel methods can be used to improve prediction when little or no G ´ E is present. The variance component structure of the G ´ E model explains the previous behavior of the models and determines that when the percentage of variances explained by the marker main effects is small (e.g., in Environments 1 and 4 in the wheat data set), the prediction accuracy and the variance component of the G ´ E model are similar to those found in the single-environment model. On the other hand, López-Cruz et al. (2015) found that when the marker main effect variance is large, the interaction model performs similarly to the acrossenvironment model (not fitted in this study).
Advantages and Limitations of the Genomic Best Linear Unbiased Predictor-Genotype ´ Environment Interaction and Gaussian Kernel Genotype ´ Environment Interaction Models
The RKHS EB-G ´ E and RKHS KA-G ´ E models decompose the marker effects into a component that is common to all the environments and a specific marker component for each environment using a nonlinear Gaussian kernel. The GBLUP-G ´ E estimates the common marker effect for all environments and the specific-environment marker effect by means of a linear kernel. A marker component that is common to all environments allows exchanging information among environments; therefore, the main advantage is that the information between environments with a positive correlation can be used to predict other environments. In this way, an increase in genomic prediction accuracy is achieved. When the correlation between environments is positive and high, the G ´ E is small or null and these models increase prediction accuracy.
However, when the correlation between environments is close to zero or negative, these models do not increase prediction accuracy. For example, Environment 1 in the wheat data produced most of the G ´ E; it showed negative correlations with Environments 2, 3, and 4. Thus, prediction accuracies did not improve much over the single-environment model (Table 1 ). In a real situation, correlations between environments can be negative, around zero or positive, indicating different levels of G ´ E. In this regard, other models had advantages over the GBLUP-G ´ E, RKHS-G ´ E, and GBLUP-G ´ E models because they allow incorporating environments with zero or negative association by using variance-covariance matrices among environments for the genetic values as well as the residuals such that the off-diagonal matrix will reflect these correlations. For example, the unstructured and factor analytic mixed linear models had shown good prediction accuracy for the four environments of the wheat data set used in this study (Burgueño et al., 2012) . However, these multienvironment mixed linear models cannot deal with common and specific marker effects; for example, for the wheat data set, Burgueño et al. (2012) fitted the unstructured model only to Environments 2, 3, and 4 and obtained prediction accuracies of 0.64, 0.58, and 0.50, respectively; the GBLUP-G ´ E gave rise to prediction accuracies of 0.64, 0.59, and 0.54, respectively; the RKHS EB-G ´ E model had prediction accuracies of 0.68, 0.65, and 0.55, respectively; and RKHS EB-G ´ E computed prediction accuracies of 068, 0.65, and 056 for Environments 2, 3, and 4, respectively.
In terms of prediction accuracy, the Gaussian kernel methods (RKHS EB-G ´ E and RKHS KA-G ´ E) are as good as or better than the GBLUP-G ´ E. For a complex trait, such as grain yield, with a large number of cryptic small epistasis effects between markers, the Gaussian kernel methods are more flexible than the GBLUP for capturing the effect of such small, subtle interactions. For example, in the wheat data set, the absolute increase of the Gaussian kernel methods over the GBLUP when combining environments with positive correlations (Environments 2, 3, and 4) is ~0.05, which, despite being comparatively lower than the effect of removing Environment 1, represents a reasonable improvement in predictive ability. For the maize data set, absolute increase in prediction accuracies of Gaussian kernel methods over GBLUP is ~0.03.
cONcLUsIONs
The phenomenon of G ´ E in plant breeding makes it difficult to select candidates for the next cycle, thus negatively affecting response to selection. Recently, several genomic models that incorporate G ´ E have been proposed. The GBLUP-G ´ E model proposes linear kernel as a function of the markers and decomposes the total marker effect into the marker main effect and the marker-specific environment effect. The two Gaussian kernel methods implemented in the G ´ E interaction model (RKHS KA and the RKHS EB) applied to two data sets showed consistent increases in genomic prediction accuracy as compared with the linear kernel regression used in the GBLUP. When G ´ E is low, the advantages in terms of prediction accuracy of the G ´ E model over the single-environment model for the kernel methods were also clear for pairs of environments with positive correlations but not for pairs of environments with negligible or negative correlations. Variance components of the marker main effects were usually larger than the variance component as a result of marker-specific environment effects when the sample correlation between environments was positive; the opposite occurred when the environments were not correlated or showed negative correlations.
The higher prediction accuracy of the Gaussian kernel models (RKHS EB and RKHS KA) over the linear kernel (GBLUP) coupled with the G ´ E model is because nonlinear kernels are more flexible when accounting for more complex and usually cryptic and small marker main effects and marker-specific interaction effects. The results of this study are promising for applying G ´ E with Bayesian Gaussian kernel regression methods and for performing prediction in real genomic selection situations when G ´ E is expected to be present but low. 
