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Abstract
Microelectronic circuits usually contain small voids or cracks, and if those defects are large enough to sever
the line, they cause an open circuit. A fully practical finite element method for the temporal analysis of the
migration of voids in the presence of surface diffusion, electric loading and elastic stress is presented. We
simulate a bulk-interface coupled system, with a moving interface governed by a fourth-order geometric
evolution equation and a bulk where the electric potential and the displacement field are computed.
The method presented here follows a fitted approach, since the interface grid is part of the boundary
of the bulk grid. A detailed analysis, in terms of experimental order of convergence (when the exact
solution to the free boundary problem is known) and coupling operations (e.g., smoothing/remeshing of
the grids, intersection between elements of the two grids), is carried out. A comparison with a previously
introduced unfitted approach (where the two grids are totally independent) is also performed, along with
several numerical simulations in order to test the accuracy of the methods.
1. Introduction
Microelectronic circuits contain thin lines of aluminium alloy, that make electric contact between
neighbouring devices possible. These lines are passivated with a layer of oxide at large temperatures,
and during the cooling process large stresses are induced. As the dimensions of microchips are reduced
further and further, and since interconnects always contain small voids or cracks, it is of great interest
to investigate the physical mechanisms that impede such a reduction, due to mechanical failures in the
lines induced by the motion of the cracks. The problem analysed in this paper involves the evolution
over time of voids in a conducting metal line where three different contributions to the drift of the voids
are present: the surface tension, the electric field and the elastic energy. This phenomenon is known as
electro-stress migration; for further details see, e.g., [36, 14, 3], and the references therein.
As the height of interconnect lines is much smaller than the dimensions of the base, voids generally
fully penetrate the conducting material. Hence it is common to consider a two dimensional model for void
electro-stress migration, and this is the approach that we are going to pursue in this paper. In addition,
for ease of exposition, we assume that the interconnect line is given by a rectangular solid. The electric
field is induced in the line by prescribing the voltage on its vertical boundaries, while the displacement
field is induced by prescribing the stresses on its four boundaries.
In this paper, based on our previous work in [31], we introduce a novel front-tracking, fitted finite ele-
ment method for the approximation of void electro-stress migration. The main difference to the approxi-
mation presented in [31] is that here we consider the fitted approach, which means that the interface mesh
is always part of the boundary of the bulk grid. Moreover, we also include the effect of stress-migration
into the model. As an aside we note that our method inherits the good interface mesh properties from the
approximation in [31]. In particular, the vertices on the discrete interface equidistribute asymptotically
so that no reparameterisation of the discrete interface is necessary in practice.
The paper is organised as follows. In Section 2 we give a mathematical description of the problem
of void electro-stress migration that we are interested in. We also give a brief overview of the different
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numerical methods applicable to this problem. In addition, we highlight the differences between the fitted
approach presented in this paper and the unfitted approach previously introduced by the authors in [31].
Section 3 contains a detailed description of our proposed finite element approximation. In Section 4
we discuss possible solution methods of the algebraic system of equations arising at each time level. In
addition, we present details on the bulk mesh smoothing strategy. Finally, in Section 5 we perform a
convergence experiment for a test case in which the exact solution is known, and we present various other
examples of the application of our numerical method.
2. Problem formulation
For the formulation of the governing equations we closely follow the presentation in [31], see also [3].
Let Ω = (−L1, L1)×(−L2, L2), where L1, L2 > 0, be the domain that contains the conductor. We denote
the boundary of Ω with ∂Ω. At any time t ∈ [0, T ], let Γ(t) ⊂ Ω be the boundary of the void Ω−(t)
inside the conductor Ω. Then Γ(t) = ∂Ω−(t) and Ω+(t) := Ω \Ω−(t) denotes the conducting region (see
Figure 1). Now the evolution of the interface Γ(t), which represents the void boundary, is given by
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Figure 1: The domain Ω and the void with its boundary Γ(t).
V = −α1 κss + α2 φss + α3 (E (~u))ss, (1)
where V represents the velocity of Γ(t) in the direction ~ν (the unit normal to Γ(t) pointing into Ω−(t)),
s is the arc-length of the curve, κ is the curvature of Γ(t) (positive when Ω−(t) is convex). In particular,
it holds that
~xss = κ ~ν , (2)
where ~x is a suitable parameterisation of Γ(t), i.e. Γ(t) = ~x (I, t), with I = R /Z denoting the “periodic”
interval [0, 1].
The second contribution on the right-hand side of (1) is given by the electric potential φ(t), which
satisfies a Laplace equation in Ω+(t), i.e.:
4φ = 0 in Ω+(t) , ∂φ
∂~ν
= 0 on Γ(t) , (3a)
∂φ
∂~ν∂Ω
= 0 on ∂1Ω , φ = g
± on ∂±2 Ω , (3b)
2
where ~ν∂Ω is the outer normal to ∂Ω. In (3b), g
± := ±L1 denotes the Dirichlet boundary condition on
parts of ∂Ω, where ∂Ω = ∂1Ω ∪ ∂2Ω, with ∂1Ω ∩ ∂2Ω = ∅ and
∂2Ω = ∂
−
2 Ω ∪ ∂+2 Ω with ∂±2 Ω := {±L1} × [−L2, L2].
The Dirichlet boundary conditions in (3b) model a uniform parallel electric field, φ ≈ x1 as L1 →∞.
The third contribution on the right-hand side of (1) is given by the elastic energy density E (~u), where
~u is the displacement field. Precisely,
E (~u) := 12 C E(~u) : E(~u) ,
where
E(~u) := 12 (∇~u+ (∇~u)T )
is the symmetric strain tensor and C is the possibly anisotropic elasticity tensor, which we assume to be
symmetric and positive definite. For the sake of notation, recall that the inner product A : B of two
matrices A,B ∈ R2×2 is defined as ∑2i, j=1Aij Bij . In addition, the trace of a tensor A is denoted by
Tr(A) := A11 + A22, and the divergence is defined as ∇ · A = (∂A11∂x1 + ∂A12∂x2 , ∂A21∂x1 + ∂A22∂x2 )T . We will
assume throughout for all i, j, k, l ∈ {1, 2} that
(i) Cijkl = Cjikl = Cijlk and (ii) Cijkl = Cklij . (4)
Here (i) follows, without loss of generality, from the fact that C maps symmetric tensors to symmetric
tensors; and (ii) follows from the symmetry assumption C A : B = A : C B . We assume also throughout
that C is positive definite; that is, there exist constants mC , MC such that
0 < mC (A : A) ≤ C A : A ≤MC (A : A) ∀A ∈ R2×2 \ {0} . (5)
If one further assumes cubic symmetry, then it also follows that C1111 = C2222 and C2212 = C1112 = 0; see,
e.g., [20]. For an isotropic material we obtain that
C E(~u) = 2µ E(~u) + λTr(E(~u)) I , (6)
where I is the identity tensor, and µ ∈ R>0 and λ ∈ R≥0 are the Lame´ moduli. The unknown ~u is the
displacement field which is the solution to the following problem:
∇ · (C E(~u)) = ~0 in Ω+(t) , (7a)
C E(~u)~ν = ~0 on Γ(t) , (7b)
C E(~u)~ν∂Ω = ~g on ∂Ω . (7c)
The function ~g ∈ L2(∂Ω) is the given boundary force satisfying the necessary compatibility conditions,∫
∂Ω
~g ds = ~0 and
∫
∂Ω
~g · (x2, −x1)T ds = 0 for the existence of a solution ~u to (7). For simplicity, we
will consider
~g = S ~ν = C S∗ ~ν , (8)
where S ∈ R2×2 is a symmetric tensor and S∗ := C−1 S. Alternatively, one could prescribe displacement
boundary conditions, ~u = ~f on ∂Ω or on parts thereof.
We should note that the solution ~u to (7) is not unique. This is simply because
E(~v) = ~0 ∀~v ∈ RM , (9)
where RM is the space of rigid motions and characterised by
RM := {~v ∈ H1 (Ω) : ~v = ~p + q (x2, −x1)T , ~p ∈ R2, q ∈ R} . (10)
Hence one can impose uniqueness for (7) by seeking ~u such that
∫
Ω+(t)
~u · ~v dx = 0 for all ~v ∈ RM.
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Finally, α1 ∈ R>0 and α2, α3 ∈ R≥0 are given parameters depending on the conductor, on the strength
of the electric field and on the magnitude of the elastic stress. The first term on the right-hand side
of (1) is surface diffusion due to interfacial tension, which models atoms moving around the boundary
of the void to positions of large curvature, whereas the second and third term are surface diffusion due
to the electric field and the elastic energy, respectively. The void electro-stress migration model is then
the coupled system of equations (1), (3), and (7). In the case α2 = α3 = 0, the evolution (1) is called
surface diffusion, which is an example of a geometric evolution equation. A local existence result for the
motion by surface diffusion can be found in [18]. Moreover, it was shown that a global solution exists if
the initial curve, Γ(0), is close to a circle and that it converges to a circle. Numerical approximations of
surface diffusion have been proposed in [2, 4, 6], and we refer to [17] for a review of possible numerical
approaches for the approximation of geometric evolution equations in general. For α2, α3 ≥ 0, the motion
(1) preserves the area enclosed by the closed curve Γ(t) since
d
dt
|Ω−(t)| = −
∫
Γ(t)
V ds = 0 , (11)
where |D| is the measure of a domain D. In addition, for α2 = 0 the system has a Lyapunov structure.
In fact, it can be shown that
d
dt
[
α1 |Γ(t)|+ α3
(∫
Ω+(t)
E(~u) dx−
∫
∂Ω
~g · ~u ds
)]
= −α1
∫
Γ(t)
V κ ds+ α3
∫
Ω+(t)
C E(~u) : E(~ut) dx+ α3
∫
Γ(t)
V E(~u) ds− α3
∫
∂Ω
~g · ~ut ds
= −
∫
Γ(t)
V (α1 κ − α3E(~u)) ds = −
∫
Γ(t)
(α1 κs − α3 [E(~u)]s)2 ds ≤ 0 . (12)
As a special case, we recover for α2 = α3 = 0 the well-known result that surface diffusion decreases the
length of the interface, since
d
dt
|Γ(t)| = −
∫
Γ(t)
V κ ds = −α1
∫
Γ(t)
(κs)2 ds ≤ 0 . (13)
It turns out that our numerical approximation will satisfy a discrete analogue of (13), while it does not
appear possible to derive a finite element approximation that also satisfies the stronger analogue of (12).
For later use we recall the following true solution of a circular void, moving at constant speed through
an infinite conductor. That is, for any α1, α2 ∈ R≥0, α3 = 0, R ∈ R>0, and z = (z1, z2) ∈ R2,
Γ(t) := {x ∈ R2 : (x1 − z1(t))2 + (x2 − z2)2 = R2} , z1(t) := z1 + 2α2R t , (14a)
where the corresponding electric potential
φ(x, t) = [x1 − z1(t)]
(
1 + R
2
(x1−z1(t))2+(x2−z2)2
)
(14b)
solves (1) and (3) with
Ω+(t) in (3a) replaced by R2 \ Ω−(t) and (3b) replaced by ∇φ→ (1, 0)T as |x| → ∞. (14c)
Observe that (1) reduces to V = − 2α2R2 [x1 − z1(t)] on Γ(t). The explicit solution (14a), (14b) was first
noted in [21].
The void electro-stress migration problem (1), (3) and (7) represents a complicated free boundary
problem which couples the evolution of an interface to quantities that satisfy partial differential equations
in the bulk. For the numerical approximation of such free boundary problems several different approaches
are possible. In phase field methods, the sharp interface is replaced by a diffusive interfacial layer, in
which a phase field variable rapidly changes between two different constant values that represent the void
and the conductor, respectively. We refer to [27, 28, 12, 9, 3, 5] for different phase field approximations
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of void electro-migration and stress-migration. Also in the level set method, see [32], the interface is
only treated implicitly. We refer to [26, 1] and [35, §18.5] for examples of the application of the level set
method to the approximation of void electro-migration. Finally, in front-tracking methods the interface
is discretised directly and is moved by the approximated normal velocity of the interface. This requires
an explicit coupling to the approximations of the bulk quantities. Examples of such methods for the
approximation of void electro-migration and stress-migration can be found in [13, 25, 36, 31]. In this
paper, based on our work in [31], we propose a new front-tracking method for void electro-stress migration
that will be based on a parametric finite element description of the moving interface.
Recall that in [31] an unfitted finite element approach was used, where the bulk mesh and the para-
metric interface mesh were totally independent. As a consequence, no smoothing of the bulk mesh needed
to be performed. Moreover, an equidistribution property for the vertices of the interface mesh could be
shown. However, the implementation of the unfitted approach requires a delicate communication between
the two grids, and a simple approximation of (3a) leads to additional approximation errors. See [31] for
further details. Below we list the main features of the fitted approach considered in this paper:
• only the exterior of the interface is triangulated, and so there is no necessity of filtering the bulk
grid to identify a subset of elements on which the bulk problems are solved;
• the vertices of the interface grid can be easily identified within the bulk mesh by a mapping, which
needs to be computed only once at the beginning;
• the interpolation of finite element functions over the bulk to the interface can be easily done with
the previous mapping.
However, since the interface mesh drifts under the effects of surface tension, electric field and elastic
energy, and the preservation of the consistency between the two grids does not modify the topology of the
bulk grid, at certain time steps a mesh smoothing may need to be applied, to avoid overlap between bulk
elements. Once the quality of the mesh is compromised and cannot be smoothed any longer, a complete,
costly remeshing of the bulk region is required. This is in line with existing front-tracking methods for
the approximation of void electro-stress migration. But crucially, the good interface mesh properties for
our method mean that the only bulk mesh deformations that can occur within our approximation are
due to the physical movement of the void within the conductor. In particular, similarly to the method
in [31], the vertices on the discrete interface equidistribute asymptotically. This is a major improvement
on existing fitted front-tracking methods, see e.g. [13, 25, 36].
3. Finite element approximation
We begin with the finite element approximation for quantities defined over the bulk mesh. Let
0 = t0 < t1 < . . . < tM−1 < tM = T be a partitioning of [0, T ] into possibly variable time steps
τm := tm+1 − tm, m = 0, . . . ,M − 1. We set τ := maxm=0,...,M−1 τm. Let T m be a partitioning of Ωm+ ,
a polygonal approximation of Ω+(tm), into open disjoint triangles. Let Γ
m be the inner boundary of
Ωm+ , so that ∂Ω
m
+ = Γ
m ∪ ∂Ω. We can now define the standard finite element space of piecewise linear
functions:
Sm := {χ ∈ C(Ωm+ ) : χ |o is linear ∀o ∈ T m} ,
as well as
Smg := {χ ∈ Sm : χ |∂±2 Ω = g
±} and Sm0 := {χ ∈ Sm : χ |∂±2 Ω = 0} .
In addition, we can define the standard finite element space of vector-valued, piecewise quadratic func-
tions:
Qm := {~q ∈ C(Ωm+ , R2) : ~q |o is quadratic ∀o ∈ T m} ,
as well as
Q̂m := {~q ∈ Qm :
∫
Ωm+
~q · ~v dx = 0 ∀~v ∈ RM} .
We introduce now the finite element spaces needed for the approximation of quantities on the moving
boundary Γ(t). Recall that Γm is by definition the inner boundary of Ωm+ : it is therefore a polygonal
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curve, approximating the closed surface Γ(tm), m = 0, . . . ,M . Precisely, Γ
m =
⋃J
j=1 σ
m
j where {σmj }Jj=1
is a family of segments, i.e. σmj = [~q
m
j−1 , ~q
m
j ] with {~qmj }Jj=1 denoting the vertices of Γm and ~qmJ = ~qm0 .
Then the necessary finite element spaces can be defined as follows:
Wm := {χ ∈ C(Γm) : χ |σmj is linear ∀j = 1, . . . , J} ,
V m := {~χ ∈ C(Γm,R2) : ~χ |σmj is linear ∀j = 1, . . . , J} .
Let {φmj }Jj=1 denoting the standard basis functions of Wm. For scalar and vector functions f, g ∈
L2(Γm,R(2)) we introduce the L2 inner product 〈·, ·〉Γm over the polygonal curve Γm as follows:
〈f, g〉Γm :=
∫
Γm
f · g ds . (15)
In addition, if f, g are piecewise continuous, with possible jumps at the nodes {~qmj }Jj=1, we define the
mass lumped inner product 〈·, ·〉hΓm as
〈f , g〉hΓm :=
1
2
J∑
j=1
|σmj |
[
(f · g)(~qm,+j−1 ) + (f · g)(~qm,−j )
]
, (16)
where we define f(~qm,+j−1 ) := lim
σmj 3~p→~qmj−1
f (~p) and f(~qm,−j ) := lim
σmj 3~p→~qmj
f (~p). In addition, we introduce
the outward unit normal ~νm to Γm; that is,
~νmj = ~ν
m |σmj := −
(~qmj − ~qmj−1)⊥
||~qmj − ~qmj−1||
,
where ·⊥ acting on R2 denotes clockwise rotation by pi2 .
We note that ~id |Γm∈ V m, m ≥ 0, where ~id |Γm denotes the identity function on Γm. For ease of
notation, we will denote ~id |Γm also by ~Xm. Then we parameterise the new interface Γm+1 with the help
of a parameterisation ~Xm+1 ∈ V m.
We propose the following finite element approximation of (1), (3) and (7): Given Γ0, a polygonal
approximation of Γ(0), for m = 0, . . . ,M − 1 find functions (Φm+1 , ~Um+1, ~Xm+1 , κm+1) ∈ Smg × Q̂m ×
V m ×Wm such that ∫
Ωm+
∇Φm+1 · ∇ψ dx = 0 ∀ψ ∈ Sm0 , (17a)∫
Ωm+
C E(~Um+1) : E(~ζ) dx =
∫
∂Ω
~g · ~ζ ds ∀~ζ ∈ Qm , (17b)
〈
~Xm+1 − ~Xm
τm
, χ ~νm
〉h
Γm
− α1 〈κm+1s , χs〉Γm = −〈(α2Φm+1 + α3E(~Um+1))s, χs〉Γm ∀χ ∈Wm , (17c)
〈κm+1 ~νm, ~η〉hΓm + 〈 ~Xm+1s , ~ηs〉Γm = 0 ∀~η ∈ V m. (17d)
Then set Γm+1 = ~Xm+1(Γm) and find a suitable triangulation T m+1 of the domain Ωm+1+ with boundary
∂Ωm+1+ = Γ
m+1 ∪ ∂Ω. The latter aspect is described in more detail in §4.1, below. We note that the
novel variational approximation of the curvature in (17d) leads to equidistributed mesh points on Γm in
practice; see [31] for details. In addition, it is worth noting that the weak formulation of (1), (3) and (7),
on which (17) is based, can be derived from (1), (2), (3a) and (7a) respectively, by multiplying with a
suitable test function and then performing integration by parts. Then (17a) is a standard finite element
approximation of (3), (17b) is a standard finite element approximation of (7), while (17c), (17d) for the
case α2 = α3 = 0 collapse to the scheme introduced in [4] for (1) with α2 = α3 = 0, i.e. for the geometric
evolution law of surface diffusion.
6
The following theorem establishes the existence and uniqueness of a discrete solution to (17).
Theorem. 3.1. There exists a unique solution (Φm+1, ~Um+1, ~Xm+1, κm+1) ∈ Smg × Q̂m × V h ×Wh to
the system (17). Moreover, if α2 = α3 = 0 then it holds that
|Γm+1|+ α1 τm 〈κm+1s , κm+1s 〉Γm ≤ |Γm|. (18)
Proof. We first notice that the equations for Φm+1, ~Um+1 and ( ~Xm+1 , κm+1) decouple. The existence
of a unique solution for (17a) is trivial. As (17b) is a linear finite dimensional system, existence of ~Um+1
follows from uniqueness. It follows from (5) and a Korn’s inequality, see e.g. [29, p. 79], that∫
Ωm+
C E(~U) : E(~U) dx ≥ mC
∫
Ωm+
E(~U) : E(~U) dx ≥ C ‖~U‖2H1(Ωm+ ) ∀ ~U ∈ Q̂
m .
Hence we have existence and uniqueness of ~Um+1 ∈ Q̂m solving (17b). The existence of a solution
( ~Xm+1 , κm+1) for (17c), (17d) also follows from uniqueness. To prove the latter we need to show that
the only solution to the homogeneous system is the zero solution, and this can be shown as in [31,
Theorem 3.1], on noting that the assumption (A) there is trivially satisfied because Γm, as the inner
boundary of Ωm+ , can have no self-intersections.
The stability result (18) can be obtained by choosing χ = κm+1 in (17c) and ~η = ~Xm+1 − ~Xm in
(17d), on noting that
〈 ~Xm+1s , ~Xm+1s − ~Xms 〉Γm = |Γm+1| − |Γm| ;
see [4, Theorem 2.3] for details.
We note that the stability result (18) for α2 = α3 = 0 is the direct discrete analogue of (13). We are
not able to prove a discrete analogue of (12) in the case α2 = 0 and α3 > 0. But in practice we never
encountered any difficulties, and our discrete solutions always decreased the energy. See e.g. Figure 6
below.
Remark. 3.1. Clearly, in the case α3 = 0 the systems of equations (17a), (17c), (17d) are very close
to the unfitted scheme [31, Eq. (10)]. The only differences are that in (17a) we integrate over the true
exterior Ωm+ of Γ
m, rather than over the approximation Ωm,h+ , and that on the right hand side of (17c)
we use Φm+1 rather than the Lagrange interpolant pih Φm+1. Of course, both are direct consequences of
the fitted approach employed in this paper.
It is straightforward to extend the unfitted scheme [31, Eq. (10)] to the case α3 > 0. The discrete
displacement ~Um+1 would be computed with the analogue of (17b), but integrated over Ωm,h+ . In addition,
the right hand side of the evolution equation needs the additional term
−α3 〈(pih[E(~Um+1)])s, χs〉Γm . (19)
But the resulting unfitted scheme does not work very well in practice. This is most likely due to the
fact that Ωm,h+ is given as a union of bulk mesh elements, and so it has a very rough boundary ∂Ω
m,h
+ .
In addition, the vertex-based evaluation of the elastic energy in (19) is far less accurate than the edge-
based evaluation employed in (17c). In particular, we note that pih[E(~Um+1)] is piecewise linear, while
E(~Um+1) is piecewise quadratic. The fact that we can reliably deal with α3 > 0 only within the fitted
approach is one of the main motivations for the presented paper.
Remark. 3.2. Similarly to [31, §3.2], it is worthwhile to consider a continuous-in-time semidiscrete
variant of our fully discrete scheme (17). Completely analogous to the results presented in [31], it is then
possible to show that the semidiscrete scheme satisfies the natural discrete analogue to the continuous area
preservation property (11). Moreover, it can be shown that the vertices of the discrete interface equidis-
tribute, see [31, Theorem 3.2] for details. While it does not seem possible to prove the equidistribution
property for the fully discrete scheme (17), in practice we observe that the vertices on Γm asymptotically
equidistribute.
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4. Solution method
Due to the special structure of the system (17), the equations for Φm+1, ~Um+1 and ( ~Xm+1 , κm+1)
decouple. In practice, we can find the unique solution to (17) as follows. First we find Φm+1 ∈ Smg such
that
Θm Φ
m+1 = 0 , (20)
where Θm ∈ RK×K is the standard stiffness matrix for the Laplacian on Ωm+ , i.e.
[Θm]kl :=
∫
Ωm+
∇ψmk · ∇ψml dx ,
where {ψmk }Kk=1 are the basis functions of the unconstrained finite element space Sm. In the above we have
ignored the effect of the Dirichlet boundary conditions. Hence, in practice, Θm and the corresponding
right-hand side in (20) need to be adjusted appropriately in order to include the Dirichlet boundary
conditions. For the solution of (20) we use the sparse factorisation package UMFPACK (see [15]) in
practice.
We proceed with finding ~Um+1 such that
Ξm ~U
m+1 = Gm , (21)
where Ξm ∈ RL×L is the matrix of the elasticity operator on Ωm+ , i.e.
[Ξm]kl :=
∫
Ωm+
C E(~ξmk ) : E(~ξml ) dx ,
and Gm is the right-hand side involving the boundary forcing term, i.e.
[Gm]k :=
∫
∂Ω
~g · ~ξmk ds .
Here {~ξmk }Lk=1 are the basis functions of the finite element space Qm. Therefore, in practice we assemble
and solve (21) over Qm and not over Q̂m. Recalling (9), such a square system is not invertible, with the
kernel of Ξm corresponding to the finite element functions in RM. Therefore we make use of the sparse
factorisation package SuiteSparseQR, which performs a QR factorisation of the noninvertible system (21)
and returns a least-square solution; see [16] for details. The solution vector ~Um+1 is not guaranteed, in
general, to belong to Q̂m. However, recalling that in (17c) we require only the elastic energy density
E(~Um+1) and not the displacement field ~Um+1 itself, there is no need to project ~Um+1 onto Q̂m.
Having obtained Φm+1 from (20) and ~Um+1 from (21), we proceed with solving the equations (17c),
(17d), which give rise to the following linear system of equations, where we define δ ~Xm+1 = ~Xm+1− ~Xm.
Find δ ~Xm+1 ∈ V m and κm+1 ∈Wm such that(
α1Am − 1τm ~NTm
~Nm ~Am
)(
κm+1
δ ~Xm+1
)
=
(
fm+1
− ~Am ~Xm
)
. (22)
In the above, we have introduced the matrices ~Nm ∈ (R2)J×J , Am ∈ RJ×J and ~Am ∈ (R2×2)J×J , with
entries [
~Nm
]
kl
:= 〈φmk , φml ~νm〉hΓm , [Am]kl := 〈(φmk )s, (φml )s〉Γm ,
where we recall that {φmj }Jj=1 are the basis functions of Wm. In addition, [ ~Am]kl := [Am]kl ~Id, where
~Id ∈ R2×2 is the identity matrix, and
[fm+1]k := 〈(α2Φm+1 + α3E(~Um+1))s, (φmk )s〉Γm .
The block (22) can be solved either with a sparse factorisation package such as UMFPACK, or with a
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preconditioned BiCGSTAB iterative solver, and we refer to [31] for more details.
4.1. Mesh operations
Our fitted finite element approximation (17) is based on triangulations T m of the discrete conducting
regions Ωm+ , which vary in time. In addition, recall that Γ
m is by definition the inner boundary of Ωm+ .
In our implementation this relationship between the interface mesh Γm and the bulk triangulation T m is
realised with the help of an index map that stores a list of bulk mesh vertices, and their connectivities,
that make up the interface Γm. This map only needs to be computed once, at time t0.
We use an adaptive mesh for Ω0+, where we resolve the regions close to Γ
0 much finer than far
away from the interface. In particular, we choose two integer parameters Nc > Nf to be the number of
subdivisions on ∂±Ω and Γ0, respectively. This mimics the adaptive meshes used in our unfitted approach
in [31]. We then pass these two parameters to the mesh generator GMSH (see [19] for details), which
generates a Delaunay triangulation with the desired mesh width on ∂±Ω and Γ0.
Once the electro-stress migration problem (17) is solved, we can use the value of ~Xm+1 at all the
vertices of the interface grid in order to update the position of the corresponding vertices of the bulk
grid. In theory, the remaining bulk vertices could be left as they are. However, in time the movement
of the void will lead to bulk elements being deformed or to overlap. Therefore, the application of some
smoothing technique is required, in order to prevent the bulk grid from deteriorating too quickly. To
this end, we make use of the so-called linear-elastic smoothing ; see [30, 23, 22], where this technique
was applied to aerodynamic design optimisation and viscous layer insertion for fluid dynamics problems,
respectively. Linear elasticity relationships, borrowed from structural mechanics, provide the governing
partial differential equations for smoothly relocating the position of the vertices of the existing mesh.
Precisely, we want to find the displacement field ~Υ, which is the solution to the following problem:
∇ · (2 E(~Υ) + Tr(E(~Υ))) = ~0 in Ωm+ , (23a)
~Υ = δ ~Xm+1 on Γm , (23b)
~Υ · ~ν∂Ω = 0 on ∂Ω , (23c)
i.e. a linear elasticity problem with Lame´ moduli µ = λ = 1. The Dirichlet boundary condition (23b)
prescribes a specific displacement on the interface, which we naturally choose to be the variation δ ~Xm+1
from (22). The free-slip boundary condition (23c) prevents vertices on the outer boundary from moving
away from it. In practice we approximate (23) with the help of piecewise linear finite elements and solve
the resulting system of linear equations with the sparse factorisation package UMFPACK. The obtained
discrete variant of ~Υ, at every vertex of the current bulk grid, then represents the variation in their
position that we compute and apply at every time step to obtain a smoother grid.
Smoothing alone, however, does not prevent the bulk grid from deteriorating in the long run. This is
due to the physical motion of the void through the conductor. In order to assess the bulk mesh quality,
we make of use of a very simple test: we check all the angles of all the triangles of the smoothed mesh,
and if we find any angle θ ≤ 20◦ or θ ≥ 130◦, we then remesh the conducting region Ωm+ altogether. The
remeshing is performed with the mesh generator GMSH, which can preserve the position of the vertices
on both the inner and outer boundary of Ωm+ .
5. Numerical experiments
We implement our finite element approximation within the framework of the C++-based software
DUNE, see [11, 10], and we employ the Alberta grid manager, see [34]. Unless stated otherwise, we use
uniform time steps τm = τ , m = 0, . . . ,M − 1, for all the numerical experiments in this section. As we
will compare our numerical results to the phase field computations in [9, 3], we also fix α1 =
1
16 pi
2. When
stress-migration is considered, we assume that (6) holds and put α3 =
1
8 pi throughout this section. On
recalling Remark 3.2, we observe that the fully discrete scheme (17) approximately preserves the area of
Ωm+ . In fact, in all of the numerical simulations presented in this paper, the observed relative area loss
was always less than 0.001%.
We begin with a convergence experiment for the true solution (14), and compare the results with
the corresponding experiments in [31, Table 1]. Recall that (14) describes a circular void that moves
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at constant speed through an infinite conductor. Here only electro-migration is considered, and so
α3 = 0. We chose the following parameters: L1 = 1.5, L2 = 0.5, α2 = 3pi
2. The initial geometry
is a circle with radius R = 0.25 and centre z = (−0.5, 0), while T = 2 × 10−3. Following [31], we
define the error EΓ = ‖ ~X − ~x‖L∞ := maxm=1,...,M ‖ ~Xm − ~x (·, tm)‖L∞ , where ‖ ~Xm − ~x (·, tm)‖L∞ :=
max i=1,...,N{min ~y∈Γ(t) | ~Xm(~qmi )− ~x (~y, tm))|} between ~X and the true solution on the interval [0, T ]. In
addition, we define the error Ebulk := max i=1,...,M ‖Φm − φ(·, tm)‖H1(Ωm−1+ ) between Φ and the exact
electric potential φ on the interval [0, T ]. Since the exact solution is known, it is worth calculating an
experimental order of convergence. To this end, we define
h
(i)
Γ =
2L2
Ji
with Ji := Nf = 16Nc = 2
7+i, i = 0, . . . , 3 .
The experimental orders of convergence EOC are computed as log (E
(i−1)
E(i) )/ log 2. The corresponding
errors are listed in Table 1, where it appears that we observe a convergence of O(h2) in the measured
error for the interface, and O(h) for the H1–error for the approximation of the electric potential in the
bulk. We also note that in all the four cases i = 0, . . . , 3 it was necessary to remesh the conducting region
only once. The computational overhead for this remeshing routine is minimal, compared to the total CPU
time. For example, for the case i = 3 the remeshing step took ten seconds. For ease of comparison, we
i τ · 106 hΓ · 103 hbnd · 102 Ebulk · 102 EOCbulk EΓ · 103 EOCΓ CPU time
Total Smoothing
0 8 7.81 12.5 4.369 – 2.378 – 15s 2s
1 2 3.91 6.25 2.201 0.99 0.625 1.93 201s 39s
2 0.5 1.95 3.13 1.123 0.97 0.155 2.01 3287s 764s
3 0.125 0.977 1.56 0.564 0.99 0.0399 1.96 72551s 22143s
Table 1: Results of the convergence test for the fitted case, with hΓ and hbnd being the width of the mesh on the inner and
the outer bondary of Ω, respectively. Note that the average number of bulk degrees of freedom for the four runs were 886,
3125, 12033 and 48977, respectively.
recall the results obtained in our previous work [31] in Table 2, where here we add more information about
the total CPU time required to complete the simulations. With the unfitted approach, a convergence of
i τ · 106 hΓ · 103 hbnd · 102 Ebulk · 102 EOCbulk EΓ · 103 EOCΓ CPU time
0 8 7.81 12.5 9.037 – 16.459 – 18s
1 2 3.91 6.25 5.919 0.61 7.556 1.12 174s
2 0.5 1.95 3.13 3.650 0.69 3.474 1.12 2098s
3 0.125 0.977 1.56 2.143 0.77 1.524 1.19 37861s
Table 2: Results of the convergence test for the unfitted case, reproduced from [31, Table 1]. Note that the average number
of bulk degrees of freedom for the four runs were 990, 2296, 5987 and 17677, respectively.
at least O(h) in EΓ and at least O(h 12 ) in Ebulk were observed. Hence the fitted method introduced in this
paper appears to converge with a faster rate. In addition, we note that in each case the absolute errors in
Table 1 are smaller than the corresponding errors in Table 2. However, apart from the very coarse case
i = 0, we note that the fitted method requires more CPU time. This has two reasons. Clearly, the mesh
smoothing performed after each time step, which involves solving a discrete variant of (23), contributes
to the total CPU time. Moreover, the Delaunay meshes generated with the help of the package GMSH
show a smoother transition in density of elements from regions with finer width hΓ to regions with coarser
width hbnd, compared to the unfitted meshes used in [31]. This results in a larger number of elements far
from the interface, compared to the case of meshes with right-angled, isosceles triangles, as used in [31].
This leads to a larger number of bulk degrees of freedom, which in turn increases the CPU time needed
to solve the relevant systems of linear equations.
Our next experiment is presented in Figure 2, and involves both electro-migration and stress-migration.
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We chose the following parameters: L1 = 2.5, L2 = 0.5, α2 = 10pi
2, µ = λ = 0.5, S =
(
1 0
0 1
)
, τ =
5 × 10−7, J = 1024, Nf = 1024, Nc = 16. The initial geometry is a circle with radius R = 0.25 and
centre z = (−1.5, 0), while T = 3.75 × 10−3. The total CPU time was 52526s, with mesh smoothing
and remeshings accounting for 2% of that time. The remeshing routine was applied ten times. The total
number of bulk degrees of freedom (for both Φm+1 and ~Um+1) was between 84139 (minimum value) and
91879 (maximum value). Naturally, the number of degrees of freedom for the interface problem (17c),
(17d) is given by 3 J here and throughout this section. In Figure 2 we plot the results of the simulation
at times t = 0, 1.25× 10−3, 2.5× 10−3 and T = 3.75× 10−3. It can be seen that the void moves through
the conductor due to the presence of the electric field. The elastic stress leads to a small tip developing
at the front of the void.
In the next experiment we chose S =
(
1 0
0 0
)
, µ = λ = 1, with all the other parameters as in the previous
case. The total CPU time was 52443s, with mesh smoothing and remeshings accounting for 2% of that
time. We applied the remeshing routine nine times. The total number of bulk degrees of freedom (for
both Φm+1 and ~Um+1) was between 83770 (minimum value) and 90511 (maximum value). Results of
the simulation are plotted in Figure 3, where we observe that the profile of the moving void is now very
different.
Our fourth experiment corresponds to [3, Fig. 1], where a circular void is subject to stress-migration
only (i.e., α2 = 0). We chose the following parameters: L1 = L2 = 0.5, µ = λ =
4
5pi , S =
(
0 0
0 1
)
,
τ = 10−6, J = 2048, Nf = 2048, Nc = 32. The initial geometry is a circle with radius R = 0.25 and
centre z = (0, 0), while T = 0.02. The total CPU time was 877828s, with the mesh smoothing accounting
for 1.5% of that time. In this experiment no remeshing was necessary, since the bulk mesh hardly changes
after the 1000th time step. The number of degrees of freedom for ~Um+1 was 255336. In Figure 4 we plot
the result of the simulation at time t = T and note the good agreement with the results presented in [3,
Fig. 1].
Our last experiment is presented in Figure 5, where only stress-migration is considered. We chose the
following parameters: L1 = L2 = 0.5, µ = 0.5, λ = 0, S =
(
1 0
0 0
)
, τ = 10−6, J = 2048, Nf = 1024, Nc =
16. The initial geometry is composed of two circles with radius R = 0.15 and centres z± = (±0.22, 0),
while T = 1.5× 10−3. The total CPU time was 78830s, with mesh smoothing and remeshings accounting
for 1.5% of that time. Here the remeshing routine was applied only once. The number of degrees of
freedom for ~Um+1 was between 226846 (minimum value) and 244942 (maximum value). In Figure 5
we plot the results of the simulation at times t = 0, 5 × 10−4, 10−3 and T = 1.5 × 10−3. For this
experiment we observe that for larger times T a singularity develops. In particular, the interface shows
corners and the elastic energy becomes unbounded. This can be seen in Figure 6, where the developing
singularity leads to a breakdown of symmetry in the numerical approximation. However, the presented
plot of the total discrete energy indicates that the singularity is not due to numerical errors. In fact, the
discrete energy is monotonically decreasing, recall also (12). Hence the observed singularity appears to
be consistent with the sharp interface model (1), (7) itself.
Conclusion
We have presented a fitted front-tracking method for the approximation of electro-stress migration
using parametric finite elements. The main properties of our method are that we can prove an equidis-
tribution property for the vertices on the discrete interface, and that in the absence of external forces the
scheme can be shown to be unconditionally stable. We note that in practice, in all our computations, the
method is also stable in the presence of forces due to the applied electric field and to the elastic stresses.
Our presented method in many ways is similar to the scheme in [31], where we introduced an un-
fitted approach. Let us summarise the main advantages and disadvantages of the two methods. In the
unfitted scheme, the bulk mesh is totally independent from the interface approximation. Hence stan-
dard refinement and coarsening strategies can be employed for the bulk mesh, and no mesh smoothings
or remeshings are necessary. The communication between the bulk mesh and the independent, lower
dimensional interface mesh needs to be implemented manually, as this is not part of standard finite el-
ement packages. However, once implemented such communication can be done efficiently, and without
significant computational overhead, see e.g. [33, 7] for applications in the context of dendritic growth.
A disadvantage of the unfitted approach is that without significant effort in the implementation of an
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Figure 2: (α2 = 10pi2, µ = λ = 0.5, S =
(1 0
0 1
)
) Plots of the interface curve at times t = 0, 1.25× 10−3, 2.5× 10−3 and T =
3.75× 10−3, bulk mesh at time t = 0, T and the elastic energy at time t = T .
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Figure 3: (α2 = 10pi2, µ = λ = 1, S =
(1 0
0 0
)
) Plots of the interface curve at times t = 0, 1.25× 10−3, 2.5× 10−3 and T =
3.75× 10−3, bulk mesh at time t = 0, T and the elastic energy density at time t = T .
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Figure 4: (µ = λ = 4
5pi
, S =
(0 0
0 1
)
) Plots of the interface curve, the bulk mesh and the elastic energy density at time
T = 0.02.
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Figure 5: (µ = 0.5, λ = 0, S =
(1 0
0 0
)
) Plots of the interface curve at times t = 0, 5× 10−4, 10−3, and T = 1.5× 10−3, bulk
mesh and the elastic energy density at time t = T .
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Figure 6: (µ = 0.5, λ = 0, S =
(1 0
0 0
)
) Plots of the interface curve and the elastic energy density at time t = 1.834 × 10−3.
Below a plot of the total discrete energy α1 |Γm|+ α3 (
∫
Ωm
+
E(~Um+1) dx− ∫∂Ω ~g · ~Um+1 ds) over time.
approximate exterior, the weak approximation of the natural boundary conditions in (3a) and (7b) intro-
duces additional numerical errors. A computationally intensive strategy, that was not employed in [31],
is discussed in [8, Remark 4.2].
The main advantage of the fitted method proposed in this paper, on the other hand, is that the true
exterior of the discrete interface is immediately available. Moreover, modern finite element packages
provide the implementation of trace finite element spaces on lower dimensional submeshes as standard,
see e.g. [24]. In this paper we implemented the necessary trace finite element spaces ourselves, within the
framework of DUNE, see [11, 10]. Having the exact exterior of the discrete interface and the exact traces
of bulk finite elements on the discrete interface available means that the fitted method is more accurate
in practice. The main disadvantage of the fitted method is that the movement of the interface means that
the bulk mesh cannot remain static. Rather, we apply mesh smoothing after every time step in order to
avoid the creation of very degenerate or even overlapping bulk elements. In our simulations, the mesh
smoothing can account for up to 30% of the total CPU time in the case of electro-migration, while the
higher computational demands for the stress-migration problem mean that the mesh smoothing accounts
for only up to 2% of the total CPU times in our electro-stress migration simulations. On top of that,
when mesh smoothing alone is not sufficient to improve the quality of the mesh, we need to remesh the
conducting region completely. However, compared to the total CPU time spent on solving of the linear
systems that arise at each time step, the CPU time spent on remeshings is small.
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