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In the theory of metric spaces various properties are studied. These properties
usually have numerous characterisations. We shall examine whether selected ones
can be described using convergent sequences.
In the first chapter we remind the definition of a metric space and some of its
interesting properties without using sequences. Stated theorems show equivalent
conditions or basic behaviour.
The second chapter introduces two abstract spaces: sequential and uniformly
sequential spaces. Both of them provide a generalization of certain properties of
sequences we examined in the first chapter. We show their relations to metric
spaces and to each other.
In the third chapter properties are divided into three parts. Countinuous map-
pings, topology, compactness, connectedness and separability are those which can
be characterised using sequential spaces only. We also examine separability be-
haves slightly differently althrought equivalently in metric spaces. Total bounded-
ness and completeness need more than this, we show that can be characterised
using uniformly sequential spaces. The last part concerns properties which can-
not be characterised using either of these structures, we show boundedness is one
of them.
2
1. Selected facts from the theory
of metric spaces
1.1 Metric spaces and their properties
We will briefly remind selected definitions and theorems, for proofs see [1] or [2].
Definition 1.1. Let X be a non-empty set. Let % : X ×X → R be a mapping
satisfying the following conditions:
(M1) For x, y ∈ X : %(x, y) = 0⇔ x = y.
(M2) For x, y, z ∈ X : %(x, z) ≤ %(x, y) + %(z, y).
We say that % is a metric on X and (X, %) is a metric space.
The number %(x, y) is called the distance between x and y. Condition (M1)
is called identity of indiscernibles and (M2) is called triangle inequality. It is an
easy exercise to show that the following holds:
(M3) For x, y ∈ X : %(x, y) = %(y, x).
Sometimes (M2) is writen with %(y, z) as the last item instead of %(z, y) but then
(M3) must be added to the conditions.
When we set x = z in (M2) it follows that %(x, y) ≥ 0 for arbitrary points
x, y ∈ X.
Definition 1.2. Let (X, %) be a metric space.
(i) We say the distance between a point x ∈ X and a set A ⊂ X (denoted as
%(x,A) or %(A, x)) is the number
%(x,A) = %(A, x) := inf{%(x, y) : y ∈ A}.
(ii) For x0 ∈ X and ε > 0 the set B(x0, ε) := {x ∈ X : %(x0, x) < ε} is called
the open ball with centre x0 and radius ε.
(iii) Set A ⊂ X is called open in (X, %) if ∀x ∈ A ∃ε > 0 : B(x, ε) ⊂ A. Set
B ⊂ X is called closed in (X, %) if X \B is open.
(iv) A closure of a subset A in (X, %) (denoted as A) is defined as
A :=
⋂
{F : A ⊂ F ⊂ X,F closed in (X, %)}.
(v) Let σ be a metric on X. We say % and σ are equivalent if the family of all
sets open in (X, %) is the same as the family of all sets open in (X, σ).
(vi) For a non-empty A ⊂ X the number diam(A) := supx,y∈A %(x, y) is called
the diameter of A. We define diam(∅) := 0. The space (X, %) is called
bounded if diam(X) <∞, otherwise it is called unbounded.
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(vii) The space is called totally bounded if
∀ε ∃N ∈ N ∃x1, . . . , xN ∈ X :
N⋃
n=1
B(xn, ε) = X.
(viii) The space is called connected if X 6= ∅ and whenever U, V ⊂ X, both U
and V are open, X = U ∪ V and U ∩ V = ∅ then U = ∅ or V = ∅.
(ix) The space is called separable if there is a countable A ⊂ X for which A = X.
(x) The space (X, %) is called compact if when X =
⋃
α∈A Uα, where A is an
arbitrary set and Uα are open for every α ∈ A, then there exists a finite
B ⊂ A such that X =
⋃
α∈B Uα.
A set is closed if and only if it is equal to its closure. A totally bounded space
is evidently bounded.
Theorem 1.3 (Properties of closure operator). The operator assigning to A ⊂ X
its closure A (called Kuratowski closure operator) has the following properties:
(i) ∅ = ∅,
(ii) A ⊂ A,
(iii) ∀ B ⊂ X : A ∪B = A ∪B,
(iv) (A) = A.
Theorem 1.4 (Generating topology by the closure operator). Let X be a set
and let c : A ⊂ X → c(A) ⊂ X be an operator satisfiing conditions (i)-(iv) from
Theorem 1.3. Then {X \ A : A = c(A)} is a topology on X.
Previous two theorems with proofs can be found in [5, Theorem 1.1.3] and [5,
Proposition 1.2.7], respectively.
Example 1.5. Let X be a non-empty set, x, y ∈ X and
%(x, y) :=
{
1, if x 6= y;
0, if x = y.
It is evident that (X, %) is a metric space. It is called a metrically discrete space.
For our purposes uniformly discrete space will mean any metric space for
which ∃ε > 0, ∀x ∈ X : B(x, ε) = {x} holds.
Definition 1.6. Let (X, %) and (Y, σ) be two metric spaces. We say a mapping
f : X → Y is continuous if
∀x ∈ X ∀ε > 0 ∃δ > 0 ∀y ∈ X : %(x, y) < δ ⇒ σ(f(x), f(y)) < ε.
We say f is uniformly continuous if
∀ε > 0 ∃δ > 0 ∀x, y ∈ X : %(x, y) < δ ⇒ σ(f(x), f(y)) < ε.
Clearly a uniformly continuous mapping is continuous.
Theorem 1.7. Let (X, %) and (Y, σ) be two metric spaces. Then f : X → Y is
continuous if and only if preimage f−1[A] is open in (X, %) for every A ⊂ Y open
in (Y, σ).
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1.2 Some properties of sequences in metric spaces
Definition 1.8. Let (X, %) be a metric space, {xn}∞n=1 be a sequence inX. We say
that {xn}∞n=1 converges to x ∈ X (or x is a limit of {xn}∞n=1) if limn→∞ %(xn, x) = 0
and we will denote it as limn→∞ xn = x or xn → x.
We shall sometimes write only {xn} instead of {xn}∞n=1.
Theorem 1.9 (Properties of convergent sequencies). Let (X, %) be a metric space,
{xn} be a sequence in X. Then:
(i) If xn → x ∈ X and xn → y ∈ X then x = y.
(ii) If {xn} is convergent then it is bounded.
(iii) Sequence {xn}∞n=1 converges to x ∈ X if and only if every its subsequence
{xnk}∞k=1 converges to x.
(iv) Let {xn} 6→ x then there exists a subsequence {xnk} such that for none of
its subsequence {xnki} is {xnki} → x.
(v) Let σ be a metric on X equivalent with % and x ∈ X then {xn} → x in
(X, %) if and only if {xn} → x in (X, σ).
(vi) Let A ⊂ X then A =
⋃
{x ∈ X : ∃{xn} ⊂ A, xn → x}.
Definition 1.10. Let (X, %) be a metric space.
(i) We say that a sequence {xn} ⊂ X is Cauchy if
∀ε ∃n0 ∈ N ∀n,m ∈ N;n,m ≥ n0 : %(xn, xm) < ε.
(ii) The space is called complete if every Cauchy sequence of points of X con-
verges to a point of X.
Theorem 1.11. For a metric space the following are equivalent:
(i) It is compact.
(ii) It is complete and totally bounded.
Definition 1.12. Let (X, %) be a metric space. We say a sequence {xn} is
adjacent to a sequence {yn} (denoted as {xn} ∼% {yn}) if limn→∞ %(xn, yn) = 0.
The following theorem shows that ∼% as a relation on sequences in X is an
equivalence.
Theorem 1.13. Relation ∼% is reflexive, symmetric and transitive.
Proof. Let {xn} be a sequence in (X, %). For every n ∈ N we have %(xn, xn) = 0
so {xn} ∼% {xn} and ∼% is reflexive.
Symmetry of ∼% follows from (M3).
Let now {xn} ∼% {yn}, {xn} ∼% {zn} and ε > 0. For every n ∈ N we have
%(zn, yn) ≤ %(xn, yn) + %(xn, zn). We find n0, n1 ∈ N such that for all n ∈ N, n ≥
n0 (n ≥ n1) we have %(xn, yn) < ε2 (respectively %(xn, zn) <
ε
2
). Then for all
n ∈ N, n ≥ max{n0, n1} we obtain %(xn, zn) < ε. That is limn→∞ %(zn, yn) = 0
and ∼% is transitive.
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2. Sequential and uniformly
sequential spaces
2.1 Family of convergent sequences on a set
To study the role of convergence in metric spaces we take some properties of
sequences which hold in metric spaces and create new space using these properties
as conditions. It turns out that the following conditions (C1) - (C4) introduce a
rich class of spaces yet relatively simple to explore.
Definition 2.1. Let X be a non-empty set. A sequential structure on X (denoted
by ΞX) is a set of pairs ({xn}, x) consisting of a sequence {xn} ⊆ X and a point
x ∈ X satisfying the following conditions:
(C1) If ({xn}, x) ∈ ΞX and {yn} is a subsequence of {xn} then ({yn}, x) ∈ ΞX .
(C2) If ({xn}, x) ∈ ΞX , ({xn}, y) ∈ ΞX then x = y.
(C3) If ({xn}, x) /∈ ΞX then there exists a subsequence {xnk}∞k=1 such that for
none of its subsequence {xnki} is ({xnki}, x) ∈ ΞX .
(C4) If x ∈ X then ({x}, x) ∈ ΞX .
We say (X,ΞX) is a sequential space.
In the next we will write Ξ instead of ΞX wherever the set X is clear from
the context. Unless stated otherwise X will denote a non-empty set. When
({xn}, x) ∈ Ξ we say that {xn} is a convergent sequence, {xn} converges to x or
that x is a limit of {xn}.
The properties in Definition 2.1 can be restated as follows:
(C1’) A subsequence of a convergent sequence is convergent and converges to the
same point.
(C2’) Every sequence has at most one limit.
(C3’) A sequence that is not converging to a point x contains a subsequence such
that any of its subsequences either converges to a different point (not to x)
or does not converge at all.
(C4’) A constant sequence converges to the common point.
The first two and the fourth properties are natural and follow from basic know-
ledge of convergence in metric spaces. To understand the condition (C3) we need
to remind that a sequence {xn} which does not converge to x might include a
subsequence {xnk} which converges to x.
Our motivation to define sequential structures was to generalise convergence
in metric spaces. The following shows the relation between them.
Definition 2.2. Let (X, %) be a metric space. We say Ξ is generated by X if
Ξ = {({xn}, x) : x ∈ X, ∀n ∈ N, xn ∈ X, lim
n→∞
%(xn, x) = 0}.
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A sequential structure generated by a metric space is well defined. We know
that limn→∞ %(xn, x) = 0 implies limn→∞ %(xnk , x) = 0 for every subsequence
{xnk} of {xn}. If xn → x and xn → y for some x, y ∈ X we have
0 ≤ %(x, y) ≤ %(xn, x) + %(xn, y)→ 0
as n→∞, and so %(x, y) = 0 which by (M1) means x = y. Property (C3) follows
from Theorem 1.9. And last, obviously {x} → x.
In metric spaces adding a finite number of members to a sequence as well as
removing finite number of members from it does not affect the convergence of the
sequence. The same holds for sequential structures.
Theorem 2.3. Let Ξ be a sequential structure, ({xn}, x) ∈ Ξ and a ∈ X. Let
{yn} and {zn} be sequences defined as follows:
(i) y1 = a, yn+1 = xn ∀n ∈ N,
(ii) zn = xn+1 ∀n ∈ N.
Then ({yn}, x), ({zn}, x) ∈ Ξ.
Proof. Let for contradiction suppose ({yn}, x) /∈ Ξ. Then using (C3) we can find
a subsequence {ynk} such that for every its subsequence ({ynkj }, x) /∈ Ξ. We
can assume {ynkj } does not include the first member of {yn}. Then {ynkj } is a
subsequence of {xn} and by (C1) we have ({ynkj }, x) ∈ Ξ which is a contradiction.
Since {zn} is a subsequence of {xn} the conclusion follows from (C1).
Theorem 2.4. An intersection of sequential structures on a set X is a sequential
structure on X.
Proof. Let Ξα be a sequential structure on X for every α ∈ A, where A is an
arbitrary non-empty set. Let ({xn}, x) ∈
⋂
α∈A Ξα and {yn} be a subsequence
of {xn}. Then for every α ∈ A we have ({xn}, x) ∈ Ξα so by (C1) we have
({yn}, x) ∈ Ξα. That is, ({yn}, x) ∈
⋂
α∈A Ξα.
Also for every α ∈ A and every x ∈ X we have ({x}, x) ∈ Ξα so ({x}, x) ∈⋂
α∈A Ξα.
Let ({xn}, x) 6∈
⋂
α∈A Ξα then there exists α0 ∈ A for which ({xn}, x) 6∈
Ξα0 . We find the subsequence {xnk} from (C3) for Ξα0 and let {xnki} be its
subsequence. Then ({xnki}, x) 6∈ Ξα0 therefore ({xnki}, x) 6∈
⋂
α∈A Ξα.
Let ({xn}, x) ∈
⋂
α∈A Ξα and y ∈ X, x 6= y. Then for some α ∈ A we




Definition 2.5. Let X be a non-empty set. Symbol Ξ0 will denote the smallest
(in the meaning of inclusion) sequential structure on X.
The definition says that Ξ0 consists of convergent sequences which are constant
up to a finite number of members.
Since Ξ0 is the smallest sequential structure on the set it is wherefore inter-
esting to see for which metric spaces Ξ = Ξ0 holds. It is easy to observe that Ξ
generated by a metrically discrete space (in Example 1.5) has his property.
At first sight one might think that Ξ = Ξ0 implies the space (X, %) to be
metrically discrete. The following shows a counterexample constructing a space
that is not metrically discrete.
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Example 2.6. Suppose X = { 1
n
, n ∈ N}, then X ⊂ R and with induced metric
it forms a subspace of R. As the sequence { 1
n
} has a limit in R which is not
included in X, every convergent sequence in X has to be constant from some
index. Therefore Ξ = Ξ0.
Another idea we had was: If Ξ = Ξ0 then either X is metrically discrete or X
is not complete. The following example prooves this statement to be false.
Example 2.7. Suppose X = {(n, 0), n ∈ N} ∪ {(n, 1
n
), n ∈ N}, then X ⊂ R2.
Intuitive image is the set of natural numbers as a subset of x axis united with
the graph of { 1
n
} in the plane. This space (with induced metric) is complete and
every convergent sequence is constant from some index.
Theorem 2.8. Let Ξ be generated by a metric space (X, %) then the following are
equivalent:
(i) Ξ = Ξ0;
(ii) ∀x ∈ X, ∃εx > 0, ∀y ∈ X, x 6= y : %(x, y) > εx. (We say (X, %) is
topologically discrete.)
Proof. Let X be a topologically discrete metric space, Ξ generated by X and
for contradiction suppose there exists a sequence {xn} and x ∈ X such that
({xn}, x) ∈ Ξ \Ξ0. Then from (ii) we find εx. Because limn→∞ %(xn, x) = 0 there
is n0 ∈ N for which %(xn0 , x) ≤ 12εx and xn0 6= x (since ({xn}, x) /∈ Ξ0). This is a
contradiction with X being topologically discrete.
Let Ξ = Ξ0 and for contradiction suppose that for some x ∈ X we have
∀ε > 0, ∃y ∈ X, x 6= y : %(x, y) < ε.
For n ∈ N we set εn := 1n and find yn 6= x such that %(x, yn) < εn. Then {yn} → x
which is a contradiction since {yn} is not constant.
2.2 Uniformly sequential structure on a set
Definition 2.9. Let X be a non-empty set. A uniformly sequential structure on
X is an equivalence ∼ on sequences in X satisfying the following conditions:
(U1) If {xn} ∼ {yn} and {xnk}, {ynk} are subsequences then {xnk} ∼ {ynk}.
(U2) If xn = x, yn = y ∀n ∈ N for some x, y ∈ X and {xn} ∼ {yn} then x = y.
(U3) If {xn} 6∼ {yn} then there exist subsequences {xnk}, {ynk} such that for
none of their subsequences {xnki}, {ynki} is {xnki} ∼ {ynki}.
(U4) If x ∈ X then {x} ∼ {y}. (Reflexivity)
We say (X,∼) is a uniformly sequential space. If {xn} ∼ {yn} we say {xn} is
adjacent to {yn}.
Theorem 2.10. Let X have a uniformly sequential structure. Then
Ξ∼ :=
{
({xn}, x) : {xn} ∼ {x}
}
is a sequential structure on X.
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Proof. Let {xn} ∼ {x} and {xnk} be subsequence of {xn}. We know every
subsquence of a constant sequence is again a constant sequence. So from (U1)
we have {xnk} ∼ {x}.
Let x, y ∈ X. Let {xn} ∼ {x} and {xn} ∼ {y}. Then from transitivity of ∼
we obtain {x} ∼ {y} and (U2) gives us x = y.
Let {xn} 6∼ {x}. Then (C3) follows directly from (U3).
Because of (U4) we have ({x}, x) ∈ Ξ∼.
Theorem 2.11. Adjancent sequences in a metric space (X, %) satisfy conditions
(U1)-(U4).
Proof. From Theorem 1.13 we know ∼% is an equivalence.
Let xn = x, yn = y ∀n ∈ N for some x, y ∈ X and {xn} ∼% {yn}. If x 6= y
then from (M1) we have %(x, y) > 0 so x = y.
Let {xn} ∼% {yn} and {xnk}, {ynk} be subsequences. Then clearly {xnk} ∼%
{ynk} .
Let {xn} 6∼% {yn} then there exists ε > 0 such that for infinitely many n ∈ N
we have %(xn, yn) ≥ ε, these introduce a subsequence. It is easy to observe it has
desired properties.
We are not able to characterise a Cauchy sequence in terms of simple conver-
gence. It turns out that this problem is the main motivation to develop uniformly
sequential spaces in which we can define this property.
Definition 2.12. LetX have a uniformly sequential structure. We say a sequence
{xn} in X is Cauchy if it is adjacent to all its subsequences.
As we would expect every convergent sequence is Cauchy.
Theorem 2.13. Let X have a uniformly sequential structure. If ({xn}, x) ∈ Ξ∼
then {xn} is Cauchy.
Proof. Let {xnk} be a subsequence of {xn}. Then from (C1) we have ({xnk}, x) ∈
Ξ∼. That is {xn} ∼ {x} and {xnk} ∼ {x} and the transitivity of ∼ gives us
{xnk} ∼ {xn}.
The relation of a Cauchy sequence in a uniformly sequential space and a
Cauchy sequence in a metric space is shown later (Theorem 3.10).
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3. Properties defined by
convergence
In this chapter we will use the following convention: when we say a uniformly
sequential space (X,∼) has a property defined for a sequential space we mean
that Ξ∼ has this property.
3.1 Continuous and uniformly continuous map-
pings
Definition 3.1. Let ΞX and ΞY be two sequential structures on sets X and Y .
We say f : X → Y is a continuous mapping ΞX to ΞY if ({xn}, x) ∈ ΞX implies
that ({f(xn)}, f(x)) ∈ ΞY .
The following theorem is often covered in basic course of mathematical ana-
lysis. We include it for completeness.
Theorem 3.2. Let ΞX and ΞY be two sequential structures generated by metric
spaces (X, %) and (Y, σ). Let f : X → Y be a mapping. Then the following are
equivalent:
(i) f : (X, %)→ (Y, σ) is continuous;
(ii) f : ΞX → ΞY is continuous.
Proof. Let x ∈ X be a fixed point.
Let condition (i) hold and xn → x (that is, ({xn}, x) ∈ ΞX). For ε > 0 we
find δ > 0 from Definition 1.6. Then there exists nε such that for ∀n ≥ nε we
have %(xn, x) < δ and then σ(f(xn), f(x)) < ε. Hence f(xn) → f(x) in Y , that
is, ({f(xn)}, f(x)) ∈ ΞY .
Let now condition (ii) hold and for contradiction suppose that (i) does not.
Then
∃ε > 0 ∀δ > 0 ∀y ∈ X : %(x, y) < δ ⇒ σ(f(x), f(y)) ≥ ε.
We fix this ε and find a sequence {xn} such that %(x1, x) < 1 and %(xn+1, x) <
min( 1
n
, %(xn, x)) for n ∈ N. Then xn → x hence from (ii) f(xn)→ f(x). This is
not possible since σ(f(xn), f(x)) ≥ ε for n ∈ N.
Definition 3.3. Let (X,∼X) and (Y,∼Y ) be two uniformly sequential spaces.
We say f : X → Y is a uniformly continuous mapping ∼X to ∼Y if {xn} ∼X {yn}
implies that {f(xn)} ∼Y {f(yn)}.
Theorem 3.4. Let ∼X and ∼Y be two uniformly sequential structures generated
by metric spaces (X, %) and (Y, σ). Let f : X → Y be a mapping. Then the
following are equivalent:
(i) f : (X, %)→ (Y, σ) is uniformly continuous;
(ii) f : (X,∼X)→ (Y,∼Y ) is uniformly continuous.
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Proof. Let (i) hold and {xn} ∼X {yn}. Since limn→∞ %(xn, yn) = 0 we have
∀δ > 0 ∃n0 ∈ N ∀n ∈ N, n ≥ n0 : %(xn.yn) < δ.
Let ε > 0. We find δ from the definition of (i), then we find n0 from the previous
formula. We obtain
∀n ∈ N, n ≥ n0 : σ(f(xn), f(yn)) < ε,
so limn→∞ σ(f(xn), f(yn)) = 0.
Let (i) does not hold. Than there exists ε > 0 such that for every n ∈ N we can
find xn, yn ∈ X, %(xn, yn) < 1n and σ(f(xn), f(yn)) > ε. That is, {xn} ∼X {yn}
but {f(xn)} 6∼Y {f(yn)}.
3.2 Open and closed sets in sequential spaces
and related topological properties
If we were able to define a topology on Ξ we would obtain many interesting
properties. In this section we will try to achieve this.
With knowledge of the form of closed sets obtained from Theorem 1.9(vi) it
seems natural to define a closure using similar approach and then use Theorem
1.4.
Definition 3.5. Let Ξ be a sequential structure on X, A ⊂ X and x ∈ X then
we say x ∈ c(A) if ∃ ({xn}, x) ∈ Ξ : {xn} ⊂ A. That is, a point lies in the closure
of a set if there is a sequence in the set converging to the point.
However operator c defined above is not a closure operator. It is easy to show
that conditions (i)-(iii) in Theorem 1.3 hold, but generally (iv) does not. In the
following example we will show a space in which (iv) does not hold. Please note
that when Ξ is generated by a metric space c is a closure operator.
Example 3.6. Let X = {f, f : R → R} be a space of all real functions on
real numbers, {fn} ⊂ X a sequence of functions and f ∈ X a function. We say
({fn}, f) ∈ Ξ if
∀ x ∈ R : lim
n→∞
fn(x) = f(x).
Such convergence is usually called pointwise convergence.
Clearly ({f}, f) ∈ Ξ. When {fnk} ⊂ X is a subsequence of {fn} then for
any x ∈ R {fnk(x)} is a subsequence of {fn(x)}. As these are sequences of
real numbers we have limn→∞ fn(x) = limk→∞ fnk(x) and ({fnk}, f) ∈ Ξ. If
({fn}, f) /∈ Ξ then there is x0 ∈ R for which limn→∞ fn(x0) 6= f(x0). And
again since those are real sequences we easily obtain the remaining conditions
and therefore Ξ is a sequential structure on X.
Now let C be a set of all real continuous functions of real variable. Then
C ⊂ X. Applying operator c from Definition 3.5 we have that c(C) are continuous
functions and functions of Baire class 1. Accordingly c(c(C)) are continuous
functions, functions of Baire class 1 and functions of Baire class 2. It is known
that Baire class 2 set in non-empty and therefore c(C) 6= c(c(C)).
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Operator that satisfies all conditions but (iv) is sometimes called a Čech clos-
ure operator.
Definition 3.7. Let Ξ be a sequential structure on X, A ⊂ X and x ∈ X then
we say x ∈ IntA if ∀ ({xn}, x) ∈ Ξ ∃{xnk} subsequence of {xn} : {xnk} ⊂ A.
Set A is open in (X,Ξ) if A = IntA. That is, a set is open when all sequences
converging to a point in the set eventually lie in the set.
A set A ⊂ X is closed in (X,Ξ) if X \ A is open in (X,Ξ).
To show that our first guess in Definition 3.5 can lead to a topology owe
introduce the next theorem, which we state without proof.







where α is an ordinal number, A ⊂ X and c is operator from Definition 3.5, is a
Kuratowski closure operator. That is, it meets the condition (iv) in Theorem 1.3:
c(cω1(A)) = cω1(A). Moreover cω1 generates the same closed sets (and therefore
the same topology) as in Definition 3.8.
3.3 Complete and totally bounded spaces
Definition 3.9. Let X have a uniformly sequential structure. We say X is
complete if for every Cauchy sequence {xn} in X we have ({xn}, x) ∈ Ξ∼ for
some x ∈ X.
Completeness is very closely related to Cauchyness of sequences. That is why
we need to define it using uniformly sequential spaces. The definition follows the
definition of complete metric space. The next theorem therefore seems natural.
Theorem 3.10. Let (X,∼%) be a uniformly sequential space generated by metric
space (X, %). Then (X, %) is complete if and only if (X,∼%) is complete.
Proof. It is sufficient to show that a sequence {xn} is Cauchy in (X, %) if and
only if it is Cauchy in (X,∼).
Let ε > 0, let {xn} be a Cauchy sequence in (X, %) and {xnk} be its sub-
sequence. Because {xn} is Cauchy we find m0 from Definition 1.10. That is, for
every n,m ∈ N, n,m ≥ m0 we have %(xn, xm) < ε. Specially limk→∞ %(xk, xnk) =
0.
Let us suppose that there exists {xnk} such that {xn} 6∼% {xnk}. That is,
∃ε > 0 ∀k0 ∈ N ∃k ∈ N, k ≥ k0 : %(xk, xnk) ≥ ε.
Then if we choose n = nk,m = k in the definition of Cauchy sequence in metric
space we see that {xn} is not Cauchy.
Definition 3.11. Let X have a uniformly sequential structure. We say X is
totally bounded if for every sequence {xn} in X there exists a subsequence {xnk}
which is Cauchy.
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It is uncommon to characterise totally bounded metric spaces using this or
similar condition. It is however equivalent as the next shows us.
Theorem 3.12. Let (X,∼%) be a uniformly sequential space generated by a metric
space (X, %). Then (X, %) is totally bounded if and only if (X,∼%) is totally
bounded.
Proof. Let (X, %) be totally bounded and {x0,n} be a sequence in X. Then for
every m ∈ N there exists a finite family of open balls B1, . . . , BM with radius
1
m
such that X =
⋃M
i=1Bi. Since a sequence is infinite there exists a ball which
contains an infinite number of members of sequence {xm−1,n}. We choose one
such ball and denote {xm,n} a subsequence of {xm−1,n} which consists of points





To prove the sufficiency let us suppose that (X, %) is not totally bounded.
That is, there exists ε > 0 for which no finite family of open balls with diameter
ε covers whole X. We select an arbitrary point x1 ∈ X. Then for n ∈ N we
find xn+1 ∈ X \
⋃n
i=1B(xi, ε) 6= ∅. Then any subsequence of {xn} is not Cauchy
because for every n,m ∈ N, n 6= m we have %(xn, xm) ≥ ε, so (X,∼) is not
totally bounded.
3.4 Compact spaces
Characterisation of compactness in metric space in term of convergence is widely
known. We use this principle to define compact sequential space.
Definition 3.13. We say a sequential space (X,Ξ) is compact if for any arbitrary
sequence {xn} ⊂ X there exists a subsequence {xnk} and a point x ∈ X such
that ({xnk}, x) ∈ Ξ.
Direct proof of equivalence is covered in basic courses. We present a proof
which follows from previously showed relation between total boundedness and
completeness in metric and uniformly sequential spaces. The following theorem
together with Theorems 1.11, 3.10 and 3.12 give us the equivalence indirectly.
Theorem 3.14. A uniformly sequential space (X,∼) is compact if and only if it
is totally bounded and complete.
Proof. Let (X,∼) be totally bounded and complete. Let {xn} be an arbitrary
sequence in X. Because (X,∼) is totally bounded we can find a subsequence
{xnk} which is Cauchy. Because (X,∼) is complete we can find a point x ∈ X
such that ({xnk}, x) ∈ Ξ∼.
Let (X,∼) be compact. From Theorem 2.13 we have that is is totally bounded.
Let {xn} be a Cauchy sequence, we can find a subsequence {xnk} and a point
x ∈ X such that ({xnk}, x) ∈ Ξ∼. That is, {xnk} ∼ {x} and since {xn} is
Cauchy we have {xn} ∼ {xnk}, from transitivity of ∼ we obtain {xn} ∼ {x}. So
({xn}, x) ∈ Ξ∼ and (X,∼) is complete.
Corollary 3.15. Let (X, %) be a metric space and Ξ is generated by (X, %). Then
(X, %) is compact if and only if (X,Ξ) is compact.
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Theorem 3.16. Let (X,∼X), (Y,∼Y ) be two uniformly sequential spaces, f :
X → Y be a continuous mapping and (X,∼X) be compact. Then f is uniformly
continuous.
Proof. Let {xn} ∼X {yn} and let us for contradiction suppose that {f(xn)} 6∼Y
{f(yn)}. Then from (U3) we find subsequences {f(xnk)} and {f(ynk)} such
that for none their subsequences we have {f(xnki )} ∼Y {f(ynki )}. Because X
is compact we can find subsequences {xnki} of {xnk}, {ynki} of {ynk} and points
x, y ∈ X such that ({xnki}, x) ∈ Ξ∼X and ({ynki}, y) ∈ Ξ∼X . Since {xn} ∼X {yn}
we have {xnk} ∼X {ynk} and therefore x = y. Mapping f is continuous so
({f(xnki )}, f(x)) ∈ Ξ∼Y and ({f(ynki )}, f(x)) ∈ Ξ∼Y . That is, {f(xnki )} ∼Y
{f(x)} and {f(ynki )} ∼Y {f(x)} which gives us {f(xnki )} ∼Y {f(ynki )} which is
the contradiction.
The following example proves that the implication in the previous theorem
can not be reversed.
Example 3.17. We say two infinite sets are almost disjoint if their intersection
is finite. Let us assume an infinite maximal family of almost disjoint subsets of
N and denote it as MAD(N).
For a reader’s image of some infinite family of almost disjoint subsets of N we
will show a construction of one. Let f : N→ Q be a bijection of natural numbers
onto rational numbers. For every irrational x ∈ R \Q we will choose one rational
sequence {rn} such that rn → x. Then Sx := f−1[{rn}] ⊂ N is a preimage of
that sequence. Then {Sx : x ∈ R \ Q} is an infinite family of almost disjoint
subsets of N because if two sets had an infinite intersection the corresponding
rational sequences would have an infinite intersection too and since they are both
convergent it follows they would converge to the same point.
Please note that using this construction we do not obtain a MAD(N) as for
example the preimage of the set of all even numbers is almost disjoint with all
constructed sets.
We denote MAD(N) = {Sα : α ∈ A} for some set A. Let X := N ∪MAD(N)
with the smallest sequential structure such that
Sα → {Sα}, {Sα} ∈ MAD(N).
This condition can be rephrased: members of Sα as points in N converge to Sα
as point in MAD(N). Then every continuous mapping to R is bounded but the
space is evidently not compact.
To prove this let f : X → R be a continuous unbounded mapping. That is,
there exists a sequence {xn} for which f(xn)→∞. Now we examine two cases.
First, infinitely many members of {xn} lie in N, so we can find a subsequence
{xnk} ⊂ N. Then there exists Sα ∈ MAD(N) such that {xnk} → Sα. Then we
have {f(xnk)} → f(Sα) and {f(xnk)} → ∞ which is a contradiction.
Second, only finite number of members of {xn} lie in N. Without loss of
generality we suppose that {xn} = {Sαn} ⊂ MAD(N). For every n ∈ N we can
find yn ∈ N such that |f(yn) − f(Sαn)| ≤ 1. The first case yields {f(yn)} is
bounded and so {f(Sαn)} is bounded.
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3.5 Bounded spaces
Diameter of a set extremely depends on used metric. At first, it might seem
natural that when a set has a finite (infinite) diameter it will have it finite (infinite)
in every equivalent metric. The following theorem uses quite known definition of
equivalent metrics to prove otherwise.
Theorem 3.18. When (X, %) is an unbounded metric space then there exists a
metric σ on X that is equivalent with % and (X, σ) is bounded.
Proof. For x, y ∈ X we define
σ1(x, y) :=
%(x, y)
1 + %(x, y)
, σ2(x, y) := min{%(x, y), 1}.
See [2, p. 22] for σ1 and [5, p. 250] for σ2 for proofs that they satisfy the conditions
for a metric. Then evidently both σ1, σ2 are equivalent with % and are bounded.
The previous theorem not only shows a diameter of a space in an equivalent
metric can be finite, it also shows it can be any positive real number a > 0 we
want. We just take σ(x, y) := a ·σi(x, y) where σi is from Theorem 3.18 and i = 1
or i = 2.
This result is enough to answer the problem. We also show the not-so-known
theorem that under some quite unrestrictive conditions a space with finite dia-
meter in some metric can have the infinite diameter in an other equivalent metric.
The proof is constructive, that is, we give exact form of such metric.
Theorem 3.19. When (X, %) is a non-compact bounded metric space then there
exists a metric σ on X that is equivalent with % and (X, σ) is unbounded.
Proof. Had we constructed a function f : X → R continuous and unbouded we
would define
σ(x, y) := %(x, y) + |f(x)− f(y)|.
Evidently σ(x, x) = 0. We have σ(x, z) ≤ σ(x, y) + σ(z, y) because when
rewitten it is
%(x, z) + |f(x)− f(z)| ≤ %(x, y) + %(z, y) + |f(x)− f(y)|+ |f(z)− f(y)|.
This holds because |f(y)− f(z)| = |f(z)− f(y)|, the triangle inequality holds for
% and
|f(x)− f(z)| = |f(x)− f(y) + f(y)− f(z)| ≤ |f(x)− f(y)|+ |f(y)− f(z)|.
Let {xn} ⊂ X and xn → x ∈ X in metric %. Since f is continuous we know
lim
n→∞
|f(xn)− f(x)| = 0
and therefore xn → x also in metric σ.
Let now {yn} ⊂ X and yn → y ∈ X in metric σ. Then from
0 ≤ lim
n→∞
%(yn, y) ≤ lim
n→∞
(%(yn, y) + |f(yn)− f(y)|) = lim
n→∞
σ(yn, y) = 0
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follows yn → y also in metric %. That is, σ and % are equivalent and (X, σ) is
unbounded.
When a metric space is non-compact it means there exists a sequence for
which no subsequence converges, let {xn} be such sequence. Then {xn} is closed
in X. Without loss of generality we suppose that xn 6= xm if n 6= m.
Then for every n ∈ N there exists an > 0 such that ∀m ∈ N, n 6= m :
%(xn, xm) ≥ 3an. We define a function f : X → R:
f(x) =
{
n · %(x,X \B(xn, an)), if x ∈ B(xn, an) for some n ∈ N;
0, othervise.
We can easily see that f is continuous and unbounded.
The previous theorems show that we (generally) can not distinguish between
Ξ generated by a bounded and an unbounded metric on the same set. Because
of this we do not define any kind of boundedness of sequential spaces.
As a side product we obtain another interesting characterisation of compact-
ness in metric spaces.
Corollary 3.20. A metric space (X, %) is bounded in every equivalent metric if
and only if it is compact.
3.6 Connected spaces
Since we introduced topology on sequential spaces we could delegate the problem
of characterisation of connectedness to it. It is however useful to define connected
spaces with continuous mapping.
In the following we take D = {0, 1} with (ΞD)0, that is, a two-point space
with discrete (in meaning of Theorem 2.8) sequential structure.
Definition 3.21. A sequential space (X,Ξ) is connected if every continuous map-
ping f : X → D is constant, that is, f [X] ⊂ {0} or f [X] ⊂ {1}.
Theorem 3.22. Let (X, %) be a metric space and Ξ be generated by (X, %). Then
(X, %) is connected if and only if (X,Ξ) is connected.
Proof. Let (X,Ξ) be connected. For contradiction let us suppose U, V are subsets




1, if x ∈ U ;
0, if x ∈ V.
Then f is continuous and f [X] = D. That is a contradiction with (X,Ξ) being
connected.
Let now (X, %) be connected. For contradiction let us suppose f : X → D
is a continuous mapping such that f [X] = D. Then preimages of one-point
(open) sets U := f−1[{0}], V := f−1[{1}] are open in (X, %). Moreover X =
U ∪ V , U ∩ V = ∅ and U, V are non-empty because {0, 1} ⊂ f [X]. Which is a
contradiction with (X, %) being connected.
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3.7 Separable spaces
Again we have a topology so we could use the closure operator and define separ-
ability analogically with Definition 1.2. In metric spaces we obtain an equivalent
characterisation as it is showed afterwards.
Definition 3.23. Let Ξ be a sequential structure on set X. We say Ξ is separable
if there exists a countable subset A ⊂ X such that
∀x ∈ X ∃{xn} ⊂ A : ({xn}, x) ∈ Ξ.
Corollary 3.24. Let (X, %) be a metric space and Ξ be generated by (X, %). Then
(X, %) is separable if and only if Ξ is separable.
Proof. We use Theorem 1.9(vi).
It is known that a compact metric space is always separable. The following
example shows that this implication does not hold for sequential spaces.
Example 3.25. Let X :=
⋃
β<ω1
Xβ where Xβ are defined by a transfinite in-
duction:
X1 := N, Xα := MAD(Xα−1), Xγ := MAD(Kγ),
where α is a successor ordinal, γ is a limit ordinal and Kγ denotes the family of
sequences that have a finite intersection with Xβ for every β < γ. We say Xβ is
a level for every β. On X we take a sequential structure defined analogically to
Example 3.17.
Then X is compact. Really, let {xn} be a sequence in X. It follows that
either {xn} contains an infinite number of members in some level or it has a
finite intersection with every level. In the first case we can easily find a conver-
gent subsequence. In the second case, since {xn} has countably many members
there exists an α0 < ω1 such that {xn} ⊂
⋃
β<α0
Xβ so it also has a convergent
subsequence.




Xβ. For every x ∈ Xα0+1 no subsequence {xn} ⊂ A converges to x.
That is, X is not separable.
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