Abstract: In this paper a method for automatic controller synthesis based on Genetic Programming (GP) is presented. We propose a GP algorithm linked with Matlab/Simulink, a well known tool amongst control engineers. The GP algorithm performs its evolutionary steps to create controllers, whilst Matlab/Simulink evaluates these controllers for their appropriateness. The engineer no longer needs design rules, he only needs to specify both time-and frequency-domain requirements for the controller. Simulations have been carried out successfully, applying GP to find a linear controller for a fourth order motion system.
INTRODUCTION
This paper presents a GP-based approach for motion controller design. Until now, control engineers use all kinds of design rules for controller design. These rules will, at least in the case of linear dynamics, more or less guarantee that certain performance criteria are met. In our approach the controller design problem is formulated as a global nonlinear optimization problem that is solved via GP.
Many controller design methods can not handle directly time domain specifications, or the combination of them can not be cast into a convex optimization problem (Boyd and Barratt, 1991) . These methods require the user to make the translation to frequency domain specifications before the synthesis, like H ∞ (Burl, 1999) . Specifying a constraint in the time-domain, such as an actuator limit, is not possible in the frequency-domain, although it often is a crucial limitation of the performance. Furthermore, these methods require a prefixed controller structure. Using GP, time domain as well as frequency domain requirements can be specified in a direct way and no assumptions on the controller structure have to be made. For now, we restrict ourselves to linear controller design for linear systems. As linear controller design is a well established field, it will be easy to assess the GP results. Once the principle of working has been showed we expect to be able to extend the GP controller design to nonlinear cases.
Recently GP has been applied to several topics in the field of controller design:
• In (Keane et al., 2002) , GP generated linear controllers are compared to PID controllers tuned with commonly used design rules. Generalized controllers for industrial plants are created, whereas our target is to create dedicated controllers for motion systems.
• In (Chun-Liang Lin and Shieh, 2003) the type of controller is fixed, only linear PID controllers are optimal tuned using a Genetic Algorithm. By fixing the controller topology, other types of controllers are not explored. GP does not have this limitation, since it is able to determine the structure of the controller by itself.
• In (Koza et al., 2000b ) a linear controller is designed for a plant with real poles only.
In motion controller design, the (anti) resonance phenomena, caused by complex poles and zeros, of the mechanics are often crucial. Stability is often at stake due to phase lag caused by these phenomena.
Using GP, we can construct a fitness function that will evolve to a stable and well-performing controller by using a mix of requirements in the timeand frequency-domain. The main contribution of this paper is the application of GP for motion controller design.
Furthermore, GP is complemented with an additional parameter optimization method to optimize the parameters of a created controller by GP, because GP lacks efficiency when optimizing controllers with a large amount of parameters. This problem was also noted in (Gray et al., 1996) . The parameter optimization method can be any nonlinear local multi-variable optimization method. We used a Genetic Algorithm (Holland, 1975) . The working of it will not be described in detail here.
In section 2 GP will be clarified in short, and in section 3 the implementation of the GP algorithm combined with Matlab/Simulink is explained. Section 5 describes the necessary steps for applying GP for controller design, and in section 6 the results are presented. The paper is concluded in section 7.
GENETIC PROGRAMMING ELABORATED
GP (Koza, 1992) is an algorithm that creates and optimizes a variable structure according to userspecified requirements. For controller design, both time-and frequency-domain requirements can be specified in a so-called fitness function. In our case we call it a penalty function for the reader's convenience to emphasize that a higher return value means a worse controller. The penalty function evaluates each controller with respect to properties like stability, performance and robustness.
The generation of the GP candidate solutions, called programs or individuals, is based on a process seen in nature: survival of the fittest and evolution. It involves selecting programs, based on their fitness to solve a problem, and subsequently evolving them into new, and possibly better, programs. GP is based on the Genetic Algorithm (GA) (Holland, 1975) . The major difference is the representation of the solution. GA returns a fixedlength sequence of binary numbers which has to be interpreted, whereas GP is capable of returning a ready-to-run computer program with a variable size. This is the power of GP; it is able to adapt itself to the complexity of the given problem.
GP is capable of creating the structure of a controller, not 'hindered' by prior knowledge of controller design. Therefore, (where human control designers often revert to the proven concept of the PID-controller), GP is able to create a whole new dedicated controller structure, from scratch, often resulting in better performing controllers, e.g. (Koza et al., 2000a) .
More detailed information about GP can be found in (Koza, 1992) , (Banzhaf et al., 1998) and (Langdon and Poli, 2002) or on the internet e.g. www.genetic-programming.org.
IMPLEMENTATION OF GP
To implement GP for automated controller synthesis, a computer program had to be written. We used the Evolving Objects (EO)-library (Keijzer et al., 2001 ) available on the internet, in combination with Matlab/Simulink. It is a template based, ANSI C++ compliant evolutionary computation library. We have used Matlab/Simulink as an assisting simulation tool. This way, we do not need to implement functionality for evaluating controllers into the GP algorithm, and we can take full profit of the sophisticated functionality Matlab and Simulink offer.
In Matlab/Simulink, controllers are represented as block diagrams. Each block has one output and zero or more inputs, so that blocks can be interconnected resulting in a controller.
In GP, programs are often represented in the tree-form to facilitate genetic operations during the evolution process (Banzhaf et al., 1998 ). An Genetic operations are performed on the GP tree structure, and when it is time to evaluate the controller, it is transformed to a Simulink model, by mapping nodes to Simulink blocks. To evaluate this model with the penalty function, it is embedded into a larger model (see Fig. 1 ) containing the plant and disturbance signals. This larger model can be evaluated using Matlab/Simulink, and in Matlab a penalty value is calculated. This value is returned to the GP algorithm, after which the evolution process can continue. The penalty function is written as a Matlab m-file. So users are not required to have knowledge of C++.
MOTION SYSTEM TEST CASE
The system under study is a 4th order motion system with time delay, which is a model of an existing experimental setup. This system consists of two rotating masses connected by a flexible beam (see Fig. 2 ). At one mass an electro-motor is connected and the angular position of both masses are measured by encoders with a resolution of 2000 increments per revolution.
In Fig. 3 the frequency response function is plotted, measured at the load-side (grey line) from the real setup. The black line is a fitted transfer function which will be used for simulations in Simulink.
We want to create a well-performing controller that will let the system perform a pick-and-place like task, minimizing the settling time. Additionally, stability and robustness requirements have to be maintained.
SETTINGS OF GP FOR CONTROLLER DESIGN
Before controllers can be generated with GP, first some choices have to be made for the GP settings. In this section these choices are discussed.
Representation
Individuals are created using a tree structure (see Fig. 4 ). Such a tree is created by selecting nodes from the function and terminal set randomly. These nodes can be directly mapped to a Simulink block. Nodes from the terminal set stop branches from growing further, whereas nodes from the function set cause the branches of a tree to grow.
If an individual's penalty value has to be determined, first the individual will be converted to a Simulink model before running the penalty function.
Terminal Set
In the terminal set the following nodes are available for GP to use: setpoint acceleration, setpoint velocity and tracking error between setpoint and plant output. With these nodes, GP is able to create both feedforward and feedback controllers. It is up to the evolutionary process of GP what is used.
Function Set
For now, we limit the search space to linear controllers. In future research the function set will be extended enabling creation of nonlinear controllers by simply adding nodes to the function set which represent some useful nonlinear building blocks, e.g. a sign-function. To create arbitrary linear controllers using a tree structure, the following building blocks are used: 
GP individual Simulink model
Output Fig. 4 . Example of a GP individual and its conversion to a Simulink model.
Parameter Optimization
Both 1st and 2nd order transfer function blocks are needed to place both real/complex poles and zeros arbitrarily. A result of this is that a single block can contain up to five parameters. Optimizing these parameters using the genetic operators of GP is virtually impossible, because GP only exchanges/mutates whole blocks. As mentioned before, a Genetic Algorithm is used to assist GP in the parameter optimization of the controller.
Genetic Operators
Genetic operators are used to create new individuals (offspring) out of existing individuals (parents). The two mostly used operators are crossover and mutation. Crossover exchanges a branch of two parents, whereas mutation replaces a part of a parent with a new created part. This part could be a branch or a single node. Another used genetic operator is "branch addition" which connects an individual with a new created tree using a node with two inputs. This stimulates linear combinations of controller elements which has shown to be profitable for speeding up the evolutionary process in the case of controller design.
Penalty Function
Creating a penalty function for controller design is a challenging task. Each model has to be judged properly, else GP will come up with wrong controllers with an apparently low penalty value. GP optimizes what the user specifies, no more no less. So the user has to consider carefully what he really desires of a controller without using assumptions valid for e.g. PID-like controllers.
The basic idea of the penalty function is that the controllers are judged at the objectives we are most interested in. The worse a controller performs, the higher penalty value it will be assigned.
Performance
Direct performance requirements are time-domain based, like settling time, overshoot, static error etc. Since the GP program can handle time-and frequency-domain criteria, the performance is specified in the time-domain.
The penalty function is based on a pick-and-placelike task. For the trajectory u r a 3th order setpoint is chosen (see Fig. 5 ). T c is the time that the trajectory becomes constant again. T is the total simulation time. T s is the settling time, which is specified as the time after which the difference between the plant output and the trajectory stays within an error band of 0,1% until the end of the simulation time T . e max is the maximum absolute error |y − u r | between T c and T . The settling time T s is added to the penalty value, so it will be optimized by GP. If T s is greater than 0, 9T , emax A will be added to the penalty value to differentiate better between models which are stable but have a bad performance.
Stability and Robustness
Besides the performance criterion, there are some more criteria desirable, like a stability/robustness criterion and the actuator limit. Both criteria are implemented as a constraint. If a constraint is exceeded, a penalty of 1·10 5 is added. The robustness criterion is included as limiting the maximum sensitivity to 6 dB. This prevents the open loop from coming too close to the point -1 in a Nyquist plot. This criterion solely is not enough to guarantee stabil- ity, because the open-loop curve in a Nyquist plot could pass the point -1 on the wrong side. This would result in an unstable closed loop behavior. Together with the previous time-domain performance criterion instability is likely to be prevented, because most unstable models will blow up fast so they will be caught by the performance criterion.
Actuator Limit
Every actuator can provide a finite amount of power. Limiting the plant input is needed to prevent creation of unrealistic controllers with too high gains. Applying such controllers would result in performance and stability problems. For this particular test case, the actuator voltage limit is set to 2 V.
Simulation Parameters
The total simulation time is set to 2 s. Simulink is set to use the ODE45 algorithm to simulate each control system. As controllers are created randomly, simulation errors can occur due to various numeric reasons. Such errors are caught in the penalty evaluation; controllers creating these errors receive the worst penalty value f = 10 10 . Also, due to e.g. singularities in a model, it can take Simulink a long time to simulate a model. This is undesirable, as there are so many models to be evaluated. Therefore, if the simulation takes more than 10 s, the simulation is stopped and the model is penalized with a high penalty value.
Evolutionary Settings
The population size is 500. The maximum tree depth (i.e. how many layers deep a tree can grow) is set to 10 nodes. During the GP run parents were selected for evolution according to the Tournament Selection scheme (Banzhaf et al., 1998) . The percentages for the genetic operations were set as follows:
crossover 70% branch mutation 10% branch addition 5% point mutation 15% GA Optimization 20%
These percentages correspond to the chance each individual has to be undergoing the particular operation. Thus, it is possible that an individual undergoes multiple operations, but it is also possible that an individual does not evolve, and remains as is.
Termination Criterion
The individual with the lowest penalty value in a generation is designated as the best-of-generation individual. During a GP run, the history of these values is monitored and when it stabilizes the run is manually terminated. The result of the run is the best-so-far individual.
RESULTS
A Pentium IV 2,4 GHz with 256 MB RAM is used for performing the GP runs.
GP returned a Simulink model with 3 transfer function blocks, 1 integrator block, 2 subtract blocks and 1 addition block. It uses only the error signal so the GP model is a feedback controller without feedforward. In Fig. 6 the transfer function of the feedback part is shown.
The controller can be interpreted as a controller containing a lead, an integrator, a low pass and a slant notch which compensates the resonance peak. The results of the GP run are the following: In Fig. 7 , the response of the output is shown together with the trajectory. During movement of the trajectory, the output lags a little bit behind the trajectory. The output does not have any overshoot. Fig. 8 shows that stability and robustness are preserved. The open loop system is drawn in Fig. 9 . A method which creates and optimizes a variablesized dynamical model according to user-specified requirements has been explored. It has been tested by designing linear controllers for a motion system. The complex poles and zeros cause (anti) resonance phenomena which make it difficult to achieve high performance. Some promising results were achieved with GP. A controller was created and tuned which contains a lead, an integrator, a low pass and a slant notch which compensates the resonance peak. Direct time and frequency requirements were specified without any loop shaping by the user.
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