Abstract: On the basis of Space-Wise Least Square method , three numerical methods including Cholesky decomposition, pre-conditioned conjugate gradient and Open Multi-Processing parallel algorithm are applied into the determination of gravity field with satellite gravity gradiometry data. The results show that, Cholesky decomposition method has been unable to meet the requirements of computation efficiency when the computer hardware is limited. Pre-conditioned conjugate gradient method can improve the computation efficiency of huge matrix inversion , but it also brings a certain loss of precision. The application of Open Multi-Processing parallel algorithm could achieve a good compromise between accuracy and computation efficiency.
Introduction
The model of earth gravity field is normally described by spherical harmonic coefficients. When determining gravity field model with satellite gravity gradiometry data on the basis of Space-Wise Least Square method 
Ni=W
(1)
In which, normal equation N = AT PA satisfies the characteristics of positive definite and symmetric , W = AT Pl, A is design matrix , P is the weight matrix, l is the observation vector. Thus, the solution could be derived direcdy using ChD method.
2 PCCG method
The basic idea of PCCG method is to correct the initial vectors of previous iteration by the incremental correction obtained from the latest iteration as the new initial vectors. The steepest direction of its approximation solution will be chosen as the incremental direction, and the increment is to be updated in the gradient direction according to the previous initial vector and increment.
Moreover, the approximation N bd of normal matrix may be used as the pre-conditioner to further improve the iteration speed. The matrix N ~.~ is easy to be inversed , and the condition number of its multiplication with normal matrix should be smaller than that of normal matrix itself, which is :
The PCCG method is carried out according to the fol- 
The difference between the model vectors at two subsequent iterations is defined as :
where clllll' slllll correspond to the spherical harmonic coefficients of vector xk+l, c~, s~ correspond to the spherical harmonic coefficients of vector Xk, u"' is the error degree variance. In normal case, the thresholds The absolute speedup ratio of parallel algorithm is defined as:
where t 1 ( n) is the time of the optimal serial algorithms nmning on single processor to solve a problem with scale n, t, ( n ) is the time of the parallel algorithms running on processors to solve the same problem. It is pretty difficult to find out the optimal serial algorithms, which even does not exists at all , in normal case it is replaced by the serial algorithms actually in use.
The efficiency of parallel algorithm is defined as :
p is the number of processor used in parallel algorithms.
If the speedup ratio of parallel algorithm is directly proportional to the number of processors , then this parallel algorithm is regarded to be with linear speedup ratio. If E, ( n) > 1, then it is called ultra speedup ratio.
3 Numerical analysis
1 Comparison in computation efficiency
As mentioned earlier, the computation of earth gravity field model using satellite gravity gradiometry observations could be regarded as a large least squares problem, which requires high-performance computer bardware support. 
2 Comparison in computation precision
The computation efficiency of PCCG is higber than that of ChD and OpenMP methods, leading to that PCCG method is especially suitable for applying in huge linear problem. In the following, the precisions of three methods will be compared and analyzed. The satellite gravity gradiometry observation is simulated with EIGEN-GL04C model based on SWSL. The model degree in gravity field recovery is up to 200 the same as that in simulation ( Figs.4 -7) .
From figure 4 , one can see that, the precision of PCCG method in recovering earth gravity field is better than 10 -!6 except for the low order items wbile that of OpenMP method is higber. The low order items precision being lower than that of other coefficients is caused by the polar gaps in simulation observations.
The degree error RMS of OpenMP method is better than 10 -!4 which is about one magnitude higher than that of PCCG method ( Fig. 5) . However, the precision of PC- 
