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Abstract
A refined expression for the Faddeev-Popov determinant is derived for gauge
theories quantised around a reducible classical solution. We apply this result
to Chern-Simons perturbation theory on compact spacetime 3-manifolds with
quantisation around an arbitrary flat gauge field isolated up to gauge transfor-
mations, pointing out that previous results on the finiteness and formal metric-
independence of perturbative expansions of the partition function continue to
hold.
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1
Introduction
The Faddeev-Popov gauge-fixing procedure [1], used to rewrite the functional
integrals arising in non-abelian gauge theories in a form to which perturbative tech-
niques can be applied, can be formulated in the general setting where the theory is
quantised around a general classical solution [2]. However, when the classical solu-
tion is a reducible gauge field (e.g. the zero-instanton in Yang-Mills theory on S4
or an arbitrary flat gauge field in Chern-Simons theory on S3 or lens spaces) the
Faddeev-Popov determinant obtained by the standard derivation in this setting is
degenerate, and the perturbative techniques fail because the ghost propagator is ill-
defined. To avoid these and related problems the considerations have been restricted
to irreducible gauge fields on many previous occasions in the literature (e.g. [3], [4]).
In this note we show that these problems can be avoided by a more careful derivation
of the Faddeev-Popov determinant, taking account of certain gauge-fixing ambigui-
ties which arise when the classical solution is reducible. The result is the following:
Instead of the usual Faddeev-Popov determinant
det(∇∗Ac∇A) , (1)
where Ac denotes the classical solution around which the theory is quantised, we
obtain
V (HAc)
−1 det
(
∇∗Ac∇A
∣∣∣∣
ker(∇Ac)⊥
)
(2)
Here ∇A : Γ0 → Γ1 is the covariant derivative map determined by a gauge field A ; the
gauge fields are identified with the connection 1-forms on a principal fibre bundle P
over the compactified spacetime manifold M and Γq denotes the space of q-forms on
M with values in the bundle P ×G g , where the compact, semisimple gauge group
G acts on its Lie algebra g by the adjoint representation. The vectorspaces Γq have
inner products determined by a riemannian metric on M and invariant inner product
in g ; these determine the adjoint map ∇∗Ac in (1)-(2) and the orthogonal complement
ker(∇Ac)⊥ of the nullspace ker(∇Ac) of ∇Ac . Note that the determinant in (2) makes
sense at the formal level since Im(∇∗Ac∇A) ⊆ Im(∇∗Ac) = ker(∇Ac)⊥. In (2) V (HAc)
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denotes the (finite) volume of the isotropy group HAc of A
c , i.e. the subgroup of the
group G of gauge transformations which leave Ac unchanged.
We go on to apply the result (2) to the Chern-Simons perturbation theory on
compact spacetime 3-manifolds developed by S. Axelrod and I. Singer in [4], pointing
out that their results on the finiteness and formal metric-independence of the pertur-
bative expansions of the partition function derived for Ac an irreducible flat gauge
field continue to hold for reducible Ac when (2) is used. As in [4] we still require Ac to
be isolated modulo gauge transformations though. The case of reducible Ac isolated
up to gauge transformations is an important special case since it applies for all the
flat gauge fields on a number of basic 3-manifolds, e.g. S3 and the lens spaces, when
G = SU(2).
The Faddeev-Popov determinant
Recall that the Faddeev-Popov procedure for rewriting the functional integrals of
the form
∫
DAf(A) e− 1α2 S(A) (3)
(where S(A) is the action functional of the theory, f(A) is a gauge-invariant functional
and α is the coupling parameter2) involves inserting 1 = PAc(A)
/
PAc(A) in the
integrand, where
PAc(A) =
∫
G0
Dφ δ(∇∗Ac(φ·A− Ac)) (4)
is the Faddeev-Popov functional associated with the gauge-fixing condition
∇∗Ac(A− Ac) = 0 (5)
Following [2], to avoid problems with the Gribov ambiguity, we have taken the domain
of the formal integration in (4) to be the subgroup G0 of topologically trivial gauge
2In Chern-Simons gauge theory we replace e−
1
α
2
S(A) in (3) by eikS(A) where S(A) is the Chern-
Simons action functional.
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transformations. Using the G0-invariance of S(A) , f(A) and PAc(A) the resulting
expression for (3) is
V (G0)
∫
DAf(A) e− 1α2 S(A) PAc(A)−1 δ(∇∗Ac(A− Ac)) (6)
The standard evaluation of PAc(A)
−1 in (6) leads to the Faddeev-Popov determinant
(1). We will show that a more careful evaluation of PAc(A)
−1 leads to the new
expression (2). The gauge-fixing condition (5) has ambiguities coming from HAc , i.e.
∇∗Ac(A− Ac) = 0 ⇒ ∇∗Ac(φ·A−Ac) = 0 ∀φ∈HAc . (7)
To take this into account in the evaluation of PAc(A)
−1 we introduce the map
Q : Lie(HAc)
⊥×HAc → G0 , Q(v , φ) := exp(v)φ (8)
where Lie(HAc)
⊥ ⊆ Lie(G0) = Γ0. The differential (i.e. ‘Jacobi matrix’) of Q at
(0 , φ) ,
D(0,φ)Q : Lie(HAc)⊥⊕TφHAc → TφG0 (9)
is an isometry, so formally
| det(D(0,φ)Q)| = 1 ∀φ∈HAc . (10)
(To see that (9) is an isometry consider for fixed φ∈HAc the composition of maps
Lie(G0) = Lie(HAc)⊥ ⊕ Lie(HAc) ∼=−→ Lie(HAc)⊥⊕TφHAc
D(0,φ)Q−→ TφG0 ∼=−→ Lie(G0)
where the first map is the isometry given by (w, a) 7→ (w, d
dt
∣∣∣
t=0
etaφ) and the last map
is the inverse of the isometry Lie(G0) ∼=→ TφG0 given by v 7→ ddt
∣∣∣
t=0
etvφ . It is easy to
see that this composition of maps is the identity on Lie(G0). It follows that D(0,φ)Q
must be an isometry since all the other maps are isometries.) We now use the change
of variables formula to calculate
PAc(A) =
∫
G0
Dφ δ(∇∗Ac(φ·A−Ac))
=
∫
HAc×Lie(HAc)⊥
DφDv | det(D(v,φ)Q)| δ
(
∇∗Ac(evφ·A− Ac)
)
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=
∫
HAc
Dφ
∣∣∣det
(
∇∗Ac∇φ·A
∣∣∣∣
Lie(HAc)⊥
) ∣∣∣−1
=
∫
HAc
Dφ
∣∣∣det
(
∇∗Ac∇A
∣∣∣∣
Lie(HAc )⊥
) ∣∣∣−1
= V (HAc)
∣∣∣det
(
∇∗Ac∇A
∣∣∣∣
Lie(HAc )⊥
)∣∣∣−1 (11)
where we have used (10) in the second line and∇∗Ac∇φ·A = (φ·)∇∗Ac∇A(φ·)−1 for φ ∈ HAc
in the third line. Since ∇∗Ac∇Ac is a positive operator we can discard the numerical
signs in (11) in the relevant case where A is close to Ac in A and arrive at the new
expression (2) for PAc(A)
−1 as promised.
The gauge-fixed functional integral (6) can now be written in a form which can
be perturbativey expanded. We expand the action functional around the classical
solution Ac as a polynomial in B ∈ Γ1 :
S(Ac +B) = S(Ac)+ < B , DAcB > +S
I
Ac(B) (12)
where DAc is a uniquely determined selfadjoint operator on Γ1. Substituting the
expression (2) for PAc(A)
−1 in (6) and writing the determinant as a formal integral
over independent anticommuting variables C , C¯ ∈ ker(∇Ac)⊥ leads to the following
expression for the gauge-fixed functional integral:
V (G0)V (HAc)−1 det(∼✷Ac)−1/2e−
1
α2
S(Ac)
×
∫
Im(∇Ac)⊥⊕ker(∇Ac)⊥⊕ker(∇Ac)⊥
D(αB)DC¯DC f(Ac + αB) exp
{
− < B ,DAcB > − < C¯ ,✷AcC > − 1
α2
SIAc(αB)− α < C¯ ,∇∗Ac [B,C] >
}
(13)
where ✷Ac = ∇∗Ac∇Ac and
∼
✷Ac denotes its restriction to the orthogonal complement
of its nullspace. In the Yang-Mills- and Chern-Simons gauge theories det(
∼
✷Ac) can
be given well-defined meaning via zeta-regularisation. The ghost propagator ✷−1Ac
is well-defined on ker(∇Ac)⊥. The gauge field propagator D−1Ac on Im(∇Ac)⊥ is well-
defined provided that Ac is isolated up to gauge transformations in the space C of
critical points for S. This follows from ker(DAc) = TAcC (which can be shown by a
general argument when the moduli space of C is smooth at the point represented by
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Ac) since in this case TAcC = TAc(G·Ac) = Im(∇Ac). Thus when Ac is isolated up to
gauge transformations the standard perturbative techniques may be applied to (13),
leading to a perturbative expansion of the form
V (G0)Zsc(α;Ac)
∞∑
V=0
αV IV (A
c) (14)
where I0(A
c) = f(Ac) and
Zsc(α;A
c) = V (HAc)
−1 det
( 1
piα2
D˜Ac
)−1/2
det(
∼
✷Ac)
1/2 e
− 1
α2
S(Ac) (15)
The V ’th term in (14) is the contribution from all the Feynman diagrams of order V .
The weak coupling limit of (14), V (G0)Zsc(α;Ac)f(Ac) , coincides with the contribu-
tion from Ac to the semiclassical approximation for (3) obtained from the invariant
integration method of A. Schwarz [5, App. II (9)]. This is reassuring since Schwarz’s
method does not use gauge fixing, unlike ours. This also indicates that (2) will allow
the relationship between the Faddeev-Popov determinant and the natural metric on
the orbit space of gauge fields, pointed out by O. Babelon and C.-M. Viallet [3] when
the considerations are restricted to irreducible gauge fields, to be extended to the
reducible case, although we will not pursue this here.
Application to Chern-Simons perturbation theory on compact 3-manifolds
Following [4] we consider perturbative expansion of the Chern-Simons partition
function
Z(M, k) =
1
V (G0)
∫
DAeikS(A) (16)
where
S(A) =
1
4pi
∫
M
Tr(A∧dA+ 2
3
A∧A∧A) . (17)
Here the spacetimeM is a closed oriented 3-manifold, and for simplicity P is assumed
trivial so the gauge fields A are g-valued 1-forms on M . Let Ac be an arbitrary flat
gauge field on M which is isolated up to gauge transformations, with flat covariant
derivative d = dA
c
= ⊕3q=0dAcq on the space Ω = Ω(M, g) = ⊕3q=0Ωq(M, g) of g-valued
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differential forms on M (so ∇Ac = dAc0 ), and let H(Ac) = ⊕3q=0Hq(Ac) denote its
cohomology. The requirement that Ac be isolated up to gauge transformations is
equivalent to H1(Ac) = 0.
We apply the gauge-fixing procedure of the preceding section to (16). In this case
we obtain the perturbative expansion
Z(M, k,Ac) = Zsc(M, k,A
c)
∑
V=0,2,4,...
( 1√
k
)V
IV (M,A
c) (18)
where I0(M, k,A
c) = 1 and
Zsc(M, k,A
c) = e−
ipi
4
η(∗d1)
(4piλg
k
)dimH0(Ac)/2
V (HAc)
−1 τ(M,Ac)1/2 (19)
In obtaining (19) we have used the results of [6]. Here < a, b >g= −λgTr(ab) and
τ(M,Ac) is the Ray-Singer torsion of Ac. The modulus of (19) is metric-independent
[7, §5]. The metric-dependent phase factor is discussed in [8, §2]. It has been verified
[9] for wide classes of 3-manifolds that the expression for the semiclassical approxi-
mation for Z(M, k) obtained from (19) coincides with the weak coupling (i.e. large
k) limit of the expressions for Z(M, k) obtained from Witten’s non-perturbative pre-
scription [8].
In [4] the perturbative expansion (18) was considered for irreducible Ac. The
results of the preceding section allow these considerations to be extended to reducible
Ac isolated up to gauge transformations (after suitable changes of variables in (13))
and the expressions for the coefficients IV (M,A
c) derived in [4] continue to hold:
IV (M,A
c) = 0 for V odd, and for V even [4, (3.54)–(3.55)]
IV (M,A
c) = cV
V∏
i=1
[ ∫
Mxi
faibici
∂
∂ja
i
(i)
∂
∂jb
i
(i)
∂
∂jc
i
(i)
]
Ltot(x1, . . . , xV )
3
2
V
= cV
∫
MV
TR
(
Ltot(x1, . . . , xV )
3
2
V
)
(20)
where cV = (2pii)
1
2
V ((3!)V (2!)
3
2
V V !(3
2
V )!)−1. Briefly, the notations are as follows (see
[4, §2–3] for the details)3. {ja} is an o.n.b. for g , [ja, jb] = fabcjc , ∂∂ja
(i)
is interior
3Here and throughout this section all repeated indices are to be summed over.
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multiplication by ja(i) , Lab(x, y) ∈ Ω2(Mx×My) (singular at x = y) is given by
(Lˆψ)a(x) =
∫
My
Lab(x, y) ∧ ψb(y) ψ = ψbjb ∈ Ω(M, g) (21)
where Lˆ : Ω(M, g)→ Ω(M, g) is given by
dLˆ = pid Lˆd = pid∗ (22)
pid and pid∗ are the projections onto the images of d and d
∗ , and finally
Ltot(x1, . . . , xV ) =
V∑
i,k=1
Lab(xi, xk)∧ja(i)∧jb(k) (23)
∈ Γ(Mx1 × · · ·×MxV ; Λ(⊕Vi=1(T ∗Mxi ⊕ gi))) .
We conclude this note by pointing out that the finiteness– and formal metric–
independence properties of the perturbative expansion (18) derived in [4] for irre-
ducible Ac continue to hold in the present context. With the point–splitting regulari-
sation of [4] the expression (20) for IV (M,A
c) is finite [4, theorem 4.2]. The argument
for this goes through for arbitrary flat Ac [4, §6 Remark II(i)]. The extension of the
metric–independence result of [4] to the present case is less obvious. It was shown
in [4, §5] that the expression (20) for IV (M,Ac) is formally metric–independent for
irreducible Ac. (A subsequent rigorous treatment [4, §5] [10], taking account of the
singularities in Ltot in the diagonals xi = xk , reveals an anomalous metric–dependent
phase). It was known to the authors of [4] that the formal metric–independence of
IV (M,A
c) continues to hold for reducible Ac [4, §6 Remark II(i)], but since an ar-
gument has not previously been provided in the literature we will give one here. A
rigorous treatment of the problem in the very general case where Ac is only required
to belong to a smooth component of the modulispace has recently been announced
and outlined by S. Axelrod [11]. However, the powerful new algebraic techniques out-
lined there are not necessary to show the formal metric–independence in the present
case. As we will see, this can be shown by much simpler means.
To show the formal metric-independence of (20) in the present case we need gen-
eralisations of the properties of the propagator derived in [4, §3]. The property (PL1)
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generalises to
dMx×MyLab(x, y) = (dMx + dMy)Lab(x, y) =
(
δabδ(x, y)− piab(x, y)
)
(24)
where piab(x, y) is obtained from the projection pi onto the harmonic forms in the same
way that Lab(x, y)was obtained from Lˆ (see (21)). Explicitly
4,
piab(x, y) =
∑
i
hai (x)h
b
i(y)V (M)
−1(vol(y)− vol(x)) (25)
where vol(x) and vol(y) are the volume forms on Mx and My respectively, considered
as elements in Ω3(Mx×My) , and {hi = hai ja} is a metric-independent basis for ker(d0)
chosen so that < hi(x), hk(x) >g= δik ∀x∈M . We decompose
Lab(x, y) = L
(0,2)
ab (x, y) + L
(1,1)
ab (x, y) + L
(2,0)
ab (x, y) (26)
piab(x, y) = pi
(0,3)
ab (x, y) + pi
(3,0)
ab (x, y) (27)
where Q(p,q)(x, y) ∈ Ω(Mx×My) denotes a form of degree p on Mx and degree q on
My. Using (24) we find that the generalisation of the key property (PL4) of [4, §3] is
δδgL
(1,1)
ab (x, y) = dMx×MyBab(x, y) (28)
for some B(x, y) ∈ Ω1(Mx×My, g⊗ g) of the form
Bab(x, y) = B
(0,1)
ab (x, y)−B(1,0)ba (x, y) (29)
together with
dMx
(
δδgL
(0,2)
ab (x, y)
)
= 0 , dMy
(
δδgL
(2,0)
ab (x, y)
)
= 0 . (30)
Here δg is a variation of the chosen metric g on M .
Now, repeating the calculation [4, (5.83)] gives in the present case
δδgIV (M,A
c) = −3
2
V (
3
2
V − 1)cV (I(1)V − I(2)V ) + 3V cV I(3)V (31)
4We are following the convention of [4, (3.53)].
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where
I
(1)
V =
∫
MV
TR
(
B
(0,1)
tot δ
g
tot(Ltot)
3
2
V−2
)
(32)
I
(2)
V =
∫
MV
TR
(
B
(0,1)
tot pitot(Ltot)
2
3
V−2
)
(33)
I
(3)
V =
∫
MV
TR
(
(δδgL
(0,2)
tot )(Ltot)
3
2
V−1
)
(34)
(The derivation uses Stoke’s theorem, and is therefore formal since Ltot(x1, . . . , xV ) is
not smooth onMV . At all other points here and below we are rigorous). The integral
I
(1)
V is the one appearing in the calculation of [4, §5], and vanishes by the argument
given there. The integrals I
(2)
V and I
(3)
V are new features of the present, more general
situation where Ac is reducible. The key to showing that they vanish is to note that
∫
M
fabch
aφb ∧ ψc = 0 ∀h ∈ ker(d0) , φ ∈ ker(d∗) , ψ ∈ Im(d∗) (35)
and
Lab(x, y) ∈ Im(d∗Mx) , Lab(x, y) ∈ Im(d∗My) (36)
The formula (35) follows from
∫
M φ
a ∧ ψa = 0 ∀φ ∈ ker(d∗) , ψ ∈ Im(d∗) together
with [h, ψ] ∈ Im(d∗) ∀h ∈ ker(d0) , ψ ∈ Im(d∗) , while (36) follows from (21) and (22).
To see that I
(3)
V vanishes note that it can be expanded as a sum of terms where each
term involves an integral of the form
∫
My
face(δδgL
(0,2)
ab (y, xi))Lcd(y, xj))Lef(y, xk) (37)
(There are also terms where Lcd(y, xj)Lef (y, xk) is replaced by Lce(y, y) in (37) but
these vanish since the integrand contains no 3-forms in y in this case). Because of
(30) and (36) it follows from (35) that (37) vanishes.
The argument for the vanishing of I
(2)
V is slightly more involved. Note that pitot =
pitot(x1, . . . , xV ) is given by a sum of terms as in (23), leading to an expression for I
(2)
V
as a sum of corresponding terms, each consisting of an integral over MV . A number
of these terms vanish for one of the following reasons:
(i) piab(x, x) = 0. (This follows from (25)).
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(ii) The integrand in the integral overMV (a differential form onMV ) is not of degree
3 in xi for all i = 1, . . . , V . (Then the integral over Mxi vanishes).
(iii) The term contains an integral of the form
∫
My
fabdh
a(y)Lbc(y, xi)Lde(y, xj) (38)
which vanishes by (35)–(36). The only terms which do not vanish due to (i), (ii) or
(iii) are those of the form
∫
Mz×Mxi×Mxj×Mxk×My
{
facdfbfph
a(y)B
(0,1)
bc (z, y)L
(2,0)
de (y, xi)
×Lfg(z, xj)Lpq(z, xk)Ψegq(xi, xj , xk)
}
(39)
or
∫
Mz×Mxi×Mxj×My
{
fadefbcgh
a(y)hb(z)vol(z)B
(0,1)
cd (z, y)
×L(2,0)ef (y, xi)Lgh(z, xj)Φfh(xi, xj)
}
(40)
To show that these vanish it suffices to show that
∫
My
facdh
a(y)B
(0,1)
bc (z, y)L
(2,0)
de (y, xi) ∈ ker((dMz)0) (41)
Then (39)–(40) vanish due to (35)–(36) (note for (40) that h(z)vol(z) ∈ ker(d∗Mz) ).
To show (41) we begin by noting that
∫
My
facdh
a(y)L
(1,1)
bc (z, y)L
(2,0)
de (y, xi) = 0 (42)
for the same reason that (38) vanished in (iii) above. Taking the metric-variation of
this gives
0 =
∫
My
facdh
a(y)(δδgL
(1,1)
bc (z, y))L
(2,0)
de (y, xi) +
∫
My
facdh
a(y)L
(1,1)
bc (z, y)δδgL
(2,0)
de (y, xi)
= dMz
∫
My
facdh
a(y)B
(0,1)
bc (z, y)L
(2,0)
de (y, xi) +
∫
My
facdh
a(y)L
(1,1)
bc (z, y)δδgL
(2,0)
de (y, xi)
(43)
where we have used (28)–(29). The first term in (43) belongs to Im(dMz) while the
second term belongs to Im(d∗Mz) because of (36). Since Im(d
∗) = ker(d)⊥ ⊆ Im(d)⊥
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it follows that both terms in (43) vanish individually; the vanishing of the first term
implies (41). This completes the argument for the formal metric–independence of
IV (M,A
c).
Conclusion
We carried out a more careful version of the Faddeev-Popov gauge-fixing proce-
dure for gauge theories quantised around a reducible classical solution Ac , finding
a new refined expression (2) for the Faddeev-Popov determinant. Unlike the usual
expression when Ac is reducible, the ghost propagator associated with this expres-
sion is well-defined. When Ac is isolated up to gauge transformations in the space
of classical solutions the gauge field propagator is also well-defined, and in this case
the standard perturbative techniques can be applied to the gauge-fixed functional
integrals. We applied this to the partition function of Chern-Simons gauge theory
on a general compact 3-manifold, showing that the previous results of S. Axelrod
and I. Singer on the finiteness– and formal metric–independence of the perturbation
series continue to hold for reducible Ac. This opens up the possibility of carrying out
explicit perturbative expansions of the Chern-Simons partition function for S3 and
lens spaces. Our expression for the lowest order term is consistent with the previously
calculated nonperturbative expressions [9] for the weak coupling (large k) limit of the
partition function.
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