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MATEMATIIKAN LAITOSTURUN YLIOPISTO
TURUN YLIOPISTOMatematiikan laitosHIETARINTA, LASSI: MuurahaisyhdyskuntaoptimointiPro gradu -tutkielma, 104 s., 3 liites.Sovellettu matematiikkaHelmikuu 2009Muurahaisyhdyskuntaoptimointi jäljittelee nimensä mukaisesti muurahaisten, eri-tyisesti ruokaa etsivien muurahaisten käyttäytymistä. Ruokaa etsivät muurahaisetjättävät käyttämilleen poluille feromoni-nimistä kemikaalia. Nämä feromonijäljetovat hyvin tärkeitä muurahaisten kommunikoinnissa. Myös muurahaisyhdyskun-taoptimoinnin menetelmissä feromonijäljet ovat tärkeässä osassa. Niiden avulla me-netelmät keskittyvät etsimään optimiratkaisua jo löydettyjen hyvien ratkaisujenlähettyviltä. Tämän tutkielman toisessa luvussa käsitellään muurahaisyhdyskunta-optimoinnin perustana olevaa muurahaisten käyttäytymistä sekä muurahaisyhdys-kuntaoptimoinnin menetelmien yleisiä piirteitä.Ensimmäiset kombinatoristen tehtävien ratkaisuun tarkoitetut muurahaisyhdyskun-taoptimoinnin menetelmät kehitettiin 1990-luvun alussa. Siitä lähtien on yritettykehittää myös jatkuvien tehtävien ratkaisuun soveltuvia muurahaisyhdyskuntaopti-moinnin menetelmiä. Ensimmäinen jatkuvien tehtävien ratkaisuun soveltuva muura-haisten käyttäytymiseen perustuva optimointimenetelmä onnistuttiin kehittämäänvuonna 1995 ja nykyään näitä menetelmiä on jo monia erilaisia. Tämän tutkiel-man kolmannessa luvussa esitellään kombinatorisille ja viidennessä luvussa jatkuvilletehtäville tarkoitettuja muurahaisyhdyskuntaoptimoinnin menetelmiä. Neljännessäluvussa esitetään niitä harvoja konvergenssitodistuksia, joita muurahaisyhdyskun-taoptimoinnin menetelmille on pystytty todistamaan.Koska jatkuville tehtäville on nykyään olemassa monia erilaisia muurahaisten käyt-täytymiseen perustuvia optimointimenetelmiä, ei voida helposti sanoa mikä menetel-mistä on paras. Menetelmien paremmuusjärjestys riippuu optimoitavasta funktiostaja menetelmissä käytettävien parametrien arvoista. Jatkuvien tehtävien optimoin-tiin tarkoitettujen muurahaisyhdyskuntaoptimoinnin menetelmien toimivuutta onvertailtu tämän tutkielman luvussa kuusi.Asiasanat: feromonijälki, jatkuva optimointitehtävä, muurahaisyhdyskuntaoptimoin-ti.
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1 JohdantoYleensä eteen tulevat ongelmat yritetään ratkaista parhaalla mahdollisel-la eli optimaalisella tavalla. Jotta arkipäivän ongelmia voitaisiin käsitellämatematiikan keinoin, pitää ongelmat jollain tavalla mallintaa matemaat-tisiksi optimointitehtäviksi. Tätä varten pitää valita esimerkiksi optimoin-titehtävän kohdefunktio, muuttujat ja arvot, joita muuttujat voivat saada.Optimointitehtävät ovat joko maksimointi- tai minimointitehtäviä riippuensiitä, halutaanko kohdefunktiolle mahdollisimman suuria vai pieniä arvoja.Muuttujien sallittujen arvojen perusteella optimointitehtävät voidaan jakaadiskreetteihin ja jatkuviin tehtäviin. Jos optimointitehtävän kaikki muuttujatkuvaavat esimerkiksi kappalemääriä, niin ne voivat saada vain ei-negatiivisiakokonaislukuarvoja eli muuttujien arvot pitää valita joukosta {0, 1, 2, ...}.Tällainen tehtävä kuuluu diskreetteihin optimointitehtäviin. Toinen esimerk-ki diskreeteistä optimointitehtävistä on tehtävä, jossa muuttujat voivat saa-da arvoja joukosta {0, 1}. Tällaista optimointitehtävää kutsutaan tarkem-min binääriseksi optimointitehtäväksi. Jos diskreetissä optimointitehtävässäkaikilla muuttujilla on äärellinen määrä sallittuja arvoja, kutsutaan tehtävääkombinatoriseksi optimointitehtäväksi. Binääriset optimointitehtävät kuulu-vat siis kombinatorisiin optimointitehtäviin. Jos optimointitehtävän kaikkimuuttujat kuvaavat esimerkiksi nestemääriä litroina, niin ne voivat saada ei-negatiivia reaaliarvoja eli muuttujien arvojen pitää vain olla suurempia kuin0. Tällainen tehtävä on esimerkki jatkuvasta optimointitehtävästä. On myösolemassa optimoinitehtäviä, joissa osa muuttujista voi saada esimerkiksi vaintiettyjä kokonaislukuarvoja ja loput muuttujista voivat saada arvoja tietyiltäreaalilukuväleiltä. Tällaisia tehtäviä kutsutaan sekalukuoptimointitehtäviksi.Kombinatoriset optimointitehtävät voitaisiin periaatteessa ratkaistakäymällä läpi kaikki tehtävän sallitut ratkaisut ja valitsemalla niistä paras.Yleensä sallittuja ratkaisuja on kuitenkin niin paljon, että niiden kaikkienläpi käyminen veisi kohtuuttomasti aikaa. Jos optimointitehtävä ei ole kom-binatorinen, ei kaikkia ratkaisuja voida edes periaattessa käydä läpi. Tällöinoptimiratkaisun löytämiseksi pitää käyttää jotain optimointialgoritmia. Opti-mointialgoritmeja on kehitetty valtava määrä eikä niitä voida asettaa yleiseenparemmuusjärjestykseen vaan ratkaistavasta tehtävästä riippuu, mikä algo-ritmi toimii hyvin ja mikä huonosti. Optimointialgoritmeja voidaan luokitellamonella eri tavalla. Ne voidaan esimerkiksi jakaa tarkkoihin ja likimääräisiin1
algoritmeihin.Tarkkojen algoritmien voidaan taata löytävän optimaalinen ratkaisu.Tämä on tietysti tavoiteltava ominaisuus, mutta optimointiongelman ol-lessa NP-vaikea (esimerkiksi [11] sisältää lisätietoa NP-vaikeista on-gelmista) tarkat algoritmit vaativat pahimmassa tapauksessa eksponen-tiaalisen laskenta-ajan. Näin ollen NP-vaikeille tehtäville tarkat algoritmitovat käytännössä käyttökelvottomia niiden vaatiman suuren laskenta-ajantakia.Algoritmien tehokkuuden parantamiseksi pitää optimaalisuusvaatimuk-sesta luopua. Näin tehdään likimääräisissä algoritmeissa, joissa pyritään saa-maan hyviä ratkaisuja polynomiaalisessa ajassa. Näitä algoritmeja kutsutaanusein heuristiikoiksi. Tarkoista algoritmeista saadaan likimääräisiä, kun nekeskeytetään esimerkiksi tietyn annetun ajan kuluttua. Likimääräiset algo-ritmit, joita ei saada tarkoista algoritmeista, voidaan jakaa kahteen luokkaan:rakentaviin ja korjaaviin menetelmiin.Rakentavissa algoritmeissa lisätään alunperin tyhjään ratkaisuun iteratii-visesti uusia komponentteja ja näin rakennetaan lopullinen ratkaisu. Raken-tavat algoritmit ovat tyypillisesti nopeimpia likimäärisiä algoritmeja, muttaniiden tuottamat ratkaisut ovat yleensä huonompia kuin korjaavien algorit-mien tuottamat ratkaisut.Korjaavissa menetelmissä aloitetaan jostain alkuratkaisusta ja sitäyritetään toistuvasti parantaa lokaaleilla muutoksilla. Käytännössä tämäsuoritetaan määräämällä mahdollisille ratkaisuille naapuriratkaisut. Naa-puriratkaisujen joukosta yritetään sitten löytää sen hetkistä ratkaisua parem-pi ratkaisu.Rakentavissa ja korjaavissa menetelmissä on kuitenkin heikkoutensa.Joko ne tuottavat vain vähäisen määrän eri ratkuisuja tai ne voivat tuottaaratkaisuina huonolaatuisia lokaaleja optimeja (toisin sanoen ratkaisuja, jotkaovat paikallisesti optimaalisia, mutta jäävät silti kauaksi tehtävän parhaas-ta ratkaisusta eli globaalista optimista, katso liite A). Metaheuristiikoissayritetään välttää näitä ongelmia.Edellä esitetyt jaottelut tehdään yleensä diskreettien optimointiteh-tävien ratkaisuun tarkoitetuille optimointialgoritmeille. Jatkuvien opti-mointitehtävien ratkaisuun tarkoitetut optimointialgoritmit jaetaan yleen-sä lokaalin ja globaalin optimoinnin menetelmiin. Metaheuristiikat kuulu-2
vat globaalin optimoinnin menetelmiin. Lokaalin optimoinnin menetelmätpäätyvät yleensä aloituspistettä lähimpänä olevaan lokaaliin optimiin (kat-so liite A). Lokaalin optimoinnin menetelmät voivat siis päätyä ratkaisuun,joka on optimointitehtävän huonolaatuinen lokaali optimi. Globaalin opti-moinnin menetelmät yrittävät välttää näitä huonolaatuisia lokaaleja mini-mejä. Tämä vaatii tietysti enemmän laskenta-aikaa kuin se, että tyydyt-täisiin ensimmäiseen löydettyyn lokaaliin optimiin. Joissain tapauksissa onkuitenkin tärkeää löytää globaali optimi. Tästä syystä globaalin optimoin-nin menetelmiä onkin kehitetty paljon. Menetelmien tehokkuutta voidaanparantaa kehittelemällä sellaisia menetelmiä, joilla ratkaistaan vain tietyn-tyyppisiä tehtäviä. Globaalin optimoinnin menetelmät voidaan vielä jakaadeterministisiin ja stokastisiin menetelmiin. Deterministisissä menetelmissäkäytetään yleensä hyväksi jotain erityisoletusta kohdefunktiosta. Ne on siisyleensä tarkoitettu tietyntyyppisten optimointitehtävien ratkaisuun. Kutennimestä voi päätellä stokastisissa menetelmissä käytetään jotenkin hyväksisatunnaisuutta.Toisin kuin heuristiikat, jotka ovat ongelmakohtaisia, metaheuristiikatovat yleisiä algoritmien runkoja, joita voidaan suhteellisen pienillä muun-noksilla käyttää monen tyyppisten tehtävien ratkaisuun. Metaheuristiikatvoidaankin ymmärtää yleisiksi heuristiikoiksi, jotka ohjaavat perustana ole-vaa heuristiikkaa kohti hakuavaruuden lupaavia alueita, joissa on hyviäratkaisuja. Metaheuristiikat ovatkin parantaneet huomattavasti kykyä löytäähyviä ratkaisuja vaikeille optimointiongelmille kohtuullisessa ajassa.Tässä tutkielmassa käsitellään muurahaisyhdyskuntaoptimointia (antcolony optimization), joka kuuluu metaheuristiikkojen laajaan joukkoon.Muita metaheuristiikkoja ovat muun muassa simuloitu jäähdytys [5, 19]ja tabuhaku [13, 14, 15]. Nimensä mukaisesti muurahaisyhdyskuntaopti-mointi jäljittelee muurahaisten käyttäytymistä ja käyttää sitä hyväkseenoptimoinnissa. Ensimmäisen muurahaisyhdyskuntaoptimoinnin menetelmänkehitti Marco Dorigo vuonna 1991 [10]. Tämä menetelmä on tarkoitet-tu kombinatoristen optimointitehtävien ratkaisemiseen. Samalla Dorigo loiniin sanotun muurahaisyhdyskuntaoptimoinnin rungon eli säännöt, jotkamuurahaisyhdyskuntaoptimoinnin menetelmien pitää täyttää. Dorigon jäl-keen monet muutkin kehittivät kombinatoristen optimointitehtävien rat-kaisuun tarkoitettuja muurahaisyhdyskuntaoptimoinnin menetelmiä (esi-3
merkiksi [4, 32]). Jatkuville ongelmille näiden menetelmien kehittäminenoli kuitenkin vaikeampaa. Ensimmäisen jatkuvien optimointitehtävien rat-kaisuun tarkoitetun muurahaisten käyttäytymiseen perustuvan menetelmänloivat George Bilchev ja Ian C. Parmee vuonna 1995 [2]. Menetelmän luojienmielestä he olivat kehittäneet ensimmäisen jatkuvien optimointitehtävienratkaisuun tarkoitetun muurahaisyhdyskuntaoptimoinnin menetelmän. Dori-go oli kuitenkin sitä mieltä, että tämä menetelmä ei ollut muurahaisyh-dyskuntaoptimoinnin menetelmä, koska se ei aivan täyttänyt muurahais-yhdyskuntaoptimoinnin rungon edellyttämiä vaatimuksia. Yksi syy tähänoli se, että Bilchevin ja Parmeen menetelmässä muurahaisilla oli pesä, jo-ta Dorigon säännöt eivät sallineet. Tämän jälkeen kehitettiin myös mui-ta muurahaisten käyttäytymiseen perustuvia jatkuvien optimointitehtävienratkaisuun tarkoitettuja menetelmiä, joista suurin osa ei täyttänyt Dorigonvaatimia ominaisuuksia (esimerkiksi [12, 26]). Dorigo itse kehitti KrzysztofSochan kanssa uuden optimointimenetelmän vuonna 2005 [30]. Tämä oliyksi ensimmäisistä jatkuvien optimointitehtävien ratkaisuun tarkoitetuistamenetelmistä, joka täytti Dorigon kehittämän muurahaisyhdyskuntaopti-moinnin rungon edellyttämät vaatimukset. Tämän jälkeenkin on kehitettyvain muutama Dorigon säännöt täysin täyttävä menetelmä, jolla voi ratkaistajatkuvia optimointitehtäviä (esimerkiksi [20, 21]).Tämän tutkielman toisessa luvussa perehdytään hieman muurahais-ten käyttäytymiseen ja esitellään muurahaisyhdyskuntaoptimoinnin pe-rusperiaatteita. Kolmannessa luvussa esitellään tärkeimpiä kombinatoris-ten optimointitehtävien ratkaisemiseen tarkoitettuja muurahaisyhdyskun-taoptimoinnin menetelmiä. Neljäs luku käsittelee kolmannessa luvussa esi-teltyjen menetelmien konvergenssiteoriaa. Viidennessä luvussa esitelläänjoitakin jatkuvien optimointitehtävien ratkaisemiseen tarkoitettuja muura-haisyhdyskuntaoptimoinnin menetelmiä. Samassa luvussa esitellään myösjoitakin muurahaisten käyttäytymiseen perustuvia jatkuvien optimointiteh-tävien ratkaisuun tarkoitettuja menetelmiä, jotka eivät kuitenkaan täysintäytä muurahaisyhdyskuntaoptimoinnin menetelmille asetettuja vaatimuk-sia. Kuudennessa eli viimeisessä luvussa verrataan viidennessä luvussa esi-teltyjen menetelmien toimivuutta optimoitaessa erilaisia testifunktioita.
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Kuva 2.1: Kaksoissiltakoe, jossa a) polut ovat yhtä pitkät (r = 1) ja b) polut ovateripituiset (r > 1).kuin toisen. Koska muurahaiset jättivät kävellessään polulle feremoneja, niinferomonien määrä toisella polulla kasvoi suuremmaksi kuin toisella. Tämätaas johti siihen, että suurimmassa osassa kokeista ajan myötä lähes kaikkimuurahaiset käyttivät samaa polkua ja vain muutamassa kokeessa molem-milla poluilla oli suunnilleen yhtä paljon liikennettä, vaikka polut olivatkinyhtä pitkiä.Toisessa kokeessa r = 2 (katso kuva 2.1 b)) eli toinen poluista on kaksikertaa niin pitkä kuin toinen. Samoin kuin ensimmäisessä kokeessa muu-rahaiset valitsivat alussa molemmat polut samalla todennäköisyydellä. Täl-lä kertaa lyhyemmän polun valinneet muurahaiset ehtivät ensin ruoan luo.Kun ne sitten palatessaan joutuivat taas valitsemaan kahden eri pituisen6
polun väliltä, niin lyhyemmällä polulla oli jo feromoneja, mutta pidemmälläei, koska aluksi pidemmän polun valinneet eivät olleet vielä ehtineet ruoanluo. Näin ollen pesälle palaavat muurahaiset valitsivat todennäköisemmin ly-hyemmän polun ja lyhyemmälle polulle alkoi kerääntyä enemmän feromonejakuin pitkälle. Kokeessa siis huomattiin, että ajan kuluessa suurin osa muu-rahaisista valitsi lyhyemmän polun. Toisaalta aina löytyi muutama muu-rahainen, joka valitsi pidemmän polun. Tämä voidaan tulkita eri polkujentutkimiseksi.On myös tehty koe, jossa muurahaisilla oli aluksi valittavanaan vain pitkäpolku ja 30:n minuutin kuluttua kokeen alusta lisättiin lyhyempi polku.Lyhyemmän polun tullessa muurahaisille mahdolliseksi pidemmällä polul-la oli jo feromoneja. Tämä johtaa siihen, että muurahaiset eivät kykenekäänlöytämään lyhyempää polkua. Jos feromonit haihtuisivat nopeammin, muu-rahaisilla olisi mahdollisuus unohtaa pidempi polku ja oppia optimaalinenpolku.2.1.2 Stokastinen malliArtikkeleissa [7, 17] on myös esitelty yksinkertainen stokastinen malli, jo-ka kuvaa muurahaisyhdyskunnan käyttäytymistä kaksoissiltakokeessa. Tässämallissa ψ muurahaista sekunnissa ylittää polkujen haarautumiskohdanvakionopeudella v cm/s ja jättää yhden yksikön feromonia käyttämälleenpolulle. Samoin kuin edellä lp on pidemmän polun pituus (senttimetreinä)ja ll lyhyemmän polun pituus (senttimetreinä). Nyt lyhyemmän polunkulkemiseen menee aikaa tl = llv ja pidemmän polun kulkemiseen tp = lpv =
lp
ll
· llv = r · tl. Feromonien määrää hetkellä t merkitään ϕai (t), missä i ∈ {1, 2}on polkujen haarautumiskohta ja a ∈ {l, p} on polku (l merkitsee lyhyt-tä ja p pitkää polkua). Feromonien määrä ϕai (t) on verrannollinen hetkeen


































j (t− r · tl) + ψp
p
i (t), (i = 1, j = 2 tai i = 2, j = 1). (2.2)Edellisten dierentiaaliyhtälöiden määräämää dynaamista systeemiä ontutkittu Monte Carlo menetelmällä [24]. Tulokset ovat hyvin samantapaisiakuin saatiin kaksoissiltakokeessakin ja niinhän pitäisikin olla.Tärkeää on huomata, että tässä mallissa muurahaiset jättävät feromone-ja sekä eteenpäin (pesältä ruoan luo) että taaksepäin (ruoan luota pesälle)kulkiessaan. Tämä onkin osoittautunut välttämättömäksi lyhimmän polunlöytämisen kannalta. Jos muurahaiset erittävät feromoneja vain eteenpäintai vain taaksepäin kulkiessaan, ne eivät kykene löytämään lyhintä polkua.2.2 Keinotekoiset muurahaisetKeinotekoisten muurahaisten pitää pystyä aluksi samaan kuin oikeat muu-rahaiset eli löytämään kaksoissiltakokeessa lyhimmän polun pesältään ruoanluo käyttämällä kommunikointiin feromoneja.2.2.1 Keinotekoiset muurahaiset ja kaksoissiltakoeEnsin kaksoissiltakoe pitää esittää graana (katso kuva 2.2 a)), jos-sa keinotekoiset muurahaiset liikkuvat. Oletetaan, että aika on diskreet-ti ja jokaisella aika-askeleella muurahaiset liikkuvat kohti naapurisolmuavakionopeudella yhden pituusyksikön yhdessä aikayksikössä. Oletetaan lisäk-si, että muurahaiset liikkuvat lyhyemmän polun yhdessä aikayksikössä.Liikkuessaan muurahaiset jättävät yhden yksikön feromonia käyttämälleenkaarelle. Kun käytetään samoja merkintöjä kuin edellä, saadaan tässä mallis-8













(2.3)Feromonien päivitys tapahtuu seuraavien kaavojen mukaisesti:
ϕli(t) = ϕ
l
i(t− 1) + pli(t− 1)mi(t− 1) + plj(t− 1)mj(t− 1),
ϕpi (t) = ϕ
p
i (t− 1) + p
p
i (t− 1)mi(t− 1) + p
p
j (t− r)mj(t− r),
(2.4)missä mi(t) on muurahaisten lukumäärä solmussa i hetkellä t ja se saadaanmuodossa
mi(t) = p
l







Kuva 2.2: Kaksoissiltakoe esitettynä graana, jossa a) pidempi kaari on r kertaaniin pitkä lyhyt kaari ja b) kaikki kaaret ovat yhtä pitkiä, mutta pidemmällä polullaon r (tässä tapauksessa r = 2) kaarta, kun lyhyemmällä polulla on vain yksi kaari.paljon feromoneja ja muurahaiset voivat jäädä kiertämään niihin. Vaik-ka muurahaiset pääsisivätkin jossain vaiheessa pois syklistä, feromonejakerääntyy silti syklin sisältävälle polulle. Näin ollen lyhyillä poluilla ei enääolekaan suhteessa paljon feromoneja. Yksinkertaisin ratkaisu tähän olisi se,että eteenpäin liikkuvat muurahaiset eivät jättäisi feromoneja. Näin ei voidakuitenkaan tehdä, koska kuten jo edellä todettiin muurahaiset eivät löydälyhintä tietä, jos ne jättävät feromoneja vain toiseen suuntaan liikkuessaan.Ongelma voidaan ratkaista lisäämällä keinotekoisille muurahaisilla ra-jallinen muisti. Rajallisen muistinsa avulla muurahaiset pystyvät muista-maan kulkemansa polun ja polulla käytettyjen kaarien pituudet. Rajallisenmuistin vuoksi muurahaisilla on kolme tärkeää ominaisuutta. Ensinnäkin nepystyvät rakentamaan ratkaisun käyttämällä feromonien määrään perustuviatodennäköisyyksiä jättämättä kuitenkaan feromoneja kulkiessaan eteenpäin.Toiseksi ne pystyvät palaamaan takaisin lähteelle samaa polkua kuin tuli-vat määränpäähän eliminoiden kuitenkin polulta syklit. Tälle syklittömällepolulle muurahaiset jättävät samalla feromoneja. Kolmanneksi ne pystyvätarvioimaan polkunsa pituuden ja tämän avulla päättämään paljonko fero-moneja polulleen jättävät.Edellä mainittuja keinotekoisten muurahaisten ominaisuuksia on käytet-ty toteutettaessa algoritmia, jota kutsutaan yksinkertaiseksi muurahaisyh-dyskuntaoptimoinniksi (simple ant colony optimization). Se on kuitenkinlähinnä vain hyvä työkalu muurahaisyhdyskuntaoptimoinnin perusmekanis-10
Lähde
MääränpääKuva 2.3: Esimerkki hieman monimutkaisemmasta graasta.mien selittämiseksi.Yksinkertaisessa muurahaisyhdyskuntaoptimoinnissa graan G = (N,A)jokaiseen kaareen (i, j) liitetään muuttuja τij, joka kuvaa feromonien määrääkaarella (i, j). Muuttujan τij arvo vähenee feromonien haihtumisen takiaja kasvaa aina, kun jokin muurahainen käyttää kaarta (i, j) kulkiessaantaaksepäin (eteenpäin liikkuvat muurahaiset eivät jätä feromoneja yksinker-taisessa muurahaisyhdyskuntaoptimoinnissa). Algoritmin suorituksen alussaasetetaan jokaiselle kaarelle (i, j) ∈ A vakiomäärä feromoneja, esimerkiksi









, jos j ∈ Nki ;
0, jos j /∈ Nki ; (2.6)missä Nki on solmun i naapurusto muurahaisen k ollessa solmussa i. Tässätapauksessa naapurustoon Nki kuuluvat ne solmut, joista graassa G =
(N,A) on kaari solmuun i, paitsi solmun i edeltäjä (se solmu, jossa muura-hainen k on käynyt juuri ennen solmua i). Tämä naapuruston Nki määritelmäjohtaa siihen, etteivät muurahaiset voi kulkea edestakaisin solmujen i ja j11
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Eliminoitu sykli





Kuva 2.4: Esimerkki miten syklin eliminointi toimii.väliä, mutta ne voivat kuitenkin muodostaa syklejä. Solmun i edeltäjä kuu-luu naapurustoon kuitenkin siinä tapauksessa, että muuten olisi Nki = φ elimuurahainen on joutunut umpikujaan.Muurahaiset liikkuvat solmusta toiseen käyttäen edellä esiteltyjä toden-näköisyyksiä kunnes pääsevät määränpäähän. Muurahaiset kuitenkin tulevatmääränpäähän eri aikoina, koska ne käyttävät eri pituisia polkuja.Päästyään määränpäähän muurahaiset lähtevät takaisin lähteeseensamaa polkua kuin tulivat kuitenkin elimoinoiden ensin syklit, joita saattoimuodostua niiden liikkuessa lähteestä määränpäähän. Syklit eliminoidaankäymällä ensin polun solmuja läpi lähde-solmusta alkaen. Kun ollaan sol-mussa l, joka on i:s solmu lähde-solmusta laskien, aletaan käydä polkua läpimääränpää-solmusta alkaen. Solmuja käydään läpi kunnes päästään solmuun
l, joka on nyt j:s solmu lähde-solmusta laskien. Aina on siis voimassa j ≥ i.Jos j > i, niin ollaan löydetty sykli, ja polulta voidaan poistaa alipolkupaikasta i + 1 paikkaan j. Näin menettelemällä syklit eliminoidaan samas-sa järjestyksessä kuin ne on muodostettu. Tästä johtuen pisimpiä syklejä eivälttämättä poisteta (katso kuva 2.4).12
Kulkiessaan syklitöntä polkua takaisin lähteeseen muurahainen k jät-tää käyttämilleen kaarille (i, j) määrän ∆τk feromonia. Feromonien määräkaarella (i, j) kasvaa siis seuraavasti:
τij ← τij + ∆τk. (2.7)Samalla todennäköisyys, että muurahaiset käyttävät myöhemminkin kaarta
(i, j) kasvaa.Kuinka sitten ∆τk valitaan? Yksinkertaisinta on valita se samaksi vakiok-si kaikille muurahaisille. Muurahaisten rajoitetun muistin takia on kuitenkinmahdollista valita ∆τk muurahaisen k polun pituuden funktioksi. Yleises-ti ottaen se valitaan ei-kasvavaksi polun pituuden funktioksi (esimerkiksi
∆τk = 1
Lk
, missä Lk on muurahaisen k käyttämän polun pituus).Yksinkertaisessa muurahaisyhdyskuntaoptimoinnissa käytetään myös fe-romonien haihtumista. Edellä ollaan todettu, että oikeiden muurahaistenkeskuudessa feromonien haihtumisella ei ole merkitystä, koska haihtumi-nen luonnossa on niin hidasta. Lyhimmän tien etsimisessä keinotekois-ten muurahaisten avulla asia on kuitenkin toisin. Feromonien haihtumi-nen estää liian nopean konvergoimisen kohti ei-optimaalista ratkaisua jaantaa keinotekoisille muurahaisille mahdollisuuden tutkia erilaisia polku-ja. Feromonien haihtuminen toteutetaan aina, kun jokainen muurahainenon liikkunnut seuraavan solmuun. Haihtuminen tapahtuu seuraavan kaavanmukaisesti:
τij ← (1− ρ)τij, ∀(i, j) ∈ A, (2.8)missä ρ ∈ (0, 1] on parametri. Feromonien haihtumisen jälkeen kaarillelisätään edellä esitetyn mukaisesti määrä ∆τk feromoneja.Yksinkertaisen muurahaisyhdyskuntaoptimoinnin toimivuutta on testat-tu erilaisilla graafeilla [11]. Testeissä on käytetty sekä tavallista kaksoissiltaa(kuva 2.2 b)) että laajennettua kaksoissiltaa (extended double bridge, kuva2.5). Jos muurahainen laajennetussa kaksoissillassa lähtee lähteestä ylem-pään osaan graaa, se ei voi sen jälkeen enää valita kuin yhden polun, jonkapituus on 8 ja joka ei ole optimaalinen. Jos taas muurahainen valitsee alem-man osan graaa, se voi löytää optimaalisen polun, jonka pituus on 5, mut-ta sen löytäminen vaatii monta oikeaa valintaa, koska alemmassa osassa onmyös monta pidempää polkua. 13
Lähde Määränpää
Kuva 2.5: Laajennettu kaksoissilta. Ylemmässä osassa on vain yksi mahdollinenpolku, jonka pituus on 8. Alemmassa osassa on kaksi optimaalista polkua, joidenpituus on 5, mutta siellä on myös monia muita pidempiä polkuja.Tavallisella kaksoissillalla on tehty kokeita, joissa on testattu kannattaakopäivityskaavassa (2.7) olevalle feromonien lisäykselle ∆τk käyttää muotoa
∆τk = vakio vai muotoa ∆τk = 1
Lk
, missä Lk on muurahaisen k käyttämänpolun pituus [11]. Näissä kokeissa on saatu huomattavasti parempia tulok-sia, kun on käytetty muotoa ∆τk = 1
Lk
. Samoissa kokeissa todettiin, ettälyhimmän tien etsimiseen käytettyjen muurahaisten määrä vaikutti saadunratkaisun laatuun. Muurahaisten määrä vaihteli kokeissa yhdestä 512:een.Mitä enemmän muurahaisia oli sitä pienempi osa kokeista päätyi kaksoissil-lan pidempään polkuun kunnes saavutettiin muurahaisten kriittinen määrä,josta lähtien kaikilla muurahaisten määrillä jokainen koe löysi kaksoissillanlyhyemmän polun. Kun kokeissa käytettiin feromonien lisäykselle muotoa
∆τk = 1
Lk
kriittinen muurahaisten määrä oli 8, kun se käytettäessä muotoa
∆τk = vakio oli 512. Muurahaisten määrää on siis turha kasvattaa kriittistämäärää suuremmaksi, koska tulokset eivät enää parane. Lisäksi kokeissa huo-mattiin, että käytettäessä kaavassa (2.6) parametrille α lähellä ykköstä oleviaarvoja saatiin parhaimpia tuloksia.Laajennetulla kaksoissillalla on tehty kokeita, joissa on testattu fero-monien haihtumisen merkitystä [11]. Kokeissa on käytetty kaavassa (2.8)parametrille ρ arvoja 0; 0,01 ja 0,1. Testauksessa saatiin parhaat tulokset,14
kun parametrille ρ käytettiin arvoa 0,01 ja selvästi huonoimmat, kun käytet-tiin arvoa 0.
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3 Muurahaisyhdyskuntaoptimointi ja kauppa-matkustajaongelmaUseimpia kombinatoriseen optimointiin tarkoitettuja muurahaisyhdyskun-taoptimoinnin menetelmiä on ensimmäisenä testattu kauppamatkus-tajaongelmalla. Tähän on muutamia syitä: kauppamatkustajaongel-ma on tärkeä NP-vaikea optimointiongelma, joka esiintyy monis-sa sovelluksissa; muurahaisyhdyskuntaoptimoinnin menetelmiä on help-po soveltaa kauppamatkustajaongelmaan ja optimointimenetelmän hyvääkäyttäytymistä kauppamatkustajaongelmassa pidetään yleensä todisteenamenetelmän käyttökelpoisuudesta. Näistä syistä muurahaisyhdyskuntaopti-moinnin menetelmät esitelläänkin kauppamatkustajaongelman avulla. En-nen varsinaisten menetelmien esittelyä esitellään siis kauppamatkustajaon-gelma.Kaikki muurahaisyhdyskuntaoptimoinnin menetelmät noudattavat tiet-tyä niille kehitettyä runkoa. Tämän rungon pohjalta voidaan luoda myösuusia menetelmiä. Näin ollen ennen varsinaisten menetelmien esittelyä, esi-tellään tämä algoritmien runko.3.1 KauppamatkustajaongelmaKauppamatkustajaongelmassa kotikaupungistaan lähtevä kauppamatkusta-ja haluaa löytää lyhimmän tien, kun hänen pitää matkallaan käydä tarkalleenkerran tietyissä kaupungeissa ja palata lopuksi kotikaupunkiinsa. Ongelmavoidaan esittää graana G = (N,A), jossa N on kaupunkeja esittävien sol-mujen joukko ja A on kaupunkeja yhdistäviä teitä esittävien kaarien joukko.Jokaiseen kaareen (i, j) ∈ A on liitetty arvo dij , joka on kaupunkien i ja





dπ(i)π(i+1) + dπ(n)π(1) (3.1)17
on pienin. Funktiosta f huomataan, että kaupunkien absoluuttisellajärjestyksellä ei ole merkitystä. Kun kaupunkeja on n kappaletta, on myös nkappaletta permutaatioita π, jotka antavat saman arvon funktiolle f . Es-imerkiksi jos n = 3, niin permutaatiot (1, 2, 3), (3, 1, 2) ja (2, 3, 1)antavat saman arvon funktiolle f . Näin ollen kauppamatkustajaongelmaaratkaistaessa ei ole merkitystä, mistä kaupungista ratkaiseminen aloitetaan.3.2 Muurahaisyhdyskuntaoptimoinnin menetelmien runkoMuurahaisyhdyskuntaoptimoinnin menetelmissä keinotekoiset muurahaisetrakentavat ratkaisun lisäämällä stokastisesti uusia komponentteja osarat-kaisuun. Esimerkiksi kauppamatkustajaongelmassa tämä tarkoittaa sitä, et-tä muurahaiset lähtevät jostakin kaupungista (solmusta) ja valitsevat tois-tuvasti stokastisesti seuraavan kaupungin (solmun) kunnes ovat käyneetjokaisessa kaupungissa (solmussa). Keinotekoiset muurahaiset valitsevat seu-raavaksi lisättävän komponentin feromonijälkien τ ja heuristisen informaa-tion η perusteella. Sekä feromonijälki että heuristinen informaatio voidaanliittää joko komponentteihin (τi ja ηi) tai komponenttien väliseen yhteyk-siin (τij ja ηij). Kauppamatkustajaongelman tapauksessa on todettu, ettäparhaat tulokset saadaan, kun τij esittää kaupungissa j käynnin houkuttele-vuutta heti kaupungin i jälkeen ja ηij = 1dij .Muurahaisyhdyskuntaoptimoinnin menetelmien runko voidaan esittääseuraavanlaisena pseudokoodina:procedure MuurahaisyhdyskuntaoptimointiToimintojenAjoitusRakennaMuurahaistenRatkaisutPäivitäFeromonitKeskitetytToiminnot %vapaaehtoinenend ToimintojenAjoitusend procedureMuurahaisyhdyskuntaoptimoinnissa on siis kolme proseduu-ria RakennaMuurahaistenRatkaisut, PäivitäFeromonit jaKeskitetytToiminnot, jotka ovat vuorovaikutuksessa keskenään.ToimintojenAjoitus hoitaa näiden proseduurien ajoituksen. Se eikuitenkaan määrää suoritetaanko proseduurit rinnakkain ja itsenäisesti18
vai käytetäänkö niihin jonkinlaista synkronointia. Näin ollen proseduuritvoidaan ajoittaa eri ongelmille eri tavalla.Proseduuri RakennaMuurahaistenRatkaisut hoitaa ratkaisujen rakenta-misen. Rakennettuaan ratkaisun keinotekoinen muurahainen laskee ratkaisunhyvyyden, jota sitten käytetään proseduurissa PäivitäFeromonit päät-tämään paljonko feromoneja lisätään. Proseduuri PäivitäFeromonit hoitaasekä feromonien lisäämisen että vähentämisen (haihtuminen). Vapaaehtoinenproseduuri KeskitetytToiminnot sisältää toiminnot, joita yksittäinen muu-rahainen ei voi suorittaa. Tälläinen toiminto on esimerkiksi lokaali haku,jota voidaan käyttää keinotekoisten muurahaisten rakentamien ratkaisujenparantamiseen.3.3 MuurahaisjärjestelmäMuurahaisyhdyskuntaoptimoinnin algoritmeista vanhin on Muurahaisjär-jestelmä (ant system). Siitä on kolme eri versiota: muurahaistiheys (ant-density), muurahaisrunsaus (ant-quantity) ja muurahaiskierto (ant-cycle).Kahdessa ensin mainitussa versiossa muurahaiset päivittävät feromoneja hetisiirryttyään kaupungista toiseen. Viimeksi mainitussa versiossa feromonitpäivitetään vasta, kun kaikki muurahaiset ovat rakentaneet ratkaisunsa.Nykyään muurahaisjärjestelmällä tarkoitetaan juuri muurahaiskiertoa, koskase tuottaa parempia ratkaisuja kuin kaksi muuta versiota.Käytettäessä muurahaisyhdyskuntaoptimoinnin algoritmeja kauppa-matkustajaongelmaan pitää jokaiselle kaarelle (i, j) ∈ A alustaa feromonijäl-ki τij = τ0. Tämä arvo ei saa olla liian pieni, jotta ensimmäisenä muodostetutratkaisut eivät tule myöhemmin valituiksi liian suurella todennäköisyydellä.Toisaalta tämä arvo ei saa myöskään olla liian suuri, koska muuten kestäämonta iteraatiota ennen kuin feromonijäljet eri kaarilla tulevat merkittävästieri suuruisiksi. Muurahaisjärjestelmän tapauksessa hyväksi arvoksi on todet-tu τ0 = mLl [11], missäm on muurahaisten määrä ja Ll on lähimmän naapurinmenetelmällä saadun kierroksen pituus eli funktion (3.1) arvo, kun π onlähimmän naapurin menetelmällä saatu permutaatio. Lähimmän naapurinmenetelmässä kaupungista i kuljetaan aina kaupunkiin j, joka on lähimpänäkaupunkia i ja jossa ei ole vielä käyty. Tätä menetelmää on helppo käyttää,mutta se ei yleensä tuota hyviä ratkaisuja, koska loppuvaiheessa kaupunkeja,joissa ei ole vielä käyty, on enää vähän ja niiden välimatkat saattavat olla19















, jos j ∈ Nki ;
0, jos j /∈ Nki ; (3.2)missä ηij = 1dij , α ja β ovat kaksi parametriä, jotka määrittelevät fero-monijäljen ja heuristisen informaation suhteellisen vaikutuksen sekä Nki onkaupungin i sallittu naapurusto muurahaisen k ollessa kaupungissa i eli tässätapauksessa Nki koostuu kaikista kaupungeista, joissa muurahainen k ei vieläole käynyt. Jos α = 0, käytetään ratkaisun rakentamisessa vain heurististainformaatiota ηij. Jos taas β = 0, käytetään ratkaisun rakentamisessa vainferomonijälkiä τij.Ratkaistaessa muurahaisjärjestelmällä kauppamatkustajaongelmaaparhaat tulokset on saatu [11], kun α = 1 ja β on vaihdellut arvosta 2 ar-voon 5. Myös muilla myöhemmin esiteltävillä menetelmillä, joissa käytetäänparametrejä α ja β, parhaat tulokset kauppamatkustajaongemalle on saatusamoilla parametrien α ja β arvoilla. Myös muurahaisten määrä m vaikuttaalopullisen ratkaisun laatuun. Kun kauppumatkustajaongelmaa ratkaistaanmuurahaisjärjestelmällä tai muilla myöhemmin tässä luvussa esiteltävillämenetelmillä, kannattaa hyvien tulosten saamiseksi valita m = n elleikyseisen menetelmän kohdalla toisin mainita. Muurahaisten määrää ei siiskannata valita liian suureksi, kuten luvun 2 lopussa kaksoissillan tapaukses-sa todettiin. Muurahaisten määrän kasvattaminen suuremmaksi ei sinänsäheikennä saatujen tulosten laatua, mutta laskenta-aika kasvaa.Muurahainen k säilyttää muistissaan Mk kaupungit, joissa se on käynytsekä näiden kaupunkien järjestyksen. Muistiaan muurahainen käyttää sal-litun naapuruston Nki määrittämiseen. Muistinsa avulla muurahainen myöslaskee rakentamansa kierroksen Kk pituuden ja palaa takaisin käyttämäänsäpolkua pitkin päivittäen samalla feromonijälkiä.20
Ratkaisujen rakentamiseen on kaksi eri tapaa: rinnakkainen ja peräkkäi-nen. Jos ratkaisut rakennetaan rinnakkain, kaikki muurahaiset rakentavatratkaisunsa yhtäaikaa. Jos taas ratkaisut rakennetaan peräkkäin, yksi muura-hainen kerrallaan rakentaa oman ratkaisunsa. Jos käytetään muurahaiskier-toa, ei ole merkitystä käytetäänkö rinnakkaista vai peräkkäistä tapaa, koskaferomonien päivitys tapahtuu vasta kaikkien muurahaisten rakennettua omatratkaisunsa. Kahdessa muussa muurahaisjärjestelmän versiossa feromonienpäivitys tapahtuu ratkaisun rakentamisen aikana, joten niissä ratkaisuihinvaikuttaa se, valitaanko rinnakkainen vai peräkkäinen ratkaisujen raken-tamistapa.3.3.2 Feromonijälkien päivittäminenKun muurahaiskierrossa kaikki muurahaiset ovat rakentaneet ratkaisunsa,päivitetään feromonijäljet. Ensin suoritetaan feromonien vähentäminen kai-kilta kaarilta. Tämä feromonien haihtuminen toteutetaan kaavalla (2.8) eli
τij ← (1− ρ)τij, ∀(i, j) ∈ A, (3.3)missä 0 < ρ ≤ 1 on feromonien haihtumisnopeus. Parametriä ρ käytetään es-tämään feromonien rajoittamaton kertyminen kaarille. Sen avulla algoritmivoi myös unohtaa aiemmin tehdyt huonot valinnat. Hyvien tulosten saavut-tamiseksi kauppamatkustajaongelmaa ratkaistaessa muurahaiskierrolla kan-nattaa käyttää arvoa ρ = 0,5 [11]. Feromonien haihtumisen jälkeen kaikkimuurahaiset jättävät feromoneja niille kaarille, joita ovat käyttäneet kier-roksellaan:









, jos kaari (i, j) kuuluu kierrokseen Kk;
0, muuten, (3.5)missä Q1 on vakio ja Lk on muurahaisen k rakentaman kierroksen Kk pi-tuus. Näin ollen mitä lyhyemmällä kierroksella kaari on ja mitä enemmänmuurahaisia käyttää kaarta sitä enemmän feromonia kaarelle lisätään.Myös muurahaistiheydessä ja muurahaisrunsaudessa feromonien haih-tuminen tapahtuu sen jälkeen, kun kaikki muurahaiset ovat rakentaneet21
ratkaisunsa ja se määritellään kuten muurahaiskierrossa eli kaavalla (3.3).Feromonien lisääminen kuitenkin tapahtuu näissä kahdessa versiossa heti,kun muurahainen on siirtynyt kaupungista toiseen. Lisäys tapahtuu kaavalla(3.4). Muurahaistiheydessä määritellään
∆τkij =
{
Q2, jos muurahainen k käyttää kaarta (i, j);





, jos muurahainen k käyttää kaarta (i, j);
0, muuten, (3.7)missä Q3 on vakio ja dij on kaupunkien i ja j välinen etäisyys.3.4 Elitistinen muurahaisjärjestelmäElitistisessä muurahaisjärjestelmässä (elitist ant system) painotetaan paras-ta tähän mennessä saatua ratkaisua (Kt) enemmän kuin muita. Käytettäessätätä menetelmää kauppamatkustajaongelmaan kannattaa asettaa τ0 = e+mρLl[11], missä m, ρ ja Ll ovat kuten aiemmin ja e on parametri, joka määrittäätähän mennessä parhaan ratkaisun painon. Tätä painoa käytetään feromo-nien päivityksessä, jotta feromonien lisäys parhaaseen tähän mennessä löy-dettyyn ratkaisuun kuuluvilla kaarilla on verrattaen suurempi kuin muihinratkaisuihin kuuluvilla kaarilla. Ratkaisu rakennetaan samoin kuin muura-haisjärjestelmässä (kaava (3.2)).3.4.1 Feromonijälkien päivittäminenMyös elitistisessä muurahaisjärjestelmässä feromonien haihtuminen to-teutetaan kaavalla (3.3). Kauppamatkustajaongelman tapauksessa kannat-taa tälläkin kertaa käyttää arvoa ρ = 0,5 [11]. Feromonien lisäys tapahtuuseuraavan kaavan mukaisesti:










Lt , jos kaari (i, j) kuuluu kierrokseen Kt;
0, muuten, (3.9)22
missä Q4 on vakio ja Lt on parhaan tähän mennessä löydetyn kierroksenpituus. Kauppamatkustajaongelmassa kannattaa asettaa e = n [11]. Ko-keellisesti on todettu [8, 9, 10], että sopivaa parametrin e arvoa käyttämäl-lä elitistinen muurahaisjärjestelmä antaa parempia tuloksia kuin tavallinenmuurahaisjärjestelmä.3.5 Järjestykseen perustuva muurahaisjärjestelmäJärjestykseen perustuvassa muurahaisjärjestelmässä (rank-based ant system)parhaan ratkaisun tähän mennessä rakentaneen muurahaisen lisäksi vain
w − 1 iteraation parasta ratkaisua rakentannutta muurahaista jättää fero-moneja. Tämä w onkin yksi menetelmän parametreista. Käytettäessä tätämenetelmää kauppamatkustajaongelmaan kannattaa asettaa τ0 = 0,5w(w−1)ρLl[11], missä käytetään samoja merkintöjä kuin ennenkin sekä parametrin warvoksi kannattaa asettaa 6. Myös tässä menetelmässä ratkaisu rakennetaansamoin kuin muurahaisjärjestelmässä (kaava (3.2)).3.5.1 Feromonijälkien päivittäminenMyös järjestykseen perustuvassa muurahaisjärjestelmässä feromonien haih-tuminen toteutetaan kaavalla (3.3). Kauppamatkustajaongelman tapaukses-sa kannattaa tällä kertaa käyttää arvoa ρ = 0,1 [11]. Ennen feromonienlisäystä muurahaiset järjestetään kierroksen pituuden mukaan kasvavaanjärjestykseen. Mitä pienempi muurahaisen järjestysluku r on sitä enemmänsen rakentamaa ratkaisua painotetaan. Jos muurahaisten rakentamat kier-rokset ovat yhtä pitkät, niiden järjestys päätetään satunnaisesti. Jokaisel-la iteraatiolla vain w − 1 parasta muurahaista ja tähän mennessä parhaanratkaisun rakentanut muurahainen jättävät feromoneja. Feromonien lisäystoteutetaan nyt seuraavalla kaavalla:
τij ← τij +
∑w−1
r=1 (w − r)∆τ rij + w∆τ tij , ∀(i, j) ∈ A, (3.10)missä ∆τ rij ja ∆τ tij saadaan vastaavasti kaavoista (3.5) ja (3.9). Kokeellisestion todettu [4], että järjestykseen perustuva muurahaisjärjestelmä antaa hie-man parempia ratkaisuja kuin elitistinen muurahaisjärjestelmä optimoitaessaeri kauppamatkustajaongelmia antaen molemmille menetelmille yhtä paljonlaskenta-aikaa. 23
3.6 MAX-MIN-muurahaisjärjestelmäMAX-MIN-muurahaisjärjestelmässä (MAX-MIN ant system) vain parhaan(joko parhaan tähän mennessä tai iteraation parhaan) ratkaisun löytänytmuurahainen jättää feromoneja. Tämä voi johtaa siihen, että kaikki muu-rahaiset rakentavat saman ratkaisun, koska feromoneja kerääntyy kaaril-le, joita parhaassa ratkaisussa käytetään. Tämän estämiseksi MAX-MIN-muurahaisjärjestelmässä feromonijälkien arvo on rajoitettu välille [τmin,
τmax]. Kauppamatkustajaongelman tapauksessa hyviksi arvoiksi on todettu
τmax =
1
ρLt ja τmin = τmax · 1− n√0,05(kesk−1)· n√0,05 , missä kesk on niiden vaihtoehtois-ten valintojen keskimääräinen määrä, jotka muurahaisella on joka askeleel-la rakentaessaan ratkaisua [32]. Lisäksi MAX-MIN-muurahaisjärjestelmässäasetetaan τ0 = τmax, missä aluksi Lt = Ll. Jos todennäköisyys jonkinratkaisun valitsemiseksi tulee liian suureksi tai jos parasta tähän mennessälöydettyä ratkaisua ei ole tietyssä määrässä peräkkäisiä iteraatioita onnistut-tu parantamaan, niin MAX-MIN-muurahaisjärjestelmässä kaikkien kaarien
(i, j) ∈ A feromonijäljet τij alustetaan uudelleen arvoksi τmax. Myös tässämenetelmässä ratkaisu rakennetaan samoin kuin muurahaisjärjestelmässä(kaava (3.2)).3.6.1 Feromonijälkien päivittäminenMyös MAX-MIN-muurahaisjärjestelmässä feromonien haihtuminentoteutetaan kaavalla (3.3). Kauppamatkustajaongelman tapaukses-sa kannattaa tällä kertaa käyttää arvoa ρ = 0,02 [11]. MAX-MIN-muurahaisjärjestelmän parametrejä on tutkittu enemmän artikkelissa [27].Feromonien lisäys toteutetaan nyt kaavalla
τij ← τij + ∆τ bij, ∀(i, j) ∈ A, (3.11)missä ∆τ bij = 1Lt tai ∆τ bij = 1Le ja Le on iteraation parhaan kierroksen pi-tuus. Mitä useammin käytetään parasta tähän mennessä löydettyä ratkaisuasitä nopeammin haku keskittyy lähelle ratkaisua Kt. Toisaalta mitä useam-min käytetään iteraation parasta ratkaisua sitä suuremmalle alueelle hakuulottuu. Pienille kauppamatkustajaongelmille (n ≤ 200) on todettu, ettäferomonijälkien päivityksessä kannattaa käyttää vain iteraatioiden parhaitaratkaisuja. Suuremmille kauppamatkustajaongelmille on taas todettu, että24
parempia tuloksia saadaan, kun parasta tähän mennessä löydettyä ratkaisuakäytetään sitä useammin mitä kauemmin algoritmia on suoritettu [11].3.6.2 Feromonijälkien rajatFeromonijälkien ala- ja ylärajasta (τmin ja τmax) seuraa, että todennäköisyy-det pij on rajoitettu välille [pmin, pmax], missä 0 < pmin ≤ pij ≤ pmax ≤1.
pmax = 1 vain, jos muurahaisella k on ainoastaan yksi mahdollisuus valitaseuraava kaupunki eli |Nki | = 1, mutta silloin myös pmin = 1.Voidaan osoittaa (katso Lemma 3.1.), että feromonijälkien yläraja τmaxei koskaan ylitä arvoa 1ρL∗ , missä L∗ on optimaalisen kierroksen pituus. Tästäjohtuen parametrille τmax käytetään arviota 1ρLt , joka päivitetään aina, kunlöydetään uusi tähän mennessä paras ratkaisu. Kokeellisesti on osoitettu [31],että feromonijälkien alarajalla τmin on ylärajaa τmax tärkeämpi rooli, kunhalutaan estää menetelmän jumittuminen epäoptimaaliseen ratkaisuun.3.6.3 Feromonijälkien alustaminen ja uudelleenalustaminenMAX-MIN-muurahaisjärjestelmässä feromonijäljet alustetaan arvoksi τmax.Tähän yhdistettynä pieni haihtumisnopeus ρ takaa sen, että algoritminsuorituksen alussa todennäköisyydet pij eivät poikkea paljon toisistaan.Jos jossain vaiheessa algoritmin suoritusta jonkin ratkaisun valitsemisentodennäköisyys tulee paljon suuremmaksi kuin muiden, feromonijäljet τijuudelleenalustetaan arvoksi τmax. Tämä johtaa taas siihen, että kaikki toden-näköisyydet pij ovat yhtä suuria. Uudelleenalustus tehdään myös, jos paras-ta tähän mennessä löydettyä ratkaisua ei ole tietyssä määrässä peräkkäisiäiteraatioita onnistuttu parantamaan. Uudelleenalustus johtaa siihen, että fe-romonien lisäämisessä voidaan käyttää myös parasta ratkaisua, joka on löy-detty viimeisen uudelleenalustuksen jälkeen [31, 32].3.7 MuurahaisyhdyskuntajärjestelmäMuurahaisyhdyskuntajärjestelmässä (ant colony system) ei ratkaisuja raken-nettaessa käytetäkään kaavaa (3.2) kuten kaikissa muissa tähän men-nessä esitellyissä menetelmissä. Tämä menetelmä eroaa edellä esitellyistämenetelmistä myös siinä, että ratkaistaessa kauppamatkustajaongelmaa, jos-sa n > 10, ei kannatakaan valita m = n vaan m = 10 [11].25
3.7.1 Ratkaisujen rakentaminenKun muurahainen k on muurahaisyhdyskuntajärjestelmässä kaupungissa i,kaupunki j, johon se seuraavaksi siirtyy, valitaan seuraavan säännön mukaan:
j =
{ argmaxl∈Nki {τil · ηβil}, jos p ≤ q0;
J, jos p > q0; (3.12)missä p on tasaisesti välille [0,1] jakautunut satunnaismuuttuja, q0 (0 ≤ q0 ≤
1) on parametri ja J on satunnaismuuttuja yhtälön (3.2) mukaisesta toden-näköisyysjakaumasta (jossa α = 1). Muurahainen valitsee siis todennäköisyy-dellä q0 feromonijälkien ja heuristisen informaation kannalta parhaan mah-dollisen kaupungin j.3.7.2 Globaali feromonijälkien päivittäminenMuurahaisyhdyskuntajärjestelmässä vain muurahainen, joka on löytänyttähän mennessä parhaan ratkaisun, jättää feromoneja jokaisen iteraation jäl-keen. Feromonien päivitys toteutetaan seuraavalla kaavalla:
τij ← (1− ρ)τij + ρ∆τ tij, ∀(i, j) ∈ Kt, (3.13)missä ρ (0 < ρ ≤ 1) on parametri ja ∆τ tij = 1Lt . Kauppamatkustajaongelmantapauksessa kannattaa tällä menetelmällä käyttää arvoa ρ = 0,1 [11]. Kutenkaavasta (3.13) huomataan, feromonien haihtumista ei nyt tapahdu kaikillakaarilla, mikä vähentää laskenta-aikaa. Tästä kaavasta nähdään myös, ettäuusi feromonijälki on vanhan feromonijäljen ja lisätyn feromonin määränpainotettu keskiarvo.3.7.3 Lokaali feromonijälkien päivittäminenGlobaalin feromonijälkien päivittämisen lisäksi muurahaisyhdyskuntajär-jestelmässä käytetään lokaalia feromonijälkien päivittämistä. Muurahaisettoteuttavat lokaalin feromonijälkien päivityksen samaan aikaan, kun raken-tavat ratkaisua. Muurahaisen siirryttyä kaupungista i kaupunkiin j tapahtuupäivitys kaavalla
τij ← (1− ξ)τij + ξτ0, (3.14)missä 0 < ξ < 1 ja τ0 ovat parametrejä. Muurahaisyhdyskuntamenetelmässäparametriä τ0 käytetään siis sekä feromonijälkien alustukseen että niiden26
päivittämiseen. Kauppamatkustajaongelmassa hyviksi arvoiksi on todettu ξ= 0,1 ja τ0 = 1nLl [11]. Lokaali feromonijälkien päivittäminen ei ainakaanlisää feromonien määrää kaarilla (i, j), joita muurahaiset käyttävät. Tämäestää menetelmää jumittumasta epäoptimaalisiin ratkaisuihin. Lokaalin fe-romonijälkien päivittämisen takia myös sillä, rakennetaanko ratkaisut rin-nakkain vai peräkkäin, on merkitystä menetelmän käyttäytymisen kannalta.Kummankaan tavan paremmuudelle ei kuitenkaan ole kokeellisia todisteita.Muurahaisyhdyskuntajärjestelmä perustuu menetelmään nimeltämuurahais-Q (ant-Q, [9]). Käytännössä näiden kahden menetelmän ai-noa ero on kaavassa (3.14) parametrin τ0 määrittelyssä. Muurahais-Q:ssamääritellään τ0 = γ · maxj∈Nki {τij}, missä γ on parametri. On kuitenkintodettu, että muurahaisyhdyskuntajärjestelmän yksinkertaisempi päi-vityskaava antaa suunnilleen yhtä hyviä tuloksia kuin muurahais-Q:npäivityskaavalla saadut tulokset. Näin ollen muurahais-Q:n käytöstä onluovuttu.Myös muurahaisyhdyskuntajärjestelmässä feromonijälkien arvoilla onala- ja yläraja kuten MAX-MIN-muurahaisjärjestelmässä. Muurahaisyhdys-kuntajärjestelmässä näitä rajoja ei kuitenkaan esitetä eksplisiittisesti. Päivi-tyskaavoista (3.13) ja (3.14) seuraa, että feromonijäljet τij eivät voi koskaanolla pienempiä kuin τ0. Toisaalta kuten jo MAX-MIN-muurahaisjärjestelmänkohdalla todettiin, ei mikään τij voi koskaan ylittää arvoa 1ρL∗ . Näin ollen
τ0 ≤ τij ≤ 1ρL∗ . Kokeellisesti on todettu, että tässä esitellyistä menetelmistäMAX-MIN-muurahaisjärjestelmä ja muurahaisyhdyskuntajärjestelmä anta-vat parhaat tulokset [11].3.7.4 KandidaattilistatMuurahaisyhdyskuntajärjestelmä oli ensimmäinen muurahaisyhdyskuntaop-timoinnin algoritmi, jossa käytettiin kandidaattilistoja. Kandidaattilistatsisältävät tietyn määrän jonkin heuristisen informaation suhteen parhaitamahdollisia valintoja. Kauppamatkustajaongelman tapauksessa kandidaat-tilistat sisältävät jokaisessa kaupungissa i ne kaupungit j, joihin on lyhinmatka. Muurahainen valitseekin seuraavan kaupungin kaupungeista, jotkaovat kandidaattilistalla eikä kaikista kaupungeista, jotka ovat sallittuja naa-pureita. Vain siinä tapauksessa, että muurahainen k on jo käynyt kaikissakaupungeissa, jotka ovat sen nykyisen kaupungin i kandidaattilistalla, valit-27

























i + 1i + 1
Kuva 3.1: Esimerkkejä eri lokaalin haun menetelmistä. Vasemmalla on alkuperäi-nen ratkaisu ja oikealla a) 2-opt-menetelmällä löydetty ratkaisu, jossa kaaret (i1, i2)ja (i3, i4) on korvattu kaarilla (i1, i3) ja (i2, i4), b) 2,5-opt-menetelmällä löydet-ty ratkaisu, jossa kaupunkien i ja i + 1 väliin on asetettu kaupunki j, c) 3-opt-menetelmällä löydetty ratkaisu, jossa kaaret (i1, i2), (i3, i4) ja (i5, i6) on korvattukaarilla (i1, i4), (i5, i2) ja (i3, i6). Jokaisessa kohdassa ratkaisu siis hyväksytään, josmuodostettu ratkaisu on parempi kuin alkuperäinen.myös olla, että edellä eri menetelmien kohdalla esitetyt hyvät parametrienarvot eivät lokaalia hakua käytettäessä olekaan enää hyviä [11].Kun käytetään muurahaisyhdyskuntaoptimoinnin menetelmiä ilmanlokaalia hakua, on heuristinen informaatio tärkeää hyvien ratkaisujenlöytämiseksi. Testeissä on kuitenkin todettu, että kun lokaali haku lisätään29
mukaan muurahaisyhdyskuntaoptimoinnin menetelmään, heuristinen infor-maatio menettää merkityksensä. Jossain tapauksissa on jopa saatu parempiatuloksia, kun heuristista informaatiota ei ole käytetty. Käytettäessä lokaaliahakua voidaan siis asettaa β = 0 ja saadaan silti hyviä tuloksia.
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, jos j ∈ Nki ;
0, jos j /∈ Nki ; (4.1)missä käytetään samoja merkintöjä kuin aikaisemmin.Arvokonvergenssitodistuksessa oletetaan, että kaikilla kaarilla (i, j) ∈ Aferomonijäljet τij alustetaan arvoksi τ0 ja että feromonien haihtuminen to-teutetaan kaavalla (3.3) eli
τij ← (1− ρ)τij, ∀(i, j) ∈ A, (4.2)missä 0 < ρ ≤ 1. Feromonien lisäys taas hoidetaan kaavalla
τij ← τij + qf (st), ∀(i, j) ∈ st, (4.3)31
missä qf (s) on jokin tnessfunktio, jonka arvo on sitä suurempi mitä parem-pi ratkaisu s on, ja st paras tähän mennessä saatu ratkaisu. Esimerkiksikauppamatkustajaongelmassa voidaan valita qf (Kk) = 1Lk , missä Kk ja Lkovat kuten aiemmin. Feromonijäljillä τij oletetaan vielä olevan muuttuma-ton alaraja τmin, jolle on voimassa τmin < qf (s∗), missä s∗ on optimaali-nen ratkaisu. Ratkaisukonvergenssitodistuksessa käytetään feromonien päi-vityksen suhteen muuten samoja oletuksia kuin arvokonvergenssitodistuk-sessa paitsi, että feromonijälkien τij alaraja τmin(t) riippuu ajanhetkestä t.Todistuksissa käytetään myös merkintää θ, joka tarkoittaa nykyisen iteraa-tion indeksiä.4.2 ArvokonvergenssiEnnen arvokonvergenssin todistamista menetelmille, jotka toteuttavat edelläesitetyt oletukset, todistetaan kaksi lemmaa, joita sitten käytetään avuksiarvokonvergenssitodistuksessa.Lemma 4.1. Kaikilla kaarilla (i, j) ∈ A feromonijäljille τij pätee
lim
θ→∞




.Todistus: Suurin mahdollinen feromonien määrä, joka lisätään jokaisellekaarelle (i, j) ∈ A jokaisella iteraatiolla, on kaavan (4.3) mukaan qf (s∗).Näin ollen kaavojen (4.2) ja (4.3) perusteella suurin mahdollinen feromonienmäärä ensimmäisen iteraation jälkeen kaarella (i, j) on (1− ρ)τ0 + qf(s∗) jatoisen iteraation jälkeen (1 − ρ)[(1 − ρ)τ0 + qf (s∗)] + qf (s∗) = (1 − ρ)2τ0 +
(1−ρ)qf (s∗)+ qf (s∗) ja niin edelleen. Iteraation θ jälkeen feromonien määräkaarella (i, j) on siis korkeintaan




(1− ρ)θ−iqf (s∗).Koska 0 < ρ ≤ 1, niin saadaan















Todistus: Olkoon θ∗ iteraatio, jolla optimaalinen ratkaisu s∗ ensim-mäisen kerran löydetään. Kun tarkastellaan iteraatiota θ ≥ θ∗ ja kaaria
(i, j) ∈ s∗, saadaan







(1− ρ)θ−iqf (s∗).Raja-arvona kaarilla (i, j) ∈ s∗ saadaan nyt
τmax = limθ→∞ τij(θ) =
qf (s
∗)
ρ . Nyt siis kaikkien kaarien (i, j) ∈ A feromonijäljillä τij on yläraja qf (s∗)ρ ,jota kaarien (i, j) ∈ s∗ feromonijäljet τij lähestyvät asymptoottisesti.Lause 4.3. (Arvokonvergenssi) Olkoon P ∗(θ) todennäköisyys, että algorit-mi löytää optimaalisen ratkaisun ainakin kerran θ:n ensimmäisen iteraationaikana. Mielivaltaisen pienelle ε > 0 ja riittävän suurelle θ pätee tällöin
P ∗(θ) ≥ 1− ε,ja
lim
θ→∞
P ∗(θ) = 1.Todistus: Koska jokaisella kaarella (i, j) ∈ A feromonijäljen arvoa ra-joittavat alaraja τmin ja yläraja τmax, niin käytettäessä ratkaisujen raken-tamiseen kaavaa (4.1) jokainen sallittu valinta tehdään vähintään toden-näköisyydellä pmin > 0. Todennäköisyydelle pmin saadaan seuraava alara-ja:
pmin ≥ p̂min =
ταmin
(n − 1)ταmax + ταmin
,missä n on graassa G olevien solmujen määrä. Todennäköisyys p̂minsaavutettaisiin, jos yhdellä solmusta lähtevällä kaarella (i, j) on feromoni-jäljen τij arvo τmin ja kaikkiin loppuihin solmuihin (myös itseensä) johtavil-la kaarilla (i, j) feromonijäljen τij arvo on τmax. Nyt kaikkien ratkaisujen,myös minkä tahansa optimaalisen ratkaisun s∗, rakentamisen todennäköisyyson vähintään (p̂min)Nc > 0, missä Nc on ratkaisuun kuuluvien solmujenenimmäismäärä. Koska riittää, että yksikin muurahainen löytää optimaalisenratkaisun s∗, niin
P ∗(θ) ≥ 1− (1− p̂Ncmin)θ.33
Kun nyt valitaan riittävän suuri θ, niin
P ∗(θ) ≥ 1− ε.Raja-arvona saadaan
lim
θ→∞
P ∗(θ) ≥ 1.Mutta koska P ∗(θ) tarkoittaa todennäköisyyttä, niin 0 ≤ P ∗(θ) ≤ 1. Näinollen
limθ→∞ P ∗(θ) = 1. 4.3 RatkaisukonvergenssiRatkaisukonvergenssin todistuksessa avainasemassa on feromonijälkien τijalarajan τmin(θ) arvon väheneminen kohti nollaa ajan kuluessa. Tämä alara-jan arvo ei saa kuitenkaan vähetä liian nopeasti, jotta lopulta löydetään op-timaalinen ratkaisu. Ennen ratkaisukonvergenssin todistamista osoitetaan,että alarajan τmin(θ) vähetessä sopivalla vauhdilla löydetään optimaalinenratkaisu jossain vaiheessa todennäköisyydellä 1.Lause 4.4. Olkoon feromonijälkien alaraja
τmin(θ) =
d
ln(θ+1) , ∀θ ≥ 1,missä d on vakio. Olkoon P ∗(θ) todennäköisyys, että algoritmi löytää opti-maalisen ratkaisun ainakin kerran θ:n ensimmäisen iteraation aikana. Täl-löin pätee
lim
θ→∞
P ∗(θ) = 1.Todistus: Olkoon Tθ sellainen tapaus, että iteraatio θ on ensimmäineniteraatio, jolla jokin optimaalinen ratkaisu löydetään. Nyt tapaus ∧∞θ=1 ¬Tθtarkoittaa, että mitään optimaalista ratkaisua ei löydetä millään iteraatiolla.Olkoon s∗ jokin mielivaltainen optimaalinen ratkaisu. Tällöin tapauksesta
∧∞







≤ P (ratkaisua s∗ ei löydetä koskaan). (4.4)Kun käytetään samoja merkintöjä kuin lauseessa 4.3, saadaan
pmin ≥ p̂min(θ) =
ταmin(θ)






Nyt alaraja sille, että muurahainen k rakentaa optimaalisen ratkaisun s∗, on
(p̂′min(θ))
Nc , missä Nc on ratkaisuun kuuluvien solmujen enimmäismäärä.Tämä alaraja on riippumaton siitä, mitä on tapahtunut ennen iteraatiota θ.Näin ollen saadaan







































































(4.7)Toisaalta jokaiselle vakiolle δ > 0 ja riittävän suurelle x on voimassa (lnx)i ≤
δ · x ja näin ollen δ
(ln x)i















































Kun vielä muistetaan, että limθ→∞ P ∗(θ) = 1 − P (∧∞θ=1 ¬Tθ), saadaan lo-pulta
limθ→∞ P ∗(θ) = 1. Todistetaan vielä ennen ratkaisukonvergenssin todistamista yksi lemma,jota sitten hyödynnetään ratkaisukonvergenssin todistamisessa.Lemma 4.5. Olkoon feromonijälkien alaraja
τmin(θ) =
d
ln(θ+1) , ∀θ ≥ 1,missä d on vakio. Kun optimaalinen ratkaisu s∗ on löydetty, jokaisellekaarelle (i, j) /∈ s∗ pätee
lim
θ→∞
τij(θ) = 0.Todistus: Olkoon θ∗ taas ensimmäinen iteraatio, jolla optimaalinenratkaisu s∗ löydetään. Kaarille (i, j) /∈ s∗ ei iteraation θ∗ jälkeen enäälisätä feromoneja. Näin ollen näillä kaarilla feromonien määrä vähenee fe-romonien haihtumisen vuoksi. Kaarilla (i, j) /∈ s∗ saadaan siis τij(θ∗ + 1) =




∗)}. Kun muistetaan lemman oletus ja se, että 0 < ρ ≤ 1, saadaan









= max {0, 0} = 0. Lause 4.6. (Ratkaisukonvergenssi) Olkoon feromonijälkien alaraja
τmin(θ) =
d
ln(θ+1) , ∀θ ≥ 1,missä d on vakio. Olkoon θ∗ ensimmäinen iteraatio, jolla optimaalinenratkaisu s∗ löydetään, ja P (s∗, θ, k) todennäköisyys, että mielivaltainen muu-rahainen k rakentaa optimaalisen ratkaisun s∗ iteraatiolla θ > θ∗. Tällöinpätee
lim
θ→∞

































α = 1.Tämä tarkoittaa sitä, että jokainen muurahainen tekee jokaisessa solmussalopulta optimaalisen valinnan todennäköisyydellä 1. Näin ollen















, jos j ∈ Nki ;
0, jos j /∈ Nki . (4.9)Heuristisen informaation käyttö vaikuttaa todennäköisyyden pmin alarajoi-hin. Jos kuitenkin 0 < ηij <∞ jokaisella kaarella (i, j) ja β <∞, ei heuris-tisen informaation käyttö vaikuta edellä esitettyihin konvergenssitodistuk-siin. Näin ollen arvo- ja ratkaisukonvergenssi pysyvät voimassa, vaikka nii-den oletuksiin lisättäisiinkin sekä lokaali haku että heuristinen informaatio.37
4.5 Joidenkin muurahaisyhdyskuntaoptimoinnin menetel-mien konvergenssiVaikka suoraan ei nähdä minkään aiemmin esitetyn muurahaisyhdyskun-taoptimoinnin menetelmän täyttävän arvo- tai ratkaisukonvergenssin todis-tuksissa vaadittuja oletuksia, niin lähemmän tarkastelun jälkeen huomataanjoidenkin menetelmien kuitenkin täyttävän ne.4.5.1 MAX-MIN-muurahaisjärjestelmäMAX-MIN-muurahaisjärjestelmässä on oikeastaan vain kaksi pientä eroaarvokonvergenssin todistuksessa käytettyihin oletuksiin. Ensinnäkin MAX-MIN-muurahaisjärjestelmässä käytetään eksplisiittistä arvoa τmax, kuntaas arvokonvergenssin kohdalla tämä arvo oli implisiittinen. MAX-MIN-muurahaisjärjestelmässä käytetty eksplisiittinen arvo on kuitenkin arvio ole-tuksissa käytetylle implisiittiselle arvolle. Eksplisiittinen arvo on korkeintaanimplisiittisen arvon suuruinen ja lähestyy tätä koko ajan. Tämä eksplisiitti-nen ylärajan arvo ei mitenkään vaikuta yhteenkään edellä esitettyyn todis-tukseen.MAX-MIN-muurahaisjärjestelmässä voidaan käyttää feromonijälkienpäivitykseen tähän mennessä parhaan ratkaisun sijaan iteraation paras-ta ratkaisua. Kuten aikaisemmin on todettu (luku 3.6) kannattaa algo-ritmin suorituksen edetessä käyttää yhä useammin päivitykseen tähänmennessä parasta ratkaisua, kunnes lopulta käytetään vain tähän men-nessä parasta ratkaisua. Tämäkään eroavaisuus ei siis vaikuta arvokon-vergenssiin. Näin ollen MAX-MIN-muurahaisjärjestelmälle arvokonvergenssion voimassa. Jos lisäksi feromonijäljen alarajalle käytetään samaa kaavaakuin lauseessa 4.6, saadaan myös ratkaisukonvergenssi voimaan MAX-MIN-muurahaisjärjestelmässä.4.5.2 MuurahaisyhdyskuntajärjestelmäMuurahaisyhdyskuntajärjestelmä eroaa kolmella tavalla arvokonvergenssintodistuksessa käytetyistä oletuksista. Ensinnäkin muurahaisyhdyskuntajär-jestelmässä käytetään eri sääntöä ratkaisujen rakentamiseen (kaava (3.12))kuin arvokonvergenssin todistuksessa on oletettu. Toiseksi muurahaisyh-dyskuntajärjestelmässä ei feromonien haihtumista toteuteta kaikilla kaa-38
rilla (i, j) ∈ A vaan ainoastaan kaarilla, jotka kuuluvat tähän men-nessä parhaaseen ratkaisuun. Kolmas ero on se, että muurahaisyhdyskun-tajärjestelmässä käytetään lokaalia feromonijälkien päivittämistä, joka to-teutetaan heti, kun muurahainen on liikkunut kaarella (i, j).Esiteltäessä muurahaisyhdyskuntajärjestelmää todettiin, että siinä onferomonijäljillä τij implisiittinen alaraja τ0 ja myös implisiittinen yläraja.Oletetaan, että kaari (i, j) ei ole feromonijälkien ja heuristisen informaa-tion kannalta paras mahdollinen valinta. Kun vielä muurahaisyhdyskunta-järjestelmässä käytetylle parametrille q0 pätee 0 < q0 < 1, saadaan kaaren
(i, j) valinnan todennäköisyydelle alaraja (1 − q0) · p̂min. Jos kaari (i, j) onferomonijälkien ja heuristisen informaation kannalta paras mahdollinen va-linta, niin todennäköisyys, että se valitaan on q0. Nyt kaikkien kaarien va-litsemistodennäköisyys on suurempi kuin 0 ja arvokonvergenssin todistustavoidaan soveltaa muurahaisyhdyskuntajärjestelmään.Ratkaisukonvergensissa vaadittiin, että feromonijäljillä τij on ajasta
t riippuva alaraja. Muurahaisyhdyskuntajärjestelmässä tämä alaraja eikuitenkaan riipu ajasta t, vaan se on vakio τ0. Näin ollen ratkaisukonver-genssia ei saada voimaan muurahaisyhdyskuntajärjestelmässä.4.5.3 Muut muurahaisjärjestelmätEdellä esitetyt konvergenssitodistukset eivät päde muurahaisjärjestelmälle,elitistiselle muurahaisjärjestelmälle eikä järjestykseen perustuvalle muura-haisjärjestelmälle. Tämä johtuu siitä, että näissä menetelmissä feromoni-jäljillä τij ei ole mitään vakioalarajaa, vaan tämä alaraja voi pienentyäpaljon nopeammin kuin ratkaisukonvergenssin todistuksessa on oletettu. Joskyseisille menetelmille asetettaisiin sopivat feromonijälkien τij vakioalara-jat τmin, saataisiin niille arvokonvergenssi voimaan. Jos taas kyseisillemenetelmille asetettaisiin feromonijäljille τij lauseessa 4.6 esitetyt ajasta triippuvat alarajat, saataisiin niille ratkaisukonvergenssi voimaan.
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5 Muurahaisyhdyskuntaoptimointi ja jatkuvat op-timointitehtävätSiitä asti, kun ensimmäiset muurahaisyhdyskuntaoptimoinnin menetelmätkombinatorisille ongelmille kehitettiin vuonna 1991, on myös jatkuvien on-gelmien ratkaisuun soveltuvia muurahaisyhdyskuntaoptimoinnin menetelmiäyritetty kehittää. Tämä ei kuitenkaan ole ollut kovin yksinkertaista jajatkuville ongelmille soveltuvia menetelmiä, jotka noudattavat täysin muura-haisyhdyskuntaoptimoinnin periaatteita ei olekaan olemassa kovin montaa.Tästä syystä tässä luvussa esitellään myös joitakin muurahaisten käyttäy-tymiseen perustuvia menetelmiä, jotka eivät oikeastaan ole muurahaisyhdys-kuntaoptimoinnin menetelmiä. Osa tämän luvun menetelmistä esitellään ra-joitteettomille optimointitehtäville, joiden optimoinnin laatuun (maksimoin-ti tai minimointi) ei oteta kantaa. Optimointitehtävä on siis muotoamax/min f(x)s.e. x ∈ Rn. (5.1)Loput tämän luvun menetelmistä esitellään optimointitehtäville, joiden op-timoinnin laatuun ei myöskään oteta kantaa, mutta tehtävissä on laatikko-rajoitteet. Tällainen optimointitehtävä on muotoamax/min f(x)s.e. xai ≤ xi ≤ xyi , i = 1, 2, ..., n. (5.2)Tehtävän dimensio on siis n ja ratkaisun komponentin i pitää saada ar-vo alarajan xai ja ylärajan xyi väliltä. Joissakin menetelmissä tarvitaanratkaistavalle optimointitehtävälle tnessfunktiota, joka saa sitä suuremmanarvon mitä parempi ratkaisu on. Tätä tnessfunktiota ei määritellä tarkem-min, vaan se voidaan valita aina tilannekohtaisesti. Käytetään tässä luvussatnessfunktiosta merkintää qf .Tämän luvun menetelmät esitellään tehtäville, joissa on vain hyvinyksinkertaisia rajoitteita tai rajoitteita ei ole lainkaan. Luvun lopussa ker-rotaankin lyhyesti, miten optimointitehtävien rajoitteita voidaan käsitellä,jotta tässä luvussa esiteltävillä menetelmillä voitaisiin ratkaista yleisiä ra-joitteita sisältäviä optimointitehtäviä.Tässä työssä ei käsitellä jatkuvien optimointitehtävien ratkaisuuntarkoitettujen muurahaisyhdyskuntaoptimoinnin menetelmien konvergenssi-41





Kuva 5.1: Esimerkki alkuperäisistä hakusuunnista kaksiulotteisessa tapauksessa,jossa hakusuuntia on kahdeksan.ta vanhemmalta toinen komponentti, jolta otettiin ensimmäinenkin kompo-nentti. Näin jatketaan kunnes uusi hakusuuntavektori ollaan saatu valmiiksi(katso kuva 5.2). Jos pr = 1, kaikki uuden hakusuuntavektorin komponen-tit ovat eri vanhemmilta. Jos taas pr = 0, kaikki uuden hakusuuntavektorinkomponentit ovat samalta vanhemmalta. Saatuun uuteen hakusuuntavekto-riin tehdään vielä todennäköisyydellä pm mutaatio. Mutaatiossa jokaiseenuuden hakusuuntavektorin komponenttiin joko lisätään tai vähennettään ar-vo






















Kuva 5.3: Esimerkki jälkien diuusiosta kaksiulotteisessa tapauksessa. Vasemmal-la on esitetty uusien hakusuuntavektorien vanhemmat v1 ja v2. Oikealla on esi-tetty esimerkki jälkien diuusiolla saaduista uusista hakusuuntavektoreista. Uusiahakusuuntavektoreita muodostettaessa on käytetty kaavaa xui = p·xv1i +(1−p)·xv2i .Hakusuuntavektorin u1 ensimmäinen komponentti ollaan saatu käyttämällä arvoa
p = 2
3
ja toinen komponentti ollaan saatu käyttämällä arvoa p = 3
4
. Hakusuunta-vektorin u2 molemmat komponentit ollaan saatu käyttämällä arvoa p = 1
2





. (5.4)Valittuaan hakusuunnan i lokaali muurahainen liikkuu määränpäähän i.Määränpäästä i se ottaa vielä lyhyen askeleen si joko samaan suuntaankuin edellinen hakusuunnan i valinnut lokaali muurahainen liikkui tai jo-honkin satunnaiseen suuntaan. Jos edellinen hakusuunnan i valinnut lokaalimuurahainen onnistui parantamaan kohdefunktion arvoa hakusuunnassa i,niin valitaan sama suunta, johon edellinen hakusuunnan i valinnut lokaalimuurahainen liikkui, muuten valitaan jokin satunnainen suunta. Otettuaanaskeleen si lokaali muurahainen päätyy pisteeseen x′i. Jos kohdefunktion arvopisteessä x′i on parempi kuin määränpäässä i, päivitetään määränpää i pis-teeseen x′i, samalla hakusuuntavektori päivittyy. Myös feromonijälkeä τi(t)päivitetään. Feromonien lisäys ∆τi on verrannollinen saatuun kohdefunktionarvon parannukseen. Jos taas kohdefunktion arvo pisteessä x′i ei ole parempikuin määränpäässä i, kasvatetaan hakusuunnan i ikää ai. Askeleen si pi-tuus riippuu hakusuunnan i iästä ai. Mitä pienempi on hakusuunnan i ikä
ai sitä pidempi on askel si. Askeleen si pituus muuttuu lineaarisesti iän aifunktiona.Myös jatkuvassa muurahaisyhdyskuntaoptimointissa käytetään feromo-45
nijälkien haihtumista. Feromonijälkien haihtuminen toteutetaan jokaiseniteraatiokierroksen jälkeen samalla kaavalla kuin esimerkiksi muurahaisjär-jestelmässä (kaava (3.3)) eli
τi(t+ 1) = (1− ρ)τi(t), ∀i, (5.5)missä siis 0 < ρ ≤ 1 on feromonien haihtumisnopeus. Jos jokin ennaltamäärätty lopetusehto on feromonien haihtumisen jälkeen voimassa, lopete-taan algoritmin suoritus. Muussa tapauksessa globaalit muurahaiset aloitta-vat seuraavan iteraatiokierroksen suorittamisen.Jatkuvan muurahaisyhdyskuntaoptimoinnin tehokkuutta voidaan paran-taa esimerkiksi niin, että lokaalit muurahaiset eivät valitsekaan käytet-tävää hakusuuntaa kaikista mahdollisista hakusuunnista, vaan valintavaih-toehtoina on vain P kohdefunktion arvon perusteella parasta hakusuuntaa.5.2 Jatkuva vuorovaikuttava muurahaisyhdyskuntaOikeissa muurahaisyhdyskunnissa jokainen muurahainen voi kommunikoi-da minkä tahansa muun muurahaisen kanssa. Tätä ominaisuutta käytetäänhyväksi menetelmässä, jota kutsutaan jatkuvaksi vuorovaikuttavaksi muura-haisyhdyskunnaksi (Continuous interacting ant colony). Tämä menetelmäperustuu kahden erilaisen kommunikaatiokanavan (communication channel)käyttöön. Nämä kommunikaatiokanavat ovat feromoneihin perustuva kom-munikaatiokanava (stigmergic communication channel) ja suora yksilöidenvälinen kommunikaatiokanava (direct inter-individual communication chan-nel).5.2.1 Feromoneihin perustuva kommunikaatiokanavaMyös jatkuvassa vuorovaikuttavassa muurahaisyhdyskunnassa muurahaisetkäyttävät feromoneja eli ne kommunikoivat feromoneihin perustuvankommunikaatiokanavan avulla. Muurahaiset jättävät feromoneja siihenhakuavaruuden pisteeseen, jossa ne ovat. Jätetty feromonien määrä on ver-rannollinen muurahaisen matkallaan löytämään kohdefunktion arvon paran-nukseen. Feromonijälkien, jotka tässä tapauksessa ovat feromonipisteitä,määrä ei siis pysy vakiona. Jokainen feromonipiste vetää kaikkia muurahaisiapuoleensa. Feromonipisteen vetovoima riippuu sen ja muurahaisen välisestäetäisyydestä sekä siinä olevasta feromonien määrästä. Muurahainen j liikkuu46










, (5.6)missä κ on feromonipisteiden lukumäärä, xi feromonipisteen i paikka, δ̄ kah-den muurahaisen keskimääräinen välimatka, τi feromonien määrä pisteessä
xi ja δij muurahaisen j ja feromonipisteen i välinen etäisyys. Muurahainen





, δ̄ ≤ φj ,
1, muuten. (5.7)Kuvassa 5.3 on havainnollistettu sitä, miten muurahainen j liikkuu kohtivetovoimakeskusta Vj.5.2.2 Suora yksilöiden välinen kommunikaatiokanavaMuurahainen voi ”lähettää” suoran yksilöiden välisen kommunikaatiokana-van välityksellä viestin toiselle muurahaiselle. Muurahaiset säilyttävät vas-taanottamansa viestit viestipinossaan, josta ne jokaisen iteraation aikana
”lukevat” yhden satunnaisen viestin ellei niiden viestipino ole tyhjä. Vies-ti sisältää pisteen, jossa lähettävä muurahainen on sekä kohdefunktion ar-von tässä pisteessä. Vastaanottava muurahainen vertaa kohdefunktion arvoaomassa pisteessään kohdefunktion arvoon lähettäjän pisteessä. Jos lähet-täjän pisteessä kohdefunktion arvo on parempi kuin vastaanottajan pis-teessä, siirtyy vastaanottaja satunnaiseen pisteeseen, joka on korkeintaansen toimintasäteen φj etäisyydellä lähettäjän pisteestä. Jos taas vastaan-ottajan pisteessä kohdefunktion arvo on parempi kuin lähettäjän pisteessä,





Kuva 5.4: Esimerkki miten muurahainen j voi liikkua kohti vetovoimakeskusta
Vj . Kuvassa keskellä oleva piste esittää muurahaisen j nykyistä paikkaa ja piste,joka on etäisyydellä ζ ·sj muurahaisen j nykyisestä paikasta, esittää paikkaa, johonmuurahainen j liikkuu feromoneihin perustuvan kommunikaatiokanavan ansiosta.jälkeen muurahainen poistaa vanhan viestin viestipinostaan. On huomatta-va, että viestiä ei poisteta viestipinosta, jos lähettäjän pisteessä oli parem-pi kohdefunktion arvo kuin vastaanottajan pisteessä. Näin ollen viestienmäärä systeemissä ei vähene vaan pysyy vakiona. Alussa lähetettävien vies-tien määrä v0 onkin tärkeä parametri menetelmän tehokkuuden kannalta.5.2.3 Lopullinen algoritmiJatkuvaa vuorovaikuttavaa muurahaisyhdyskunta -menetelmää käytettäessäpitää aluksi, kuten muissakin menetelmissä, alustaa parametrien arvot.Tämän jälkeen kaikki m muurahaista asetetaan normaalijakauman mukaansatunnaisesti hakuavaruuteen. Tästä syystä normaalijakauman parametrit
µ ja σ ovat myös jatkuvassa vuorovaikuttavassa muurahaisyhdyskun-ta -menetelmässä tärkeitä parametreja. Kun muurahaiset on asetettuhakuavaruuteen, ne alkavat käyttää kommunikaatiokanavia. Muurahainenkäyttää ensin feromoneihin perustuvaa kommunikaatiokanavaa ja sen jäl-keen suoraa yksilöiden välistä kommunikaatiokanavaa, jonka jälkeen seuraavamuurahainen tekee samoin. Kun kaikki muurahaiset ovat käyttäneet molem-48
pia kommunikaatiokanavia, toteutetaan feromonien haihtuminen kaavalla(5.5). Jos feromonipisteen arvo menee tietyn parametrina annetun rajan ε1alle, niin kyseinen feromonipiste poistetaan. Feromonien haihtumisen jäl-keen testataan, onko lopetusehto voimassa. Jos lopetusehto ei ole voimas-sa, aloitetaan uusi iteraatiokierros, jolloin muurahaiset alkavat taas käyttääkommunikaatiokanavia. Lopetusehto on voimassa, jos joko kohdefunktion ar-vo on parantunut edellisestä iteraatiosta alle parametrina annetun rajan ε2verran tai jos on jo suoritettu ennalta määrätty määrä iteraatioita. Tässämenetelmässä lopetusehto on siis määritelty aina samanlaiseksi, vaikka pe-riaatteessa tässäkin menetelmässä voitaisiin tietysti käyttää muitakin lope-tusehtoja.5.3 API-menetelmäAPI-menetelmä jäljittelee Pachycondyla apicalis muurahaisten käyttäy-tymistä, joiden mukaan menetelmä on saanut nimensäkin.5.3.1 Pachycondyla apicalis muurahaisten käyttäytyminenPachycondyla apicalis muurahaiset lähtevät pesältä omille metsästys-paikoilleen. Jos muurahainen saa metsästyspaikaltaan saaliin, se palaapesälle saaliin kanssa ja lähtee taas saalistamaan samalle metsästyspaikalle,josta oli saaliin saanut. Jos taas muurahainen ei saa saalista, se lähtee saa-listamaan jollekin toiselle metsästyspaikalle. Muurahaisen löydettyä hyvänmetsästyspaikan se voi johdattaa myös jonkin toisen muurahaisen tälle met-sästyspaikalle. Kun läheltä pesää ei enää löydy saaliita, muurahaiset siirtävätpesänsä parempaan paikkaan.Pachycondyla apicalis muurahaiset ovat siitä erikoisia muurahaisia, ettäne eivät käytä feromoneja. Sen sijaan ne suunnistavat näköaistinsa avulla japystyvät muistamaan reitin muutamalle eri metsästyspaikalle maamerkkienavulla.5.3.2 Yleinen API-menetelmäAPI-menetelmää käytettäessä pitää ensin määrittää pesän paikka. Pesänsijainti valitaan satunnaisesti tasaisesta jakaumasta yli koko hakuavaruu-den S. Pesää siirretään aina, kun on suoritettu T kappaletta iteraatioita.49
Kun käytettäviä muurahaisia on m kappaletta, pesää siirretään siis aina
m · T kohdefunktion arvon laskemisen jälkeen. Pesä siirretään aina pis-teeseen, josta on löydetty siihen mennessä paras kohdefunktion arvo. Pesänpaikan määräämisen jälkeen muurahaiset lähtevät pesältä suorittamaan opti-mointia. Aluksi muurahaiset luovat itselleen ν kappaletta metsästyspaikkoja.Muurahaiseen i liittyy lukuAm(i), joka määrää kuinka kaukana pesästä muu-rahaisen i metsästyspaikat voivat sijaita. Jos Am(i) = 0, ovat muurahaisen
i metsästyspaikat pesällä. Jos taas Am(i) = 1, voivat muurahaisen met-sästyspaikat sijaita missä tahansa hakuavaruudessa S. API-menetelmässämääritellään
Am(i) = 0,011− im . (5.8)Näin ollen Am(m) = 1, joten muurahaisen m metsästyspaikat voivat sijaitamissä tahansa hakuavaruudessa S. Muurahainen i valitsee itselleen ν met-sästyspaikkaa satunnaisesti, kuitenkin niin, että metsästyspaikat sijaitsevatkorkeintaan etäisyydellä Am(i) pesästä. Valintaa ei välttämättä tehdä tasai-sesta jakaumasta, vaan valinnassa voidaan käyttää apuna jotain ennakkotie-toa. Kuvassa 5.4 havainnollistetaan muurahaisen i metsästyspaikkojen luon-tia.Luotuaan ν metsästyspaikkaa muurahainen i valitsee niistä satunnaisestiyhden ja liikkuu sinne. Metsästyspaikassaan muurahainen i alkaa lokaalistihakea kohdefunktiolle parempaa arvoa. Olkoon metsästyspaikka pisteessä




Am(i). (5.9)Tästä seuraa, että muurahainen i voi liikkua pisteeseen xk′i , jonka etäisyyspesästä on suurempi kuin Am(i) (katso kuva 5.5). Jos kohdefunktion ar-vo on parempi pisteessä xk′i kuin pisteessä xki , niin muurahaisen i lokaalihaku on onnistunut. Tällöin se päivittää metsästyspaikan sijainnin pisteeseen
xk
′











Am(i), jotta kuvasta saisi paremmin selvää.
on epäonnistunut lokaalissa haussaanMl(i) kertaa samassa metsästyspaikas-sa, se unohtaa tämän metsästyspaikan ja luo sen tilalle uuden. Kun pesääsiirretään, muurahaiset unohtavat kaikki vanhat metsästyspaikansa ja luovattilalle ν uutta metsästyspaikkaa.Jokaisen iteraatiokierroksen lopussa, kun kaikki m muurahaista ovatsuorittaneet lokaalin hakunsa, valitaan satunnaisesti muurahaiset i ja j,joiden parhaat metsästyspaikat ovat vastaavasti pisteissä xk∗i ja xl∗j . Jos koh-defunktion arvo on pisteessä xk∗i parempi kuin pisteessä xl∗j , niin muura-hainen j unohtaa parhaan metsästyspaikkansa ja korvaa sen muurahaisen iparhaalla metsästyspaikalla. Päinvastaisessa tilanteessa taas muurahainen iunohtaa parhaan metsästyspaikkansa ja korvaa sen muurahaisen j parhaallametsästyspaikalla. Tämän seurauksena kahden muurahaisen parhaat met-sästyspaikat asettuvat samaan pisteeseen. Jos jokin ennalta määrätty lope-tusehto on tämän metsästyspaikkojen vaihdon jälkeen voimassa, lopetetaanalgoritmin suoritus. Muussa tapauksessa muurahaiset aloittavat seuraavaniteraatiokierroksen suorittamisen. 51




















)2 , (5.10)missä ωl on normaalijakauman l paino, (σli)2 on normaalijakauman l va-rianssi dimensiossa i ja µli normaalijakauman l odotusarvo dimensiossa i.Summassa käytetään siis k kappaletta normaalijakaumien tiheysfunktioita.Tässä menetelmässä k on yksi parametreista, jolle pitää päteä k ≥ n, missä nratkaistavan ongelman dimensio. Käytetään painotetussa summassa Gi ole-vasta yksittäisestä normaalijakaumasta, jonka tiheysfunktio on hil , merkintää
Gil5.4.1 Feromonijälkien esittäminenJatkuvien alueiden muurahaisyhdyskuntaoptimointissa feromonijäljet esite-tään normaalijakaumien painotettujen summien Gi avulla. Näin ollen jakau-missa Gi käytetyt vektorit ω=(ω1, ..., ωk), σi=(σ1i , ..., σki ) ja µi=(µ1i , ..., µki )ovat tärkeitä feromonijälkien esittämisen kannalta.Jatkuvien alueiden muurahaisyhdyskuntaoptimointissa muistissa pitääsäilyttää k kappaletta ratkaisuja. Käytetään nyt ratkaisuvektorista l mer-kintää xl ja sen komponentista i merkintää xli. Tässä menetelmässä nor-maalijakauman odotusarvo määritellään
µi = (µ
1
i , ..., µ
k
i ) = (x
1
i , ..., x
k
i ). (5.11)Jokaiselle muistissa säilytettävälle ratkaisulle xl annetaan järjestysnu-mero. Tämä järjestysnumero on sitä pienempi mitä paremman kohdefunktionarvon ratkaisu antaa. Parhaan kohdefunktion arvon antava ratkaisu saa siisjärjestysnumeron 1 ja huonoimman kohdefunktion arvon antava ratkaisu saa52





















. (5.14)Toisessa vaiheessa otetaan valitun normaalijakauman Gil mukainen satun-naisluku. Tämä voidaan suorittaa käyttämällä satunnaislukugeneraattoria,joka generoi satunnaislukuja joko normaalijakaumasta tai tasaisesti jakau-masta, jotka sitten muunnetaan esimerkiksi BoxMuller-menetelmällä [3]53







i , (5.15)missä xmini on minimoitavalle kohdefunktiolle f tähän mennessä löydetynpienimmän arvon antavan ratkaisun xmin i : s komponentti ja σ2i on nor-maalijakauman varianssi. Aluksi komponentit xmini valitaan tasaisesta jakau-masta ja varianssit σ2i valitaan riittävän suuriksi, jotta todenäköisyys sille,54









































(5.18)missä p on jokaiselle dimensiolle erikseen generoitava satunnaisluku tasai-sesta jakaumasta väliltä [0, 1]. Algoritmin suorituksen edetessä variansseja







xai , jos xui < xai ,
xui , jos xai ≤ xui ≤ xyi ,
xyi , jos xui > xyi . (5.19)56
Näin voidaan tietysti toimia myös muissa menetelmissä, jos generoidutratkaisut eivät pysy sallitulla alueella. Kun iteraatiokierroksen t kaikki mmuurahaista ovat rakentaneet ratkaisunsa, suoritetaan lokaali haku. Lokaalihaku suoritetaan vain parhaalle tähän mennessä löydetylle ratkaisulle xtja iteraatiokierroksen parhaalle ratkaisulle xe. Lokaali haku suoritetaanratkaisun jokaiselle komponentille erikseen. Ensin ratkaisun komponenttia
i kasvatetaan askeleen si verran. Tätä toistetaan kunnes askeleen aikanaratkaisu huononee tai kunnes ratkaisu ei ole enää sallittu. Tämän jälkeensuoritetaan ratkaisun komponentin i pienentäminen samalla tavalla. Askel-pituus si määritellään seuraavasti:
si = p · σi(t), (5.20)missä p on taas satunnaisluku tasaisesta jakaumasta väliltä [0, 1]. Jos lokaalil-la haulla komponentin i suhteen on löydetty alkuperäistä ratkaisua parem-pi ratkaisu, päivitetään alkuperäistä ratkaisua. Tämän jälkeen suoritetaanlokaali haku komponentin i+ 1 suhteen (katso kuva 5.6).Lokaalin haun suorittamisen jälkeen suoritetaan feromonijälkien eli va-rianssien σ(t) = (σ1(t), ..., σn(t)) ja odotusarvojen µ(t) = (µ1(t), ..., µn(t))päivitys. Päivitykseen käytetään seuraavia kaavoja:
µ(t+ 1) = (1− ρ)µ(t) + ρ(wtxt + wexe + wdxd);
σ(t+ 1) = (1− ρ)σ(t) + ρ|wtxt + wexe + wdxd − µ(t)|,
(5.21)missä ρ ∈ [0, 1] on feromonien haihtumisnopeus sekä wt, we ja wd ovat vas-taavasti parhaan tähän mennessä löydetyn ratkaisun xt, iteraatiokierroksenparhaan ratkaisun xe ja parhaan edellisen feromonijälkien uudelleenalustuk-sen jälkeen löydetyn ratkaisun xd painot. Painot on esitetty taulukkossa 1,jossa ku, k1, k2, k3 ja k4 ovat menetelmän parametreja. Näille parametreillepätee ku ≤ k1 ≤ k2 ≤ k3 ≤ k4. Jos feromonijälkien päivittämisen jälkeenjokin ennalta määrätty lopetusehto on voimassa, lopetetaan algoritmin suori-tus. Muussa tapauksessa, tarkistetaan pitääkö feromonijäljet uudelleenalus-taa. Jos ei tarvitse, siirrytään seuraavalle iteraatiokierrokselle ja muura-haiset alkavat rakentaa uusia ratkaisuja päivitettyjen normaalijakaumien
G(µi(t+ 1), σi(t+ 1)
2) mukaisesti.Feromonijälkien uudelleenalustusta sekä painojen wt, we ja wd57
ku ≤ kt < k1 k1 ≤ kt < k2 k2 ≤ kt < k3 k3 ≤ kt < k4 kt ≥ k4
we 0 0 13 23 1
wd 0 1 23 13 0







. (5.22)Koska algoritmin suorituksen alussa asetettiin σi(0) = xyi −xai2 , niin alus-sa konvergenssitekijä kt = 1. Kun algoritmi on lähellä lokaalia optimia(katso liite A), on kovergenssitekijä kt lähellä nollaa. Näin ollen tässämenetelmässä käytetään parametria ku, joka määrittelee, koska feromoni-jälkien uudelleenalustus suoritetaan. Tämä tapahtuu, kun kt < ku. Kun fe-romonijälkien uudelleenalustus suoritetaan iteraatiokierroksen t lopussa, niinkaavojen (5.21) asemasta käytetäänkin kaavoja

















, (5.24)missä qf on siis jokin ratkaistavan optimointitehtävän tnessfunktio.5.7 Mukautuva muurahaisyhdyskunta-algoritmiMukautuvassa muurahaisyhdyskunta-algoritmissa (the adaptive ant colonyalgorithm) feromonijälkien haihtumisnopeus ρ(t) ei ole vakio, vaan riip-puu ajasta t. Aika t kuvaa tässä tapauksessa iteraatiokierrosta. Tämä58
Kuva 5.7: Esimerkki mukautuvassa muurahaisyhdyskunta-algoritmissa käytet-tävästä graasta, jossa n = 4 ja N = 5.menetelmä muistuttaa luvussa 3.7 esiteltyä muurahaisyhdyskuntajär-jestelmää. Mukautuvassa muurahaisyhdyskunta-algoritmissa nimittäin jae-taan jokainen ratkaistavan tehtävän dimensio erillisiksi alueiksi, jonka jäl-keen voidaan käyttää samanlaisia menetelmiä kuin esiteltiin luvussa 3 kaup-pamatkustajaongelman ratkaisemiseksi.Ratkaistavan optimointitehtävän jokainen dimensio jaetaan N kap-paleeseen yhtä pitkiä alueita, joiden pituus on
li =
xyi −xai
N , i = 1, 2, ..., n. (5.25)Tämän jälkeen tehtävästä voidaan muodostaa graa (katso kuva 5.7), jossaon n + 1 solmua ja jokaisesta solmusta i lähtee N kaarta solmuun i + 1 jamuita kaaria graassa ei ole. Kaaret (i, j) edustavat alueita, joihin dimensio
i on jaettu. Tässä tapauksessa merkintä (i, j) tarkoittaa solmusta i alkavaa
j:nnettä kaarta eikä solmusta i alkavaa ja solmuun j päättyvää kaarta. Ala-ja ylärajoja (xai ja xyi ) päivitetään algoritmin suorittamisen edetessä, jolloinerotukset xyi −xai pienenevät. Tämän seurauksena myös alueiden pituudet lipienenevät ja algoritmin lopetusehtona käytetäänkin ehtoa
max{l1, l2, ..., ln} < ε. (5.26)Ennen kuin muurahaiset alkavat rakentaa ratkaisujaan, alustetaanjokaisen kaaren (i, j) feromonijäljen τij arvoksi τ0. Muurahaisen rakentaessaratkaisua se lähtee solmusta 1 ja päätyy solmuun n+1 käyden järjestyksessägraan jokaisessa solmussa. Kun muurahainen on ratkaisua rakentaessaansolmussa i, se valitsee käytettävän kaaren (i, j) samoin kuin muurahaisyh-dyskuntajärjestelmässä eli (kaava (3.12))
j =
{ argmax1≤s≤N{τis}, jos p ≤ q0;
J, jos p > q0; (5.27)59
missä p on tasaisesti välille [0,1] jakautunut satunnaismuuttuja, q0 (0 ≤ q0 ≤





. (5.28)Aina muurahaisen liikuttua kaarta (i, j) pitkin solmusta i solmuun i + 1suoritetaan lokaali feromonijälkien päivittäminen. Se suoritetaan seuraavankaavan mukaisesti (vertaa (5.5)):




(2j − 1) · li
2
. (5.30)Kun kaikki m muurahaista ovat rakentaneet ratkaisunsa, lasketaan t-nessfunktion arvo kaikkilla näillä ratkaisuilla. Olkoon qef (t) iteraatiokierrok-sen t suurin tnessfunktion arvo ja xe ratkaisu, jolla tämä tnessfunktionarvo saavutetaan. Globaali feromonijälkien päivittäminen suoritetaan vain,jos qef (t) ≥ qef (t− 1). Tämä päivitys toteutetaan kaavalla (vertaa (3.13))







, jos (i, j) ∈ xe;
0, muuten; (5.32)ja
ρ(t) = max{1− ln(t)
ln(t+ b)
, ρmin}. (5.33)Näissä Q, a, b ja ρmin ovat menetelmän parametreja. Kun parametri-na annetulle feromonijälkien haihtumisnopeuden alarajalle asetetaan ehto
0 < ρmin < 1, niin myös 0 < ρ(t) < 1.Mukautuvassa muurahaisyhdyskunta-algoritmissa myös feromonijälkienarvoille asetetaan ala- ja ylärajat (τmin ja τmax) parametreina. Ennen seuraa-van iteraatiokierroksen t+ 1 alkua varmistetaan, että feromonijälkien arvot60







τmin, jos τ ′ij(t+ 1) < τmin;
τ ′ij(t+ 1), jos τ ′ij(t+ 1) ∈ [τmin, τmax];
τmax, jos τ ′ij(t+ 1) > τmax; (5.34)missä τ ′ij(t + 1) on feromonijälkien päivityskaavojen avulla saatu iteraatio-kierroksen t+ 1 feromonijäljen arvo kaarella (i, j).Jos edellisen muuttujien ala- ja ylärajojen (xyi ja xai ) päivityksen jälkeenollaan suoritettu T iteraatiokierrosta, niin ennen seuraavan iteraatiokierrok-sen alkua suoritetaan vielä ala- ja ylärajojen (xai ja xyi ) päivitys. Tätä vartenensin määritetään vektori (m1,m2, ...,mn), missä
mi = argmax1≤s≤N{τis}. (5.35)Tämän vektorin avulla tehdään päivitykset seuraavasti:
xai ← max{xai , xai + (mi −∆)li},
xyi ← min{xyi , xai + (mi + ∆)li}, (5.36)missä ∆ on menetelmän parametri. Jos nyt lopetusehto on voimassa eli





2 , i = 1, 2, ..., n. (5.37)Muuten aloitetaan taas uusi iteraatiokierros ja jatketaan kunnes lopetusehtoon voimassa.5.8 Binäärinen muurahaissysteemiNimensä mukaisesti binäärisellä muurahaissysteemillä (binary ant system)voidaan ratkaista optimointitehtäviä, joissa muuttujat ovat binäärisiä. Jot-ta tällä menetelmällä voidaan ratkaista optimointitehtäviä, joissa muuttu-jat ovat reaalisia, pitää reaaliset muuttujat muuntaa binäärisiksi. Näin ollenratkaistaessa tällä menetelmällä reaalista ongelmaa pitää valita, kuinka mon-ta binäärimuuttujaa on yhden reaalimuuttujan korvaavassa binäärijonossa.Jos tämän binäärijonon pituus on d ja jos alkuperäisiä reaalimuuttujia on vkappaletta, niin yhteensä binäärimuuttujia on n = v · d kappaletta.Kuten edellä esitetyssä mukautuvassa muurahaisyhdyskunta-algoritmissa myös binäärisessä muurahaissysteemissä muodostetaan61
Kuva 5.8: Esimerkki binäärisessä muurahaissysteemissä käytettävästä graasta,jossa n = 6 (eli esimerkiksi d = 3 ja v = 2). Graa on samanlainen kuin edelläesitellyssä mukautuvassa muurahaisyhdyskunta-algoritmissa olisi, jos n = 6 ja N =





. (5.38)Myöhemmin todistetaan, että tässä menetelmässä todennäköisyydet pij ovatsamat kuin feromonijälkien arvot τij. Kun muurahainen valitsee kaaren
(i, j), se tarkoittaa, että muurahaisen rakentamassa ratkaisussa binäärinenmuuttuja i saa arvon j, missä siis j voi saada joko arvon 0 tai 1. Alku-peräisen reaalisen muuttujan k ovat nyt siis korvanneet binääriset muuttujat
(k − 1)d + 1, ..., kd.Kun kaikki m muurahaista ovat rakentaneet ratkaisunsa, päivitetään fe-romonijälkien arvot. Tämä päivitys tapahtuu seuraavan kaavan mukaisesti:
τij(t+ 1) = (1− ρ)τij(t) + ρ
∑
x∈xh,(i,j)∈x
wx, (5.39)missä ρ on feromonien haihtumisnopeus, xh on tehostettavien ratkaisujenjoukko ja wx on ratkaisun x ∈ xh paino. Binäärisessä muurahaissysteemissäparametrin ρ arvoksi alustetaan ρ0 ∈ (0, 1), mutta jokaisen feromonijälkienuudelleenalustuksen jälkeen asetetaan ρ ← 0,9ρ. Tehostettavien ratkaisujen62
kt < k1 k1 ≤ kt < k2 k2 ≤ kt < k3 k3 ≤ kt < k4 k4 ≤ kt < k5
we 1 23 13 0 0
wd 0 13 23 1 0
wt 0 0 0 0 1Taulukko 2: Binäärisessä muurahaissyystemissä käytettävät ratkaisujen painot we,
wd ja wt konvergenssitekijän kt funktiona.joukkoon xh kuuluu paras tähän mennessä löydetty ratkaisu xt, iteraatio-kierroksen paras ratkaisu xe ja paras edellisen feromonijälkien uudelleenalus-tuksen jälkeen löydetty ratkaisu xd. Painot wx toteuttavat seuraavat ehdot:
0 ≤ wx ≤ 1 ja ∑x∈xh wx = 1. Tässä menetelmässä käytettävät painojen wxarvot ovat taulukossa 2.Feromonijälkien uudelleenalustukseen ja painojen wx määritykseen liit-tyy konvergenssitekijä kt, joka määritellään seuraavasti:
kt =
∑n
i=1 |τi0 − τi1|
n
. (5.40)Koska kaikkien feromonijälkien τij arvoksi alustetaan 0,5, niin konver-genssitekijän arvo algoritmin alussa on 0. Painojen wx määrittämiseksimenetelmässä tarvitaan parametrit k1, k2, k3, k4 ja k5. Näille paramet-reille on voimassa 0 ≤ k1 ≤ k2 ≤ k3 ≤ k4 ≤ k5 ≤ 1. Kun kt > k5,menetelmässä suoritetaan feromonijälkien uudelleenalustus. Feromonijälkienuudelleenalustus suoritetaan seuraavasti:
τij =
{
τH , jos (i, j) ∈ xt;
τL, muuten; (5.41)missä τH ja τL ovat menetelmän parametreja, joille pätee 0 < τL < τH < 1ja τL + τH = 1.Seuraavaksi todistetaan, että binäärisessä muurahaissysteemissä käytet-tävät todennäköisyydet pij ovat itse asiassa samat kuin feromonijälkien arvot
τij.Lause 5.1. Binäärisessä muuraissysteemissä pätee
pij(t) = τij(t); i = 1, ..., n; j ∈ {0, 1}. (5.42)Todistus: Todistetaan ensin, että feromonijäljet τij(t) voivat toimia to-dennäköisyyksinä eli 0 ≤ τij(t) ≤ 1. Feromonijälkien päivityskaavan (5.39)63
mukaan saadaan
τij(t) ≥ (1− ρ)τij(t− 1) ≥ (1− ρ)tτij(0) = 0,5 · (1− ρ)t.Näin ollen τij(t) > 0, kun t <∞. Toisaalta kun muistetaan, että∑x∈xh wx =
1, niin feromonijälkien päivityskaavan (5.39) mukaan pätee myös
τij(t) ≤ (1− ρ)τij(t− 1) + ρ ≤ (1− ρ)tτij(0) +
∑t
i=1(1− ρ)i−1ρ
= (1− ρ)tτij(0) + 1− (1− ρ)t = (1− ρ)t(τij(0) − 1) + 1
= 1− 0,5 · (1 − ρ)t.Näin ollen τij(t) < 1, kun t <∞. Saatiin siis todistettua, että 0 < τij(t) < 1,kun t <∞. Todistetaan vielä induktiolla, että aina pätee τi0(t) + τi1(t) = 1.Induktion lähtökohta on selvä: τi0 + τi1 = 0,5 + 0,5 = 1. Nyt induktio-oletuksena on, että τi0(t−1)+τi1(t−1) = 1. Koska aina jompi kumpi kaarista
(i, 0) tai (i, 1) kuuluu ratkaisuun x ∈ xh, niin feromonijälkien päivityskaavan(5.39) avulla saadaan
τi0(t) + τi1(t) = (1− ρ)τi0(t− 1) + ρ
∑
x∈xh,(i,0)∈xw















1 = τij(t). Binäärisessä muurahaissysteemissä m muurahaista ratkaisevat optimoin-titehtävää noudattaen edellä esiteltyjä sääntöjä kunnes jokin etukäteenmäärätty lopetusehto tulee voimaan.5.9 Pseudorinnakkainen muurahaisyhdyskuntaoptimointiPseudorinnakkaisessa muurahaisyhdyskuntaoptimoinnissa (pseudo parallelant colony optimization) käytetään rinnakkain kahta muurahaispopulaatiota,jotka tietyin väliajoin kommunikoivat keskenään. Tässä menetelmässä muu-rahaiset valitsevat ratkaisuunsa komponentit algoritmin alussa määrättyjenarvojen joukosta. Kun muurahaiset ovat rakentaneet ratkaisunsa, yritetäännäiden ratkaisujen tietystä ympäristöstä löytää parempia ratkaisuja.64
Algoritmin alussa molempien populaatioiden muurahaiset rakentavatpopulaation käsittelemälle tehtävälle ratkaisun, jonka ne valitsevat tasaises-ta jakaumasta yli koko hakuavaruuden. Molemmissa populaatioissa on mmuurahaista, joten ratkaisuja rakennetaan yhteensä siis 2m kappaletta. Kunnämä alkuratkaisut on luotu, muodostetaan molemmille populaatioille omagraansa (katso kuva 5.9), jossa populaation muurahaiset tämän jälkeen liik-kuvat. Graan solmuksi ji asetetaan kyseisen populaation muurahaisen i ra-kentaman ratkaisun komponentti j. Jokaiselle solmulle alustetaan feromoni-jäljen arvoksi τ0. Muurahaiset siis valitsevat seuraavalla iteraatiokierroksellaratkaisunsa komponentiksi i jonkin arvon, jonka jokin muurahainen on valin-nut myös edellisellä iteraatiokierroksella ratkaisunsa komponenteksi i.Kun molemmille populaatiolle on luotu graat, lasketaan kunkin alku-ratkaisun tuottama kohdefunktion arvo. Tämän perusteella ratkaisut jär-jestetään paremmuusjärjestykseen ja annetaan ratkaisuille järjestysnumerot,jolloin populaation paras ratkaisu saa järjestysnumeron 1 ja populaationhuonoin ratkaisu vastaavasti järjestysnumeron m. Järjestysnumeroiden an-tamisen jälkeen päivitetään feromonijälkiä. Tämä tapahtuu hieman samallatavalla kuin järjestykseen perustuvassa muurahaisjärjestelmässä (luku 2.5),eli













13Kuva 5.9: Esimerkki pseudorinnakkaisessa muurahaisyhdyskuntaoptimoinnissakäytettävästä graasta, jossa m = 3 ja n = 3. Graassa on ylimääräiset aloitus- jalopetussolmu (solmut 0 ja 4), jotka voitaisiin myös jättää pois graasta.Parametri q0 siis määrittelee todennäköisyyden sille, että muurahainen ra-kentaa uuden ratkaisun.Sen jälkeen kun populaation kaikki muurahaiset ovat rakentaneetratkaisunsa, poistetaan h huonointa ratkaisua. Samalla populaation graastapoistetaan näitä huonoimpia ratkaisuja vastaavat solmut. Näiden ratkaisu-jen tilalle luodaan h uutta ratkaisua, jotka valitaan tasaisesta jakaumas-ta yli koko hakuavaruuden. Myös populaation graain luodaan näitä uu-sia ratkaisuja vastaavat solmut, joille feromonijälkien arvoiksi asetetaan τ0.Kun uudet ratkaisut on luotu, pitää jäljelle jääneet ja uudet ratkaisut jär-jestää paremmusjärjestykseen ja antaa niille järjestysnumerot. Tämän jäl-keen suoritetaan feromonijälkien päivitys seuraavan kaavan mukaisesti:
τ ij(t+ 1) =
{
ρ · τ ij(t) + α · (w − r) · τ0, jos r < w;
ρ · τ ij(t), muuten, (5.45)missä ρ on feromonijälkien haihtumisnopeus sekä α, w ja r ovat kuten kaavas-sa (5.43).Feromonijälkien päivittämisen jälkeen tässä menetelmässä suoritetaansatunnaishaku. Tämän suorittamiseksi tarvitaan parametrina annettu vek-tori R, joka sisältää tehtävän jokaiselle dimensiolle oman hakusäteen (dimen-sion j hakusäde on rj). Satunnaishaussa poimitaan ratkaisun R-säteisestäympäristöstä satunnaisesti jokin ratkaisu. Kun satunnaishakua käytetään66
ratkaisuun x = (x1, ..., xj , ..., xn), saadaan satunnaishaulla ratkaisu, jon-ka komponentti j kuuluu välille (xj − rj , xj + rj), j = 1, ..., n. Pseudorin-nakkaisessa muurahaisyhdyskuntaoptimointissa satunnaishakua käytetäänjokaisella iteraatiokierroksella vain tämän kierroksen parhaaseen ratkaisuun.Satunnaishakua käytetään sh kertaa parhaaseen ratkaisuun, jonka jälkeennäitä satunnaishaulla saatuja ratkaisuja verrataan alkuperäiseen parhaaseenratkaisuun. Jos paras satunnaishaulla saatu ratkaisu antaa paremman kohde-funktion arvon kuin alkuperäinen paras ratkaisu, korvataan graassa alku-peräisen parhaan ratkaisun solmut satunnaishaulla saatua parasta ratkaisuavastaavilla solmuilla, mutta pidetään feromonijäljet ennallaan sekä suuren-netaan hakusäteitä rj. Jos taas paras satunnaishaulla saatu ratkaisu antaahuonomman kohdefunktion arvon kuin alkuperäinen paras ratkaisu, pienen-netään vain hakusäteitä rj. Tämä hakusäteiden muuttaminen parantaamenetelmän tarkkuutta. Kun satunnaishaku on suoritettu, siirrytään seu-raavalle iteraatiokierrokselle ja muurahaiset alkavat rakentaa uusia ratkaisu-ja, ellei jokin ennalta määrätty lopetusehto ole voimassa.5.9.1 Muurahaispopulaatioiden kommunikointiPseudorinnakkaisessa muurahaisyhdyskuntaoptimointissa optimointiongel-ma jaetaan kahteen osaan. Tämä jakaminen tapahtuu siten, että tehtävänmuuttujat jaetaan kahteen suunnilleen yhtä suuren ryhmään. Ensim-mäiselle muurahaispopulaatiolle ensimmäisen ryhmän muuttujat muodosta-vat viritettävän vektorin ja toisen ryhmän muuttujat muodostavat muuntu-mattoman vektorin. Toiselle muurahaispopulaatiolle taas ensimmäisen ryh-män muuttujat muodostavat muuntumattoman vektorin ja toisen ryhmänmuuttujat muodostavat viritettävän vektorin. Muurahaispopulaatio optimoiomaa viritettävää vektoriaan samalla, kun muuntumaton vektori nimensämukaisesti pysyy vakiona.Tietyin väliajoin muurahaispopulaatiot kommunikoivat. Tämän seurauk-sena populaatioiden muuntumattomat vektorit voivat vaihtua toisen popu-laation parhaaksi viritettäväksi vektoriksi. Ennen tätä vaihtoa testataan po-pulaation löytämällä parhaalla ratkaisulla, kannattaako vaihto. Jos popu-laation löytämä paras ratkaisu vielä paranee, kun sen muuntumaton vektorivaihdetaan toisen populaation parhaan ratkaisun viritettavään vektoriin, niinvaihto tehdään. Jos taas ratkaisun paremista ei tapahdu, vaihtoa ei tehdä.67
Muurahaispopulaatioiden kommunikointi tapahtuu aina V iteraatiokier-roksen välein. Yleisesti V voi olla vakio tai se voi muuttua algoritminsuorituksen edetessä. Jos V on vakio, tulee algoritmista yksinkertaisem-pi, mutta sopivan vakioarvon löytäminen saattaa olla vaikeaa. Pseudorin-nakkaisessa muurahaisyhdyskuntaoptimointissa käytetäänkin kommunikaa-tiovälille V algoritmin edetessä muuttuvaa arvoa, joka ei välttämättä olesama eri muurahaispopulaatioilla. Kommunikaatioväliä V päivitetään ainamuurahaispopulaatioiden kommunikoidessa. Jos edellisen populaatioidenvälisen kommunikoinnin jälkeen on löydetty uusi paras ratkaisu, kommu-nikaatioväliä V kasvatetaan:





, (5.46)missä θV > 0 on menetelmän parametri, joka määrittää rajan kommunikaa-tiovälin V muutokselle ja t on iteraatiokierros. Jos edellisen populaatioidenvälisen kommunikoinnin jälkeen paras löydetty ratkaisu ei ole muuttunut,mutta edellisestä ratkaisun parannuksesta on kulunut korkeintaan θT iteraa-tiokierrosta, niin kommunikaatioväli V pysyy ennallaan. Tässä käytettävä θTon menetelmän parametri. Nyt siis kommunikaatiovälin päivitys toteutetaankaavalla
V ← V. (5.47)Jos taas edellisen populaatioiden välisen kommunikoinnin jälkeen paras löy-detty ratkaisu ei ole muuttunut, mutta edellisestä löydetyn ratkaisun paran-nuksesta on kulunut enemmän kuin θT iteraatiokierrosta, niin kommunikaa-tioväliä V pienennetään:
V ← V − dγ · t · θV e , (5.48)missä γ > 0 on menetelmän parametri sekä θV ja t kuten kaavassa (5.46).5.10 Evolutiivinen muurahaisyhdyskunta-algoritmiEvolutiivisessa muurahaisyhdyskunta-algoritmissa käytetään risteytys- jamutaatio-operaatioita kuten muissakin evolutiivisissa algoritmeissa. Näitäoperaatioita käytetään parantamaan muurahaisten rakentamia ratkaisuja.Myös tässä menetelmässä pitää tehtävälle muodostaa aluksi graa. Tätävarten m muurahaista rakentavat ensin ratkaisunsa, jotka ne valitsevat ta-saisesta jakaumasta yli koko hakuavaruuden. Tämän jälkeen muodostetaan68





. (5.49)Jos muurahainen käyttää matkallaan solmusta 1 solmuun n+1 kaarta (i, j),tarkoittaa se, että muurahainen valitsee ratkaisunsa komponentiksi i samanarvon kuin, mikä oli edellisen iteraatiokierroksen ratkaisun j komponentti i.Kaikkien muurahaisten rakennettua ratkaisunsa suoritetaan risteytys-ja mutaatio-operaatiot. Jokaiselle muurahaisten rakentamalle ratkaisulleyritetään suorittaa joko risteytys- tai mutaatio-operaatio. Se kumpaa ope-raatiota kunkin ratkaisun kullekin komponentille yritetään suorittaa valitaansatunnaisesti. Suoritetaanko operaatio lopulta riippuu varsinaisesta ristey-tystodennäköisyydestä pr tai varsinaisesta mutaatiotodennäköisyydestä pm.Itse risteytys- ja mutaatio-operaatiot esitellään myöhemmin.Kun muurahaisten rakentamille ratkaisuille on suoritettu risteytys- jamutaatio-operaatiot, lasketaan näiden uusien ratkaisujen antamat tness-funktion arvot. Käytetään ratkaisusta k merkintää xk ja olkoon sen tness-funktion arvo qkf . Feromonijälkien τij(t) päivityksessä tarvitaan näitä tness-funktioiden arvoja qkf . Päivitys suoritetaan kaikille kaarille (i, j) seuraavankaavan mukaisesti:
τij(t+ 1) = τij(t) + q
k

































Kuva 5.10: Esimerkki evolutiivisessa muurahaisyhdyskunta-algoritmissa käytet-tävästä risteytys-operaatiosta, jossa a) c1 = c2 = 0,5, b) c1 = 0,75 ja c2 = 0,25 sekäesimerkki mutaatio-operaatiosta, jossa c) xai = 1, xyi = 5, x1i = 4, p = -0,5, λ =0,01, t = 100 ja q1f = ln 4, joista näin ollen saadaan ri = di = 2 ja x1′i = 3,5.
täessä päivityskaavaa (5.50) näihin uusiin kaariin on niillä τij(t) = 0. Uusienkaarien lisäyksen jälkeen kaikista solmuista, paitsi viimeisestä, lähtee vähin-tään m kaarta ja korkeintaan 2m kaarta. Ennen seuraavan iteraatiokier-roksen alkua poistetaan kuitenkin ylimääräiset kaaret niin, että jokaisestasolmusta, paitsi viimeisestä, lähtee tasan m kaarta. Poistettaviksi joutuvatkaaret (i, j), joiden feromonijälkien τij(t + 1) arvot on pienimmät. Tämänkaarien poiston jälkeen muurahaiset aloittavat rakentamaan seuraavan ite-raatiokierroksen ratkaisujaan, ellei jokin ennalta määrätty lopetusehto olevoimassa. 70
5.10.1 Risteytys- ja mutaatio-operaatiotRisteytysoperaation suorittamiseen tarvitaan kahden eri ratkaisun samakomponentti. Olkoon nämä komponentit x1i ja x2i . Olkoon vastaavasti niil-lä ratkaisuilla, joihin komponentit x1i ja x2i kuuluvat, tnessfunktion arvot
q1f ja q2f sekä olkoon qmaxf tnessfunktion arvo tämän hetkisellä parhaallaratkaisulla. Varsinaisen risteytystodennäköisyyden pr laskemiseksi tarvitaanristeytystodennäköisyys 0 ≤ p1 ≤ 1, joka on menetelmän parametri. Nyt prvoidaan laskea kaavasta








. (5.51)Näin ollen varsinainen risteytystodennäköisyys on sitä suurempi mitähuonompiin ratkaisuihin komponentit x1i ja x2i kuuluvat. Varsinaisen ristey-tystodennäköisyyden pr laskemisen jälkeen pitää generoida satunnaisluku ptasaisesta jakaumasta väliltä [0, 1]. Risteytysoperaatio suoritetaan vain, jos
p < pr. Ennen itse risteytysoperaatiota pitää vielä generoida satunnaisluku
c1 tasaisesta jakaumasta väliltä [−b, b], missä








. (5.52)Tämän jälkeen tarvitaan vielä luku c2, joka saadaan kaavasta















(5.54)Tästä nähdään, että mitä huonompiin ratkaisuihin komponentit x1i ja x2ikuuluvat sitä suurempi hajonta uusilla komponenteilla x1′i ja x2′i on. Kuvissa4.9 a) ja 4.9 b) on kaksi esimerkkiä risteytysoperaatiosta.Mutaatio-operaation suorittamiseen tarvitaan vain yhden ratkaisun jokinkomponentti. Olkoon tämä komponentti x1i . Käytetään muuten samojamerkintöjä kuin risteytysoperaation yhteydessä. Varsinaisen mutaatiotoden-näköisyyden pm laskemiseksi tarvitaan mutaatiotodennäköisyys 0 ≤ p2 ≤ 1,71
joka on menetelmän parametri. Nyt pm voidaan laskea kaavasta






. (5.55)Näin ollen varsinainen mutaatiotodennäköisyys on sitä suurempi mitähuonompaan ratkaisuun komponentti x1i kuuluu. Varsinaisen mutaatioto-dennäköisyyden pm laskemisen jälkeen pitää generoida satunnaisluku p ta-saisesta jakaumasta väliltä [0, 1]. Mutaatio-operaatio suoritetaan vain, jos




di = |x1i − ri|.







i − xai − ri) · pe−λtq
1
f · (di + ri), (5.57)missä p on satunnaisluku tasaisesta jakaumasta väliltä [−1, 1], 0,005 ≤ λ ≤0,01 on menetelmän parametri ja t on iteraatiokierros. Kuvassa 5.9 c) onesimerkki mutaatio-operaatiosta.5.11 Paranneltu feromonien kerääntymisjärjestelmäParannellussa feromonien kerääntymisjärjestelmässä (enhanced aggregationpheromone system) jokainen muurahainen muodostaa oman yksikkönsä.Jokaisella iteraatiokieroksella muurahainen rakentaa ratkaisunsa ja vertaatätä yksikkönsä parhaaseen ratkaisuun eli parhaaseen ratkaisuun, jonka seitse on luonut aiemmilla iteraatiokierroksilla. Tarpeen mukaan tätä yksikönparasta ratkaisua sitten päivitetään.Parannellussa feromonien kerääntymisjärjestelmässä ei käytetä graaavaan feromonijäljet τ(t, x) ovat jakaantuneet koko hakuavaruuteen S. Al-goritmin suorituksen alussa asetetaan τ(0, x) = c, missä c on menetelmänparametri. Feromonijäljet ovat siis aluksi jakaantuneet tasaisesti kokohakuavaruuteen S. Aluksi kaikki m muurahaista rakentavat kaksi ratkaisuaferomonijälkien τ(0, x) = c perusteella, tämän jälkeen jokaisella iteraatio-kierroksella muurahaiset rakentavat vain yhden ratkaisun feromonijälkien72





. (5.58)Kun kaikki muurahaiset ovat algoritmin suorituksen alussa rakentaneetkaksi ratkaisuaan feromonijälkien τ(0, x) = c perusteella, näitä kahtaratkaisua verrataan toisiinsa ja jokaisen yksikön parempi ratkaisu säi-lytetään. Käytetään yksikön i paremmasta ratkaisusta merkintää xi,0∗ . Ite-raatiokierroksella t > 0 yksikön i muurahainen luo vain yhden ratkaisun
xi,t. Tähän saatuun ratkaisuun tehdään todennäköisyydellä pm jonkinlainenmutaatio, esimerkiksi evolutiivisen muurahaisyhdyskunta-algoritmin yhtey-dessä esitetty mutaatio (kaava (5.57)). Tätä ratkaisua verrataan sitten rat-kaisuun xi,t−1∗ , parempi näistä ratkaisuista säilytetään seuraavalle iteraa-tiokierrokselle ja siitä käytetään merkintää xi,t∗ .Iteraatiokierroksen t lopussa feromonijälkien τ(t, x) päivitykseenkäytetään ratkaisuja xi,t∗ . Nämä ratkaisut järjestetään paremmuusjärjestyk-seen. Tässä menetelmässä paras ratkaisu ei saakaan järjestysnumeroa 1vaan järjestysnumeron m. Vastaavasti huonoin ratkaisu saa nyt järjestysnu-meron 1. Käytetään ratkaisun xi,t∗ järjestynumerosta merkintää r(t, xi,t∗).Nyt ratkaisun xi,t∗ rakentanut muurahainen erittää feromoneja määrän
∆τ ′(t, xi,t
∗
, x), joka määritellään kaavalla
∆τ ′(t, xi,t
∗
















, x). (5.60)Koko hakuavaruuteen eritetään siis feromoneja iteraatiokierroksella t yhteen-sä
∫
X
∆τ(t, x)dx = C. (5.61)73
Koska C on vakio, jokaisella iteraatiokierroksella eritetään yhtä paljon fero-moneja. Lopullinen feromonijälkien τ(t, x) päivitys suoritetaan kaavalla
τ(t+ 1, x) = ρ · τ(t, x) + ∆τ(t, x), (5.62)missä 0 ≤ ρ < 1 on feromonien haihtumisnopeuden määrävä parametri.Feromonijälkien τ(t, x) päivittämisen jälkeen aloitetaan uusi iteraatiokierros,ellei jokin ennalta määrätty lopetusehto ole voimassa.5.11.1 Uusien ratkaisujen luominenSuoraan kaavan (5.58) mukaisen satunnaisluvun generointi on vaikeaa. Tätävoidaan kuitenkin helpottaa tekemällä samankaltaisia toimenpiteitä kuinjatkuvien alueiden muurahaisyhdyskuntaoptimoinnissa (luku 5.4).Aluksi kaava (5.62) pitää kirjoittaa muotoon




ρh∆τ(t− h, x). (5.63)Tämän jälkeen kaavoista (5.58), (5.61) ja (5.63) saadaan















· ∆τ(t− h, x)
C




C , jos s ≤ t;
τ(0,x)






. (5.66)Jos valituksi tulee komponentti ft+1(x), on satunnaisluvun generointi help-poa, koska τ(0, x) on tasainen jakauma. Jos valituksi tulee jokin muu kompo-nentti fs(x), on satunnaisluvun generointi hankalampaa. Nyt komponentti




















. (5.68)Kun komponentti i on valittu, generoidaan satunnaisluku monidimensioises-ta normaalijakaumasta G(x, xi,t−s∗ , β2Σt−s). Näin ollaan saatu generoituahaluttu satunnaisluku.Kun generoidaan kaavan (5.64) mukaisia satunnaislukuja edellä esitetyllätavalla, tarvitsee muistissa säilyttää suuri määrä ratkaisuja xi,t−h∗ ja kova-rianssimatriiseja Σt−h. Koska kuitenkin 0 < ρ < 1, niin ρh ≈ 0 suurilla h.Tämän takia voidaan asettaa yläraja sille kuinka monta iteraatiokierrostaratkaisuja xi,t−h∗ ja kovarianssimatriiseja Σt−h säilytetään muistissa. Tässämenetelmässä voidaan käyttää parametria H, joka määrittää kyseisen ylära-jan. Jos parametria H käytetään ja jos t+1 > H, pitää kaavaa (5.64) hiemanmuuttaa:








· ∆τ(t− h, x)
C
. (5.69)5.12 Ortogonaalin haun muurahaisyhdyskuntaoptimointiNimensä mukaisesti ortogonaalin haun muurahaisyhdyskuntaoptimoinnissa(an orthogonal search embedded ant colony optimization) käytetään muu-rahaisten rakentamien ratkaisujen parantamiseen ortogonaalia hakua. Näinollen ennen itse menetelmän esittelyä pitää esitellä hieman ortogonaaliahakua.5.12.1 Ortogonaalin haun esittelyOrtogonaalilla haulla etsitään ratkaisua kombinatoriselle ongelmalle. Kaikkiamahdollisia ratkaisuja ei ortogonaalissa haussa testata, vaan yritetään löytäämahdollisimman hyvä ratkaisu testaamalla vain tietty osa mahdollisistaratkaisuista. Testattavat ratkaisut esitetään ortogonaalissa taulukossa (or-thogonal array), josta käytetään merkintää Ln(Sm). Tämä merkintä tarkoit-taa, että ortogonaalia hakua käytetään tehtävään, jossa on m muuttujaa,jokaisella muuttujalla on S mahdollista arvoa ja testattavia ratkaisuja on n75










1 1 1 1
1 2 2 2
1 3 3 3
2 1 2 3
2 2 3 1
2 3 1 2
3 1 3 2
3 2 1 3
3 3 2 1.
(5.71)
Olkoon esimerkkinä seuraava kombinatorinen optimointiongelma:min 5x1 − 3x2 − x3s.e. x1 ∈ {1, 2},
x2 ∈ {3, 4},
x3 ∈ {5, 6}.
(5.72)Tehtävässä on siis 8 mahdollista ratkaisua ja optimaalinen ratkaisu on selvästi
(x1, x2, x3) = (1, 4, 6). Käytetään muuttujista x1, x2 ja x3 vastaavasti mer-kintöjä A, B ja C. Suoritetaan muuttujien arvojen numerointi niin, et-tä aina pienempi mahdollinen arvo saa numeron 1 ja suurempi numeron
2. Nyt esimerkiksi merkintä A1B1C1 tarkoittaa ratkaisua (x1, x2, x3) =
(1, 3, 5). Kun tähän tehtävään käytetään ortogonaalia taulukkoa L4(23)(5.70), testattavat ratkaisut ovat A1B1C1, A1B2C2, A2B1C2 ja A2B2C1eli (x1, x2, x3) = (1, 3, 5), (x1, x2, x3) = (1, 4, 6), (x1, x2, x3) = (2, 3, 6) ja76
(x1, x2, x3) = (2, 4, 5). Tässä tapauksessa ortogonaalilla haulla siis löydet-täisiin optimaalinen ratkaisu.5.12.2 Itse menetelmäAlgoritmin suorituksen alussa pitää luoda N kappaletta hiloja. Hilalla H ion seuraavat ominaisuudet: keskipiste Xi = (xi1, ..., xin), hakusäde Ri =
(ri1, ..., r
i
n), hilan tnessfunktion arvo qf (Xi) ja feromonijäljen arvo τi(t).Hilojen keskipisteetX1, ...,XN valitaan aluksi satunnaisesti tasaisesta jakau-masta yli koko hakuavaruuden. Nämä keskipisteet voivat siirtyä, jos löyde-tään parempi keskipiste Xi′ , jossa qf (Xi′) > qf (Xi). Hakusäteet R1, ..., RNannetaan aluksi menetelmän parametreina, mutta ne voivat muuttua al-goritmin suorituksen edetessä. Kaikkien feromonijälkien arvoiksi alustetaan
τi(t) = τ0, missä τ0 on menetelmän parametri.Jokaisella iteraatiokierroksella kaikki m muurahaista rakentaa ratkaisun-sa valitsemalla ensin itselleen jonkin hilan H i. Muurahainen valitsee hilan sseuraavan kaavan mukaisesti:
s =
{ argmax1≤i≤N{τi(t)}, jos p ≤ q0;





. (5.74)Näin ollen todennäköisyydellä q0 muurahainen valitsee hilan H i, jonka fero-monijäljen τi(t) arvo on suurin.Kun muurahainen on valinnut hilan H i, suoritetaan ortogonaali hakukyseisen hilan parantamiseksi. Nyt siis yritetään löytää hilalle H i uusi keski-piste, jossa tnessfunktion arvo on suurempi kuin nykyisessä keskipisteessä
Xi = (xi1, ..., x
i





j − rij +
2krij
l−1 , k = 0, ..., l − 1. (5.75)77
Tämän jälkeen ortogonaalissa haussa käytetään ortogonaalia taulukkoa
Ll2(l
n). Näin ollen saadaan l2 kappaletta kandidaattiratkaisuja. Käytetäänkandidaattiratkaisusta, jolla tnessfunktion qf arvo on suurin, merkintää
Xi




δ , jos hilan H i keskipistettä siirrettiin;
rij · δ, jos hilan H i keskipistettä ei siirretty; (5.76)missä 0 ≤ δ ≤ 1 on menetelmän parametri.Kun kaikki m muurahaista ovat rakentaneet ratkaisunsa eli valinneet it-selleen hilan H i ja kun näille hiloille on suoritettu ortogonaali haku, pois-tetaan (1 − χ)N kappaletta hiloja. Menetelmän parametrille χ pitää ollavoimassa 0 ≤ χ ≤ 1. Ne hilat H i, joiden tnessfunktioiden arvot qf (Xi) ovatpienimmät, poistetaan. Näin ollen χN kappaletta hiloja H i, joiden tness-funktioiden arvot qf (Xi) ovat suurimmat, säilytetään. Poistettujen hilojentilalle luodaan (1− χ)N kappaletta uusia hiloja. Nämä uudet hilat luodaansamalla tavoin kuin algoritmin suorituksen alussa luotiin hiloja eli uusienhilojen H i keskipisteet Xi valitaan satunnaisesti tasaisesta jakaumasta ylikoko hakuavaruuden ja hakusäteet Ri annetaan menetelmän parametreina.Uusien hilojen H i feromonijälkien arvoiksi asetetaan τi(t+ 1) = τ0. Jos säi-lytettävien hilojen joukossa on hiloja, joiden etäisyys toisistaan on pienempikuin parametrina annettu ε1, säilytetään näistä loppujen lopuksi vain yk-si. Nytkin jokaisen poistetun hilan tilalle luodaan uusi hila edellä esitetyllätavalla.Hilojen poistamisen ja uudelleenluomisen jälkeen suoritetaan säilytet-tyjen hilojen H i feromonijälkien arvojen τi(t) päivitys. Tätä varten säi-lytettävät hilat H i järjestetään tnessfunktioiden arvojen qf (Xi) mukaiseenjärjestykseen. Suurimman tnessfunktion arvon omaava hila saa järjestysnu-meron 1, toiseksi suurimman tnessfunktion arvon omaava hila saa järjestys-numeron 2 ja niin edelleen. Käytetään hilan H i järjestysnumerosta merkin-tää ji. Olkoon vielä mi niiden muurahaisten lukumäärä, jotka ovat valin-neet hilan H i kyseisellä iteraatiokierroksella. Feromonijälkien τi(t) päivityssuoritetaan kaavalla
τi(t+ 1) = (1− ρ)τi(t) + ρ · τ0 · (χ ·N − ji +mi), (5.77)78
missä 0 ≤ ρ ≤ 1 on parametrina annettava feromonien haihtumisnopeus. Josferomonijälkien päivityksen jälkeen jokin ennalta määrätty lopetusehto onvoimassa, lopetetaan algoritmin suoritus. Muussa tapauksessa muurahaisetaloittavat seuraavan iteraatiokierroksen ratkaisujen rakentamisen.5.13 Rajoitteisten tehtävien ratkaisuJos halutaan ratkaista rajoitteellista optimointitehtävää, niin monissa edelläesitellyissä menetelmissä saatetaan luoda ratkaisuja, jotka eivät pysy sallitul-la alueella. Näitä ei-sallittuja ratkaisuja voidaan käsitellä monella eri tavalla.Yksinkertaisin tapa on poistaa ei-sallittu ratkaisu ja luoda sen tilalle uusiratkaisu. Tätä voidaan jatkaa kunnes saadaan sallittu ratkaisu.Ei-sallittu ratkaisu voidaan myös siirtää sallitulle alueelle. Jos tehtävässäon vain laatikkorajoitukset xai ≤ xi ≤ xyi , i = 1, 2, ..., n, voidaan tehdäkuten muurahaisyhdyskuntaoptimoinnin suorassa sovelluksessa jatkuvilleongelmille luvussa 5.6 eli käyttää ei-sallitulle ratkaisulle x− kaavaa (5.19).Jos tehtävässä on muitakin kuin laatikkorajoituksia, ei-sallitun ratkaisunsiirtäminen sallitulle alueelle on hieman vaikeampaa. Siirtämiseen voidaanesimerkiksi käyttää menetelmää, jossa tarvitaan apuna jotakin sallittuaratkaisua x+ (katso kuva 5.11). Menetelmässä etsitään ei-sallitun ratkaisun
x− ja sallitun ratkaisun x+ väliseltä janalta piste, joka on yhtä kaukanamolemmista ratkaisuista. Käytetään tästä pisteestä merkintää xc. Tämän jäl-keen testataan, onko xc sallitulla alueella vai ei. Jos xc on sallitulla alueella,asetetaan x+ ← xc. Jos taas xc ei ole sallitulla alueella, asetetaan x− ← xc.Tätä ratkaisujen x− ja x+ välin puolittamista jatketaan kunnes löydetäänsellainen piste xc∗, joka on sallittu ja riittävän lähellä sallitun alueen reunaa.Tässä tapauksessa ”riittävän lähellä” voidaan määritellä esimerkiksi käytet-tävän menetelmän parametrina. Lopuksi asetetaan x− ← xc∗ ja näin ollaansaatu siirrettyä ei-sallittu ratkaisu x− sallitulle alueelle.Tietysti on myös mahdollista käyttää jotakin sakkofunktiomenetelmää(penalty function method), jonka avulla rajoitteellinen optimointitehtävämuunnetaan rajoittamattomaksi optimointitehtäväksi. Tähän rajoitta-mattomaan optimointitehtävään voidaan sitten käyttää edellä esiteltyjämenetelmiä. Olkoon nyt tehtävänä ratkaista seuraava rajoitteellinen opti-79
mointitehtävä: min f(x)s.e. gi(x) ≤ 0 i = 1, ...,m,
hi(x) = 0 i = 1, ..., k.









Ψ[hi(x)], (5.79)missä funktio ϕ toteuttaa ehdot
{
ϕ(y) = 0, jos y ≤ 0;
ϕ(y) > 0, jos y > 0; (5.80)ja funktio Ψ toteuttaa ehdot
{
Ψ(y) = 0, jos y = 0;
Ψ(y) > 0, jos y 6= 0. (5.81)Usein käytetään seuraavanlaisia funktioita:
ϕ(y) = (max{0, y})β ;
Ψ(y) = |y|β ,



















Kuva 5.11: Esimerkki ei-sallitun ratkaisun x− siirtämisestä sallitulle alueelle salli-tun ratkaisun x+ avulla. Kuvassa merkintä xci tarkoittaa pisteiden x− ja x+ välistäkeskipistettä esitellyn menetelmän vaiheessa i.muunnetun tehtävän kannalta riittävän huonoja verrattuna alkuperäisentehtävän kannalta sallittuihin ratkaisuihin. Jos siis valitaan liian pieni Ω,voidaan muunnetun optimointitehtävän ratkaisuna saada ratkaisu, joka onalkuperäisen tehtävän kannalta ei-sallittu.
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6 Muurahaisyhdyskuntaoptimoinnin menetelmientoimivuusTässä luvussa verrataan jatkuvien alueiden muurahaisyhdyskuntaoptimoin-nin (katso luku 5.4) toimintaa muiden jatkuville ongelmille soveltuvienmuurahaisyhdyskuntaoptimoinnin menetelmien toimintaan. Jatkuvien aluei-den muurahaisyhdyskuntaoptimointiin (JAMYO) vertailtavien menetelmientiedot on saatu kirjallisuudesta [1, 12, 20, 21, 23, 26, 28, 33, 34, 35]. Tässätyössä ei suoriteta vertailua pseudorinnakkaiseen muurahaisyhdyskuntaopti-mointiin eikä evolutiiviseen muurahaisyhdyskunta-algoritmiin, koska näidenmenetelmien osalta kirjallisuudesta ei löydy vertailun suorittamiseksi tarvit-tavaa informaatiota. JAMYO:n toimintaa on testattu Pentium 4 (3,2 GHz)tietokoneella ja Mathematica 6.0 ohjelmistolla. Tätä testausta varten tarvit-tava koodi funktiolle f1, jossa n1 = 3, a1 = −5 ja b1 = 5 (katso taulukot 3 ja4) sekä menetelmään liittyvät parametrit ovat m = 2, ξ = 0,85, q = 10−4 ja




















i=1 (100 · (x2i − xi+1)2 + (xi − 1)2) [1, 12, 26, 33]
(1 + (x1 + x2 + 1)
2 · (19 − 14x1 + 3x21−
f4 14x2 + 6x1x2 + 3x
2
1)) · (30 + (2x1 − 3x2)2· [12]
(18− 32x1 + 12x21 + 48x2 − 36x1x2 + 27x22))















0,25 · (1 + (sin(50 · (x21 + x22)0,1))2) [26]
f8 10−
∑3






























i=1(100 · (x2i − xi+1)2 + (xi − 1)2) [1]Taulukko 3: Menetelmien vertailuissa käytettävät funktiot. Joitakin funktioitakäytetään useassa vertailussa, jolloin funktion dimensio ei välttämättä ole ainasama. Tämän takia esimerkiksi funktion f1 dimensio on n1. Kun tätä funktiotakäytetään vartailussa, ilmoitetaan joka kerta erikseen minkä arvon n1 saa.
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funktio optimoinnin laatu hakuväli optimiarvo lokaali optimi
f1 min [a1; b1] 0
f2 min [-5,12; 5,11] 0
f3 min [a3; b3] 0
f4 min [-2; 2] 3
f5 min [-20; 20] 0
f6 min [a6; b6] 0 x
f7 min [-100; 100] 0 x
f8 max [1; 10] 10
f9 max [1; 10,1] 80 x
f10 max [1; 10] 1
f11 min [-3,12; 7,12) 0
f12 min [-44; 84) 0
f13 min [-10; 10] 0
f14 min [-100; 100] 0 x
f15 max [1; 10] 10Taulukko 4: Tietoja menetelmien vertailuissa käytettävistä funktioista. Sarak-keessa optimoinnin laatu ilmoitetaan, onko kyseessä minimoitava vai maksimoitavafunktio. Sarakkeessa hakuväli ilmoitetaan miltä väliltä kyseisen funktion optimiahaetaan jokaisessa dimensiossa. Sarakkeessa optimiarvo ilmoitetaan, minkä arvonkyseinen funktio saa optimipisteessä tai -pisteissä. Funktion kohdalla on viimei-sessä sarakkeessa lokaali optimi merkintä x, jos funktiolla on vertailuissa käytetyil-lä hakuväleillä ainakin yksi lokaali optimi, joka ei ole samalla globaali optimi. Jossitä vastoin funktion kohdalla ei sarakkeessa lokaali optimi ole merkintää x, niinfunktioilla ei ole vertailuissa käytetyillä hakuväleillä yhtään lokaalia optimia, jokaei olisi samalla globaali optimi.
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ratkaisujen määrä k. Artikkelissa [30] on optimoitu tehtäviä, joiden dimen-sio 10. Kyseisessä artikkelissa on todettu, että parametreille hyvät arvot ovat
m = 2, ξ = 0,85, q = 10−4 ja k = 50. Mutta kuten edellä kappaleessa 5.4todettiin, pitää olla k ≥ n. Näin ollen voidaan olettaa, että kannattaa aset-taa k = 5n, missä n optimoitavan tehtävän dimensio. Kun nyt testataanparametrien vaikutusta JAMYO:n toimintaan, käytetäänkin näitä arvoja(m = 2, ξ = 0,85, q = 10−4 ja k = 5n) parametrien perusarvoina, joistasitten muutetaan yhtä kerrallaan muiden parametrien pysyessä perusarvos-saan. Testiajoissa käytetään seuraavia parametrien arvoja: m = 1, 2, 3, 5, 8,
ξ = 0,65; 0,75; 0,85; 0,95; 1,05, q = 10−6, 10−5, 10−4, 10−2, 2 · 10−1 ja
k = 2n, 3n, 5n, 10n, 15n.Tässä luvussa esitetyissä taulukoissa sarake onn. − % tarkoittaamenetelmän onnistumisprosenttia. Onnistumiseksi lasketaan nyt se, josmenetelmä löytää ratkaisun, jolla kohdefunktion arvon ja kohdefunktion op-timiarvon ero on korkeintaan 10−4. Kun menetelmä on onnistunut eli se onlöytänyt tarpeeksi hyvän ratkaisun, on testiajo lopetettu eikä ratkaisua oleenää yritetty parantaa. Testiajoja on tehty jokaiselle parametrikombinaati-olle 100 kappaletta ja jokaisessa testiajossa kohdefunktion arvon laskuja onsuoritettu korkeintaan 10000 kappaletta. Jos siis 10000 kohdefunktion arvonlaskun jälkeen ei ole löydetty ratkaisua, jolla kohdefunktion arvon ja kohde-funktion optimiarvon ero olisi korkeintaan 10−4, niin menetelmän katsotaanepäonnistuneen optimoinnissa. Sarake alka taas tarkoittaa kohdefunktionarvon laskujen määrän keskiarvoa onnistuneissa testiajoissa.Ensin testataan parametrien vaikutusta JAMYO:n toimintaan opti-moitaessa funktiota f1, missä n1 = 3, a1 = −5 ja b1 = 5. Näin ollen pa-rametrien perusarvot ovat m = 2, ξ = 0,85, q = 10−4 ja k = 15. Taulukosta5 huomataan, että jokaisella iteraatiokierroksella käytettyjen muurahaistenmäärä m ei paljoakaan vaikuta JAMYO:n toimintaan ainakaan tämän funk-tion tapauksessa. Kun muurahaisten määrää m kasvatetaan yhdestä kah-teen, laskee kohdefunktion arvon laskujen määrän keskiarvo hieman. Samoinkäy, kun muurahaisten määrää m kasvatetaan kahdesta kolmeen. Muura-haisten määrän m kasvaessa kolmesta viiteen nousee kohdefunktion arvonlaskujen määrän keskiarvo hieman. Kun taas muurahaisten määrää m kas-vatetaan viidestä kahdeksaan, laskee kohdefunktion arvon määrän lasku-jen keskiarvo. Muutokset kohdefunktion arvon laskujen määrän keskiarvossa86
eivät kuitenkaan ole merkittäviä: Huonoin (m = 1) on noin 1,4-kertainenparhaaseen (m = 3) verrattuna. Myöskään onnistumisprosentti ei paljoamuutu: Se on kaikissa tapauksissa joko 99 tai 100.Feromonien haihtumisnopeudella ξ on huomattava vaikutus JAMYO:ntoimintaan optimoitaessa funktiota f1, kuten taulukosta 5 huomataan. Kun
ξ = 0,65, on kohdefunktion arvon laskujen määrän keskiarvo selvästi pienem-pi kuin suuremmilla parametrin ξ arvoilla (0,75, 0,85, 0,95 ja 1,05): Toiseksiparas (ξ = 0,95) arvo on noin 2,3-kertainen verrattuna parhaaseen. Näidensuurempien arvojen välillä kohdefunktion arvon laskujen määrän keskiar-vo ei poikkea kovinkaan huomattavasti: Huonoin (ξ = 0,85) arvo on noin1,5-kertainen verrattuna toiseksi parhaaseen. Vaikka parhaat tulokset koh-defunktion arvon laskujen määrän perusteella saadaankin, kun ξ = 0,65,niin tätä arvoa parametrille ξ ei voida pitää hyvänä, koska tällä arvollamenetelmän onnistumisprosentti on vain 11. Kun ξ = 0,75, on menetelmänonnistumisprosentti 39 ja muilla parametrin ξ arvoilla 100. Näin ollen ainakintällä funktiolla kannattaa valita parametrin ξ arvoksi vähintään 0,85.Parametrien q ja k muuttamisella ei ole huomattavaa vaikutustaJAMYO:n toimintaan optimoitaessa funktiota f1. Kaikilla testattavillaparametrien q ja k arvoilla menetelmän onnistumisprosentti on 100. Koh-defunktion arvon laskujen määrän keskiarvokaan ei muutu paljoa, kun pa-rametria q muutetaan: Huonoin (q = 2 · 10−1) arvo on vajaa 1,2-kertainenverrattuna parhaaseen (q = 10−6) arvoon. Myös parametrin k arvon muu-tos vaikuttaa kohdefunktion arvon laskujen määrän keskiarvoon vain vähän:Huonoin (k = 15) arvo on noin 1,4-kertainen verrattuna parhaaseen (k =
30) arvoon. Parametrin k arvon suurentaminen kuitenkin lisää algoritminsuorituksen aikana tarvittavaa muistin määrää ja laskenta-aikaa. Näin ollenparametria k ei kannata valita kovin suureksi. Parametrien vaikutusta testat-taessa laskenta-ajat ovat molempien testifunktioiden kohdalla kuitenkin niinlyhyitä, että parametrin k valinnalla ei ole käytännössä näissä tapauksissasuurta merkitystä.Toisena testataan parametrien vaikutusta JAMYO:n toimintaan opti-moitaessa funktiota f2. Tässä tapauksessa parametrien perusarvot ovat
m = 2, ξ = 0,85, q = 10−4 ja k = 10. Tätä funktiota optimoitaessajokaisella iteraatiokierroksella käytettyjen muurahaisten määrä m vaikuttaamenetelmän toimintaan enemmän kuin funktion f1 tapauksessa. Huonoim-87
onn.−%(f1) alka(f1) onn.−%(f2) alka(f2)
m = 1 99 302 15 837
m = 2 100 251 12 414
m = 3 100 222 22 456
m = 5 100 276 15 769
m = 8 99 253 11 537
ξ = 0,65 11 73 11 151
ξ = 0,75 39 248 20 823
ξ = 0,85 100 251 12 414
ξ = 0,95 100 166 8 1107
ξ = 1,05 100 169 13 1715
q = 10−6 100 225 14 346
q = 10−5 100 232 11 971
q = 10−4 100 251 12 414
q = 10−2 100 238 17 572
q = 2 · 10−1 100 261 8 842
k = 2n 100 185 16 527
k = 3n 100 226 14 951
k = 5n 100 251 12 414
k = 10n 100 180 17 2098
k = 15n 100 207 18 1194Taulukko 5: Parametrien vaikutus JAMYO:n toimintaan funktioita f1 ja f2 opti-moitaessa. Vasemman puoleiset sarakkeet liittyvät funktioon f1 ja oikean puoleisetfunktioon f2. Testattaessa funktiota f1, saa parametri k arvot 6, 9, 15, 30 ja 45(n = 3). Testattaessa funktiota f2, saa parametri k arvot 4, 6, 10, 20 ja 30 (n = 2).Taulukossa on lihavoitu jokaisessa sarakkeessa jokaisen testattavan parametrin suh-teen parhaat arvot.
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massa tapauksessa (m = 1) on kohdefunktion arvon laskujen määrän keskiar-vo yli 2-kertainen verrattuna parhaaseen tapaukseen (m = 2). Onnistumis-prosentti on kaikilla parametrin m arvoilla huono, kuten taulukosta 5 huo-mataan.Funktion f2 tapauksessa feromonien haihtumisnopeuden ξ vaikutus on-nistumisprosenttiin ei ole niin selvä kuin funktion f1 tapauksessa. Onnis-tumisprosentti funktiota f2 optimoitaessa on alhainen kaikilla testattavillaparametrin ξ arvoilla eikä siis tällä kertaa parametrin ξ arvon kasvattami-nen auta, kuten auttoi funktion f1 tapauksessa. Paras onnistumisprosenttion nyt 20 (ξ = 0,75) ja huonoin 8 (ξ = 0,95). Tällä kertaa parametrin ξarvon vaikutus kohdefunktion arvon laskujen määrän keskiarvoon on vieläsuurempi kuin funktiota f1 optimoitaessa: Huonoin tulos (ξ = 1,05) on yli11-kertainen varrattuna parhaaseen tulokseen (ξ = 0,65).Kun parametrin q arvoa muutetaan optimoitaessa funktiota f2, saadaankohdefunktion arvon laskujen määrän keskiarvon perusteella huonoin tu-los, kun q = 10−5. Tämä huonoin tulos on noin 2,8-kertainen verrattunaparhaaseen tulokseen, joka saadaan, kun q = 10−6. Myös kaikilla testattavil-la parametrin q arvoilla onnistumisprosentti on alhainen. Paras onnistumis-prosentti (17) saavutetaan, kun q = 10−2 ja huonoin onnistumisprosentti (8)on silloin, kun q = 2 · 10−1.Testattaessa parametrin k vaikutusta JAMYO:n toimintaan optimoitaes-sa funktiota f2 huomataan, että myös kaikilla parametrin k arvoillamenetelmän onnistumisprosentti on huono. Parhaimmillaan onnistumispro-sentti on 18 (k = 30) ja huonoimmillaan 12 (k = 10). Parametrin k arvoamuutettaessa huonoin tulos (k = 20) kohdefunktion arvon laskujen määränperusteella on yli 5-kertainen parhaaseen tulokseen (k = 10) verrattuna.6.2 Muurahaisyhdyskuntaoptimoinnin menetelmien toimin-nan vertailuSeuraavaksi JAMYO:n toimintaa verrataan eri funktioiden avulla muidenluvussa 5 esiteltyjen menetelmien toimintaan. Kaikissa vertailussa käytetäänJAMYO:n parametreille edellä esiteltyjä perusarvoja (m = 2, ξ = 0,85,
q = 10−4 ja k = 5n). Testifunktioissa on vain laatikkorajoitteita, joten josJAMYO luo ratkaisun, joka ei ole sallitulla alueella, se siirretään sallitunalueen rajalle (katso kaava (5.19)). 89
Ensin JAMYO:n toimintaa verrataan funktioiden f1, f3, f4 ja f5 avullajatkuvaan muurahaisyhdyskuntaoptimointiin (JMYO, katso luku 5.1), jatku-vaan vuorovaikuttavaan muurahaisyhdyskuntaan (JVMY, katso luku 5.2),muurahaisyhdyskuntaoptimoinnin suoraan sovellukseen jatkuville ongelmille(MYOSS, katso luku 5.6) ja binääriseen muurahaissysteemiin (BMS, katsoluku 5.8). Näissä vertailuissa funktiossa f1 käytetään arvoja n1 = 6, a1 =-5,12 sekä b1 = 5,12 ja funktiossa f3 arvoja n3 = 2, a1 = −5 sekä b1 = 10.Tällä kertaa onnistumiseksi lasketaan se, jos menetelmä löytää ratkaisun,jolla kohdefunktion arvon ja kohdefunktion optimiarvon ero on korkeintaan
10−4 +10−4 ·f∗, missä f∗ on kohdefunktion optimiarvo. Jokaisella funktiollatehdään 100 toisistaan riippumatonta testiajoa.Vertailua varten tarvitaan myös muiden vertailtavien menetelmien kuinJAMYO:n parametrien arvot. JMYO:n kaikkien parametrien, paitsi feromo-nien haihtumisnopeuden (ρ = 0,9), arvot muuttuvat optimoitavan funktionmuuttuessa [25]. Funktiota f1 optimoitaessa käytetään seuraavia paramet-rien arvoja: m = 100, H = 200, pm = 0,5, pr = 1 ja b = 10. Funktiolle f3käytetään arvoja m = 150, H = 200, pm = 0,5, pr = 0,8 ja b = 10. Funktiolle
f4 parametrien arvot ovatm = 150, H = 200, pm = 0,6, pr = 0,2 ja b = 10−4.Funktiolle f5 menetelmän parametrit ovat m = 40, H = 60, pm = 0,5, pr =0,3 ja b = 10. JVMY:ssa parametrien arvot ovat m = 1000 · (1 − e− n10 ) + 5(missä n on optimoitavan funktion dimensio), ρ = 0,1, σ = 0,9 ja v0 = 23 ·m[12]. MYOSS:ssa käytettävät parametrien arvot ovat m = 3, ρ = 0,85, k1= 0,05, k2 = 0,1, k3 = 0,5 ja k4 = 1 [20]. BMS:ssä käytetään seuraaviaparametrien arvoja: m = 5, d = 12, τH = 0,65, τL = 0,35, ρ0 = 0,3, k1 =0,2, k2 = 0,3, k3 = 0,4, k4 = 0,5 ja k5 = 0,9 [21].JMYO:n testaamiseen on käytetty Pentium (200 MHz) tietokonetta jaFortran 77 ohjelmointikieltä [28]. JVMY:n, MYOSS:n ja BMS:n osalta kir-jallisuudesta ei löydy vastaavaa testausinformaatiota.Taulukosta 6 nähdään, että kohdefunktion arvon laskujen määränkeskiarvon suhteen JAMYO on verrattavista menetelmistä kolmanneksiparas optimoitaessa funktiota f1, neljänneksi paras (toiseksi huonoin) opti-moitaessa funktiota f3, paras optimoitaessa funktiota f4 ja toiseksi paras op-timoitaessa funktiota f5. Funktion f4 kohdalla pitää kuitenkin huomioida, et-tä JAMYO:n onnistumisprosentti on vain 70, kun kolmen muun menetelmänonnistumisprosentti on 100. Taulukosta 6 nähdään myös, että funktioita90
f1 f3 f4 f5JAMYO onn.−% 100 100 70 100
alka 468 11449 166 273JMYO onn.−% 100 100 100 100
alka 22050 6842 5330 1688JVMY onn.−% 100 100 56 20
alka 50000 11797 23391 11751MYOSS onn.−% 100 100 100 100
alka 265 1947 230 169BMS onn.−% 100 100 100 100
alka 74 5505 1256 2723Taulukko 6: Ensimmäisen vertailun tulokset. Taulukossa on lihavoitu jokaisenfunktion suhteen parhaat arvot.
f1, f4 ja f5 optimoitaessa JVMY toimii vertailtavista menetelmistä selvästihuonoimmin. Vain funktiota f3 optimoitaessa JAMYO:n toiminta on suun-nilleen yhtä huonoa kuin JVMY:n. Vertailussa MYOSS on paras funktioiden
f3 sekä f5 optimoinnissa ja BMS funktion f1 optimoinnissa. Funktion f4kohdalla parhaan menetelmän valinta ei ole niin yksinkertaista, koska koh-defunktion arvon laskujen määrän keskiarvon suhteen paras menetelmä eiole paras onnistumisprosentin suhteen.Toisena JAMYO:n toimintaa verrataan funktioiden f1, f3, f6 ja f7 avullaAPI-menetelmään (katso luku 5.3) ja muurahaisyhdyskuntasysteemin jatku-vaan versioon (MYSJV, katso luku 5.5). Näissä vertailuissa funktiossa f1käytetään arvoja n1 = 3, a1 = -5,12 sekä b1 = 5,12, funktiossa f3 arvo-ja n3 = 2, a3 = -2,048 sekä b3 = 2,047 ja funktiossa f6 arvoja n6 = 5,
a6 = -5,12 sekä b6 = 5,12. Tällä kertaa yhdessä testiajossa suoritetaan
10000 kohdefunktion arvon laskua, jonka jälkeen menetelmän suoritus lopete-taan ja parhaan ratkaisun antama kohdefunktion arvo säilytetään muistis-sa. Jokaisella funktiolla tehdään 50 toisistaan riippumatonta testiajoa. Näi-den testiajojen parhaiden ratkaisujen antamien kohdefunktioiden arvojenkeskiarvot eri menetelmillä on esitetty taulukossa 7 (kfka).Vertailuarvot API-menetelmästä on saatu, kun on käytetty parametreilleseuraavia arvoja: m = 20 ja ν = 2 [26]. MYSJV:ssa on vain yksi parametri91
f1 f3 f6 f7JAMYO kfka 3,0·10−88 0,49010 14,9296 0,70572API kfka 0,00 0,00 5,26 0,15MYSJV kfka 3,6·10−37 1,6·10−33 4,9 0,0025Taulukko 7: Toisen vertailun tulokset. Taulukossa on lihavoitu jokaisen funktionsuhteen parhaat arvot.ja sille on käytetty arvoa m = 100 [28].API-menetelmän ja MYSJV:n osalta kirjallisuudesta ei löydy informaa-tiota siitä minkälaisella tietokoneella tai millä ohjelmointikielellä menetelmiäon testattu.Taulukosta 7 nähdään, että vertailtavista menetelmistä JAMYO on suun-nilleen yhtä hyvä kuin muut funktiota f1 optimoitaessa ja huonoin muitafunktioita (f3, f6 ja f7) optimoitaessa. Näiden muiden funktioiden optimoin-nissa parhaiten toimii MYSJV. API-menetelmästä ei ole kirjallisuudessa [26]tarkempia arvoja kuin taulukossa 7 on ilmoitettu.Kolmantena JAMYO:n toimintaa verrataan funktioiden f8, f9, f10 ja f15avulla mukautuvaan muurahaisyhdyskunta-algoritmiin (MMYA, katso luku5.7). Nyt onnistumiseksi lasketaan se, jos menetelmä löytää ratkaisun, jollakohdefunktion arvo on riittävän suuri. Funktion f8 tapauksessa kohdefunk-tion arvon pitää olla vähintään 78, funktion f9 tapauksessa vähintään 9,8,funktion f10 tapauksessa vähintään 0,999 ja funktion f15 tapauksessa vähin-tään 9,99. Tällä kertaa yhdessä testiajossa suoritetaan korkeintaan 10000kohdefunktion arvon laskua. Jokaisella funktiolla tehdään 10 toisistaan riip-pumatonta testiajoa.Vertailuarvot MMYA:sta on saatu, kun on käytetty parametreille seu-raavia arvoja: m = 25, q0 = 0,7, ξ = 0,2, ρmin = 0,1, Q = 10, a = 10,
b = 250, ε = 0,001 ja T = 100 [1].MMYA:n testaamiseen on käytetty Pentium 4 (1,5 GHz) tietokonetta jaMATLAB 6.5 ohjelmistoa [1].Taulukosta 8 nähdään selvästi, että jokaista vertailtavaa funktiota op-timoitaessa JAMYO toimii huonommin kuin MMYA. Parhaaseen tulok-seen JAMYO pääsee funktiota f8 optimoitaessa. Tällöin onnistumisprosent-ti molemmilla menetelmillä on 100 ja kohdefunktion arvon laskujen määrän92
f8 f9 f10 f15JAMYO onn.−% 100 90 0 30
alka 224 33 - 101MMYA onn.−% 100 100 80 80
alka 126 17 110 3Taulukko 8: Kolmannen vertailun tulokset. Taulukossa on lihavoitu jokaisen funk-tion suhteen parhaat arvot.
f3 f6 f11 f12JAMYO onn.−% 0 0 100 70
alka - - 2788 38511PFKJ onn.−% 100 100 100 100
alka 61769 239365 35928 43044Taulukko 9: Neljännen vertailun tulokset. Taulukossa on lihavoitu jokaisen funk-tion suhteen parhaat arvot.keskiarvo on JAMYO:ssa vajaa 1,8-kertainen verrattuna MMYA:in.Seuraavaksi JAMYO:n toimintaa verrataan funktioiden f3, f6, f11 ja
f12 avulla paranneltuun feromonien kerääntymisjärjestelmään (PFKJ, katsoluku 5.11). Näissä vertailuissa funktiossa f3 käytetään arvoja n3 = 20, a3= -2,048 sekä b3 = 2,048 ja funktiossa f6 arvoja n6 = 20, a6 = -3,12 sekä
b6 = 7,12. Tällä kertaa onnistumiseksi lasketaan se, jos menetelmä löytääratkaisun, jolla kohdefunktion arvon ja kohdefunktion optimiarvon ero onkorkeintaan 2 · 10−5. Jokaisella funktiolla tehdään 20 toisistaan riippuma-tonta testiajoa ja yhdessä testiajossa suoritetaan korkeintaan 500000 kohde-funktion arvon laskua.Vertailuarvot PFKJ:stä on saatu, kun on käytetty parametreille seuraaviaarvoja: m = 120, H = 100, α = 32, ρ = 0,2, ρmin = 0,1 ja β = 1 paitsifunktiota f6 optimoitaessa, jolloin β = 0,6 [33].PFKJ:n testaamiseen on käytetty Pentium 4 (2,8 GHz) tietokonetta jaJava ohjelmointikieltä [33].Taulukosta 9 huomataan, että kahdesta vertailtavasta menetelmästäPFKJ toimii huomattavasti paremmin funktioden f3 ja f6 optimoinnissa.JAMYO ei onnistu näiden funktioiden optimoinnissa kertaakaan. Näissä93
20 testiajossa JAMYO saavuttaa funktion f3 tapauksessa kohdefunktiollekeskiarvon 16,98 ja funktion f6 tapauksessa keskiarvon 74,50. Näin ollentämä menetelmä jää keskimäärin erittäin kauas optimista funktioita f3 ja f6optimoitaessa. Funktiota f11 optimoitaessa JAMYO toimii sen sijaan huo-mattavasti paremmin kuin PFKJ. Myös funktion f12 tapauksessa JAMYOsaavuttaa hieman paremman tuloksen kohdefunktion arvon laskujen määränkeskiarvon kannalta kuin PFKJ. Pitää kuitenkin huomata, että JAMYO:nonnistumisprosentti funktiota f12 optimoitaessa on vain 70, kun taas PFKJ:nonnistumisprosentti on 100.Lopuksi JAMYO:n toimintaa verrataan funktioiden f1, f6, f13 ja f14avulla ortogonaalin haun muurahaisyhdyskuntaoptimointiin (OHMYO, kat-so luku 5.12). Näissä vertailuissa funktiossa f1 käytetään arvoja n1 = 4,
a1 = −100 sekä b1 = 100 ja funktiossa f6 arvoja n6 = 4, a6 = -5,12 sekä
b6 = 5,12. Tällä kertaa yhdessä testiajossa suoritetaan 100000 kohdefunk-tion arvon laskua, jonka jälkeen menetelmän suoritus lopetetaan ja parhaanratkaisun antama kohdefunktion arvo säilytetään muistissa. Jokaisella funk-tiolla tehdään 50 toisistaan riippumatonta testiajoa. Taulukoissa 10 ja 11on esitetty näiden testiajojen parhaiden ratkaisujen antamien kohdefunk-tioiden arvojen keskiarvot (kfka) sekä paras näillä testiajoilla saavutettukohdefunktion arvo (pkf).Vertailuarvot OHMYO:sta on saatu, kun on käytetty parametreille seu-raavia arvoja: m = 100, N = 30 (funktiot f1, f13 ja f14) tai 200 (funktio f6),
τ0 = 0,001, δ = 0,9, χ = 0,1, q0 = 0,3, ρ = 0,2, ja hakusäteiden rij arvoksiasetetaan aluksi hakuvälin kymmesosa [35].OHMYO:n osalta kirjallisuudesta ei löydy informaatiota siitäminkälaisella tietokoneella tai millä ohjelmointikielellä menetelmää ontestattu.Taulukoista 10 ja 11 huomataan, että kahdesta vertailtavastamenetelmästä OHMYO on kohdefunktion keskiarvon perusteella parempijokaista vertailussa käytettävää funktiota optimoitaessa. Parhaan löydetynkohdefunktion arvon perusteella JAMYO on kuitenkin parempi ainakin funk-tioiden f1 ja f13 optimoinnissa. Funktion f6 osalta ei voida varmasti sanoakumpi vertailtavista menetelmistä on parempi parhaan löydetyn kohdefunk-tion arvon perusteella, koska ei tiedetä kuinka tarkka ortogonaalin haunmuurahaisyhdyskuntaoptimoinnissa saatu arvo 0 on. Funktion f14 osalta on94
f1 f6JAMYO kfka 2,3·10−11 6,3478
pkf 3,2·10−203 1,3·10−202OHMYO kfka 1,8·10−88 0,1052
pkf 9,0·10−95 0Taulukko 10: Viidennen vertailun tulokset funktioiden f1 ja f6 osalta. Taulukossaon lihavoitu jokaisen funktion suhteen parhaat arvot.
f13 f14JAMYO kfka 0,2000 1,7381
pkf 1,3·10−101 1,4·10−6OHMYO kfka 1,1·10−61 2,6·10−69
pkf 2,6·10−69 2,7·10−76Taulukko 11: Viidennen vertailun tulokset funktioiden f13 ja f14 osalta. Taulukossaon lihavoitu jokaisen funktion suhteen parhaat arvot.kuitenkin selvää, että OHMYO on parempi vertailtavista menetelmistä myösparhaan löydetyn kohdefunktion arvon perusteella.6.3 YhteenvetoEdellä esitettyjen vertailujen perusteella näyttää siltä, että JAMYO toimiimelko hyvin yksinkertaisempien, esimerkiksi konveksien funktioiden (kat-so liite A) optimoinnissa. Tällä menetelmällä näyttää kuitenkin olevan on-gelmia löytää globaali optimi optimoitaessa niitä funktioita, joilla on olemas-sa vähintään yksi lokaali optimi, joka ei samalla ole globaali optimi.JVMY vaikuttaa toimivan tässä luvussa vertailluista menetelmistähuonoiten funktiosta riippumatta. Myös JMYO:n toiminta vertailuissa onsen verran huonoa, että ainakaan tämän perusteella sen käyttöä ei voi suo-sitella.MYOSS näyttää toimivan verrattaen hyvin optimoitavasta funktiostariippumatta. Sitä vastoin BMS:n toimivuus näyttää riippuvan suuresti op-timoitavasta funktiosta. Vertailuissa tämä menetelmä toimi erittäin hyvinfunktiota f1 optimoitaessa, mutta muiden testifunktioiden optimoinnissa95
menetelmä toimi melko huonosti.API-menetelmä toimii vertailuissa jokaisen funktion optimoinnissa koh-tuullisesti, mutta näyttää kuitenkin siltä, ettei se toimi parhaiden tässä lu-vussa vertailtujen menetelmien veroisesti. MYSJV näyttää vertailujen pe-rusteella toimivan vielä hieman API-menetelmää paremmin optimoitavastafunktiosta riippumatta.Vertailuista voidaan päätellä, että MMYA toimii funktiosta riippumat-ta erinomaisesti. Toisaalta nämä erittäin hyvät tulokset johtuvat osittaintämän menetelmän vertailuissa käytettävästä onnistumisen määritelmästä,joka takaa menetelmälle onnistumisen helpommin kuin muiden menetelmienvertailuissa käytetyt onnistumisen määritelmät.Vertailujen perusteella PFKJ näyttää toimivan verrattaen melko hyvinoptimoitaessa niitä funktioita, joilla on lokaaleja optimeja, jotka eivät samal-la ole globaaleja optimeja. Yksinkertaisempien funktioiden optimoinnissatämä menetelmä ei näytä toimivan kovinkaan hyvin.OHMYO näyttää vertailujen perusteella toimivan hyvin optimoitavastafunktiosta riippumatta. Tämä menetelmä näyttäisikin olevan yksi parhaistatässä luvussa vertailluista menetelmistä.Koska eri vertailuissa käytettävät kriteerit ovat erilaisia ja optimoita-vat funktiot eivät ole samoja, ei varmoja johtopäätöksiä menetelmienparemmuudesta voi tehdä. Näiden vertailujen perusteella optimointiin voikuitenkin suositella MYOSS:a, MMYA:a tai OHMYO:a, jos optimoitavastafunktiosta ei ole mitään ennakkotietoa.
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A Yleisiä määritelmiä1) Globaali optimi: Olkoon optimointitehtävän sallittu alue S ⊂ Rn. Täl-löin piste x∗ on tehtävän globaali minimi (minimointitehtävän globaali opti-mi), jos
f(x∗) ≤ f(x) ∀x ∈ S.Vastaavasti piste x∗ on tehtävän globaali maksimi (maksimointitehtävänglobaali optimi), jos
f(x∗) ≥ f(x) ∀x ∈ S.2) Lokaali optimi: Olkoon optimointitehtävän sallittu alue S ⊂ Rn.Tällöin piste x∗ on tehtävän lokaali minimi (minimointitehtävän lokaali op-timi), jos on olemassa δ > 0 siten, että
f(x∗) ≤ f(x) ∀x ∈ S, joilla ||x− x∗|| ≤ δ.Vastaavasti piste x∗ on tehtävän lokaali maksimi (maksimointitehtävänlokaali optimi), jos on olemassa δ > 0 siten, että
f(x∗) ≥ f(x) ∀x ∈ S, joilla ||x− x∗|| ≤ δ.3) Konveksi funktio: Olkoon f : S → R, S ⊂ Rn ja S 6= φ. Funktio fon konveksi funktio joukossa S, jos
f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y) ∀x, y ∈ S, λ ∈ (0, 1).B Testaukseen tarvittava koodiTässä liitteessä esitellään JAMYO:n testausta varten tarvittava koodi funk-tiolle f1, jossa n1 = 3, a1 = −5 ja b1 = 5 (katso taulukot 3 ja 4) sekämenetelmään liittyvät parametrit ovat m = 2, ξ = 0,85, q = 10−4 ja k = 15.Koodia täytyy tietyiltä osin hieman muuttaa, kun muita funktioita tes-tataan tai parametrien arvoja muutetaan. Koodin antama tulos on muodossa
{{menetelmän löytämä paras ratkaisu, kohdefunktion arvo saadulla parhaal-la ratkaisulla}, kohdefunktion arvojen laskun lukumäärä}. Ohjelmointi onsuoritettu Mathematican versiolla 6.0.f[x_] := Sum[x[[i]]^2, {i,1, 3}];om[lista_] := 97
Module[{t}, t = Table[lista[[j]][[-2]],{j, 1, Length[lista]}]; Accumulate[t]/Total[t]];valinta[sl_] :=Flatten[Module[{u, val, i}, u = Sort[Append[om[ratk], sl]];i = Flatten[Position[u, sl]]; val = ratk[[i]]; val]];var[l_, i_, lista_] := 0.85*Sum[(Abs[lista[[k]][[i]]-lista[[l]][[i]]])/(Length[lista[[l]]]-4) + 10^(-100),{k,1,Length[lista[[l]]]-2}];ratk = RandomReal[{-5, 5}, {15, 3}];For[j = 1, j < Length[ratk] + 1, j++,AppendTo[ratk[[j]], f[ratk[[j]]]]];ratk = Sort[ratk, #1[[-1]] < #2[[-1]] &];Sort[ratk, #1[[-1]] < #2[[-1]] &];For[j = 1, j < Length[ratk] + 1, j++,AppendTo[ratk[[j]],1/(10^(-4)*15*Sqrt[2*Pi])e^(-((j - 1)^2/(2*(10^(-4))^2*15^2)))]];For[j = 1,j < Length[ratk] + 1, j++, AppendTo[ratk[[j]], j]];menetelmä[m_, n_] :=Module[{uusratk, valitut, apu, apu2, apu3, apu4, t = 0},While[Abs[ratk[[1]][[-3]]] > 10^(-4) && t < 10000,uusratk = {};apu = {};apu3 = Flatten[Table[{{i, -1}, {i, -2}},{i, 1, Length[ratk]}], 1];apu4 = Table[{-i}, {i, 1, m}];valitut = Table[valinta[RandomReal[]], {m}];For[j = 1, j < m + 1, j++, apu = {};For[l = 1, l < n + 1, l++,apu2 = RandomReal[NormalDistribution[valitut[[j]][[l]],var[valitut[[j]][[-1]], l, ratk]]];Which[apu2 < -5, apu2 = -5, apu2 > 5, apu2 = 5];AppendTo[apu, apu2]]; AppendTo[uusratk, apu]];98
For[j = 1, j < Length[uusratk] + 1, j++,AppendTo[uusratk[[j]], f[uusratk[[j]]]]];ratk = Delete[ratk, apu3];For[j = 1, j < m + 1, j++, AppendTo[ratk, uusratk[[j]]]];ratk = Sort[ratk, #1[[-1]] < #2[[-1]] &];ratk = Delete[ratk, apu4];For[j = 1, j < Length[ratk] + 1, j++,AppendTo[ratk[[j]],1/(10^-4*15*Sqrt[2*Pi])E^(-((j - 1)^2/(2*(10^(-4))^2*15^2)))]];For[j = 1, j < Length[ratk] + 1, j++,AppendTo[ratk[[j]], j]];t = t + m]; {Delete[ratk[[1]], {{-1}, {-2}}], t}];
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