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Abstract 
 This Dissertation is a compilation of my work done at the University of Minnesota 
in pursuit of a Ph.D. in Chemistry.  The main theme is the use of vibrational sum 
frequency generation, an interface specific spectroscopic technique, to answer 
fundamentally interesting questions in the field of organic electronics, specifically the 
dielectric/semiconductor interface.  This interface is of major importance in the function 
of organic field effect transistors.  Chapters 1 and 2 will provide the relevant background 
on organic electronics and vibrational sum frequency generation, respectively.  Chapter 
3 is an explanation of the laser setup used to make the measurements.  Chapter 4 
explores the use of new modeling techniques to answer fundamental questions 
pertaining to the dielectric/organic interface under gate bias.  Chapter 5 is the 
development of a new technique to collect multiple VSFG experiments at once.  Finally, 
Chapter 6 uses techniques in both chapters 4 and 5 to examine how the organic 
semiconductor arranges itself on different gate dielectrics. 
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Chapter 1: Introduction to Organic Field 
Effect Transistors 
1.1 Charge Transport in Organic Materials 
When talking of charge conduction in materials band theory is often the first 
model introduced.  One can think of a lower energy valence band of electrons bound to 
their nucleus.  Above that a conduction band exists where the electron is no longer 
tightly bound to individual nuclei and is thus free to move in a particular direction under 
application of an electric field.  In a band-type conductor, such as a metal, this valance 
band and conduction band overlap one another; promoting an electron from one to 
another takes less thermal energy than found at room temperature.  This why these 
materials are room temperature conductors.1 
In the case of insulators, the gap between the valence and the conduction band 
(the bandgap) is too large for electrons to be thermally excited into the conduction band. 
Between the extremes of conductors and insulators lie semiconductors.  In a traditional 
semiconductor, the bandgap between valence and conduction bands is present but 
charge carriers, electrons or areas that lack electrons known as “holes,” can be 
thermally excited and promoted into valence band states that then conduct electricity.   
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Figure 1.1:  Diagram of a conductor where the partially filled conduction band straddles the 
Fermi level, a semiconductor where promotion of a charge carrier to the conduction band from 
the valence band is possible because the band gap is on the order of kT at room temperature, 
and an insulator where the band gap between valence and conduction bands are too large and 
the material does not conduct charge. 
 While band transport can be used to explain charge conduction in traditional 
inorganic semiconductors, as well as some highly ordered single-crystal organic 
semiconductors, it does not work well to explain charge conduction in most organic 
semiconducting materials.  For these systems, we will have to first understand what 
makes organic semiconductors different from their inorganic counterparts.  Structurally 
speaking, organic semiconductors are made up of organic (made of primarily carbon, 
nitrogen, oxygen, hydrogen, and sulphur) molecules or macromolecules (polymers).   
They typically have large regions of π conjugation that facilitate intra- and intermolecular 
charge delocalization.  
 Like inorganic semiconductors, organic materials can be separated broadly into 
either n-type, p-type, or amibipolar charge transporters.   In inorganic as well as organic 
materials the p-type/n-type definition corresponds to whether the material transports 
primarily holes or electrons.   
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Most organic semiconductors are to some degree molecular crystals so packing 
will play a huge role in how the molecule behaves.  Studies have shown that the most 
efficient transport occurs along the π-π stack of the material.2  This means that for a 
material that aligns itself normal to a surface (edge-on) charge transport will be most 
efficient through a 2D layer in the direction of the stack and parallel to the surface.2-3  
This also means that the tilt of the molecules at the interface can greatly affect the 
efficacy of the device as this will affect how well the molecules are in registry with each 
other.4-6   
Different models are needed to explain charge transport in organic materials 
because many are polycrystalline or amorphous.  This relative disorder means that the 
traditional models of conduction do not work.  There are broadly two models to explain 
charge transport: the polaron model, which is good for more ordered systems, and a 
charge hopping model, which is good for less ordered systems.1-2, 7 
The polaron model works for a wide range of materials and temperatures.8 A 
polaron is the charged moiety in the material and resultant deformation the surrounds 
the charged particle.  This deformation can be of the delocalized π electron clouds 
surrounding the charged species as well as the molecular coordinates of the atoms in 
the surrounding molecules or even the lattice parameters of the crystal at large.  In the 
organic materials under study here, the deformation is primarily that of the electron cloud 
and, depending on the material, the molecular coordinates.1  Early studies by Kenkre et 
al. also showed how the model could be used to describe photoinduced electrons in 
naphthalene.9   Polaron models have also been used to model the temperature effects of 
conductivity in pentacene.10   
  For more disordered systems a charge hopping model is used that draws 
inspiration from Marcus theory of charge transfer and then parameterizes it further.2, 11  
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Bässler and coworkers have done much in modeling the charge transfer properties of 
highly disordered organic semiconductors.12-14  These models are very complex but work 
very well for highly disordered systems.  In one case, a highly parameterized model was 
able to predict the carrier density dependence on charge mobility.13   
In short, there are two categories of charge transfer models for organic 
polycrystalline thin films: either a polaron model that does not explicitly take into account 
charge transfer between two different states and just models charge transport though 
the material as a ‘dressed charge’, or a hopping model that more explicitly treats charge 
transfer as a hopping event subject to an Arrhenius type rate equation.  Many of these 
hopping models also include the polarization induced in a material by the charge as is 
done in polaron models. The inherent strength in many of these models is that they can 
be parameterized and fit to account for experimental behavior.  However, this means a 
true ab-initio theory of charge transport for a large range of different classes of materials 
is lacking. 
1.2 Examples of Organic Semiconductors 
A distinct advantage of organic semiconductors is that their properties can be 
readily modified by chemical synthesis.  It is a long term goal of the field that by 
understanding the underlying fundamental forces that make a particular semiconductor 
perform well when compared to another to produce a better functioning organic 
semiconductor. 
One widely studied class of p-type organic semiconductors is the acenes.15 
Tetracene and pentacene both show a great propensity under vacuum deposition and 
solution recrystallization to make large single crystals that perform very well as organic 
semiconductors. Tetracene can reach single crystal mobilities of up to 0.4 cm2/Vs.16 
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Pentacene likewise can reach up to 75 cm2/Vs, free carrier mobility.17 Rubrene, a class 
of substituted tetracene is one of the best p-type semiconductors known with mobilities 
as high as 20 to 40 cm2/Vs for single crystals.18  
Anthony and coworkers have shown that the addition of the substituent 
triisopropylsilylethynl (TIPS) to pentacene leads to better packing and therefore 
transistor device performance. 19-24 TIPS is also shown to help with pentacene solubility 
and recrystallization.21   Furthermore, substitution can be used to affect the electronic 
structure of pentacene more directly leading to interesting results. Dioxolane substitution 
leads to increased fluorescence as well as lowered ionization potential leading to easier 
charge injection in an organic field effect transistor (OFET) device.19  Also, the 
substitution of electron withdrawing cyano groups turns pentacene in a suitable organic 
photovoltaic (OPV) acceptor.24 Furthermore, Yassar and coworkers substituted cyano 
groups into terthiophene, and showed that this made it capable of n-type transport.25  
Marks and coworkers have also created oligothiophene based n-type semiconductors 
through substitution with fluorinated alkanes.26-28 
There are fewer n-type organic semiconductors.  These materials primarily 
transport negative charge carriers or electrons and are negatively charged while under 
device operation and therefore, many are not stable in air.  N-type semiconductors when 
charged under normal device operation are more prone to reacting with oxygen and 
water leading to a chemical state that cannot conduct charge.29  In fact, air stable n-type 
semiconductors are a longtime research goal.29-33  Some examples include fullerene and 
fullerene derivatives.  Fullerene has been reported to have an electron mobility of 
approximately 0.1 cm2/Vs in vacuum.34  The substituted fullerene, phenyl-C61-butyric 
acid methyl ester (PCBM) has been reported to have mobilities as high as 1.6x102 
cm2/Vs.35  PCBM has the added of benefit of being soluble in most organic solvents.  
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Both of these materials also see use as acceptor materials in organic photo voltaic 
applications.36  
Napthalenediimides show electron mobilities from very low, approximately 10-6 
cm2/Vs, to rather high at 0.16 cm2/Vs, depending on substitution and whether they are 
under vacuum.  Like many n-type conductors, device performance fades upon exposure 
to air.37  Similar to the napthalenediimides and of special importance to this work are the 
perylenediimide derivatives.  Based on substitution on the nitrogen of the imide group 
charge carrier mobility can be as high as 0.6 cm2/Vs for PTCDI-c8 or around 6.9x10-5 
cm2/Vs.38-39   It has been shown by several people that this change in mobility is from the 
packing of the different substituted molecules.  The better performing materials taking on 
a more face-to-face packing arrangement.  
In addition to small oligomers, several polymers show conductive and 
semiconductive behavior.  The polythiophene class is probably the most well-known of 
the p-type semiconducting polymers. Of those, regioregular poly(3-hexylthiophene) 
(P3HT) is a very good conductor with a hole mobility reported to be around 0.2 
cm2/Vs.40.  It has been shown that ultrathin films of regioregular P3HT self organizes into 
an edge-on arrangement at the interface.41-42  
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1.3 Device Integration 
 
 
Figure 1.2: A typical bottom gate bottom contact organic field effect transistor (OFET).  Under 
device operation a potential between source and gate (Vg) is applied, in this case negative, and 
charge builds up on either side of the dielectric.  At the threshold bias (Vt), enough charge builds 
up in the semiconductor that for a given potential between source and drain (Vd) current will 
flow between source and drain (Id).   
 The studies in this thesis primarily dealt with organic semiconductors as they are 
deployed in OFETs.  There are several geometries of OFETs having to do with where 
the source, gate, and drain are located in relation to the semiconductor.  There is top 
contact bottom gate, bottom contact bottom gate, and top gate bottom contact geometry 
(Figure 1.2).   All devices in this thesis were bottom contact bottom gate geometry.  This 
architecture is useful for our studies given that it allows us to deposit the metal 
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components all in a clean room facility doing photolithography and then deposit the 
organic material in our own lab.  Also, this method gives a clear aperture in the sample 
to do spectroscopy experiments in the OFET charge carrying channel.   
 A transistor modulates the current passed between its source and drain 
electrodes (Id) by varying the potential applied between the source and gate (Vg).  In an 
OFET, a potential (Vd) is applied between the source and drain electroddes. A positive 
Vg will lead to negative charge being built up in the semiconductor material; a negative 
Vg will lead to a buildup of positive charges in the semiconductor. When a critical 
concentration of charge carriers has accumulated at a gate bias called the threshold 
voltage (Vt), charge conduction occurs. Then, for a given Vd across the channel, a 
characteristic Id will flow between the source and drain (Figure 1.2).1 
 When examining the performance of an OFET the charge carrier mobility and 
threshold voltage parameters are often cited. The carrier mobility is a measure of how 
fast a charge will move for given electric field in the channel and has units of cm2/Vs.  
The Vt, as described above, is the voltage at which current begins to flow from the 
source to the drain. 1 There are two experiments or regimes in which one can 
characterize a transistor to obtain these values.  First, when Vg is much greater than Vd 
one is said to be operating in the linear regime.  In the linear regime, the charge carrier 
density on the conducting channel is uniform across the channel (from source to drain).  
However, if Vd is on the same order of magnitude as Vg then one is operating in the 
saturation regime.  The saturation regime is characterized by the depletion of charge 
carrier density near the drain.  In the saturation regime, charge carrier density is not the 
same through the length of the channel (Figure 1.3).1 
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Figure 1.3: Diagrams of the charge carrier density in organic semiconductors along channel 
length under device operation, the linear regime on right and saturation regime on left.  In the 
linear regime, Vd is much smaller than the Vg such that source and drain are near the same 
potential.  Charge density along the channel is roughly constant.  In the saturation regime, Vg 
and Vd are approximately the same, putting the drain at a much different potential than the 
source.  When this occurs the charge carrier density around the drain becomes depleted.1 
 The names of the regimes are derived from how the Id behaves under what is 
referred to as a transfer scan.  A transfer scan is one of two experiments one can do to 
determine the threshold voltage and charge carrier mobility of a device.  In a transfer 
scan the Vd is kept at a constant potential and the Vg is scanned either positive or 
negative depending of carrier type.  In a transfer scan, the current remains near zero 
before the gate threshold voltage and then rapidly turns on in a linear fashion before 
leveling out in the saturation regime.  In an output scan for a given Vg, the Vd is scanned 
and the drain current analyzed.  In an output scan there is an initial linear increase 
followed by a point where current no longer increases.  It should be noted that for the 
situation where many Vgs have been plotted against Vd a slice at a particular Vd will give 
you a transfer scan (Figure 1.4).1   
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Figure 1.4: Above, transfer scans for a pentacene OFET device on A2O3 in the saturation regime.  
Top left are the data as collected, notice the parabolic nature of the drain current, which is 
linearized on the top right.  Vt appears to be either 2 V or 4 V depending on direction.  Below, is 
the same type of device in an output scan for multiple gate voltages.  Notice 0 V is flat as the 
device does not turn on until approximately 2 V, and that at approximately Vd = 2 to 3 V the 
current remains largely flat as the saturation regime is entered.  
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 In the linear regime, current can be represented as a function of the Vg or Vd per 
this equation. 
                   𝐼𝑑 =
𝑊
𝐿
µ𝐶(𝑉𝐺 − 𝑉𝑇)𝑉𝑆𝐷                                           [1.1] 
 Notice that for a given Vd the Id is linear with Vg.  From a linear regression, the Vt 
and mobility can be determined.   
When operating in the saturation regime1-2: 
  
𝐼𝑑 =
𝑊
2𝐿
µ𝐶(𝑉𝐺 − 𝑉𝑇)
2                                                 [1.2] 
The Idsat is quadratic with respect to Vg.  Taking the square root one can back out 
the Vt and mobility as well.   
Using these methods, the mobility is convoluted with the effects of the contact 
resistance and the effects of non-constant charge distribution across the channel, which 
often leads to discrepancies among reported values for charge mobility.1 Since the 
contact resistance is in series with the channel resistance, it can often be ignored when 
it is much less than the resistance through the channel.  However, device dimensions 
can affect the relative magnitudes of channel and contact resistances.  As the width of a 
channel is kept the same and the channel length is decreased, the channel resistance 
can become so small that the contact resistance is no longer negligible by comparison.  
Also if the width of the channel is increased relative to the length, the amount of contact 
can increase, again leading to the contact resistance no longer being negligible.43   
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Also of importance is contact geometry.  Generally top contact geometry leads to 
devices with less contact resistance because the metal intercalates into the 
semiconductor leading to better contact.  In systems where the metal is deposited first, 
as in bottom contact geometry used in this work, the metal affects how the 
semiconductor arranges itself leading to poorer contact.43  The main conclusion is that 
contact resistance was not minimized in this work, but kept consistent so that the error 
would be systemic and results comparable.  The devices made were never the high 
performing devices meaning the channel resistance dominated the mobility 
measurements, but they were designed to be self-consistent and reproducible.  
1.4 Interfacial environment and device function 
 Inorganic semiconductors traditionally are made of homogenous single crystals. 
This means band transport can easily explain how conduction works.  However organic 
semiconductors are often molecular crystals meaning the interactions between each 
molecule are much weaker than between the individual atoms in a Si crystal.  Because 
of this, the hopping mechanism plays a large effect.  This also means that molecular 
arrangement plays a huge role in how well the material acts as a semiconductor.  For an 
organic semiconductor, the most efficient way charge is conducted is along the π-π 
stack between the molecules.2  Because of this, molecules that pack themselves in an 
edge-on manner tend to make materials that perform better in OFETs than those that 
pack in other ways.  
 In an OFET device, the charge accumulation occurs in the first monolayer or two 
of the material on the dielectric meaning this dielectric semiconductor interface is 
critically important.7  It has been shown that the outer morphology of the film has no 
correlation to device performance.44-45 There have been many studies on how the 
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characteristics of the buried interface affect device performance.44-50  Surface roughness 
has been shown to influence charge mobility with smoother dielectric surfaces producing 
better performing devices.51  While roughness can increase grain boundaries leading to 
poorer performing devices several other studies have shown that it can have other 
effects as well.46 One study by Knipp and coworkers examined how pentacene OFETs 
on rough silicon nitride compared to smoother SiO2 dielectrics.44  It was found that if the 
deposition characteristics were modulated to obtain comparable grain size of 
semiconductor on both the rough and smooth dielectrics, differences in the temperature 
dependent charge mobility could not be explained just from grain boundary traps.  This 
led to the conclusion that the mobility differences were caused by surface scattering at 
the semiconductor/dielectric boundary.  Yet another study by Steudel and coworkers 
examined the effects on charge mobility of pentacene OFETs using sputtered SiO2.47  
Their reasoning for the decrease in device performance had to do with the presence of 
roughness valleys.  Essentially, a charge would be in a topographical valley, experience 
a stronger potential and be trapped in the channel and not due to any change in grain 
size. 
 Self-assembled monolayers represent a useful way to modulate the interface 
between the semiconductor and the dielectric.  The effects of SAMs and their 
mechanism of action have been studied extensively.48-49  Salleo and coworkers did some 
of the first work on SAM treated dielectrics.  In early studies, SiO2 surfaces were treated 
with silane molecules.  It was found that these surfaces provided better device 
performance than previous thin film polycrystalline transistors.48 Specifically, SAMs with 
a permanent dipole were found to modulate threshold voltage.  Kelley and coworkers did 
similar work on alumina dielectrics getting device performance on par with single crystal 
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devices.49  The increase in performance was thought to be caused in part by the fact that 
the SAM made the surface much flatter.  
 SAMs with strong or at least permanent dipoles represent an interesting 
approach to modulate the dielectric interface.   Work by Silas and coworkers showed 
that threshold voltage could be modulated using SAMs another way.  They showed that 
SAMs with different net dipoles could shift Vt because the electric field induced by the 
dipolar SAMs either acted against or with the applied gate potential,  increasing or 
decreasing the needed applied voltage to reach threshold.50  Similarly, Fleischli and 
coworkers were able to improve Vt by application of SAMs that prevented charge 
transfer between the semiconductor and the dielectric surface.45 
 Despite all of the ways in which it can be modified, there are few methods to 
selectively and nondestructively characterize the buried dielectric and semiconductor 
interface.  Many experiments either probe the outer interface or rely on destroying the 
system or delaminating the dielectric and semiconductor layers from each other.52-57  
Vibrational Sum Frequency Generation (VSFG) is a second order optical process that 
allows one to obtain a vibrational spectrum of a material at an interface.  Specifically, it is 
a process that must occur in a non-centrosymmetric environment.  Given that most 
these films are polycrystalline and thus randomly ordered, the only non-centrosymmetric 
environment is the interface.  VSFG can reveal the relative orientation and ordering of 
the vibrational transition dipoles of the molecule at the dielectric surface.  Many previous 
studies using VSFG have shown that the buried interface in a semiconductor dielectric 
system is different than the bulk material in a semiconductor.58-61. VSFG has become a 
valuable tool in looking at organic semiconducting materials, and will be the focus of the 
following chapter. 58, 61-69 
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Chapter 2: Introduction to Vibrational Sum 
Frequency Generation Spectroscopy 
 VSFG is a powerful tool in determining key information about the orientation of 
molecules at the buried interface of OFETs.  The following section will explain how and 
why VSFG works, as well as its technical limitations.  Also, recent advances in data 
processing will be highlighted that allow one to surmount the unique challenges of using 
VSFG in this particular system. 
VSFG spectroscopy involves the overlap in space and time of a broadband 
infrared (IR) laser pulse and narrow band visible pulse.  The resultant signal is the sum 
of the energies of the two pulses.  The signal is resonantly enhanced at the vibrational 
transitions of the system under study.  This results in a vibrational spectrum that is 
upconverted into the visible wavelength region.  This process can only occur in systems 
that lack centrosymmetry.  In the case of the organic materials under study here, this 
can only occur at the organic semiconductor interface(s). 
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2.1 VSFG Surface Specificity 
 Spectroscopy is at its core the study of the interaction of light with matter.  On the 
molecular level, we can describe the dipole of molecule under an electric field as the 
innate dipole of the molecule plus the oscillating dipole induced by an oscillating electric 
field of the incoming light 70: 
𝝁 = 𝝁0 + 𝛼𝑬                                                    [2.1] 
Here, µ is the total induced dipole, µ0 is some inherent static dipole, and α is the 
polarizability of the molecule, the amount the dipole changes under a sinusoidally 
oscillating electric field, E.  Under normal light intensities this effect as it is written above, 
is linear with E. It is under these levels of illumination (i.e. a light bulb or sunlight) that the 
phenomena of linear absorption and dispersion are observed. 
 However, under very high intensities the effects of light on the induced dipole are 
no longer linear and the induced dipole must be expanded in a power series70: 
𝝁 = 𝝁0 + 𝛼𝑬 + 𝛽𝑬 + 𝛾𝑬.  .  .                                        [2.2] 
where β is the hyperpolarizability and γ is the second order hyperpolarizability. 
 β is a molecular quantity. In the course of doing an experiment, many molecules 
will be observed and the ensemble average will be what is experimentally determined.  
To go from βαβγ to the macroscopic quantity ijk requires:  
𝜒𝑖𝑗𝑘
(2)
=
𝑁
𝜀0
∑ 〈𝑅(𝜓)𝑅(𝜃)𝑅(𝜑)𝛽𝛼𝛽𝛾〉𝛼𝛽𝛾                                  [2.3] 
in which ijk is the ensemble averaged response of all the molecules in the area of the 
illumination by the laser.  N is the total number of molecules under illumination, and the 
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bracketed terms represent an orientation average of all the molecules as they are 
transformed from the molecular coordinate frame to the lab coordinate frame via the 
Euler transformation matrices. (2) is called the second order susceptibility and it is the 
macroscopic representation of the microscopic β.  
For the purposes of sum frequency generation we need only look at the second 
order term in the induced polarization from two independently oscillating electric fields: 
𝑷(2) = 𝜒(2)(𝑬1 cos(𝜔1𝑡) + 𝑬2 cos(𝜔2𝑡))
2                                [2.4] 
Upon expansion of the binomial the following terms appear: 
𝑷(2) = 𝜒(2)(𝑬1
2 + 𝑬2
2 + 𝑬1
2 cos(2𝜔1𝑡) + 𝑬2
2 cos(2𝜔2𝑡) +
1
2
𝑬1𝑬2 cos((𝜔1 − 𝜔2)𝑡) +
1
2
𝑬1𝑬2 cos((𝜔1 + 𝜔2)𝑡)                                             [2.5] 
There are two terms with 2ωi arguments, which are known as the second harmonic 
generation (SHG) terms.  There are two terms, E12 and E22, that do not oscillate in time 
at all; these are known as optical rectification.  There is a term that oscillates at the 
difference of the two frequencies (ω1-ω2) that leads to difference frequency generation. 
Finally,there is a term that oscillates at the sum of the two input frequencies (ω1+ω2), 
which leads to sum frequency generation.  The resultant oscillation in the dipole of the 
moiety under the electric field will then oscillate at the sum of the two input frequencies 
emitting an electric field that oscillates at that same frequency. 
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  The direction that this component and all components emit are subject to phase 
matching conditions: 
𝑛𝑠𝑓𝑘𝑠𝑓 sin 𝜃𝑠𝑓 = 𝑛𝑣𝑖𝑠𝑘𝑣𝑖𝑠 sin 𝜃𝑣𝑖𝑠 ± 𝑛𝐼𝑅𝑘𝐼𝑅 sin 𝜃𝐼𝑅                        [2.6] 
Where n is the refractive index of the material the beam is travelling through, ki is ωi/c, 
and θi is the angle with the surface normal.  A positive operation is used for visible and 
IR beams propagating in the same direction; a negative operation is for beams traveling 
in opposite directions to the surface.  The generated summed signal will be both 
reflected and refracted through the material where the summed signal originates.  A 
picture of the direction the summed signal is emitted in relation to the input beams is 
provided in Figure 2.1. 
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Figure 2.1:  Depiction of co-propagating VSFG beam geometry.  The IR and visible beams are 
reflected at the same angle they entered and the SFG signal is emitted at an angle closer the 
visible beam owing to phase matching conditions. 
 (2)  is a 3rd rank tensor and it is because of the nature of tensors that second 
order processes or indeed all even ordered processes are forbidden in centrosymmetric 
environments.  Surface specificity occurs because a 3rd rank tensor has the 
mathematical property that negating all of the indices (inversion operation) must negate 
the sign of the quantity that it represents: 
  𝜒𝑖,𝑗,𝑘
(2)
= −𝜒−𝑖,−𝑗,−𝑘
(2)
                                              [2.7] 
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However, in an environment that is centrosymmetric, the chemical environment and thus 
(2) at one set of coordinates i,j,k and the (2) at the inverse of those coordinates, -i,-j,-k, 
must be the same i.e.: 
   𝜒𝑖,𝑗,𝑘
(2)
= 𝜒−𝑖,−𝑗,−𝑘
(2)
                                                [2.8] 
For a centrosymmetric system the only way this is true is if (2) is zero.  Thus in a 
centrosymmetric environment (2) is zero and therefore sum frequency generation 
forbidden.  However, if we take two media that are perhaps both centrosymmetric, or 
both isotropic, the interface between the two will inherently be SFG active since it is not 
centrosymmetric.70 
 Furthermore this 27 element tensor can be simplified even more.  In the case of 
two isotropic media in the xy plane meeting at the interface, only some of the (2) tensor 
elements are nonzero.  These elements are, assuming the plane is perpendicular to the 
x axis: 
(2)yyz (2)xxz 
(2)yzy (2)xzx 
(2)zyy (2)zxx 
(2)zzz  
 
Owing to the assumption of isotropy in the x-y plane some of these are equivalent 
specifically: (2)yyz= (2)xxz, (2)yzy= (2)xzx, and (2)zyy=(2)zxx.70 
 The four nonzero independent elements of (2) give us different information about 
the direction of a transition dipole in the molecule.  They can be probed using different 
experiments that use different combinations of input linearly polarized light and 
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examining a specific output polarization.   There are four experiments that can be 
performed with different polarization combinations.  The SSP experiment (2)yyz the SPS 
experiment samples (2)yzy, PSS samples (2)zyy and PPP samples a combination of all 
nonzero independent parts of (2).  The letters represent the polarization of the light in 
order of decreasing energy.  In VSFG spectroscopy, this is summed signal first, visible 
input second, and mid-IR input third.70 
2.2 Fitting VSFG Spectra 
 The observed VSFG signal can be fitted as the sum of several terms.  Going 
back to equation 2.2. We see that the induced polarization is a result of the interaction of 
the electric field vectors with the second order susceptibility.  Further breaking down 
equation 2.2 we can write the (2) as a sum of a resonant and non-resonant portion: 
𝜒(2) = 𝜒𝑟𝑒𝑠
(2)
+ 𝜒𝑁𝑅
(2)
                                                    [2.9] 
Dealing with the resonant part first, this component will have all of the important 
chemical information relating to our molecule.  Shen derived the entire response function 
from solving the density matrix using perturbation theory under the influence of the input 
and output electric fields and this derivation can be found in the literature.71  The entire 
response function contains eight terms but can be simplified significantly under the 
conditions of typical VSFG, i.e. far from an electronic resonance and close to a 
vibrational resonance.  Moad and Simpson and Shen reduced the expression down to:72 
𝛽𝑖𝑗𝑘(−𝜔𝑠𝑢𝑚; 𝜔𝑎 , 𝜔𝑏)𝑛 =
−1
2ℏ
∑
𝜇𝑛0
𝑘 (𝛼0𝑛
𝑖𝑗
)𝐴𝑅
(𝜔𝑛−𝜔𝑏−𝑖Γ𝑛)
𝑛                            [2.10] 
There are some interesting features in this equation.  First, the resonant response has 
the form of a Lorentzian.  The amplitude of that Lorentzian is the product of two factors, 
µkn0 and (αij0n)AR, which are the IR absorption cross section and anti-stokes Raman cross 
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section, respectively.  This reveals the second selection rule of VSFG spectroscopy: for 
a transition to be VSFG active it must be both IR and Raman active. 
 The non-resonant component is typically taken to be a frequency independent 
offset with a complex phase factor.  It is modeled in this work as: 
𝜒𝑁𝑅
(2)
= 𝐴𝑒−𝑖𝜙                                                    [2.11] 
where A is the amplitude and φ is the phase.  It will be shown in the next section how the 
complex nature of the resonant and non-resonant portions of the nonlinear response 
interfere in nonintuitive ways before being detected during the experiment.  
Assuming the VSFG signal arises from a vibrational transition, the multiple 
elements of the (2) tensor give the projection of the transition dipole onto those specific 
laboratory coordinates.  Therefore, by performing different polarization experiments we 
can determine the average directionality of a transition dipole.  There has been much 
work done on determining quantitatively the effect the transition dipole orientation has on 
the apparent magnitude of the observed signal measured in a particular polarization 
combination.  This effect is complex and dependent on molecular symmetry,72-73  
however, a few qualitative determinations can be made.  The ratio of the SSP signal to 
the PPP signal can be an indicator or how perpendicular a transition dipole is to the 
surface.70  According to studies by Wang and coworkers, the orientation information 
given by the SPS and PSS experiment are the same.73 
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Figure 2.2:  The source of thin film interference effects: there is laser overlap through the whole 
of the semiconductor layer generating signal from both the outer and the inner interfaces. 
2.3 Thin Film Interference Effects 
We now have a good understanding of (2) and indeed how to model and fit it 
when it is observed in the data.  We also know the deep orientational information that 
can be gleaned from it.  It would seem then that analysis of the data after they are 
collected is relatively simple.  This however is not the case.  The many challenges and 
ways these challenges have been overcome will be the subject of the next section.  
Specifically, there are two major problems. Without absolute phase information, absolute 
orientation cannot be determined.  Also, specific to the work done in this thesis, systems 
with multiple interfaces present unique challenges.  VSFG is specific to interfaces, 
however, it is not specific to a specific interface.  A problem in thin film organics is that 
there are often multiple signals from interfaces that can interfere with each other (Figure 
2.2)  Special modeling done to resolve this will be examined in later chapters 
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 To fully understand how the various components of the nonlinear response affect 
each other, is important to understand what happens as the signal is detected.  The 
generated electric fields are complex polynomials that are squared with their complex 
conjugates at the detector to produce a measureable intensity. 
𝐼𝐼𝐽𝐾
𝑆𝐹𝐺 ∝ |𝜒𝑁𝑅,𝐼𝐽𝐾
(2)
+ ∑ 𝜒𝑛,𝑟𝑒𝑠,𝐼𝐽𝐾
(2)
𝑛 |
2
                                     [2.12] 
The observed VSFG intensity is proportional to the absolute value squared of the sum of 
the complex resonant and non-resonant contributions. This is just a proportionality, there 
are important and complicated interactions in thin film experiments that are missed I this 
equation.  It is necessary to take into consideration how the contributions of multiple 
interfaces interfere with each other as they are created at the interface and then pass 
through multiple films before exiting to the detector. 
 O’Brien developed a way to model these thin film interference effects.74  What 
follows is a brief and simplified discussion of the thin film interference modeling.75  The 
VSFG intensity after normalization to the input frequencies can be written exactly as: 
𝐼0
𝛼𝛽𝛾
= |∑ 𝑇𝑣
𝑖𝑗𝑘𝜒𝜈
(2),𝑖𝑗𝑘𝑛
𝜈=1 |
2
                                       [2.13] 
In this equation, the intensity I, for a given polarization combination, α,β,γ, that is 
observed at the detector, is equal to the absolute value squared of the sum of all of the 
second order susceptibilitiess be they non-resonant or resonant, that contribute to that 
polarization combination, ijk. Subscript v represents the layer in the dielectric stack of 
the material, starting at 1, the outer most material air interface, and going down n layers.  
For the  modeling done in the studies presented here, this will include contributions from 
the outer, the first buried (semiconductor/dielectric), and the (dielectric/Si) interface.   
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Figure 2.3: Simulated data showing the effects of interference on nonlinear signals: green and 
red curves show the absolute value of two Lorentzians centered at 1700 and 1703 cm-1. If red 
and green have the same phase, orange results.  If they have opposite phase, blue results. 
 As mentioned, the complex resonant and non-resonant contributions of the 
nonlinear susceptibility will interfere with each other at the instrument detector.  Taking a 
simple situation of two resonant contributions of opposite phase and close in frequency, 
like what might happen in a situation where a material is deposited on a dielectric 
surface, ignoring any phase shift as the buried contribution travels though the material 
the two signals will destructively interfere with each other as they mix at the detector.  
This will reduce the apparent signal despite the fact that the contributing resonances are 
quite large (blue curve in Figure 2.3).58  Similarly, if the two resonant contributions are 
close in frequency and have the same phase, then the two resonances will 
26 
 
constructively interfere and the resultant signal will be much larger than either resonance 
(orange curve in Figure 2.3). 
 The other new component of the equation is the transfer matrix, Tijk. Tijk is a 
frequency dependent value that is calculated for each material.  It accounts for how the 
phase of the inputs and output signals phase will change as they travel through the 
many thin films in the system.75-76  The phase of the buried signal will change as it 
travels through to material to the detector.  This amount of phase change will be a 
function of the frequency dependent refractive index of the material that the signal is 
propagating through as well as the distance propagated, which is a function of the actual 
thickness of the material and the angle at which the signal is traveling.  However, it 
becomes yet more complicated as the incoming IR or visible beams and the resultant 
VSFG signal beam will be by some fraction transmitted and reflected at each interface.  
The extent of reflection or transmission will again be a factor of both angle of incidence 
and refractive index contrast at the respective interfaces.  This kind of refraction and 
reflection can continue indefinitely, and solving how such as system behaves is rather 
complex. 
 The thin film interference model developed by O’Brien models each interface with 
boundary conditions that must be consistent between all the available interfaces.  What 
one is left with at the end is a matrix that needs the refractive index of all materials in the 
multi film stack, the thicknesses of those materials, and the incident angles of the visible 
and IR beams.75-76  It was later shown that this model is very good at accounting for how 
thicknesses of materials in the multilayer stack, either the semiconductor or the 
dielectric, affect the apparent resonant signal of a material.65-66   
 In summary, an introduction to the major themes and problems of research in 
OFETs have been addressed with specific attention paid to the role the interface 
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between semiconductor and dielectric plays in the performance of the device.  
Specifically, surface energy, roughness, and chemistry have all been shown to have 
major effects on device performance leading to many studies on this interface.  Some of 
the many approaches to its study, i.e. the use of x-rays, microscopy and more invasive 
methods have been highlighted. 52-57  Yet it was shown that these methods are lacking in 
that they either do not have the desired specificity to look only at the interface of the 
material or are destructive, making it impossible to examine the material as the device 
functions. 
 The fundamental principles governing VSFG were then discussed and the basis 
for its surface specificity and IR resonance enhancement were discussed.  It was shown 
that the technique was quite effective at answering many questions regarding 
semiconductor/dielectric surface interactions.  However, further advances were 
hamstrung by problems in the analysis of the data due to thin film interface effects.  A 
new model was developed to deconvolute VSFG spectra of thin films, which  was shown 
to be very effective. 
 The remainder of this thesis will be used to discuss recent advances made on 
this topic of VSFG spectroscopy on organic semiconducting thin films.  Chapter 3 will 
describe the details of the VSFG instrument.  Chapter 4 presents work done to model 
PTCDI-c8 on SiO2 dielectric under gate bias.  Analysis done using the thin film 
interference model reveals fascinating results that can only be revealed when taking into 
account thin film interference effects.  Chapter 5 showcases an experimental 
development that uses multiple incoming visible beams to simultaneously obtain data for 
multiple polarization combinations at once.  The work by O’Brien has shown that the thin 
film model is very sensitive to experimental conditions, having a way to perform multiple 
experiments at once reduces these effects.  Finally, the experimental upgrades made 
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and the thin film model are used to examine the effects of PTCDI-C8 orientation and 
order at the interface of a new dielectric aluminum oxide and how it differs from SiO2 in 
Chapter 6. 
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Chapter 3: Experimental Setup 
 The narrowband visible and broadband mid-IR pulse used to create the VSFG 
signal are made using a regenerative amplified Titanium Sapphire(Ti:Sapph) laser with  
approximately 30 nm bandwidth and 1W output at a 1 kHz repetition rate (Spitfire, 
Spectra Physics).  The regenerative amplifier is seeded by a Ti:Sapph oscillator 
(Kapteyn-Murnane Laboratories) pumped by a frequency doubled neodymium vanadate 
laser (Millennium, Spectra Physics) with an output centered at approximately 800 nm 
with 50 nm of bandwidth and approximately 3 nJ per pulse.  The regenerative amplifier is 
pumped by a Q-switched frequency doubled neodymium ytterbium lithium fluoride diode 
pumped laser (Empower 15, Spectra Physics) to produce approximately 2 W of 
uncompressed pulses centered at 800 nm.  500 mW of this is sent to a 4f pulse shaper 
described in more detail in Chapter 5.  The remainder is compressed to approximately 
40 fs to a 1 W output.  500 mW of that output goes to pump an optical parametric 
amplifier (OPA-300C, Spectra Physics). 
 The OPA signal and idler outputs are difference frequency mixed by a silver 
gallium sulfide crystal to create tunable mid-IR light approximately 2-3 μJ per pulse.  The 
spectrally narrowed 1 nm bandwidth visible and broadband IR are focused onto the 
sample via off axis parabolic mirrors in co-propagating geometry.  The visible and VSFG 
signal are then sent through a low-pass filter to remove the visible beam before being 
sent to a monochromator and attached liquid N2 cooled CCD (Acton 2150i and Spec 10, 
Princeton Instruments).61   
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Chapter 4: Optical Interference Enhances 
Nonlinear Spectroscopic Sensitivity: When 
Light Gives You Lemons, Model Lemonade 
 
4.1: Introduction 
 
The chemistry of material interfaces often defines their function.  When a 
reactant interacts with the surface of a solid catalyst, adsorption and reactivity are tuned 
by the unique kinetics and thermodynamics at the interface where bonding and 
nonbonding interactions are necessarily disrupted by the discontinuity of the bulk.77-80 
When charges are transferred across a metal-semiconductor interface, the energetics of 
the interfacial junction dictate the barriers for injection and transport.81-84 Even for a 
solute in a homogeneous solution, the properties of the first solvation layer are different 
from the bulk liquid and it is the behavior of molecules in this solvent shell that largely 
affects the reactivity of the solute.85-87 Interfaces are everywhere and identifying the 
influence of chemical structure and dynamics on their function is key to understanding 
how to control and improve their behavior.  
As stated in Chapter 2, VSFG provides a selective and non-destructive way to 
probe the interfaces in a variety of different systems. VSFG has answered many 
fundamental questions about the interfacial structure of liquids,88-93 metal-liquid 
junctions,94-101 biological surfaces,102-105 and environmentally-relevant materials.106-107  
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Figure 4.1.  Schematic representation of a top-contact bottom-gated OFET, a layered stack of 
organic and inorganic films with multiple interfaces.  Gate, source, and drain electrodes control 
transistor operation.  VSFG input and output beams are shown with typical dimensions 
transmitting and reflecting between several interfaces.  The upper and lower thin film interfaces 
(inset) are well within the focal volume of the pump beams. 
The multiple interfaces in the thin film layers making up an organic field effect 
transistor (OFET, see Figure 4.1) make data analysis difficult due to thin film interference 
effects.65, 75-76 Historically, many VSFG reports have chosen to ignore the influence of 
multiple interfaces.  In some cases, this is justified by very large film thicknesses that 
move the second interface well outside of the focal volume of the driving fields, or 
strongly attenuate one of the three beams by absorption.  In other instances, beam 
angles and polarizations have been used to minimize one of the two signals, effectively 
favoring one interface over the other by total internal or external reflection.108-110 This 
approach can be effective for specific systems and beam polarizations, but the 
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evanescent field penetration remains the limiting factor and, for most thin film 
thicknesses (tens to hundreds of nm), both interfaces will still be sampled.  Even when 
the signal from one interface is small, its interference with the signal from the other 
interface may still be significant.  An additional complication is that the optical 
coefficients for most materials rarely allow one to minimize signal from one interface for 
multiple beam polarizations, which are needed to obtain structural information by 
VSFG.74, 76 
A different approach to the problem is to fully model the interference of incoming 
and outgoing beams in the VSFG experiment and to leverage the sensitivity of the mixed 
signals to identify subtle changes in film properties.  This has been carried out by a few 
groups treating wave propagation as a series of reflection and transmission events, 
generally from systems composed of a single thin film.109-112 Work by O’Brien in our 
group has showed that the transfer matrix formalism provides a highly accurate 
approach to this modeling that is generalized to systems composed of any number of 
thin film layers.65-66, 74, 76 It can be used to predict VSFG spectra and extract structural 
information from both interfaces of any thin film layer within the system, as was 
described in Chapter 2.  This has inspired a different perspective on VSFG multilayer 
interference in our lab, and motivated us to move towards modeling, rather than 
avoiding, optical interferences in VSFG signals in order to gain exquisite sensitivity to the 
interfaces.  
To underscore the strength of the modeling approach, the work in this chapter 
demonstrates how multilayer interference can be used to extract small spectroscopic 
changes that occur at only one of two thin film interfaces.  The system of interest is an 
OFET that is electrically biased to accumulate charge carriers (electrons, in this case) at 
the organic-dielectric interface.  The geometry of this multilayered device is shown in 
Figure 1.  When a gate voltage is applied, injected charges rapidly accumulate at the 
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dielectric interface where they are driven laterally between source and drain 
electrodes.113 The source-drain current flows primarily through a monolayer of the 
organic semiconductor directly adjacent to the dielectric surface, making molecular 
structure and charge delocalization in this interfacial region key factors in determining 
charge transport efficiency.113 The interfacial nature of charge accumulation in the OFET 
provides an ideal system to study the impact of changes at only one thin film interface 
since the outer interface is unaffected by device activation. 
In principle, the vibrational frequency of the imide symmetric stretch on PTCDI 
should serve as a spectral reporter of the fractional charge that is localized on the 
average perylene moiety.  Gas phase calculations predict red-shifts of nearly 50 cm-1 for 
these modes on the PTCDI anion.  However, in practice, the vibrational frequencies of 
organic molecules in the conduction channel of OFETs are almost never reported to shift 
in response to charge accumulation.114-117 One exception exists to our knowledge, and in 
that case the anionic PTCDI species was only observed after a chemical reaction 
occurred to transfer a counter ion from a gel dielectric into the semiconductor thin film.117 
In reality, a small fractional charge is likely to be present on each molecule leading to a 
relatively small frequency perturbation that may be below the resolution of most VSFG 
instruments. 
 
4.2: Experimental 
Sample Preparation 
Samples were prepared by photolithographic patterning of source and drain 
electrodes on silicon wafers purchased with the thermally grown and polished oxide 
dielectric (University Wafer).  These were cleaned following the RCA protocol detailed 
elsewhere.58 The PTCDI was vapor deposited through a shadow mask onto the 
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transistor channel with the substrate held at 30°C and post annealed at 110°C in a 
homebuilt vapor deposition chamber.  Resulting in a device with bottom gate bottom 
contact geometry as seen in Figure 1.  Transistor channel dimensions were 1 × 1 mm.  
The capacitance of these devices was measured to be 1.19 × 10-8 F/cm2.   
VSFG setup 
The VSFG instrument setup has been described in chapter 3.61  Spectra were 
collected in the ssp polarization.  PTCDI is generally considered an n-type organic 
semiconductor, which makes these thin films susceptible to oxidation from 
environmental oxygen and water.37  A vacuum cell suitable for placement in the VSFG 
spectrometer was designed and fabricated at the University of Minnesota. The cell 
includes windows for input and generated beams and three vacuum ports: one for 
actively pumping on, a second for an electrical feed-through to make connections to 
OFETs under study, and a third for a vacuum pressure gauge.74 This allowed for applied 
biases to OFETs with in-situ VSFG studies under high vacuum.   
VSFG spectra were averaged over a series of five exposures of 4 minutes each 
with a 4 minute background acquired with the mid-IR blocked.  Spectra were collected 
on transistor devices at the following gate voltages in order: 0, -80, -10, 0, 10, 20, 30, 40, 
50, 80, 100, 0, -80, 0 V. 
Density functional theory calculations 
Density functional theory calculations were performed on various substituted 
PTCDI molecules in Gaussian 09 using the B3LYP functional and 6-311++g (d, p) basis 
set.  Geometry optimizations were performed at lower basis sets and slowly built up to 
the 6-311++g (d, p) level of theory.118 The IR frequencies were calculated at the same 
level of theory as the geometry optimizations.  CM5 population analyses of the 
molecules were also performed on the “core” of the molecule, as defined in Table 4.3.119-
122 The charges on the substituents attached to the nitrogen were ignored and the total 
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charge on just the PTCDI core was determined. The results were then plotted on a 
graph of frequency vs. excess charge on the core.   
The substituents of PTCDI that were explored by DFT were aliphatic and a nitrile.  
These substituents were chosen to span a range of fractional charges on the core from 0 
to -1 since PTCDI undergoes n-type transport during OFET operation.  Substituents 
were chosen to be similar to the alkyl side chains in the PTCDI-C8 used in the 
experimental work in this study.  The resulting carbonyl stretching vibrations in the 
substituted PTCDIs were visualized to verify there was negligible coupling with vibrations 
in the chosen substituents.  This was done to ensure that the change in fractional charge 
on the PTCDI core was due solely to the donation of electron density to the core as a 
result of the substituent and not due to geometric or coupling effects.  Chains containing 
F, O, OH substituents and N were tested but excluded for this reason. In those cases, 
changes in the total charge of the molecule would lead to charge changes on the 
perylene core but would not change the frequency of the carbonyl vibration.  
Simultaneous Fitting Procedure 
The raw data were modeled at the electric field level and thin film interference 
effects as described in Chapter 2 were taken into account.  Contributions to the 
observed signal were modeled as a non-resonant background, and four total Lorentzian 
resonances for the asymmetric (νas) and symmetric (νs) stretches at the inner and outer 
interfaces.76  
The resonant portions of the nonlinear susceptibility, 
 2 ,yyz
,v q , were modeled as  
Lorentzian oscillators: 
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Av,q is the amplitude of the Lorentizian oscillator, Γv,q is the oscillator HWHM, ων,q 
is the resonant frequency, and ωmIR is the frequency of the infrared light.  The 
nonresonant susceptibility 
 2
NR  does not vary with IR frequency but is complex and can 
be expressed in polar form as: 
 
 2
NR NR
iA e     [4.4] 
in which NRA  and ϕ are the nonresonant amplitude and phase, respectively.  The 
nonresonant signal is treated as an effective susceptibility that has absorbed the effects 
of thin film interferences because the source of the nonresonant response is not well-
characterized. 
In fitting the spectra, the transfer matrix, 
yyz
vT , for each interface v, were known 
from previous work76 and the 
 2 ,yyz
,v q  were parameterized to fit the data as follows. All of 
the VSFG spectra in Figure 2 were fitted simultaneously with the frequencies, widths, 
and amplitudes for the outer interface symmetric and asymmetric carbonyl stretches 
shared at all potentials but allowed to float.  The inner interface frequencies and 
amplitudes for both modes were adjusted independently for all 8 gate potentials.  The 
nonresonant magnitude and phase were also adjusted independently.  The relative 
phases for inner and outer contributions of the same mode were kept opposite one 
another as well as the relative phase between the symmetric and asymmetric stretch on 
the same interface as described previously.65-66, 76 The same peak width was used for 
the asymmetric and symmetric stretches at both interfaces but allowed to float.   
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4.3 Data Analysis 
 
Figure 4.2. VSFG spectra in the imide vibrational region collected with an ssp polarization 
combination from a PTCDI (shown inset) transistor during gate bias (Vgate) for accumulation of 
electrons.  Spectra shown are for Vgate values of 0, 10, 20, 30, 40, 50 , 80, and 100 V color coded 
in black, red, blue, green, orange, aqua, brown, and purple, respectively.  Inset shows the 
structural basis for the asymmetric (νasym) and symmetric (νsym) stretching modes.  Overlaid on 
each spectrum is the calculated fit using the multilayer interference model. 
   
 Figure 2 shows how the VSFG spectrum in the imide vibrational region changes 
as the gate bias increases from 0 to 100 V.  The spectra in this frequency range are 
characterized by a broad vibrationally non-resonant offset and the imide carbonyl 
symmetric (νsym) and asymmetric (νasym) stretching modes.  The non-resonant 
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background is the result of electric field enhancement and indicates carrier accumulation 
at the interface and formation of an interfacial electric field.61, 123-126  The asymmetric 
stretch is quite weak for this polarization combination (ssp) and will not be the focus of 
our analysis.  Qualitatively, the νsym at ~1690 cm-1 shows an initial red-shift at low gate 
biases, but then appears to increase in intensity with no obvious frequency shift.  If we 
were to think of this as a single interface system, a common explanation would be that 
the film has undergone an increase in polar order or orientation as the charge density 
increased.  However, this interpretation is incorrect since all interfaces between PTCDI, 
the dielectric, and the gate electrode fall within the focal volume of the driving fields, and 
both the PTCDI-air and PTCDI-dielectric interfaces possess νasym and νsym resonances 
that are VSFG-active.  The VSFG spectra are the direct result of multilayer interference 
of the incoming and outgoing beams.   
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Table 4.1.  Best fit parameters for asymmetric stretch (νas) and non-resonant background from 
global fit to VSFG spectra. 
gate 
bias (V) 
νas (cm-1)  Aas × 104 
Γ (cm-1) ANR 
ϕNR 
(rad) outer inner  outer inner 
0 
1656.41 
1681.43  
2.886 
5.702 
3.94 
0.3174 1.1439 
10 1681.01  5.383 0.3567 1.1270 
20 1681.21  4.515 0.4108 1.0860 
30 1680.77  3.898 0.4706 1.1436 
40 1679.09  3.378 0.5341 1.3517 
50 1678.94  3.323 0.5921 1.3804 
80 1678.98  2.571 0.7877 1.3868 
100 1678.92  2.323 0.9241 1.4107 
 
 
Table 4.2. Best fit parameters for symmetric stretch (νs) from global fit to VSFG spectra. 
gate bias 
(V) 
νs (cm-1)  As × 103 
Γ (cm-1) 
outer inner  outer inner 
0 
1692.31 
1693.49  
2.54 
2.99 
3.94 
10 1693.18  2.74 
20 1692.46  2.66 
30 1691.70  2.62 
40 1691.17  2.50 
50 1690.71  2.13 
80 1689.11  1.81 
100 1688.19  1.63 
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Tables 4.1 and 4.2 show the best fit results of this analysis. Notably, all of the 
spectra in Figure 2 were readily fit with shared parameters for the outer interface 
resonances at all gate biases, consistent with the fact that the outer interface is 
unaffected during OFET activation.  The calculated spectra from the global fit are 
overlaid on the spectra in Figure 4.2 as black lines and show excellent agreement.  After 
deconvoluting the interfacial responses from interference effects, the vibrational spectra 
are recovered as in Figure 4.3 for the outer and inner interfaces. 
 
 
Figure 4.3. Best fit parameters for the inner (buried) interface imide asymmetric stretching 
frequency as a function of applied gate bias.  Note that the average charge per molecule was 
derived as described in the main text, using the νs mode rather than the νas. 
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The asymmetric stretching region (1650 to 1680 cm-1) was fit to two resonances 
for PTCDI at the outer and inner interfaces.  Although it was fit in the same way as the 
symmetric region, the uncertainty from the low signal makes any in-depth analysis 
difficult.  However, it is important to note that the νas resonances affect the overall fit of 
the data as they interfere with the nonresonant and symmetric stretch at the electric field 
level.  The outer interface frequency and amplitude were shared at all potentials and fit 
to 1656.4 cm-1 and approximately 0.0003.  The inner frequencies and amplitudes were 
different for every potential; however, the frequency was found to be around 1680 cm-1 
under all conditions.  Figure 4.3 shows the center frequency of the inner νas as a function 
of applied potential demonstrating its gradual decrease with voltage.  Over this voltage 
range, the amplitude decreases by about a factor of three.  Comparing Table 4.1 to 
Table 4.2, the amplitudes of the asymmetric stretch were fit to be an order of magnitude 
smaller than the symmetric stretch.  Also, the inner and outer νas are separated by 20 
cm-1, which is much more than might be expected.  There is certainly a fair amount of 
error on these frequency values given the signal-to-noise of the spectra in this region.  
In the case of the symmetric stretching mode, while the observed VSFG signal of 
the νs region appears to increase as potential is increased, the actual value for the 
buried amplitude decreased as potential was increased (see Table 4.2).  This illustrates 
the effects that thin film interference can have on the observed signal versus the actual 
strength of the interfacial oscillator.  In this case, despite the fact that the observed 
signal strength of the symmetric stretch increased, the buried portion actually decreased.  
The apparent increase in the amplitude of the symmetric stretch is actually a 
result of the shift in frequency of the buried interface as well as interference with the 
increasing nonresonant contribution.  The resonances of the inner and outer νs were fit 
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to similar amplitudes.  The frequency of the buried symmetric stretch red-shifts as the 
gate potential is increased.  As the inner contribution of the symmetric stretch shifts 
farther from the position of the outer contribution they interfere with each other and with 
the nonresonant background more constructively, resulting in an overall increased 
resonant signal. 
Typically, a change in the VSFG intensity of vibrational mode can be related to 
either a change in interfacial order or orientation if there is a corresponding increase in 
the output from another polarization combination.  Other polarization combinations were 
not analyzed here so it can only be said that the decrease is likely caused by some kind 
of structural change at the interface that increases with potential.  
 
Figure 4.4.  Non-resonant amplitude from global fit of gate bias-dependent VSFG spectra  
increases linearly due to charge accumulation at the buried interface. 
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The magnitude of the nonresonant signal increases linearly (slope = 0.0062 V-1) 
as potential is increased (see Figure 4.4).  This is expected as a portion of the 
nonresonant signal is from the electric field created at the dielectric surface and PTCDI 
surface that is increasing due to charge accumulation.61, 125 The nonresonant 
susceptibility is predicted to increase linearly with the DC electric field strength.61, 125 The 
nonresonant phase showed neither large changes nor a correlation with applied gate 
bias. Previous work showed that the phase of the nonresonant signal will undergo a 
rapid π phase shift as the polarity of the applied potential is changed.61  However, in this 
work the polarity was always positive, therefore we would not expect any large changes 
in the direction of the interfacial electric field. 
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Figure 4.5.  Extracted χ(2) spectra for the νsym at the outer (red) and inner (black to blue) 
interfaces, as shown schematically to the left in the frame.    
This example illustrates the profound influence that thin film interference can 
have on the observed VSFG signal (Figure 4.5).  Even though the amplitude of the 
buried νsym decreases, the frequency shift and multilayer interference cause the inner 
and outer interface VSFG signals along with the nonresonant background to interfere 
more constructively.  The outcome indicates a loss of polar order and/or orientation and 
a linear decrease in the average frequency of the imide symmetric stretching vibration 
with increased charge accumulation.  This is the opposite of the single interface 
interpretation offered above, but multilayer interference modeling of VSFG spectra from 
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layered materials is a more complete and accurate treatment of the data.  Intuition may 
not always the best metric for accuracy, especially at surfaces where the energetics 
often cause molecular behavior to defy expectations,127 but in this case, it is intuitive that 
injected charges would disrupt interfacial order at the buried interface. 
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Table 4.3: Calculated frequency of the symmetric imide vibration for various substituents on the 
perelyne core, for the overall positive, neutral and negativily charged moiety. 
 
 charge type 
calculated 
νs (cm-1) 
charge on core 
experimental 
νs (cm-1) 
 
double anion  -2 1606128 
anion 1646.09 -1 1642128 
neutral 1697.50 0 
1688129 
1696128 
cation 1714.96 1  
 
anion 1634.45 -1.36  
neutral 1688.29 -0.45 1692130 
3cation 1703.81 0.46  
 
anion 1633.48 -1.33  
neutral 1687.32 -0.44  
cation 1699.93 0.46  
 
neutral 1687.32 -0.43  
anion 1633.00 -1.32  
 
anion 1652.88 -1.15  
neutral 1697.99 -0.28  
cation 1705.26 0.58  
 
anion  -1.32 1629117 
neutral  -0.43 1696117 
 
anion 1667.43 -1.1  
neutral 1666.46 -0.18  
cation 1724.66 0.71  
 
anion 1680.04 -0.90  
neutral 1696.05 -0.03  
cation 1741.64 0.90  
  
R
H
CH3
CH3
CH3
CH2
C8H17
CHC
NC
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A linear regression fit to the buried interface data indicates a decrease of 0.054 
cm-1 per V.  To translate this red-shift into a fractional charge per molecule, we can 
establish the expected frequency shift per unit charge from the results of the gas phase 
DFT calculations.  Table 4.3 shows the calculated νs frequencies (scaled by a factor of 
0.97)131 for a variety of substituted PTCDI species.  Also included are experimental 
frequencies for dimethyl-PTCDI,130 unsubstituted PTCDI,129 adamantylthio-substituted 
PTCDI,128 and PTCDI-C8 anion and neutral forms.117 These data were plotted in Figure 
4.6, and the core charges for the experimental frequencies were taken to be the same 
as the calculated values for the same molecule.  An exception was the adamantylthio-
substituted PTCDI, which did not converge computationally and was simply assigned 
core charge values of 0, -1, and -2. The calculated frequencies are in good agreement 
with experimental results.  
The data were fit to a straight line.  Work by others had shown linear behavior for 
vibrational frequencies with fractional charge.132 As electrons are either added to the 
anti-bonding LUMO or removed from the HOMO of the PTCDI core, they will affect the 
frequency of the bond in a proportional way.  On initial examination this seems to hold, 
the nitrile group leads to a fractional charge of -0.0251 and resonance for the carbonyl 
symmetric stretch of 1696 cm-1 while the more electron donating ethyl group leads to a 
charge of -0.444 and a frequency 1687 cm-1.  The ethyl and acetyl groups are less 
electron donating with charges of -0.282 and -0.1825, but their frequencies do not follow 
this trend with the ethyl substituted and acetyl substituted PTCDIs having resonances at 
1697 cm-1 and 1666 cm-1, respectively.  However, when ethyl functionalized PTCDI is 
ionized into anion or cationic form the overall trend is maintained with the charges and 
frequency for cationic, neutral and anionic ethyl substituted PTCDI being: 0.584 and 
1705 cm-1, -0.282 and 1697 cm-1, and -1.146 and 1652 cm-1, respectively.  The results 
for acetyl substituted PTCDI seem to not follow the trend with: 0.712 and 1724 cm-1, -
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0.183 and 1666 cm-1, and -1.06 and 1667 cm-1.  Between the neutral and anionic forms 
the trend breaks down for the acetyl substituted PTCDI.  This could mean there is 
something other than charge density on the PTCDI core effecting frequency of the 
carbonyl bond.  Notwithstanding these uncertainties, there is still a strong linear trend of 
the overall data (see Figure 4.6).  The data were fitted to a line with a slope of 39.2 cm-1 
/charge and a y-intercept of 1694 cm-1 with an R-squared value of 0.86.  
 
Figure 4.6.  Calculated (black circles) and experimental (red squares) νsym frequencies as a 
function of the excess fractional charge on the perylene core as determined by population 
analysis. 
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Figure 4.6 shows the resulting dependence of νsym on the excess fractional 
charge on the perylene core.  Experimental values for the imide stretching frequency for 
a few of the molecules were found in the literature and are overlaid as red squares 
showing good agreement with the calculations.  A linear regression of the DFT 
calculated frequencies and the experimental values from the literature indicates that the 
νsym shifts by 39.2 cm-1 per charge.  This provides a calibration curve that can be used to 
map the measured frequency shifts onto a fractional charge coordinate for the PTCDI 
OFETs monitored by VSFG.  
 
Figure 4.7.  Best fit parameters for the inner (black circles) and outer (red squares) 
interfacial imide symmetric stretching frequencies as a function of applied gate bias and 
the calculated charge per PTCDI molecule at the buried interface. 
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Figure 4.7 shows the frequencies of νsym at the inner and outer PTCDI interfaces 
as the OFET is biased to accumulate electrons.  Using the results of the calculations 
above, we can plot these same numbers onto the fractional charge coordinate (top x-
axis).  Based on the capacitance of our devices, we expect 7.4 × 1012 injected charges 
per cm2 at 100 V.  If these electrons were fully delocalized over the areal density of 
PTCDI (2.3 × 1014 molecules per cm2),117, 133-134 our calibration curve would predict a 
frequency shift of only 1.3 cm-1, yet we measure a 5.3 cm-1 shift.  Clearly the injected 
charges are not fully delocalized over all PTCDI molecules at the interface.  We must 
conclude that this buried interface vibrational peak must encompass neutral and partially 
charged populations.  We cannot resolve the two populations with our current 
instrumentation, but the combination of measurements and calculations in Figure 4.7 
indicate that there are 0.14e per PTCDI at Vgate = 100 V; electrons are delocalized over 
seven PTCDI molecules on average.  Assuming equal oscillator strength for the charged 
and neutral species, we view this as an upper limit and conclude that the electrons are 
probably localized to fewer than seven molecules in this material.  
4.4: Conclusions 
The complexity that arises in spectroscopy of samples with multiple interfaces 
can make data interpretation feel like an exercise in futility.  In this chapter, I have shown 
that optical interference, often considered a nuisance, can actually be a true ally when 
properly modeled.  As long as the optical characteristics of the layered materials are 
known (or measured), the transfer matrix formalism provides a straightforward pathway 
to a more complete and accurate treatment of VSFG observables that avoids 
unnecessary and erroneous approximations.  The data analysis herein showed that the 
vibrational frequencies at the buried interface of an OFET shift by only a few 
wavenumbers due to charges being delocalized over about seven molecules or less.  
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The magnitude of this shift would likely be overlooked with most modern VSFG 
instruments or its effect misinterpreted by single interface interpretations.  As organic 
electronic materials improve and charges become even more delocalized, such 
spectroscopic handles will become increasingly difficult to monitor.  Leveraging the 
interference between multiple VSFG signals is one way to achieve the requisite 
sensitivity to small frequency shifts and lineshape changes.   
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Chapter 5: Frequency Comb SFG: A New 
Approach to Multiplex Detection 
5.1: Introduction 
 
As stated in previous chapters, vibrational sum frequency generation (VSFG) 
spectroscopy is a surface-specific technique that is important for the characterization of 
material interfaces.70-71, 73, 88-89, 94, 96-97, 99-100, 135 In these measurements, sampling multiple 
components of the second order susceptibility tensor, (2), enables orientational 
information to be obtained.   
In practice, obtaining absolute molecular parameters is rarely achieved, in part 
because the local field corrections due to beam geometries and optical coefficients are 
not applied because they are not known.  In addition, orientation distributions of the 
transition dipoles can have a profound influence on the determined quantities, 
sometimes to the point of obscuring them altogether when wide distributions are present 
at the interface.136 Furthermore, for absolute orientation to be determined, the signal 
phase is required, which is only obtained in heterodyne detected experiments.89-90, 137 
Nonetheless, VSFG excels at providing semi-quantitative orientation information about 
interfacial environments and has been used to determine order and orientation in small 
molecule and polymeric semiconducting organic thin films,59-60, 64, 135, 138-139 at aqueous 
interfaces,88-89, 92, 140 and in self assembled monolayers.69, 140-142  
Orientational studies require more than one of the nonzero χ(2) tensor elements to 
be sampled.  This is typically achieved by performing separate experiments in which 
different polarization combinations are used.  Building on the work of Smits and 
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coworkers, we previously reported a method of collecting all four VSFG polarizations at 
once.143-145 The utility of this approach was highlighted by a study in which we monitored 
interfacial ordering and orientation in real-time while thermally annealing an organic thin 
film.59 However, a challenge in that work was that it required simultaneous alignment of 
three pump beams onto the sample and four signal beams onto the detector.  Since the 
visible pump beams were aligned to the sample at different incident angles, the 
coefficients for reflection and the phase matching directions were slightly different, 
introducing new sources of error in the measurements.143 The generated signal beams 
that contained a mixture of polarizations (to be later separated by a birefringent optic) 
also needed to be independently steered to the entrance slit on the monochromator. 
In this chapter, I present a new method for multiplex polarization data collection.  
By using a modified 4f pulse shaper, a simple frequency comb is generated that can 
then be used as the upconverting beam with a broadband IR source in a VSFG 
experiment.  This method has improvements over the previous approach, including 
collinear alignment and independent tailoring of pulse timing, bandwidth, and 
polarization within the visible beam frequency comb.  This ultimately allows for faster 
data collection with ease of alignment and improved data fidelity for samples that change 
on the time scale of a measurement and/or are spatially heterogeneous. 
5.2: Experimental Setup and Measurement Procedure 
Laser Setup  
The details of the femtosecond laser setup and mIR generation are detailed in 
Chapter 3. The visible frequency comb was created by amplitude-shaping 500 mW of 
the uncompressed output from the regenerative amplifier (prior to the compressor) in a 
modified 4f pulse shaper, as shown in Figure 5.1.  A typical 4f pulse shaper consists of a 
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diffraction grating placed at the focal point of a double convex lens and slit with a mirror 
behind it at the other focal point.146-147 The incoming light is dispersed horizontally by the 
diffraction grating and is imaged to a stripe at the retroreflector.  The slit selects a portion 
of the input bandwidth to be reflected back through the lens, recombined at the 
diffraction grating, and reflected out of the shaper (typically at a slightly different height).  
The modified 4f shaper in Figure 5.1 introduces a D-shaped broadband dielectric mirror 
after the refocusing lens, sending approximately half of the dispersed light to a second 
slit and mirror at the focal point of the lens.  Retroreflections from both mirrors in the 
pulse shaper recombined at the diffraction grating to a single beam that consisted of two 
narrowband pulses (approximately 1 nm FWHM) that were collinear but separated in 
wavelength by about 15 nm.  Owing to the uncompressed nature of the input 800 nm 
light, the two collinear pulses were also dispersed in time by tens of ps.  This setup 
allowed individual control of the bandwidths of the two frequency comb “teeth”. The 
retroreflector and slit pairs were on translation stages to optimize the selected 
frequencies and the retroreflector positions relative to the focal plane of the lens.  For 
our purposes the comb was shaped as shown in Figure 5.1 with two spectral peaks at 
790 and 806 nm.  An alternative approach would be to use a double slit at a single mirror 
rather than dividing the beam into two arms of the shaper.  This would simplify alignment 
but might offer less flexibility in tailoring the bandwidths of the spectral teeth.  We also 
note that the arrangement in Figure 5.1 enables one to independently adjust the focal 
properties of the two beams to give different focal spot sizes. 
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Figure 5.1: Right: Diagram of the modified 4f pulseshaper to produce a simple frequency comb 
showing the relative positions of the diffraction grating, lens, mirrors, and slits.  The mirror after 
the lens directs half of the light to a second slit that is retroreflected back and recombined at the 
grating with the shaped throughput from the other slit.  Left:  The input and output spectrum of 
the modified pulse shaper. 
For VSFG to occur, both the visible and mid-IR pulses need to be overlapped in 
space and time at the sample.  Given the uncompressed nature of the 800 nm 
broadband light entering the pulse shaper, the two narrowband pulses needed to be 
retimed to arrive at the sample at the same time.  This was achieved with a simple 
retiming section constructed from two sharp cut-on dichroic beamsplitters that reflected 
the short wavelength pulse and transmitted the long wavelength pulse (Semrock, 785 
nm BrightLine®), as shown in Figure 5.2.  The dichroic beamsplitters went from 5% to 
95% transmission over 5 nm with a 50% transmission at about 798 nm.  The two legs of 
the retiming section enabled adjustment of the arrival times of the two visible pulses at 
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the sample as well as independent beam steering to optimize their collinearity as they 
continued on to the sample.  Before recombining at the second dichroic beamsplitter, the 
shorter wavelength beam transmitted through a half waveplate and thin film polarizer to 
independently control its polarization from the longer wavelength beam. Both beams 
were then recombined at the second beamsplitter and aligned as a single beam to the 
sample. 
The visible and IR beams were focused at the sample using a 60° off-axis 
parabolic reflector and the emitted VSFG signal was collected and collimated by a 
matching parabolic reflector.  The emitted signal was directed through a twisted 
periscope and through a lowpass filter to remove the visible pump.  It was then focused 
onto the slit of a 150 mm monochromator with a 15 micron slit size followed by detection 
with a liquid N2 cooled CCD camera (Princeton Instruments).  In a typical alignment 
procedure, the visible and IR beams were overlapped in space at the sample stage in a 
ZnS crystal, which produced an extremely large nonresonant VSFG signal for initial 
alignment and timing.  The delay stages for the IR and one of visible delay stages in the 
retiming section (Figure 5.2) were used to maximize signal.  After this, these two IR and 
visible stages were not moved again and the delay stage of the other visible beam was 
used to maximize its VSFG signal through the monochromator.  After finding the correct 
timing of the pulses, the sample was switched to a 100 nm thin film of ZnO deposited by 
atomic layer deposition on a Si wafer.  This sample gave significant amounts of VSFG 
due to its lack of centrosymmetry through the bulk of ZnO, but from a thin slab so that 
fine adjustments could be made to the sample position, beam pointing, and timing to 
further optimize the signal before switching to the organic thin films of interest.  A HeNe 
laser was used to optimize sample positioning as described previously.65-66 
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Figure 5.2: Diagram of the retiming portion of the visible beam path.  The frequency 
comb ‘teeth’ are separated by a dichroic beamsplitter for independent timing, pointing, 
and polarization control.  The 790 nm beam polarization is controlled by a halfwave plate 
and a thin film polarizer.  The 806 nm polarization is cleaned up by a Glan-Thompson 
polarizer. 
Thin films of α–sexithiophene (6T, 35 nm) and dioctyl-perylenetetracarboxy-
diimide (PTCDI, 100 nm) were prepared by vapor deposition onto RCA-cleaned glass 
and thermal oxide SiO2 wafers, respectively, using a homebuilt organic vapor deposition 
chamber.58 For VSFG measurements on organic thin films, two exposures were 
collected first with both IR and visible beams and second with the IR blocked to subtract 
out the background.  Five spectra were collected with 5 and 3 minute exposure times for 
6T and PTCDI films, respectively, followed by averaging.  Cosmic rays were corrected 
by a program that automatically identified a cosmic ray and compared pixels of the same 
wavelength in the other exposures.  A reference spectrum was collected on ZnO using a 
ppp polarization combination for both visible beams.  Further details of data analysis are 
described in the discussion below.  
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5.3: Results and Discussion 
Figure 5.3a shows the reference spectrum collected in ppp from ZnO using the 
frequency comb upconverting beam.  Two wide, approximately Gaussian peaks are 
observed at 706 and at 721 nm, each with 150 cm-1 bandwidth to match the bandwidth 
of the IR beam.  These are nonresonant VSFG signals generated by the 790 and 806 
nm visible beams, respectively.  The peaks are slightly misshapen by water vapor 
absorption of the IR beam, which is tuned here to approximately 1450 cm-1.  The spectra 
are similar in shape and intensity.  Subtle differences in intensity are due to errors in 
coalignment of the two visible pulse in the frequency comb leading to very slight 
differences in signal phase matching and alignment to the monochromator slit.  This is 
not overly important as the subsequent sample spectra will be divided by this reference 
spectrum and will inherit the same pointing differences to compensate for any systematic 
inconsistencies.  Similarly, the diffraction grating in the monochromator has small 
differences in efficiency at these two wavelengths (<5%), but this will also be normalized 
in the sample spectra when dividing by the reference spectra shown here.  The shorter 
wavelength VSFG peak is marginally broader than the longer wavelength peak.  This is 
because the spectral resolution is lower at shorter wavelengths – a larger energy range 
falls on each pixel at shorter wavelengths, which will become more apparent in the 
resonant VSFG spectra discussed below.  
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Figure 5.3:  a) VSFG spectrum of ZnO thin film and b) a 6T thin film, both collected with 
the ppp polarization combination.  The bottom frequency axis has been created by down 
converting the summed frequencies with the known center wavelengths of the frequency 
comb teeth. 
Figure 5.3b shows the VSFG spectrum generated from a 35 nm thin film of 6T on 
glass using the ppp polarization combination.  The lower axis shows the down-converted 
frequency ranges using the measured upconverting visible beam spectra, but we 
emphasize that this figure shows a single continuous spectrum collected from the 
sample using the same IR beam and the frequency comb beam to upconvert two 
spectrally separated VSFG regions.  The two spectra are identical within our signal-to-
noise level, and have relative intensities that match those of the reference spectrum in 
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Figure 3a.  These demonstrate multiplex VSFG data collection from the same sample 
spot in a single spectrum using the spectral resolution imparted by a frequency comb 
rather than vertical displacement into separate spectra. 
A more interesting case is shown in Figure 5.4 in which we apply this approach 
to a 100 nm film of PTCDI, a material that we have shown to have a markedly different 
VSFG response in different polarization combinations.65 For this experiment, we rotated 
the polarization of the short wavelength part of the comb to be s-polarized, while setting 
the IR beam to a mixed polarization.  From previous work with this system, we expected 
that the ssp VSFG spectrum would be over an order of magnitude more intense than the 
sps combination.65 Since a single integration time was used to collect the multiplex 
spectrum, the IR beam was rotated to put 3% of the power into the p-polarization and 
97% in the s-polarization so that the signal-to-noise ratio would be the same for the two 
regions. The spectrum in Figure 4a is a single spectrum with the low and high 
wavelength portions color coded to indicate that these regions were upconverted with a 
different part of the comb.  The low wavelength region shows the raw ssp VSFG 
spectrum; the high wavelength region shows the sps VSFG spectrum.  A ppp reference 
spectrum was collected (not shown) with the IR tuned to the 1680 cm-1 region, and was 
used to normalize the ssp and sps spectra, resulting in the spectra in Figure 4c (with 
consistent color coding).  The normalization process accounts for the differences in 
intensity across the IR bandwidth, and the spectral features are accordingly reshaped.  
The resulting spectra are identical to those previously reported but were collected in half 
the time.65  
Interestingly, this optical design actually generates all four VSFG polarization 
combinations at once (ppp, ssp, sps, and pss).  Before entering the monochromator the 
analyzing polarizer removes the ppp and pss signals and transmits the ssp and sps.  
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The ssp and sps combinations give different information and their comparison allows 
one to determine the orientation of the IR transition dipole for a particular resonance.73 In 
a previous report, we demonstrated how film thickness could be used to favor the VSFG 
signal from the buried interface of a thin film, and we showed that ssp and sps were the 
only polarization combinations that could be paired together to favor the buried interface 
for the same beam angles and film thickness.65, 75 In this context, the current results are 
unique in their ability to provide this particular pair of VSFG signals simultaneously.  
Previous reports have always differentiated multiplexed signals by the analyzer 
polarization, forcing pairs of ppp/sps or ssp/pss using mixed polarization IR, or ppp/ssp 
or sps/pss using mixed polarization visible.143-144 Here we use a single analyzer 
polarization with mixed IR polarization and mixed visible polarization, but separate the 
signals with the monochromator rather than a birefringent beam displacer after the 
sample.   
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Figure 5.4: a) VSFG spectra of a PTCDI thin film collected in ssp (black) and sps (red), 
and b) using sps (blue) and sps (green) polarizations.  c) ssp and sps (from part a) and 
d) sps and sps (from part b) after normalization by the ppp reference spectrum.  
To demonstrate the immunity of this beam arrangement to misalignment, Figure 
5.4b shows the VSFG spectrum for the same PTCDI sample but with both visible pulses 
in the frequency comb rotated to p-polarization and the IR returned to full s-polarization.  
In this case, the longer wavelength comb was slightly misaligned onto the sample 
leading to a pointing error in the generated signal.  As a result, the relative peak ratios 
between the short and long wavelength regions are not the same.  However, the ppp 
reference spectrum also shares this misalignment and can be easily used to correct the 
data assuming no beam adjustments were made between the reference and sample 
spectra.  Figure 5.4d shows that once they are divided by the ZnO ppp reference 
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spectrum the data appear to be nearly identical.  We believe that the pointing sensitivity 
is the result of spatial chirp in the IR beam at the sample, which would cause a 
difference in the frequencies mixed at the interface that give rise to the VSFG signal.  
However, the fact that normalizing by the ZnO reference spectrum corrects this shows 
the considerable resilience of this technique.  
5.4: Conclusions and Future Directions 
In conclusion, we have demonstrated for the first time that a simple frequency 
comb can be used for VSFG, and that the spectral resolution of the resulting signals 
opens the door to a new, simpler approach to multiplex polarization measurements. This 
system allows for collection of the ssp and sps polarization combinations (and, in 
principle, pss and ppp) from the same spot, at the same time, and with the same incident 
angles in a reliable and robust way. Generally speaking, this is an improvement over 
other traditional VSFG approaches as it reduces problems with multiple beam 
alignments at the sample and at the detector, sample heterogeneity, and changes in 
laser power, while enabling one to collect data faster.  Compared to our previous 
multiplex detection scheme, this one allows the simultaneous collection of ssp and sps 
from the same spot with the same incident angle, a combination that shows a greater 
affinity for the buried interface in layered systems. 
In addition to the practical improvements of the frequency comb approach, a 
number of additional directions could be explored.  To begin with, one might design a 
double (or triple or quadruple) slit using a single retroreflector in the 4f pulse shaper to 
simplify its alignment.  Furthermore, one could envision replacing the dual slit 4f pulse 
shaper with a single optic such as an etalon in the mode of Lagutchev and coworkers.148 
For example, a simple calculation shows that an air etalon can be designed for the 800 
nm central wavelength using 83% reflective mirrors with a separation of 22.5 microns 
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(6.66 THz free spectral range) to give two narrow Lorentzian peaks at 790 and 804 nm.  
This single optic could replace the entire shaper portion of our design, but at the 
expense of control over the spectral width of the teeth of the frequency comb.  With 
enough bandwidth from the amplifier, one might also modify the pulse shaper (or design 
an etalon) to give three or four peaks in the frequency comb.  This would require three 
dichroic beamsplitter retiming stages in order to obtain the requisite timing control over 
all four beams, but when combined with mixed polarization IR would give all four VSFG 
polarization combinations simultaneously in a single spectrum.  We reiterate that even 
without the additional teeth, our current arrangement generates all four polarization 
combinations, and the other two (pss and ppp) are readily obtained by analyzing for the 
p-polarized VSFG signal.  The independent timing of the two legs opens new directions 
as well. Changing timing allows for the mistiming of one leg to look at data 
simultaneously with and without nonresonant signal suppression.148  Also, independent 
control of the slit of either leg allows for data collection with different spectral resolutions, 
perhaps in cases where signal may be very low and full resolution is not needed in one 
polarization.  And finally, replacing the half waveplate with a quarter waveplate would 
enable experiments in which one beam is circularly polarized while the other is linearly 
polarized to explore chiral VSFG signals. 
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Chapter 6: Interfacial Spectra of PTCDI-C8 on 
Al2O3 
 
6.1: Introduction 
 In this study, the effect of an aluminum oxide (Al2O3) dielectric on the interfacial 
vibrational spectrum collected by VSFG will be examined.  As discussed earlier, a thin 
film interference model described in Chapter 2 can be used to assess unambiguously 
signal from the buried dielectric semiconductor interface that is convoluted with the outer 
interface signal.  As emphasized in Chapter 1, the dielectric semiconductor interface in 
organic field effect transistors is of major importance.  The charge conduction that 
occurs in the OFET device happens at this interface.  Molecular packing and the degree 
of π-π stacking of the molecules that make up the material are influential in how the 
device works.  Furthermore, the nature of the dielectric influences OFET performance 
due to its roughness, surface energy, and chemistry. 44-50 Also, the dielectric can be 
modified further by self-assembled monolayers (SAMs), from passivation of charge 
traps, and smoothing out of dielectric, to affecting interfacial dipoles and molecular 
orientation. 45, 48-49, 117, 149 SAMs have also been shown to make typically non-air stable 
semiconductors air stable.150 
Thinner dielectric layers lead to lower threshold voltages in devices, lowering 
power consumption.151  However the traditional dielectric of choice SiO2 has high defect 
rates at very thin dielectric thickness and leakage current is high.  To surmount this 
problem other dielectrics have been examined. Al2O3, with a dielectric constant of 9 
compared to SiO2 at 3.9, offers a way to increase device performance.151  It provides 
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higher capacitance for a given thickness when compared to SiO2, and ALD deposition 
allows for thin conformal and defect free layers to be deposited.151-154 
Unfortunately, it is found that bare Al2O3 dielectric leads to lower charge carrier 
mobilities when compared to SiO2 in P3HT based devices but proper SAM 
functionalization can eliminate this effect.155  Veres and coworkers found this effect for a 
range of semiconducting materials and attributed it to an increase in local energetic 
disorder of the semiconductor when placed on higher k dielectrics.  The more polarizable 
higher k dielectrics contain more randomly ordered dipoles in the dielectric than lower k 
dielectrics which interact with the semiconductor.156   
 In this study, two different thicknesses of PTCDI-C8  were examined by VSFG 
spectroscopy on a single thickness of thermally grown SiO2, and a range of thicknesses 
of ALD Al2O3.  Different thicknesses of both the semiconductor and the dielectric were 
used to constrain the multilayer interference fitting routine that fits several spectra 
simultaneously keeping some variables independent and others not.   
6.2: Experimental 
Sample Preparation 
 PTCDI-C8 was used as received (Sigma-Aldrich) without further purification.  It 
was deposited by physical vapor deposition in either 20 nm or 200 nm films onto 
thermally grown SiO2 (300 nm thickness) on Si wafers (University Wafer), or onto Al2O3 
grown by atomic layer deposition (ALD) on Si wafers.  The deposition involved a home 
built physical vapor deposition chamber that heats the PTCDI in a crucible under high 
vacuum, approximately 6.0 × 10-6 torr.  The sample was held above the crucible and 
material deposited upon it.  Deposition rate and thickness was tracked via a quartz 
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crystal microbalance and corroborated via spectral ellipsometry (VASE, J. A. Wollam 
Co., Inc.)   
 The SiO2 dielectrics were cleaned before being used via the RCA 1 and 2 
method, involving soaking in an 80 °C solution of water, H2O2 and ammonium hydroxide 
in a 5:1:1 ratio for 5 minutes, followed by soaking in a solution of HCl for 5 minutes.58  
The Al2O3 layers were deposited in 3 different thickness via ALD using 
Trimethylaluminum and water as precursors.  The substrates were kept at 350 °C.  The 
deposition rate is very reproducible and layers conformal.  Thicknesses of 10 nm, 65 nm, 
and 95 nm of Al2O3 were deposited.  The Al2O3 was not cleaned in any way after this 
step. 
Data Collection 
 The details of the experimental setup have been described in Chapter 3.  Briefly, 
spectra were integrated from 3 to 10 minutes depending on signal strength and multiple 
polarization combinations taken simultaneously using the frequency comb described in 
Chapter 5.  Atomic force microscopy (AFM) was performed on 20 nm samples of PTCDI 
on Al2O3 and SiO2 using AC mode in open loop mode (Agilent 5500). 
Global Fittting 
 The data were fit to a model that calculates and models thin film interference 
effects on the observed VSFG signal, as described in Chapter 2.65, 75  The intensity is the 
absolute value squared of the second order response (2), and the transfer integral T: 
𝐼0
𝑖𝑗𝑘 = |𝜒𝑁𝑅 + ∑ 𝑇𝜐
𝑥𝑦𝑧𝜒𝜐
𝑥𝑦𝑧2
𝜐 |
2
                                                     [6.1] 
The model is the sum of a transfer integral and second order signal from interface v=1, 
the air/PTCDI interface, and v=2 the PTCDI/dielectric interface. 
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The second order response is itself broken up into several parts that interfere 
with each other at the electric field level.  There is a non-resonant contribution that is 
modeled to originate at no particular interface: 
𝜒𝑁𝑅 = 𝐴𝑒
𝑖𝜑                                                               [6.2] 
 Each interface, v=1 or v=2, was modeled as having two resonant contributions to 
the second order response modeled as Lorentzians, one each for the asymmetric and 
symmetric imide stretch for both interfaces. 
𝜒𝜐
𝑖𝑗𝑘 =
𝐴𝜐
𝑖𝑗𝑘
(𝜔𝑟𝑒𝑠−𝜔−𝑖Γ)
                                                       [6.3] 
Modeling the Transfer integral 
Table 6.1: The PTCDI thicknesses and dielectric thicknesses that were globally fit. 
 
 In the fitting procedure the transfer integral for the outer interface was kept the 
same for samples regardless of the dielectric in use.  The transfer integrals consisted of 
frequency dependent refractive indices that are expressly known for air, PTCDI, SiO2,  
and Si for the frequencies studied.  However, for the Al2O3 films, refractive indices were 
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estimated for each of the important frequency window, mid IR and visible, and taken to 
be constant for the range of frequencies needed in the experiment.157-159 
 Each T was independently calculated and the nonlinear response was 
determined from the fit.  All 10 spectra that were fit were fit simultaneously, with some 
values being shared between spectra.  In the case of the non-resonant response, the 
intensity and phase could float independently for every sample at every polarization 
combination. This was deemed to be a valid choice as each sample for each polarization 
combination had a unique combination of PTCDI and semiconductor thickness and it is 
assumed that some non-resonant signal is coming from both materials. 
 Modeling the resonant portion of the nonlinear response was done as a series of 
complex Lorentzians.  Each apparent resonant signal in the spectra was assigned two 
Lorentzians for the asymmetric and symmetric imide stretches.  Assigning the 
frequencies of the Lorentzians: the outer facing peak centers could float but were kept 
the same for every polarization data set on every sample.  The buried, 
semiconductor/dielectric, frequencieswere kept the same for every experiment involving 
the same dielectric; every polarization experiment on SiO2 regardless of PTCDI 
thickness had the same buried interface frequencies and likewise for the Al2O3 
experiments. For the line widths of the Lorentzians, Γ, all asymmetric stretches were 
given one value allowed to float, likewise for the symmetric Γ.  The amplitudes of the 
resonances were kept independent between the different polarization combinations and 
between interface environments.  While data were collected for all semiconductor (200 
nm and 20 nm) and dielectric (200 nm SiO2 and 10, 65, and 95 nm) thicknesses for three 
polarization combination experiments (PPP, SSP, SPS) not all were able to be included 
in the fit (see Table 6.1).   
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6.3 Results and Discussion 
 
Figure 6.1: Normalized SSP data (black dots) overlaid with results of simultaneous fit (red line) 
for all the fitted PTCDI and dielectric combinations. 
 
Figure 6.2: Normalized PPP data (black dots) overlaid with results of simultaneous fit (red line) 
for all the fitted PTCDI and dielectric combinations. 
71 
 
 Figures 6.1 and 6.2 show the spectra that were fit using the above-mentioned 
model.   As shown in the table, no SPS data were fit as the signals had very low signal 
to noise.  The fits are in generally good agreement with the data, especially considering 
how many variables were shared between them.   Looking first at the SSP data, the fits 
for most of the spectra capture the correct resonant frequency of the symmetric stretch 
and background, except on the lower intensity spectra.  Also, the asymmetric stretch, 
while included in the model, typically was not captured very well as it at times is also 
very low intensity.  In the SSP spectra, one interesting effect captured by the model is 
that for the 20 nm of PTCDI on 95 nm of Al2O3 the asymmetric mode is on par in 
magnitude with the symmetric stretching mode a reversal of trends generally seen in 
PTCDI.65, 75   
 Looking at the PPP data, the fits are generally acceptable, the intensities are 
around the same as they appear in the data and the peaks show up at the right 
frequency. At times the line widths are not accurate, especially in the thickest PTCDI 
samples on the SiO2, but that may be due to forcing all spectra to share the same line 
width in the fit. 
 Given the error in the fits, the sources of the inherent error will now be discussed.  
VSFG spectra can be very sensitive to the angle of incidence of the incoming laser 
beams and to the thicknesses of the material layers in the sample.76  While the 
thicknesses reported above are roughly correct, small changes could introduce new 
error in the fitted parameters.  Also, for the Al2O3 transfer product, constant values were 
used in the frequency range of interest.  This is a good assumption as for the relevant 
frequencies the refractive index is largely flat.  If this were a source of error, it is 
conceivable that the Al2O3 data might be worse fit, but any evidence of this could also 
likely be the signal to noise.  Another possibility is error in the transfer product of the 
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PTCDI itself.  PTCDI’s refractive index changes greatly in the range of frequencies used 
for this experiment, indeed we are seeing resonant peaks after all.  We have seen in the 
data collected on PTCDI shifts in our assignment of the resonances due likely to 
uncertainty in the frequencies assigned by the monochromator, as much as several 
wavenumbers.  However, the corresponding dips or changes in the nonlinear refractive 
index are stationary.  This would cause error in the fitted parameters as well. 
 Given all this, however, it is stressed that these fits are quite good.   Relatively 
few parameters were used to fit these 10 spectra, and all changes were modeled solely 
due to changes in thickness either of the dielectric or the semiconductor.  In fact, we can 
see that most the observed changes are due simply to those changes in the layer 
thicknesses. 
Fitting Results 
Table 6.2: Nonresonant amplitude results for the fitted PTCDI and dielectric combinations 
 
 Looking at Table 6.2 the non-resonant amplitudes are given for all the fitted 
spectra.  It was expected that since Al2O3 has been observed to have such a large non-
resonant second order response that as the Al2O3 thickness was increased there would 
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be a corresponding increase in the response. However, this is not the case.  Looking 
across all data, it does not appear that the data correlate with any thickness increase, 
dielectric or semiconductor. 
Table 6.3:  Resonant results of the simultaneous fit, frequency, amplitude and Γ for PTCDI on 
Al2O3 and SiO2 for SSP and PPP polarization combinations 
 
Table 6.3 shows the results of the simultaneous fits for both the symmetric and 
asymmetric imide stretches.  While the asymmetric was fit, its signal to noise was too 
low to get precise information out of it. 
 There remains however, a plethora of information in the symmetric stretch.  Γ 
was taken to be the same for every symmetric stretch and fit to the data simultaneously.  
Given the fact that our VSFG line width is heavily influenced by the visible pulse 
linewidth this is a reasonable assumption.  The frequencies were kept tied together 
regardless of polarization but different for chemical environment.  The outer imide 
frequency was 1703.4 cm-1 and the buried mode was 1704.97 cm-1 for SiO2 and 1703.94 
cm-1 for Al2O3.  This is roughly consistent with previous studies that found the buried 
frequency is slightly red of the outer interface or very close to it for SiO2 surfaces.58, 65, 160  
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The similarity of the SiO2 and Al2O3 frequencies are also understandable since both 
surfaces are likely hydrated hydrophilic environments to the PTCDI molecules. 
 
Figure 6.3: Absolute value of the resonant component of symmetric imide stretch for PTCDI on 
Al2O3 and SiO2 in SSP configuration. Left panel has both outer and inner interface contributions, 
right panel has just the inner contributions for clarity.   
Figure 6.3 shows the absolute values of the various symmetric resonant 
components with the SSP polarization combination. Note that the outer component and 
inner component on Al2O3 have similar amplitudes of 8.54x10-4 and 7.85x10-4, 
respectively.  The inner contribution for SiO2 is much larger than either of these at 
3.84x10-3.  The buried symmetric stretch for PPP on Al2O3 is orders of magnitude 
smaller at 1.40x10-9 compared to the SiO2 data at 2.207x10-4.  The different amplitudes 
at the two different buried interfaces with different polarization combinations shows that 
the molecules are arranged differently at the Al2O3 interface than at the SiO2 interface.  It 
is generally understood that relative differences in SSP amplitudes can tell relatively how 
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a molecule how a dipole is sitting on a surface: the larger the SSP signal the more 
perpendicular or ‘upright’ the dipole is to the surface.  In the case of PTCDI, this 
corresponds to a molecule standing up relatively end-on at the dielectric interface.  The 
data here indicate that PTCDI sits on the surface more upright on SiO2 than it does on 
Al2O3.  This is significant and π-π overlap is important in how well the material behaves 
as a semiconductor; a more reclined position inhibits π-π stacking.  Given that both the 
SSP and PPP data give much smaller intensities on Al2O3 than they do on SiO2, it is also 
likely that the PTCDI is in general more disordered on Al2O3 than on SiO2.  Furthermore, 
comparing this material on the two different dielectrics by AFM shows that at the outer 
interface, they look largely the same, corroborating the claim that molecules at the 
buried interface arrange themselves differently for different dielectric environments.
 
Figure 6.4: AFM of 20 nm of PTCDI on Al2O3 and SiO2.  Notice that while the grains are slightly 
smaller on the SiO2 substrate, the topography is very similar.  
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 None of the SPS data were able to be fit since many of the spectra had very low 
signal to noise (some gave nearly zero signal).  This makes analysis difficult.  Previous 
work done by O’Brien and coworkers showed that there were points in thickness of 
dielectric and PTCDI that the intensity of the SFG will go to zero by thin film interference 
effects.  We are near these points for PTCDI on SiO2, and could be in a similar place for 
Al2O3.65 
6.4 Conclusions 
 It appears that the chemical environment felt by PTCDI is similar for both SiO2 
and Al2O3 given that the frequency of the buried modes stay the same. However, it is 
evident that the different dielectric surfaces affect interfacial order and orientation.  As 
previously mentioned Veres and Coworkers postulated that a decrease in charge 
mobility for a given semiconductor on higher k dielectrics was due to a disordering effect 
from the higher polarity of the surface.  Given the significantly decreased signal of the 
buried VSFG resonances this appears to indeed be the case.  Furthermore, VSFG also 
showed that while there is more disorder it is also likely that PTCDI sits on the dielectric 
more reclined, leading to a decrease in charge mobility because of a lack of π-π 
stacking.  This leads to the conclusion that while higher k dielectrics are useful in 
creating devices that are more efficient, due to decreased threshold voltage, surface 
treatment with SAMs are necessary to maintain adequate charge mobilities.    
 Furthermore, the thin film interference model predicts that varying the dielectric 
affects the observed VSFG spectra as much as the thickness of the material.65  Given 
the great precision one can deposit dielectrics via ALD and other deposition methods, it 
is possible to use this methodology to find dielectric thicknesses that offer enormous 
77 
 
enhancement of the signal.  This might be useful as there is growing evidence for phase 
changes of the buried interface as the thin film is grown thicker.161 
 It is also interesting that there was no non-resonant enhancement from the Al2O3 
dielectric.  It is possible that much larger thicknesses are necessary in order for this to 
become a more important part of the signal.  Non-resonant backgrounds have been 
looked at as another way of determining VSFG phase information.162-163 It is possible 
that when thin film interference effects are present, such as in these experiments and 
other involving multiple interfaces, the effects of non-resonant enhancement may be 
small in comparison to thin film interference effects.  
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