Abstract." If repeated observations on the same individuals are not available it is not possible to capture unobserved individual characteristics in a linear model by using the standard fixed effects estimator. If large numbers of observations are available in each period one can use cohorts of individuals with common characteristics to achieve the same goal, as shown by Deaton (1985). It is tempting to analyze the observations on cohort averages as if they are observations on individuals which are observed in consecutive time periods. In this paper we analyze under which conditions this is a valid approach. Moreover, we consider the impact of the construction of the cohorts on the bias in the standard fixed effects estimator. Our results show that the effects of ignoring the fact that only a synthetic panel is available will be small if the cohort sizes are sufficiently large (100, 200 individuals) and if the true means within each cohort exhibit sufficient time variation.
Introduction
In recent years much attention is paid to the comparison of panel data with a single cross section or a series of independent cross sections (cf. Hsiao (1985) ). In the context of a random effects model, for example, Nijman and Verbeek (1990) show that more efficient estimators of several functions of the parameters can be obtained from a series of cross sections than from a panel (with the same number of observations). On the other hand several authors have stressed the fact that panel data are not indispensible for the identification of many commonly estimated models (see, for example, Heckman and Robb (1985) , Deaton (1985) and Moffitt (1990) ). In this paper we pay attention to a regression model with in-dividual effects that are correlated with the explanatory variables ("the fixed effects model"), and analyze the properties of the within estimator based on aggregated data on cohorts constructed from a series of independent cross sections. In this approach "similar" individuals are grouped in cohorts, after which the averages within these cohorts are treated as observations in a synthetic panel. Because the observed cohort aggregates are error-ridden measurements of the true cohort population values, Deaton (1985) proposes an errors-in-variables estimator which yields consistent estimators under fairly weak assumptions.
However, if the number of observations per cohort is large, it is tempting to ignore the errors-in-variables problem and to use standard software to handle the synthetic panel as if it were a genuine panel. This is what is usually done in empirical studies, see e.g., Browning, Deaton and Irish (1985) and Blundetl, Browning and Meghir (1989) . In this paper we analyze to what extent this is a valid approach. First, in Section 2, we present a general introd uction and derive conditions for the consistency of the standard within estimator on the synthetic panel which ignores the measurement errors problem. In Sections 3 and 4 we derive expressions for the bias and the (estimated) variance of this estimator, respectively, if the conditions for consistency are not met. In Section 5 we consider the implications of our results for the estimation of Engel curves for food expenditures from Dutch monthly data. Finally, Section 6 concludes.
Estimation from Cohort Data
Consider the following linear model flit=Xitfl+Oi-l-eit, t= 1,...,T (l) where i indexes individuals and t indexes time periods and suppose fi is the parameter of interest. Throughout the paper we assume that E{citlXjsl = 0 for all s, t = 1 ..... Tand all i,j. In each period, observations on Nindividuals are available. Throughout we assume that the data set is a series of independent cross sections.
In many applications the individual effects 0i are likely to be correlated with the explanatory variables in x~t so that estimation procedures treating the 0i as random drawings from some distribution lead to inconsistent estimators, unless the correlation is explicitly taken into account. When panel data are available this problem can be solved by treating the 0 i as fixed unknown parameters. USually the fixed effects are eliminated before estimation, for example by a within or first difference transformation. Obviously, this strategy no longer applies if no repeated observations on the same individuals are available.
