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abstract
Modeling Individual Health Care Utilization
Matthew Aaron Webb
Department of Mathematics, BYU
Master of Science

Health care represents an increasing proportion of global consumption. We discuss ways
to model health care utilization on an individual basis. We present a probabilistic, generative
model of utilization. Leveraging previously observed utilization levels, we learn a latent
structure that can be used to accurately understand risk and make predictions. We evaluate
the effectiveness of the model using data from a large population.
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Chapter 1. Introduction
Health care costs in the United States have risen 4% per year, far outpacing inflation.
National health expenditures were $2.9 trillion in 2013, accounting for 17.4% of the Gross
Domestic Product [4]. We hope to gain some fundamental understanding of this complex
system by creating a generative model of individual health care utilization.
Our measure of utilization is monetary cost. We imagine this quantity is an informative
summary of the various types of health care an individual might consume. The primary
questions we hope to answer relate to pricing risk at small scale, such as “What is a fair
health insurance premium to charge this group of 50 people?” and “What is my value at
risk if I am liable for the health care costs for this group of 50 people?”
We believe answers to these questions are best found by quantifying our uncertainty using
the mathematical language of probability. We focus on creating a model that makes good
predictions and correctly measures the risk of rare events.
We are indebted to excellent work that has been accomplished previously. Some authors
have looked at predicting health care demand using a variety of techniques [3] [2]. However,
our modeling paradigm has been most influenced by work done in natural language processing. We mention two sources in particular, latent Dirichlet allocation [1] and hidden Markov
models [10].

1.1

Data

We work with a data set that contains a monetary measure of health care utilization for 20 000
de-identified individuals across five years. We consider no information about the individuals
apart from their utilization. The utilization has been collected into monthly buckets, giving
a 20 000 × 60 matrix of data. Due to noise in the data collection, an insignificant number
of data points are less than zero; we set these values to be zero. Average utilization levels
increase over time. This is due to their correlation with inflation, generally increasing health
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care utilization, and other factors. We do not attempt to model these macroscopic influences,
and normalize the data such that the average utilization level across the population for each
month is 1.
Having normalized the data set, the utilization levels fall in the range [0, 1200], with a
large portion exactly 0. The log of positive utilization levels fall in the range [−8, 8]. About
85% of the data are less than the mean 1, and the data have significant positive skew.

1.2

Notation and Convention

We briefly discuss the mathematical language we adopt throughout the paper. We consider
the natural numbers to be the set of positive integers, referenced by the symbol N. We make
frequent use of subscripted symbols. For example, we may use the symbol vn to refer to a
member of the set {v1 , v2 , . . . , vN } known from context. We make an effort to match the
lowercase index with the uppercase fixed dimension of the set. When we use a symbol with
missing subscripts, we mean the collection of symbols that take any value along the missing
subscripts. For example, given the set {y11 , . . . , y1T , . . . , yN 1 , . . . , yN T } we write

yn = {yn1 , . . . , ynT }
yt = {y1t , . . . , yN t }
y = {y11 , . . . , y1T , . . . , yN 1 , . . . , yN T }.

We are careful not to be ambiguous when employing this notation. When we use a symbol
that refers to a collection of other symbols as an argument to a probability function, we
mean that each symbol in the collection should be passed as an argument. For example,

p(v) = p(v1 , v2 , . . . , vN ).
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We adopt the convention of using the symbol p to refer to all joint, marginal, and conditional
density or mass functions [5]. The particular function is identified by the arguments. For
example, given random variables X, A, B

p(x | a, b) = pX | A,B (x | a, b).

We use a lowercase symbol to refer both to a random variable and to arguments to functions
involving that random variable. When both the random variable and the argument need to
be independently specified, we use an equals sign between them. For example,
K
X

p(a | vn = k) p(vn = k).

k=1

When defining random variables, we present only the lowercase symbol. We use the indicator
function 1S (x) defined as

1S (x) =



 1 if x ∈ S

.


 0 otherwise
We use p(s | ¬s) to denote the complete conditional for a collection of random variables s.
We use named distribution functions throughout, with arguments and parameters separated
by a semicolon. For example, we write Categorical(vn ; θ). The precise definitions of all
named distribution functions referenced in the text are included in Appendix A.1.

3

Chapter 2. Model
We present a model for quantifying the uncertainty inherent to individual health care utilization. We begin with exposition that discusses the logic, justifications and intuitions behind
our model choices and assumptions. We follow with a technical summary of the derived joint
probability distribution.

2.1

Latent Structure

The quantities we wish to model are individual utilization factors ynt , indexed by individual
and time period respectively. We envision a probabilistic model to quantify the intrinsic
uncertainty in these factors. We seek a distribution

p(ynt ).

There are different ways an individual may utilize health care. A visit to the doctor has
a different level of utilization than surgery. These different levels of utilization are due to
different health circumstances, which we call health states. The concept of “health state”
has become a widely adopted [11]. We believe that these states underlie every observed
utilization factor, and we quantify this state information with random variables znt . The
distribution we seek becomes
Z
p(ynt | znt ) p(znt ) dznt .
znt

We may also possess some information inherent to an individual. We quantify this
information in the variable vn , identified with the nth individual. We do not assume that
this information changes through time. We assume that this information will inform our
belief about the health states an individual may enter. We also assume that it gives us no
further information about the utilization factor once we know the state. More formally, we
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Figure 2.1: Histogram of positive utilization factors ynt across the population. We wish to
model the utilization factors.
assume that the utilization factor is conditionally independent of the individual, given the
health state. We further expand the distribution
Z

Z
p(ynt | znt ) p(znt | vn ) p(vn ) dvn dznt .

znt

vn

The above conditional independence assumption is strong. The consequence is that the
distribution p(ynt | znt ) will be less informative than it might be if individual information is
included. However, the assumption provides some practical benefits. Learning p(ynt | znt , vn )
could be more difficult than learning p(ynt | znt ). With simpler conditioning, we may leverage
more data when learning the shapes of the distributions.
The described model paradigm allows us to view the distribution of utilization factors in
two ways. When marginalizing out the individual information, we have a mixture over health
states p(ynt | znt ) p(znt ). When marginalizing out the health states, we have a mixture over
individual information p(ynt | vn ) p(vn ). This matches our intuition that the distribution of
utilization factors can be decomposed into health states or into individuals.
Both the health state znt and the individual information vn are latent variables that are
5

Mixture Distribution

1.8

component 1
component 2
component 3
mixture

1.6
1.4

density

1.2
1.0
0.8
0.6
0.4
0.2
0.0
0.0

0.5

1.0
support

1.5

2.0

Figure 2.2: An example mixture distribution. We view the distribution of ynt as a mixture
over individual information vn , or as a mixture over health states znt .
not explicitly represented in the data set. We adopt the mindset of allowing our data to
eventually determine what these should be, rather than specifying a priori that a particular
health state will represent e.g. heart disease.
We divide the model into two conceptual pieces, and discuss each in turn. We call the
factors p(znt | vn ) p(vn ) the arrival process, as it describes how an individual reaches a health
state. We call the factor p(ynt | znt ) the loss process, as it measures the actual distribution
of utilization factors for each state.

2.2

Arrival Process

In this section we examine the factors p(znt | vn ) p(vn ). We assume the current health state
depends on previous states. Knowing an individual’s health history can have strong bearing
on what we expect in the future. Part of this information may be explained by inherent
individual information, such as a genetic predisposition to a disease, and be quantified by
vn . However, there is an important aspect of history due to happenstance, such as a car
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vn

zn(t−1)

znt

ynt

Figure 2.3: Latent structure of the model. The utilization factor ynt depends on znt , which
depends on vn and zn(t−1) .
accident, that we quantify in the health states znt . The factors under consideration become
Z

Z
p(znt | zn1 , . . . , zn(t−1) , vn ) p(vn , zn1 . . . zn(t−1) ) dzn1 , . . . , dzn(t−1) .

...
zn(t−1)

zn1

We impose a Markov structure on this dependency. With this assumption, we force all
informative aspects of an individual’s history to become part of a single health state. It is
likely that some aspects of the history will be lost in this encoding. However, this assumption
makes the model more tractable. The above factors become
Z
p(znt | zn(t−1) , vn ) p(vn , zn(t−1) ) dzn(t−1) .
zn(t−1)

We now consider choosing the set of values that znt can assume, which we call the
state space. We first choose the cardinality of the space. We might choose an infinite
space, hoping it would encode the minute details corresponding to an individual’s health
and history. However, this yields a complex model that can be difficult to learn. We opt for
a finite state space, which provides a number of practical benefits. Markov processes with
finite state spaces are well-studied, and admit efficient learning algorithms [10]. Let S be
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the number of states. Without loss of generality, we assume the state space is Z≤S .
A practical benefit to using a finite number of health states is a model robust against
over-fitting. Given a large training set and a relatively small number of health states, many
data points will be used to learn distributions conditioned on health states.
Having made these assumptions, we arrive at a natural quantification of vn . The individual information has leverage in the model solely through shaping the distributions
p(znt | zn(t−1) , vn ). Since there are S states, these distributions can be completely determined
by an S × S stochastic matrix, for each n. Thus in our model, all individual information is
sufficiently described by letting vn be such a matrix. We have

p(znt | zn(t−1) , vn ) = CategoricalS (znt ; vnzn(t−1) ).

We must also consider the distribution of the first state in the Markov chain, zn1 . A
logically sound choice would be to assume it is distributed according to the invariant distribution of vn . It is more computationally efficient to place a uniform distribution over zn1 .
We adopt the latter approach. We have

p(zn1 ) = UniformCategoricalS (zn1 ).

We do not expect an individual to regularly move through all health states, so we cannot
correctly learn vn from individual data alone. To borrow strength from the population, we
assume all vn are independently distributed according to a common distribution p(vn ).
We have assumed vn is an S × S stochastic matrix, so that the rows of vn are elements of
the standard (S−1)-simplex. Thus, we need some distribution on the product of S simplexes.
One natural approach is to assume the rows of vn are independent, and use a Dirichlet
distribution for each row. Since the rows of vn are themselves Categorical distributions,
choosing Dirichlet allows a conjugate relationship. Putting the Dirichlet parameters in an
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S × S positive matrix α, we have

p(vn | α) =

S
Y

DirichletS (vns ; αs ).

s=1

We explored this approach extensively and found two issues, one easily dealt with but the
other fatal. The first issue is learning the parameters α. We include them in the probability
model, and place on them a prior p(α). The Dirichlet distribution has a conjugate prior,
but it is not well studied. We identified the kernel of this distribution, but found no obvious
way to directly sample the distribution. (See Appendix A.1 for the form.) We can still work
with this distribution using techniques besides direct sampling. We found that the marginal
distributions are unimodal, and amenable to rejection sampling.
The fatal issue is that the Dirichlet distribution is unimodal. When learning the model,
the posterior density would either be very diffuse, or concentrated on a single point. Neither
case is desirable. If the mass is concentrated, we assign the same stochastic matrix vn to all
individuals. The variable then encodes a population mean, but nothing specific about an
individual. If the mass is diffuse, we borrow no strength from the population and rely only
on the individual’s data.
From the modeling perspective, we realized that there is no reason to assume that the
distribution p(vn ) is unimodal. In fact, it is reasonable to assume different types of individuals
have very different stochastic matrices describing their movement through health states. We
abandon the unimodal assumption by using a very simple mixture. We use a mixture of
K indicator distributions (or a discrete measure on K points). This distribution permits
support on very different places in the simplex product. The choice of using indicators gives
practical benefits to computation. Choosing mixture component distributions with variance,
such as the Dirichlet, would enable more information to be encoded in vn and might improve
model performance. However, certain inference tasks become more complex. We have not
explored using such distributions.
The described distribution can be parameterized by a set of K supported points in the
9

Support on the standard 2-simplex.

Figure 2.4: Comparison between a Dirichlet distribution and a mixture of indicators on a
single simplex. Though the mixture has no local variation, it can support points throughout
the simplex.
simplex product, call them αk , and a K-dimensional stochastic vector θ that holds the
component weights. We have

p(vn | α, θ) =

K
X

θk 1{αk } (vn ).

k=1

We see that it is sufficient to know to which mixture component vn belongs, and redefine
vn to be the mixture component index, rather than the full stochastic matrix. We collect
all K supported stochastic matrices into α, which is now redefined as a K × S × S random
variable. We now call vn the individual type. We have the terms

p(znt | zn(t−1) , vn , α) = CategoricalS (znt ; αvn zn(t−1) )
p(vn | θ) = CategoricalK (vn ; θ).

We include the parameters α and θ as random variables in the probability model. It
is reasonable to assume that these values have a unimodal distribution in the model, so
we assign them independent conjugate Dirichlet prior distributions parameterized by fixed
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values l, h. We have

p(α) =

K Y
S
Y

DirichletS (αks ; l)

k=1 s=1

p(θ) = DirichletK (θ; h).

The latent structure we use combines ideas from other well-known graphical models.
Having common health states across the population is analagous to the topic-word distributions shared across documents in Latent Dirichlet Allocation [1]. The transition dynamics
of the health states is found in hidden Markov models [10].

2.3

Loss Process

We now consider modeling the loss process p(ynt | znt ). The state space has size S, thus we
have S loss distributions to specify.
We know some of the statistical properties of the utilization factors. A significant portion
of them are exactly 0, while the others are distributed over the positive reals. We assume
the positive factors take continuous values. We account for the 0 mass by assigning the first
Z < S mixture components to be zero-loss states, that is, states whose distribution only
supports 0. This approach is analogous to previous efforts to model the 0 mass [3] [2]. As
with S and K, we treat Z as a fixed model dimension. We allow more than one zero-loss
state because they may have different transition probabilities in the arrival process, though
they have the same loss distribution.
It remains to determine how to model the positive utilization factors. Their most prominent qualitative feature is a heavy tail. We choose the parametric family of log-normal
distributions; these are heavy-tailed distributions that are computationally efficient to work
with. We assume each health state is characterized by its own log-normal distribution. We
accomplish this by collecting S means and deviations in a parameter matrix β. We use the
health state as an index to these parameters, so the mean and deviation corresponding to a
11

health state znt are βznt 1 and βznt 2 respectively.
Since some of the states only support a mass on 0, we generalize the log-normal distribution to include this distribution as a special case. The log-normal distribution is parameterized by a real-valued mean and a positive-valued deviation. We extend the parameter space
to include −∞, 0, with these parameters resulting in the distribution with a point mass on
0. We have

p(ynt | znt , β) = g LogNormal(x; βznt 1 , βznt 2 )



1
if x = 0, m = −∞, s = 0



0
if x 6= 0, m = −∞, s = 0 .
g LogNormal(x; m, s) =


n
o

2

 √ 1 exp − (log x−m)
otherwise
2
2
2s
x 2πs
Note that the generalized log-normal is a mass function with the parameters −∞, 0, and a
density otherwise.
We include the parameters β as random variables in the probability model, and assign
them prior distributions. We assume the elements of β are independent in the prior. We
have assumed the first Z zero-loss states only support 0, so there is no prior uncertainty
about their loss parameters. We could view these loss parameters as fixed values, but we
accomplish the same thing by placing a perfectly informative prior distribution on them. We
are uncertain a priori about the other parameters, so we use conjugate normal distributions
for the means and conjugate square-inverse-gamma distributions for the deviations. We have

p(β) =

Z
Y
s=1

Indicator(βs ; (−∞, 0))

S
Y

Normal(βs1 ; m, d) · SqInvGamma(βs2 ; a, b).

s=Z+1

We use the square-inverse-gamma distribution for convenience, as our preferred parameterization of the log-normal distribution uses the deviation. We could equivalently parameterize
the log-normal with the variance and use an inverse-gamma prior, or parameterize the lognormal with the precision and use a gamma prior, without changing the model.
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type symbol domain or support

description

fixed N

N

number of individuals

fixed T

N

number of time periods

fixed K

N

number of individual types

fixed S

N

number of health states

fixed Z

N<S

number of zero-loss states

r.v.

αks

std. (S − 1)-simplex

states’ transition matrix

r.v.

βs

(R × R>0 ) ∪ {(−∞, 0)} states’ loss parameters

r.v.

θ

std. (K − 1)-simplex

type distribution

r.v.

vn

N≤K

individual types

r.v.

znt

N≤S

health states

r.v.

ynt

R≥0

utilization factors

fixed l

RS>0

transition matrix prior parameters

fixed h

RK
>0

type distribution prior parameter

fixed m

R

loss parameters prior parameter

fixed d

R>0

loss parameters prior parameter

fixed a

R>0

loss parameters prior parameter

fixed b

R>0

loss parameters prior parameter
Figure 2.5: Table of symbols.

We assume utilization factors are conditionally independent given health states. We
assume the health states capture the important information, so that previous utilization
factors give no additional information once the health state is known.

2.4

Technical Summary

Let the fixed values and random variables in Figure 2.5 be given. Lowercase subscripts
on symbols represent the range of their capital counterpart. For example, we have vn for
1 ≤ n ≤ N , resulting in N random variables.
We refer to the set of symbols {N, T, K, S, Z} as the model dimensions. We refer to the
set of symbols {α, β, θ} as the model parameters. We refer to the set of symbols {v, z} as the
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latent structure. We refer to y as the data. We refer to the set of symbols {l, h, m, d, a, b}
as the prior parameters.
Let the joint distribution of the random variables factor as

p(y, z, v, α, β, θ)
= p(α) p(β) p(θ)
"
#
N
T
Y
Y
·
p(vn | θ) p(zn1 ) p(yn1 | zn1 , β)
p(znt | zn(t−1) , vn , α) p(ynt | znt , β) .
n=1

t=2

Further let the law of each factor be given as

p(α) =

p(β) =

S
K Y
Y

DirichletS (αks ; l)

k=1 s=1
Z
Y

Indicator(βs ; (−∞, 0))

s=1

S
Y

Normal(βs1 ; m, d) · SqInvGamma(βs2 ; a, b)

s=Z+1

p(θ) = DirichletK (θ; h)
p(vn | θ) = CategoricalK (vn ; θ)
p(zn1 ) = UniformCategoricalS (zn1 )
p(znt | zn(t−1) , vn , α) = CategoricalS (znt ; αvn zn(t−1) ) for t > 1
p(ynt | znt , β) = g LogNormal(ynt ; βznt 1 , βznt 2 ).

Note that the log-normal distribution has been generalized. This permits the special parameters (−∞, 0), which results in a single point mass on 0. Also note that the product of
indicator, normal and square-inverse-gamma distributions in p(β) results in a mixed mass
and density function, and that the joint distribution is itself a mixed mass and density
function. See Appendix A.1 for a precise definition of each named distribution function.
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Chapter 3. Learning
The learning problem is to find values for the model parameters α, β, and θ justified by a
data set y. We might also be interested in learning the latent structure z, v. By including the
parameters as random variables in the joint probability model, we can adopt the Bayesian
viewpoint; the model will tell us what we should believe about the parameters through the
posterior distribution

p(α, β, θ | y).

We focus on the posterior distribution as the solution to the learning problem. We also
consider how we might learn the model dimensions S, K and Z from the data if we do not
know what they should be a priori.
Markov Chain Monte Carlo is a collection of techniques frequently used to understand
posterior distributions. The techniques provide ways to draw samples from close approximations to the posterior distribution. These samples are often sufficient to answer our questions
about the distribution. We employ these techniques to learn our model. In particular, we use
Gibbs sampling [5] [9] [8]. This technique relies on sampling from the complete conditionals
of the model. We examine the complete conditionals for the model parameters, and for the
latent structure.

3.1

Complete Conditionals for Parameters

Since we have chosen conjugate priors for our parameters, the complete conditionals can
be resolved analytically to known distributions. Their derivations are included in Appendix
A.3. They are given by

15

p(αks | ¬αks ) = DirichletS (αks ; l∗ )
lq∗

, lq +

N X
T
X

1{k} (vn ) · 1{s} (zn(t−1) ) · 1{q} (znt )

n=1 t=2

p(βs1



 Indicator(βs1 ; −∞) if 1 ≤ s ≤ Z
| ¬βs1 ) =

 Normal(βs1 ; m∗ , d∗ ) otherwise
s
−1
1
n∗
∗
d ,
+ 2
d2 βs2


s∗
m
∗
∗ 2
+ 2
m , (d )
d2 βs2
N X
T
X
∗
1{s} (znt )
n ,
n=1 t=1


s∗ ,

N X
T 

X
n=1 t=1

p(βs2

log(ynt ) if znt = s


 0

otherwise



 Indicator(βs2 ; 0)
if 1 ≤ s ≤ Z
| ¬βs2 ) =

 SqInvGamma(βs2 ; a∗ , b∗ ) otherwise
n∗
2
∗
q
b∗ , b +
2
N X
T
X
∗
n ,
1{s} znt
a∗ , a +

n=1 t=1


∗

q ,

N X
T 

X
n=1 t=1

(log(ynt ) − βs1 )2 if znt = s


 0

otherwise
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p(θ | ¬θ) = DirichletK (θ; h∗ )
h∗k , hk +

N
X

1{k} (vn ).

n=1

3.2

Complete Conditionals for Latent Structure

We must treat the sampling of the latent structure with some care. We first note that
individual types and health states are conditionally independent across individuals, when
given the model parameters. It suffices to consider re-sampling the latent structure for a
single individual. The naı̈ve approach is to re-sample each health state and the individual
type one at a time. The complete conditional for a single health state is

p(znt | ynt , zn(t−1) , zn(t+1) , vn , α, β)
∝ p(zn(t+1) | znt , vn , α) p(znt | zn(t−1) , vn , α) p(ynt | znt , β).

Note that the local structure of the state Markov chain strongly influences this distribution.
Further, the value of znt we draw will influence the complete conditionals for zn(t−1) and
zn(t+1) . This results in samples that do not mix quickly. A similar issue occurs between vn
and the state sequence zn .
A better approach is to jointly sample vn and zn for each individual. Jointly sampling
local model structures is sometimes called “blocking Gibbs sampling” [7]. Doing so provides
much better mixing. Crucially, jointly sampling these variables is tractable due to efficient
algorithms for working with Markov models. A discussion of these algorithms, called the
forward and backward algorithms, is included in Appendix A.2. We consider a factorization
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of the joint conditional distribution justified by the chain rule,

p(vn , zn1 , . . . , znT | yn , α, β, θ)
= p(vn | yn , α, β, θ)

T
Y

p(znt | yn , zn1 , . . . , zn(t−1) , vn , α, β, θ)

t=1

= p(vn | yn , α, β, θ) p(zn1 | yn , vn , α, β)

T
Y

p(znt | ynt , . . . , ynT , zn(t−1) , vn , α, β).

t=2

We can sample these terms from left to right. We consider the terms in turn. First, we see

p(vn | yn , α, β, θ) ∝ p(yn | vn , α, β, θ) p(vn | θ).

The first factor on the right is the probability density of a sequence of observations given
a hidden Markov model. This factor is marginalized over all state sequences, but can be
efficiently computed with the forward algorithm, which has order O(S 2 T ). The second factor
is simply the evaluation of a categorical distribution. Since vn only supports finitely many
values, we can compute the above for each type and normalize the results to discover the
correct categorical distribution. We can then sample vn from the discovered distribution.
(The normalization and sampling are order O(K), but they are dominated by the repeated
computation of the forward algorithm.) Since the entire process involves computing the
expression above K times, the sampling has order O(KS 2 T ).
Having sampled vn , we examine the other terms and see

p(zn1 | yn , vn , α, β)
∝ p(yn1 | zn1 , β) p(yn2 , . . . , ynT | zn1 , vn , α, β) p(zn1 )
p(znt | ynt , . . . , ynT , zn(t−1) , vn , α, β)
∝ p(ynt | znt , β) p(yn(t+1) , . . . , ynT | znt , vn , α, β) p(znt | zn(t−1) , vn , α) for t > 1.

The first factors on the right are evaluations of a log-normal density. The third factor
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is the evaluation of a categorical distribution in the general case, and a constant in the
case t = 1. The key is that the second factors can be efficiently computed simultaneously
for all values of znt , for all t, using the backward algorithm. To perform the sampling,
we first compute the middle terms collectively, and then sample the znt in order. This
involves normalizing distributions and sampling the resulting categorical distributions, but
the backward algorithm dominates these operations giving the entire sampling of zn order
O(S 2 T ).
Taken together, we can re-sample vn and zn jointly. We must do so for every individual,
giving the entire re-sampling of the latent structure order O(N KS 2 T ). Since the individuals’
latent structure is conditionally independent given the parameters, the re-sampling can be
parallelized, resulting in an order O(N KS 2 T /C), where C < N is equal to the number
of cores. Though slower than the naı̈ve approach, the complexity is manageable. Most
importantly, the extra computation is well worth the improvements in mixing.

3.3

Learning Model Dimensions

We consider learning the model dimensions from a data set y. If we are given a data set,
we also know N and T from the size of the data set. However, the model dimensions S, K
and Z relate to the latent structure of the model. These will not be given by the data set.
One way to perform principled model selection would be to include the model dimensions
as random variables in the model, and place a prior distribution on them. Since we can
compute the expected likelihood of the data, given model dimensions, we could combine the
terms to produce a posterior probability of the model dimensions.
We do not place such a prior on the model dimensions. We believe the model will be
robust to over-fitting, as it leverages the data across both health states and individual types.
We do not believe a model with few dimensions to be more probable than a model with many
dimensions. Further, we assume we will run into tractability issues with training the models
before plausibility issues with the number of parameters. We choose model dimensions as
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large as we can while maintaining tractability. We inspect quantities such as the goodness
of fit and ability to generalize to a testing set to justify the model selection.
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Chapter 4. Prediction
The prediction problem is to justify what we should believe about unobserved future data yf ,
given observed data from the past yp . Within the context of a probability model, this can be
achieved as a follow-up to the learning problem using the posterior predictive distribution.
This distribution marginalizes over the model parameters, which in many cases is the only
way to work with the probability model. Further, the marginalization is with respect to the
posterior distribution, which is the solution to the learning problem:
Z
p(yf | yp ) =

p(yf | yp , α, β, θ) p(α, β, θ | yp ) d(α, β, θ).
(α,β,θ)

Having previously discussed the learning problem, we focus our discussion on the first
term in the integrand, calling it the predictive term,

p(yf | yp , α, β, θ).

This term details our belief about future utilization factors when given fixed model parameters and past utilization factors. With model parameters fixed, an individual’s future is
only dependent on their own past; it is conditionally independent to all other individuals. It
suffices to consider a single individual. We fix n and write

yp = {yn1 , . . . , ynT }
zp = {zn1 , . . . , znT }
yf = {yn(T +1) , . . . , yn(T +F ) }
zf = {zn(T +1) , . . . , zn(T +F ) }.

We have changed the model dimension giving the number of time periods from T to T + F ,
and assume that only the first T are observed.
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To work with the predictive term, we must marginalize over all possible health states.
We have
X

p(yf | zf , β) p(zf | yp , α, β, θ).

zf

Now this summation has S F terms, which is intractable for even small values of F . We turn
to Monte Carlo techniques to get samples from the distribution.
We can expand the predictive term again with another marginalization
X

p(yf | zf , β)

zf

X

p(zf | znT , vn , α) p(znT , vn | yp , α, β, θ).

znT ,vn

If we rearrange the summation we have the equivalent
X

p(znT , vn | yp , α, β, θ)

znT ,vn

X

p(yf | zf , β) p(zf | znT , vn , α).

zf

This highlights the model assumption that an individual’s future is independent of their past
if we know their individual type and current health state.
To make individual predictions, we first compute the mixture weight given to each distribution, specified by p(znT , vn | yp , α, β, θ). Computing this is similar to computing the
complete conditional for vn ; it can be computed for all values of znT and vn simultaneously,
using an iteration of the forward algorithm for each individual type. This gives an algorithm
of order O(KS 2 T ).
Performing this step for N individuals has order O(N KS 2 T ). However, due to the conditional independence assumptions, this can be parallelized. This results in order O(N KS 2 T /C),
where C < N is the number of cores.
We have two options for sampling the distributions

P

zf

p(yf | zf , β) p(zf | znT , vn , α).

We can directly sample them for each individual, having first sampled znT and vn from the
mixture weights computed above. Alternately, since they do not depend on yp , we can sample
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them for each combination of znT and vn and reuse them for any individual that we wish to
make predictions for. We can choose between the two methods by comparing the number
of individuals we would need to sample N with the total number of future distributions we
would need to sample KS. Typically the first case is easier to work with, but for certain
problems involving a large number of individuals, the second case may be more efficient,
especially when KS is small.
To complete our prediction, we must marginalize the predictive term over the posterior
distribution of the parameters. This is approximated by taking samples of the posterior,
computing the predictive term as described above for each sample, and then averaging the
terms together.
Our model does not admit analytic forms for posterior predictive distributions. However,
posterior predictive distributions can be well approximated using Monte Carlo techniques.
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Chapter 5. Results
We examined whether our model is credible through learning and prediction with actual data.
We divided our data set into a training set and a testing set, each with 10 000 individuals.
We learned models with various model dimensions on the entire training set. Then, we
considered 24 monthly utilization levels for each individual in the testing set, and tried to
predict the sum of the next 12 monthly utilization levels for each individual.
We present various measurements of prediction accuracy and goodness of fit for these
models. We compare the results against empirical distributions of the data. We also examine
the learned model parameters.

5.1

Model Evaluation

We selected a collection of various model dimensions to examine. N and T were fixed by
the dimensions of the data set. However, we needed to choose K, S, and Z. We considered
a variety of choices for these dimensions. Once selected, we identified the corresponding
model with the label “M [K] [S − Z] [Z]”, with the dimension value for K replacing “[K]”,
and likewise for the other parameters. The middle number S − Z denotes the number of
positive-loss states. We chose K and S − Z from the parameter range {1, 10, 100}; we chose
Z from the parameter range {1, 5}. For tractability reasons, we did not train the models
where K = S − Z = 100. We considered the models
M 1 1 1,

M 1 1 5,

M 10 1 1,

M 10 1 5,

M 100 1 1, M 100 1 5, M 1 10 1,

M 1 10 5,

M 10 10 1, M 10 10 5, M 100 10 1, M 100 10 5,
M 1 100 1, M 1 100 5, M 10 100 1, M 10 100 5.
To complete the models, we specified prior parameters. We did not have any prior
knowledge about the latent structure, so we chose uninformative Dirichlet parameters l and
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Figure 5.1: Kernel density estimations of the predictive samples from M 10 100 5 for three
individuals, conditioned on being non-zero.
h; we set them symmetrically equal to 0.01. We knew that the log of positive utilization
factors lies in the range [−8, 8], so we picked m and d to generously cover that range. We set
m = 0, and d = 3. We had no more knowledge about the deviations for loss distributions,
so we picked an uninformative prior with expectation 1 and infinite variance; we set a = 2
and b = 1.
We implemented a Gibbs sampler to learn the models given the model dimensions. For
each model under consideration, we ran the sampler for 20 000 iterations. This was enough
iterations for all models to converge, though the elements of α exhibited interesting mixing
behavior. See Appendix A.4 for more details about the convergence of the Gibbs sampler.
We selected 10 lagged samples of the model parameters from the last fifth of the iterations.
Using these samples, we further sampled from the predictive distributions given the observed
part of the testing set. For each sample of the model parameters and for each individual,
we took 10 000 samples of the sum of the next twelve monthly utilization levels. This gave
100 000 samples from the predictive distribution for each individual, marginalized over our
uncertainty about the model parameters.
We use a variety of metrics to evaluate the learned models. To measure prediction
accuracy, we present mean absolute error when using the median to predict (MAE); rootmean-square error when using the mean to predict (RMSE); the sum of true values minus
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Quantiles of Future Values in Predictive Distributions
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Figure 5.2: Distribution of quantiles of future values in predictive distributions for
M 10 100 5. Uniformity of these quantiles signifies goodness of fit. The metric KSS is
computed from these quantiles.
the sum of predictions, across the population, normalized by the number of individuals
in the population (DPOP); and the deviation of the sum of true values minus the sum
of predictions, across 10 000 groups of 50 individuals selected with replacement from the
population, normalized by the number of individuals in the group (D50D). To measure
goodness of fit, we look at the log-likelihood of the test data given the model (LIK), and
the Kolmogorov-Smirnov statistic for quantiles of future values in predictive distributions,
referenced against a uniform distribution (KSS). The definition of each of these metrics is
included in Appendix A.5. The results for each model are included in Figure 5.3.
We note that the metrics are random variables that depend on the samples from the predictive distribution, the samples of the model parameters, and the training and testing sets.
There is some inference involved in deciding what patterns in the metrics are fundamental,
and which are due to chance.
We compare the results against two simpler models. The first model is the empirical
distribution of the training set, labeled “EMP POP”. The second model considers empirical
distributions using the individual data found in the revealed part of the testing set, labeled
“EMP IND”. The compute the log-likelihood of the first model, we use a kernel density
estimator on the log scale. The second is a degenerate model, as it consists of only two data
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MAE

RMSE DPOP

D50D LIK

EMP POP

11.121 41.498 −0.199 5.822

EMP IND

11.160 37.004

EMP INDM

KSS

−296497 0.028

0.193 5.296

8.832 35.053 −5.665 4.931

M111

11.633 41.405 −1.899 5.802

−269944 0.221

M115

11.259 41.250 −1.878 5.779

−256317 0.257

M 10 1 1

10.188 40.230 −1.936 5.640

−252052 0.169

M 10 1 5

10.205 40.293 −1.804 5.638

−242236 0.180

M 100 1 1

10.120 40.293 −1.907 5.640

−251979 0.173

M 100 1 5

10.196 40.288 −1.860 5.637

−242126 0.178

M 1 10 1

9.171 37.424 −0.404 5.251

−231580 0.027

M 1 10 5

8.905 37.430 −0.094 5.245

−212887 0.040

M 10 10 1

8.711 37.048

0.102 5.205

−219207 0.031

M 10 10 5

8.664 36.746 −0.120 5.162

−207131 0.030

M 100 10 1

8.443 35.779 −0.186 5.053

−216982 0.032

M 100 10 5

8.488 36.689

0.498 5.166

−207554 0.025

M 1 100 1

9.064 36.613

0.320 5.147

−213902 0.027

M 1 100 5

8.702 36.718

0.098 5.154

−194472 0.028

M 10 100 1

8.481 35.978

0.087 5.059

−203268 0.026

M 10 100 5

8.430 35.740

0.096 5.052

−190682 0.018

Figure 5.3: Evaluation metrics for various models.
points, one for each year of revealed testing data. Using the mean of the two points, we can
evaluate the measures of predictive accuracy. However, the goodness of fits metrics do not
apply and we omit them. We also consider the predictive power of using the minimum of
the two values, labelling the approach “EMP INDM”.

5.2

Model Introspection

We examine the learned model parameters for M 10 10 5. We have

Eθ ≈ [0.091, 0.141, 0.028, 0.045, 0.211, 0.101, 0.087, 0.126, 0.087, 0.083].
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We see that the most common individual type (5) accounts for 21% of the population, while
the least common individual type (3) accounts for 3% of the population. To understand
the characteristics of the most common individual type, we look the associated transition
matrix. We have Eα5 approximately equal to
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0.012

0.865
0.058

0.033

0.022

0.745
0.022



0.060

0.101

0.074
0.065

0.935

0.117

0.011

0.061

0.027

0.057

0.014

0.050

0.531

0.456
0.996

where blank entries denote elements less than 0.01. We see that the transition matrix is
somewhat sparse. To gain more insight, we look at the invariant distribution of Eα5 , which
is

[

0.022

0.440

0.001

0.000

0.313

0.016

0.035

0.019

0.011

0.064

0.007

0.014

0.019

0.002

0.036

].

By summing the first Z entries, we see that about 78% of the time, an individual of type 5
is in a zero-cost state. We also notice that for this individual type, 2 or 3 of the zero-loss
states may not be needed in the model, due to their low invariant probability. By using the
expected value of each positive-loss state, we find that E(ynt | vn = 5) ≈ 0.5. On average,
individuals of type 5 cost about half as much as the average individual.
Each individual type has a unique transition matrix, which can be examined using
the same techniques employed above. By marginalizing over individual types, we get the
marginal distribution for health states p(znt ). We can use this to find the marginal proba-
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Figure 5.4: Distributions for utilization factors, given that they are positive. The marginalized density from the model is compared against the empirical distribution in one graph,
and the unweighted mixture components from the model are shown in the other
bility of a zero-loss utilization factor. We have

p(ynt = 0) =

Z
X

p(znt = s) = 0.548.

s=1

This is comparable to the empirical probability that a utilization factor is equal to zero in
the training set, 0.568.
We turn our attention to β. Since we know p(znt ), we can examine the distribution of
positive-loss utilization factors. We have

p(ynt | ynt > 0) =

S
X

p(ynt | znt = s) p(znt = s)

s=Z+1

where the term p(ynt | znt = s) is a log-normal distribution parameterized by βs1 and βs2 . We
visually compare this distribution with the empirical distribution in Figure 5.4, and examine
the unweighted mixture components. We see that each health state is characterized by a
unique loss function.
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Chapter 6. Conclusion
The proposed models perform well empirically, and there is ample evidence to prefer the
complex models over the empirical distribution. All metrics appear to improve as the model
dimension grows. This means that the models are both fitting better and generalizing better
to new data. As we have discussed, we believe the models are robust against over-fitting.
We might continue to improve by increasing the model dimensions even further.
It appears that the most important dimension is S − Z, followed by K, followed by
Z. Having a large number of positive-loss states seems to be most beneficial, though we
suspect that adding individual types and zero-loss states will sometimes give better marginal
improvements than adding positive-loss states. It appears that M 10 100 5 is the best model
of those considered.
We were most surprised to find that the model learns a sparse state transition matrix
α. (The Dirichlet prior prevents elements from becoming exactly 0, but many become
very small.) We believe that this sparse structure encodes important information about
the utilization process. Two states may have very similar loss functions, but they may be
connected to very different likely state paths. Looking at the utilization levels as a sequence,
we can determine the most likely current state, and thus the most likely future states. This
is how the health states capture some information from an individual’s past. We believe
that with a large state space, we could encode all relevant information from an individual’s
past. Importantly, we do not need to manually decide what types of utilization history are
relevant. The model learns this on its own from the data.
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6.1

Future Work

Since we have discovered that the state transition matrix is sparse, there may be more efficient
ways to learn the model. The recursive term in the forward algorithm (see Appendix A.2) is

αs(t+1) = f (y1 ; bs )

S
X

αqt aqs .

q=1

(Note that in this context, α is a recursively computed quantity and a is the state transition
matrix. In the model, we label the state transition matrix α.) Since the state transition
matrix a is sparse, many terms in the summation might be ignored. Now the complexity of
learning and predicting the model is O(N KS 2 T ). The part of the factor of most concern
is S 2 , which is squared precisely because of this summation. Leaving out terms might
allow us to learn and predict with complexity O(N KS log(S)T ) or even O(N KST ). This
improvement is important because as we discussed, having a large state space allows us to
encode rich data about the utilization process. The challenge is that we do not know a priori
which elements of a will become negligible. We have two ideas to solve this problem.
First, we might track the values of a every iteration. We could set a threshold and note
when elements of a are consistently below that threshold. Once detected, we could begin to
ignore those terms in the summation. The first iterations of this algorithm would be as slow
as the original, but the later iterations would begin to run more quickly.
Second, we might pick a sparse structure to begin with. Even if we train many different
models this way, the complexity only grows linearly with the number of sparse matrices we
try. If we do not find the optimal structure, our ability to have many states might be better
than having a fully learned model with fewer states. We might also start with a semi-sparse
matrix, hoping that its edges are a superset of those in the optimal model, and combine with
the above approach to ignore the superfluous edges once they become small.
Some authors have learned models similar to the one considered in this text using efficient
algorithms derived by marginalizing (or “collapsing”) out parts of the model [6]. These

31

authors also report improved mixing with this technique, which may help the issue of region
changing observed in the elements of α (see Appendix A.4). We have not explored this
possibility with the model under consideration, though we believe it could prove beneficial.
We have neither explored using variational inference methods on the model, which would
likely result in a faster inference algorithm [13] [14].
The model currently incorporates no individual information except that learned from
the history of utilization. Including demographic information might enrich the model. The
first place we would explore including this information, calling it dn , would be in the factor
p(vn | dn , θ). This allows the individual type, and through that the likely health states, to
be influenced by the demographics along with the population prior. Clinical data may be
similarly included in the model. Since this data is time dependent and seems to be due to
the health states, we would explore including this information, calling it cnt , in the factor
p(ynt , cnt | znt ). When this information is observed, it can be used to inform the state. It
might also be predicted in a way similar to ynt .
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Appendix A. Details
A.1

Distributions

We consider a number of named distributions.
The indicator distribution is a degenerate distribution that concentrates all mass on a
single point. It is parameterized by an implicit domain and a point in that domain a. The
mass function is given by

Indicator(x; a) = 1{a} (x).

The categorical distribution is a discrete distribution over a finite subset of the natural
numbers. It is parameterized by a natural number K > 0, which fixes the support of the
distribution to {1, . . . , K}. It is also parameterized by a vector a in the standard (K − 1)simplex. The distribution is a member of the exponential family. The mass function is given
by

CategoricalK (x; a) = ax .

The uniform categorical distribution is a special case of the categorical distribution. It
is only parameterized by K > 0, which fixes the support of the distribution to {1, . . . , K}.
The mass function is given by

UniformCategoricalK (x) =

1
.
K

The Dirichlet distribution is a continuous distribution with support on the standard
simplexes. It is parameterized by a natural number K > 1, which fixes the support of the
distribution to the standard (K − 1)-simplex. It is also parameterized by a vector α in RK
>0 .
The distribution is a member of the exponential family, and is unimodal when αi > 1 for all
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i. The distribution is the conjugate prior to the categorical distribution. For a given point
in the support x, the density function is given by
P

K
K
Γ
α
i=1 i Y α −1
DirichletK (x; α) = QK
xi i .
i=1 Γ (αi ) i=1
The log-normal distribution is a continuous distribution with support on R>0 . It is
parameterized by a real number µ in R, and a real number σ in R>0 . It is the distribution of
a random variable whose logarithm is normally distributed. It is a member of the exponential
family, and has a heavy tail. The density function is given by
(

(log(x) − µ)2
exp −
LogNormal(x; µ, σ) = √
2σ 2
x 2πσ 2
1

)
.

The generalized log-normal distribution is either a degenerate distribution supporting
only 0, or a continuous distribution with support on R>0 . It is parameterized by a real
numbers (µ, σ) in (R × R>0 ) ∪ {(−∞, 0)}. The purpose of this distribution is to allow a
point mass at 0 as a special case of the regular log-normal distribution. In the general case,
the density function is given by

g LogNormal(x;

µ, σ) = LogNormal(x; µ, σ).

In the special case (µ, σ) = (−∞, 0), the mass function is given by

g LogNormal(x;

µ, σ) = Indicator(x; 0).

The normal distribution is a continuous distribution with support on R. It is parameterized by a real number µ in R, and a real number σ in R>0 . It is a unimodal distribution, a
maximum entropy distribution, and a member of the exponential family. It is the conjugate
prior for a normal distribution with σ known; it is also the conjugate prior for a log-normal
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distribution with σ known. The density function is given by
(

(x − µ)2
Normal(x; µ, σ) = √
exp −
2σ 2
2πσ 2
1

)
.

The square-inverse-gamma distribution, is a continuous distribution with support on R>0 .
It is parameterized by a real number α > 0, and a real number β > 0. It is a unimodal
distribution and a member of the exponential family. It is the distribution for a random
variable whose square inverse is distributed according to a gamma distribution. It is the
conjugate prior for a Normal distribution with µ known; it is also the conjugate prior for a
LogNormal distribution with µ known. The density function is given by


β
2β α −2α−1
x
exp − 2 .
SqInvGamma(x; α, β) =
Γ(α)
x
The Dirichlet-prior distribution is a continuous distribution with support on RK
>0 , where
K is a natural number parameter. It is further parameterized by a real number η > 0 and a
real vector ν in RK
>0 . This distribution is not used in our current model, though we explored
using it with different versions of the model. It is a member of the exponential family, and
the conjugate prior to the Dirichlet distribution. The kernel of the density is given by
 η
 
PK
K
Γ K + i=1 αi
Y


DirichletPriorK (α; η, ν) ∝
exp {−νi αi } .
QK
i=1 Γ(αi + 1)
i=1
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A.2

Algorithms

Suppose we have a hidden Markov model p(y, z, a, b). Specifically, let T and S be given
natural numbers; y = {y1 , . . . , yT } where yt are random variables with support in some space
Y; z = {z1 , . . . , zT } where zt are random variables with support in {1, . . . , S}; a be a random
variable whose support is the set of all S × S stochastic matrices; and b = {b1 , . . . , bS } where
bs are random variables with support in the space of parameters to a family of probability
distributions f with support on Y. Further, suppose the joint conditional distribution factors
as

p(y, z | a, b) = p(z1 ) p(y1 | z1 , b)

T
Y

p(zt | zt−1 , a) p(yt | zt , b)

t=2

with laws given by

p(z1 ) = UniformCategoricalS (z1 )

p(zt | zt−1 , a) = CategoricalS zt ; azt−1
for t > 1
p(yt | zt , b) = f (yt ; bzt ) .

The forward algorithm [10] [12] provides an efficient, recursive way to simultaneously
compute p(y1 , . . . , yt , zt | a, b) for zt = 1, . . . , S and 1 ≤ t ≤ T . For 1 ≤ s ≤ S, 1 ≤ t ≤ T
define

αst = p(y1 , . . . , yt , zt = s | a, b).
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We see that

αs1 = p(y1 , z1 = s | a, b)
= p(y1 | z1 = s, b) p(z1 )
=

f (y1 ; bs )
.
S

Further, we see that we can recursively compute

αs(t+1) = p(y1 , . . . , yt+1 , zt+1 = s | a, b)
=

S
X

p(y1 , . . . , yt , zt = q, yt+1 , zt+1 = s | a, b)

q=1

=

S
X

p(y1 , . . . , yt , zt = q | a, b) p(yt+1 | zt+1 = s, b) p(zt+1 = s | zt = q, a)

q=1

= f (yt+1 ; bs )

S
X

αqt aqs .

q=1

Since each element of α (except when t = 1) requires a fixed multiple of S operations to
compute, the algorithm has order O(S 2 T ).
We note that
S
X
s=1

αsT =

S
X

p(y1 , . . . , yT , zT = s | a, b)

s=1

= p(y | a, b).

We see that the probability of a sequence of observations y given the model parameters a
and b can be computed using the forward algorithm. The marginalization does not change
the complexity O(S 2 T ).
The backwards algorithm provides an efficient, recursive way to simultaneously compute
p(yt+1 , . . . , yT | zt = s, a, b) for zt = 1, . . . , S and 1 ≤ t ≤ T . For 1 ≤ s ≤ S, 1 ≤ t ≤ T − 1
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define

βst = p(yt+1 , . . . , yT | zt = s, a, b)

and for 1 ≤ s ≤ S let

βsT = 1.

We see that we can recursively compute

βs(t−1) = p(yt . . . , yT | zt−1 = s, a, b)
=

S
X

p(yt+1 . . . , yT , yt , zt = q | zt−1 = s, a, b)

q=1

=

S
X

p(yt+1 . . . , yT | zt = q, a, b) p(yt | zt = q, b) p(zt = q | zt−1 = s, a)

q=1

= f (yt ; bq )

S
X

βqt asq .

q=1

Since each element of β (except when t = T ) requires a fixed multiple of S operations to
compute, the algorithm has order O(S 2 T ).
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A.3

Complete Conditionals

A complete conditional for a set of random variables is the conditional distribution of those
random variables given all other random variables in the model. The complete conditional for
the latent structure of the model is discussed in detail in Chapter 3. We derive the complete
conditionals for the model parameters α, β, θ. We pursue the derivations up to standard
conjugate forms. For more details on how to derive conjugate prior standard forms, see [5].
We consider the complete conditional for αks . We have

p(αks | ¬αks )
∝ p(αks )

N Y
T
Y

p(znt | zn(t−1) , vn , α)

n=1 t=2

∝ p(αks )

Y

Y

p(znt | zn(t−1) , vn , α)

{n : vn =k} {t : zn(t−1) =s}

= DirichletS (αks ; l)

Y

Y

CategoricalS (znt ; αks ).

{n : vn =k} {t : zn(t−1) =s}

We see that we have the conjugate form with a categorical likelihood and a Dirichlet prior.
We have

p(αks | ¬αks ) = DirichletS (αks ; l∗ )
lq∗ , lq +

N X
T
X

1{k} (vn ) · 1{s} (zn(t−1) ) · 1{q} (znt ).

n=1 t=2

We consider the complete conditional for βs1 . If 1 ≤ s ≤ Z, the prior is perfectly
informative. Thus the posterior is the prior, and we have

p(βs1 | ¬βs1 ) = Indicator(βs1 ; −∞).
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Otherwise, the value −∞ is not supported by the prior, and we have

p(βs1 | ¬βs1 )
∝ p(β)

N Y
T
Y
n=1 t=1
N
Y

∝ p(βs1 )

p(ynt | znt , β)
Y

p(ynt | znt , β)

n=1 {t : znt =s}

= Normal(βs1 ; m, d)

N
Y

Y

LogNormal(ynt ; βs1 , βs2 ).

n=1 {t : znt =s}

We see that we have the conjugate form with a log-normal likelihood with known deviation
and a normal prior on the mean. We have

p(βs1 | ¬βs1 ) = Normal(βs1 ; m∗ , d∗ )
s
−1
n∗
1
∗
+ 2
d ,
d2 βs2


m
s∗
∗
∗ 2
m , (d )
+ 2
d2 βs2
N X
T
X
∗
n ,
1{s} (znt )
n=1 t=1


s∗ ,

N X
T 

X
n=1 t=1

log(ynt ) if znt = s


 0

.

otherwise

We consider the complete conditional for βs2 . If 1 ≤ s ≤ Z, then the prior is perfectly
informative. Thus the posterior is the prior, and we have

p(βs2 | ¬βs2 ) = Indicator(βs2 ; 0).
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Otherwise, the value 0 is not supported by the prior, and we have

p(βs2 | ¬βs2 )
∝ p(β)

N Y
T
Y
n=1 t=1
N
Y

∝ p(βs2 )

p(ynt | znt , β)
Y

p(ynt | znt , β)

n=1 {t : znt =s}

= SqInvGamma(βs2 ; a, b)

N
Y

Y

LogNormal(ynt ; βs1 , βs2 ).

n=1 {t : znt =s}

We see that we have the conjugate form with a log-normal likelihood with known mean and
a square-inverse-gamma prior on the deviation. We have

p(βs2 | ¬βs2 ) = SqInvGamma(βs2 ; a∗ , b∗ )
n∗
2
∗
q
∗
b ,b+
2
N X
T
X
∗
1{s} znt
n ,
a∗ , a +

n=1 t=1


∗

q ,

N X
T 

X
n=1 t=1

(log(ynt ) − βs1 )2 if znt = s


 0

.

otherwise

We consider the complete conditional for θ. We have

p(θ | ¬θ)
∝ p(θ)

N
Y

p(vn | θ)

n=1

= DirichletK (θ; h)

N
Y

CategoricalK (vn ; θ).

n=1

We see that we have the conjugate form with a categorical likelihood and a Dirichlet prior.
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We have

p(θ | ¬θ) = DirichletK (θ; h∗ )
h∗k

, hk +

N
X

1{k} (vn ).

n=1
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A.4

Convergence Diagnostics

We ran the Gibbs sampler for 20000 iterations for each model. During this time, the parameters β and the parameters θ appeared to converge. See Figure A.2. However, some of the
parameters α exhibited interesting behavior that we call region changing; the parameters
appeared to converge in one location, and then moved and appeared to converge in another
location. We believe the reason for this behavior is a posterior with many local maxima.
We know that we can symmetrically relabel the health states. Also, for a given individual
type many health states are almost never visited. Thus they have little data to learn from.
For example, in M 10 10 5 individual type 1 spent a large majority of its time in state 2
(a zero-cost state), whose transition probabilities α1,2 converged and never changed regions.
However, many of the other rarely-visited states exhibited region changing. See Figure A.1.
Though some of the elements of α exhibited region changing, the joint log density of the
models converged to a fixed level. This indicates that although the elements of α moved
around, the sampler was not moving to more plausible regions. See Figure A.2
Understanding this, we do not assert that the samples characterize the entire posterior,
rather that the samples characterize some of the highly probable regions of the posterior.
Marginalizing over various samples of the model parameters allow us to account for some
uncertainty about their true values.
The other models are qualitatively similar to that shown, M 10 10 5. We chose this
model as it is somewhat complex, but has a manageable number of parameters to display.

43

Trace plot for α1, 2

1.0

0.8
parameter value

parameter value

0.8
0.6
0.4
0.2
0.0

0

5000

10000
iteration

15000

Trace plot for α1, 4

parameter value

parameter value

0.4

10000
iteration

15000

20000

15000

20000

15000

20000

15000

20000

Trace plot for α1, 5

0.6
0.4
0.2

0

5000

10000
iteration

15000

0.0

20000

Trace plot for α1, 6

1.0

0

5000

10000
iteration

Trace plot for α1, 7

1.0
0.8
parameter value

0.8
parameter value

5000

0.8

0.2

0.6
0.4
0.2

0.6
0.4
0.2

0

5000

10000
iteration

15000

0.0

20000

Trace plot for α1, 8

1.0

0

5000

10000
iteration

Trace plot for α1, 9

1.0
0.8
parameter value

0.8
parameter value

0

1.0

0.6

0.6
0.4
0.2
0.0

0.4

0.0

20000

0.8

0.0

0.6

0.2

1.0

0.0

Trace plot for α1, 3

1.0

0.6
0.4
0.2

0

5000

10000
iteration

15000

0.0

20000

0

5000

10000
iteration

Figure A.1: Trace plots for selected elements of α in M 10 10 5. Note the characteristic
region changing among some of the parameters.
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Figure A.2: Joint log density of the model and trace plots for β and θ in M 10 10 5.
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A.5

Metrics

We detail the various metrics used to evaluate model usefulness and plausibility. When
computing the metrics, we assume that we have a set of N predictive distributions pi and
a set of N “future” values xi . We wish to see how well the predictive distributions model
the future values. Let f be an arbitrary function that returns some point estimate given a
predictive distribution as an argument; we call this point a predicted value.
The mean absolute error (MAE) is defined to be
N
1 X
|f (pi ) − yi | .
N i=1

This is the L1 distance of the predictions from the future values. The median of a distribution
is the point estimate that minimizes expected mean absolute error, so we use the median
when computing the metric.
The root-mean-square error (RMSE) is defined to be
N
1 X
(f (pi ) − yi )2
N i=1

!1/2
.

This is the L2 distance of the predictions from the future values. The mean of a distribution
is the point estimate that minimizes expected root-mean-square error, so we use the mean
when computing the metric.
We consider the normalized difference between the sum of predicted values and the sum
of future values, across the population (DPOP). This is defined to be
1
N

"

N
X
i=1

!
f (pi )

−

N
X

!#
yi

.

i=1

We can equivalently view this value as the difference in mean predicted value and mean
future value. This is the amount of excess or loss per capita an insurance company would
assume if they charged the predicted values as premiums. The predictions are most accurate
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when this value is small in absolute value. For these predictions, we use f = mean.
We consider the standard deviation of normalized difference between the sum of predicted
values and the sum of future values, across 10000 groups of 50 individuals selected with
replacement from the population (D50D). Let the indexes of the individuals in the j th group
be given by {ij,1 , . . . , ij,50 }. The metric is defined to be
" 50
(10000
!
X
[ 1
std
f (pij,k ) −
50
j=1
k=1

50
X

!#)
yij,k

.

k=1

We use “std” to mean the square root of the uncorrected sample variance. For these predictions, we use f = mean. (We do not report the mean of the values behind D50D, because
these converge to DPOP.)
The log-likelihood (LIK) is defined to be
N
X

log (pi (yi )) .

i=1

For this metric, we actually use the observed training values, rather than the future values.
This saves computation time, as it is a byproduct of producing the prediction distributions,
and does not significantly alter the result. If this is combined with a prior on the various
models, we would have a quantity proportional to the posterior probability of a model given
the data. This approach could be used for model selection.
If yi were independently drawn from pi , and if qi is the quantile function associated
with the distribution pi , then qi (yi ) is distributed uniformly on the interval [0, 1], assuming
that pi is continuous. Now our predictions are not continuous, because of a point mass
on 0. However, the distribution pi (yi | yi > 0) is a continuous distribution. We use the
Kolmogorov-Smirnov statistic (KSS) as a measure of how uniform the empirical distribution
of these quantiles is. Let M ≤ N be the number of yi greater than zero, and assume without
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loss of generality these values occur first in the sequence. The statistic is defined as

sup |FM (x) − x|
x

where
M
1 X
FM (x) =
1[0,x] (qi (yi )).
M i=1

A small statistic indicates uniform behavior, and thus goodness of fit. Because of the continuity requirement, this metric only measures the goodness of fit of positive utilization factors.
Along with the dimension M , this statistic can be used to compute a p-value.
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