Abstract: In this paper, we present a novel data-driven approach for estimating plant-model mismatch for linear MIMO systems operating under constrained MPC. We begin with analyzing the closed-loop plant data; under the assumption that changes in the active set of constraints of the controller are due to (low frequency) setpoint changes, we separate the data into a finite number of fixed active set (FAS) subsets, each of which features a time-invariant active set of MPC constraints. We establish an explicit relationship relating the magnitude of plant-model mismatch to the autocovariance of the system output in the FAS case, while accounting for changes in the setpoint value. The mismatch estimation problem is then formulated as a global optimization calculation, aimed at minimizing the discrepancy between the autocovariance estimated using this theoretical tool, and the autocovariance of plant outputs computed from operating data for each FAS subset. A chemical process case study is presented to illustrate the effectiveness of the approach.
INTRODUCTION
In recent decades, model predictive control (MPC) has become the prevalent multivariable control technology in the process industries (Qin and Badgwell, 2003) . This is due to its ability to account for the complex dynamics typical of most process units as well as for input, output and state constraints required to operate safely and meet economic objectives. As MPC has become more widespread, there has naturally been much interest in performance monitoring and assessment for MPC implementations. Degradation in performance can be caused by a drift in the process (e.g. due to fouling, catalyst degradation, etc.) such that there exists some degree of mismatch between the plant and the plant model used in the MPC. Correcting for significant plant-model mismatch typically calls for model reidentification, a time-and resource-intensive undertaking. As such, model updating is often not performed until control performance has degraded severely. The implication is that the controller has been performing suboptimally for some time prior to the model re-identification effort. In light of this fact, it is desirable to detect and quantify plant-model mismatch using data collected during regular closed-loop operation.
The estimation of MPC performance has been the subject of several research efforts based on extending or tailoring existing general controller performance monitoring and assessment techniques. These fall into two broad categories. First, data-driven approaches, such as those based on Principal Component Analysis (PCA) and the related Partial Least Squares (PLS) Analysis, in which plant data , 2009 ). This class of data-driven methods does not involve a plant model. Diagnosis of the causes of performance degradation is limited; ideas from statistical process control (e.g. contribution charts) are often used to identify "problematic" variables. A second category of methods consists of benchmarking techniques, which compare a controller performance metric to a either a theoretical benchmark or one computed from reference period data. These include the Minimum Variance Controller (MVC) (Harris, 1989) , the Linear Quadratic Gaussian (LQG) controller (Julien et al., 2004) , the multivariable output covariance benchmark proposed by Yu and Qin (2008) , and the MPC-specific stage cost key performance indicator (Zagrobelny et al., 2013) . Each of these is again primarily concerned with quantifying the degradation of controller performance.
Further literature contributions attempt to specifically address performance degradation due to discrepancies between model predictions and plant response. Badwe et al. (2009 Badwe et al. ( , 2010 used partial correlation analysis to identify input-output pairs where plant-model mismatch is present. Harrison and Qin (2009) proposed a method for discriminating between error due to a misidentified disturbance structure and error due to plant-model mismatch. The case where error is due to an erroneous disturbance structure is addressed by the Autocovariance Least Squares (ALS) approach for state-space MPC (Odelson et al., 2006) . Working within the SISO IMC context, Kaw et al. (2014) have proposed using a plant-model output ratio to detect plantmodel mismatch.
Despite these advances, the problem of both locating and estimating the magnitude of plant-model mismatch has not yet been solved entirely. In our previous work, we showed that, for the case of unconstrained linear SISO systems, a mismatch estimate can be obtained by minimizing the squared error between the autocovariance of outputs computed from closed-loop plant operating data and the equivalent theoretical autocovariance, which we defined explicitly as a function of the magnitude of plant-model mismatch (Wang and Baldea, 2015) . We later extended this concept to a general formulation of the autocovariance-based plant-model mismatch estimation problem for unconstrained linear MIMO systems (Wang et al., 2016) .
In this paper, we introduce a comprehensive framework for estimating plant-model mismatch for the practically important case of input-constrained linear MIMO systems. Our approach is again predicated on deriving expressions for the autocovariance matrix of the process outputs as explicit functions of the magnitude of mismatch in the coefficients of the step response model of the process. We incorporate the existence of constraints by making a series of reasonable assumptions about the causes of changes in the active set of the MPC controller and the formulation of the controller optimization problem when constraints are active. We also explicitly account for setpoint tracking in deriving the autocovariance-mismatch relation. We then formulate mismatch estimation as an optimization problem incorporating process data from periods of operation where different subsets of constraints are active. Finally, we show that the plant-model mismatch is a global minimizer of the discrepancy between the theoretical autocovariance and the autocovariance of the plant data.
BACKGROUND

Problem Formulation
We consider a feedback control loop with a discrete-time linear MPC controller with input constraints as shown in Figure 1 . We assume that the system has F output variables and G input variables. We use y(t) ∈ R F to denote the output of the plant and u(t) ∈ R G to denote the input of the plant at time instant t. We assume that a ( 1) whereK f g ,τ f g , andθ f g are the process gain, time constant, and time delay for submodelĜ f g in the MPC model.
Further, we assume that the plant dynamics are of the same form, but with a plant-model mismatch given by the multiplicative relationship:
where δK f g , δτ f g , and δθ f g are the mismatch in the transfer function parameters for the corresponding input/output pair.
We are interested in computing δK f g , δτ f g , and δθ f g given a set of closed-loop operating data.
System Definition and Assumptions
We first express the model in the infinite-horizon step response formŷ
whereŷ(k) is the estimated output andŜ i are the step response model coefficient matrices, computed from the transfer functions as:
whereŜ f g (i) are the entries in the f th row and gth column for the ith coefficient matrixŜ i .
Likewise, the plant can be described by an infinite-horizon step response model of the type (Seborg et al., 2011) :
where S i are the F × G step response model coefficient matrices, w(k) is the noise vector and ∆u(k) are changes in the input of the system, defined as
We can also express the input variables using ∆u(k) as:
The step response coefficients for the plant dynamics can be calculated as
where S f g (i) are the entries in the f th row and gth column for the ith coefficient matrix, S i .
Without loss of generality, we capture the mismatch between the step response plant model and MPC model coefficients using the following additive relation:
where δS i represents the magnitude of the mismatch.
For the MPC, the prediction horizon is assumed to be P and the control horizon is M , with M ≤ P . We define 2
T as the vector of the prediction outputs and ∆U(k) = ∆u
T as the vector of changes in future control moves. According to Equation (3), the relation betweenŶ(k + 1) and ∆U(k) is (Seborg et al., 2011) :
whereŜ is defined as (Seborg et al., 2011) :
T is the vector of predicted unforced output responses. The elements of the vector can be calculated as (Seborg et al., 2011) :
The MPC controller is then expressed as the following optimization problem:
subject to Equation 7, 10, 12, and the following equality and inequality constraints:
where I F and I G are the identity matrices with dimension F and G,ū is the vector of lower and upper bounds of inputs. We truncate all the infinite step response models forŷ(k), y(k), andŷ o (k) to finite step response models with N terms, where N ≥ P .
In order to proceed with our analysis, we also make the following assumptions concerning the operation of the process and its controller: Assumption 1. The change of the active set of constraints of the MPC optimization problem is caused by changes in the setpoint vector. Moreover, the frequency of setpoint changes is in general much lower than the slowest modes of the plant, such that the plant can reach steady state after at least some setpoint changes. Equivalently, there are several time periods in the data set where the plant is at (different) steady states. Assumption 2. The magnitude of the plant-model mismatch is time-invariant over the time horizon of interest. This assumption is justified if the plant condition changes at a sufficiently slow rate compared to the time horizon considered in the estimation problem (as described below). Assumption 3. The noise model of the plant is assumed to be known and time-invariant over the time horizon of interest. Here we note a series of past results concerning determining noise models for MPC control loops (Pannocchia and Rawlings, 2003; Odelson et al., 2006; Rajamani and Rawlings, 2009) , which support our assumption that a noise model can be identified from plant operating data.
ESTABLISHING AN EXPLICIT AUTOCOVARIANCE-MISMATCH RELATION
According to Assumption 1, although the active set of the MPC control is changing during the horizon of the data set, there exist periods of time where the plant is operated at a steady state and, as a consequence, the active set does not change. We refer to these time intervals as fixed active set (FAS) periods. We focus on establishing the autocovariance-mismatch relation for each of these periods, accounting for the fact that the setpoint vector is different for each of them.
Standard MPC theory states that if none of the MPC input constraints is active during an operation period, the MPC optimization (13) is in effect an unconstrained optimization problem and the solution can be written in the following explicit form (Seborg et al., 2011) :
where
An autocovariance-mismatch relation can then be derived as (Wang et al., 2016) :
whereR yy is the predicted autocovariances for the process output, Φ i are the noise model coefficient matrices, H i are the impulse response model coefficient matrices for true plant dynamics, and Γ are a series of coefficient matrices that are functions of δS. Detailed definitions of the above terms can be found in the authors' previous work (Wang et al., 2016) .
Considering now the case where some of the input inequality constraints are active during the steady state operation, we introduce the following procedure to convert the constrained MPC into an unconstrained MPC, and derive an autocovariance-mismatch expression for this case.
Recall that the developments in this paper rely on the availability of a set of historic operating data. The (sub)set of inequality constraints that are active at any given time can be easily determined from these data. Thus, we can partition the input vector u into u A and u I where u A is the vector of input variables that are at their bound and u I is the vector of input variables that are not at their bound at the optimum in a given data subset. Let A be the dimension of u A . We define ∆u A and ∆u I in a similar way. Then, with the truncation of the infinite step response model, we can rewrite Equations 3 and 16 as:
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Since all input variables in u A are at their bounds, ∆u A = 0. We definê y(k + 1) =ŷ(k + 1) −Ŝ ANūA (k − N + 1) (22) to separate the inactive input variables. Similarly, we define the following variables
and
With these newly defined variables, we can rewrite the MPC optimization as an equivalent problem without input inequality constraints
T and R I is the sub-matrix of R that corresponds to ∆U I (k).
The solution of the above problem can be derived as:
where K Ic andÊ o are defined as
Using (30), (32) and (33), we have
Since only the first optimal control move is implemented in the process, we focus on the expression for ∆u I (k):
where y r is the steady state setpoint of the particular FAS period and K Ic,1,i is a (G−A)×F submatrix of K Ic , whose top-left-most element is the ((G − A)(i − 1) + 1)th entry in the first row of K Ic .
Equations (22) to (26), combined with Equations (3), (5), and (12), indicate that all the terms on the right hand side of Equation (35) are linear functions of past process inputs. Therefore, the plant inputs that are not at the bounds at instant k, u I (k), can be expressed as a linear combination of past system inputs, system noise, and a constant value related to the setpoint,
. . . (36) where the coefficients C m , m = 1, 2, ..., N , B, and D can be determined as:
We assume that the noise model is described by:
where e(k) is the standard white noise time series vector. Substituting Equation (41) in (36), we have
Next, we express the input vector u I as the deviation variableū I to eliminate the constant term D. It can be verified thatū I is given bȳ
Therefore, Equation (42) becomes
Using (44) and the results in (Wang and Baldea, 2015; Wang et al., 2016) , we can express the system inputs as a function of the white noise time series:
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To derive an expression of the autocovariance matrix of the output, we start from the plant impulse response model:
By defining the following mean-centered output variable,
we can rewrite Equation (47) in terms of mean-centered input and output variables,
Then, based on the results in (Wang and Baldea, 2015; Wang et al., 2016) , the autocovariance matrix forȳ(k) can be computed aŝ
where Γ i is the coefficient for input autocovariance.
PLANT-MODEL MISMATCH ESTIMATION
Using the results in the previous section, we can express the autocovariance matrices as functions of model mismatch for each of the FAS periods. We assume that there are S FAS operation periods in the closed-loop data and let Rȳȳ ,s , s = 1, 2, ..., S be the output autocovariance matrix for the sth steady state operation period. We can use the following optimization problem to estimate the mismatch terms δK f g , δτ f g , and δθ f g , which are constant throughout the time interval considered according to Assumption 2.
with
(53) where rȳȳ ,s is the vector of all the entries inRȳȳ ,s and L y is a tuning parameter that represent the number of lags considered in the estimation. The mismatch in transfer function parameters are connected to δS i through Equations (8) and (9).
Thus, the proposed autocovariance-based mismatch estimation approach for constrained MPC consists of carrying out the following steps:
Step 1: Screen available closed-loop operation data for FAS periods.
Step 2: Determine the active set of MPC constraints for each of FAS period. Determine the corresponding step response model coefficient matrix,Ŝ I and the controller gain, K Ic for u I from the transfer function model using Equations (4) and (31).
Step 3: Establish autocovariance-mismatch relation using Equation (50).
Step 4: Obtain the estimates for mismatch in transfer function parameters by solving the optimization problem (52).
CASE STUDY
We consider the Wood-Berry distillation column (Wood and Berry, 1973) , a 2 × 2 process described by the transfer function matrix: 
The manipulated inputs, u 1 and u 2 , are the reflux flow rate and reboiler steam flow (both in lb/min) of the column, respectively. The controlled variables, y 1 and y 2 , are the percent purity of the distillate and bottoms in percentage, respectively. The unit for the time constant is minutes.
We also assume the following noise model for the plant:
where e(k) is a 2 × 1 white noise vector with zero mean and identity covariance matrix.
The process transfer functions have been discretized with a sampling time of 1min. The MPC controller has a model horizon of 80min, a prediction horizon of 70min and a control horizon of 40min. The weighting matrices Q and R are defined as 10I 2 and I 2 , respectively. Additionally, u 1 and u 2 are constrained to lie between +0.12 and −0.07 at a defined steady-state operating point.
In our case study, the true process dynamics are represented by the following transfer function. 
Specifically, the process gains for all transfer functions are increased by 20% and the time constants for all transfer functions are decreased by 20%. Moreover, the time delay for the transfer function connects y 1 and u 2 , G 12 is decreased from 3min to 2.5min, meaning that the multiplicative mismatch value is 0.83.
We consider a 54000min window of operating data which is broken into three regions as follows: For the first 18000min, the plant operates at a defined steady-state, where neither input is at its bound and the MPC optimization is equivalent to the unconstrained problem. A setpoint change of +1% in y 1 introduced at t = 18001min, resulting in a new steady-state where u 2 is at its lower bound. Finally, at t = 36001min, a setpoint change of +1% in y 2 is introduced and y 1 is returned to its original 5 setpoint, resulting in a new steady-state where u 1 is at its upper bound. This case study thus satisfies Assumption 1, i.e., setpoint changes are the primary driver for changes in the active set of the controller. The simulated input and output data are shown in Figure 2 . The estimates for the plant-model mismatch are shown in Table 1 . Autocovariances up to 20 time lags were considered in the estimation. The initial guesses for all decision variables for the estimation optimization problem are unity. The solution time for the optimization is less than 20min. The point estimation of each mismatch term from the optimization is shown in the second row. It can be seen that the estimates of the mismatches are very close to their true value. Most of the mismatches in parameters are reduced to less than 10%, which is acceptable for practical implementations (Hedengren and Eaton, 2015) . The mismatch in time delay in transfer function G 12 is accurately estimated, while no spurious mismatches are reported for time delays in the other transfer functions. 
CONCLUSIONS
In this paper, we provide an autocovariance-based method for estimation of plant-model mismatch in MIMO constrained MPC control loops. By assuming that the active set of constraints changes only due to changes in setpoint, we are able to segregate plant data into fixed active set (FAS) operating periods, during which the active set does not change. This allows us to calculate a closed form optimal solution for the MPC in each operating period, from which, along with a known noise model, we can derive an explicit expression for the autocovariance of process outputs. We then formulate the mismatch estimation problem as an optimization problem, in which the plantmodel mismatch is the global minimizer of the discrepancy between the measured and theoretical autocovariances of process outputs in each operating period. We present a case study demonstrating the use of this framework in mismatch estimation on a distillation column, and we discuss some practical considerations for implementation of the current approach. The results suggest that this procedure performs well in this case. Plant-model mismatch can be estimated with a reasonable accuracy without any false alarms.
