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は，事前に誤り側と訂正側で言語知識を共有するように Masked Language Model
と呼ばれる，人手のラベルを必要としない学習を行う手法である．その後，誤り側，


















支援タスクとして CoNLL-2014 test data，JFLEG test data，W&I+LOCNESS，




















Research on grammatical error correction (GEC) has gained much attention
recently. Many studies treat GEC as a task that involves translation from a
grammatically erroneous sentence (source side) into a correct sentence (target
side) and thus, leverage methods based on machine translation (MT) for GEC.
For instance, some GEC systems use large parallel corpora and synthetic data.
One such large-scale parallel corpus is the public parallel corpus extracted
from Lang-8. This corpus consists of sentences written by language learners
on the source side and sentences corrected by native speakers on the target
side. English leaner sentences are the most common data in the data extracted
from Lang-8. However, these English sentences are very small compared to
a parallel corpus that has a large amount of data used in MT. The training
data in other languages is even less. Hence, the lack of training data is one
of the problems of GEC. In fact, it is easy to obtain the learner sentences by
extracting them from the language learning social media platforms, such as
Lang-8 and HiNative. On the other hand, it is not easy to obtain corrected
sentences corresponding to these learner sentences. The sentence on the target
side in Lang-8 is not necessarily completely corrected because annotators are
learners of other languages; hence, they are not always experts in teaching. It
is costly to have experts correct erroneous sentences. Therefore, it is difficult
to prepare large parallel corpora in GEC.
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Bryant et al. held a GEC shared task, which limited the amonut of annotated
data available to participants and aimed to encourage the development of sys-
tems without large parallel corpora. Most systems in this shared task proposed
the method of creating a synthetic parallel corpus by introducing pseudo errors
to a large monolingual corpus.
We introduce an unsupervised method based on MT for GEC to address the
issue of lack of a learner corpus. In particular, we use unsupervised statistical
MT (SMT) and neural MT (NMT) to make the GEC model.
The SMT methods are based on phrase-based SMT and two phrase table
refinements, i.e., forward and backward refinement. Forward refinement simply
augments a learner corpus with automatic corrections whereas backward refine-
ment expends both a learner corpus and a raw corpus to train GEC model using
back-translation.
The NMT method is based on an Encoder–Decoder model using self-
attention, called Transformer. This unsupervised method trains Masked
Language Model (MLM) to obtain a deep representation towards the source
and target side. Then, this method uses two objectives; Denoising Auto–
Encoder (DAE) and Back–Translation (BT). In DAE, a sentence including
pseudo noises is corrected by the Encoder–Decoder model. It is expected that
Transformer can acquire the representation ability for each of the source and
target sides. In BT, an auxiliary translation model from the target to source
side is also trained and pseudo source sentences are produced using this model.
The translation model from the source to target side is trained using the
produced source sentences and corresponding original target sentences. It is
expected that Transformer can acquire the translation ablity from the source
to target side.
Unsupervised MT techniques do not require a parallel but a comparable cor-
pus as training data. Therefore, we use comparable translated texts using
Google Translation as the source side data. Specifically, we use a monolingual
corpus as target-side data and a monolingual corpus written in another language
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translated into a GEC target language as source side data.
This paper makes the GEC models using the synthetic comparable corpus
and a little but well-annotated data. We used the CoNLL-2014 dataset, the
JFLEG dataset and W&I+LOCNESS dataset for English GEC evaluation and
the NLPCC-2018 dataset for Chinese GEC evaluation. We analyzed the differ-
ence between SMT and NMT for the error correction performance. As for the
unsupervised SMT, we determined the difference in correction via the forward
and backward refinement.
The main contributions of this study are as follows:
• We introduced and evaluated unsupervised methods based on MT for
GEC to address the issue of lack of a learner corpus.
• We used a synthetic comparable corpus, the source side of which consists
of translated texts using MT, for unsupervised methods.
The structure of this thesis is shown below. In Section 1, we show the proposal
and contribution of this thesis. In Section 2, we describe the related works
on unsupervised MT and GEC. In Section 3, we explain unsupervised GEC
method and show how to make the synthetic comparable corpus. In Section
4, the experiment setup and results are shown. In Section 5, we discuss the
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れることが知られている [18, 26, 44]．
GECにおいて一般に使用することが可能なデータとしては，言語学習者の相互












Bryant ら [9] は，この使用可能な学習者データが少量である問題に対して，使








機械翻訳（SMT）を中心とした教師なし手法 [2, 30] とニューラル機械翻訳（NMT）
を中心とした教師なし手法 [13] をそれぞれ用いて，GECモデルを構築した．
SMTを用いた手法 [2, 30] は，誤り側と訂正側のフレーズ分散表現を共有したも
のを使用して，誤りフレーズとそれを訂正したフレーズの対応をとる．その後，こ
のフレーズテーブルを 2種類の更新方法を用いて修正していく．
NMT を用いた手法は，Transformer [43] と呼ばれる自己回帰型注意機構を中
心とした Encoder–Decoder ネットワークを使用する．この教師なし手法 [13] は，



















援タスクとして CoNLL-2014 test data，JFLEG test data，W&I+LOCNESS















に，Artetxe ら [2] による SMT を用いた教師なし手法（USMT）は，まず言語横




た Lampleら [29] や Marie and Fujita [30]，Artetxe ら [3] は，USMT の最終的
なモデルから作成した擬似データを，教師なし NMT の最終モデルに追加する，ま
たは NMT モデルの初期化に使用する有効性についても報告している．
NMT を用いた教師なし手法（UNMT）として，Conneau and Lample [13] は，
大規模単言語データを使用した事前学習と人手で付与された教師データなしで学
習可能な目的関数を用いる手法を提案した．彼らは，事前学習として MLM と呼
ばれる学習を行う．この学習の概要図を図 2.1 に示す．彼らは MT での実験の
際，それぞれの言語の単言語コーパスの各文に対して図のようにランダムにマス
ク（[mask]）を行い，このマスクされた単語を当てるように Encoder を学習して
いる．この MLM の学習は言語共通の単一 Encoder を用いて行い，言語の区別は
language embedding と呼ばれる言語タグで行う．この MLM で事前学習を行うこ
とで，対象言語の表現能力が高い Encoder を学習できることが Devlin ら [15] に
よって報告されている．MLM で学習された Encoder のパラメータを，Encoder
と Decoder のパラメータ初期化に使用し，DAEと BTを学習する．DAE に関す
る概要図を図 2.2 に示す．DAE はそれぞれの言語の単言語データの各文に対して
単語の置換，マスク，削除を行い，Encoder–Decoder で元の文を当てるように学習
するタスクである．この DAE を通して，Encoder–Decoder モデルは各言語に対





[/s] He [mask] been to tihs [mask] . [/s]
0 1 2 3 4 5 6 7 8
err err err err err err err err err
have city







図 2.1 Masked Language Model の概要，赤字は学習者の誤った箇所を示している．
Transformer Encoder-Decoder
[/s] [mask] have to been tihs . [/s]
0 1 2 3 4 5 6 7
err err err err err err err err
have city







[/s] He been to tihs . [/s]outputsequence
add noise (input): [mask] have to been tihs .
mask(He); shuf(been, to); del(city)




行っている．これら DAE と BT を用いることで UNMT の性能が向上すること
5
Cor2Err Transformer Encoder-Decoder (freeze)
Cor sentence: He has been to this city .
Err2Cor Transformer Encoder-Decoder (training)
[/s] He has been to tihs city .







have city[/s] He been to tihs . [/s]syntheticerr sent.
err err err err err err err errlanguageembedding err
has city[/s] He been to this . [/s]predictcor sent.
図 2.3 Back–Translation の概要，position embedding は簡単のため省略して
いる．また赤字は誤った箇所，青字は訂正した箇所を示している．
がいくつかの研究で知られている [4, 28, 29]．また，Song ら [42] はこの MLM で
の事前学習を Encoder だけでなく，Encoder–Decoder の事前学習に拡張すること
で，Conneau and Lample [13] と比べて数ポイント翻訳性能が向上することを報
告している．
我々は，これら USMT 手法と UNMT 手法を GEC に適用し，性能調査を行っ
た．具体的には USMT 手法として，Artetxe ら [2] の手法を用いた．また UNMT
として，ニューラル手法が事前学習と明示的な教師データを使用しない学習が






Junczys-Dowmunt and Grundkiewicz [24] によって，SMT を GEC に用いるこ
とで高い訂正性能を得ることができることが報告されている．この研究は SMT の
代表的ツールである Moses [27] を用いて GEC モデルを作成している．MT との
違いとして，素性に編集距離などの GEC 特有のものを使用している．この SMT
を用いた GEC モデルは，RNN を用いた Encoder–Decoder モデル [45] と比べて
訂正性能が高い．Chollampatt and Ng [12] は CNN を用いた Encoder–Decoder
モデルを用いることで，この SMT モデルより高い性能が得られることを示した．
さらに，Junczys-Dowmunt ら [25] は自己注意機構を用いた Encoder–Decoder モ




GEC に取り入れる研究が盛んである．現在英語の GEC で最高精度を報告してい
る Kiyono ら [26] は，純粋な対訳データとして 561K 文対，擬似データとして 70M





つか存在する．Park and Levy [40] は学習者の記述したテキストを用いた Noisy-
channel モデルに基づく GEC モデルを提案した．一方で本研究は，学習者の記述
したテキストはほぼ必要なく，代わりに単言語コーパスを必要とする．Bryant and









り組んでいる研究がいくつか存在する．Zhao ら [46] は DAE の枠組みで擬似デー
タを作成することで，GEC モデルの性能が改善されることを報告している．この
擬似データは，単言語データに対してランダムに単語を置換するなどの人工的な誤
りを付与することで生成されている．Bryant ら [9] は，使用可能な訓練データを制
限した英語 GEC のワークショップを開催した．このワークショップで最高精度を
報告した Grundkiewicz ら [22] は，大規模な単言語データに対して擬似誤りを付与
することで擬似訓練データを作成，GEC モデルを構築している．また，彼らの手
法を他の言語の GEC に適応した場合でも，同様に性能が向上することが Náplava
and Straka [34] によって報告されている．
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第 3章 教師なし文法誤り訂正
この章では，MT で研究されている教師なし手法を GEC に適応する方法につ
いて述べる．3.1 章では教師なし手法が訓練データとして使用するための擬似コン
パラブルデータの作成手法について述べる．3.2 章では SMT を用いた教師なし











た．図 3.1 に概要図を示す．5.1 章で，擬似学習者の文を作成する際の元の言語






アルゴリズム 1に本研究における SMT を用いた教師なし GEC手法の疑似コー
ドを記述する．大部分は Artetxeら [2] の USMT手法を元にしている．
最初に，各単言語コーパスからフレーズ単位の分散表現を学習し，これらの分散
9
Comparable corpus (Monolingual corpora with similar domain)
Language A




(other than en and zh)
translate2langA
Language A
- translated text from langB






の SMT システムを作成する．最後に，この SMT システムに対して，順方向また
は逆方向の翻訳を用いて更新を行っていく．
3.2.1 言語横断的なフレーズ単位分散表現の作成













Ensure: 原言語 → 目的言語フレーズテーブル P (N)s→t
Ensure: 原言語 → 目的言語の素性重み W (N)s→t
1: W embs ← train(Cs)
2: W embt ← train(Ct)
3: W cross_embs , W
cross_emb
t ← mapping(W embs , W embt )
4: if forward_refinement then
5: P (0)s→t ← initialize(W cross_embs , W cross_embt )
6: W (0)s→t ← tune(P
(0)
s→t, LMt, T )
7: for iter = 1, . . . , N do
8: synthetic_datat ← decode(P
(iter−1)
s→t , LMt, W
(iter−1)
s→t , Cs)
9: P (iter)s→t ← train(Cs, synthetic_datat)
10: W (iter)s→t ← tune(P
(iter)
s→t , LMt, T )
11: else if backward_refinement then
12: P (0)t→s ← initialize(W cross_embt , W cross_embs )
13: W (0)t→s ← tune(P
(0)
t→s, LMs, T )
14: for iter = 1, . . . , N do
15: synthetic_datas ← decode(P
(iter−1)
t→s , LMs, W
(iter−1)
t→s , Ct)
16: P (iter)s→t ← train(synthetic_datas, Ct)
17: W (iter)s→t ← tune(P
(iter)
s→t , LMt, T )
18: synthetic_datat ← decode(P
(iter−1)
s→t , LMt, W
(iter−1)
s→t , Cs)
19: P (iter)t→s ← train(synthetic_datat, Cs)
20: W (iter)t→s ← tune(P
(iter)




作成した言語横断的な N-gram embedding からフレーズテーブルを作成する．
具体的にはフレーズ翻訳モデルと語彙翻訳モデルを作成する．
原言語側のフレーズ e に対する目的言語側のフレーズ f のフレーズ翻訳モデル




ϕ(f |e) = exp(cos(e, f)/τ)∑
f
′ exp(cos(e, f ′)/τ)
f
′ は目的言語側のフレーズ集合の各要素を表しており，τ は予測の信頼度を制御す

















































ズ対応も軽減できると期待される．この更新処理は Algorithm 1 の 4–20 行目に
対応している．SMT システムの更新手法として forward refinement と backward
refinement の 2種類の手法を用いた．
forward refinement では，順方向の推論結果を使用して SMT システムの更新
を行う．初期フレーズテーブル P (0)s→t と目的言語側の言語モデル LMt を用いて，
原言語側の単言語コーパス Cs に対する目的言語側の擬似データ synthetic datat
を作成する．この目的言語側が推論結果である擬似対訳データを用いて SMT を学
習，P (1)s→t を作成する．またこの時の SMT システムの素性の重みを少量のラベル
データ T を用いて決定する．この操作を繰り返し数 N だけ実行する．
backward refinement では，逆翻訳の機構を利用することでフレーズテーブルの
更新を行う．初期フレーズテーブル P (0)t→s と言語モデル LMs を用いて，目的言語
側の単言語コーパス Ct に対する原言語側の擬似データ synthetic datas を作成す
る．この原言語側が擬似データとなっている擬似対訳データを用いて SMT を学
習，P (1)s→t を作成する．この P
(1)
s→t を用いて，原言語側の単言語データ Cs を翻訳，
目的言語側が擬似的になっている擬似対訳データ synthetic datat を作成する．こ









本研究では Conneau and Lample [13] と同様に MLM で Encoder を学習した
後，DAE や BT を用いて Encoder–Decoder を学習している．MLM の学習は図
2.1のように，各単言語コーパスの文に対してマスクを入れ，マスクした単語を当
てるように学習する．この時，language embedding として学習者側を表す err と
訂正側 cor を使用し，単一の Encoder を学習する．この学習した Encoder のパラ
メータを Transformer の Encoder と Decoder のパラメータの初期化に使用する．
DAE は Conneau and Lample と同様に各単言語コーパスの文に対してランダ
ムに単語置換とマスク，単語削除を行い，Encoder–Decoder を用いて元の文を再
現するよう学習している．ただし，GEC は誤った文を訂正するタスクであるた
め，Conneau and Lample と比べてノイズの度合いを強めている．また，BT も





本研究では訂正モデルとして，Encoder–Decoder を DAE と BT を同時に学習
したモデルと DAE のみで学習したモデルを用いた．DAE のみで学習したモデル
は，Encoder–Decoder 学習時に入力がノイズの加えられた文で，それを訂正する
よう学習するため，推論時の language embedding には cor を使用した．DAE と
BT で学習したモデルは，推論時の language embedding には err を使用してい







Finnish News Crawl 1,904,880 No
English News Crawl 2,116,249 No
One Billion Word Benchmark 24,482,651 No
Zh GEC 訓練データ
English Wikipedia 2,798,555 No
Chinese Wikipedia for comparable 2,888,276 No
Chinese Wikipedia for LM 10,167,366 No
for CoNLL-14 (En)
CoNLL-13 1,312 Yes
for JFLEG test (En)
JFLEG dev 754 Yes
for W&I+LOCNESS (En)
tuning data 2,191 Yes
dev data 2,193 Yes
for NLPCC-2018 (Zh)
Lang-8 data for dev 2,000 Yes
■データセット 本研究では，教師なし GEC の性能検証として英語の GEC タ
スクと中国語 GEC タスクを行った．中国語 GEC タスクについては Mandarin
簡体字を対象としている．表 4.1 に GEC モデルの学習に使用した訓練データと
開発データを示す．英語の GEC について，明記しない限り Finnish News Crawl
2014–2015 の一部を英語に翻訳したものを誤り側とし，English News Crawl 2017
の一部を訂正側の訓練データとして用いている．訂正側の言語モデル LMt として，
English News Crawl で訓練したものに追加して，One Billion Word Benchmark
[11] データで訓練したものも用いている．中国語の GEC については，English
15
Wikipedia の一部を中国語に翻訳したものを誤り側とし，Chinese Wikipedia の
一部を訂正側の訓練データとして用いている．さらに追加の言語モデルとして
Chinese Wikipedia 全体で学習したものも用いている．また擬似誤り作成時の翻訳
モデルとして，Google 翻訳を googletrans v2.4.0 を通して用いた．
本研究では英語 GEC の評価データとして CoNLL-14 [37] と JFLEG test set
[36]，W&I+LOCNESS [9, 20]を用いた．また，CoNLL-13 data setを CoNLL-14
のベストモデル決定や SMT の素性の重みの決定に，JFLEG dev set を JFLEG
test set のベストモデル決定や SMT の重み決定に用いた．ただし，UNMT の手
法については，パラメータ探索に CoNLL-14 も用いており，評価として JFLEG
test set と W&I+LOCNESS を用いている．また，Bryant ら [9] の開催したワー
クショップでは，学習者データとして W&I+LOCNESS の開発データのみ使用が
許された．そのため，本研究ではこれを半分に分割し∗，tune data と dev data と
して，tune data はベストモデル決定や SMT の重み決定に，dev data は評価デー
タとして用いた．また 中国語 GEC の評価データには NLPCC-2018 の評価デー
タを用いた．開発データには Lang-8 から抽出した中国語学習者の文とそれを訂正
した 2K文対（Lang-8 data for dev）を使用した．
英語 GEC である CoNLL-14 と JFLEG test set について，単語分割
は NLTK [5] を用いた．W&I+LOCNESS については spaCy v1.9.0† と
en_core_web_sm-1.2.0 を単語分割に用いた．また English News Crawl で学習
した moses truecaser‡ を用いて使用する英語データの truecase を行った．これら
の処理を行ったデータに対して English News Crawl でオペレーション数 50K の
byte-pair-encoding（BPE）[41] を行い，英語データの subword 化を行った．
中国語 GEC である NLPCC-2018 については SMT を用いた場合と NMT を
用いた場合で単語分割を変えている．SMT を用いた場合は PKUNLP§ を用いて









BPE を行い，中国語以外の単語について subword 化を行った．BPEのオペレー
ション数は 30K である．評価する際は，出力文について detokenize を行い，その
後 PKUNLP を用いて単語分割を行ったものを gold と比較した．
■評価尺度 本研究では CoNLL-14，W&I+LOCNESS dev，NLPCC-2018 test
set について Precision と Recall，F0.5 を報告する．CoNLL-14 と NLPCC-2018
の各スコアは M^2 Scorer [14] を用いて算出し，W&I+LOCNESS dev のスコア
は ERRANT scorer [8] を用いて求めた．JFLEG test set に対しては GLEU [35]
を用いた GLEU スコアを報告する．




• operation sequence model∥ [16]
• 9-gram 単語クラス言語モデル∗∗
これらの素性は Grundkiewicz and Junczys-Dowmunt [21] で使用された素性か
らスパース素性を除いたものである††．また，単語クラス言語モデルは 英語の場
合 One Billion Word Benchmark データを用いて学習し，中国語の場合 Chinese
Wikipedia 全体を用いて学習した．この時のクラス数はどちらも 200 とし，単語
クラスは fastText [6] を用いて推定した．
SMT システム自体は Moses [27] を使用した．アライメントツールとして
FastAlign [17] を使用し，KenLM [23] を用いて 5-gram 言語モデルを作成した．
また，素性の重み決定には MERT [38] を用いており，CoNLL-14 には CoNLL-13




††本研究で使用した開発データは Grundkiewicz and Junczys-Dowmunt [21] が使用したものより小さ
く，スパース素性がより疎になってしまうため使用していない．
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には tune データに対して F0.5 が最大になるように，JFLEG test には dev デー
タに対して GLEU スコアが最大になるように決定した．NLPCC-2018 test デー
タには Lang-8 から抽出した開発データに対して F0.5 が最大になるようにした．
SMT システム更新時の擬似文対に対して，[3, 80] の文長制限を行った．繰り返し
数 N は 3 を使用し，フレーズ分散表現は 300 次元とした．
■スペルチェッカー また，英語 GEC については明記しない限り，スペルチェッ
カーとして pyspellchecker‡‡を用いている．これは編集距離を用いて，ある単語
に対して単語リスト内に存在する編集距離 2の候補を提示するツールである．本研
究では One Billion Word Benchmark 内に 5回以上出現する単語から単語リスト
を作成している．中国語 GEC についてはスペルチェッカーは用いていない．
■NMT の設定 また，UNMT の実装は Conneau and Lample [13] の実装§§ を
使用した．ハイパーパラメータに関しては，CoNLL-14 に対する結果から DAE
のノイズとして単語削除と単語マスクは 0.3，シャッフルは 5 単語以内で行うこ
ととした．また DAE のみで Encoder–Decoder を学習する場合は初期学習率は
1e-4，dropout は 0.1 とした．DAE と BT を同時学習する際は初期学習率は 3e-4，
dropout は 0.3 とし，DAE と BT の loss の比を 1:0.01 とした．また，ベストモ
デルには各開発データに対してパープレキシティが最小となるモデルを使用した．
明記していないハイパーパラメータについては元実装の値をそのまま使用した．
■比較モデル 比較のため，英語 GEC について Lang-8 [33] から抽出した学習者
文と対応する訂正文の対訳コーパス約 1.3M文対を用いて SMT と NMT それぞれ




ある．また教師あり NMT については，fairseq [39] の CNN Encoder–Decoder
[19] モデルを実験した．CNN Encoder–Decoder のハイパーパラメータについて




他の関連研究のシステムとの比較として，Bryant ら [9] の開催したワークショッ




■学習者対訳コーパス学習モデルと教師なし手法モデルの比較 表 4.2 に本研究で
行った英語GEC実験の結果を示す．CoNLL-14と JFLEGの結果から，USMTに
ついて forward refinementの方が訂正性能が高いと判断し，W&I+LOCNESS dev
に対してはこちらの更新手法のみ使用している．CoNLL-14 では，USMTforward
iter 1 は学習者データである Lang-8 で訓練した教師あり SMT と比べると F0.5
が 13.57 ポイント低く，教師あり NMT と比べると 17.17 ポイント低い．JFLEG
でも，USMT の中では USMTforward iter 1 が最も性能が高いが，Lang-8 で訓練
した教師あり SMT と比べて GLEU スコアが 5.28 ポイント低く，教師あり NMT
と比べると 3.39 ポイント低い．
■擬似対訳コーパス学習モデルと教師なし手法モデルの比較 また，表 4.2 の 教
師あり SMT の synthetic train と USMTforward iter 1 を比較すると CoNLL-14
では F0.5 が 3.49 ポイント提案手法が向上していることがわかる．一方で，他の
評価データに対しては synthetic train の方が訂正性能が高いことがわかる．特に






高いと考えられる．また USMTforward iter 1 と 擬似対訳コーパスを用いて学習し




表 4.2 英語 GEC の実験結果．太字が教師なし手法の中で最も良い結果を，
下線部が全体の中で最も良い結果を示す．UNMT は CoNLL-14 を用いてハイ
パーパラメータを決定したため，*は探索したハイパーパラメータの中での上限
を示す．
CoNLL-14 (M2) W&I+LOCNESS dev JFLEG
iter P R F0.5 P R F0.5 GLEU
No edit - - - - - - - 40.54
spellchecker - 45.12 4.65 16.47 41.52 4.40 15.46 47.30
Supervised NMT
Lang-8 train - 53.11 26.47 44.21 - - - 54.04
synthetic train - 31.95 15.01 26.06 15.98 10.04 14.29 50.90
Supervised SMT
Lang-8 train - 43.02 33.18 40.61 - - - 55.93
synthetic train - 26.61 16.14 23.55 27.34 16.08 23.98 51.58
Unsupervised SMT 0 21.82 36.75 23.75 14.60 19.44 15.37 49.94
w/ forward_refine 1 25.92 32.65 27.04 20.58 18.04 20.01 50.65
（USMTforward） 2 25.58 31.02 26.51 20.34 17.56 19.71 50.19
3 23.95 33.13 24.54 18.86 17.56 18.58 50.40
w/o spellchecker 1 23.90 29.94 24.91 17.59 14.63 16.91 46.50
w/ backward_refine 1 22.39 33.39 23.97 - - - 49.02
（USMTbackward） 2 24.96 27.13 25.36 - - - 48.90
3 26.07 21.01 24.87 - - - 48.75
Unsupervised NMT（UNMT）
w/ DAE - 19.20* 18.69* 19.10* 8.74 10.68 9.07 45.38
w/o spellchecker - 15.54* 16.98* 15.81* 6.41 7.65 6.62 41.14
w/ DAE, BT - 20.13* 5.82* 13.49* 10.63 3.95 7.94 46.91






UNMT を比較すると，それぞれで一番良い手法の差が CoNLL-14 の場合 F0.5 が
7.94 ポイントで，W&I+LOCNESS は 10.94 ポイント，JFLEG は GLEU が 5.27
である．この結果から，全ての評価尺度で USMT が優れていることがわかる．
■Back–Translation の有無 UNMT は Encoder–Decoder を DAE のみで学習し
た場合と，DAE と BT で同時に学習した場合の結果を記載している．この結果か
ら DAE と BT で同時に学習を行う場合よりも，DAE のみで学習した方が訂正精
度が高いことがわかり，これは Conneau and Lample [13] の報告している機械翻
訳の結果とは異なる．5.3章で DAE と BT の組み合わせについて議論を行う．
■スペルチェッカーの有無 また，USMT と UNMT について，前処理でスペル
チェッカーを使用せずに実験を行った結果も表 4.2 に記載している．USMTforward
iter 1 はスペルチェッカーの有無による訂正精度の差が CoNLL-14 では 2.13 ポイ
ント，W&I+LOCNESS では 3.10 ポイント，JFLEG では 4.15 ポイントであっ
た．UNMT では，DAE のみで学習した場合は USMTforward iter 1 と同程度のス
コア差であることがわかる．一方で，DAE と BT を同時学習した場合においてス
ペルチェッカーの有無は大きく訂正精度に影響していることがこの表からわかる．
これは DAE と BT を同時学習したモデル自体はあまり訂正を行わず，前処理と
して実行したスペルチェッカーの精度が支配的になっているからであると考えられ
る．実際に DAE と BT を同時学習したモデルについて，スペルチェッカーを除い
た訂正モデルが CoNLL-14 に対して提案した訂正数を数えたところ，606 回あっ
た．一方で，DAE のみ学習したモデルは 2,593 回，USMTforward iter 1 は 3,351
回となり，DAE と BT で学習したモデルの訂正は消極的であることがわかった．
■教師なし統計的機械翻訳の更新方法の違い 分散表現を用いたフレーズテーブル
から 1回目の更新が最も精度が高く，特に forward refinement の方が向上してい






表 4.3 BEA2019 Low Resource Trackに提出された他モデルとの比較．TMU
が本研究の USMTforward iter 1 である．
Team TP FP FN P R F0.5
UEDIN-MS 2,312 982 2,506 70.19 47.99 64.24
Kakao&Brain 2,412 1,413 2,797 63.06 46.30 58.80
LAIX 1,443 884 3,175 62.01 31.25 51.81
CAMB-CUED 1,814 1,450 2,956 55.58 38.03 50.88
UFAL, Charles University, Prague 1,245 1,222 2,993 50.47 29.38 44.13
Siteimprove 1,299 1,619 3,199 44.52 28.88 40.17
WebSpellChecker.com 2,363 3,719 3,031 38.85 43.81 39.75
TMU 1,638 4,314 3,486 27.52 31.97 28.31
Buffalo 446 1,243 3,556 26.41 11.14 20.73
くなく，1回目以降の更新では性能が改善していないと考えられる．
■ワークショップ提出システムとの比較 表 4.3 に BEA2019 Low Resource
Track に提出された他の手法との比較を示す．TP，FP，FN はそれぞれ True
Positive，False Positive，False Negative を意味している．表 4.2 の結果から，
W&I+LOCNESS dev に対して最も訂正精度の高い USMTforward iter 1 を我々は
使用した．上位のシステムである UEDIN-MS や Kakao，LAIX は全て単言語コー
パスに対して擬似誤りを加えることで擬似対訳コーパスを作成し，NMT モデルを







表 4.4 に中国語 GEC の結果を示す．提案手法である教師なし手法の中で最も良
かったのは USMTforward iter 3 であった．英語の場合は iter 1 が最も良かったが，
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表 4.4 中国語 GEC の実験結果．太字が教師なし手法の中で最も良い結果を，
下線部が全体の中で最も良い結果を示す．
NLPCC-2018 (M2)
iter P R F0.5
Supervised NMT
synthetic train - 13.99 6.95 11.64
Supervised SMT
synthetic train - 8.24 12.97 8.89
Unsupervised SMT 0 9.45 14.82 10.18
w/ forward_refine 1 10.28 16.72 11.14
2 10.43 17.34 11.34
3 11.21 17.51 12.08
w/ backward_refine 1 9.96 15.80 10.76
2 8.54 12.26 9.10
3 9.44 13.18 10.01
Unsupervised NMT
w/ DAE - 9.17 9.98 9.32
w/ DAE, BT - 3.56 2.48 3.28
中国語の場合は更新を行うごとに訂正モデルの性能が向上していることがわかる．
この結果から，擬似対訳データで学習した SMT は USMT と比較すると，訂正
精度が低いことがわかる．擬似対訳データで学習した NMT は USMT と比較す
ると，F0.5 で 0.44 ポイント USMTforward iter 1 の方が訂正精度が高いことがわ
かる．このように，中国語 GEC では USMT と擬似対訳データを用いて学習した
NMT が同程度の訂正性能であることがわかる．
また，UNMT と USMT を比較すると，英語の場合と同様に USMT の方が訂
正精度が高いことがわかる．この結果から，現状の教師なし手法は言語によらず





これらの単言語コーパスは News Crawl 2017 を使用している．使用した文数は
約 20M で，これらの結果は USMTforward iter 1 を用いている．
Src Precision Recall F0.5
Fi News Crawl 29.17 28.52 29.04
Ru News Crawl 27.11 29.84 27.62
Fr News Crawl 25.05 30.27 25.94
De News Crawl 23.26 26.04 25.04
本研究では，訓練データとして擬似学習者文を作成する際の翻訳元の言語と訂正









SMT システムの更新手法である forward refinement と backward refinement
の違いを調べるためそれぞれの手法で更新されたモデルによって，CoNLL-14 デー
タに対して提案された訂正の数を調査した．USMTforward iter 1 と iter 2 はぞれ
ぞれ 3,437，3,257 フレーズ訂正していた．一方で USMTbackward in iter 1 と iter
2 はそれぞれ 4,092，2,789 フレーズ訂正していた．このように，USMTbackward
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表 5.2 DAE と BT の loss の比率を変えた時の CoNLL-14 の訂正精度．学習
したモデルの性能を調べるためスペルチェッカーは使用していない．
DAE BT Precision Recall F0.5
1 1 3.47 1.15 2.47
1 0.1 9.17 1.00 3.47
1 0.01 9.31 1.14 3.83
1 0 15.54 16.98 15.81
では 2 回目の更新の結果，1,303 回訂正しなくなっていることがわかる．Artetxe
ら [2] や Lample ら [29] は backward refinement を用いた更新を行うことで教師
なし MT の翻訳精度が向上することを報告している．GEC においては backward
refinement を用いた更新によってシステムの訂正が消極的になることで訂正精度
を改善していると考えられる．




比較するため，JFLEG に対して最も良い更新モデルの出力を Common Crawl [10]
で学習した言語モデル∗ に基づくパープレキシティで評価した．USMTforward iter
1 の出力のパープレキシティは 179.23 である一方，USMTbackward iter 1 に対す
るパープレキシティは 187.49 であった．この結果から USMTforward は Common
Crawl で学習した言語モデルの元で USMTbackward よりも流暢な訂正文を出力で
きていると考えられる．
5.3 ニューラル機械翻訳を用いた文法誤り訂正について
表 4.2 から，DAE と BT の同時学習ではなく，DAE のみを学習に用いた方が




実験を行った．この追加学習の際，DAE に対する BT の性能を調べるため，DAE
の目的関数も最小化するようにしており，この DAE と BT の loss の重みを変え
ることで BT の影響を調査した．この分析ではスペルチェッカーは使用しておら
ず，loss の重み以外のパラメータは全て揃えている．
表 5.2 に DAE と BT の loss の比率を変えた場合の CoNLL-14 に対する実験
結果を示す．この結果から，BT の loss の値は小さくするほど訂正精度が向上して
いることがわかる．また，BT の学習を追加した場合，loss の重みに関わらず全て
訂正精度が減少していることもわかる．これらのことから，BT の学習が訂正モデ






表 5.3に CoNLL-14に対する USMTforward iter 1と，UNMT w/ DAE，UNMT
w/ DAE, BT の出力を示す．一つ目の事例が前置詞に関するもので，gold は ‘in’
を削除している．二つ目の事例は主語に対応した動詞の誤りと，冠詞に関する誤り
の 2つを含んでいる．この場合，gold は ‘include’ を ‘includes’ にしており，定冠
詞 ‘the’ を削除している．
一つ目の事例に対して USMTforward iter 1 は正しく前置詞 ‘in’ を削除しており，
他に余分な訂正も行っていない．UNMT w/ DAE も前置詞 ‘in’ は削除している
が，余分な訂正として前置詞 ‘up’ を挿入し，‘to ensure’ を削除している．UNMT
w/ DAE, BT は前置詞 ‘in’ は削除せず，‘to ensure’ を削除している．このように，
ニューラル手法を用いた場合は文意を変えている訂正を行っていることがわかる．
二つ目の事例に対して，USMTforward iter 1 は正しく冠詞 ‘the’ を削除している
が，‘include’ を過去形に変化させている．この訂正は文法的には間違っていない
が，入力文の文意を変えているため誤りとなる．UNMT の場合は BT の有無に関
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表 5.3 CoNLL-14 に対する教師なし手法の出力例．赤字は誤った箇所，青字は
訂正した箇所を示している．
source Some will wish to keep it to themselves and hope to ensure
that they will not bring in any pessimism into their family .
USMTforward iter 1 Some will wish to keep it to themselves and hope to ensure
that they will not bring any pessimism into their family .
UNMT w/ DAE Some will wish to keep it up to themselves and hope
that they will not bring any pessimism into their family .
UNMT w/ DAE, BT Some will wish to keep it to themselves and hope
that they will not bring in any pessimism into their family .
gold Some will wish to keep it to themselves and hope to ensure
that they will not bring any pessimism into their family .
source The law ’s spirit also include the fairness .
USMTforward iter 1 The law ’s spirit also included fairness .
UNMT w/ DAE The law ’s spirit also include the fairness .
UNMT w/ DAE, BT The law ’s spirit also include the fairness .
gold The law ’s spirit also includes fairness .
わらず，入力文をそのまま出力している．CoNLL-14 全体に含まれる冠詞の誤りの
訂正率（Recall）について調べたところ，USMTforward iter 1 は 44.97 であった．
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