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The study focuses on understanding the role of social media in crises. Social media platforms have the 
potential for creating instantaneous replication mechanisms with continuous cycles of information 
distribution (Wattal et al., 2010). It is inexpensive, easy to use and has the tendency of raising global 
awareness coupled with the potential of enhancing social capital, connections and fostering 
community resilience (Houston et al., 2015). Social media is recognised for its immediacy and 
pulsation effect (McGrath et al., 2012) as well as its potential for casting a global spotlight on hitherto 
remote communities. Such possibilities for replication, immediacy and pulsation, of throwing global 
spotlight and of fostering community resilience are some of the most desired potentials required in 
any high-velocity environment like disasters. Such possibilities and the nature of the phenomena and 
its application in the emergency realm is what provides a window for IS scholars to be interested and 
became essential stakeholders to investigate the social media phenomena during emergencies. As a 
result of the pervasive nature of SM and its subsequent application in crises, several scholars have 
investigated and reported on its influence in emergency contexts. Regardless of the significant number 
of literature in this area, Fraustino, Liu and Jin (2012) suggest that researchers correspondingly need 
to focus on the synthesis of what has been done so far. It is in these syntheses that we are able to 
establish the link between SM and disaster effort due to the broad and longer-term perspective of 
ICTs and emergency response. Thus, the review is timely, given the growing global application of 
various SM tools in crisis response. This study is therefore, aimed at providing insight to the 
following research questions: 
• What does the existing research evidence tell us about Social Media use in emergency 
management? 
• What gaps exist in the current literature? 
The following review discusses the nature of the uses of social media during emergency response 
operations. It also critically appraises the nature of social media and later, explores some unintended 
consequences of the use of social media in complex situations.  
Method 
Using the interpretivist approach as a method of qualitative inquiry, we conducted our literature 
review following Vom Brocke et al. (2015) 'recommendations of literature search in Information 
Systems research'. Our basis of doing so stemmed from the fact that research blossoms when scholars 
reuse the methods and knowledge developed by peers (Jomier, 2017). As a result, we combine Luna 
and Pennock's (2018) and Reuter and Kaufhold (2018) approach to a literature review. In combining 
the two methods as our prescriptive lens for reviewing past studies, we begin with Luna and 
Pennock's (2018) approach. It began with conceptualising the social media definition, then identifying 
source of literature such as scientific literature, official literature and specialised literature. Scientific 
literature involves studies from journals, conference proceedings and books. Official literature 
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comprises government document, policies, training manuals and official reports among others. 
Specialised sources are studies obtained from journals such as, International Journal of Mass 
Emergencies and Disasters (IJMEDS) as well as Information Systems for Crisis Response and 
Management (ISCRAM). Next, the authors identified key search terms such as 'social media', 'crisis 
response', 'emergency management', 'disaster response' among others. Later, we followed Reuter and 
Kaufhold (2018) methodology of identifying previous case studies on the use of social media in 
emergencies. In their studies, the authors focus was on specific events in which they later summarised 
trends across different type of events. Next, the authors explored the type of research in each case 
study and finally classify the studies into categories of interaction studied and derived use pattern. 
Search terms  
Our choice of databases for our literature search was informed by Wolfswinkel, Furtmueller and 
Wilderom's (2013) methodological approach where we limited our work to the use of electronic 
journals. As a result, we restricted our search to Wiley-Blackwell Full Collection (1997 to date), 
Elsevier (Science Direct), Business Source Premier and Palgrave McMillan databases for two reasons. 
First, these databases have more comprehensive collection coverage. For example, the Business 
Source Premier we have access to have collections dating back to 1997 while that of Palgrave 
McMillan databases collections started from 1991 to the current date of our literature search. Second, 
these databases are the ones we had access to at the time of our work. 
As with all other studies, our choice of key terms was inspired by the first title of our first author’s 
thesis on the use of social media in disasters and emergencies. Later, we were inspired by Kaplan and 
Haenlein's (2010) classification of social media in which they based their work using ‘social 
presence/media richness' and 'self-presentation/self-disclosure'. It was this classification that gave us a 
clue on our initial search. Against this, our search was limited to the dimensions that were popularised 
by Kaplan and Haenlein (2010). Hence, the combinations of the following search terms were used to 
form the search string; ‘Twitter’, ‘OpenStreetMap’, ‘Facebook’, ‘YouTube’, ‘Instagram’, ‘social 
media’, ‘web 2.0’, ‘digital media’, ‘social network’ ‘crowdsourcing’, ‘crowdfunding’ and ‘digital 
humanitarian’. The study after the initial search adopted variations of the following search string to 
incorporate all the key terms mentioned above for the study: Use of social media during disaster 
emergencies. The search was restricted to resources published between 2000 and 2015 and reviewed 
literature around concepts/themes in the domain of social media use in emergencies. Our search 
ceased when returns seemed not to add relevant articles (Webster and Watson, 2002). The review was 
primarily concept driven but also made room for articles which were theory specific. The essence of 
adopting multiple sources was to ensure that relevant articles were not missed. 
Resources searched 
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Our initial search for relevant literature involved vital information sources. To ensure a sound and 
well-grounded review process to advance knowledge (Webster and Watson, 2002), we employed the 
use of scholarly peer-reviewed journals for the apparent reason that these journals usually contain 
contributions that are most likely of a high standard (See Appendix A). It is worth noting that we also 
searched and included grey literature from reputable sources relevant to the disaster and emergency 
field.  
Search process 
The search was conducted between January 2015 and September 2016. A standardised search strategy 
was used with few modifications consistent with the type of source being searched. For example, 
some databases provide search options likes ‘all text’, ‘author’, ‘title’, ‘subject’, ‘abstract/author-
supplied abstract’, ‘Author-supplied keywords’, and ‘optional’. These options produce different 
output depending on the database a researcher is using. As an example, when we used ‘social media’ 
as a search string in Business Source Premier, using ‘all text’ parameter, the resulting output produced 
67 results. 
On the other hand, while we restricted our search by using the ‘title’ parameter, the output produced 
only five (5) results. As a result, we adopted a three-step search approach to collect the most relevant 
articles possible for the review. In the first instance, we opted to start the search process with two 
renowned Information Systems journals namely; Management Information Systems Quarterly (MISQ) 
and European Journal of Information Systems (EJIS). Subsequently, we added the Information 
Systems Frontiers and Journal of Information Science and then later, expanded to other journals. 
After the preliminary search, we identified articles on social media use in emergencies as defined by 
this study. At the second stage, the selected papers were categorised according to thematic areas 
around the research objectives (Braun and Clarke, 2006). The first author manually evaluated all the 
titles, abstracts and keywords of articles returned to be able to include or exclude such papers. 
Selected articles were then passed on to the second and third authors to retrieve full articles for a 
detailed review and subsequent analysis. In this study bibliographies of selected articles were not 
searched for candidate papers (Van Der Meijden et al., 2003). The report of the findings focuses 
mainly on the uses and impact of this socio-technological phenomenon during emergencies. Also, 
apart from reporting the use of SM in emergencies, emerging themes are also discussed. 
Inclusion/exclusion criteria 
Results returned from the searches were evaluated against a set of inclusion and exclusion criteria. We 
restricted our selection process to include only electronic/digital libraries/journals, articles published 
only in English; search results that did not return or grant access to the full article were excluded.  
The next section discusses our findings.  
 5 
Results 
This review contains 49 publications which start from 2002 to 2016. Nonetheless, we incorporated a 
seminal paper from 1957 that provides insights into the sociology of convergence behaviour by 
emergent groups during disasters (Fritz and Mathewson, 1957). The article offers unique insight into 
the different type of routines alongside their motivations. The authors suggest convergence behaviour 
is spontaneous and informal as well as taking the form of movement of people, messages and supplies 
towards disaster areas. From our review, the year 2014 appeared to be a year with highest publications 
whose central themes revolved around crowdsourcing (Boughzala and Vreede, 2014; Liu, 2014; 
Poblet, Garca-Cuesta and Casanovas, 2014) on the one hand and understanding digital volunteers, 
their uses as well as barriers of coordinating their work with emergency management organisation 
(Van Gorp, 2014; Hiltz, Kushama and Plotnick, 2014; Jung and Moro, 2014; Jung and Park, 2014; 
Morris, 2014; Panagiotopoulos, Bigdeli and Sams, 2014). Our guess is, these themes become more 
pronounced because of the near maturity of social media in the disaster research field. Furthermore, 
2011 featured eight publications in which the focus of the study as at that time revolved around 
understanding crowdsourcing in emergencies (Doan, Ramakrishnan and Halevy, 2011; Geiger et al., 
2011) and investigating the use of Twitter by emergent groups (Bright, 2011; Cheong and Lee, 2011; 
Oh, Agrawal and Rao, 2011; Starbird and Palen, 2011). In our estimation, the attention given to crowd 
work might be as a result of the rising needs for understanding its application beyond the sphere of 
traditional open calls. Likewise, the growing interest of researchers to study the use and application of 
Twitter could be attributed to many affordances and ease of use associated with Twitter.  
From the 49 papers we included in our review, 27 are published as journal papers, and 16 as 
conference papers. The remainder include a blog entry, magazines, newspaper as well as special 
reports. Most of the documents we reviewed are qualitative and employ a range of data collection 
methods. The coded results were grouped around different areas of impact and further examined for 
the following overarching trends: users and uses of social media, social media drawbacks and its 
affordances, crowdfunding, crowdsourcing and its use in emergencies as well as digital volunteerism. 
Social media in emergencies 
Our review of the literature on the use of social media in emergencies shows that previous studies 
tended to cluster around three broad themes. These themes include information sharing, situational 
awareness for decision making and collaboration among citizens, emergency management 
organisations, aid agencies as well as digital volunteers. For example, a review of past studies 
identifies social media users during emergencies as individuals, communities, private and public 
organisations as well as media outlets (Jung and Moro 2014). Fraustino, Liu and Jin (2012), as well as 
Morris (2014), went beyond understanding its use but sought out to find why they are using it at an 
individual level? The authors argue that people use social media because of convenience, as well as 
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looking for emotional support and healing. Other reasons include checking in with family and self-
mobilisation (ibid).  Several scholars suggest that people use social media during emergencies for 
organising and receiving emergency preparedness information and notices, signalling and detecting 
crises before it happens as well as reconnecting a community and its displaced members. Other 
findings revealed convenience and social norms, self-mobilisation, and connecting to those in 
situations of emergency or act as a stress release (Fraustino, Liu and Jin, 2012; Jung and Moro, 2014).  
Social media provides aid workers, disaster-affected communities and anyone with access to the 
Internet the opportunity to gather, extract, visualise and chronicle what is happening during 
emergencies (Cheong and Lee, 2011; Jung and Park, 2014). For example, humanitarian response 
organisations are taking advantage of social media for enhancing their situational awareness (Oh, 
Agrawal and Rao, 2011). To put it differently, social media platforms can enable emergency workers 
swift decision-making process in a high-velocity environment through enhancing their situational 
awareness and responsive gathering of real-time data. 
Various studies show that governmental organisations and aid agencies make use of social media 
during emergencies to share information and communicate with citizens (Bright, 2011; Cheong and 
Lee, 2011; Chatfield, Scholl and Brajawidagda, 2013). For example, during the Christmas season of 
2010, the national Swedish train operator takes advantage of Twitter to communicate to passengers 
and answer their queries (Larsson and Ågerfalk, 2013). Also, during the 2011 England riot, various 
local government councils made use of Twitter to collaborate with the citizens in dousing the tension 
and organising for clean-up (Panagiotopoulos, Bigdeli and Sams, 2014).  
Further review of past studies reveals a mixed finding on social media potentials and pitfalls (Putnam 
2002;  Mills et al. 2009). Recent research carried out by Panagiotopoulos et al. (2014), and Morris 
(2014) strengthened such dualities. Putnam (2002), for example, revealed that social media could 
serve as a potent tool for decision making, for conveying glad tidings about the safety of loved ones as 
well as a resource for preparedness and training purposes. Mills et al.s' (2009) study describes Twitter 
as a tool that is particularly useful for providing real-time and integrated information in an 
unprecedented manner not covered via radio and television. The finding concludes that there is no 
technology capable of competing with it. Likewise, Panagiotopoulos et al.s' (2014) study on the 
organising role of social media in the context of 2011 riots in the United Kingdom (UK) affirms that 
social media can enable partnership and interaction between government and community. The study 
analysed 1746 Twitter dataset posted by 81 local governments and reveals that the conversational 
nature of Twitter proves how it can serve as an anchor for organising. However, Putnam (2002), Mills 
et al. (2009) and Panagiotopoulos et al.  (2014) conclude their study with a caveat. Putnam states that 
empirical evidence suggests that it was also a medium for spreading misinformation that was capable 
of undermining aid work. He further cautioned that the next challenge for humanitarian managers is to 
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save social media from becoming part of the emergency. In other words, it must be part of the 
emergency work plan. This is in line with Mills et al.s' (2009) suggestion that the technology is not 
yet ripe for a robust emergency communications system. It is not, however, useful for management 
purpose in emergencies. The study nevertheless recommends its usage for mitigation purposes in 
detecting the thought of affected communities and finding information by the civilian population. The 
research further raises doubt about its potential as a complementary tool for an emergency operation. 
Against this background,  it is reasonable to agree with their criticisms in part and disagree with some. 
The reason is, Panagiotopoulos et al.'s (2014) study show that social media platforms enabled flash 
mobs that led to the 2011 riots in different parts of England. Surprisingly, some studies proved 
otherwise. Contrary to such assertion, there is no significant evidence for linking such a claim of 
using social media during the said riot. Conversely, there was substantial “evidence”, according to a 
study that looked at 2.4 million tweets sent, to suggest the use of  Twitter and other social media 
outlets in mobilising support for the post-riot clean-up activities. The study concludes that protesters 
used Blackberry messaging apps extensively to assemble and share information in advance (Bright, 
2011; Lewis et al., 2011). Past studies also examine both the perception and credibility of information 
shared via Twitter. So also do Nogami and Yoshida's (2014) survey on the effects of information 
sources on belief related to disaster myths among Japanese. The study conducted by Oeldorf-Hirsch 
and Schmierbach (2012) evaluates news from Twitter posts and compares it with news shared from 
the main source with a view to understanding how Twitter influences perceptions of information. The 
findings indicate that even regular users of the microblogging tools do not see it as a platform for 
providing information that is more reliable. The study recommends the need for caution in the use of a 
microblogging tool as a way of distributing information. Even though Oeldorf-Hirsch and 
Schmierbach end with a word of caution, Nogami and Yoshida's (2014) conclusion sees it differently. 
According to the latter, recent happenings prove that social media immediacy and pulsation effect 
have the potentials of concealing fallacies and misinformation. 
 
Interestingly, Zhiwei, Jian and Wangchen (2015, p. 369) provide additional support to the above 
thesis, in a study in which they examine how rumours spread over social media using a multi-layered 
communication model. Their finding shows that people spread rumours “based on three factors: the 
opinion environment, the individual’s social influence, and the cost to confirm the information”. 
Moreover, their result demonstrates that the same rumour could stop because of the interaction that 
occurs in the social fabric. Overall, their discovery proves how in practice in promoting web 2.0 could 
help the social structure to accelerate rumour stopping. 
Palen, Vieweg and Anderson  (2010) argue that when the need for help is at its peak, it is a delusion to 
trust that anyone has flawlessly accurate information. In such critical circumstances, it is hard to 
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account for the whole of the event. If someone claimed that, there is no way to categorise such events 
as a disaster situation. However, in a counterargument, the authors opined that technical support could 
facilitate the collation and injection of metadata, which frontline workers must make to assess 
credibility and helpfulness. In other words, “people's assessment of information helpfulness and 
credibility is a function of the “everyday analytic” (p.52). They therefore conclude it is not the job of 
the services and tools to make decisions; instead, allow their frontline workers to conclude as 
hurriedly and confidently as possible. In brief, social media studies provide mixed findings, where 
some established its usefulness and others documented challenges.  
While the above paragraphs reviewed the uses of social media, other scholars such as Fraustino, Liu 
and Jin (2012) claimed privacy concern, security, and accessibility issue as the primary fundamental 
reasons preventing people from using social media during emergencies. Other scholars claimed that 
some government officials are using social media in emergencies without formal training and 
understanding its implication. Furthermore, other findings revealed lack of time, policies and 
guidelines and concern about the trustworthiness of the social media data are among the foremost 
barriers (Hiltz, Kushama and Plotnick, 2014). This is in addition to the lack of archiving tools to 
curate information generated during crisis through social media platforms (Fraustino, Liu and Jin, 
2012). Nonetheless, Tapia and Moore (2014) argue that "emergency responders already operate with 
less than reliable, or "good enough," information in offline practice, and that social media data are 
useful to responders, but only in specific crises". Also, the study shows that aversion to the use of 
social media by emergency organisations transcends data quality and trustworthiness issues but 
revolves around the operational concern. In a separate study (Tapia, Moore and Johnson, 2013), the 
authors explained where social media data are useful to responders. Findings from this study, 
involving representatives from an international response organisation, suggest that crowdsourced 
social media data is more useful at the inception of response operations, on the areas of supply 
management, and "when the risks of ignoring an accurate response outweigh the risks of acting on an 
incorrect one". Other scenarios where crowdsourced information may not be considered include 
search and rescue operations (Tapia, Moore and Johnson, 2013).   
Other studies related to social media involve development of frameworks and models. For example, 
Jung and Moro (2014) identified five multilevel functionalities of social media by individuals, 
organisations, government and mass media which include micro, meso, macro, cross-level, and direct 
channels which is between micro/meso and macro level. Also, Houston et al. (2015) develop a 
framework for users and uses of social media.   
In summary, this subsection reviews past studies on the use, users, challenges and drawbacks of using 
social media in emergency situations.  
Crowd work  
 9 
This subsection addresses studies related to the application of social media in crowdfunding and 
crowdsourcing.  
Crowdfunding, as understood in this review, refers to an open call by an individual, or entity – social, 
cultural, ideological, or for-profit groups – to the public to raise funds via any ICT-based platform for 
a specific purpose (Najah and Jarboui, 2015). In other words, it is a process of using the online-
distributed crowd to generate funding for a cause(s) which can take the form of providing help to 
disaster victims. 
Extant literature associated with crowdfunding has so far examined the relevance and challenges of 
web 2.0 in fundraising. For instance, Boeder’s (2002) study on the significance of web 2.0 for a non-
profit organisation shows that it enables a versatile platform for advocacy, creative sharing of ideas, 
and fundraising. Findings also reveal web 2.0 as a critical information infrastructure that provides new 
tools and promising opportunities for driving and facilitating positive change in the community like 
providing help to disaster victims. Similarly, research conducted by Stiver et al. (2015) on online 
crowdfunding for civic projects further testifies to the potential of social media in providing a 
platform for securing funds and completing projects. The study also reveals the potential of web 2.0, 
that can enable organisations to forge a partnership between and across government agencies, 
businesses, and citizens.  
From the available studies in IS Journals, crowdfunding for disasters has not been given much 
attention from both IS and the disasters community. What is surprising is that social media and other 
traditional sources are replete with testimonies and high-sounding stories on how one organisation or 
the other generated funding. For example, in less than 24 hours, J.J. Watt was able to raise more than 
$10,000 on the GoFund me platform1.  However, such knowledge seems to elude scholarly peer-
reviewed journals. There is, therefore, a clear literature gap that needs urgent attention from IS 
researchers. 
Next, we review papers that examined concepts, taxonomies, components, and functions of 
crowdsourcing. Following that, we move on to review foundation studies on crowdsourcing and then 
narrow the focus to research related to the volunteer and technical communities (V&TCs).  
Based on our review, previous studies related to crowdsourcing in disasters clustered around 
understanding its definitions, classifications, models, framework, motivation, as well as its application 







'outsourcing', crowdsourcing has been defined by several authors including Estellés-Arolas and 
González-Ladró n-de-Guevara (2012) and Hetmank (2013). In trying to provide a comprehensive 
definition of crowdsourcing, Hetmank (2013) synthesised several papers and identified 17 different 
meanings which the author later categorised in four dimensions, organisational, technical, functional 
and human-centric (Hetmank, 2013). A more nuanced definition was provided by Liu (2014) in which 
the author defines crowdsourcing as a "dynamic form of cooperative work involving a large and often 
indeterminate number of civic participants conducting semi-autonomous tasks to address information 
management issues. This type of mass collaboration typically occurs in a distributed way often 
leveraging social networking technologies to facilitate coordination among different crowds (p. 
390)".  
 On the other hand, Starbird (2012) calls for an alternative view of conceptualising crowd work. 
According to him, various studies approached crowd work with different names such as 
'crowdsourcing', 'collective intelligence' or 'human computation' in disasters. The author concludes 
that "In every case, within the context of disaster, crowd work takes the form of organising 
information and organising people to organise information." (p. 8). Table 1 provides a synthesis of 
other crowdsourcing names.  
 
Table 1: Synthesis of other names for crowdsourcing 
Other names of crowdsourcing Authors 
Collective intelligence Thuan, Antunes and Johnstone, 2015; Warr, 2008 
Open innovation Marjanovic, Fry and Chataway, 2012 
Collective wisdom Doan, Ramakrishnan and Halevy, 2011; Hwang, 
Yuan and Weng, 2011  
Crowd work Ramakrishnan and Halevy 2011, Kittur et al. 2013  
Peer Production  Haythornthwaite, 2009 
Smart Mobs Rheingold, 2007   
Co-Creation  Zwass, 2010; Kohler et al., 2011 
 
Other studies dwelled on providing various classifications/taxonomies of crowdsourcing (Doan, 
Ramakrishnan and Halevy, 2011; Geiger et al., 2011), while others offer insight into the types of tools 
and platforms associated with crowdsourcing (Poblet, Garca-Cuesta and Casanovas, 2014). In the 
latter study, the authors (ibid) explore the kind of web-based tools and platforms for crowdsourcing 
during emergency response operations. The research proposed a taxonomy of such devices and 
platforms. Besides, other authors reviewed earlier studies and came up with different crowdsourcing 
model and frameworks. For instance, Haythornthwaite (2009) proposed two types of crowdsourcing 
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models - lightweight and heavyweight, while Boughzala and Vreede (2014) proposed a model and 
named it as Crowdsourcing Ideation Maturity Assessment Model (CIMAM). Also, using the concept 
of 'articulation of work' as an analytic frame, Liu (2014) study provides a salient dimension of crisis 
crowdsourcing. The framework offers a lens for understanding the why, who, what, where, when and 
how of an aspect of crowdsourcing alongside social, technological, organisational and policy 
interfaces associated with the 'articulation work'. Other authors proposed a community-based 
framework for crowdsourcing tasks during disasters to managing registration and task distribution 
using multiple social contexts (Yu et al., 2012).   
  On what motivates people to crowdsource, previous studies identify altruism, location factor, 
experience gathering and research, among others as motivation to participate in crowdsourcing 
(Brabham, 2012). Moreover, other studies highlight the use of crowdsourcing to provide information 
as a form of aid (Heinzelman and Waters, 2010).  
Digital volunteers 
This review began with an exposition on the use of social media in emergencies. Then we showed that 
the adoption of social media stimulates the birth of crowdfunding and crowdsourcing. We will now 
discuss how crowdsourcing phenomena spurred the emergence of online volunteer groups. Unlike the 
previous section, that draws literature mainly from IS and disasters journals, this segment will bring 
references from organisational studies and sociology of disaster scholars. In this section, the review 
provides a critical appraisal of organised response, collective behaviour, as well as debate and issues 
associated with humanitarian intervention.   
Emergent volunteer groups  
Historically, the use of crowdsourcing in situations of crisis began with the online convergence of 
bystander volunteers who use mobile technologies and web-based applications to raise awareness and 
solicit support for the affected communities (Campbell, 2010). Earlier traces of such activities by 
these disparate online volunteers were during the 2004 Indian Ocean Earthquake and Tsunami, and 
the 2005 London bombing, as well as Hurricane Katrina (Starbird, Muzny and Palen, 2012). During 
such periods, volunteers used Flickr to rally support for the disaster-affected communities (Liu et al., 
2008). Moreover, some additional evidence of the applications of crowdsourcing to situations of crisis 
using social media platforms such as Blogs and Facebook was seen during Hurricane Katrina in 2005 
and the Virginia Technology shooting in 2007 (Vieweg et al., 2008). Such platforms served as tools 
for collective intelligence by these online volunteers to maintain a sense of community. These 
platforms were also helpful in finding missing persons and identifying victims. Vieweg et al. (2008) 
opined that during the Virginia Tech shooting, these volunteers used Facebook to identify most of the 
victims ahead of the official pronouncement by the College. 
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Long before the advent of web 2.0, disaster sociologists provided a sociological explanation of how 
people converge, react and respond to disasters, in the same way as these disparate groups assembled 
(Quarantelli and Dynes, 1977; Britton, 1988, 1991). Other works from this research stream theorised 
on the concepts of formal, organised response, collective behaviour and role enactment. For instance, 
Dynes (1970) as cited in Webb (1999) argues that for a complete understanding of organisational 
response to disasters, one needs to understand the nature of the organisation itself. As such, he 
postulates a typology called DRC (Disaster Research Centre). The typology classifies organisations 
according to task and structure. This type of task could be either regular or non-regular, and he then 
classified these structures as old or new. From that classification, Dynes (1970) categorised 
organisations as Type I, II, III or IV. For example, Type I or established organisation (such as police, 
fire, and ambulance) with the characteristics of an existing (old) structure carrying out regular tasks 
during a response operation. Type II or expanding organisations (i.e. Red Cross) is characterised with 
carrying out regular tasks but with the new structural procedure. Type III or extending organisations 
have an existing (old) structure but undertake non-regular tasks in the event of a disaster. Lastly, a 
Type IV organisation, which is also known as an emergent organisation, is characterised by a new 
structure and always-undertaking non-regular tasks. See Table 2 for more details.  
Table 2: DRC (Disaster Research Centre) Typology 
Organisational 
categorises  
Description Examples of 
Organisations 
DRC Typology 
Type I Established 
organisation 
Police, Fire, and 
Ambulance services 
Existing (old) structure 
while carrying out 
regular tasks 
Type II Expanding 
organisations 
Red Cross, Salvation 
Army, Humanity Road, 
Standby Taskforce 
New structural 
procedures but with 
regular tasks  
Type III Extending 
organisations 
Public or non-profit 
organisations such as 
sporting clubs, logging 
company or Religious 
groups 
Existing (old) structure 
but undertake non-
regular tasks 
Type IV Emergent organisation Spontaneous and transient 
in nature like Virginia 
Tech Facebook group 




Researchers in this field also provide theoretical advances in the concept of collective behaviour, 
social solidarity and convergence phenomena (Fritz and Mathewson, 1957). Interestingly, Information 
Systems researchers with a specific interest in the crisis informatics field observed that the difference 
between offline and online convergence behaviour is in the immediacy in which information and 
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people converge, as well as the distance from which people can contribute to the relief effort (Hughes 
et al., 2008). Likewise, Fritz and Mathewson (1957) observed that in the aftermath of every disaster, 
there is always a convergence of people, information and resources (material). In explaining the 
nature of the people that converge on the disaster site, the authors classified these ‘convergers’ as 
‘returnees’, ‘anxious’, ‘helpers’, ‘curious’, and the ‘exploiters’. Later, Kendra and Watchtendorf 
(2003) as cited by Hughes et al. (2008) added ‘mourners’ and ‘supporters’. Using the same 
sociological constructs of Fritz and Mathewson's (1957) social convergence behaviour, Hughes et al. 
(2008) conclude that the difference is only in speed and geography. Groups that spontaneously 
converge as bystanders during a disaster and disappear shortly, are referred to as emergent groups 
because their advent and actions are extempore and therefore, exclusive to the catastrophe (Kreps and 
Bosworth, 2007). Disaster sociologists describe their collective behaviour as unaffiliated, convergent 
and spontaneous (Kreps and Bosworth, 2007). 
 To understand emergent groups, Stallings and Quarantelli (1985) investigate their roles and their 
implications in the emergency management process during disasters. The authors observed that these 
emergent groups are informal, and evolved based on the notion that emergency management 
organisations are nowhere near the disaster scene, or those present are overwhelmed or incapable of 
providing services to the disaster-affected communities. They also characterised these groups as 
lacking in the formalisation of structures and tasks as well as tradition. The groups also take the form 
of ‘damage group’, ‘search and rescue group’ or ‘coordination group’ depending on the 
circumstances.  
 
While the preceding sociological depiction of emergent groups appears before the advent of web 2.0, 
such type of emergence is also prevalent in the virtual world. Crisis informatics literature documents 
the appearance of virtual emergent groups during the July 2005 London bombings, Hurricane Katrina 
(Liu et al., 2008), the Virginia Tech event (Palen et al., 2009) as well as the 2007 Southern California 
wildfires (Sutton, Palen and Shklovski, 2008). Accordingly, Stallings and Quarantelli (1985) postulate 
that emergent groups will always appear in any disaster-impacted environment. They argue that such 
an appearance is inexorable, obvious, neither necessarily dysfunctional nor conflictive and its 
obliteration by any groundwork is something next to impossible. The study, therefore, recommends 
the need for recognition publicly of these groups by those in authority, as well as the need for linking 
their activities into the network of the organised response system. 
 Majchrzak, Jarvenpaa and Hollingshead (2007) used Transactive Memory System (TMS) theory – a 
postulation about knowledge management and coordination in groups - to provide insight into how 
this virtual emergent response team coordinates their activities using technology and available 
resources. Long before the use of TMS theory, Kreps and Bosworth (2007) theorised the concept of 
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collective behaviour. The authors derived their proposition from the DRC postulation of the organised 
response. They suggest that “formal organising starts with a clear understanding about the domain [D] 
and tasks [T] (i.e. what is being done, by whom, and how) before resources [R] are mobilised, and 
activities [A] take place (Majchrzak, Jarvenpaa, and Hollingshead, 2007, p. 300). Therefore, 
according to this proposition, established groups exhibit formal organising behaviour while emergent 
groups exhibit collective behaviour. The difference is, “with collective behaviour, activities [A] take 
place and resources [R] are mobilised before such understanding exist. The sequencing of the 
organisational element is A - R - T - D” (Majchrzak, Jarvenpaa and Hollingshead, 2007, p. 300) 
Public organisations 
Apart from the role of these emergent online groups, local management and public emergency 
organisations also take advantage of crowdsourcing in emergencies. These public organisations 
leverage crowdsourcing for information gathering and sense-making using open source tools and 
forums. For example, Heinzelman and Waters (2010) examine how the use of Ushahidi; an open crisis 
mapping software, helps relief organisations aggregate reports for food, water, shelter and medical 
care during emergency management operation. The findings revealed that organisations use the 
platform for authenticating and triaging high volumes of messages. An additional study also evaluates 
the potential use of open-source information in a crisis region of Iraq.  Findings from the study claim 
that by leveraging open source, they were able to source, format, and map a visual, cartographic 
structure of otherwise random information. Through such a process, they were also able to figure out 
the number of humanitarian organisations operating in Iraq with a listing of their thematic and 
geographical areas in the field. Their methodology enabled them to identify areas most recurrently 
experiencing security events. This method not only reveals the overall working environment within 
different parts of the country but also serve as a decision-making tool for donors and humanitarian aid 
agencies planning to deploy their personnel (Mubareka et al., 2005). 
In addition to the use of crowdsourcing for information gathering and sense-making, these 
organisations are also leveraging it to increase their effectiveness in providing time-critical media 
services. A study on the use of crowdsourcing by the Indonesian Agency for Meteorology concludes 
that the haste and reach of the government's tsunami early warnings would be significantly less 
without citizens' online and direct participation in rebroadcasting the message. The active part played 
by volunteer citizens, as claimed by the authors, increased the agency’s efficiency in reaching over 4 
million people within 15 minutes of the earthquake (Chatfield, Scholl and Brajawidagda, 2013). 
Digital Volunteer Communities (DVCs)  
The literature on permanent digital volunteer communities revolves around understanding their 
classification, activities, impacts, collaboration alongside its associated challenges with emergency 
management organisations and relief agencies. Van Gorp's (2014) study explores different types of 
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digital volunteer communities and categorises them based on their functions, expertise and interest. 
The author classified these communities into crisis mapping communities, software and development 
communities, expert network communities and social media and data aggregation communities (ibid). 
Communities such as crisis mapping communities include, among others, Humanitarian OpenStreet 
Map, Standby Task Force, Crisis Mappers, GEOCAN, GisCorps and Map Action. Software platforms 
and development communities include organisations such as Sahana Software Foundation, Frontline 
SMS and Ushahidi. Expert network communities comprise organisations such as Crisis Commons, 
Random Hacks of Kindness, Geeks Without Bounds and Data Kind. Social media and data 
aggregation communities include volunteer organisations such as Humanity Road and ICT4Peace.   
Other studies related to digital volunteer communities focus their attention on understanding their 
activities and associated impact within the humanitarian ecosystem. For example, Meier (2011) 
provides insight into the effects of crisis mapping communities with regards to how they mobilise 
resources and provide information as a form of aid during disasters. The study underscores how crisis-
affected communities are gradually taking a critical role as a source of digital information. 
Likewise, Starbird and Palen (2013) explored the trajectory of Humanity Road right from its inception 
as an emergent group to its transmutation as an established group. The study sheds light on its 
information processing activities during mass disruption to its quest to standardise digital disaster 
response work.  
Past studies such as the work of Sabou and Klein (2016) investigate the role of digital volunteer 
communities in augmenting the practice of formal humanitarian organisations. The study provides 
insights into how they provide vital situational awareness information for decision making. The work 
of Hughes and Tapia (2015), provides a more informed insight with regards to socio-technical impact 
between professional responders and digital volunteers. The study suggests ways to improve 
collaboration and coordination. The suggestion proposed by the authors include incorporating 
mediators, revisiting trust, emergency policy and process changes, a bounded social environment, 
digital volunteer data as context, and computational solutions (ibid). Other studies identified several 
barriers to coordination between digital volunteers and emergency management organisations and 
relief agencies. Some of these barriers include governance structure, technical and information 
management capabilities, ethical and security challenges as well as the legal implications of digital 
volunteers (Sabou and Klein, 2016; Meier, 2011). Others are the difference in organisational structure 
(hierarchical versus flat), philosophies and corporate culture, privacy, data ownership, liability and 
security (Weinandy, 2016).  
Apart from understanding their motivations, coordination mechanisms and tools, Meier (2011) brings 
the discourse of digital volunteer communities from the blogosphere and listserv to the mainstream 
research community. His study assesses the impact of crisis mapping technology through the lens of 
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the humanitarian crises in Haiti, Russia, Libya and Somalia. Meier’s (2011) findings suggest that 
digital humanitarian intervention helped in providing shared situational awareness, decision making, 
self-organising and tendency to save lives. As novel as this study with its rare insights is, it is not clear 
whether the impact provided by these mapping communities is generalisable to other communities 
such as data aggregation communities, software platforms and development communities and expert 
network communities. However, the study provides an exciting benchmark for comparative analysis 
of impacts on various online volunteer groups.  
As these communities begin to interface within the ecosystem of humanitarian clusters, barriers to 
collaboration start to emerge. These barriers include; volunteer-based problems; disaster response and 
humanitarian relief organisation-based challenge as well as mutually shared challenges.  
Regarding volunteer-based challenges, the most common pressing issues in their communities have to 
do with volunteer management. As part of their continuous improvement programmes, these 
communities usually invest their effort in training volunteers so that over time they will become 
highly skilled, well-experienced and trusted. Suddenly, some of the volunteers that receive such 
training disappear without prior notice or informing the organisations about their intention to 
withdraw. With such kind of sudden withdrawal, these organisations struggle with the ‘institutional 
memory vacuum’ created by these ‘deserting’ volunteers. While research dealing with this type of 
issue is at its infancy, some scholars hypothesise that volunteers usually disappear due to burnout, 
psychological stress, and lack of engagement and recognition as part of the sociological explanation 
for this volunteer instability (Meier, 2011; Van Gorp, 2014; Weinandy, 2016). However, it is yet 
unclear how researchers and practitioners are tackling these issues.  
Concerning the second barrier, while digital humanitarians are struggling with volunteer management 
and loss of ‘institutional memory’ issues, formal and traditional humanitarian organisations are also 
not insulated from such challenges. For instance, some of the challenges faced by formal and 
traditional organisations relate to the dearth of workforce and policy guidelines to deal with this 
‘unnecessary addition’ to their system (Hiltz, Kushama and Plotnick, 2014; Tapia and Moore, 2014). 
Their lack of workforce and policy guidelines offers a window for collaboration, but their 
organisational culture demands that humanitarian response be guided by standard operating 
procedures, which sometimes contradicts the philosophy of the digital volunteer communities’ 
operations. 
 
Finally, it is instructive to note that literature from IS, disasters, sociology and organisational studies 
is replete with associated challenges that bedevil the interfacing of these organisations with one 
another. Before the advent of web 2.0 and mobile technologies, disaster sociologists summarised 
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studies conducted by DRC on problems associated with organisational behaviour in the context of 
disaster management (Quarantelli, 1988). The study finds information flow, the exercise of authority 
and coordination as the significant issues experienced by organisations responding to disasters. 
Specifically, the author shows that the organisational problems associated with the communication 
process and information flow are intra-organisational, inter-organisational, from organisation to the 
public, from the government to organisations, and within systems of organisations. The author also 
counts personal exhaustion, the organisational authority of conflict, organisational domain conflict 
and inter-organisation jurisdictional issues as the biggest problems in organisational decision-making. 
The study finding also outlines the lack of inter-organisational consensus, strained coordination 
between disaster response organisations and impact of disaster magnitude as the main issues 
associated with coordination during disaster management. 
While the other summarisation of DRC findings broadly identified communication process and 
information flow, the exercise of authority and decision making as well as coordination, recent studies 
associated with digital volunteer communities nearly mirror the same thing, with some few 
exceptions. In comparison with DRC’s research findings, our review explores digital volunteer 
communities’ crisis management approach and issues associated with its response operation. Findings 
from our research clustered around coordination and data management issues. IS literature is replete 
with concern on the use of crowdsourced data by digital volunteer communities while responding to 
emergencies (e.g. Tapia, Moore and Johnson, 2013). Such concerns centred on data trustworthiness, 
quality and credibility as well as issues related to ethics, privacy, security and intellectual property 
(ibid). In a related study that uses the concept of articulation to explore the coordination of 
humanitarian response between digital volunteers as well as formal humanitarian response and 
disaster relief organisations, Hughes and Tapia (2015) identified data quality, credibility and 
organisational need and fit as the main barriers to collaboration. The study suggests the use of 
mediators, revisiting trust and use of bounded social media environment as an alternative approach to 
address the information quality issue. They also suggest the use of mediators, policy and process 
change to overcome organisational need and fit, while the use of volunteers’ data as ambient, and the 
computational method, can serve as a solution to the trust issue. Tapia and Moore (2014) add another 
dimension to the data management issue by concluding that aspects of crowdsourced information had 
extended the limits of data accuracy and credibility to that of operational concerns. 
Related to the above challenges are the issues of communication, institutional routines and social 
processes (Sabou and Klein, 2016). Adding another dimension to understanding disaster management 
issues, Rozakis (2007) uses cultural theory and risk perception to discuss the cultural context of 
disaster management. The author combines this theoretical analysis with a case study of the King 
Crossfire incident of 1987. The study reveals that cultural differences such as training, hierarchy and 
authority, communication, decision-making, and secrecy among emergency management 
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organisations were the main barriers affecting holistic inter-organisational coordination of disaster 
response.  For emergency management organisations to reduce the impact of cultural differences, they 
have to incorporate isomorphic and active learning in their interoperability framework.  
Review observations 
We now reflect on our engagement with the literature and discuss pertinent observations that we 
believe need attention from the research community. 
To date, both IS and disasters scholars have documented ease of use, convenience, affordability and 
availability as some of the factors prompting the public to use social media during emergencies. 
Existing literature does not provide sufficient scholarly work on the role of mobile-based messaging 
applications such as WeChat, Whatsapp, Jott and Viber in emergency management. It is surprising 
that even though credible media organisations like the BBC2 have used messaging application such as 
WhatsApp during the Ebola epidemic and are using them for crowdsourcing news in hard to reach 
areas,  scholars have not focused on examining this phenomenon as to  what roles they are playing. 
Issues related to barriers, diffusion, ease of use, and technology itself would indeed be a promising 
field to examine. 
On the literature related to social media, it is worth noting that recent humanitarian emergencies such 
as the Nepal earthquake and Ghana flooding proved social media to be a potent reporting tool. These 
incidences attested Facebook, YouTube, Instagram and Twitter as tools with multidimensional 
organising potentials. The ability of these social media technologies to help in raising global 
awareness and provide tools for locating missing people is an excellent potential3. These social media 
platforms also enable the world community to provide funds and inform relatives of the whereabouts 
of their families. A typical example of the potency and powerful propagation mechanism of social 
media is how it enabled donors to contribute $8 million to the Red Cross for Haiti within 48 hours4. 
However, there has been a little discussion by the IS community that gives a neutral and scholarly 
narrative on the reality of these potentials. These researches provide only anecdotal instances to 
support the role of social media in emergencies (Jung and Moro, 2014). There is, a need for further 
empirical studies in this regard. Such studies should aim to determine to what extent Google Person 
Finder, Facebook Safety Checks and similar social crowdsourcing and crowdfunding tools aid 






Although crowdsourcing receives attention from both the IS and disaster communities, there is still a 
need for further research in the area of digital volunteer communities. It is instructive to note that 
scholars provide insights on how volunteers used social media tools to provide collective intelligence 
during emergencies (Vieweg et al., 2008). The literature is also replete with studies that deal with the 
roles of digital volunteer communities in collaboration, and others that looked at barriers (e.g. Van 
Gorp, 2014), debates and concerns regarding data quality, legal liability, security implications, 
intellectual property, ethical considerations, crisis mapping and the impact of digital volunteers on 
humanitarian organisations (Meier, 2011). However, despite growing concern from the United 
Nations, nation-states and global media sources, the field has not attracted academic interest on this 
‘unwelcome addition’ to humanitarian systems and lacks deeper and richer grounding in theoretical 
work.  
The review of these studies has revealed gaps in the use of social media in emergencies. These gaps 
include:  
• The shortage of a social media policy framework for practitioners such as emergency 
management organisations and aid agencies that provide a blueprint for the rules of 
engagement with the public, as well as emergent groups.  
• The inability of the research community to provide evidence-based insights on whether some 
roles that social media play during emergencies are more central than others. 
• There is a lack of proper training, tools and platforms to overcome the challenge of the 
prevalence of false information in the initial emergency report and the need to proffer 
solutions for such misinformation. 
• There is an absence of field research and surveys that go beyond the use of a convenience 
sample by employing national samples as well as longitudinal studies that explore 
emergencies which cover both response as well as recovery.  
• The shortage of relevant scholarly work on the emerging roles of mobile-based messaging 
applications such as WeChat, Whatsapp, Jott and Viber in emergency management.  
Conclusion 
This review provides insight into the use of social media in emergencies. The result of this work helps 
in identifying gaps, which include the lack of a social media policy framework, lack of training and 
proper tools for engagement, and the absence of field research and surveys, as well as longitudinal 
studies, that explore emergencies and cover both the response as well recovery. Our work has helped 
in identifying the lack of relevant scholarly work on the emerging roles of mobile-based messaging 
applications in emergency response and management.  
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The study has also contributed to identifying 13 common issues that appear across disaster crisis 
management studies. These items comprise: trust, data credibility, organisational needs and fits, data 
quality, communication, organisational culture, ethical issues, privacy issues, legal issues, intellectual 
property, institutional routines and social process. By sorting and aligning these elements into DRC 
findings under three broad areas of the communication process and information flow, the exercise of 
authority and decision-making, and coordination, we realised that six elements fit into their findings. 
For example, under communication process and information flow, communication (Sabou and Klein, 
2016) elements tally with DRC findings. Under the exercise of authority and decision-making, two 
features such as institutional routines and social process (Sabou and Klein, 2016) fit into DRC’s 
categorisation. Again, three elements comprising operational issues (Tapia, Moore and Johnson, 2013; 
Tapia and Moore, 2014), organisational culture and organisational needs and fit (Hughes and Tapia, 
2015) satisfied DRC’s classification of coordination. However, the remainder of the seven common 
concerns in our study: intellectual property, data quality, data credibility, legal issues, ethical issues, 
privacy issues and trust (Hughes and Tapia, 2015; Van Gorp, 2014; Tapia and Moore, 2014; Tapia, 
Moore and Johnson, 2013; Office for the Coordination of Humanitarian Affairs (OCHA), 2013; 
Meier, 2011), did not match with any DRC categorisations. Taking a thoughtful and deeper look, we 
may conclude that all seven elements could come under one broad category: the data management 
issue. By identifying these seven elements, which are not in previous studies, we provide a unique 
contribution to social media studies in emergencies.   
Future studies should determine to what extent Google Person Finder, Facebook Safety Checks and 
other social crowdsourcing and crowdfunding tools and platforms aid victims, communities and aid 
agencies in managing humanitarian emergencies. Such studies should look at understanding the role 
which disaster-affected communities play as first responders in any emergencies, as well as the 
emerging roles of mobile-based messaging applications in disaster emergency management. There is 
also a need for the development of frameworks and policies for collaboration between emergency 
management organisations and digital volunteer communities that will address the issues of trust, 
privacy, security and legal challenges.   
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