for detail. To obtain a reasonable efficiency in computing solution of partial differential equations, one must aware of the interplay between accuracy desired and the CPU time usage on a particular compuling platform.
This paper is organized in the following sections: Section 2 will introduce Chebyshev collocation method and algorithms in computing the Chebyshev spectral derivative. Section 3 describes the preconditioning method to reduce the roundoff error. The statistical minimum possible roundoff error is derived in section 4. In section 5, we will discuss the numerical results of the accur_cy using different algorithms. We also will describe the numerical error associated with in comlmtil_g the elements of the differentiation matrix and ways to overcome it. Section 5 will give the filial co,clusion for the study of the roundofferror. Conclusion about accuracy is given in sectioll 6. The section7. Section 8 presents the conclusion of CPU timing. 
They are the extrema of the N order Chebyshev polynomial
The function v(x) is interpolated by constructing the N order interpolation polynomial gj (x) such that gj(xk) = _fjk, i.e.
where u(x) is the polynomial of degree N and u/ = v(xi), j = O,...,N. It can be shown lhal 
and now the derivative of u(xi) becomes
Another algorithm is the even-odd decomposition algorithm, as discussed in (Solomonoff, 1992) .
It exploits the following regularity that the Chebyshev derivative matrix has, namely
Actually, this is a property that most derivative matrices have, not just the Chebyshev. The following description is for an even number of interpolation points, i.e., N is odd. If the number of points is odd, the algorithm is slightly more complicated, and the reader is referred to (Solomonoff, 1992) . The algorithm has three stages. First, the vector u is decomposed into its even and odd parts:
Next, e and o are multiplied by matrices related to the original derivative matrix:
Finally, u' is constructed from e t and d:
This algorithm has the advantage of only using half as many operations and half as much memory as the matrix-vector multiplication algorithm.
Transform-Recursion Method
There is an algorithm involving fast Fourier transforms. The polynomial interpolating the points is expressed as a sum of Chebyshev polynomials 
k=O k
Except for the ck, this is a cosine transform, which can be evaluated in O(N log N) operations using fast Fourier transforms.
Next, the coefficients of the derivative of the interpolating polynomial are obtained by a recurrence relation:
Finally, u' is obtained by an inverse cosine transform: 
is differentiated in the usual way, and the derivative of the linear function is added on.
and g is a vector whose elements are all ones, then the discrete version of this is 
Moreover, these computations are done on two different machines. The first is an IBM 9121-320 VF with a vector facility. This is Brown University's mainframe computer.
The other inachine is a Cray-2. This is Voyager at NASA-Langley Research Center. The computations were done in double precision on the IBM and single precision on the Cray. The machine precision for double precision on the IBM is E = 2.1 x 10 -16 and single precision on the Cray is • = 3.5 x 10 -1"5.
On the IBM, the three algorithms used were the matrix multiply, the even-odd, and the transform-recursion where the cosine transform was computed by symmetrically extending the input data and using a real-to-complex FFT algorithm. The matrix multiplications and the FFTs werecomputed usingESSL(Version 4) subroutines. (ESSLisIBM's optimizedscientificcomputing subroutinelibrary.) On the Cray,the samethreealgorithmswereused.In addition,the transform-recursion algorithm wasalsocomputedusingthe forwardandinversecosinetransform(CFT) subroutinesFCR and FCRINV from LARCLIB. This is a library local to NASA Langley.They appearto do preand post-processing of the input data,and thencall an FFT subroutine.
All of the algorithmswerecomputedtwice. Oncewith nopreconditioning, andonceusingthe preconditioning ideadescribed in section3. Twonormsfor the errorwerecomputed, the L_ norm, and the L2 norm. The L2 norm we used was not exactly the usual one. We used
This is supposed to approximate the Chebyshev-weighted
The minimum error estimate described in section 4 was also computed and displayed on the same graphs with the other data. The estimated L2 error was computed using the discrete Chebyshev L2 norm above, rather than as in section 4. The dotted line represents the estimated minimum error.
The curves with solid symbols represent algorithms with no preconditioning. The curves with hollow symbols represent algorithms with the preconditioning described in section 3.
Figures 1 and 2 present roundoff error as a function of N for all of the above cases. Lo_ error is computed for u(x) = sin(2x)+cos(2x) on the IBM 9121-320 VF (figure 1) and u(x) = exp(-x _) on the Cray 2 (figure 2). We computed error for several other combinations of error norm, machine, and function, but they all looked basically the same, so we are only presenting these two. 
So the error in the matrix elements is O(N4e). This is rather large. Fortunately there is a way to compute the matrix elements more accurately.
Since the interpolation points are computed by a cosine function,
it is possible to use trigonometric identities to eliminate the subtraction of similar numbers (Canuto, et. al., 1988, pages 504,511,512, Rothman) :
Instead of (3), we have
This formula should result in more accurate entries of the matrix. In (Breuer and Everson, 1989) , the matrix elements were not computed with trigonometric identities. 
Flipping of the Differentiation

Matrix
A clue to the answer came from looking at the roundoff error at each point for the matrix multiply algorithm. We found that the error near x = -1 was larger than the error near x = +1, even if the function being differentiated was symmetric. Even with the trigonometric identity form of tim derivative matrix, some elements of the matrix were still not being calculated accurately.
The problem lay in the fact that if x is a small number, then sin(x) and sin(rr -z) are both (the same) small number. But, while sin(x) can be calculated with relative error comparable to machine precision ¢, sin(_r -x) can only be calculated with absolute error comparable to _. Its relative error is O(c/x).
In figure 5 , the relative error in computing sin-2(x) and sin-2(r -x) is graphed as a function of z. The error for sin-2(x) is roughly machine precision and doesn't depend on x. On the other hand, the error of sin-2(rr -x) grows as x gets smaller and the slope of the graph indicates that the error is roughly proportional to x -1. Since this is the relative error, and sin-2(_ " -x) = O(x-2), the absolute error is proportional to x -3. This results in a roundoff error of O(N3_) for the matrix elements in the lower right corner of D:
The reason the even-odd algorithm (EO) had such good accuracy compared to the matrix multiply algorithm (MV) was that the matrices used in the even-odd algorithm were calculated using only the top half of the derivative matrix in (16), and didn't use the inaccurate lower half.
A simple remedy for this problem is not to calculate the bottom half of the matrix at all. Just calculate the top half, flip it over, and use it in place of the bottom half. That is, use the property The explicit loops were never fastest. Figure 11 show the worst algorithm for each choice of N and M. We see that for N less than to the CFT-recursion. Figure  16 shows the slowest algorithm on the Cray.
While the cosine transform is very fast, it has considerably more roundoff error than the other algorithms, especially for large N. For this reason we have duplicated timing results in figure 15 without including the timing of the CFT-recursion (figure 17). The region belonging to the matrix multiply is unchanged. Most of the region that belonged to the CFT-recursion was claimed by the FFT-recursion. The most interesting difference is that now the even-odd algorithm is fastest for all N less than about 200 (except for the matrix multiply region). 
Fastest Algorithm
IBM 9121-320 VF 
