Using the weak-noise theory, we evaluate the probability distribution P(H, t) of large deviations of height H of the evolving surface height h(x, t) in the Kardar-Parisi-Zhang (KPZ) equation in one dimension when starting from a flat interface. We also determine the optimal history of the interface, conditioned on reaching the height H at time t. We argue that the tails of P behave, at arbitrary time t > 0, and in a proper moving frame, as − ln P ∼ |H| 5/2 and ∼ |H| 3/2 . The 3/2 tail coincides with the asymptotic of the Gaussian orthogonal ensemble Tracy-Widom distribution, previously observed at long times. 
Using the weak-noise theory, we evaluate the probability distribution P(H, t) of large deviations of height H of the evolving surface height h(x, t) in the Kardar-Parisi-Zhang (KPZ) equation in one dimension when starting from a flat interface. We also determine the optimal history of the interface, conditioned on reaching the height H at time t. We argue that the tails of P behave, at arbitrary time t > 0, and in a proper moving frame, as − ln P ∼ |H| 5/2 and ∼ |H| 3/2 . The 3/2 tail coincides with the asymptotic of the Gaussian orthogonal ensemble Tracy-Widom distribution, previously observed at long times. The Kardar-Parisi-Zhang (KPZ) equation [1] is the standard model of non-equilibrium interface growth driven by noise [2] [3] [4] [5] [6] . In d = 1, the KPZ equation reads
where h(x, t) is the interface height, and ξ(x, t) is a Gaussian white noise with zero mean and ξ(x 1 , t 1 )ξ(x 2 , t 2 ) = δ(x 1 − x 2 )δ(t 1 − t 2 ). We will assume here that λ < 0 [7] . At long times the evolving KPZ interface exhibits self-affine properties and universal scaling exponents [2] [3] [4] . In d = 1, its characteristic width grows as t 1/3 , whereas the correlation length in the x-direction grows as t 2/3 , as confirmed in experiments [8] . The exponents 1/3 and 2/3 distinguish the KPZ universality class from the EdwardsWilkinson (EW) universality class which corresponds to the absence of the nonlinear term in Eq. (1).
Recent years have witnessed a spectacular progress in the exact analytical solution of Eq.
(1), see [5] and [6] for reviews. For an initially flat interface, most often encountered in experiment, the exact height distribution at a given time was obtained by Calabrese and Le Doussal [9] . They achieved it by mapping Eq. (1) onto the problem of equilibrium fluctuations of a directed polymer with one end fixed, and the other end free, and by using the Bethe ansatz for the replicated attractive boson model [9] . They derived a generating function of the probability distribution P(H, t) of height H of the evolving KPZ interface in the form of a Fredholm Pfaffian. They also showed that, for typical fluctuations, and in the long-time limit, P(H, t) converges to the Gaussian orthogonal ensemble (GOE) TracyWidom (TW) distribution. Later on Gueudré et al [10] used the exact results of [9] to extract the first four cumulants of P(H, t) in the short-time limit. These cumulants exhibit a crossover from the EW to the KPZ universality class as one moves away from the body of the distribution toward its (asymmetric) tails. The tails themselves, however, are unknown: neither for long, nor for short times. Finding them is a natural next step in the study of the KPZ equation, and it is our main objective here.
Instead of extracting the tails from the (quite complicated) exact solution [9] , we will obtain them, up to preexponential factors, from the weak-noise theory (WNT) of Eq. (1). The WNT grew from the Martin-Siggia-Rose path-integral formalism in physics [11] and the Freidlin-Wentzel large-deviation theory in mathematics [12] . Being especially suitable for sufficiently steep distribution tails, it has been applied to turbulence [13] , lattice gases [14] , stochastic reactions [15] and other areas, including the KPZ equation itself [16] . To evaluate P(H, T ), we first determine the optimal history of the interface conditioned on reaching the height H at time T . We find that the tails of P behave, at any time T > 0 and in a proper moving frame [17] , as − ln P ∼ H 5/2 as H → ∞ and ∼ |H| 3/2 as H → −∞. The 3/2 tail coincides with the asymptotic of the GOE TW distribution, previously established for long times [9] . We also reproduce the short-time asymptotics of the second and third cumulants of P(H), obtained in [10] .
1. Scaling. Upon the rescaling transformation t/T → t x/ √ νT → x, and |λ|h/ν → h Eq. (1) becomes
where ǫ = Dλ 2 √ T /ν 5/2 is a dimensionless parameter. Without loss of generality, we assume that the interface height H is reached at x = 0. The initial condition is h(x, t = 0) = 0. Clearly, P(H, T ) depends only on the two parameters |λ|H/ν and ǫ [17] .
2. Weak-noise theory. The WNT assumes that ǫ is small (more precise conditions are discussed below). Then a saddle-point evaluation of the proper path integral of Eq. (2) leads to a minimization problem for the action [16, 18] . Its solution involves solving Hamilton equations for the optimal history of the height h(x, t) and the canonically (20) and (25) to numerical results at large |H|. Left inset: the small-H asymptotic (37) vs. numerics.
conjugate "momentum" field ρ(x, t):
where H = dx w is the Hamiltonian, and w(x, t) = ρ ∂ 
The a priori unknown coefficient Λ is ultimately determined by H.
Once the WNT problem is solved, one can evaluate
where, in the rescaled variables, the action S is
Figure 1 shows S = S(H) found by solving Eqs. (3) and (4) numerically with a modified version of Chernykh-Stepanov iteration algorithm [19] . Analytic progress is possible in three limits that we now consider.
3. H → +∞, or Λ → +∞. Here we drop the diffusion terms in Eqs. (3) and (4) and arrive at
where V (x, t) = ∂ x h(x, t). Equations (8) and (9) describe a non-stationary inviscid flow of an effective gas with density ρ, velocity V , and negative pressure p(ρ) = −ρ 2 /2 [20] . This hydrodynamic problem should be solved subject to the conditions V (x, 0) = 0 and Eq. (5). An additional, "inviscid" rescaling x/Λ 1/3 → x, V /Λ 1/3 → V , and ρ/Λ 2/3 → ρ leaves Eqs. (8) and (9) invariant, but makes the problem parameter-free, as Eq. (5) becomes ρ(x, 1) = δ(x), describing collapse of a gas cloud of unit mass into the origin at t = 1. Further, Eq. (7) yields
where s should be obtained by plugging the solution ρ(x, t) of the parameter-free problem into Eq. (7). Remarkably, we can already predict the scaling behavior of S(H). Indeed, the rescaled height at t = 1 is h(0, 1)
, and Eq. (10) yields
leading to the announced H 5/2 tail. What is left is to calculate s and H 1 , which are both O(1). Fortunately, the hydrodynamic flow is quite simple:
and
where r(t) > 0, ℓ(t) ≥ 0 and a(t) ≥ 0 are functions of time to be determined. (The behavior of V (x, t) at |x| > ℓ(t) will be discussed shortly.) The "mass" conservation, inherent in Eq. (8), yields a simple relation ℓ(t)r(t) = 3/4. Using it, and plugging Eqs. (12) and (13) into Eqs. (8) and (9), we obtain two coupled equations for r(t) and a(t):ṙ = ra andȧ = a 2 + (32/9)r 3 . Their first integral is a = (8/3)r √ r − r 0 , where r 0 ≡ r(0). This yields a single equation for r(t):
where r 0 = (3π/16) 2/3 . Now we can calculate s:
What happens at |x| > ℓ(t), where ρ = 0? In the static regions, |x|
, one has ρ(x, t) = V (x, t) = h(x, t) = 0 at all times. In the Hopf regions, ℓ(t) < |x| < ℓ 0 , V (x, t) is described by the (deterministic) Hopf equation [21] , where the function F (V ) is found from matching with the pressure-driven solution at x = ±ℓ(t):
At t = 1 the pressure-driven flow shrinks to the origin, and the Hopf solution,
holds in the whole interval |x| ≤ ℓ 0 . Now we can find the optimal height profile h(x, t = 1).
Equations (18) (for V > 0) and (19) determine h 1 (−ℓ 0 ≤ x ≤ 0) in parametric form. h 1 (0 < x ≤ ℓ 0 ) follows from the symmetry h(−x, t) = h(x, t). The interface develops a cusp singularity at x = 0: h(|x| ≪ 1, 1) ≃ H 1 − 2|x| 1/2 , where
2/3 . Now we plug this H 1 , and s from Eq. (16), into Eq. (11). As a result, Eq. (6) becomes
The "5/2 tail" is controlled by the nonlinearity and independent of ν. Figure 1 shows that the asymptotic (20) slowly converges to the numerical result at large positive H. Figure 2 shows the optimal time histories of the height profile h(x, t) and of the auxiliary field ρ(x, t), as observed in the full numerical solution for Λ = 10 3 . The analytical predictions agree very well with the numerics except in narrow boundary layers, where diffusion is important. These boundary layers do not contribute to the action in the leading order in H.
4. H → −∞, or Λ → −∞. Here ρ = ρ 0 (x) is localized in a small boundary layer (BL) around x = 0, and does not depend on time, except very close to t = 0 and t = 1, see Fig. 3b . h(x, t) behaves in the BL as h 0 (x, t) = h 0 (x) − ct, where c = const, see Fig. 3a . Outside the BL ρ(x, t) ≃ 0, and h(x, t) obeys the deterministic equation
In the BL we should solve two coupled equations: −c = V 
The condition h(0, 1) = −|H| yields c = |H| ≫ 1. Now we calculate the action (7):
and, using Eq. (6), obtain the desired H → −∞ tail:
This tail perfectly agrees with the right tail of the GOE TW distribution [9] . For the initially flat KPZ interface this asymptotic was obtained in the long-time limit [9] . We argue that it holds at any time T > 0, provided that the right-hand side of Eq. (25) is much larger than unity. The asymptotic (25) rapidly converges to the numerical result, see the right inset of Fig. 1 . Although the BL solution suffices for evaluating ln P, it does not hold for most of the optimal path h(x, t). This is because h 0 (x) in Eq. (22) diverges at |x| → ∞, instead of vanishing there as it should. The remedy comes from two outgoing-traveling-front solutions of Eq. (21) that hold outside of the BL. For x > 0 the traveling front (TF) is of the form h(z) = −2 ln(1 + C 2 e −vz ), where z = x − vt, and v > 0 and C 2 > 0 are constants to be found. Importantly, the TF solution can be matched with the BL solution (22) in their joint region of validity. Indeed, at |vz| ≫ 1 and z < 0, the TF solution becomes
In its turn, the outer asymptotic of the BL solution (22) , valid at √ c x ≫ 1, is
Matching Eqs. (26) and (27), we obtain c = 2v 2 and C 2 = 2. Then, by virtue of the symmetry h(−x, t) = h(x, t), the complete two-front solution is h(x, t) = −2 ln 1 + 2e
It rapidly decays at |x| > vt. Equations (22) and (28) describe the optimal interface history. Notably, the diffusion only acts in the BL (which gives the main contribution to P) and in the small regions of rapid exponential decay. The simple TF solution (27) and its mirror reflection at x < 0, that hold in most of the system, are inviscid. Figure  3 shows the optimal time histories of h and ρ obtained numerically and analytically for Λ = −10 2 . 5. Low cumulants. At short times, ǫ ≪ 1, and for sufficiently small rescaled heights H, we can develop a regular perturbation theory in H, or in Λ, cf [22] . In the zeroth order we have h 0 (x, t) = ρ 0 (x, t) = 0. Therefore,
Correspondingly, S(Λ) = Λ 2 S 1 + Λ 3 S 2 + . . . . In the first order Eqs. (3) and (4) yield
Solving the anti-diffusion equation (31)b with the boundary condition ρ 1 (x, 1) = δ(x), we obtain
Therefore,
. Now we need to solve the diffusion equation (31)a with the forcing term ρ 1 from Eq. (32) and the initial condition h 1 (x, t = 0) = 0. After standard algebra, the solution is
At t = 1 the interface develops a corner singularity at the maximum point x = 0:
and we obtain Λ = √ 2π H, and
That is, at short times, small height fluctuations are Gaussian [10] . The KPZ nonlinearity kicks in in the second order of the perturbation theory, but the equations for h 2 and ρ 2 are linear:
with the boundary conditions h 2 (x, 0) = ρ 2 (x, 1) = 0. Straightforward but tedious calculations [18] lead to
Then Eq. (6) yields (still in the rescaled variables)
This distribution holds when ν 1/2 H 2 /(D √ T ) ≫ 1 and |λ|H/ν 1. The second and third cumulants of P, in the leading order in ǫ, are
in agreement with [10] . The left inset of Fig. 1 compares, for moderate H, Eq. (37) with our numerical results [23] . 6. Discussion. Let us summarize the predictions of the WNT. At short times, ǫ ≪ 1, the dependence of S ≃ −ǫ ln P(H, T ) on H (in the proper moving frame [17] ) is shown in Fig. 1 . The body of the distribution is described by Eq. (38) (see also [9] ); the tails are described by Eqs. (20) and (25) . The small parameter ǫ ≪ 1 guarantees the validity of these results at all H.
At long but fixed time, ǫ ≫ 1, the WNT is not valid in the body of the height distribution, giving way to the GOE TW statistics [9] . Far in the tails, however, the action S is very large. Therefore, we argue that the WNT tails (20) and (25) hold. The 3/2 tail is captured by the TW statistics, the 5/2 tail is not. We expect the 5/2 tail to hold when it predicts a much higher probability than the left tail, − ln P ∼ ν 2 H 3 /(|λ|D 2 T ), of the TW distribution. The condition is H ≫ D 2 |λ| 3 T /ν 4 . Hopefully, the 5/2 tail will be observed in experiment and extracted from the exact solution [9] . Notably, a 2.4 ± 0.2 tail (and a 1.6 ± 0.2 tail) were observed in numerical simulations of directed polymers in a random potential [24] . Also, the 5/2 and 3/2 tails were obtained for the current statistics of the TASEP in a ring [25] . To what extent the latter, finite-system, results are related to our infinite-system results is presently under study.
After this work was completed, we learned that distribution tails equivalent to our Eqs. (20) and (25) were obtained in [26] in the context of directed polymer statistics.
We thank P. Le Doussal, T. Using Eq. (1), we can express the Gaussian noise term as
The corresponding Gaussian action is, therefore, S/D, where
In the weak-noise limit, and for large deviations, we should minimize this action with respect to the interface history h(x, t). The variation of the action is
Let us introduce the momentum density field ρ(x, t) = δL/δv, where v ≡ ∂ t h, and
is the Lagrangian: a functional of h(x, t). We obtain
and arrive at
the first of the two Hamilton equations. Now we can rewrite the variation (A3) as
After several integrations by parts, we obtain the Euler-Lagrange equation, which yields the second Hamilton equation:
The boundary terms in space, resulting from the integrations by parts, all vanish because of the boundary conditions at |x| → ∞. There are two boundary terms in time: at t = 0 and t = T . The term dx ρ(x, 0) δh(x, 0) vanishes because we specified the height profile at t = 0. The boundary term dx ρ(x, T ) δh(x, T ) must also vanish. As we specified h(x = 0, T ) = H, δh(x = 0, T ) is zero, so ρ(x = 0, T ) can be arbitrary. On the contrary, h(x = 0, T ) is not specified, so ρ(x = 0, T ) must vanish. This implies the boundary condition
The a priori unknown constant Λ should be ultimately determined from the condition h(x = 0, T ) = H.
B. Calculation of the Second-Order Correction to S at Small H The starting point is Eqs. (36) and (37) of the main text:
with the boundary conditions h 2 (x, 0) = ρ 2 (x, 1) = 0. Let us start with Eq. (B2). It is convenient to introduce a potential ψ(x, t), so that ρ 2 (x, t) = −∂ x ψ(x, t). The potential ψ(x, t) obeys the equation
with ψ(x, t = 1) = 0. The source term ρ 1 ∂ x h 1 is the following:
− erf
The solution to Eq. (B3) is given by 
Now we have to express Λ through H. As we need the action S to third order in H, we need H to second order in Λ. To this end we need to calculate h 2 (x, t), that is to solve Eq. (B1), where −(1/2)(∂ x h 1 ) 2 + ρ 2 plays the role of a source term, and flat initial condition h 2 (x, t = 0) = 0. Now, ρ 2 (x, t) = −∂ x ψ(x, t), where ψ is given by Eq. (B6). The solution of Eq. (B1) can be written as 
It is sufficient for our purpose to find h 2 (0, 1), namely 
which finally leads to
We therefore get
Inverting this series gives
Plugging Eq. (B20) into Eq. (B13) for S and keeping terms up to third order in H, we arrive at Eq. (38) of the main text.
