Towards Visual Navigation of an Autonomous Underwater Vehicle in Areas with Posidonia Oceanica by Bonin-Font, Francisco et al.
Revista Iberoamericana de Automática e Informática industrial 15 (2018) 24-35 www.revista-riai.org
Hacia la Navegacio´n Visual de un Vehı´culo Auto´nomo
Submarino en Areas con Posidonia Oceanica
Francisco Bonin-Font∗, Carles Coll Gomila, Gabriel Oliver Codina
Grupo Sistemas, Robo´tica y Visio´n, Universidad de las Islas Baleares, ctra de Valldemossa km 7.5, 07122 Palma de Mallorca.
Resumen
Este artı´culo presenta los resultados de un estudio experimental exhaustivo que determina el tipo de caracterı´sticas visuales que
presentan una mayor robustez, estabilidad y trazabilidad en ima´genes submarinas tomadas en entornos colonizados con Posidonia
Oceanica (P.O.), sean consecutivas o que cierran bucles (ima´genes que muestran una misma a´rea, parcial o totalmente, tomadas en
tiempos distintos, desde puntos de vista distintos o incluso en condiciones de iluminacio´n diferentes). El trabajo se ha centrado en
dos puntos fundamentales: a) evaluar la capacidad que pueden tener varias te´cnicas de aumento de contraste en ima´genes con P.O. a
la hora de aumentar el nu´mero y calidad de las caracterı´sticas visuales, y b) encontrar la combinacio´n detector/descriptor invariante
a rotacio´n y traslacio´n, que maximiza el nu´mero de correspondencias inliers usadas posteriormente para el ca´lculo de la odome´tria
visual, o en el registro de ima´genes que cierran bucles.
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Towards Visual Navigation of an Autonomous Underwater Vehicle in Areas with Posidonia Oceanica
Abstract
This paper presents an exhaustive, extensive and detailed experimental assessment of different types of visual key-points in terms
of robustness, stability and traceability, in images taken in marine areas densely colonized with Posidonia Oceanica (P.O.). This
work has been focused mainly in two issues: a) evaluating the capacity of several image color and contrast enhancing preprocessing
techniques to increase the image quality and the number of stable features, and b) finding the pair feature detector/descriptor, from
a wide range of different combinations, that maximizes the number of inlier correspondences in consecutive frames or frames that
close a loop (images that overlap, taken at distant time instants, from different viewpoints or even with different environmental
conditions). Conclusions extracted from both evaluations will affect directly the quality of visual odometers and/or the image
registration processes involved in visual SLAM approaches.
Keywords: Autonomous Mobile Robots, Robot Navigation, Robot Vision, Visual Motion.
1. Introduccio´n
La Posidonia Oceanica (P.O.) es una planta acua´tica
ende´mica del Mediterra´neo, que forma grandes praderas y jue-
ga un papel importantı´simo en el mantenimiento de los ecosis-
temas marinos, ya que: a) contribuye a la deposicio´n y conso-
lidacio´n de sedimentos, b) atenu´a las corrientes marinas, c) es
refugio y fuente de comida de numerosas especies de animales
y vegetales, d) absorbe dio´xido de carbono y libera oxı´geno,
aumentando la transparencia y calidad del agua, y mitigando
el cambio clima´tico (Diaz-Almela y Duarte, 2008). La Posido-
nia es muy sensible a la contaminacio´n, y se ve muy afectada
por la actividad humana, como por ejemplo, los fondeos incon-
trolados y la pesca de arrastre. En general, la extensio´n de esta
planta esta´ en claro declive en todo el Mediterra´neo (Short et al.,
2012; Jorda et al., 2012), y su deterioro afecta directamente a
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las industrias pesquera y turı´stica.
La Comunidad Europea identifica las praderas de Posidonia
Oceanica como ha´bitats de alto intere´s y exhorta a los diferen-
tes enclaves turı´sticos Mediterra´neos a delimitar a´reas de espe-
cial proteccio´n. Por todo ello, es primordial aplicar estrategias
de monitorizacio´n y control de estos ha´bitats.
La cartografia geo-localizada de las colonias de P.O. es cru-
cial para controlar su extensio´n y estado, y para proteger los
ecosistemas simbio´ticos desarrollados dentro de ellas. Normal-
mente el control de estas praderas se realiza a trave´s de buzos,
quienes instalan marcadores y medidores en el perı´metro y den-
tro de las mismas para delimitar su extensio´n y altura. En oca-
siones, los buzos son seguidos mediante el uso de localizadores
acu´sticos (Scaradozzi et al., 2009). Este proceso es lento, ofre-
ce datos imprecisos y esta´ supeditado a la capacidad de los tan-
ques de oxı´geno y a las medidas de seguridad que deben obser-
var los buzos. Actualmente hay algunas propuestas tecnolo´gicas
para detectar y delimitar las praderas de Posidonia: a partir de
ima´genes multi-espectrales vı´a sate´lite (Matarrese et al., 2008)
o ma´s recientemente, utilizando vehı´culos submarinos auto´no-
mos equipados con ca´maras (Bonin-Font et al., 2016, 2017), o
un Side Scan Sonar (SSS) (Maida et al., 2011; Montefalcone
et al., 2013). No obstante, ninguna de estas estrategias ha dado
resultados definitivos, dejando abiertas toda una serie de posibi-
lidades incluidas en el proyecto nacional ARSEA (Augmented
Reality Subsea Exploration Assistant-TIN2014-58662-R), ac-
tualmente en curso.
Este proyecto propone explorar los fondos marinos colo-
nizados con P.O. con un robot submarino auto´nomo (AUV)
modelo SPARUS II (Carreras et al., 2013), equipado con una
ca´mara este´reo enfocada hacia el fondo. El objetivo es cons-
truir foto-mosaicos (2D) geo-localizados, que muestren, con
gran fiabilidad, la estructura de las praderas, permitiendo cal-
cular automa´ticamente diversos indicadores biolo´gicos para va-
lorar su estado y evolucio´n. Para conseguir que el vehı´culo siga
la trayectoria programada es necesario contar con un sistema de
localizacio´n y navegacio´n preciso y efectivo. Adema´s, con el fin
de obtener foto-mosaicos ajustados al entorno real, es necesario
aplicar unas caracterı´sticas visuales (visual features) suficien-
temente robustas, que garanticen el registro de ima´genes que
solapan, tanto consecutivas como si cierran bucles (ima´genes
no consecutivas, tomadas en instantes claramente separados en
el tiempo, desde distintos puntos de vista, y quiza´s, con dife-
rentes condiciones ambientales, que visualizan la misma zona
y que solapan total o parcialmente).
Normalmente los AUVs navegan integrando los datos de
movimiento obtenidos por sensores inerciales (giro´scopos, ace-
lero´metros), odome´tricos (Doppler Velocity Log-DVL) o de po-
sicionamiento absoluto (GPS, sensores de presio´n oUltra Short
Baselines USBLs). Sin embargo, los sistemas de localizacio´n y
navegacio´n asistidos por ca´maras reducen el precio, aumentan
la fiabilidad y la versatilidad y permiten resoluciones espaciales
y temporales ma´s altas. Mu´ltiples experimentos con SPARUS
II realizados en el contexto del proyecto ARSEA han demos-
trado que el funcionamiento del DVL navegando relativamen-
te cerca (entre 3 a 5 metros) de fondos cubiertos con Posido-
nia es suficientemente erra´tico como para no fiar la navegacio´n
del vehı´culo a este sensor, aumentando la necesidad de com-
plementar la localizacio´n con odometrı´a visual. La odometria
visual normalmente se basa en el seguimiento de caracterı´sticas
visuales en ima´genes consecutivas que solapan parte de la zona
visualizada. Este ca´lculo sera´ ma´s fiable y robusto cuanto ma-
yor sea el nu´mero de correspondencias correctas entre ima´ge-
nes.
Adicionalmente, con el fin de corregir la tı´pica deriva en
el posicionamiento del vehı´culo cuando e´sta se calcula a par-
tir de sensores inerciales u odome´tricos, se puede ejecutar si-
multa´neamente algu´n proceso de Simultaneous Localization
and Mapping (SLAM) visual en el que el registro de ima´ge-
nes que cierran bucles se convierte en un punto crı´tico (Eus-
tice et al., 2008). El registro visual de ima´genes que solapan
se realiza con e´xito a partir de un cierto nu´mero de correspon-
dencias entre puntos caracterı´sticos de las dos ima´genes involu-
cradas. Si el registro tiene e´xito, se obtiene una transformacio´n
geome´trica entre las dos ima´genes. Esta transformacio´n es ma´s
robusta cuando el nu´mero de correspondencias aumenta, y pier-
de fiabilidad conforme e´ste se reduce, de tal manera que exis-
te una correlacio´n directa entre el numero de correspondencias
y el hecho de poder o no registrar dos ima´genes que cierran
un bucle (Negre et al., 2016b). Por ello, para que un sistema
de SLAM visual funcione correctamente es imprescindible ob-
tener un nu´mero considerablemente alto de correspondencias
entre ima´genes que cierran bucles, y un nu´mero muy bajo de
correspondencias entre ima´genes que no lo cierran.
Sin embargo, los entornos marinos colonizados con P.O.
presentan a los sistemas visuales dificultades an˜adidas a las pro-
pias de los entornos acua´ticos: a) la absorcio´n y la dispersio´n
de la luz en diferentes direcciones causado por las partı´culas en
suspensio´n en el agua puede generar diversos efectos indesea-
dos como turbidez, niebla, disminucio´n en el brillo, saturacio´n o
vin˜eteo, los cuales dificultan la extraccio´n de caracterı´sticas vi-
suales suficientemente descriptivas y robustas, b) la P.O. genera
entornos dina´micos debido al ligero movimiento de las hojas
con la corriente marina, aumentando la dificultad de empare-
jar las mismas caracterı´sticas visuales en ima´genes que mues-
tran zonas comunes, y c) pueden presentar extensas a´reas en
las que se combinan texturas extremadamente complejas como
en las zonas con alta densidad de P.O., zonas de rocas u otras
algas, combinado con a´reas sin pra´cticamente textura (arena)
y con muy pocas caracterı´sticas visuales. Esto los convierte en
entornos muy exigentes donde los sistemas convencionales de
navegacio´n, localizacio´n y/o SLAM visual pueden fallar o dar
resultados poco fiables.
Algu´n trabajo reciente (Ferreira et al., 2016) explora el com-
portamiento de distintos tipos de caracterı´sticas visuales en en-
tornos marinos. Aunque nuestro trabajo se inspira en (Ferreira
et al., 2016), aquı´ se introducen tres componentes adicionales:
a) los experimentos presentados en (Ferreira et al., 2016) estan
realizados en entornos marinos donde la textura predominante
es la arena, muy distintos a los que se exigen en el proyecto
ARSEA, donde se incluyen a´reas extensas con P.O., abundan-
cia de rocas y otras especies vegetales que cubren el fondo ma-
rino, b) esto obliga a aumentar el numero de combinaciones
de detectores/descriptores, c) se amplia el estudio a ima´genes
que cierran bucles, y d) aquı´ adema´s se aplican algoritmos de
pre-procesamiento de las ima´genes que modifican el color y el
contraste, con el fin de poder procesar con e´xito areas con dis-
tintos tipos de P.O., de diferentes tonalidades distintas, y bajo
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diferentes condiciones ambientales y de iluminacio´n.
Este artı´culo presenta una evaluacio´n completa del rendi-
miento de 34 combinaciones de detectores y descriptores de
caracterı´sticas visuales, potencialmente invariantes a rotacio´n
y traslacio´n, aplicadas a secuencias grabadas en a´reas con P.O..
El objetivo de esta comparativa es dilucidar que´ combinaciones
son las ma´s robustas en estos entornos marinos, en te´rminos de
cantidad de caracterı´sticas y la robustez en su trazabilidad, en
dos aspectos esenciales en la localizacio´n visual: 1) en ima´ge-
nes consecutivas (feature tracking), lo cual afecta directamente
al ca´lculo de la odometrı´a visual del vehı´culo, y 2) en ima´genes
que cierran bucles (feature matching), lo cual influye en la co-
rreccio´n de las derivas en posicionamiento mediante te´cnicas de
SLAM visual y tambie´n en la construccio´n de foto-mosaicos.
El porcentaje de inliers o de outliers es un factor relevante
a la hora de evaluar el comportamiento de un proceso de featu-
re tracking visual, ya que los outliers indican correspondencias
incorrectas, descartables para cualquier tipo de ca´lculo de movi-
miento, y los inliers representan las correspondencias correctas.
Cuanto mayor sea el nu´mero de inliers, ma´s so´lida es aquella
combinacio´ de detector/descriptor, ma´s frecuente y numerosa
en una misma ima´gen, ma´s fa´cil de encontrar su corresponden-
cia en ima´genes que solapan y en consecuencia, ma´s fiable pa-
ra el ca´lculo visual del movimiento del robot. Aunque el buen
funcionamiento de muchos de los detectores y descriptores usa-
dos en esta comparativa ha sido ampliamente contrastado en la
literatura, se ha hecho en la mayorı´a de los casos en el aire,
se han probado en muy pocas ocasiones en entornos marinos
y nunca se ha hecho en areas con alta densidad de vegetacio´n
marina y rocas. En general, las caracterı´sticas visuales se pue-
den comportar de forma distinta segu´n el entorno y condiciones
ambientales en las que se capturan las ima´genes, sea en el aire
o en el agua. Por ejemplo, ORB-SLAM (Mur-Artal et al., 2015)
es un sistema probadamente robusto en entornos terrestres pero
que demuestra fallar considerablemente en entorno marinos con
P.O. (Negre et al., 2016a). Es por ello que este estudio es esen-
cial, ya que el uso de un tipo u otro de caracterı´stica visual, ma´s
o menos robusta, en este tipo de entornos condicionara´ el e´xito
de los procesos de localizacio´n y navegacio´n visual del vehı´cu-
lo. La obtencio´n de la mejor combinacio´n detector/descriptor
es un paso previo que permite aumentar al ma´ximo la fiabilidad
de la odometrı´a visual calculada despue´s, usando algu´n me´to-
do contrastado tipo Viso2 (Geiger et al., 2011) o ORB-Tracker
(Mur-Artal et al., 2015). De forma similar a (Ferreira et al.,
2016), el objetivo de este trabajo no es el ca´lculo y optimiza-
cio´n de la odometrı´a visual, sino establecer, en un paso previo,
cual detector/descriptor debemos usar en este tipo de entornos,
que nos garantice una alta fiabilidad y robustez en el ca´lculo
posterior de algu´n tipo de odometrı´a y/o SLAM visual basados
en feature tracking/matching.
Adema´s, con el fin de aumentar el nu´mero y la calidad de las
caracterı´sticas visuales, todas las ima´genes se pre-preprocesan
con 4 te´cnicas de mejora de color y aumento de contraste distin-
tas, aumentando el nu´mero de combinaciones valoradas hasta
136. El amplio abanico de resultados experimentales extraı´dos
de una serie de secuencias de vı´deo grabadas con el robot SPA-
RUS II en la costa norte de Mallorca muestran claramente que´
caracterı´sticas visuales ofrecen mejores prestaciones y las que´
tienen un comportamiento ma´s erra´tico.
2. Registro de ima´genes y deteccio´n de bucles
En aplicaciones de photo-mosaicing, SLAM visual o na-
vegacio´n visual topolo´gica, el registro visual de dos ima´genes
parte del hecho de que, si dos ima´genes solapan (visualizan to-
tal o parcialmente la misma a´rea), muchas de las caracterı´sti-
cas visuales deberı´an tener descriptores muy similares, y sus
correspondencias se pueden usar para calcular el movimiento
relativo entre ambas ima´genes. En nuestro caso, dado que la
ca´mara del robot esta´ enfocada hacia abajo, con el eje de la len-
te perpendicular al plano del fondo marino y el robot se mueve a
altura constante girando solo en yaw (presenta solo 3 grados de
libertad, -x, y, θ-), si la altura a la que se mueve el robot es mu-
cho mayor que el relieve del suelo el registro de dos ima´genes
se puede aproximar por una transformacio´n T (roto-traslacio´n)
afı´n en el plano horizontal, que mapea cada punto de la imagen










, donde θ indica la rotacio´n horizontal entre las dos ima´genes,
y el par (tx, ty) la traslacio´n de los puntos en las coordenadas
horizontales (x, y).
El para´metro de escala se obtiene posteriormente a partir
de los datos de distancia al fondo del DVL combinado con la
altura calculada a partir de las ima´genes este´reo. Esta trans-
formacio´n T se obtiene aplicando un algoritmo iterativo simi-
lar a RANdom SAmple Consensus (RANSAC) (Fischler y Bo-
lles, 1981) al conjunto de correspondencias entre dos ima´ge-
nes que solapan. La transformacio´n resultante T es la que mi-
nimiza el error cuadra´tico ε entre una serie sucesiva de subcon-
juntos C de dichas correspondencias (Burguera et al. (2015)):
T = argmı´nrt e(rt), donde ε = e(T ) (error en la transformada)
y e(rt) =
∑
∀(i, j)∈C ||pi − Tq j||
2, siendo pi y q j las coordenadas
homoge´neas de una pareja de features correspondientes, uno de
cada imagen, y rt la roto-translacio´n que transforma q j en pi.
Para determinar las correspondencias entre puntos de dos
ima´genes que potencialmente cierran un bucle, se aplica un pro-
ceso de feature matching por Brute Force. Las correspondencias
entre caracterı´sticas visuales se obtienen a partir de una funcio´n
Sum of Square Differences (SSD) que compara cada descriptor
de cada caracterı´stica de la imagen 1 (q j) con todas las carac-
terı´sticas encontradas en la imagen2 (pi). Este proceso no solo
devuelve la transformada que genera un error mı´nimo en todas
las correspondencias encontradas, sino´ que adema´s elimina las
correspondencias erro´neas.
Este proceso permite identificar partes del entorno visitados
anteriormente por el robot (bucles), imponiendo restricciones
de localizacio´n en el vehı´culo, y en consecuencia, aumentando
de forma clara la exactitud en su posicionamiento incremental.
Se considera que dos ima´genes no consecutivas cierran un bucle
si el nu´mero de inliers sobrepasa un cierto umbral. Asimismo
se considera que no cierran un bucle si el nu´mero de inliers esta´
por debajo de otro umbral distinto. Lo deseable, es que el in-
tervalo entre ambos umbrales sea grande, que las ima´genes que
cierran bucle tengan muchos inliers, y aquellas que no lo cie-
rran tengan muy pocos. Si el nu´mero de inliers tiene el mismo
rango tanto para ima´genes que cierran bucles como para ima´ge-
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nes que no los cierran, no es posible discriminar unos casos de
los otros.
3. Odometrı´a visual
El proceso de feature tracking entre caracterı´sticas visua-
les de dos ima´genes consecutivas que solapan aplica tambie´n la
funcio´n de SSD, pero asumiendo tres condiciones adicionales:
1) un punto en una imagen se proyecta en la siguiente imagen
con las mismas caracterı´sticas visuales, 2) un punto en una ima-
gen sufre un desplazamiento muy pequen˜o en la imagen conse-
cutiva; esta asuncio´n lleva implı´cito suponer que la frecuencia
de captura de ima´genes es suficientemente alta, 3) coherencia
espacial: todos los puntos vecinos se mueven en la misma di-
reccio´n.
El proceso consiste en la ejecucio´n de dos pasos:
para cada caracterı´stica visual en la primera imagen se
calcula el SSD entre su descriptor y el descriptor de ca-
da una de las caracterı´sticas que se encuentran dentro de
una zona de la segunda imagen, restringida a unos cuan-
tos pı´xeles de superficie y centrada en las coordenadas
del punto en la primera imagen;
aquel punto o caracterı´stica en la segunda imagen cuyo
SSD esta´ por debajo de un cierto umbral γ se conside-
ra una correspondencia correcta o inlier; si existen varias
posibles, se asigna aquella con un SSD mı´nimo.
Adema´s, se aplica un proceso de Cross Check Matching en
el que las correspondencias en un sentido (de la imagen 1 a la
2) solo son validadas si tambie´n se dan en sentido contrario (de
la imagen 2 a la 1).
Una vez calculadas las correspondencias correctas entre
puntos caracterı´sticos de ima´genes consecutivas, se puede ob-
tener una primera estimacio´n del movimiento instanta´neo de la
ca´mara a trave´s de la Homografı´a H que modela la transfor-
macio´n de los puntos que son coplanares de forma ana´loga a
la transformacio´n T referida en la seccio´n anterior. Cada ca-
racterı´stica visual en la primera imagen (x) y su homo´loga en

















, respectivamente, cumplen x′ = Hx.
En general, para el ca´lculo de H, son necesarios al menos
4 correspondencias para resolver los 8 grados de libertad sin
ambigu¨edades (Hartley y Zisserman, 2003). No obstante, da-
do que el nu´mero de grados de libertad del vehı´culo se limita
a 3 (x, y, θ), en este caso 2 correspondencias son sufientes. El
ca´lculo de H tambie´n incluye un proceso iterativo convergente
basado en Least MEDian of Square regression (LMEDS) (Sher-
tzer y Prager, 2002) y la eliminacio´n de las correspondencias
con un error de re-proyeccio´n superior a un cierto umbral, en
nuestro caso configurado a 1 pixel (Wilow-Garage, 2014). Por
lo tanto, tanto la matriz de homografı´a como los inliers obte-
nidos son altamente fiables, si las condiciones de ca´lculo son
o´ptimas. Cuantas menos correspondencias aparecen entre dos
ima´genes, o si estas son de menor calidad (unen puntos que no
son exactamente el mismo), menos ajustada sera´ la transforma-
da incluida en la homografı´a resultante. Y esto dependera´ del
detector/descriptor utilizado.
En ima´genes consecutivas con alto grado de solapamiento
(en nuestro caso, baja velocidad del robot, 7 fps), el nu´mero de
correspondencias sera´ normalmente alto. Aunque el nu´mero de
puntos necesario para el ca´lculo de H es pequen˜o, si el nu´mero
de correspondencias entre ima´genes consecutivas o ima´genes
que cierran un bucle es muy bajo y/o no son suficientemente
robustas, hay ma´s probabilidades de que RANSAC no conver-
ja a una solucio´n o´ptima aplicable a todas las correspondencias
entre las dos ima´genes. En este caso, aplicar LMEDS es prefe-
rible ya que para garantizar una odometria mı´nimament fiable
necesitamos ma´s de un 50% de inliers, y si no los hay, hay que
desestimar el resultado obtenido. Por otro lado, si el nu´mero
de caracterı´sticas es muy alto, el nu´mero de outliers puede au-
mentar considerablemente. Para este trabajo, el resultado final
a evaluar no es la transformada resultante, sino´ la cantidad de
inliers encontrados para cada detector/descriptor.
En resumen, las caracterı´sticas visuales (descrip-
tor/detector) ma´s adecuadas para trabajar en nuestros entornos
con Posidonia deberı´an responder a algunos condicionantes
comunes tı´picos en aplicaciones de ca´lculo de movimiento o
identificacio´n de escenas (Krig, 2014) (Li et al., 2015):
Robustez, trazabilidad y rapidez en los procesos de mat-
ching y tracking, ya que la localizacio´n se debe realizar
on-line.
Invarianza a rotacio´n y traslacio´n para detectar cierres de
bucle, y permitir el ca´lculo de la odometrı´a visual.
El nu´mero de inliers entre ima´genes consecutivas y
ima´genes que potencialmente cierran bucles debe ser ra-
zonablemente alto.
El nu´mero de inliers entre ima´genes que no cierran lazos
debe ser considerablemente bajo.
En este trabajo se han combinado 7 detectores (STAR,
FAST, SIFT, SURF, BRISK, ORB y HARRIS) con 5 descripto-
res (SIFT, SURF, BRISK, ORB y FREAK), todos ellos amplia-
mente utilizados y referenciados en la literatura en numerosas
aplicaciones de navegacio´n, en un total de 34 combinaciones
potencialmente invariantes a rotacio´n y traslacio´n. El objeti-
vo sera´ determinar cuales de ellos ofrecen un mejor compor-
tamiento a la hora de calcular el movimiento de la ca´mara y
registrar ima´genes que solapan.
4. Mejora de Contraste en Ima´genes Submarinas con P.O.
Con el fin de aumentar la eficiencia del proceso descrito en
el anterior apartado, las ima´genes se han pre-procesado con dis-
tintos filtros de mejora de contraste y de color. En total se han
estudiado cuatro filtros: Local Color Correction (LCC) (Moore
et al., 1991), Multi Scale Retinex (MSR) (Jobson et al., 1997),
Multi Scale Retinex - New Kernel (MSR-NK) (Morel et al.,
2014) y un cuarto me´todo de mapeo de tonalidades basado en el
algoritmo de Mai et al (Lauga et al., 2014). La figura 1 muestra
una imagen extraı´da de una de las secuencias grabadas por el
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SPARUS II en el norte de Mallorca, con presencia de Posidonia




Figura 1: (a) Imagen original. Filtradas con: (b) LCC, (c) MSR, (d) MSR-NK,
(e) MAI.
Adicionalmente, se ha aplicado Contrast Limited Adapti-
ve Histogram Specification (CLAHS) (Eustice et al., 2002) en
alguna secuencia de vı´deo, solo para pares de ima´genes que
potencialmente puede cerrar un bucle. Este me´todo de mejo-
ra de contraste esta´ incluido en la libreria UWIT (Underwater
Image Toolbox for Optical Image Processing and Mosaicking
in MATLAB) (Eustice et al., 2002), y esta´ disen˜ado para tra-
tar la falta de uniformidad en la iluminacio´n, efecto inherente
a la toma de ima´genes en entornos marinos. La librerı´a UWIT
esta´ especialmente enfocada a mejorar diversos aspectos en la
construccio´n de foto-mosaicos, siendo el uso de CLAHS en las
ima´genes implicadas uno de los puntos claves en el registro de
ima´genes que cierran bucles.
5. Experimentos
El me´todo experimental seguido para evaluar el compor-
tamiento de las 34 diferentes caracterı´sticas visuales (detec-
tor/descriptor) consta de los siguientes pasos:
A) Se grabaron varias secuencias de vı´deo con SPARUS II
en diferentes zonas de la costa norte de Mallorca, navegando a
una altura y velocidad constantes y garantizando suficiente so-
lapamiento entre ima´genes consecutivas. Cada trayectoria del
vehı´culo cubrio´ no menos de 400m2. La distancia al fondo uti-
lizada para el control de altura en la navegacio´n y el ca´lculo
del factor de escala necesario para la conversio´n pixel-unidades
me´tricas se obtuvo combinando los datos de altura del DVL
con datos de profundidad calculados a partir de las ima´genes
este´reo.
B) Para cada secuencia de vı´deo se obtuvo la siguiente in-







Figura 2: Nu´mero medio de inliers entre ima´genes consecutivas de la secuencia
1. (a) Ima´genes originales. (b) LCC. (c) MSR-NK. (d) MAI. (e) MSR.
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b) El total y el nu´mero medio de inliers entre todos los pares
de ima´genes consecutivas de cada secuencia, desde la primera
hasta la u´ltima, donde la segunda imagen de un par siempre es
la primera imagen del siguiente par, para todas las combina-
ciones de caracterı´sticas visuales enumeradas en la seccio´n 3 y
para todas las mejoras de contraste indicadas en la seccio´n 4,
excepto CLAHS; c) En cada secuencia se calcularon el total y
el nu´mero medio de inliers entre unas cuantas ima´genes de refe-
rencia seleccionadas (queries) y otras ima´genes de la secuencia
que cerraban bucle con las de referencia en instantes distintos,
obviando las 10 ima´genes anteriores y posteriores a la de refe-
rencia, para cada combinacio´n detector/descriptor y para cada
mejora de contraste; d) Se calculo´ tambie´n el nu´mero medio
de inliers entre las ima´genes que no cerraban bucle con la de
referencia.
La figura 2 muestra el nu´mero medio de inliers entre ima´ge-
nes consecutivas, a lo largo de toda una secuencia de ejemplo
(secuencia 1) de la cual se extrajeron 400 ima´genes, para ca-
da combinacio´n de detector/descriptor, para las ima´genes ori-
ginales (gra´fica 2-(a)) y para las distintas te´cnicas de aumento
de contraste: la gra´fica 2-(b) para LCC, la gra´fica 2-(c) para
MRSNK, la gra´fica 2-(d) para MAI y, finalmente, la gra´fica
2-(e) para MSR. Se puede observar como las combinaciones
FAST SIFT, FAST BRISK, FAST ORB y SURF SIFT son las
que dan un nu´mero medio de inliers mayor a lo largo de toda
la secuencia, y que las combinaciones con el detector STAR,
BRISK, ORB o HARRIS presentan un nu´mero medio de in-
liers mucho menor, independientemente de la mejora de con-
traste aplicada. Los filtros que, en las mayorı´a de combinacio-
nes, aumentan ma´s el nu´mero de inliers son LCC y MSR-NK.
La combinacio´n SIFT SIFT genera unos 300 inliers de media
en la secuencia original y entre 500 y 600 en la secuencia con
el contraste mejorado. Aunque no es la combinacio´n que pro-
duce ma´s correspondencias correctas, presenta unos nu´meros
ma´s que suficientes para garantizar un ca´lculo fiable tanto de
la odometrı´a del vehı´culo como en el registro de ima´genes que
cierran bucles. Aunque el co´mputo de caracterı´sticas SIFT y la
bu´squeda de correspondencias suele ser mucho ma´s lento que
otras como SURF, su robustez y fiabilidad ha sido ampliamente
probada en mu´ltiples aplicaciones. Por otro lado, los descrip-
tores binarios como ORB o BRISK, combinados con el detec-
tor FAST reducen considerablemente el tiempo de proceso sin
disminuir su robustez y fiabilidad en los procesos de tracking
y matching (Ferreira et al., 2016), aspecto importantı´simo a la
hora de ser aplicados online.
La figura 3 muestra 4 ima´genes de la secuencia 1, tomadas
al principio, en la mitad y al final de la trayectoria.
La figura 4 muestra el incremento del nu´mero medio de in-
liers para la secuencia 1 filtrada con LCC respecto a la original,
en funcio´n de la combinacio´n detector/descriptor. Existe un au-
mento del nu´mero de inliers cercano al 23% en las combinacio-
nes con el detector STAR, mientras que para el resto de combi-
naciones el incremento es, como ma´ximo, cercano al 5% en el
caso de BRISK. LCC es el filtro que genera un mayor incremen-
to de inliers, en todas las combinaciones. Aunque el incremento
para STAR sea de un 23%, el nu´mero de inliers resultante sigue
siendo bajo comparado con algunas de las combinaciones que
usan los detectores SURF, SIFT o FAST.
Figura 3: Algunas ima´genes originales de la secuencia ejemplo 1.
Figura 4: Incremento del nu´mero medio de inliers (secuencia 1) con filtro LCC.
(a) (b)
(c) (d)
Figura 5: Correspondencias entre caracterı´sticas de dos ima´genes consecutivas
de la secuencia ejemplo 1. (a)-(b) FAST ORB. (c)-(d) STAR SIFT
Las ima´genes 5-(a) y 5-(b) muestran las correspondencias
entre caracterı´sticas visuales FAST ORB, para dos ima´genes
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consecutivas de la secuencia 1 sin filtrar y filtradas con LCC,
respectivamente. La imagen original presenta un total de 2282
inliers mientras que la filtrada con LCC 4293. El nu´mero de
correspondencias aparecidas en las ima´genes originales ya es
suficientemente alto como para trazar una odometrı´a visual
suficientemente estable. Las ima´genes 5-(c) y 5-(d) muestran
las correspondencias entre caracterı´sticas STAR SIFT, para las
ima´genes originales y las filtradas con LCC, respectivamente.
El nu´mero de puntos STAR en las ima´genes originales es de
16, mientras que en las filtradas es de 230. 16 puntos no es su-
ficiente para obtener una matriz H convergente en los procesos
iterativos de eliminacio´n de outliers. La consecuencia ma´s in-
mediata es que estas matrices no representan la transformacio´n
de todos los puntos entre las dos ima´genes con un error menor
a un umbral mı´nimo establecido, aumentando la deriva en el
ca´lculo visual del desplazamiento del robot. Se puede observar
en la figura 5-(c) como, adema´s de haber pocas corresponden-
cias, algunas de ellas presentan un error evidente al intentar unir
el mismo punto de la escena. Este error en las correspondencias
se genera en el proceso de matching de descriptores e influye




Figura 6: Nu´mero medio de inliers entre ima´genes consecutivas de la secuencia
2. (a) Ima´genes originales. (b) LCC. (c) MSR-NK.
Aunque los 230 puntos que aparecen en la figura 5-(d) ya
es una cantidad considerable para obtener una aproximacio´n de
H suficientemente fiable, todavia existe alguna correspondencia
erro´nea que puede redundar en un ligero aumento de la deriva
en el ca´lculo visual del movimiento del robot.
La figura 6 muestra el nu´mero medio de inliers entre ima´ge-
nes consecutivas, a lo largo de otra secuencia de ejemplo (se-
cuencia 2) de la cual se extrajeron 336 ima´genes. Los datos
corresponden a cada combinacio´n de detector/descriptor, para
las ima´genes originales (6-(a)) y para las ima´genes filtradas con
LCC (6-(b)) y MSR-NK (6-(c)).
(a) (b)
(c) (d)
Figura 7: Correspondencias entre caracterı´sticas de dos ima´genes consecutivas
de la secuencia 2. (a)-(b) SURF SIFT. (c)-(d) STAR SIFT
(a) (b)
(c) (d)
Figura 8: Dos ima´genes originales de la secuencia 1 que cierran bucle ((a)-(b)),
y las mismas ima´genes filtradas con CLAHS ((c)-(d)).
Las mejores combinaciones vuelven a implicar a los detec-
tores FAST y SURF con casi todos los descriptores y la combi-
nacio´n SIFT SIFT. La aplicacio´n del filtro LCC tambie´n impli-
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ca un incremento de inliers en todas las combinaciones, espe-
cialmente en aquellas con el detector FAST y en SURF SIFT,
STAR ORB y SIFT SIFT. Las figuras 7-(a) y 7-(b) muestran
los inliers entre dos ima´genes consecutivas de la secuencia 2,
para la combinacio´n SURF SIFT aplicada en las ima´genes ori-
ginales (673 puntos) y en las filtradas con LCC (760 puntos),
respectivamente. Las figuras 7-(c) y 7-(d) muestran los inliers
para la combinacio´n STAR SIFT aplicada a las ima´genes origi-
nales (41 puntos) y las filtradas con LCC (171 puntos), respec-
tivamente. En este ejemplo, el error entre las correspondencias
es mı´nimo. El notable aumento de inliers respecto los 41 ini-
ciales, al aplicar LCC, sugiere su uso continuado con el fin de
aumentar la convergencia en el ca´lculo de H.
La figura 8 muestra 2 ima´genes que cierran un bucle en la
secuencia 1, originales y filtradas con CLAHS.
La figura 9-(a) muestra el nu´mero medio de inliers, para ca-
da tipo de caracterı´stica, entre la imagen de referencia 223 de
la secuencia 1 sin filtrar y el resto de ima´genes de la secuencia

































































































































































































































































































































































































































































Figura 9: Media de inliers entre ima´genes que cierran (azul) y no cierran (ama-
rillo) bucle con la 223. (a) Originales, y filtradas con (b) LCC, y (c) CLAHS.
Las figuras 9-(b) y 9-(c) muestran los mismos resultados
pero sobre las ima´genes filtradas con LCC y CLAHS. Las com-
binaciones que son interesantes son aquellas que presentan un
nu´mero de inliers razonablemente alto entre ima´genes que cie-
rran bucles, pero muy bajo entre ima´genes que no los cierran.
Las combinaciones que cumplen mejor estos requisitos son:
SIFT SIFT, SURF SIFT, SURF FREAK y SURF BRISK. Las
combinaciones que peor lo cumplen, y por lo tanto no serian
adecuadas para la deteccio´n de bucles y el registro de ima´genes,
serı´an todas aquellas que incluyen los detectores STAR y HA-
RRIS. El nu´mero de inliers entre ima´genes que cierran bucles
con la 223 para la combinacio´n FAST FREAK es alto, pero en-
tre ima´genes que no cierran bucles tambie´n es alto, por lo tanto,




Figura 10: Total de inliers entre la 223 y el resto de ima´genes (secuencia 1). (a)
Originales, y filtradas con (b) LCC y (c) CLAHS. Con STAR y HARRIS.
Aunque la aplicacio´n de mejoras de contraste aumenta el
nu´mero de inliers, este aumento no es significativamente ma-
yor cuando se aplica LCC o CLAHS, y la tendencia entre el
nu´mero de correspondencias cuando hay cierre de bucle o no lo
hay es la misma en las tres gra´ficas.
La figura 10 muestra el nu´mero total de inliers entre la ima-
gen de referencia 223 y el resto de ima´genes de la secuencia
1, usando los detectores STAR y HARRIS y los descriptores
SURF, FREAK, SIFT y BRISK. Las franjas verticales azules
muestran el rango de ima´genes que cierran bucle con la 223.
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Se puede observar como el nu´mero de inliers oscila alrededor
de 30 para la combinacio´n STAR BRISK y 5, para todo el res-
to, sin presentar ningu´n ma´ximo claramente destacable en las
zonas donde se cierran bucles. No es posible discriminar las
ima´genes que cierran bucle con la 223 de las que no lo hacen a
partir del nu´mero de inliers. Estos dos detectores son claramen-
te inadecuados para el proceso de registro de ima´genes. Aunque
la aplicacio´n de mejoras de contraste aumenta el nu´mero de in-





Figura 11: Total de inliers entre la 223 y el resto de ima´genes (secuencia 1). (a)
Originales, y filtradas con (b) LCC y (c) CLAHS. Con SIFT.
La figura 11 muestra el nu´mero de inliers entre la ima´gen de
referencia 223 y el resto de ima´genes de la secuencia 1, usan-
do el detector SIFT con los descriptores SURF, FREAK, SIFT
y BRISK. En este caso, la combinacio´n SIFT SURF sigue el
mismo patro´n que STAR y HARRIS. Sin embargo, las combi-
naciones SIFT FREAK y SIFT BRISK presentan 2 ma´ximos
claramente diferenciados alrededor de las ima´genes 30 y 280, y
otros dos ma´ximos no demasiado diferenciados alrededor de las
ima´genes 130 y 180. Finalmente, la combinacio´n SIFT SIFT
(curva de color negro) muestra 4 picos con un nu´mero de in-
liers significativamente mayor en las zonas donde hay cierre de
bucles que donde no los hay. Por lo tanto, esta combinacio´n es




Figura 12: Feature matchings entre dos ima´genes que cierran bucle. (a)
FAST FREAK , (b) SURF SIFT, (c) HARRIS BRISK, (d) HARRIS SURF.
La figura 12 muestra los inliers entre dos ima´genes origina-
les que cierran bucle en la secuencia 1, con caracterı´sticas tipo:
(a) FAST FREAK (314 puntos), (b) SURF SIFT (205 puntos),
(c) HARRIS BRISK (9 puntos) y (d) HARRIS SURF (28 pun-
tos). En (c), el nu´mero de correspondencias es tan pequen˜o que
solo se pueden calcular dos iteraciones de la matriz H. Esto
complica la obtencio´n de una transformacio´n fiable que modele
el movimiento entre todos los puntos de las dos ima´genes. En el
caso de (d), aunque el nu´mero de inliers es mayor, hay muchos
falsos positivos. Sin embargo, en los casos (a) y (b), el nu´me-
ro de inliers es considerablemente mayor y los falsos positivos
son pra´cticamente inexistentes. En este u´ltimo caso, dado que
todas las correspondencias coinciden en emparejar los mismos
puntos de la escena, la matriz H ajustara´ el movimiento de la
ca´mara con mucha ma´s precisio´n.
Figura 13: Media de inliers entre ima´genes que cierran (azul) y no cierran (ama-
rillo) bucle con la image 10 de la secuencia 1, con filtro LCC.
La figura 13 muestra el nu´mero medio de inliers para ca-
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da tipo de caracterı´stica, entre la imagen de referencia 10 de
la secuencia 1 filtrada con LCC y el resto de ima´genes que
cierran (barras azules) y no cierran (barras amarillas) bucles
con ella. Las combinaciones que ofrecen una diferencia ma-
yor entre la cantidad de inliers entre ima´genes que cierran bu-
cles e ima´genes que no cierran bucles son de nuevo: SIFT SIFT,
SURF SIFT, SURF FREAK y SURF BRISK. Las peores com-
binaciones incluyen aquellas con los detectores STAR, HA-
RRIS y ORB.
Figura 14: Total de inliers entre la 10 y el resto de ima´genes (secuencia 1), sin
filtrar, y para las combinaciones FAST FREAK, SURF FREAK y SIFT SIFT.
La figura 14 muestra el mismo comportamiento obte-
nido para la imagen de referencia 223. La combinacio´n
FAST FREAK muestra picos en las a´reas donde se cierran bu-
cles (barras azules), pero el nu´mero de inliers donde no se cie-
rran bucles tambie´n es alto. Sin embargo, el nu´mero de inliers
para las combinaciones SURF FREAK y SIFT SIFT presenta
picos importantes en las zonas donde se cierran bucles, y valo-
res muy pequen˜os en las zonas donde no se cierran, facilitando





















































































































































Figura 15: Media de inliers entre imagenes que cierran (azul) y no cierran (ama-
rillo) bucle con la imagen 336 de la secuencia 2, para cada tipo de caracterı´stica.
La figura 15 muestra el nu´mero medio de inliers entre la
imagen de referencia 336 de la secuencia 2 filtrada con LCC y
aquellas que cierran (barras azules) y no cierran (barras amari-
llas) bucle con ella. En este caso, aunque el nu´mero medio de
inliers en la combinacio´n FAST FREAK llega a los 200, esta
combinacio´n es completamente inu´til para discriminar ima´ge-
nes que cierran bucles de las que no, ya que el nu´mero de
inliers entre ima´genes que no cierran bucles es comparable
a la cantidad de inliers entre ima´genes que si cierran bucles.
Sin embargo, las combinaciones SURF FREAK, SURF SIFT,
SIFT BRISK y SIFT SIFT vuelven a presentar gran cantidad
de inliers para ima´genes que cierran bucles y muy pocos pa-
ra las que no. Esto las convierte en el tipo de caracterı´stica mas
adecuada para la discriminacio´n y registro de ima´genes que cie-
rran bucles. Por otro lado, las combinaciones que incluyen al
detector HARRIS y STAR son las peores en este aspecto. Los
resultados de las combinaciones que incluyen el detector y/o
descriptor ORB se han obviado para reducir la cantidad de datos
que se muestran en la gra´fica, ya que los resultados obtenidos
con este detector son irrelevantes.
La figura 16 muestra el nu´mero de inliers entre la ima-
gen 336 de la secuencia 2, con cada una del resto de ima´ge-
nes de la secuencia, usando las combinaciones SURF SIFT,
SURF FREAK y SURF BRISK. Todas las ima´genes se han fil-
trado usando LCC. Las tres gra´ficas muestran claramente como
el nu´mero de inliers aumenta hasta 400 en el punto donde se
cierra un bucle con la 336, mientras que permanece por debajo
de 50 en el resto de ima´genes con las que no se cierra bucle. En
consecuencia, el uso de estas caracterı´sticas permite discrimi-
nar con gran fiabilidad las ima´genes que cierran lazo de las que
no.






















Figura 16: Total de inliers entre la 336 y el resto de ima´genes (secuencia 2),
filtradas con LCC, para SURF SIFT, SURF FREAK y SURF BRISK.




















Figura 17: Total de inliers entre la 336 y el resto de ima´genes (secuencia
2), filtradas con LCC, para FAST FREAK, FAST SURF, HARRIS FREAK y
HARRIS SURF.
La figura 17 muestra los mismos datos que la figura 16
pero usando las combinaciones FAST FREAK, FAST SURF,
HARRIS FREAK y HARRIS SURF. Estas combinaciones se
vuelven a mostrar inu´tiles para discriminar ima´genes que cie-
rran bucles ya que el nu´mero de inliers entre la 336 y el resto
oscila alrededor de varios valores fijos, sin ningu´n pico rele-
vante que indique un nu´mero de correspondencias significati-
vamente mayor en alguna de las ima´genes que cierra un bucle.
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(a) (b)
(c) (d)
Figura 18: Correspondencias entre caracterı´sticas de dos ima´genes que cierran
bucle. (a) SIFT SIFT , (b) SURF SIFT, (c) BRISK SURF, (d) STAR SURF.
La figura 18 muestra las correspondencias entre las ima´ge-
nes originales 336 y 4, usando 4 tipos de caracterı´sticas distin-
tas: (a) SIFT SIFT (381 puntos), (b) SURF SIFT (545 puntos),
(c) BRISK SURF (33 puntos), y (d) STAR SURF (35 puntos).
En los casos (a) y (b) el nu´mero de correspondencias es sufi-
cientemente alto y e´stas son suficientemente precisas como pa-
ra garantizar una H que modele la transformacio´n entre todos
los puntos de la imagen. Sin embargo, las ima´genes mostradas
en (c) y (d) presentan pocos inliers y alguno de ellos son falsos
positivos. La inclusio´n de falsos positivos en el ca´lculo de la
matriz H puede dar lugar a transformadas entre las dos ima´ge-
nes poco fiables o incorrectas, y en consecuencia a un posterior
ca´lculo incorrecto del movimiento del robot, generando una de-
riva importante.
6. Conclusiones y trabajo futuro
El uso de caracterı´sticas visuales (features) suficientemente
estables, robustas y fa´cilmente identificables en ima´genes ma-
rinas que solapan, sean consecutivas o que cierran bucles, es
esencial para el ca´lculo visual del movimiento de un vehı´culo
acua´tico. Los entornos marinos colonizados con Posidonia pre-
sentan, adema´s de la problema´tica inherente al mar (refraccio´n,
reflexiones, turbidez, absorcio´n, etc...) texturas visuales profun-
damente complejas y exigentes. En el contexto del proyecto
ARSEA, donde un AUV tiene que navegar especı´ficamente so-
bre praderas de Posidonia, se requiere decidir que caracterı´sti-
cas visuales se deben utilizar para aumentar la fiabilidad en la
estimacio´n visual de la trayectoria del robot.
De los extensos resultados experimentales presentados en
este artı´culo, se pueden destacar 6 puntos: a) las mejores com-
binaciones en cuanto a nu´mero de correspondencias inliers en-
tre ima´genes consecutivas son las que incluyen los detecto-
res FAST (excepto FAST SURF) y SURF y la combinacio´n
SIFT SIFT, b) las combinaciones que presentan un incremen-
to mayor del nu´mero de inliers son las que tienen el detec-
tor STAR; aunque el nu´mero medio de inliers con el detector
STAR y filtrado LCC no pasa de 85, hay ima´genes con ma´s de
200 inliers, lo que fuerza a reconsiderar su uso si se combina
con el filtro LCC, c) las combinaciones que incluyen los de-
tectores ORB, HARRIS o BRISK no deben usarse en estos en-
tornos ya que el nu´mero de correspondencias es muy pobre, d)
las combinaciones que siempre presentan mayor nu´mero de co-
rrespondencias en ima´genes que´ cierran bucles y menor nu´me-
ro en ima´genes que no los cierran son SIFT SIFT, SURF SIFT,
SURF BRISK y SURF FREAK, e) las combinaciones que, por
lo tanto, presentan un buen comportamiento, tanto entre ima´ge-
nes consecutivas como en ima´genes que´ cierran bucles son:
SIFT SIFT, SURF SIFT, SURF BRISK y SURF FREAK, f)
las mejoras de contraste se han demostrado u´tiles a la hora de
aumentar el nu´mero de features, pero, exceptuando el caso de
algunas combinaciones con el detector STAR (STAR SIFT o
STAR ORB), esta mejora no implica cambios en las tendencias
argumentadas en los pa´rrafos anteriores.
Como trabajo futuro se plantean dos retos: 1) evaluar la ca-
lidad de las transformadas obtenidas a partir de las matrices H
como una primera estimacio´n del movimiento del robot; aunque
los algoritmos de odometrı´a visual suelen incluir ca´lculos adi-
cionales a la simple concatenacio´n de sucesivas homografı´as,
la comparacio´n de estas transformadas obtenidas con las dife-
rentes combinaciones y con alguna muestra de Ground Truth
puede confirmar o matizar algunas de las conclusiones aquı´ ex-
puestas, 2) puede ocurrir que alguno de los inliers obtenidos en
cualquier proceso de feature matching/tracking sea un falso po-
sitivo, y que dentro de los outliers descartados haya algu´n falso
negativo; este diagno´stico se debe hacer por inspeccio´n visual,
y esto requiere un estudio minucioso de todo un conjunto am-
plio de pares de ima´genes que solapan y sus correspondencias;
el ratio de falsos inliers, falsos outliers, verdaderos inliers y
verdaderos outliers, para cada combinacio´n detector/descriptor,
ayudarı´a a complementar las medidas de calidad de cada carac-
terı´stica visual en este tipo de entornos con para´metros como la
precisio´n (definida como el cociente entre el nu´mero de verda-
deros positivos y el nu´mero total de puntos clasificados como
positivos), razon de verdaderos positivos respecto el total de co-
rrespondencias ciertamente positivas (recall) o la razon de fal-
sos positivos respecto el total de correspondencias ciertamente
negativas (fall out). Con todas estas medidas se pueden cons-
truir curvas ROC (Hanley y Neil, 1982) que definan la calidad
de las correspondencias, y a partir de estas curvas descartar o
aceptar con argumentos adicionales y ma´s contundente las dis-
tintas opciones.
Es obvio que esta metodologı´a de estudio puede genera-
lizarse, ejecuta´ndose en otros tipo de entornos predominante-
mente cubiertos con otro tipo de vegetacio´n, en los que la fiso-
nomı´a del fondo (sea el ha´bitat dominante de la Posidonia o de
cualquier otra especie) requiera un tratamiento visual seguro y
robusto para garantizar una localizacio´n y navegacio´n fiables.
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