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Abstract. The use of transmission scheduling to improve a measure of fairness in packet 
data networks is investigated. This fairness measure is based on mean end-to-end delays 
derived from Kleinrock's classical model. It is found that reallocating delay among user 
classes in terms of their delays incurred while routing through the network can be used to 
improve the fairness of a network. In that respect, a model for estimating the packet's delay is 
formulated. Thi s model is used as the basis in developing a dynamic priority scheme which is 
aimed at redistributing the queuing delays of the packets against variations in the offered 
traffic to the network. The operation and performance of the above system is tested in terms 
of simulation study, and results obtained show the effectiveness of the new approach in 
equalizing the mean end-to-end delays of different packet classes in the network. Thus 
improving the fairness of the network. 
1. Introduction 
In recent years, we have seen increased research activities directed towards the design and 
performance evaluation of packet-switched networks. The delay and throughput 
characteristics under various operational strategies have been investigated. These 
strategies include routing [1-2] , flow and congestion control [3-4], and buffer 
management [5 -6]. Studies on network design have also resulted in the formulation and 
solution of a number of optimization problems, mainly with the minimization of delay 
or cost [7-8]. Two issues. however, affecting the design and perfonnance of packet-
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switched networks seem to have received less attentIon, These are the effects of 
scheduling and the evaluation of fairness as a perfonnance measure. 
Studies on fairness are promoted by the fact that network design algorithms are 
not jnherently fair. These techniques usually atrempt to optimize some average 
parameters, like total throughput or network delay. It is well known, however. that the 
optimum solution produced may favor some users and give others a significantly bad 
performance (examples have been given [91, \\'here the optimal solution yields 
throughput zero for some users). 
Some research attention [9-12], has been devoted to the issue of fairness. They 
may be categorized lnto two lines of approach. 
One relates the throughput characteristics under various routing and How control 
strategies to fairness. In this approach, fairness is defined as "uniform throughputs" 
among network users. It includes Gerla and Staskausks [10]. Thaker and Cain [11] and 
Bharath-Kumar and Jaffe r9]. The results from the former two studies [10-11] is that 
fairness can be achieved by simply adjusting routing and flow control parameters. 
Bharath-kumar and Jaffs study r9J, on fairness is mainly focused on the relationships 
between several versions of power (throughput divided by mean delay) and fairness. One 
of their findings on fairness is that some versions of power are unfair in a loose sense so 
that power-oriented flow control schemes may result in an unfair throughput allocation. 
The other approach by Wong ct al. [12]. relates the relative delays among users, 
or equivalently packet classes, under various priority scheduling strategies to fairness. In 
their analysis, a fairness measure, the square coefficient of variarion of the indiyidual 
class delays, was devised and it was shown that scheduling strategies can be used to 
improve the fairness considerably. Their analysis was based on the observmion that 
under the Poisson assumption on the arrival process of packets rhe selection of 
scheduling disciplines would not significantly affect the mean end-to-cnd (ETE) delay 
over all classes of packets. 
This paper addresses the fairness issue by relating the mean ETE network delays 
to the suhscriber attributes namely, their physical location and offered load. The 
approach taken is to redistribute the overall network delay among packcts helonging to 
different subscribers so that all subscribers experience the same mean ETE delay 
irrespective of their physical locations on the network. This is achieved by varying the 
transmission scheduling of the packets at the output channel. We propose an on-llne 
delay estimation algorithm to be used in coni unction wi [h the transmi s 0 
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scheme. This has resulted in a dynamic priority system which is capable of reliably 
tracking the current state of the network delays as it changes with time. 
The delay estimation algorithm developed here is based on the theory of 
statistical inference for point processes. This body of material is known as the 
martingale method~ see for example, [13-14] and [15]. This method of statistical 
inference pertains to situation~ where observations are obtained from a point process (or 
perhaps several point processes) together with partial information about an associated 
stochastic process which has unknown parameters, or functions. The basic idea behind 
the method is that, for a process which cannot be computed from the observations, an 
estimate of the process can he made using a process that differs from the process under 
examination by a martingales. This concept is known as the martingales representation 
theorem [16]. 
We consider an environment where the network topology and the traffic matrix 
are given. The packet-switched network model is based on the Kleinrock's dassical 
model for packet networks [17], with the mean ETE delay as its basic perfonnance 
measure. 
2. Network Model and Assumptions Concerning Terminal Traffic 
The packet data network considered here is composed of an N switching nodes 
linked by L unidirectional communication links. As shown in Fig.I., each node 
services a number of tenninals connected to the node via local loops of tInite speed and a 
device which collects a certain number of bits of incoming messages into packets of 
fixed length. Due to the finite speed of the local lines, messages arrive at the packet 
assembly circuit nOl instantaneously but more or less dispersed in time. We assume that 
all tenninals generate messages at the same average rale and that the time between 
consecutive messages are exponentially distributed. The message lengths are assumed to 
be independent and discrete so that all messages can bc broken down into an integer 
number of packets at the assembly devices (the problem area of incompletely filled 
packets will not be considered here). 
We take sufficiently many tenninals to justify the assumption that the overall 
message generation is a Poisson process. Following Rudin's reasoning [18], and the 
derivation provided by Lewis [19J, for a relatively low speed local loop, the distribution 
of the interarrival time between packets indicates that packets arrive at the server (see 
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Terminals 
Fig. 1. A packet switching node with output queuing buffer. 
Fig. 1. ) in a Poisson fashion with arrival rate depending on the speed of the local loops 
and on the call (message) rate which in turn depends on the number of active tenninals. 
As in Kleinrock's classical model, the delay experienced by a given packet can be 
approximated by the queuing time and the data transfer time in the links. The processing 
time at the switching nodes and the propagation delays are assumed lO be negligible. In 
the network, packets are classified according to source-destination pairs. In particular, a 
packet is said to belong to class (5, d), if its source is s and its destination is d. For 
convenience, it is assumed that the packet classes are numbered from I (0 R, and r is 
used instead of (5, d) to denote a packet class. 
3. Upstream Packet-Delay Estimation Model 
3.1 Characterizing the packetized data traffic 
Consider the switching nodes in the network model described in Section 2. Packets are 
sent to the (node) server when a virtual circuit has been set up. A virtual circuit is held 
for an exponentially distributed lime with mean w -I, and the time between virtual 
circuit set-ups is also exponentially distributed with mean ~ I . It is seen that the packet 
arrivals to the server is a Poisson process, with rate depending on (he rate of message 
generation at each tenninal as well as on the number of active tenninals. This means 
that the packet arrival process can be seen as a single Poisson arrivals (from a single 
tenninal) modulated by the number of active tenninals which in itself is a stochastic 
process. Therefore, a simple Poisson arrival may not be a good approximation for the 
overall packet arrivals at a given node. Arrival streams of this type were treated in 
Heffes [20}. and Burman and Smith [21]. According 10 Heffes, the switching node is 
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considered to be connected to an N fixed terminals. Each of. these terminals is in one of 
two states, active or inactive. Assume that a terminal is in these states for an 
exponentially distributed amount of time with mean a-I and ~-l, respectively. Hence, 
the overall packet arrivals is seen as a Poisson process with rate e'lual to Aterminal time 
the number of the active terminals. The variations in the number of active tenninals is 
modeled as a Markov process with each of the (Markov) state detennining the actual 
number of active tenninals at a given time t. Therefore. the overall arrival process is 
considered as a Markov Modulated Poisson ProCess (MMPP). 
Consider a packet-switched network with each of its (node) servers constructed as 
described in Section 2. In the network, packets belonging to different classes mix 
together in the queuing buffers as they are routed toward their destinations. Our 
objective, now, is to quantify the effect of the traffic mixing (interference) process on 
,he mean interarrival time of a given packet class along their route to the destination 
node. 
Assume a queuing buffer where a set of traffic classes share a common output 
buffer. as illustrated in Fig. 2. For a given class i packets, let: 
th C i denotes the n packet. 
n 
l' . denotes the arri val time. 
I 
t1 denotes the nth departure time. 
n 
WI denotes the waiting time for the nth packet. 
n 
Xl represents the time taken to serve (transmit) the nth packet. 
n 
Class I 
packets 
• 
• 
Class R 
packets 
Fig. 2. Different trafftc classes sharing a common output buffer. 
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. th denotes the response time for the n packet. 
denotes the interarrival time for the nth packet. 
Ti 
n 
denotes the interdeparture time for the nth packet. 
From the timing diagram shown in Fig. 6, the average number of packet arrivals during 
the period T~ can be written as, 
K = /.. (1) 
where 
(2) 
Here, R denotes the set of all classes sharing the common (output) buffer, and Ar is 
the arri val rate of class r measured in packets/sec. From Fig. 6, the intcrdeparture time, 
T ~ can be determined as, 
K 
T~=~X~+X~+l' (3) 
j = 1 
where K is given by equation (I). Assume that the average service time for an arbitrary 
class r packet is X . Then T~l can be detennined as follows, 
on using (1), it can be seen that, 
Let P r be the traffic intensity of dass r then, 
P
r
= "-;A. and. 
P =AX, 
(4) 
(5) 
(6) 
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where p is the intensity of all the traffic classes interfering with class r at a given 
node. Therefore, when using equation (6) in (5), the result 
(7) 
is obtained. Equation (7), represents a quantification for the effect of traffic interference 
on the interdeparture time of a given class r packets while traversing the network. 
From the findings presented above, it is easy to see that the interdeparture time of 
a given class r packets is, in effect, modulated by two factors: 
a) The intensity of the interfering traffic while traversing the network. 
b) The number of active terminals at the source node and the virtual circuit 
(call) attempt process. 
Fortunately. both of the above two factors modulate the packet's interdeparture time in 
the same manner. In the rest of this paper we assume that the (modulation) effect of the 
number of active terminals in b) is dominated by the effect of the interfering traffic 
intensity along the path down to the destination nodes. 
Consider a given packet network, where a given node j is downstream with 
respect to another node i. Clearly, the interdeparture time of the packets transmitted from 
node i to node j is seen as an interarrival time at node j. In the delay estimation model 
being developed the interarrival time for a given class r packets is considered as the, 
only, observations available for the delay estimation ~cheme. Moreover. these 
observations are looked on as a time-point process which has its interarrival time 
modulated by a finite-state Markov process (i.e" Markov Modulated Point Process, 
MMPP). The states of the (modulating) Markov process is the number of active 
terminals and is refered to as the interfering traffic intensity in the network. 
3.2 Recursive Estimation From Discrete-Time Point Process 
Assume that the time is divided into intervals of length Ll t and consider the 
sequence of observations {n (t), t = I, 2, . . . L being simply a binary sequence 
describing the occurrences of some (arrival) events. Here {11 (t) = 1 } shows that a 
packet arrived at time t, and {n (t) = O} shows that there is no arrival at time 1. Suppose 
the probability of occurrence at a given time is affected by both the previous occurrences 
as well as by some other related sequence {x (t)}. Here x(t), represents the state of the 
interfering traffic intensity. Assume that the Markov process has the following state 
space, 
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Y
O 1 2 N 
<y <1 <, "y 
where yk represents the rate (intensity) of the interfering traffic provided it is in state k, 
The state transition probabilities of the process x(t), can then be defined as follows, 
Q (t) == {qij }, 
where 
. . 
%j (t)=Pr (x(t+ 1)::=11 !x(t)=yJ) 
Assume that the interfering traffic is generated from a single (big) group of tenninals 
connected (through local loops) to one (big) node i. As shown in Fig. 3, the delay 
estimation scheme is implemented at node j which is downstream to node i, The 
observations seen by node j is the (time modulated) interarrival time of a given class r 
packets. 
Tenninals 
Class R 
o 
Fig. 3. Upstream-delay estimation scheme. 
The, time-varying, number of active tenninals at node i can be modeled [22], as a 
birth/death (BID) process having N+ I states with BID coefficients gi ven by 
rate of transition from state k to k+ 1 
o Vk~N 
'v'k < N', } 
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Jl (k,t) = kll rate of transition from state k to stale k-l, k=O. L .. N. 
where as previously stated in Subsection 3.1, 
1 I A = mean inactive duration 
1 I J.l = mean active duration 
With this approximation, it is elementary that 
q! . (t) = (I-A) (1- iJi) + i,l.iA, 
1 , 1 
q! 1 . (t) = It (1- ip ) . 
1, - 1 
q! . ] (t) = ip (l-A) , 
1,1+ 
q! . (t) = 0 , elsewhere, 
1 , J 
Note that the argument t has been suppressed in both;' and J.1 . 
Let us define 
x (t) = {I if the interference process is in s~ate k. k=O. 1, ... 'N} 
k 0 otherwIse 
following Segall [23], we have (see Appendix A) 
where 
x (t +1) ~ QT (t) x (t) + U(l) 
T 
n (t) = A. (t) x (t) + wet) 
x T (t) = {xo (t), x I (t), . . ., x ~ (t). }. 
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AT (t)= {A. (O,t), 1(1, t), ... , f,,(N, t) } and u (t). w (t) are 'noise' porcesses. In 
effect. u(t) and wet) are martingales difference sequences with respect to the a-algebra 
generated by the observation sequences { n (0), n (1) .... , n (t-l)} and {x (0). 
x (1) •...• x (t)}. The following results are based on "Segall [23]: given the 
observation a time-point process, n (t), which is related 10 the interfering traffic x (t), 
the optimum one-step predictor is given by 
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X (t + 1 / t) = QT (t) X (t / t _ 1) + __ S_T. (t) X (t/ t - 1) - QT (t) L (t) A (t) 
A T (t) X (t/ t - 1) - (A 1{t) X (t It - 1) 2 
.(n (t) - AT (t) X (tit -1) (8) 
with X (1/0) == 7r (0) == aapriori probability distribution of the traffic interference 
process, L (t) = X(t It -1) X T(t It -1) and S is defined by 
with 
S ij (t) = i,u A-
S i, i + 1 (t) = A (1 - iJ1) 
S i,j (t) = 0, j :;t; i, j # i + 1 
and 
diag {(x (t / t - I»} - L (t) A (t) x (t It) = X (t It - 1) + ___ ~~-2--_-':"":"~_~----'--__ _ 
A T (t) x (t / t - 1) - (A. T(t) x (t It - 1»2 
(n (t) - A T (t) X (t It - 1) (9) 
where diag { X (tl t - I)} :::: diag { .KO (t It· 1), ... , XN (t It - I)}. 
Equations (8) and (9) represent an algorithm for a minimum error variance (delay) 
filter/predictor which are realized in the next Section. 
4. Dynamic Priority Scheme for Data Packets 
The objective of the dynamic priority scheme presented here is that users of 
public data networks should get uniform (fair) quality of service. Arguing in this 
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direction. and considering user delays to be the most relevant perfonnance measure. We 
choose to use the Kleinrock's time-dependent priority scheme l7) in scheduling the 
transmission of packets at the links. In the time-dependent priority scheme. the 
instantaneous priority of a packet belonging to a gi Yen class i traffic at time t is gi ve n 
by bi (t - to) where to is the packet arrival time to a given link and hi is the (time-
varying) priority level of class i packets. In this priority scheme. each node. I. is made 
to estimate the delay experienced by each class i packets along the path (route) from its 
source node down to itself (i.e., the upstream delay). This estimate is used to replace the 
instantaneous priority level. for class i packets. Assume that class i packets are to 
travel along the path shown in Fig. 4. Clearly, the (upstream) delay estimate made by 
node 1 is not the ETE delay used in most of the existing priority schemes. This implies 
that we are approximating the ETE delay by the (upstream) delay estimate. The 
justification of this approximation is given in the following. 
Assume that the ETE delay along a gi yen (route) path is constructed using the 
following equation 
di di Oi i 1 = 1 + 1 + dd 1 (10) 
d i1 d where as shown in Fig. 4, represents the estimate maintained by no e I of the ETE 
delay of class i packets, dUll is th<~ estimate maintained by node I of the overall delay 
of class i packets on the links upstream to node 1, dd \ 1S the estimate maintained by 
node I of the i class packets on the links downstream to node I and finally, D\ is the 
expected delay in node I itself. Let us apply equation (10). at nodes 2 and N-I shown in 
Fig. 4. 
d~=duh+D~+dd~ (11) 
d i d i Di i n • 1 = Un. I + n - 1 + dd n - 1 
From equations (11) it is clear that as long as the packets are still near to their source 
nodes the upstream delay estimate, duh ' is not a very good approximation to d ~ 
(ETE delay). However. as the packets get closer to the destination node, the upstream 
delay estimate becomes a good approximation to the ETE delay. That is 
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Destination 
node 
Fig. 4. A sample (route) path in a given packet network. 
du~ _ I ~ d~ _ I . On the other hand. since the basic goal of the transmission 
scheduling scheme is to equalize the ETE delay ex.perienced by all packet classes in the 
network. This has actually been achieved in our priority scheme as follollls. Each node 
along a given path participates in (he delay equalization process according to its 
estimation of the delay which has already been experienced by the packets along the path 
down to itself. Eventually, the delay equalization task will be, completely. achieved by 
the time packets arriving to their destinations. 
At this point some explanations, related to the priority scheme which is being 
presented, should be made: 
a) Why choosing the time-dependent priority scheme in particular? In fact, the 
point of departure for choosing the priority scheme is the conservation 
theorem l7], which states that for the Kleinrock's packet switching model 
with the Poisson assumption. the mean ETE delay is identical for all the 
work-conserving, non preemptive priority disciplines. Therefore. as long as 
the Poisson assumption gives accurate results, the selection of the 
scheduHng discipline would not affect the mean ETE delay over all the traffic 
classes in the network. 
b) One might want to use rather a simpler, fixed, priority scheme. The hop-
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dependent discipline is a good example where the priority of a given packet is 
set equal to the number of hops (links) it spans. Results of this scheme have 
shown [12], a significant disparity of the ETE delay among different traffic 
classes. This was attributed to the discrete set of priority (number of hops) 
used thereof. Furthennore, a priority discipline with continuous parameters 
(such as the one being adopted), was recommended to be used instead in order 
to better manipulate the delays of various traffic classes. 
c) Even with the time-dependent priority discipline. One might still want to use 
a simpler version of it where some (time-stamp) updating mechanism is used 
to insure that all the nodes in the network know the ETE delay, bi ' of each 
traffic class. It is not difficult to see that such an updating mechanism 
requires some sort of supervision mechanism for insuring that all the nodes 
recei ve their delay updating infonnation concurrently. It is our belief that 
achieving such an important task will necessitate a centralized control of the 
network in order to provide the synchronization required for all the updating 
messages. Furthermore, implementing the (centralized/distributed) Updating 
mechanism will impose a significant waste of the network bandwidth which 
is otherwise available for handling the actual data. What is left, at this point, 
is to shed some light on the implementation of the priority scheme we have 
developed and discuss some of the results obtained. This is the subject of the 
next Section. 
5. Simulation Results 
In this Section, we present results from simulation in order to demonstrate the 
perfonnance of the (upstream) packet delay estimation algorithm and also to show the 
perfonnance of the transmission scheduling mechanism where the delay estimation 
system is used in conjunction with the priority scheme presented in Section 4. 
At first, the delay estimation algorithm was implemented in the subnetwork 
shown in Fig. 5. For our purpose, simulation of a whole network was not needed. 
Rather a sample path (route) in a network is what is required to be simulated. In the 
following, we add on the subnetwork model presented in Section 2. 
In the simulation model all tenninals are made to generate messages at the same 
rate with the time intervals between all consecutive messages drawn from an exponential 
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Fig. S. Subnetwork simulation model. 
distribution. The message lengths are broken down to an integer number of packets each 
of fixed length (16 m Sec. ). TIle queues in both the nodes and tenninals were introduced 
in order to improve the transmission line utilization since (user) messages are separated 
by a relatively long idle period. For simplicity of the simulation model, it is assumed 
thal all packets are destined to the same destination node 4. 
For each class i packets, after traversing a given link, we record its arrival time to 
the next node. This constitutes all the observations we need to compute (in an on-line 
manner) the upstream delay estimation. This has been achieved using equations (8),(9) 
in Subsection (3.2). Note that in the computation process the estimation algorithm 
quantizes the packet's interarrival times. At the beginning of the simulation course, we 
have chosen an arbitrary quantization step-size. The effect of the quantization step on the 
performance of the estimation process will be investigated later. 
The first objective of the simulation is to verify that the estimation algorithm is 
capable of tracking the upstream delay experienced by packet classes which has traversed 
different number of hops in the subnetwork. Therefore, we have chosen to implement 
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Fig. 6. Timing diagram. 
the delay estimator at node 4 only. This has provided us with a delay estimation for 
packets has traversed only one link (i.e., classes 7, 8). two links (i .e .. classes 5,6), three 
links (i.e., classes 3,4) and four links (i.e., classes 1,2). Figure 7 through Fig. 10, 
show the resultant delay estimations as a function of the simulation time. Note that the 
delay estimator is capable of tracking the level of the packet delays as well as its 
variations due to the variation in the traffic pattern offered to different nodes in the 
subnetwork. During this part of simulation, we have noticed that the resultant 
estimations are significantly sensitive 10 variations in the transition rate J.L. This is 
illustrated in Fig .ll . On the other hand, the delay estimation is less sensitive to 
variations in A.. as can be seen frum Fig. ] 2. In fact, this was expected since the 
transition rate IJ depends on the state of the (modulating) intensity process. which is not 
the case for the transition rate A.. 
Figure 13 shows the behavior of the estimation algorithm for different values of 
the (time) quantization step-sizes. As can be seen, when the step-size is small enough. 
This guarantees tracking of all the information imbeded in the packet's interarrival 
times. However. when the step-size is relatively large, the estimator tends to loose site 
of such an infonnation . 
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Fig. 13. Effect of 'Tw' on the dday estimation. 
In the second part of the simulations carried out, the objective is to investigate 
the effect on the packet's ETE delays when the estimation algorithm is used in 
conjunction with the time-dependent priority scheme. We started by implementing the 
priority scheme in node 4 only. The resultant ETE delays are shown in Figs. 14 
through 16. It is clear that node 4 has redistributed its own queuing delays among the 
different packet classes. This satisfies part of our objective. 
What is left is to conduct a few more simulation runs with all nodes in the subnetwork 
exercising the same priority routine on their respective packet classes. By so doing, the 
following results which are depicted in Figs. 17 through 20, were obtained. As can be 
seen, the packets belonging to class 7 (for example), which happened to traverse less 
number of hops, in the subnetwork, are having their ETE delays increased significantly 
by some amount. The same amount of delays (work conserving) were reduced from the 
ETE delays of the other packet classes which have traversed more hops. This can easily 
be seen in Figs. 21 and 22. It is clear that the priority sy stem has reduced the 
differences between the ETE delays for all the packet classes. 
6. Summary and Conclusions 
Addressed in this paper is the question of fairness in packetized computer data 
networks. We have asserted that equal mean ETE delay for all packet classes in the 
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network is a reasonable measure of fairness. In that respect. it is shown that 
transmission scheduling can improve fairness of the networks. Kleinrock's time-
dependent priority discipline was considered due to its continuous parameters that one 
can usc to manipulate the class delays. 
In developing the present priority scheme. no knowledge of the state of the 
network delays is required to be exchanged between the involved parties in the network. 
Instead, each node in the network estimates the current state of the packet delays based 
on its observation of the packet arrival times. This approach is better suited for 
decentralized networks. 
The paper presents a model for a Markov modulated point process and a scheme 
for recursive estimation of the network (upstream) delays. This is used in conjunction 
with the Kleinrock's priority system for real-time implementation of a dynamic priority 
system which is capable of equalizing the mean ETE delays of different traffic classes in 
the network. Implementation of this system is considered to be relatively simple, and 
the processing overhead is relatively small. 
Simulation results investigating the perfonnance of the delay estimation scheme 
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and the adaptivity of the dynamic priority system are included. We conjectured and 
supported by the simulation results that by properly adjusting the (delay) estimator 
parameters, the resultant dynamic priority scheme can improve the (ETE delay) fairness 
in packet data networks. 
An important observation concerning the delay estimation algorithm is its 
sensitivity to the values of'Jl, Thus, several different values of jl were tried . We expect 
that, because of this sensitivity to ~, it will be possible to use an adaptive procedure to 
estimate it in an actual implementation of the dynamic priority scheme. 
APPENDIX A 
We present here a brief summary of the results on the modeling of discrete-time 
point processes following Segall [23] . 
oc 
Consider the sequence of observations {n (t) } t = 1 with n (t ) ;;; 0 or n (t ) 
= I being the only possibilities for each t. Suppose the probability that n (t ) = 1 is 
influenced by previous occurrences as well as by some other related sequence 
00 {X (t) } t = l' The factors that may affect the occurrence probability at time t are the 
past observations denoted 
nt-I:::: {n(l),n(2), . . .• x(t)}· 
and the past and present of the related sequence 
Xl:::: (x(1). x(2), ... ,x(t)} . 
The infonnation carried by these signals is denoted by the o-algebra generated by them, 
We then define a ( , ) by 
P r { n (t) :::: 11 ~ t _ 1 } :;:: 1- P r {n (t) :;:: 0/ ~ t - d 
~a(t,nt-l,xt) 
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Then 
E.6t-1 {nCt) } ~ E{nCt) / Pl-l} = aCt, nt-I, xt), where 
EPt-I {z} ~ E{z/ Pt - I} is the conditional expectation ofzgiven 13 t - 1-
If we define 
w(t):=: net) - aCt, nt-I,x() then 
E.6 t-l {w(t)} = 0, 
which says, roughly, that w(t) is unpredictable given the information represented by 
f3 t-I . Similarly, if we write 
and define 
fCt, nt-I, x~ = E.B t .! {x(t+l)} 
u(t) = x(t+ 1) - Efi 1-1 {x(t+ 1)} 
we obtain 
E{3 t-I {u(t)} = 0 
Assembling all of the above gi yes 
x(t +1) == f(t, nt-I, x~ + u(t) 
net) = aCt, n t - 1, x1) + w(t) 
These two equations simply reflect the fact that any observation sequence can be divided 
into the sum of a predictahle part and an unpredictable part_ 
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