Abstract. We consider the semilinear Lane-Emden problem
Introduction
Let Ω be a smooth bounded domain of R 2 . We consider the Lane-Emden problem −∆u = |u| p−1 u
in Ω u = 0 on ∂Ω (1.1)
where p > 1.
The aim of this paper is to contribute to the analysis of the concentration phenomenon for sign changing solutions of problem (1.1) as the exponent p → +∞.
In order to explain properly the results and the difficulties related to this investigation let us make a short survey of known results and a comparison with the higher dimensional case when Ω ⊆ R N , N ≥ 3, p < N +2
N −2 and p → N +2 N −2 , i.e. p approaches the critical Sobolev exponent from below.
In higher dimension there is a large literature dealing with the asymptotic behavior of positive solutions, while very little is known for sign changing ones. The reason is that there is a lack of understanding of the finite energy nodal solutions of the "limit" problem
which naturally arises in the study of the asymptotic behavior of solutions of (1.1). We refer to [25] for further details.
The only completely understood case for sign changing solutions, in higher dimension, is when they have low energy, i.e. for solutions (u p ) satisfying
where S is the best Sobolev constant.
In [3] a complete classification of these solutions is provided showing that there are two possibilities. The first one occurs if, for a family of solutions (u p ), there exists a positive constant such that 1
Then u p blow-up and concentrate at two distinct points of Ω and suitable scalings of u + p and u − p (positive and negative part of u p ) converge, as p → N +2
N −2 , to a positive regular solution Z of (1.2). In other words the limit profile of u p is that of two separate bubbles carrying the same energy. Moreover the nodal set touches the boundary of Ω. The second case arises if (1.4) does not hold, then it is proved in [3] that u + p and u − p blow-up, they concentrate at the same point and they have the local limit profile, after rescaling, of a positive regular solution Z of (1.2). Hence the solution u p looks like a "tower" of two standard bubbles, each one carrying the same energy. Moreover the nodal set does not touch ∂Ω.
Let us now consider the case when Ω ⊂ R 2 . The first papers where an asymptotic analysis of (1.1), as p → +∞, has been done are [22, 23] . The authors consider the case of families (u p ) of least energy (hence positive) solutions and in some domains they prove concentration results as well as some asymptotic estimates. Note that the solutions do not blow up as p → +∞ (unlike the higher dimensional case). Moreover the least energy solutions, for the 2-dimensional Lane-Emden problem, satisfy the condition They left open the question of identifying a limit problem and of detecting the limit of u p ∞ which was conjectured to be √ e. Later, inspired by the paper [2] concerning 2-dimensional problems with critical exponential nonlinearities, Adimurthi and Grossi in [1] showed that a suitable scaling of the least energy solutions u p converges in C 1 loc (R 2 ) to a regular solution U of the Liouville problem −∆U = e U in R 2 R 2 e U dx = 8π.
(1.6)
They also considered general bounded domains and showed that the L ∞ -norm of u p indeed converges to √ e.
Recently in [24] the authors have analyzed the asymptotic behavior of solutions of some biharmonic equations and pointed out that the same analysis also applies to a family of positive solutions of (1.1) satisfying the condition
for some positive constant β ≥ 8πe. Their results show the concentration of the solutions at a finite number of distinct points in Ω, excluding the presence of non simple concentration points (i.e. bubble towers) and give a quantization of the energy.
Concerning sign changing solutions, the asymptotic analysis started in [16] by considering a family (u p ) of low-energy nodal solutions as for the higher dimensional case. Note that, for the 2-dimensional problem, this means 8) which is the analogous of (1.5) for low-energy positive solutions. In [16] it is proved that if the minimum and the maximum of u p are comparable, i.e. if there exists K ≥ 0 such that p u
(which is the analogous of (1.4) when N ≥ 3) then u p concentrate at two distinct points of Ω and suitable scalings of u + p and u − p converge to a regular solution U of (1.6). Hence the situation is the same as in the higher dimensional case when (1.4) holds. Moreover in [16] it is proved that if u p has Morse index 2 then the maximum and the minimum converge to ± √ e and the nodal line touches the boundary of Ω. Next, one would like to consider the case when (1.9) does not hold and would expect the presence of non-simple concentration points or, in other words, the existence of solutions whose limit profile is given by the superposition of two bubbles, as it happens when N ≥ 3. The asymptotic analysis in this case looks difficult when N = 2. However solutions with this limit profile do exist as it has first been proved in [17] by analyzing the asymptotic behavior of least energy radial nodal solutions in the ball. More precisely in [17] the authors prove the following result Theorem 1.1 (Grossi, Grumiau & Pacella [17] ). Let (u p ) be a family of least energy radial nodal solutions in the unit ball B centered at the origin with u p (0) > 0. Then:
where H is a negative suitable constant and δ 0 is the Dirac measure centered at 0. Moreover
for some γ > 0, where G is the Green function on the ball.
This result shows a substantial difference between the cases N = 2 and N ≥ 3. It means that for N = 2 there exist solutions which asymptotically look like the superposition of different bubbles given by a regular solution of (1.6) and a singular solution of (1.10). Moreover each bubble does not carry the same energy (unlike when N ≥ 3).
One of the main results of this paper shows that the same phenomenon appears in other domains, different from balls, under some symmetry assumption.
We do this through the asymptotic analysis of a family of sign changing solutions found recently in [12] . The main feature of these solutions is that they have an interior nodal line which does not intersect the fixed point of the symmetry group of the domain. We believe that this is the peculiarity of solutions having a bubble tower profile.
To state precisely our result we introduce some notations. For a given family (u p ) of sign changing solutions of (1.1) we denote by
We prove Theorem 1.2. Let Ω ⊂ R 2 be a simply connected bounded smooth domain, invariant under the action of a cyclic group G of rotations about the origin (hence the origin O ∈ Ω), with |G| ≥ 4e (|G| is the order of G). Let (u p ) be a family of sign changing G-symmetric solutions of (1.1)
for some α < 5 and p large. Then, assuming w.l.o.g. that
, about the maximum point, defined
in Ω + p converge (up to a subsequence) to the regular solution U of (1.6) with
, about the minimum point, defined in Ω − p converge (up to a subsequence) to a singular solution of (1.10) for some suitable con-
Remark 1.3. The existence of sign changing solutions satisfying the hypotheses of Theorem 1.2 has been proved in [12] for any simply connected G-symmetric smooth bounded domain with |G| ≥ 4.
The results of Theorem 1.2 show that both u + and u − concentrate at the origin, and, after the above rescalings, they have the limit profile of a regular and a singular solution of the Liouville equation in R 2 .
As far as we know, this is the first result of this kind for problem (1.1) in domains different from the ball.
The starting point to prove Theorem 1.2 is an asymptotic analysis of a general family (u p ) of sign changing solutions of (1.1) satisfying the condition (1.7). These first results, inspired by the paper [14] (see also [15] ) can be viewed as a first step towards the analysis of the asymptotic behavior of general sign changing solutions of (1.1). This kind of profile decomposition results have been proved for several other kind of problems and go back to the papers of Brezis-Coron ( [4, 5, 6] ) whose proofs apply also to critical exponent problems (see for instance [18] ).
Next we use the symmetry assumptions to prove that the maximum points x + p converge to the origin as well as any other concentration points.
The hardest part of the asymptotic analysis is to prove that the rescaling about the minimum point x − p converges to a radial singular solution of a singular Liouville problem in R 2 . Indeed, while the rescaling of u p about the maximum point x + p can be studied in a "canonical" way, the analysis of the rescaling about x − p requires additional arguments. In particular the presence of the nodal line, with an unknown geometry, gives difficulties which, obviously, are not present when dealing with positive solutions or with radial sign changing solutions. Also the proofs of the results for nodal radial solutions of [17] cannot be of any help since they depend strongly on 1-dimensional estimates.
We hope that our results can help to understand better sign changing solutions of other 2-dimensional nonlinear problems as in [19] , whose result for sinh-Poisson equations was inspired by [17] .
Finally we would like to point out that these bubble-tower solutions of (1.1) are also interesting in the study of the associated heat flow because they induce a peculiar blow-up phenomenon (see [7, 13, 20] ).
We delay to Section 5 some further comments and open problems.
The outline of the paper is the following. In Section 2 we show some results about the asymptotic analysis of sign-changing solutions of (1.1) in general, not necessarily symmetric, domains. In Section 3 we study the behavior of the solutions around the maximum points, while Section 4 is devoted to analyze the rescaling about the minimum points. Finally in Section 5 we prove some further properties of the solutions and discuss some open questions.
Asymptotic analysis in general domains
In this section we study the asymptotic behavior of a family (u p ) p>1 of sign changing solutions of (1.1) satisfying the energy condition
We follow the approach of [14] where positive solutions of semilinear elliptic problems with critical exponential nonlinearities in 2-dimension were studied.
We denote by E p the energy functional associated to (1.1), i.e.
and recall that for a solution u of (1.1)
Given a family (u p ) of solutions of (1.1) and assuming that there exists n ∈ N \ {0} families of points (x i,p ), i = 1, . . . , n in Ω such that
we define the parameters µ i,p by
By (2.3) it is clear that µ i,p → 0 as p → +∞ and that
Then we define the concentration set
and the function
Finally we introduce the following properties:
for all p sufficiently large and all x ∈ Ω.
Lemma 2.1. Let (u p ) be a family of solutions to (1.1) satisfying (2.1).
is the first eigenvalue of the operator −∆ in H 1 0 (Ω). In particular for the points x ± p , where the maximum and the minimum are achieved, the analogous of (2.3) and (2.5) hold.
(iii) If, for n ∈ N \ {0}, the properties (P n 1 ) and (P n 2 ) hold for families
where
The proof of (i) is the same as in Proposition 2.7 of [16] , while the proof of (ii) is similar to that of Proposition 2.5 of [16] . To prove (iii) let us write, for any R > 0
where B ρ (a) denotes the ball of center a and radius ρ. Thanks to (P n 2 ), we have
Thus by (2.9), (2.10) and Fatou's lemma
Moreover by virtue of (P n 1 ) it is not hard to see that
At last, since this holds for any R > 0, we get
To prove (iv) let us note that, since (2.1) holds, there exists w ∈ H 1 0 (Ω) such that, up to a subsequence, √ pu p ⇀ w in H 1 0 (Ω). We want to show that w = 0 a.e. in Ω. Using the equation (1.1), for any test function ϕ ∈ C ∞ 0 (Ω), we have
Hence
which implies that w = 0 a.e. in Ω.
Next proposition gives the main result of this section.
Proposition 2.2. Let (u p ) be a family of solutions to (1.1) and assume that (2.1) holds. Then there exist k ∈ N\{0} and k families of points (x i,p ) in Ω i = 1, . . . , k such that, after passing to a sequence, (P k 1 ), (P k 2 ), and (P k 3 ) hold. Moreover, given any family of points x k+1,p , it is impossible to extract a new sequence from the previous one such that (P ) hold with the sequences (x i,p ), i = 1, . . . , k + 1. At last, we have
Proof. We mainly follow the proof of Proposition 1 of [14] , but we have to deal with an extradifficulty because we allow the solutions u p to be sign-changing. We divide the proof in several steps and all the claims are up to a subsequence.
Step 1.
There exists a family (x i,p ) of points in Ω such that, after passing to a sequence (P 1 2 ) holds.
Proof of Step 1
We let x 1,p be a point in Ω where |u p | achieves its maximum. Without loss of generality we can assume that
By Lemma 2.1 (ii) we have
By (2.13), we have
(2.16) Using (2.14) and (2.16) we prove that
In the second case we let
Thanks to (2.16) we have, by standard elliptic theory, that ϕ p is uniformly bounded in Ω 1,p ∩ B 2R+1 (0). The function ψ p is harmonic in Ω 1,p ∩ B 2R+1 (0), bounded from above by (2.14) and satisfies
as p → +∞ one easily gets that ψ p (0) → −∞ as p → +∞ (if R = 0 this is trivial, if R > 0 it follows by Harnack inequality). This is a contradiction since ψ p (0) = −ϕ p (0) and ϕ p is bounded, hence (2.17) is proved.
Then for any R > 0, B R (0) ⊂ Ω 1,p for p sufficiently large. So (v 1,p ) is a family of nonpositive functions with uniformly bounded Laplacian in B R (0) and with v 1,p (0) = 0. Thus, arguing as before, we write v 1,p = ϕ p + ψ p where ϕ p is uniformly bounded in B R (0) and ψ p is an harmonic function which is uniformly bounded from above. By Harnack inequality, either ψ p is uniformly bounded in B R (0) or it tends to −∞ on each compact set of B R (0). The second alternative cannot happen because, by definition,
Hence we obtain that v 1,p is uniformly bounded in B R (0), for all R > 0. After passing to a subsequence, standard elliptic theory gives that v 1,p is bounded in C 2 loc (R 2 ) and, on each ball, 1 +
with U ∈ C 1 (R 2 ), U ≤ 0 and U (0) = 0. Thanks to (2.15) and (2.18) we get that U is a solution of
Moreover for any R > 0, by (2.5), we have
so that e U ∈ L 1 (R 2 ). Thus, since U (0) = 0, by virtue of the classification due to Chen and Li [8] we obtain
Then an easy computation shows that R 2 e U = 8π. This ends the proof of Step 1.
Step 2. Assume that (P n 1 ) and (P n 2 ) hold for some n ∈ N \ {0}. Then either (P n+1 1
) and (P n+1 2
) hold or (P n 3 ) holds, namely there exists C > 0 such that
for all p sufficiently large and all x ∈ Ω, with R n,p defined as in (2.7).
Proof of Step 2
Let n ∈ N \ {0} and assume that (P n 1 ) and (P n 2 ) hold while sup
We must prove that (P n+1 1
) and (P n+1 2 ) hold. We let x n+1,p ∈Ω be such that
Clearly x n+1,p ∈ Ω because u p = 0 on ∂Ω. By (2.20) and since Ω is bounded it is clear that
We claim that
for all i = 1, . . . , n and µ i,p as in (2.4). In fact, assuming by contradiction that there exists i ∈ {1, . . . , n} such that |x i,p − x n+1,p |/µ i,p → R as p → +∞ for some R ≥ 0, thanks to (P n 2 ), we get ) holds with the added sequence (x n+1,p ). Indeed we define the rescaled domain
and, for x ∈ Ω n+1,p , the rescaled functions
which, by (1.1), satisfy 25) or equivalently
Fix R > 0 and let (z p ) be any point in Ω n+1,p ∩ B R (0), whose corresponding points in Ω is
Thanks to the definition of x n+1,p we have
Since |x p − x n+1,p | ≤ Rµ n+1,p we have
and, analogously,
Thus, by (2.23) we get
and in turn from (2.27)
In the following we show that for any compact subset K of R 2
30)
. In order to prove (2.29) and (2.30) we will distinguish different cases.
By the arbitrariness of z p we obtain (2.30).
(ii) Assume that v n+1,p (z p ) ≤ 0. We distinguish two cases.
In the end in both case 1 and case 2 we have proved that, as p → +∞ 
for some R ≥ 0 (up to a rotation). In the second case we let
Thanks to (2.29), since ϕ p = v n+1,p in ∂ Ω n+1,p ∩ B 2R+1 (0) , we have, by standard elliptic theory, that ϕ p is uniformly bounded in Ω n+1,p ∩ B 2R+1 (0). The function ψ p is harmonic in Ω n+1,p ∩ B 2R+1 (0), bounded from above by (2.30) and satisfies
this is trivial, if R > 0 it follows by Harnack inequality).
This is a contradiction since ψ p (0) = −ϕ p (0) and ϕ p is bounded. Therefore the limit domain of Ω n+1,p is the whole R 2 .
Then for any R > 0, B R (0) ⊂ Ω n+1,p for p large enough and v n+1,p are functions with uniformly bounded laplacian in B R (0) and with v n+1,p (0) = 0. So, by Harnack inequality, v n+1,p is uniformly bounded in B R (0) for all R > 0 and then v n+1,p → U in C 1 loc (R 2 ) as p → +∞ with U ∈ C 1 (R 2 ), U (0) = 0 and, by (2.30), U ≤ 0. Passing to the limit in (2.26) we get
as p → +∞, and so −∆U = e U in R 2 . Next for any R > 0
so that e U ∈ L 1 (R 2 ). By [8] and v n+1,p (0) = 0 we have U (x) = log
This proves that (P n+1 2 ) holds with the added points (x n+1,p ), thus Step 2 is proved.
Step 3. Proof of Proposition 2.2 completed.
Proof of Step 3
From Step 1. we have that (P 1 1 ) and (P 1 2 ) hold. Then, by
Step 2, either (P 2 1 ) and (P 2 2 ) hold or (P 1 3 ) holds. In the last case the assertion is proved with k = 1. In the first case we go on and proceed with the same alternative until we reach a number k ∈ N \ {0} for which (P k 1 ), (P k 2 ) and (P k 3 ) hold up to a sequence. Note that this is possible because the solutions u p satisfy (2.1) and Lemma 2.1 hols and hence the maximal number k of families of points for which (P k 1 ), (P k 2 ) hold must be finite.
Moreover, given any other family of points x k+1,p , it is impossible to extract a new sequence from it such that (P ) hold together with the points (
) was verified then
Finally the proof of (2.12) is a direct consequence of (P k 3 ). Indeed if K is a compact subset of Ω \ S by (P k 3 ) we have that there exists C K > 0 such that p|u p (x)| p−1 ≤ C K for all x ∈ K and p sufficiently large.
Then by (
Hence standard elliptic theory shows that √ pu p → w in C 1 (K), for some w. But by Lemma 2.1-(iv) we know that √ pu ⇀ 0, so w = 0. This ends the proof.
We conclude this section showing some consequences of Proposition 2.2.
Remark 2.3. Under the assumptions of Proposition 2.2 we have
Corollary 2.4. Under the assumptions of Proposition 2.2 if u p is sign-changing it follows that
where, as in the Section 1, N L p denotes the nodal line of u p .
As a consequence, for any i ∈ {1, . . . , k}, letting N i,p ⊂ Ω be the nodal domain of u p containing x i,p and setting u i p := u p χ N i,p (χ A is the characteristic function of the set A), then the scaling of u i p around x i,p :
, where U is the same function defined in (P k 2 ). Proof. Let us suppose by contradiction that
on the one hand
on the other hand by (P k 2 ) and up to subsequences
∈ R 2 and so |x ∞ | = ℓ. Thus we have obtained a contradiction which proves the assertion. Proposition 2.5. Let (x p ) p ⊂ Ω be a family of points such that p|u p (x p )| p−1 → +∞ and define µ p in the usual way through µ −2
Proof. Let us start by proving that
µp is bounded for p large. So we assume by contradiction that there exists a sequence p n → +∞ such that
By (P k 3 ) and (2.34) we have
As a consequence
which contradicts (2.34).
Next we show that
µp ≤ 1. Assume by contradiction that there exists ℓ > 1 and a sequence p n → +∞ such that
By (P k 3 ) and (2.35) we have
such that, up to a subsequence
By (2.35) and the assumption ℓ > 1 we deduce
Proposition 2.6. Let x p and x i,p be as in the statement of Proposition 2.5. If
Assume by contradiction that (2.36) holds but there exists 0 < ℓ ≤ 1 and a sequence p n → +∞ such that µ i,pn µ pn → ℓ, as n → +∞. (2.37) Then (2.37) and (P k 3 ) imply 3. G-symmetric case: asymptotic analysis about the maximum points
In this section we start the asymptotic analysis which leads to the proof of Theorem 1.2. So we assume that Ω ⊂ R 2 is a G-symmetric domain as in the statement of Theorem 1.2.
In particular we recall the hypothesis |G| ≥ 4e. (3.1) Then we consider a family (u p ) of sign-changing G-symmetric solutions of (1.1) with the properties listed in Theorem 1.2. In particular u p satisfies
for some α < 5 and p large.
In the sequel we keep all notations introduced in Section 1 and Section 2 and add the following ones:
• N ± p ⊂ Ω denotes the positive/negative nodal domain of u p • N ± p are the rescaled nodal domains about the points x ± p by the parameters µ ± p defined in the introduction, i.e.
We recall an energy lower bound (see for example [12] ) and some obvious properties deriving from (3.2)
Lemma 3.1. For any ǫ > 0 there exists p ǫ such that
From now on we assume w.l.o.g., as in Section 1, that the L ∞ -norm of u p is achieved at the maximum point x + p i.e.
). Thanks to (3.2) we are entitled to apply Proposition 2.2 to the solutions (u p ).
For the rescaling about x + p we have 
defined on Ω + p (see Section 1 for the definition) converges to U in C 1 loc (R 2 ), where U is the function introduced in (2.8).
Moreover also the scaling of u + p around x + p : The previous Lemma 3.1 and Proposition 3.2 hold regardless the symmetry of Ω. In the sequel using the symmetry assumptions on Ω and on our solution we will derive more specific and precise results. Now we apply Proposition 2.2, which gives a maximal number k of families of points (x i,p ), i = 1, . . . , k, in Ω such that, up to a sequence, (P k 1 ), (P k 2 ) and (P k 3 ) hold for our solutions. Then we get Proof. Without loss of generality we can assume that either (
We prove the result in the case (x i,p ) p ⊂ N + p , the other case being similar. Moreover in order to simplify the notation we drop the dependence on i namely we set x p := x i,p and µ p := µ i,p . Let h := |G| and let us denote by g j , j = 0, . . . , h − 1, the elements of G. We consider the rescaled nodal domains
and the rescaled functions z
Hence it's not difficult to see (as in Corollary 2.4) that each z j,+ p converges to U (x) = log
Assume by contradiction that there exists a sequence p n → +∞ such that
since the h distinct points g j x pn , j = 0, . . . , h − 1, are the vertex of a regular polygon centered in O, d n := |g j x pn − g j+1 x pn | = 2 d n sin π h , where d n := |g j x pn |, j = 0, .., h − 1, and so we also have that 
Summing on j = 0, . . . , h − 1, using (3.8), (3.2), (3.3) and (2.2) we get:
which is in contradiction with our assumption (3.1) on |G|. Dividing by µ + pn and passing to the limit, from Corollary 2.4 (remember that x + pn has the role of x 1,pn in the general Proposition 2.2) we get that
which is a contradiction with Proposition 3.3. So (i) holds.
To prove (ii) let us argue again by contradiction assuming that for a sequence p n → +∞, u pn (x i,pn ) < 0 holds for some i ∈ {1, . . . , k}. Then
so that, exactly with the same proof as in i), we reach a contradiction with Proposition 3.3. So (ii) holds.
Proposition 3.6. The maximal number k of families of points (x i,p ), i = 1, . . . , k, for which (P k 1 ), (P k 2 ) and (P k 3 ) hold is 1. Proof. Let us assume by contradiction that k > 1 and set x + p = x 1,p . For a family (x j,p ), j ∈ {2, . . . , k} by Proposition 3.3, there exists C > 0 such that
Thus, since by definition µ + p = µ 1,p ≤ µ j,p , also |x 1,p | µ j,p ≤ C.
Hence |x 1,p − x j,p | µ j,p ≤ |x 1,p | + |x j,p | µ j,p ≤ C as p → +∞, which contradicts (P k 1 ).
Then we easily get where γ ∈ C 1 (R 2 \ {0}), γ ≤ 0, γ(x ∞ ) = 0 for a point x ∞ ∈ ∂B 1 (0) and it is a solution to
Observe that if V would solve −∆V = e V in the whole R 2 then necessarily V (x) = U (x − x ℓ ).
As a consequence v − p (x) = s − p (x + [9, 10, 11] and the classification in [8] we have that V solves, for some η > 0, the following entire equation
R 2 e V dx = 8π(1 + η), (4.18) where δ 0 denotes the Dirac measure centered at the origin.
We claim that V is radial. Indeed, by the classification given in [21] , we have that either V is radial, or η ∈ N and V is (η + 1)-symmetric. Suppose by contradiction that η ∈ N and V is (η + 1)-symmetric, then, since V is the limit of s − p (which is G-symmetric with |G| ≥ 4 e) we get η + 1 ≥ 4 e and so On the other hand for any R > 0: 
