We consider continuous-time random interlacements on Z d , d ≥ 3, and investigate the percolation model where a site x of Z d is occupied if the total amount of time spent at x by all the trajectories of the interlacement at level u ≥ 0 exceeds some constant α ≥ 0, and empty otherwise. Thus, the set of occupied sites forms a subset of the interlacement at level u. We also investigate percolation properties of empty sites. A recent isomorphism theorem [15] enables us to "translate" some of the relevant questions into the language of level-set percolation for the Gaussian free field on Z d , d ≥ 3, for which useful tools have been developed in [11] . We also gain new insights of independent interest concerning "two-sided" level-set percolation, where a site x of Z d is occupied if and only if the absolute value of the field variable at that site exceeds a given non-negative level.
Introduction
In the present work, we consider the field of occupation times for continuous-time random interlacement at level u ≥ 0 on Z d , d ≥ 3, and investigate the percolative properties of the random subset of Z d obtained by keeping only those sites at which the occupation time exceeds some given cut-off value α ≥ 0. We also consider the percolative properties of the complement of this set in Z d . Our main interest is to infer for which values of the parameters (u, α) these random sets percolate. A recent isomorphism theorem [15] relates the field of occupation times for continuous-time random interlacements on Z d , d ≥ 3 (and more generally, on any transient weighted graph) to the Gaussian free field on the same graph. We will exploit this correspondence as a transfer mechanism to reformulate some of the problems in terms of questions regarding level-set percolation for the Gaussian free field. This will allow us to use certain renormalization techniques recently developed in this context in [11] . Additionally, we derive new results concerning "two-sided" levelset percolation for the Gaussian free field on Z d , d ≥ 3, where, in contrast to (0.2) of [11] (see also [2] ), the level sets consist of those sites at which the absolute value of the corresponding field variable exceeds a certain level h ≥ 0.
We now describe our results and refer to Section 1 for details. We consider continuoustime random interlacements on Z d , d ≥ 3. Somewhat informally, this model can be defined as a cloud of simple random walk trajectories modulo time-shift on Z d constituting a Poisson point process, where a non-negative parameter u appearing multiplicatively in the intensity measure regulates how many paths enter the picture (we defer a precise definition to the next section, see the discussion around (1.8)). For any u ≥ 0 and α ≥ 0, we introduce the (random) subsets of Z d (0.1)
where (L x,u ) x∈Z d denotes the field of occupation times at level u, see (1.15) , and ask for which values of the parameters u and α these sets percolate. Note that for all u ≥ 0, I u,0 corresponds to the (discrete-time) interlacement set at level u introduced in (0.7) of [14] (see also (1.9) and (1.16) below) and V u,0 to the according vacant set. Before addressing the core issue of describing the phase diagrams for percolation of the random sets I u,α and V u,α , as u and α vary, we prove uniqueness of the infinite clusters, whenever they exist. More precisely, we show in Corollary 2.4 that for all u ≥ 0, α > 0 and d ≥ 3, (0.2) P-a.s., I u,α and V u,α contain at most one infinite connected component, where P denotes the law of the interlacement point process, as defined below (1.8). For α = 0, (0.2) is already known and follows from [14] , Corollary 2.3, and [17] , Theorem 1.1.
Our main results concern the existence/absence of infinite clusters inside I u,α and V u,α , in terms of the parameters u and α. Let us define the functions (0.3) η I (u, α) = P 0 (with the convention inf ∅ = ∞). It is not difficult to see that the function α * (·) is nondecreasing, see (5.1) below. Our main results regarding percolation of the sets I u,α state that (0.5) 0 < α * (u) < ∞, for all u > 0 and d ≥ 3 (see Theorem 3.1 for positivity of α * (u) and Theorem 5.1 for finiteness). In words, the sets I u,α exhibit a non-trivial percolation phase transition as α varies, for every (fixed) positive value of u. In a similar vein, for V u,α , we introduce the critical parameter (0.6) u * (α) = inf{u ≥ 0 ; η V (u, α) = 0} ∈ [0, ∞], for α ≥ 0, which is well-defined since η V (·, α) is non-increasing for every value of α ≥ 0. It is an easy matter to verify that the function u * (·) is non-decreasing, see (5.6) , and that u * (0) = u * , where u * refers to the critical point for percolation of the vacant set of (discrete-time) random interlacements, as defined in (0.13) of [14] , which is known to be finite and strictly positive for all dimensions d ≥ 3, see [14] , Theorem 4.3, and [13] , Theorem 3.4 (see also Theorem 5.1 in [16] for a more general result). Our main conclusion concerning percolation of the sets V u,α , see Theorem 5.2 below, asserts that (0.7) (0 < u * ≤) u * (α) < ∞, for all α ≥ 0 and d ≥ 3.
In fact, not only are we able to establish finiteness of the critical parameters in (0.5) and (0.7), but also the stronger result that (see ( where the event in the probabilities refer to the existence of a nearest-neighbor path in I u,α , resp. V u,α , connecting x to the origin. Tentative phase diagrams for percolation of I u,α and V u,α , u, α ≥ 0, can be found in Figure 1 below.
I(u, α)
: u,α has a unique infinite component} and V (u, α) = 1{P-a.s., V u,α has a unique infinite component}. The shaded areas, in which the corresponding connectivity functions have stretched exponential decay, define the auxiliary critical lines α * * (u) and u * * (α), see Remark 5.4, 2) . It is presently an open problem whether the two critical lines α * (·) and α * * (·), respectively u * (·) and u * * (·), actually coincide.
As hinted above, some of the proofs rely on Theorem 0.1 of [15] , which relates (L x,u ) x∈Z d to the Gaussian free field on Z d , see (0.14). In particular, en route to proving (0.8), we show the following result, interesting in its own right. Let P G denote the canonical law of Gaussian free field on Z d , i.e. P G is the probability measure on R and, similarly to (0. 8) , that the connectivity function of L ≥h has stretched exponential decay for sufficiently large h, see (4.53) . This strengthens the result (0.5) of [11] (see also [2] ), which states that h * , the critical level for percolation of the (one-sided) level sets {x ∈ Z d ; ϕ x ≥ h}, h ∈ R, is finite for all d ≥ 3. Moreover, it follows from Theorem 3.3 of [11] that h * is strictly positive in large dimensions, see Remark 4.8, 2) below. It was already known from Theorem 7 in [6] (see also p. 281 therein) that there is no directed percolation inside L ≥h when h is sufficiently large, for all d ≥ 4. Finally, let us mention that our results might be helpful for investigating certain random conductance models on Z d , in the spirit of [3] , with nearest-neighbor conductances involving the Gaussian free field; see also [4, 5] for further motivation.
We now comment on the proofs. In order to establish the uniqueness result (0.2), cf. Corollary 2.4 below, we invoke a classical theorem of Burton and Keane (see for example [7] , Theorem 12.2) after showing in Theorem 2.1 that for all u, α > 0, the translation invariant law Q u,α of (1{x ∈ I u,α }) x∈Z d under P, see (1.18) and Lemma 1.1, has the so-called finite energy property, i.e.
where Y x , x ∈ Z d , refer to the canonical coordinates on {0, 1} Z d . This differs markedly from the case α = 0, since the law of random interlacement at any level u ≥ 0 fails to fulfill condition (0.13), see [14] , Remark 2.2, 3).
The positivity of α * (u) for u > 0 in (0.5), cf. Theorem 3.1 below, is shown as follows. First, we introduce new occupation variables on Z d , whereby a site x is "occupied" if and only if x ∈ I u,0 and the first-passage holding time at x of the trajectory in the interlacement cloud with smallest label (≤ u) passing through x exceeds α (see (3. 2) for a precise definition). In particular, this implies that L x,u > α whenever x is "occupied," hence Q u,α dominates the (joint) law of these new occupation variables. Loosely speaking, we then prove that, conditionally on I u,0 , these new variables define an independent Bernoulli percolation on the discrete interlacement set I u,0 with a suitable success parameter p(α) satisfying lim α→0 p(α) = 1. This enables us to use some recent results of [9] to infer that the set of occupied vertices has an infinite cluster if p(α) is sufficiently close to 1 (i.e. if α is small enough).
The proofs of the finiteness of α * (u) and u * (α) in (0.5) and (0.7), see Theorems 5.1 and 5.2, respectively, both rely on the aforementioned isomorphism theorem (see [15] , Theorem 0.1), which states that
(0.14)
We focus on the claim α * (u) < ∞. The proof of (0.7) is somewhat more involved, but has a similar flavor. Thus, we consider I u,α for fixed u ≥ 0, as α becomes large. By (0.14),
. |ϕ x | has to be large (since α is). This heuristic reasoning suggests that the asserted finiteness of α * (u) is in fact a corollary of (0.12).
Finally, the result (0.12) concerning "two-sided" level-set percolation for the Gaussian free field, see Theorem 4.7 below, is shown using some of the tools developed in [11] for the analysis of (one-sided) level-set percolation (i.e. percolation of the sets {x ∈ Z d ; ϕ x ≥ h}, h ∈ R; the corresponding critical parameter is denoted by h * , see (0.4) in [11] ). In particular, it involves a renormalization scheme akin to the one introduced in Section 2 of [11] (see also [12] , [16] ), and crucially depends on the decoupling inequality (Proposition 2.2 in [11] ; see also Proposition 4.1 below) derived therein. However, we cannot simply follow the strategy used to prove finiteness of h * in [11] in order to establish (0.12), because the relevant crossing events {B(0, L) L ≥h ←→ S(0, 2L)}, with L ≥ 1, h ≥ 0, which refer to the existence of a (nearest-neighbor) path in L ≥h connecting B(0, L), the closed ball of radius L around the origin in the ℓ ∞ -norm, to S(0, 2L), the ℓ ∞ -sphere of radius 2L around 0, are neither increasing nor decreasing "in ϕ," so Proposition 2.2 of [11] does not apply directly. To overcome this difficulty, we proceed as follows. First, we partition Z d into disjoint boxes of equal side length L 0 , for some L 0 ≥ 1, and call any such box h-bad if |ϕ x | > h for at least one site x inside the box (this is quite crude but suffices for our purpose). Next, we consider the quantities for h ≥ 0, where (L n ) n≥0 is a geometrically increasing sequence of length scales, see (4.1). We define q − n (h) similarly, with the last condition replaced by the requirement that ϕ x ≤ −h for some site x in the given box of side length L 0 . Using the results of [11] , we show that lim n→∞ q ± n (h) = 0 for some careful choice of the parameters h and L n , n ≥ 0. Together with a geometric argument in the spirit of Lemma 6 in [9] , see Lemmas 4.4 and 4.5 below, this yields that large connected components of h-bad blocks have small probability. The claim (0.12) then easily follows, since the existence of an infinite cluster in L ≥h implies the existence of an infinite connected component of h-bad boxes.
We conclude this introduction by describing the organization of this article. In Section 1, we introduce some basic notation, briefly review the definition of continuoustime random interlacements, and collect a few auxiliary properties of the measures Q u,α , u, α ≥ 0 (see above (0.13)). Sections 2 and 3 are devoted to the uniqueness result (0.2) (see Corollary 2.4) and to the positivity of α * in (0.5) (see Theorem 3.1), respectively. All results concerning absence of percolation are contained in Sections 4 and 5. Section 4 deals solely with the Gaussian free field, and (0.12) is shown in Theorem 4.7, after a suitable renormalization scheme has been set up. Section 5 adresses the question of absence of percolation for the sets I u,α and V u,α . The main results (0.5) and (0.7) are established in Theorems 5.1 and 5.2, respectively, along with the asserted decay behavior of the corresponding connectivity functions, see (0.8).
One final remark concerning our convention regarding constants: we denote by c, c ′ , . . . positive constants with values changing from place to place. Numbered constants c 0 , c 1 , . . . are defined at the place they first occur within the text and remain fixed from then on until the end of the article. The dependence of constants (and other quantities) on the dimension d of the lattice will be kept implicit throughout.
Notation and useful results
In this section, we introduce some basic notation to be used in the sequel, recall the definition of continuous-time random interlacement on Z d , d ≥ 3, and collect some auxiliary properties of the law Q u,α of I u,α (see (1.18) below), for u, α ≥ 0.
We denote by N = {0, 1, 2, . . . } the set of natural numbers, by N * = N \ {0} the set of positive integers and by Z = {. . . , −1, 0, 1, . . . } the set of integers. We write R for the set of real numbers, R + for the set of non-negative real numbers (this includes 0), abbreviate r ∧ s = min{r, s} and r ∨ s = max{r, s} for any two numbers r, s ∈ R, and [r] for the integer part of r, for any r ≥ 0. We consider the lattice Z d , and (tacitly) assume throughout that d ≥ 3. On Z d , we respectively denote by | · | and | · | ∞ the Euclidean and ℓ ∞ -norms. For any x ∈ Z d and r ≥ 0, we let B(x, r) = {y ∈ Z d ; |y − x| ∞ ≤ r} and S(x, r) = {y ∈ Z d ; |y − x| ∞ = r} stand for the ℓ ∞ -ball and ℓ ∞ -sphere of radius r centered at x. Given K and U subsets of
we define the inner boundary of K to be the set ∂ i K = {x ∈ K ; ∃y ∈ K c , |y − x| = 1}, and the outer boundary of
We endow Z d with the nearest-neighbor graph structure, i.e. the edge-set consists of all pairs of sites {x, y}, x, y ∈ Z d , such that |x − y| = 1. We consider the spaces W + , W of infinite, respectively doubly infinite, Z d × (0, ∞)-valued sequences, such that the Z dvalued sequences form an infinite, respectively doubly-infinite nearest-neighbor trajectory spending finite time in any finite subset of Z d , and such that the (0, ∞)-valued components have an infinite sum in the case of W + , and infinite "forward" and "backward" sums, when restricted to positive and negative indices, in the case of W . We write X n , σ n and θ n with n ≥ 0, respectively n ∈ Z, for the Z d -and (0, ∞)-valued canonical coordinates and canonical shifts on W + , respectively W , and denote by W + and W the corresponding canonical σ-algebras. For w ∈ W , we will often abbreviate X( w) = (X n ( w)) n∈Z and σ( w) = (σ n ( w)) n∈Z .
We let P x , x ∈ Z d , be the law on W + under which (X n ) n≥0 is distributed as simple random walk starting at x and σ n , n ≥ 0, are i.i.d. exponential variables with parameter 1, independent of the X n , n ≥ 0. Since d ≥ 3, the walk is transient, so W + has full measure under P x . We denote by E x the corresponding expectation. Moreover, for any measure ρ on Z d , we write P ρ for the measure x∈Z d ρ(x)P x , and E ρ for the corresponding expectation. We denote by g(·, ·) the Green function of simple random walk, i.e.
which is finite (since d ≥ 3) and symmetric. Moreover, g(x, y) = g(x − y, 0)
def.
= g(x − y) due to translation invariance. For U ⊆ Z d and w ∈ W + , we write H U ( w), H U ( w) and T U ( w) for the entrance time in U , the hitting time of U and the exit time from U for the trajectory w, i.e.
We define H U ( w) and T U ( w) in a similar fashion when w ∈ W , with "n ∈ Z" replacing "n ≥ 0" in (1.2), and simply write H x , H x , T x when U = {x}. We also introduce H n 0 ( w), n ≥ 1, the successive visit times to 0, for w ∈ W + or W , i.e.
A straightforward application of the strong Markov property at time H n 0 (together with an inductive argument) yields
Next, we recall some basic notions from potential theory. Given some subset K ⊂⊂ Z d , we write
for the equilibrium measure of K, and
for its capacity. We further denote byẽ
is a box of side length L ≥ 1, one has (see for example Section 1 in [12] for a derivation)
We now turn to the description of continuous-time random interlacements on 
(σ n ) n∈Z are independent, and respectively distributed as simple random walk starting at x, simple random walk starting at x conditioned on not returning to x, and as a doubly infinite sequence of independent exponential variables with parameter one.
(1.8)
One verifies as in the case of discrete-time random interlacements (cf. [14] , Theorem 1.1) that (1.8) defines a unique σ-finite measureν on W * . In certain instances, it will be advantageous to view w ∈ W as (X( w), σ( w)) ∈ W × T , where W is the space of doubly infinite nearest-neighbor trajectories in Z d spending finite time in finite subsets of Z d (this is consistent with the notation from [14] ) and T is the space of doubly infinite (0, ∞)-valued sequences with infinite forward and backward sums. Accordingly, Q K becomes the product measure Q K ⊗ P T , with Q K as defined in (1.24) of [14] and P T a probability under which the elements of T are distributed as doubly infinite sequences of independent exponential variables with parameter one. The continuous-time interlacement point process is then constructed on a probability space (Ω, A, P) similar to (1.16) of [14] , with Ω a space of point measures on W * × R + and ω = i≥0 δ ( w * i ,u i ) denoting a generic element of Ω. The interlacement at level u ≥ 0, denoted by I u , is defined as the (random) subset of Z d consisting of all sites visited by at least one of the trajectories in the cloud ω with label at most u, i.e.
(1.9)
where w i is an arbitrary element in the equivalence class w * i , and range(X(
is called the vacant set at level u. Note that these definitions do not depend on the exponential holding times σ n ( w i ), n ∈ Z, i ≥ 0, hence the set I u in (1.9) corresponds to the (discrete-time) random interlacement at level u ≥ 0 introduced in (0.7) of [14] . For K ⊂⊂ Z d , we introduce the random point process (on
where, given some w * ∈ W * K , s K ( w * ) stands for the unique element w 0 in W 0 K satisfying π * ( w 0 ) = w * , and for arbitrary w ∈ W , w + denotes the element of W + obtained by restricting w to N (the "forward" trajectory). One can then show (similarly to the proof of (1.45) in Proposition 1.3 of [14] ) that under P,μ K (ω) has the law of the Poisson point process on W + × R + with intensity P e K (d w)du. (1.11) Given K ⊂⊂ Z d and u ≥ 0, we will also consider the random point process
on the space W + . As in (1.11) one deduces that the law ofμ K,u (ω), under P, is that of the Poisson point process on W + with intensity uP e K (d w). In particular, this measure is finite (its total mass is u · cap(K)), hence
where N K,u ∼ Poi(ucap(K)) (the number of trajectories with label at most u entering K) and the Z i are i.i.d. W + -valued random elements with law Pẽ K (see below (1.5) for the definition ofẽ K (·)), independent of N K,u . Occasionally, we will also consider (1.14)
which is a Poisson point process with finite intensity measure
In this article, we are primarily interested in the field (
(i.e., w i is an arbitrary element in the equivalence class w * i ). From (0.1), (1.9) and (1.15), we immediately infer that
Thus, in particular, the random sets defined in (0.1) satisfy I u,α ⊆ I u and V u,α ⊇ V u , for all α ≥ 0 and u ≥ 0. We endow the space {0, 1} Z d with its canonical σ-algebra Y, denote by Y x , x ∈ Z d , the corresponding canonical coordinates, define the (measurable) map
and consider the image measure (on {0,
Proof. For arbitrary w ∈ W and
, for all n ∈ Z, and write
As in the proof of (1.28) and (1.48) in [14] , one verifies that P is invariant under τ x , for any x ∈ Z d . Using (1.15), one obtains that
where the last step follows by translation invariance of P. The asserted ergodicity follows from the (stronger) mixing property
, for all A, B ∈ Y (and all u, α ≥ 0).
By approximation, it suffices to verify (1.20) for A, B depending on the coordinates in some finite set K ⊂⊂ Z d only. Moreover, by (1.12) and (1.15), the local time L x,u , for any x ∈ K, only depends on ω "throughμ K,u ," i.e. we can write, for all u ≥ 0 and
From these observations, and in view of (1.19), we conclude that (1.20) follows from
for any K ⊂⊂ Z d and [0, 1]-valued measurable function F on the set of finite point measures on W + (endowed with its canonical σ-field). The proof of (1.21) is the same as that of (2.7) in [14] (in particular, note that the presence of exponential holding times is inconsequential for this argument, which involves solely the spatial part of the trajectories). This completes the proof of Lemma 1.1.
Remark 1.2. (0 − 1 laws)
We consider the event A = {there exists an infinite cluster} ∈ Y, which is translation invariant. By ergodicity, letting
3) for the definition of η I (u, α)). In particular, this implies Ψ I (u, α) = 1 for all u > 0 and 0 ≤ α < α * (u) (recall (0.4) for the definition of α * (u)), and Ψ I (u, α) = 0 for all u ≥ 0 and α > α * (u) (note that α * (u) ∈ [0, ∞] at this point).
The conclusions of Lemma 1.1 and (1.20) continue to hold if one replaces Q u,α by Q u,α , the law of (1{x ∈ V u,α }) x∈Z d under P (using the inversion map on {0, 1} Z d ). On account of this, the analogue of (1.22) for Ψ V (u, α) = Q u,α [A] (obtained by replacing I with V everywhere in (1.22)) holds as well. Recalling (0.6), this gives Ψ V (u, α) = 1 for all α ≥ 0 and 0 ≤ u < u * (α), and Ψ V (u, α) = 0 for all α ≥ 0 and u > u * (α) (and u * (α) could be infinite at this point).
Finite energy property and uniqueness
In this section, we first establish in Theorem 2.1 that the measure Q u,α has the so-called finite energy property, see (0.13), for all u > 0 and α > 0. One important consequence is the (almost sure) uniqueness of the infinite cluster of I u,α in the super-critical regime, i.e., for all u, α > 0 such that η I (u, α) > 0, see Corollary 2.4 below. Analogous conclusions hold for V u,α , see Remark 2.3. As mentioned in the introduction, this differs noticeably from the case α = 0, which corresponds to discrete-time random interlacements, as Q u,0 , u ≥ 0, does not have the finite energy property.
Proof. Let u > 0, α > 0. By translation invariance of Q u,α , see Lemma 1.1, it suffices to prove (2.1) for x = 0. The latter amounts to showing that for all
We begin by proving (2.2). To this end, we recall the definition (1.17) of the map ψ u,α , and define
Thus, we need to show that
For arbitrary K ⊂⊂ Z d , we write N K,u for the number of trajectories (modulo time-shift) in the interlacement with label at most u which visit 
} has positive probability under P, and therefore
for some N ≥ 1. We introduce the set T K of finite nearest-neighbor trajectories on Z d starting and ending in supp(e K ) (= ∂ i K), and, given some
the event that N trajectories (modulo time-shift) with label at most u enter K and the trace left on Z d by at least one of them from the time it first enters K until its time of last visit to K is precisely given by τ . Note
Thus, on account of (2.5), and since T K is a countable set, we may select τ ∈ T K such that
and consider this τ = (τ (n)) 0≤n≤Nτ , with 0 ≤ N τ < ∞, to be fixed from now on. Next, we letτ ∈ T K be a closed finite nearest-neighbor path starting and ending in τ (0), i.e., satisfyingτ (0) =τ (N τs ) = τ (0), and passing through the origin. Furthermore, we assume that range(τ ) ⊂ K and thatτ visits each vertex in range(τ ) \ {τ (0)} exactly once (this can always be arranged). Viewing the set W 0 τ defined in (2.6) as W 0 τ × T (see the discussion below (1.8)), we define the (measurable) map
i.e. such that X n (ϕ(w)) = X n (w), for all n ≤ 0, X n (ϕ(w)) =τ (n), for 1 ≤ n ≤ Nτ , and X n (ϕ(w)) = X n−Nτ (w), for n > Nτ . We also introduce an auxiliary probability P Λ on the space Λ = R N * + ∋ (λ n ) n≥1 , such that the canonical coordinates on Λ are distributed as independent exponential variables with parameter one. We now define, for all λ = (λ n ) n≥1 ∈ Λ and i ≥ 1, the maps
In words, the effect of ϕ λ,i is to add the piece of pathτ when w ∈ W 0 τ hits K and to "inject" the holding times λ
, for all λ ∈ Λ and i ≥ 0, and extend ϕ * λ,i to W * K by letting it act as identity on
with ω K,u as defined in (1.14), where
where we assume for definiteness that the points ( w * i , u i ) in the support of ω K,u are ordered according to increasing u i (this yields a well-defined map Φτ on a subset of Λ × Ω having full measure under P Λ ⊗ P, since the u i 's are almost surely different, see (1.8) = Φτ • (P Λ ⊗ P) is the law of the Poisson point process on W * × R + with intensity 
It remains to show (2.12). We write P = G • (P K,u ⊗ P), where P K,u and P denote the laws of ω K,u and ω − ω K,u , respectively, and G(ω, ω ′ ) = ω + ω ′ , so that (2.14)
By Lemma A.3, we obtain that ϕ • Q K ≪ Q K (indeed, in the notation of Appendix A, the map ϕ defined in (2.8) can be written as ϕ F , with F : T K → T K preserving initial and final points, i.e. satisfying (A.1)). Hence,ν
using Lemma A.1 and (2.13), yields Φτ
Together with (2.14), this implies (2.12), and thus completes the proof of Lemma 2.2.
We now conclude the proof of (2.2) and recall to this end the definition of A ε u,α ∩D(N, τ, u) in (2.7). Denoting by N 0 τ ∈ {1, . . . , Nτ } the (only) time at whichτ visits the origin, i.e. τ (N 0 τ ) = 0, we consider the cylinder set
and claim that
Indeed, let λ ∈ C and ω ∈ A ε u,α ∩ D(N, τ, u). In particular, at least one trajectory with label at most u in the support of ω belongs to W * τ . By definition, Φτ "adds" the piece of pathτ to each such trajectory when it first hits K. This implies that some trajectory with label at most u in the support of Φτ (λ, ω) visits 0, and thus
since at most all N trajectories with label at most u hitting K belong to W * τ , and any vertex in K is visited byτ at most once. On the other hand, if
for, by construction, Φτ can only increase the local time at any point. Finally, since the range ofτ is contained in
Thus, (2.15) holds. Finally, we obtain
> 0, which, together with (2.12), implies (2.4), and thus completes the proof of (2.2).
We now turn to the proof of (2.3), which is simpler.
, as above. We denote by N 0,u the number of trajectories (modulo time-shift) with label at most u visiting the origin. Since N 0,u is integer-valued, there exists N ∈ N such that
We recall the definition (1.3) of H n 0 , n ≥ 1, the successive times a trajectory visits 0, and introduce the (increasing) family of measurable subsets (part of W + )
In words, V n + consists of all trajectories in W + starting in 0 which visit 0 at most n times. By virtue of (1.13), we obtain that
where the last step is due to transience, and 
Note that, conditionally on F (u, N, M ), for each realization of the event A u,α , the origin is hit at most N · M times "in total," i.e. by any trajectory in the interlacement at level u. Hence, noting that
where we used in the third line that the variables ζ n ( 
where A denotes the "flipped" event (i.e. A = ι(A) with the inversion map ι : 
Moreover, given u > 0, there exists R ≥ 1 such that for all sufficiently small α > 0, I u,α contains P-almost surely an infinite component in the slab
Proof. We aim at showing that the random set I u,α stochastically dominates a certain Bernoulli percolation on the interlacement I u . To this end, we define, for every u ≥ 0, a collection of random variables (σ x,u ) x∈Z d on (Ω, A, P) (see below (1.8)) as follows. We recall that ω {x},u denotes the restriction of the cloud ω ∈ Ω to the trajectories visiting x with label at most u, see (1.14), and introduce the P-a.s. well-defined Abbreviating χ x,u = 1{x ∈ I u }, for x ∈ Z d , u > 0, and denoting by F u the σ-algebra generated by the random variables χ x,u , x ∈ Z d , we will show that for any B ∈ B R Z d + and u > 0,
where P is an auxiliary probability (which doesn't act on χ x,u , x ∈ Z d ) under which τ x , x ∈ Z d , are distributed as independent exponential variables with parameter one. Before turning to the proof of (3.4), we first explain how the assertion (3.1) follows.
where we have defined B α = {x ∈ Z d ; τ x > α} and used in the last step that χ x,u · τ x > α if and only if x ∈ I u and τ x > α, for all u > 0, α ≥ 0 and x ∈ Z d . The problem of Bernoulli site percolation on the interlacement set has been recently studied in [9] . By virtue of Theorem 1 therein, it follows together with (3.5) that for every u > 0, there exists α 0 = α 0 (u) > 0 such that J u,α 0 percolates in a thick two-dimensional slab. In particular, it follows that P 0
←→ ∞ > 0, and in turn from (3.3) that P 0
This completes the proof of (3.1).
It remains to prove (3.4), i.e. that
for all B ∈ B R Z d + , A ∈ B {0, 1} Z d and u > 0. By Dynkin's lemma, the joint law of (σ x,u , χ x,u ) x∈Z d is fully specified by the distribution of its finite-dimensional marginals, thus, in order to prove (3.6), it suffices to show
for all K ⊂⊂ Z d , u > 0, B x ∈ B(R + ) and ε x ∈ {0, 1}, x ∈ K. Moreover, defining K + = {x ∈ K; ε x = 1}, we may assume that B x ∋ 0 for all x ∈ K \ K + in (3.7), for otherwise both sides of (3.7) vanish (χ x,u = 0 means x ∈ V u , whence σ x,u = 0 by (3.2)). All in all, it remains to show
We now fix some u > 0, K ⊂⊂ Z d and ε x ∈ {0, 1}, for x ∈ K, and assume that K + = ∅, since (3.8) trivially holds otherwise. We consider the Poisson point process ω K,u , see (1.14), and observe that, ω K,u being the restriction of ω to all trajectories with label at most u hitting K, the event on the left hand side of (3.8) only depends on ω "through ω K,u ." Now, for all u > 0 and K ⊂⊂ Z d (see for example [10] , p. 132),
where, N K,u is Poisson-distributed with parameter u · cap(K), see (1.6), and given N K,u , . We denote by P ′ the probability governing these auxiliary random variables.
With this representation (in law) of ω K,u at hand, we define F K,u , for u > 0, as the σ-algebra generated by the random variables
and observe that in the above identity in law (3.9), (χ x,u ) x∈K corresponds to
In particular, χ ′ x,u , x ∈ K, are measurable with respect to F K,u . Moreover, by (1.8) and on account of the preceding discussion, conditionally on F K,u and on the event {N K,u ≥ 1}, the sequences For x ∈ K + , we introduce the random variable I x = min{1 ≤ i ≤ N K,u ; x ∈ range(X( Z i ))}, which is measurable with respect to F K,u , and the event
for arbitrary N ≥ 1, i = (i x ) x∈K + with i x ∈ {1, . . . , N } and n = (n x ) x∈K + with n x ≥ 0 for all x ∈ K + . With these definitions, and since the above assumption that
for arbitrary B x ∈ B(R + ), x ∈ K + . The event A N,i,n is non-empty only if the map
is injective (for otherwise there would exist x = y with x, y ∈ range(X( Z i )) for some i ∈ {1, . . . N } and H {x} ( Z i ) = H {y} ( Z i ), which is impossible). Thus, (3.10) implies
for all N ≥ 1, i x ∈ {1, . . . , N }, n x ≥ 0, and B x ∈ B(R + ), x ∈ K + , with P and τ x , x ∈ Z d , as defined below (3.4). Inserting this into (3.11) yields (3.8), which completes the proof of (3.4), and thus of Theorem 3.1.
Results on the Gaussian free field
We now turn to our other main object of study, the Gaussian free field on Z d , d ≥ 3, as defined in (0.9), and prove in Theorem 4.7 below that the level sets L ≥h defined in (0.10) do not percolate when h ≥ 0 is sufficiently large. We will use this fact in Section 5 as a crucial preliminary step towards addressing the issue of absence of percolation for the sets I u,α and V u,α . To begin with, we adapt some of the results obtained in [11] to our present purposes. This includes setting up an appropriate renormalization scheme. Thus, we introduce a geometrically increasing sequence of length scales
with L 0 ≥ 1, l 0 ≥ 100 to be specified below, and corresponding renormalized lattices
We also define
Given some nearest-neighbor path π = (x i ) i≥0 in Z d , we consider the (sub-)sequence (x i k ) 0≤k≤M , where i 0 = 0, i k+1 = inf{i > i k ; x i ∈ B 0,y 0 (x i k ) }, for all k ≥ 0 (with the convention inf ∅ = ∞), and M = sup{k ≥ 0 ; i k < ∞} (≤ ∞). We then define the trace of π on L 0 as the sequence
It follows that (4.5) π 0 is a nearest-neighbor path in L 0 (of possibly finite length).
The same construction works if π itself has only finite length, say N (one then defines
In this case, π 0 necessarily has finite length, too, i.e. M < ∞. We write T (k) = {1, 2} k for all k ≥ 0 (with the convention {1, 2} 0 = ∅), and T n = 0≤k≤n T (k) for the canonical dyadic tree of depth n. For any given parameter (4.6) r ≥ 10 satisfying 2r ≤ l 0 , we call a map T :
, and
Note that, together with (4.1), the condition l 0 ≥ 2r in (4.6) guarantees that for any m 1 , m 2 as above, the ℓ ∞ -distance between the sets B n−k−1,T (m 1 ) and B n−k−1,T (m 2 ) is bounded from below by L n−k−1 (see also Remark 4.2, 1) below). We denote by Λ n,x the set of proper embeddings of T n in Z d with root at x ∈ L n , for n ≥ 0. One easily infers that
We now describe the events of interest. For each x ∈ L 0 , let A 0,x be a measurable subset of {0, 1} Z d (endowed with its canonical σ-algebra, and with canonical coordinates
For arbitrary h ∈ R, we introduce the measurable map
and, given an L 0 -adapted collection A = {A 0,x ; x ∈ L 0 }, consider the quantity
(recall that P G denotes the law of Gaussian free field on Z d , see (0.9)). The following proposition provides "recursive" bounds for p A n (h n ) along a suitable sequence (h n ) n≥0 , for certain collections A of L 0 -adapted events. There exist positive constants c 1 and c 2 such that, defining
then, given any positive sequence (β n ) n≥0 satisfying
and any increasing, real-valued sequence (h n ) n≥0 satisfying (4.14) , i 2 , . . . , i n+1 ) ; i k ∈ {1, 2}, 2 ≤ k ≤ n + 1}, and letting
, one has, by virtue of (4.7) ii), K T ,i ⊂ B n,T (i) , for i = 1, 2. Hence,
for some c > 0 and all T ∈ Λ n+1,x , n ≥ 0, x ∈ L n+1 . In contrast, to deduce (2.31) in [11] , one uses the fact that the sets
This accounts for the change from (2.23) in [11] to (4.14) above. Furthermore, by (4.9), the event on the right-hand side of (4.11) is measurable with respect to the σ-algebra generated by the coordinates ϕ x , for x ∈ m∈T (n) B 0,T (m) . The cardinality of this set is bounded by 2 n L d 0 , which justifies the modification in the definition of M (n, L 0 ) from (2.21) in [11] to (4.12) above.
2) In all applications below, the collections of L 0 -adapted events will be of the form
, with A 0,0 increasing or decreasing and measurable with respect to the coordinates in B 0,0 . In this case, in the definition (4.11) of p A n (h), it suffices to take the supremum over all T ∈ Λ n,x for an arbitrary fixed x ∈ L n , by translation invariance. 5) As is to be expected, the parameter r, which regulates the sparsity of the tree in (4.7), competes against the "sprinkling" condition (4.14) (intuitively, the bigger r is, the closer the leaves of the tree can potentially get, hence the larger the increase in parameter h n+1 − h n needs to be in order to dominate the interactions). For the puporses of the present work, taking r proportional to l 0 will suffice (thus, one could omit it completely from the picture). We do however keep track of the parameter r in our presentation of the renormalization scheme in anticipation of future applications, for which it might be needed.
Upon selecting (as in (2.51) of [11] ) (4.19) β n = (log 2)
, n ≥ 0, for some K 0 > 0 to be specified below in ( 
and let the sequence (h n ) n≥0 satisfy (4.14) with (β n ) n≥0 as defined in (4.19) . Then,
Proof. On account of Proposition 4.1 and (4.19), the proof of Proposition 4.3 is the same as that of Proposition 2.4 in [11] .
For the present purposes, it will suffice to select
in the definition (4.19) of β n . Moreover, we will solely consider (increasing) sequences (h n ) n≥0 with
so that condition (4.14) is satisfied. Note that L 0 , l 0 , r and h 0 are the only parameters which remain to be selected in order to fully specify the sequence (h n ) n≥0 . But for any choice of L 0 ≥ 1, r ≥ 10, l 0 ≥ 100 ∨ 2r and h 0 > 0, the limit h ∞ = lim n→∞ h n is finite. Indeed, we observe that β n as defined in (4.19) (with M (n, L 0 ) given by (4.12) and K 0 by (4.22)) satisfies β n ≤ c(L 0 , l 0 )2 n+1 , for all n ≥ 0. Hence,
This completes the description of the renormalization scheme.
Next, we establish a (somewhat general) geometric lemma, similar to Lemma 6 of [9] , which will be useful in several instances below. The setting is as follows. Given an integer N ≥ 1 and a sequence of length scales (L n ) n≥0 satisfying (4.1), for some L 0 ≥ 1, r ≥ 10 and l 0 ≥ 100 ∨ 2r, we consider a family of events A
forms a collection of L 0 -adapted events, for all i = 1 . . . , N . The reason for considering N such collections (rather than just one) is the monotonicity condition on the events in Propositions 4.1 and 4.3. In applications, N will typically be less than 10.
In order to gain some control over the distance between the localized, but "amorphous" events in A (i) , we impose certain geometric constraints, using the tree structure in (4.7).
To this end, we first recall that Λ n,x is the set of proper embeddings of T n (the canonical binary tree of depth n) in Z d with root at x ∈ L n , see (4.7), and define the events
(this definition is consistent in the case n = 0). In words, A
n,x is the event that 2 n "well-separated" events A 
On account of (4.7), we observe that any proper embedding T ∈ Λ n,x , n ≥ 1, is uniquely determined by specifying
, T i is the embedding corresponding to the restriction of T to the descendants of i in T n , for i = 1, 2. Thus, from (4.25), we obtain the recursion
We now introduce some randomness into the setting, and assume to this end that (Ω, F, P ) is a probability space on which N {0, 
n,x as above. We think of the events B (i) n,x as "bad" events, and their probability will be typically very small, see (4.37) below. Accordingly, we define a vertex x ∈ L n to be n-bad of type i if the event B
(i)
n,x occurs (under P ), and simply n-bad if the type is not specified, i.e. if
by a nearest-neighbor path of bad vertices in L 0 . The following geometric lemma will be useful in proving that long paths of bad vertices in L 0 have small probability. For future reference, let For all n ≥ 0 and x ∈ L n , one has
{y is n-bad}.
Proof. We proceed by induction over n. Clearly, (4.29) holds for n = 0 and arbitrary x ∈ L 0 . We now suppose it holds for n − 1 and all x ∈ L n−1 (with n ≥ 1). We consider an arbitrary vertex x 0 ∈ L n and assume that B(x 0 , L n ) bad ←→ S(x 0 , 2L n ) occurs. To prove (4.29), we thus need to show that
(the reason for adding 2L n−1 will become apparent in a moment). Hence, there exist
Moreover, (4.31) also shows that
We now apply the induction hypothesis individually to each of the events B(z j , L n−1 )
where we have used in the last step that 2L n−1 ≤ [L n /r], for all n ≥ 1 (see above (4.31)).
The family {B n, (4.3) ), the union of which is the set
In particular, by (4.33) and (4.32), the latter set contains all
contains at least N + 1 of the vertices in the set {y j ; 0 ≤ j ≤ N 4 d }. 
occurs, that is, the vertex y is n-bad of type i 0 , and in particular, it is n-bad. Therefore, (4.36) holds, which yields (4.30), and completes the proof of Lemma 4.4.
The geometric Lemma 4.4 has the following, more quantitive corollary, tailored to our future purposes.
Lemma 4.5. (N ≥ 1)
If, for some L 0 ≥ 1, r ≥ c 3 (N ), and l 0 ≥ 2r,
then, for this choice of L 0 , r and l 0 ,
In essence, Lemma 4.5 asserts that the probability of having long paths of bad vertices in L 0 is small, provided (4.37) holds. In applications, we will use Proposition 4.3 to ensure the latter condition is satisfied.
Proof. The conditions of Lemma 4.4 are satisfied, thus (4.29) holds. Hence,
for all n ≥ 0 and x ∈ L n , which yields (4.38). n,x , apart from the "cascading property" (4.25), is that the events at level n = 0 be L 0 -adapted. But their precise form, as given by (4.27), is immaterial (only adapted to our later purposes).
2) The bound (4.38) obtained in Lemma 4.5 will enable us to deduce not only that the connectivity functions of the random sets L ≥h , I u,α , V u,α tend to 0 as distance grows to infinity in a certain region of their respective parameter spaces (i.e. that there is a non-trivial sub-critical regime), but also that their decay is stretched exponential when the parameters are sufficiently "far away" from the critical points, see (4.53) and Remark 5.4 below.
With Lemma 4.5 at hand, we are ready to prove the main result of this section concerning "two-sided" level set percolation for the Gaussian free field on
and recall the definition of the critical parameter h * = inf{h ≥ 0; Q G h [0 ↔ ∞] = 0} in (0.11). The following theorem strengthens the result (2.65) of [11] .
Theorem 4.7.
For all sufficiently large levels h ≥ 0, the sets L ≥h do not percolate, i.e.
Moreover, there exist positive constants c 4 , c, c ′ and 0 < ρ < 1 such that
Proof. First, we note that (4.40) follows from (4.41). Indeed,
By (4.41), the quantity on the right-hand-side goes to zero as L → ∞ for h ≥ c 4 , whence
We now turn to the proof of (4.41), which makes use of the renormalization scheme introduced above. Thus, we consider a sequence of length scales (L n ) n≥0 as defined in 
0,x (h) = max
0,x (−h) = min
(see (4.3) for the definition of the boxes B n,x ), and define the events B
(1)
n,x (−h), for all n ≥ 0, x ∈ L n , h ≥ 0, as in (4.25), i.e. 
0,T (m) (h), and similarly for B (2) n,x (−h). Since B
0,x (h) = Φ −1 h (A 0,x ) with Φ h given by (4.10) and A 0,x as defined in (4.18), we obtain
n,x (h)]
0,T (m) (h) 
i.e., condition (4.20) holds for sufficiently large h 0 . Setting h 0 = c ′ and recalling that h ∞ = lim n→∞ h n is finite, see (4.24), we thus obtain, by virtue of Proposition 4.3,
and thus, together with (4.46),
Since ϕ = (ϕ x ) x∈Z d has the same law as −ϕ under P G , we deduce from the definition (4.44) that P G B
n,x (−h) = P G B
n,x (h) , for all h ≥ 0, n ≥ 0 and x ∈ L n . Thus, the bounds (4.50) also hold with B (2) n,x (−h ∞ ) in place of B (1) n,x (h ∞ ). We define a vertex y ∈ L 0 to be bad if the event B
(1) 0,y (h ∞ ) ∪ B (2) 0,y (−h ∞ ) occurs, i.e. if |ϕ z | ≥ h ∞ for some z ∈ B 0,y , and observe that, if there exists a nearest-neighbor path π in L ≥h∞ connecting B(x, L n ) to S(x, 2L n ), for some n ≥ 0 and x ∈ L n , then there exists a nearest-neighbor path of bad vertices in (4.27 ) and (4.44)), which applies due to (4.50) and the choices in (4.43). All in all, we obtain
for all n ≥ 0, x ∈ L n . We now set ρ = log 2/ log l 0 , whence 
2) h * is strictly positive in large dimensions. Let h * denote the critical parameter for percolation of the sets
, and by Theorem 3.3 of [11] , h * is positive in large dimensions.
Absence of percolation for I
u,α and V
u,α
We now return to random interlacements, and consider the sets I u,α , V u,α defined in (0.1), for u, α ≥ 0. We deduce in Theorem 5.1 below, using the isomorphism theorem (0.14) in conjunction with Theorem 4. 
for some positive constants c, c ′ and 0 < ρ < 1, where we have used in the last step that α ≥ ( Finally, we consider the set V u,α , with u, α ≥ 0, and recall the definition of the critical parameter u * (α) in (0.6). We observe that
, for all u ≥ 0, α ′ > α ≥ 0 and ω ∈ Ω (the space on which P is defined, see below (1.8)), thus P 0
←→ ∞ , which yields (5.6) since
←→ ∞ > 0 . We also note that, since V u,0 = {x ∈ Z d ; L x,u = 0} coincides with the vacant set V u of random interlacement at level u introduced in [14] , we have u * (0) = u * , where u * refers to the critical parameter for percolation of V u . As mentioned in the introduction (see the references below (0.6)), u * is known to be strictly positive (and finite) for all d ≥ 3. We now prove that the set V u,α undergoes a non-trivial percolation phase transition as u ≥ 0 varies, for every (fixed) value of α ≥ 0.
Theorem 5.2.
For all α ≥ 0,
Moreover, for all α ≥ 0, there exist positive constants c 6 (α), c , c ′ and 0 < ρ < 1 such that for all u ≥ c 6 (α) and all L ≥ 1,
Proof. We begin with (5.7). The inequality u * (α) ≥ u * for all α ≥ 0 is immediate from In what follows, we identify any event A occurring under P with the event A×R Z d occurring under P ⊗ P G , and similarly any event B under P G with Ω × B. For α, u ≥ 0 and x ∈ L 0 , we define the events (under P ⊗ P G ) B
0,x (u) = max
0,x (u) = min
(see (4.3) for the definition of the boxes B 0,x ). We call a vertex
0,x (α, u)
occurs under P ⊗ P G . The reason for the choices in (5.10) is the following
Proof of Lemma 5.3 . By translation invariance, it suffices to consider the case x = 0. Let 
We now assume B
i.e. ϕ 2 y 0 ≥ u/2, where we have used (a + b) 2 ≥ a 2 + b 2 for all a, b ≥ 0 in the last step. Thus, B (1) 0,x (u) ∪ B (2) 0,x (u) = {max y∈B 0,x |ϕ y | ≥ u/2} occurs, and therefore x is (α, u)-bad. This completes the proof of (5.13), and thus of Lemma 5.3.
We now return to the proof of (5.8), and inductively define the events B (1) n,x (u), B (2) n,x (u), B (3) n,x (α, u), for n ≥ 0, x ∈ L n , and u, α ≥ 0, by
and similarly for B (2) n,x (u), B (3) n,x (α, u). As in (4.46), when i = 1 or 2, we obtain, using (5.10), (4.8) and the symmetry of P G ,
where A refers to the family of events (on {0, 1} Z d ) defined in (4.18) and p A n (·) is given by (4.11). As for the third collection of events, we claim that
Indeed, the Isomorphism Theorem (0.14) applied to the events B
0,x (α, u) from (5.10) yields
which, using (4.8) to bound |Λ n,x | and symmetry of P G , yields (5.16).
Since K 0 as defined in (4.22) is fully determined by the choice of l 0 in (5.9), the BTISinequality yields (cf. the argument leading to (4.48)) p A 0 (h) ≤ e −K 0 , for all h ≥ c. The sequence (h n ) n≥0 defined in (4.23) with h 0 = c (and L 0 , l 0 , r given by (5.9)) has a finite limit h ∞ = lim n→∞ h n , see (4.24), and Proposition 4.3 implies that p A n (h ∞ ) ≤ (2l 2d 0 ) −2 n , for all n ≥ 0, cf. (4.49). Together with (5.15), (5.16), and setting u ∞ (α)/2 = √ 2α + h ∞ , this yields
n,x (u ∞ (α))] ≤ 2
n,x (α, u ∞ (α))] 17) for all n ≥ 0, x ∈ L n and α ≥ 0. On account of (5.17) and the choice of r in (5.9), Lemma 4.5 applies (with N = 3, P = P ⊗ P G , ζ
x = 1{ϕ x ≤ − u ∞ (α)/2} and ζ (where we also used in the first line that the law Q u,α of (1{x ∈ V u,α }) x∈Z d , is stochastically dominated by Q u ′ ,α , for all u ≥ u ′ ). By the same interpolation argument as that in and similarly α * * (u), where the infimum is now over all α ≥ 0 and the event in the probability is replaced by B(0, L) I u,α ←→ S(0, 2L) (note in particular that u * * (0) coincides with the quantity u * * from [12] ). Theorems 5.1 and 5.2 imply that α * (u) ≤ α * * (u) < ∞ for all u ≥ 0 and u * (α) ≤ u * * (α) < ∞ for all α ≥ 0. This raises the important question whether the parameters actually coincide.
A On absolute continuity for Poisson random measures
In this appendix, we collect a few results regarding absolute continuity in the context of Poisson random measures, and more specifically of P, the law of random interlacement. These results are needed solely in the proof of Theorem 2.1. We use ≪ to denote absolute continuity, and begin with the following general The following result concerning the intensity measure of random interlacements ensures that Lemma A.1 applies in the context of "path surgery arguments" of a certain kind, which we now describe. We recall (see below (1.8)) that W = W × T , where W is the space of doubly infinite, nearest-neighbor trajectories in Z d spending finite time in any finite subset of Z d . We denote by Z n , n ∈ Z, the canonical coordinates on W . Moreover, for any K ⊂⊂ Z d , we can write 1 W * Kν = π * • (Q K ⊗ P T ), where Q K is a measure on W , supported on W 0 K ⊂ W , which consists of those trajectories hitting K at time 0. Finally, for arbitrary K ⊂⊂ Z d , we denote by T K the set of finite-length (discrete-time), nearest-neighbor trajectories in Z d starting and ending in the support of e K (·) (see (1.5)):
T K = {τ = (τ (n)) 0≤n≤Nτ ; N τ ≥ 0, τ (n) ∈ Z d , for 0 ≤ n ≤ N τ , |τ (n + 1) − τ (n)| = 1, for 0 ≤ n < N τ , and τ (0), τ (N τ ) ∈ supp(e K )}. 
Proof. We recall (see [14] , Theorem 1.1) that the law of (Z n ) 0≤n≤L K under Q K is supported on T K and 5) for all τ ∈ T K and A, B ∈ W + , where W + denotes the canonical σ-algebra on W + , the space of nearest-neighbor trajectories in Z d spending finite time in any finite subset of Z d , P x , x ∈ Z d , is the restriction to (W + , W + ) of the law of (discrete-time) simple random walk on Z d , and P K x [·] = P x [·| H K = ∞] (we will use Z n , n ≥ 0, to denote canonical coordinates on W + ). For arbitrary sets A n ⊂ Z d , n ∈ Z, we have
where, in the penultimate line, we adopt the convention that a sum over an empty indexing set is equal to zero (no contribution arises ifτ / ∈ Im(F )), and f is defined in (A.4). To see that f is finite, we note that L K (w) < ∞ for all w ∈ W 0 K (K is a finite set), and observe that, on account of (A.1) and (A.4), for every w ∈ W 0 K , setting x i = w(0) and x e = w(L K (w)),
We conclude that f is the Radon-Nikodym derivative of ϕ F • Q K with respect to Q K , i.e., (A.3) holds, and in particular, ϕ F • Q K ≪ Q K . This completes the proof of Lemma A.3.
