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1. INTRODUCTION 
In this paper we discuss the initial value problem for the Kor- 
tewegdevries equation (KdV) 
a,u(x, t) - 6244 t) a,u(x, t) + 8$(x, t) = 0 (t > 0), (1.1) 
@, 0) = u(x), (1.2) 
where U(X) is steplike, i.e., there exist a, b in Iw such that for some N> 0 
and 
s 
O [u(x)-a[(1 + ixJ)Ndx<oo 
-cc 
s 
m lu(x)-b)(l+)~))~dx<co. 
0 
No differentiability of u is assumed at all. The goal is to find the range of N 
such that (1.1) and (1.2) has a classical solution. 
It is easy to check that if u(x, t) (t> 0) solves KdV, so does u(x, t) := 
u(x + 6ht, t) + h, where h is in 02. Similarly one verifies that if u(x, t) solves 
KdV for t > 0 with initial data u(x, 0) = u(x), then w(x, t) := u( -x, -t) 
solves KdV for t < 0 with initial profile w(x, 0) = u( -x). So in all it suffices 
to treat the case CI = 0, b 2 0 for t > 0 and t ~0. It is convenient to write 
b = c2 (c > 0). 
Our existence theorem is based on a construction suggested by the 
inverse scattering method. If t > 0 we prove existence of regular solutions 
for N 2 3. Regularity and decay as x + +CC depend on N. By using a new 
L*-inverse scattering result [9] we are also able to get control over our 
solution as X--P -co; at least for initial data satisfying a rather mild 
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additional hypothesis. The existence theorem of a solution for t < 0 needs 
somewhat stronger hypothesis. 
This paper is closely related to [S] where the case a = b = 0 is treated in 
full detail. Our results improve on earlier work of Cohen [3] where essen- 
tially a regular solution of (1.1) and (1.2) is constructed if the initial data is 
the Heavyside function. A formal construction of a solution can be found 
in Hruslov’s paper [S], based on an inverse scattering theory for steplike 
potentials of Buslaev and Fomin CO]-unfortunately incorrect. In [4] the 
analysis of Buslaev-Fomin is corrected and extended. In their pioneering 
paper [7], Gardner et al. showed that if U(X, t) solved KdV and evolved in 
Schwartz class S then the scattering data of the Schrijdinger equation 
-y”(x) + u(x, t) y(x) = k2y(x) evolved according to simple first-order 
linear o.d.e’s in the variable t. By appealing to Faddeev’s inverse scattering 
theory [6] they showed that u(x, t) for t > 0 could be recovered from 
u(x, 0). This idea has been the basis for a succession of existence theorems 
[ 1, 2, 5, 11, 131 employing progressively weaker hypothesis on the initial 
profile U. 
Now let us briefly outline the organization of the paper. Section 2 
presents a number of results, some of them new, from the forward scatter- 
ing theory. In Section 3 we discuss the Marchenko equation for t > 0 and 
show that under weak assumptions on the initial profile a regular solution 
of KdV for t > 0 exists. In Section 4 we discuss additional properties of the 
constructed solutions, in particular the decay of the solution as x + --co 
which is determined by the decay and the regularity of the initial profile. In 
Section 5 we prove that under slightly stronger assumptions than for t > 0 
there exists a regular solution of KdV for t < 0. In Sections 4 and 5 we use 
a generalization of the inverse scattering theory as given in [9], 
Let us introduce the following notation. By R + [R _. ] we denote the 
open halfline (0, cc) [ ( - cc, O)]. For a complex number a, a* denotes its 
complex conjugate. By ’ or 8, we denote the derivation with respect to x. 
H: denotes the Hardy space of all functions which are analytic in the 
upper half plane such that the supremum of the L2-norms over lines of con- 
stant imaginary part is finite. For f in C([w,) A C(E) lifllo denotes the 
jump offat 0, i.e., llfll,, :=f(O+)-f(O-). For f in L2(R)fdenotes the 
Fourier transform f(k) :=jTm f(x) e2jkX dx. f is said to have property 
PN( + ) (N in N) [PN( - )] if the following conditions are satisfied. There 
exists a decomposition f = fi + f2 off in L2(R) such that 
(1) fig L2(R), fi is continuous and lim,,, _ 3: &k) = 0 (i = 1, 2). 
(2) kN’,(k) E L’(R) and lim,,, _ 3c: kN’,(k) = 0. 
(3) $fibh lx11’2 a”,f2(x)EL*(+00) (1 QndN) [EL+co) 
(1 dn<N)]. 
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f is said to be piecewise absolutely continuous if there exists a partition 
-co=xxg<x,< ... <x,<x,+,= +CC such that ,f is absolutely con- 
tinuous in each closed interval (x,, x, + 1) (0 f n d N). For c 3 0 and N 2 0 
let P(c, N) denote the class of real-valued potentials U(X) such that 
jEuo [u(x) - c*H(x) I (1 + 1x1”) dx < co, where H denotes the Heavyside 
function. Finally for p B 1 and CI 2 0 let L:(R) denote the space Q’(R) := 
{fhylR): jmm If(x)l”(l+ lxl”)Pdx< 03}. 
2. THE FORWARD SCATTERING THEORY FOR POTENTIALS IN P(c,N) 
The main purpose of this section is to prove regularity and decay proper- 
ties of the reflexion coefficients R+(1) and R-(k) as stated in 
Propositions 2.7, 2.8, and 2.10. 
First let us review some results which were derived in [0,4]. Let U(X) be 
an element in P(c, 2) and let us consider the Schrodiner equations 
-y”(x) + u(x) y(x) = k*y, (1) 
-y”(x) + (u(x) - c’) y(x) = 12y (2) 
where I:= dm is the continuous branch of the square root defined in 
Im k >, 0 such that Im k > 0 implies Im I > 0. By f-(x, k) and f+ (x, I) we 
denote the Jost functions which correspond to (1) and (2), respectively, i.e., 
solutions of (1) and (2) such that 
eei’y+(x, I) --t 1, e-j”f; (x, I) -b il asx-, +-co, 
e”“f_ (x, k) + 1, e”“fL(x, k) + -ik as x -+ -co; 
u is called of generic type if the Wronskian W[f~-, f, I(k) does not vanish 
for k = 0. In the other case u is called of exceptional type. For k in R\ {O} 
the transmission coefficients are given by 
2ik 
T-(k) := wCf-,f+l> 
IT-(k) 
T+(k) :=k. 
T_(k) can be extended meromorphically in Im k > 0 and is continuous in 
Im k 2 0 except at the poles (ir~~)~~ J (rcj > 0) of T-. These poles are all sim- 
ple and J is finite. The reflexion coetlicients are given by 
ws+ > f* 1 
R-(k):= w[f-,f+] Win R\(O)), 
WCs*, 9f- 1 
R+(4 := W[f-) f,] (I in R\(O)). 
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Then R, and Rp can be continuously extended to the whole of R and 
Finally the norming constants (c +j)jE J are given by 
(1 
K .- c+, .- ._ cc If, (x> iAi)12 dx ’ 
> 
cei := 
0 
x If-( x, ilcj)( 2 dx 
)--I 
(j E Jh --TIC 
where j., :=JV. K, + c One can show that there exist 
B+(x;)EL~(IW+)~L’(R+)~~~B_(~;)EL~([W_)~~~(IW_) 
such that 
f + (x, 1) = eiLrh +(x, I), h+(x, 1) := 1 +JO= B+(x, y) ezi’? dy, 
f~(x,k)=e-jk”h_(x,k), k(x,k):=l+j’ B_(~,y)e~~‘~“dy. 
--13 
Let us introduce the following functions 
Q+(X) :=F+(x)+2 1 c+je-2ir’+L\‘ lT-(k)l’e 
- 2m.X & 
, 
ref 7-C k=O 
C(X) :=F_(X)+2 1 C_je2+*, 
jcJ 
where 
F+(x):=:,: R+(l)e2iXdl, 
02 
R-(k) e-2ikx dk. 
cc 
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One can show that B+(x, .) and B-(x, .) satisfy the following Marchenko 
equations 
O=B+(x, ~)+O,(x+y)+j-~~ B+(x,z)~+(x+y+z)dz (y>O), 
O=B_(x,y)+R-(x+y)+/’ K(x,z)R(x+y+z)dz (yG0). 
~- 5 
We have to review some more results from the forward scattering theory 
similar to the ones presented in [4] for the case c = 0. They can be proved 
in the same way and so we merely state them. 
PROPOSITION 2.1. Let u be an element in P(c, N) with N > 2. Then B, is 
absolutely continuous in both variables separately and y”B,(x, y), 
yk3,B+(x, y), andyk8,B+(x, y) are in L’(R+) (O<kQ N- 1). Proposition 
2.1 implies that h, (x, 1) and aXh+(x, 1) are (N - 1) times continuously dif- 
,ferentiable with respect o 1 and the derivatives are given by (0 d n < N - 1 ), 
a;h +(x, 1) = lam (2iy)” B, (x, y) eZi’y dy, 
d;axh+(x,l)=[m (2iy)“a.XB+(x, y)e2’lvdy. 
0 
One can prove that 1a;h +(x, 1) and a;h + (x, 1) are uniformly bounded in 
Im 12 0 on half lines [a, co). As in the case for c = 0 the following results 
hold which we state for h+(x, 1) only. 
PROPOSITION 2.2. Let u be in P(c, N) with N Z 2. Then h, (x, 1) and 
a,h+ (x, 1) are (N- 1) times continuously differentiable with respect to 1 in 
Im 12 0. They are N-times continuously differentiable with respect to 1 in 
{Im 190}\(O). @,Nh+(x, 1) as well as li3;Ya,Xh+(x, 1) can be continuously 
extended to I= 0. Moreover there exists a nonincreasing function K(x) such 
thatforO<n,<N, Iml>O, xGy<co, 
Ilagh+(y, 1)l <K(x), 
1 -aa;a,h+(y, I) <K(X). 
1 + VI 
Further 
,$yrn va;h+(x, 01 = 0, ,,r$m la;a,h+ (x, 01 = 0. 
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Now we want to apply these results to the study of the Wronskian 
fV[f_ , f+]. Let us first recall that IV[f- , f, ] is given for arbitrary x by 
For Ikl > c w[f- , f, I(k) can be considered as a function of I and we can 
state 
PROPOSITION 2.3. Let u be in P(c, N) with N> 2. Then W[f_, f, ](k(l)) 
is in CN ~ ‘([w) n CNp ‘([w,) n C”( lR\{ 0)) as a function of 1. Moreover 
la,” W’[f- , f, ] can be extended to a function in C([w,) n C(c) and 
0 = ,,f@= a;( Wf-, f, I(QO) - 24 (0 <n 6 N). 
Proof Because of Proposition 2.2 it suffices to show the last statement. 
Let us express W[f-, f,] in terms of h, (0, I) and h-(0, k) to get 
w[f~,f+](k)=i(l+k)h+(O,l)h~(O,k)+h~(O,k)h',(O,I) 
-h'-(0, k)h+(O, I). 
Now k(l) = dm = I + $ (c2/1) + 0( l/l’) as III + cc and so we have as 
I4 --raI 
l+k(l)=21+0 f , 
0 
a,(Z+k(l))=2+0 
(n > 2). 
It is easy to see that &‘K(O, k) consists of a linear combination of terms of 
the form (I”/kp) iY/K(O, k), where v 6 p and m < n. Applying 
Proposition 2.2 one obtains the claimed result. 1 
A similar result holds for W[f* , f _ l(1). 
PROPOSITION 2.4. Let u be in P( c, N) with IV3 2. Then W[ f *, , f _ ](k( I)) 
is in CN-’ (C)n CN-‘([W,) n C”(R\{O}) as a function of 1. Moreover 
18; W[ f _, f + ] can be extended to a function in C(K) n C(E) and 
lim la;w[f*,,fp]=O (O<n<N). 
III - ‘x 
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ProoJ: Because of Proposition 2.2 we have again only to show the last 
statement. The following expression holds (lk( > c) 
w[f*,,f-](k)=i(k-I)hf(O,I)h~(O,k) 
+h*,(O,1)h’(O,k)-hf’(O,I)h~(O,k). 
Now I-k = - (c2/2)(1//) + O( 1/j2) for )I[ + co and so 
a;&k)=O & 
( ) 
for 111 -+ cc (06n6N) 
and the decay property follows as in Proposition 2.3. m 
In a similar way one proves 
PROPOSITION 2.5. Let u be in P(c, N) with N> 2. Then W[f_ , f+](k) is 
in C”- ‘(Iw\{ f c>) A CN(IW\{ f c, 0)) as a function of k. Moreover 
ka,” W[f_. , f + ] can be continuously extended to k = 0 and 
lim a;(W[fp,f+]-2ik)=O 
Ikl -cc 
(0 6 n <N). 
Let us recall that the transmission coefficient T-(k) is given for k # 0 by 
2ik 
T-(k)= W[fp,f+](k)’ 
Using the former results it is easy to prove the following 
PROPOSITION 2.6. Let u be an element in P(c, N) with c > 0 and N 2 2. 
Then 
(1) T~(k(l))~CN([W\(O})nCN~l([W+)nCN~l((W). 
(2) layT_ (k(l)) can be extended continuously to a function in 
C([w,) n C(K). 
(3) T-(J=) IS continuously differentiable with respect to II in 
[0, c) and there exists K > 0 such that 
(a, T- (Jzql < K 
J73 
(0 6 /I < c). 
Now let us turn to R+(I) and recall that R+(l) is given by R, ([) := 
W[f: , f- ]/ W[f- , f, 1. Formally one gets 
n-l 
Wf-,f+l Rc:W=a;wCf*,,f-I+ 1 C,R~)(4aY-“WX,f+l 
“=O 
where C, are constants, dependent on n. 
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PROPOSITION 2.7. Let u be in P(c, N) with N > 2 and c > 0. Then 
(1) R+UkC(W n C N-1([W,) n C”-‘(E) n C”@\(O)) and 
lim /R(;I)(I) = 0 (0 6 n < N). 
111 + c.2 
(2) lR’,N)(l) can be continuously extended to I = 0. 
(3) R+(O)= -1. 
(4) JR’+(O+)-R’+(O-)I =(l/c)lT-(c)l’. 
Proof. (1) and (2) follow easily by an inductive argument using the 
aformentioned formal computations. (3) follows from the definition of R + , 
so let us come to (4). We have for 1 # 0, 
lim 3, IT-(k(l))l’$) = ‘TpLc)‘2, 
:;,” ( 
lim d, 
::,” 
IT-(k(())l’i 
> 
IT-(c)l’ = - 
c ’ 
Clearly Im R, is an odd function so d, Im R, is even and this implies that 
lim 8, Im R + (I) - !i; 8, Im R + (I) = 0. 
:;,” /co 
From [4] we know that 1 = 1 T- l*(k)(Z/k) + IR, I’(f) for Ikl > c and so 
obtain 
lim R’+(l)--?: R’+(I)=fiy~?,Re R+(l)--hyd,Re R+(l) 
/-0 
/>O /<O I>0 /lO 
= IK(c)12. , 
c 
Finally let us turn to the reflexion coefficient R- given by 
R (k) .= WY+ 9 .I-* I(k) 
- . 
wcf- 3 f+ 1 WI 
(k # 0). 
PROPOSITION 2.8. Let u be in P(c, N) with c > 0 and N >, 2. Then 
(1) Rp E C”(rW\{O, kc}) and 
lim kR?)(k) = 0 
kl - m 
(0 <n 6 N). 
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(2) R\(k) is blowing up like AId- as k + +c. 
Proof: It suffices to show (2) because (1) is proved by an easy inductive 
argument as in Proposition 2.7. For k in R\{ fc, 0) 
1 
R-(k)=(W[f-,f+l)2 { - WCf- > f + 1 wakf: 3 f+ 1 
The first term on the right-hand side of this equation can be extended con- 
tinuously to k= +c without any difficulty. Now let us evaluate 
D:=wc~-,f+i wCf*,a,f+i-wCf~,af+] mf*,f+] 
=(f+a,f: -f:a,f+wfr’-f:fv 
=2wf+aS; -f;a,f+). 
As x + +cc we have asymptotically 
(f+a,f; -f;a,f+)-eiLX(ie”r+(il)(ix)e”“) 
- ilei/.X( ix) ei/,~ = ie2i/.~. 
So in all we have for x + +co asymptotically 
1 
R-(k)= W[f-) f+]’ w~f~f+i whf*,f+i 
- wra,fp,f+] wf5f+]l 
k 1 
+‘T w[fme) f+]2 1 -2ke2”‘l 
and Proposition 2.6 follows. 1 
We end this section with a closer investigation of the decay of R,(k) as 
(k( --, co. Similar as in [2] we introduce the following notion. Let c 2 0 and 
s > -1 as well as D 2 0 be integers. A function U: R -+ R is said to be in 
2l(s, 2 + D, c) iff 
(1) u(“) is absolutely continuous (0 d v < s), 
(2) u(‘+ ‘) is piecewise absolutely continuous, 
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(3) uEP(c,2+D), u’“‘EL;+D(w) (1 <v<s+ l), 
(4) U(S+*kL~+l(R). 
Now let u be an element in 2I(s, 2 + D, c). As in [2] one can show that 
aI:a::B+(x,.)EL~+~(rw+) O<p+vds+2, 
@qP+(x;)=Lb(R+) p+v=s+3, 
and 
a~a.B~(x,.)EL~+D([W-) o<p+v<s+2, 
apgB-(x;)EL~(K) ,u+v=s+Q. 
Let us recall that 2ik a-(k) R-(k)=2ik b-(k), where 2ik b_(k) and 
2ik a_(k) are given by 
2ik&(k)=i(l-k)h%(O,k)h+(O,l)+h!Y(O,k)h’+(O,1) 
-h”(O, k) h+(O, I) 
and 
2ika~(k)=i(k+l)h~(O,k)h+(O,I)+h~(O,k)h’+(O,l) 
-a,h-(0, k) h+(O, I). 
By several partial integrations we get the following representations 
s+2 
h+(O,f)=l+ 1 &/ Ia;-‘B+(O,O) 
I= I ( ) 
+(&)“2[(y a;,+*B+(O, Y)e*‘[“dy 
and similarly 
By simple but tedious computations one obtains the following 
LEMMA 2.9. Let c > 0, D > 0 and s E { - 1, 0, 1, 2, 3 }. Zf u is in 
‘%(s, 2 + D, c) then 
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(1) (2ikb-(k))‘“‘=O(l/k”+2) as k-r *CC (06v6D) 
(2) 2ik a-(k)= O(k) as k-+ fco, (2ik a-(k))” = O(k’) as k-+ fco 
(l<v<l+D). 
PROPOSITION 2.10. Let c > 0, D > 0 and s E { - 1, 0, 1, 2, 3 }. If u is in 
2l(s, 2 + D, c) then 
(1) R”‘(k) = O(l/kAf3), k+ fee (O<v<D), 
(2) R?‘(Z) = O(l/kJf3), k+ &co (O<vQD). 
Proof (1) can be obtained by applying Lemma 2.9 and using an induc- 
tive argument together with the following represenation: 
(2ika-(k)) at)R-(k) 
1’ I 
=&(2&-(k))- 1 cuj8;lpj(2ikap(k)) a$R-(k), 
j=O 
where cYj are constants. 
(2) For I in R\(O) we have 
O=lTpR% +kT:R+, f T-=T,. 
Then R+(I)= -(T-(k)/TY(k)) R?(k) = -(~(k)/a%(k)) R%(k). 
Using the fact that a-(k) + 1 as k + fee we deduce (2) from (1) and 
Lemma 2.9. 1 
Remark. Even more tedious computations might show that 
Proposition 2.10 holds for all integers s > - 1. 
3. EXISTENCE OF SOLUTIONS OF KdV FOR STEPLIKE INITIAL DATA 
The main result of this section is Theorem 3.10 where the existence of a 
regular solution u(x, t) of (1.1) (1.2) (t > 0) is proved. u(x, t) is given by 
u(x, t) = u(x + 6c2t, t) + c2, where u(x, t) = -a,B,(x, t). B,(x, t) is a 
solution of the Marchenko equation with kernel Q,(x, t) and Qo(x, t) is a 
solution of the Airy equation a,&?,(~, t) + ~?,r;;2~(x, t) = 0 (t > 0) with initial 
value Qo(x, 0). 
Let u be in P(c, 2). With the notation as introduced in the former section 
and motivated by [3] and [S] we introduce ((x, ?)E R x R) 
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.Q,(x, t) := F&G t) + GO, t) + Ho@, t), 
F,(x, t) :=; jy R+(l) e 8iar + 2ilx dx, 
cc 
G,(x, t) := 2 1 ~+,e~+~+, 
jsf 
H,(x, t):=~[~=, IT-(k)12exp(8(c2-k2)3’2 t-2dmx} dk. 
To get solutions of the Marchenko equation generated by QO(x, t) we need 
to study the decay of Q,(x, t) for t > 0 as x -+ +co. One proves easily 
PROPOSITION 3.1. Let u be in P(c, N) with N b 2. Then for (x, t) E R x R 
(1) G,(x, t)EC?(RxR) anda,G,(x, t)+a:G,,(x, t)=O. 
(2) For any n and T 
lim x”G,Jx, t) = 0 uniformly in - co < t < T. 
x-Ix 
Now let us turn to 29,(x, t). 
PROPOSITION 3.2. Let u be in P(c, 2). Then 
(1) H,(x, t) E C(R x R) and a,H,(x, t) + 83,H,(x, t) = 0. 
(2) 3”,8fH,(x, t) is bounded on each set of the form [x, 00) x 
t--00, Tl. 
(3) la;afH,(x, t)l <M/(1 +xZ+3fl+2) (XBO) 
and the bound is uniform on any time interval (-co, T]. 
Proof. As u is in P(c, 2), T-(k) is continuous on R and so (1) follows 
right away. (2) can be seen easily, so let us come to (3). Because of (1) we 
may assume that fl= 0. For t < T we obtain the following estimate 
We split the integral into two parts. For 0 < I < c/2 there exists M > 0 such 
that 
318 
and thus 
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where K> 0 is suitably chosen. On the other hand 
where again K> 0 is a suitably chosen constant. Now (3) follows. 1 
For later use we will need the first coefficient in the asymptotic expan- 
sion of H,(x, t) for x+ +co. 
PROPOSITION 3.3. Let u be in P(c, 2) with c > 0. For t in II8 we have 
x+ +co. 
The decay is uniform on any interval of the form ( - co, T]. 
Proof: H,(x, t) can be written in the following form 
For i = 0 the function (I Tp(Jn)12/Jn) e8A3f equals I T-(c)l’/c 
and 
‘j’A IT-(C)12e-2j..xd~=~ IT-(c)l’ 
I 
cAe-2j.xdl 
n 0 c IT c 0 
1 ITp(c 1 =- 
4n c 
?‘+ O(ep2”“). 
To prove Proposition 3.3 let us compute the difference D defined as 
lT-(~~)/2e8~3,-lT~(c)12 
JF3 c 
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From Proposistion 2.6 it follows that ( T-(,/??)I * is continuously dif- 
ferentiable with respect to I in 0 Q 1< c. For 0 < I < c/2 and - co < t < T 
there exists A4 > 0 such that 
This estimate furnishes for some A4 > 0, 
IT-(J=)l’ e8i.3,- IT-M2 
Jz7 
e - 2j.X dA 
C 
Thusfor -cc<t<TandO<x,dx 
~ K( 1 + f?*q 
X3 
for some K > 0. m 
Now let us turn to the regularity and decay properties of F,(x, t), where 
We restate a result of [S] in a slightly generalized way. 
LEMMA 3.4. Suppose that g is a function given in C’(K) n C’(c) n 
C*( R\ (0) ) such that for some K > 0, 
Is’“‘Wl G K(1 + IYI 1 (lyl>LO<nG2). 
Then a function G(x, t) may be defined on Iw x [w, by 
G(x, t) := jrn g(y) e8iJ’Jr+2iyx dy 
--m 
where the integral is an improper Riemann integral. G(x, t) is continuous on 
RXR,. 
505/63/3-3 
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The following lemma is a slightly corrected and generalized version of 
Proposition A.1 in [ 1, p. 1721. Before stating it, let us recall that for g in 
C([w,) f-l C(K) we denote by (I gll, the jump of g at 0, llgl10 := 
g(O+)-g(O-). 
LEMMA 3.5. Suppose that g is in C”(c) n Cn([W) with N3 1 such 
that 1 g(“)( y)I < K (I yl > 0, K > 0, 0 < n 6 N). Then a function G(x, t) may be 
defined on [w x [w + by 
G(x, t) := Irn g(y) e2i-'.v+*iJ'3r dy, 
-n 
where the integral is an improper Riemann integral. For any E > 0 and t > 0 
there is a constant K, = K,,,(t) such that for x 2 1 
Gtx tj- Ilgllo+ lIdll0 Nf’(-Wpl f a t” - -- 2 2ix x2 “Y iI=2 x n+l I'=0 2 
Q KN XN-(1/2)-&’ 
where anv are constants dependent on the jumps of g and of its derivatives. 
Moreover K, can be chosen independently of t in any interval of the form 
O<t,<t<t*<aI. 
Using Lemmas 3.4 and 3.5 one can prove 
PROPOSITION 3.6. Assume that R + is in C( 17%) n CN- ‘([w,) n 
CN-‘(E) n C”@\(O)) with N3 2 such that lRyJ(1) can be extended con- 
tinuously to an element in C(c) n C(E) with IZR’$‘)(l)l <A4 (M>O, 
0 < n < N). Then F,(x, t) may be defined in Iw x [w + as an improper Riemann 
integral. F,(x, t) is (2N - 1) times continuously differentiable with respect o 
x in [WxllB, and~~Fo(x,t)+~,Fo(x,t)=O (t>O). For E>O andO<t,< 
t d t2 < co there exists a constant K, > 0 such that for x > 1 and 1 < j < 
2N- 1, 
and 
Fo(x t)+i llR'+ll~ 1 Np1 (-W-' n 
> 
rc -yx, X2 
Let us summarize our results in 
KORTEWEG-DEVRIEB 321 
THEOREM 3.7. Assume that u is in P(c, N) with N > 2 and c > 0. Then 
(1) Q,(x, t) is (2N- 1) times continuously differentiable with respect 
toxinRxR+. 
(2) d,Q,(x, t)+apO(X, t)=O in Rx R,. 
(3) For E>O and O<t,<t,<co there exists a constant K>O such 
thatforxal, t,dt<tz,andOdjd2N-1, 
where 
and 
m(0) :=min{3, N- 1 -E} 
m(j):=min{3+j, N-j/2-s} (1 <j<2N- 1). 
Proof By Proposition 2.7 R+(Z) is in C(R)nCN-‘(K)n 
C”- ‘([w) n C”(R\{O}) and 1R’,N)(I) can be extended to an element in 
C(R+)nC(Lk). Moreover, there exists M>O such that I&y)(l)] GM 
(0 <n < N). By Propositions 3.2 and 3.3 H,(x, t) is in C%([w x R) and for a 
given T there exists K > 0 such that for x > 1 and - 00 < t d T 
lT-(c)12  ~ K 
C f Ii - x3+i (O<j<2N- 1). 
By Proposition 3.6, F,(x, t) is (2N- 1) times continuously differentiable 
with respect o X. By Proposition 2.7 llR’+ II0 = ( l/c)1 T_ (c)l 2. Thus for E > 0 
and 0 < t, < t, < cc there exists a constant K > 0 such that for x 2 1 and 
t,<t<t2, 
F,(x, t)+~‘T-;c)‘2$ )I 
<K 
7t p(i) (O<jj2N- 1). 
Combining these results the theorem follows. 1 
We are now in a position to discuss the Marchenko equation 
(Y30, t>O), 
o=B,(x, y, t)+Q,,(x+y, t)+jom Bo(x,z, t)Q,(x+y+z, t)dz. (*) 
As in [S] for c=O one proves 
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THEOREM 3.8. Let u be in P(c, N) where c > 0 and N3 3. Then Q,(x, t) 
is (2N - 1) times continuously differentiable with respect o x in R x R + such 
that for t > 0, 
(1) j,? Ia&‘o(s, t)l(l + 14) ds< ~0, 
(2) +?,(s, t)EL’(+co) (O<k<2N-3), 
(3) f3,kQ,(s, t)EL2(+CO)nL”(+oo) (06k<2N-2). 
Thus the Marchenko equation (*) has a unique solution I&(x, ., t) in 
L”(R+)n L’(lR+) for t>O such that 
(i) &@jB,(x,y, t) is continuous in lRxR+ xR+ (31+k<2N-2) 
(ii) d:@,(x, ., t)EL1(lR+)nLm(lR+) (0<31+k<2N--3) 
(iii) di8k,Bo(x, ., t)EL2(!R+)nL”(R+) (0<31+k<2N-2). 
Before stating the main result of this section let us give a result on the 
decay of D(X, t) := -8,&(x, 0, t) as x -+ +co. 
PROPOSITION 3.9. Let the hypothesis of Theorem 3.8 be satisfied. Then 
for t>O and E>O, 
1 
Mx9 t)l = 0 ,X,m(,) 9 ( ) 
where m( 1) := min(4, N - t - E). 
Proof: Taking derivatives in the Marchenko equation (*) we get 
&Bo(x, Y, t) = - Wo(x + Y, t) - joa Bob, z, t) a.$,(~ + Y + z, t) dz 
Let t >O be 
function C(x 
But 
- s m a.Jo( x,z, t)Q,(x+y+z, t)dz. 0 
given. Then one knows that there exists a nonincreasing 
such that 
i‘ m IB,(x, z, t)l dz d C(x), 0 
cc Ia,Bo(x, z, t)l dz < C(x) jom la,Qo(x + z, t)l dz. , 
s m hwo(x+z, t)l dz=O 0 ,x,+l(y*)-r) (x+ +a). 
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So far x+ +cc we have 
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where m(O) = min(3, N- 1). As N> 3 the decay rate follows. m 
Remark. In a similar way one can prove that for E > 0 and t > 0 
where m(j)=min(3+j, N-((j)/2)-e) (1 <j<2N- 1). 
Now the main result of this section follows easily. 
THEOREM 3.10. Let u be in P(c, N) with c>O and Na 3. Then there 
exists a solution u(x, t) of KdV for t > 0 with the following properties: 
(1) a:a;U(x, t) is continuous in [w x IF!?, for j+ 316 2N- 3. 
(2) Q(u(x, t) - c’) = o(lxp’+“) asx-t +m (O<j<2N-3), where 
m(j) := min(3 + j, N - (j/2) - E). The decay is uniform in any finite inter& 
oftheformO<t,<t<t,<co. 
(3) If, moreover, u - c2H is in L’(R) then for a < b 
s b u(x, t) dx = u(x) dx. u 
Remark 1. Let us briefly compare our result with the corresponding 
one for the linearized equation (Airy equation) 
c?,w+d3,w=O (t>o). 
To make it simple let the initial data w(x) be given by the Heavyside 
function H(x). Formally the solution w(x, t) is given by 
w(x, t) := lrn G(k) e2ik.y+8ik3r dk (t > Oh --r 
where 
B(k) :=k jy:, w(x) eP2jkr dx. 
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Now a(k) = 6 + (1/2i7&) in the sense of distributions and so we get 
e2ikr + 8&r 
k 
-‘dk. 
One checks that w(x, t) E P( Iw x R’ + ) (t > 0), solves the Airy equation and 
I 
h 
lim w(x,t)dx= h(x)dx 
s 
(-m<a<h<oo). 
[lo II (1 
Moreover, for all t > 0 and n > 0, 
w(x,t)-1=0 I 
0 Xn 
(x--, +a). 
It is shown in [3) that the solution u(x, t) (t > 0) of KdV with initial data 
u(x) = H(x) as constructed there decays as 0(1/x4) for x + +co. So far it is 
unknown if u(x, t) has the same decay properties for x -+ +co as w(x, t). 
Remark 2. Let us point out that we cannot prove uniqueness. Not even 
in the case c = 0 one can prove the existence of a unique solution of KdV if 
the initial data has no regularity at all [5, lo]. However, using Lax’s 
argument one can show that the following result holds. Let ui(x, t) and 
uz(x, t) be solutions of KdV for t > 0 such that these two functions are 3 
times continuously differentiable with respect to x in t 2 0. Let c > 0 be 
given such that for i = 1,2, ui(x, t) - c*H(x) E L’(R), a,~, E L’(R), 
lim ui(x, t) = 0, lim u;(x, t) = c2, 
x- -a. r-a 
lim X’ fao atui(x, t)=O (k= 1, 2) and a,ui(x, t) is uniformly bounded in x 
on any interval of the form O< t 6 T. Then u,(x, t)=u,(x, t) whenever 
u,(x, 0) = u,(x, 0). 
Proof of Theorem 3.10. Let us introduce u(x, t) := v(x + 6c*t, t) + c*, 
where u(x, t) := --al-&,(x, 0, t) as before. Using Tanaka’s method [ 121 one 
can show that u(x, t) is a solution of KdV. As in [3] one proves (3). (1) 
and (2) follow from Theorem 3.7 and 3.8. 1 
4. FURTHER PROPERTIES OF THE SOLUTIONS u(x,t) OF KdV 
In a first result we want to show that under slightly stronger 
assumptions on the initial data than in Theorem 3.10 one obtains better 
convergence of u(x, t) as t -+ 0. In Theorems 4.2 and 4.3 we give a result on 
the decay of the solution u(x, t) for x + -co. As in [S] one can prove 
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THEOREM 4.1. Let u be in P(c, N) with c>O and Nb 3. Let u(x, t) be 
the solution of KdV as constructed in Theorem 3.10. 
(1) If (u(x) - c’H(x)) and x(u(x) - c2H(x)) are in L’(R) then 
I$ u(x, t) = u(x) in L2(+ ~0). 
(2) rfin addition u’(x) and xu’(x) are in L2(lQ) then 
l/i,sl ai,qx, t) = aj,u(x) in L2(+co) (j=O, 1). 
Let u in P(c, N) with c > 0 and N >, 3 be given. With the next result we 
would like to describe the decay behaviour of the solution u(x, t) as con- 
structed in Theorem 3.10 for x -+ --co. For this purpose let us introduce 
the following functions (t > 0) 
F-(x, t) :=k 1: R-(k) e - 8ik’t - 2ik.rdX, 
cc 
and 
G-(x, t) :=2 c ce,e2K:‘:pRKfr, 
jeJ 
Q-(x, t):=F_(x, t)+G-(x, t), 
where R-(k), (c-~)~~~, and (K,)~,~ are given by u(x). We know that 
F-(x, t) is (2N- 1) times continuously differentiable with respect to x in 
t>O. Moreover we know that R-(k)ECN([W\{O, +c})nC(R). Let [be a 
cut-off function in CF( IR) with [ -2c, 2c] c { [ = 1). Using a result from 
[5] one can show that there exists 6 > 0 such that for 0 f j 6 1 and t > 0, 
x (1 -c(k)) R-(k)ep8’k3’-2ik.Ydk ~ 
a 
=0(1x1 ~ (I/2)(i-,)p6 ) as x--, -cQ 
whenever R?)(k) = 0( l/k”‘“)) as k + &co, where A := A(O) = A( 1) = A(2) = 3 
and A(n) = 1 (3 <n 6 N). Thus in this case F- has property P,( - ). If in 
addition u is of generic type (i.e., W[f _, f + I(O) # 0) one verifies that the 
hypothesis of Theorem 3.2 in [9] are satisfied. Then one can apply 
Theorem 3.9 in [9] to get 
THEOREM 4.2. Let u be in P(c, 3) of generic type with c > 0. If R?‘(k) = 
O(l/lkl”@‘)ask-+ fco, whereA:=A(O)=A(1)=1(2)=3andA(3)=1 then 
(24(x, t) - c2H(x)) E L2(rw) (t > 0). 
326 THOMAS KAPPELER 
Remark. By Proposition 2.10 the decay rates for R(“)(k) (0 <n < 2) 
follow if u is in P(c, 4) such that 
(1) u is absolutely continuous, 
(2) a’ is piecewise absolutely continuous, 
(3) ~‘EL:(R) and ~“EL:(R). 
One can get a somewhat similar result applying [4]. Using the fact that by 
Cauchy’s theorem one has for x # 0, 
one can show that for u(x) E P(c, 4) 
1 m 
- J 7.l -m (-2ik)R-(k)e- 8i@-Zikx[(k) & = o(Jxl -3) 
as x -+ --03 where i(k) is a cut-off function in Cz with [ -2c, 2c] E 
{ [ = 1). Applying Theorem 6.1 in [4] one gets 
THEOREM 4.3. Let u be in P(c, 4) with c > 0. If R?)(k) = O(l/lkJ”“‘) as 
k-+ &co, where,I:=1(0)=L(l)=J(2)=5 andA(3)=2, 1(4)=1 then 
u(x, t)-C2H(X)EL’([W) (t > 0). 
Remark. Again Proposition 2.10 gives sufficient conditions in order for 
the decay rates of R?)(k) to hold. 
5. SOLUTION OF KdV FOR t-c0 
THEOREM 5.1. Le u be in P(c, N) and of generic type with c > 0 and 
N> 4. Ifmoreover u- c2H is in L2(rW) then there exists a solution u(x, t) of 
KdV for t > 0 such that 
(1) 8:13iu(x, t) is continuous in [w x [w_ for O,<j+31<2N-4 andfor 
t < 0 u(x, t) E L2( - co). 
(2) For -co<a<b<co 
I,i?y Jab u(x, t) dx = j-” u(x) dx. 
u 
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(3) Zf in addition R’f)(k)=0(1/Jk15) as k-r &co for O,<n<2 and 
R(3)(k) = O( l/Jk)2) US k --, &co then - 
(24(x, t) - 2H(x)) E L*(R). 
Remark. The decay rates of RI_) (0 <n < 3) follow by Proposition 2.10 
if in addition u satisfies 
(1) u(“) is absolutely continuous (0 B v d 2) 
(2) uC3) is piecewise absolutely continuous, 
(3) ~‘“‘EL:([W) (l<v63) and u’~‘EL:([W). 
Proof. Let [ be a cut-off function with [ -2c, 2c] s { 5 = 1 } and 
supp i E [ -4~ 4c]. Then let us define F-(x, t) = Fl(x, t) + F2(x, t), where 
F~(x, t) :=; JI R-(k) i(k) e-*ik3r-2ikxdk, 
CD 
Fz(x, t) :=;I* R-(k)(l -~(k))e-8ik3’-2ikxdk. 
00 
From Proposition 3.6 it follows that F,(x, t) is (2N- 1) times continuously 
differentiable with respect to x in R x EC and for E > 0 and - 00 < t, < 
t < t, < 0 there exists a constant K, such that for x d - 1 
ldp72(x, l)l G KN lXIN-.i/*-E (1 <jj22N- 1). 
One concludes that F- has property PZNM3( -) for t < 0. Now let us con- 
sider the Marchenko equation in L’(W-) for t < 0 
where D _ (x, t) = F-(x, t) + 2 cjCJ ~-~e’+-‘?~~. Using Proposition 2.5 in 
[9] one concludes that there exists a solution B-(x, ., t) in L2( R -) for 
t-c0 such that d$?iB-(x;, t) in L’(R-) (06j+31<2N-3). Moreover, 
aia:B- (x, y, t) is continuous in R’ x E x R _ (j+ 316 2iV- 3). NOW let US 
define u(x, t) := a,B_(x, 0, t) (t ~0) and (1) follows. Using Tanaka’s 
argument one can show that u(x, t) solves KdV for t c 0. (2) is proven 
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similarly as in Theorem 3.10. So let us turn to (3). As in Theorem 4.2 one 
can show that there exists 6 > 0 such that for t -C 0 
Fo(4 t)= 0 -$ , 
0 
x+ +a, 
a.rF*(x>t)=o & , 
( 1 
x+ +m, 
where FO(x, t) = (l/z) sYa, R+(Z) e2i’X+8’Pt dl. But this implies that 
s m la,F,(s, t)l(l + IsI’+‘)ds< a for some tl > 0. * 
Again, using Theorems 3.2 and 3.9 in [9] one concludes that 
124(x, t)-C2H(X)IEL2(!R) (t-CO). 1 
Let us remark that one can get similar results as in Theorem 5.1 without 
using [9] but taking the considerations at the end of Section 4 into 
account. However, one needs more regularity of the initial data. There is 
still another possibility to get a solution of KdV for t < 0 as the following 
considerations how. 
LEMMA 5.2. Assume that R+(f) is in 
C(R)nC”-‘([W+)nCN-l([W_)nCCN{R\{O}) with N>2 
such that IR’,N)(Z) can be extended to an element in C([w,) n C([w) with 
IlR$)(l)[ < M (M > 0, 0 < n < N). Assume further that [ is a cut-off function 
in C,“(R) with C-i, $]= {[= 1) and sup CG C-1, 11. Fix t and take 
x0 > 241 tl. Then for m > 1 and x > x0 there exists c, > 0 such that 
where a,,,, are constants and F,(x, t) is given by 
F,(x, t) :=is_” i(l) R+(l) e8i’3r+2i’x dl. 
cc 
The decay is uniform in any interval of the form - co < t, < t < t2 < co. 
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Proof For m 2 1 we have 
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+(-2i)“j‘;, BN((2il)m[(L)R+(l))e”dZ, 
where 6 := 8i13t + 2ilx and DN((2Qm c(1) R,) is a sum of terms of the 
form 
with O<j<N, O<k<n<N, and j+n=N. For //I<1 and m>l 
((24”{(l) R+(f))(j) lk is bounded and as 12Z*t + x > x/2 B x0/2 2 0 we con- 
clude that 1 r,,,(Z)1 < c/xN + ’ for some c > 0 and x 2 x0. For a given time 
interval - co < t, < t2 < 00 it can be easily seen that c can be chosen 
independently of t for t, < t d t,. 1 
LEMMA 5.3. Let N 3 3 be given. Assume that R+(l) E C([w) n 
CNW1([W,)n CN’-‘([W_)n C”(rW\{O}) such that IR(,N’(l) is in C([W+)n 
C(c) with IIR’;‘(l)I GA4 (M>O, O<n<N). Moreover Ry)(l)=O(l/P)) 
as I+ &co with A=A(n)>l (O<n<2), A(n)=max(l,A-n) (3<n<N) 
and N >, (n + 1)/2. Then there exists 6 > 0 such that .for t < 0, 
ai,Q,(x, t) =0 --L ( 1 p(l) asx-+ +co (1 <j<A), 
where Q,(x, t) is given as in section 3 and where m(j) := min(3 +j, 
$(A - j) + 6, N). The decay is uniform in any time interval of the form 
- cg<t,<t<t*<o. 
Proof Clearly Go(x, t) has the claimed decay. Let t < 0 be given. 
Choose a cut-off function [ as in Lemma 5.2. Then we have for 
F,(x, t) :=i 10 [(I) R+(l) e8i13f+2iLr dl 
00 
and l<j~A 
@#lb, t) + Ho@, t)) = 0 ( > & as x-+ +a, 
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using Lemma 5.2 and Propositions 3.2 and 3.3. By a result from [S] we 
conclude (0 ,< j d A) 
WAX, t,=o(,l,2,~~j,+b) as x+ sm. 
Now Lema 5.3. follows easily. 1 
THEOREM 5.4. Let i > 5 be a given integer. Assume that u is in P(c, N) 
with c > 0 and N > (II + 1)/2 as well as u - c2H E L*( O;n) such that 
1 qv4 = 0 JIJi.0 ( ) 
as I-+ +oo with I=J(n) (06n62) and d(n)=max(l,J-n) (3dnQN). 
Then there exists a solution u(x, t) of KdV for t < 0 such that 
(1) a/;a;U(x, t) ts continuous in [w x aB _ for j + 316 1- 2. 
(2) u(x, t) = O( l/x”“‘) asx-t +co, wherem(l)=min(4,$(A-1)). 
(3) For -co<a<b<a, h h 
lim s u(x, t) dx = I u(x) dx. t?o a a 
Remark. The decay rates for R?) follow under suitable additional 
hypothesis on the initial data u(x) (Proposition 2.10). 
Proof: Let us start with the Marchenko equation 
0 = B,(x, y, t) + i-2,(x + y, t) + jam B,(x, z, t) Q,(x + y + z, t) dz 
(t<Oandy>O), 
where C&(x, t) := F,(x, t) + G,(x, t) + H,(x, t) and FO(x, t) := 
(l/rr)joO, R+(I) e8i’3r+2”x dl as before. With Lemma 5.3 we conclude as in 
[S] and [6] that there exists a solution I&(x, ., t) E Lm((W +) n L’(lQ +) 
such that 878; B,(x, ., t) e Lm(rW+)nL’(R+) for 0<3m+ndJ.--2 
and ~?;a; B,(x, *, t) E L”(Iw+)nL’([w+) for 3m+n=I-1. Moreover 
c?~~:B,(x, y, t) is continuous in R’ x R+ x R + (0 6 3m + n < 1- 1). 
Let us define D(X, t) := -JXBo(x, 0, t) and u(x, t) := U(X + 6c2t, t) + c2. 
By Tanaka’s method one can show that u(x, t) is a solution of KdV for 
t < 0 and has all the desired properties. 1 
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