In the present paper we develop the general theory of renormalization of some nonequilibrium diagram technique. This technique roughly is the Keldysh diagram technique. To develop our theory we have used the Bogoliubov -Parasiuk R -operation method. Our theory can be used for the studing of the divergences in kinetic equations.
Introduction
The main goal of this paper is to prove that for the general class of twoparticle interaction there exist (in the sense of formal power series on coupling constant) the stationary translation invariant states on the algebra of canonical commutative relations which satisfy the weak cluster property and can not be described by the Gibbs formula. To solve this problem we use the R-operation method [1, 2, 3] . The methods of R-operation for studying the large time behavior of quantum systems have been used in [4] . The philosophical consequences of our statement have been discussed in our first paper on this topic. This statement follows from the theorem -construction of the last section of this paper.
The Algebra of Canonical Commutative Relations
Let S(R 3 ) be a Schwatrz space of test functions (infinitely-differentiable functions decaying at infinity faster than any inverse polynomial with all its derivatives). The algebra of canonical commutative relations C is an unital algebra generated by symbols a + (f ) and a(f ) f ∈ S(R 3 ) satisfying the following canonical commutative relations. a) a + (f ) is a linear functional of f , b) a(f ) is an antilinear functional of f ,
where f, g is a standard scalar product in L 2 (R 3 ),
Let ρ 0 be a Gauss state on C defined by the following correlator
where n(k) is a real-valued function from the Schwartz space. In the case then n(k) = e −β(ω(k)−µ)
1 − e −β(ω(k)−µ) ,
where µ ∈ R, µ < 0, ρ 0 is called the Plank state. Here ω(k) = k 2 2 . Let C ′ be a space of linear functionals on C, and C ′ +,1 be a set of all states on C. Let us make the GNS construction corresponding to the algebra C and the Gauss state ρ 0 . We obtain the set (H, D,ˆ, ) consisting of the Hilbert space H, the dense linear subspace D in H, the representationˆof C by linear operators from D to D, and cyclic vector ∈ D, i.e. the vector such that C = D. This set satisfy to the following condition: ∀a ∈ C â = ρ 0 (a). Below we will omit the symbolˆ, i.e. we will write a instead ofâ.
Let us introduce the field operators:
Ψ(x) = 1 (2π) 3 2 e ikx a(k)dk,
We say that the state ρ on C satisfy to the weak cluster property if lim a→∞ Ψ ± (t, x 1 + δ 1 e 1 a)...Ψ ± (t, x n + δ n e 1 a) f (x 1 , ...,
where δ i ∈ {1, 0}, i = 1, 2...n and i 1 < i 2 < ... < i k , i k+1 < i k+2 < ... < i n , {i 1 , i 2 , ..., i k } = {i = 1, 2...n|δ i = 0} = ∅, {i k+1 , i k+2 , ..., i n } = {i = 1, 2...n|δ i = 1} = ∅.
f (x 1 , ..., x n ) is a test function. e 1 is an unite vector parallel to the x-axis. 
where g is a function from Schwartz space. Consider the following functional on C
Here the symbol
means that when one transform the previous expression to the normal form according to the Gauss property of ρ 0 one must neglects by all correlators ρ(a ± (x 1 )a ± (x n ) such that a ± (x 1 ) and a ± (x n ) booth do not came from A. Let C ′ be a subspace in C ′ spanned on the states just defined. Now let us introduce an useful method for the representation of the states just defined.
Let C 2 = C + ⊗C − , where C + and C + are the algebras of canonical commutative relations. The algebras C ± are generated by the generators a ± (k), a + ± (k) respectively satisfying to the following relations:
Here we put by definition a − ± := a ± . Let us consider the following Gauss state ρ ′ 0 on C 2 defined by its two-point correlator
Let us make the GNS construction corresponding to the state ρ ′ 0 and the algebra C 2 . We obtain the set (H ′ ,D,ˆ, ) consisting of the Hilbert space H ′ , the dense linear subspaceD in H ′ , the representationˆof C 2 by means linear operators fromD toD, and the cyclic vector ∈D, i.e. the vector such that C =D. This set satisfy the following condition: ∀a ∈ C â = ρ 0 (a). Below we will omit the symbolˆ, i.e. we will write a instead ofâ. Now we can rewrite the functional, defined in (10) ρ f as follows
where A ′ is an element of C 2 such that it contains only the operators a − , a + − and can be represented from a − , a + − as the same way as A can be represented from a, a + . S f is an element of C 2 of the form
Here the symbol : ... : is a normal ordering with respect to the state ρ ′ 0 .
Denote byD
′ the space dual toD. We just construct the injection from C ′ intoD ′ . Denote its image byH ′ . By definition the space C ′′ is a space of all functionals on C which can be represented as finite linear combinations of the following states
Here A ′ is an element of C 2 such that it contains only the operators a − , a 
where a ∈ Hom(H ′ ,H ′ ) and |f ∈H ′ . We define also the involution ⋆ on C 2 by the following equation: 
The von Neumann Dynamics
Suppose that our system described by the following Hamiltonian
where
Here the kernel v(p 1 , p 2 |q 1 , q 2 ) belongs to the Schwartz space of test functions.
To point out the fact that H is represented through the operators a + , a − we will write H(a + , a − ). The von Neumann dynamics takes place in the spaceH ′′ and defined by the following differential equation:
where the von Neumann operator has the form
where we put by definition:
Let us divide the von Neumann operator into the free operator L and the interaction L int , L = L 0 + λL int , where
Note that the operators L 0 and L 1 are real. Let us introduce kinetic evolution operator (in the interaction representation)
After differentiating on t we find the differential equation for U(t, t ′ ).
So the state ρ under consideration in the interaction representation in the spaceH ′′ has the form
where T is the time-ordering operator.
Dynamics of Correlations
Let us construct some new representation of dynamics useful for the renormalization program. This representation is called the dynamics of correlations. The ideas of the dynamics of correlations belongs to I.R. Prigogin [5] . The dynamics of correlations take place in the space 
Now let us define L c int . Let |f ∈ H c , belongs to the subspace ⊗ nH′ and has the form:
where f i j has the form
if l > n. Let us consider the following vector inH
Let us transform the expression L int
to the normal form. Let us denote by h l the sum of all the terms in the previous expression such that precisely l operators f i j couples with L int . We find that h l has the following form
for some k. Here g i k has the form of right hand side of (33). Now let us consider the following vector
where we define symmetrization operator as follows
(S n -the group of permutation of n elements.) Put by definition
Analogously, in the following expression
let us keep only the terms such that L int do not couples with any of f i j . Let us write the sum of such terms as follows
Here h i j has the form of right hand side of (33). Let |h be a vector in sym⊗ n+H′ defined as follows
Put by definition
We have the evident linear map F : H c →H ′′ which assigns to each vector sym : f  : ⊗ ...⊗ : f n : the vector : f 1 ...f n : . Denote by U c the evolution operator in interaction representation in the dynamics of correlation. The following relation holds:
The correlations tree
The useful representation of dynamics in H c is a decomposition by so called the correlation's trees. Definition. A graph is a triple T = (V, R, f ), where V , R are finite sets called the set of vertices and lines respectively and f is a map:
for some r ∈ R we say that the vertices v 1 and v 2 are connected by a line r. If f (r) = (v 1 , v 2 ), v 1 , v 2 ∈ V we say that the line r is internal.
Remark. We use this non-usual definition of graphs only in purpose of this section to simplify our notations.
Definition By definition we say that the line r is an internal line if f (r) = (v 1 , v 2 ) for some vertices v 1 and v 2 .
For each graph Γ we define its connected components by the obvious way. Definition. We say that the graph Γ is a tree or an acyclic graph if the number of its connected components increases after removing an arbitrary line.
Definition. The elements of the set f −1 (V × {−}) we call the shoots. Put by definition R sh = f −1 (V ×{−}). The elements of the set f −1 (V ×{+}) we call the roots. Put by definition R root = f −1 (V × {+}). Definition. Directed tree is triple (T, Φ v , Φ sh ), where T is a tree and Φ v and Φ sh are the following maps:
Definition. We will consider the following two directed trees (T, Φ v , Φ sh ) and (T ′ , Φ Denote by r(T ) the number of roots of T and by s(T ) the number of shoots of T . Below, we will denote each directed tree (T, Φ v , Φ sh ) by the same symbol T as a tree omitting the referring to Φ v , Φ sh and write simply tree instead of the directed tree.
We say that the connected directed tree T is right if there exists precisely one line from f −1 (V × {+}). We say that the tree T is right if each its connected component is right. The vertex v of the tree T is called a root vertex if (v, +) ∈ f −1 (R). To point out the fact that some object A corresponds to a tree T we will often write A T . For example we will write
Definition. For each right tree T there exist an essential partial ordering on the set of its vertices. Let us describe it by induction on the number of its vertices. Suppose that we have defined this relation for all right trees such that the number of their vertices less or equal than n − 1. Let T be a right tree such that the number of its vertices is equal to n. 
in the sense of ordering on T i . We put also v < v max for all vertex v = v max . These relations are enough to define the partial ordering on T .
Below without loss of generality we suppose that for each the tree of correlation T and its line r the pair (v 1 , v 2 ) = f (r) satisfy to the inequality
Definition. The tree of correlations C is a triple C = (T, ϕ, τ ), where T is a directed tree, τ is a map from R \ R sh to R + := {x ∈ R|x ≥ 0}:
and ϕ is a map which assigns to each vertex v of T an element
of a space of linear maps from
Here the symbol r → v means that f (r) = (v, v ′ ) for some vertex v ′ , or f (r) = (v, +). In int , where l v is a number of lines coming into v. We call this tree the von Neumann tree and denote it by T τ . We also say that ϕ is a von Neumann vertex function.
Definition. To each tree of correlation (T, ϕ, τ ) assign an element
by the following way: If T is disconnected then
Here the number of connected components of T is equal to n and connected components of T are denoted by CT . Cϕ and C τ are the restrictions of ϕ and τ to the sets of vertices and lines of CT respectively. R sh (CT ) is a set of shoots of CT . Now let T be a connected tree. To define
by induction its enough to consider the following two cases. case 1). The tree T has no shoots. a) Suppose that the tree T has more than one vertex. Let v min be some minimal vertex of T and v 0 be a vertex such that an unique line r 0 comes from v min into v 0 . Let T ′ be a tree obtained from T by removing the vertex v min of T . Let τ ′ be a restriction of τ to R \ {r 0 }. Let ϕ ′ be a function, defined on V \ {v min } as follows:
b) The tree T has only one vertex v min . Then
Case 2.) The tree T has a shoot r 0 coming into the vertex v 0 . In this case instead the tree (T, ϕ, τ ) consider the tree (T ′ , ϕ ′ , τ ′ ), where the tree T ′ has the same vertices as T , the set of lines of T is obtained by removing the line r 0 from the set of lines of T ′ , the function τ ′ is a restriction of the function τ to the set of lines of T and the function ϕ ′ is defined as follows:
g r , where
Here we put
where the sum is over all lines r ′ which forms decreasing way coming from + to v 0 . Put by definition
Let (T, ϕ, τ ) be some tree of correlations. We can identify the tensor product 
where P sh(T ) is a projection of H c to sym
Remark. If (T, ϕ, τ ) is a von Neumann tree of correlations then we will shortly denote the operators U 
Here n T is a number of vertices of the directed tree T .
The general theory of renormalization of U (t, −∞)
In the present section we by using the decomposition of correlation's dynamics by trees describe the general structure of counterterms of U(t, −∞) , which subtract the divergences from U(t, −∞) . Let T be a tree. Let us give a definition of its right subtree. The Bogoliubov -Parasiuk renormalization prescription. Let us define the following operator:
where by definition, Z r,r 0 (t) = 1, if r = r  , and Z r,r 0 (t) = e −L 0 t .
We say that the amplitude A T,ϕ is time -translation invariant amplitude if for each tree T and for each its root line r 0
For each set of amplitudes A T,ϕ put by definition:
where T is an arbitrary tree without shoots.
The renormalization assign to each tree T without shoots the amplitudes Λ T,ϕ satisfying to the following relations: a) If the tree T is not connected and {CT } is a set of its connected components, while {Cϕ} is a set of its a restriction of ϕ to CT
in obvious notations.
b) The amplitudes Λ T,ϕ are real i.e.
c) The amplitude Λ T,ϕ satisfy to the property of time-translation invariance.
It has been proven that
In the last formula the summation is over all trees T without shoots. Let T be a tree without shoots and T ′ be a right subtree of T in the sense described before. Let us define the amplitude
Let T \T ′ by definition be a tree obtained by removing from the set V T all the vertices of T ′ and from the set R T all the internal lines of T ′ . In (72) τ is a map from R T \T ′ into R + . We can consider the amplitude U t T \T ′ as a map
By using this identification we simply put
Now let us define the renormalized amplitudes, by means the counterterms Λ T by the following formula:
The renormalized amplitudes satisfy the following properties:
This property simply follows from the definition of (R Λ U)(t, −∞) and means that the state (R Λ U)(t, −∞) is a stationary state. Property 2.
This property follows from the following representation of (R Λ U)(t, −∞) .
and the sum in the last formula is over all von Neumann trees without shoots. Property 2 means that the state (R Λ U)(t, −∞) satisfy to the von Neumann dynamics. Below we will prove that we can find the counterterms Λ T such that (R Λ U)(t, −∞) is finite.
We will prove also that the counterterms {Λ T } satisfy to the following property. d) Let T be an arbitrary connected tree without shoots. Consider the following element of H ′ :
We can represent the element a as follows:
w m (x 1 , ..., x k |y 1 , ..., y l |v 1 , ..., v f |w 1 , ..., w g )
tends to zero faster than ever inverse polynomial on a as a → +∞. Here s(i) are the numbers from {0, 1} and there exist numbers i, j, i, j = 1, ..., n such that s(i) = 0, s(j) = 1 for some i, j = 1, ..., n. f (z 1 , ..., z n ) is a test function. 
The Friedrichs diagrams
Now let us start to give a constructive description of the counterterms Λ T such that the amplitude R(U)(t, −∞) is finite, and the counterterms Λ T satisfy the properties a) -d) from the previous section. At first we represent U t T,ϕ ( τ ), where T is some tree without shoots, as a sum over all so-called Friedrichs graphs Φ concerned with T .
Definition. A Friedrichs graph Φ T concerted with the directed tree T without shoots is a set (Ṽ , R, Or, f + , f − , g), whereṼ is a union of the set of vertices of T and the set {⊕}. Recall that there is a partial order on V T . We define a partial order on the setṼ if we put ∀v ∈ V T ⊕ > v. f + and f − are the maps f
Or is a map R → {+, −} called an orientation. g is a function which to each pair (v, r), v ∈ V T , r ∈ R such that f + (r) = v or f − (r) = v assigns + or −. The graph (V, R, Or, f + , f − , g) must satisfy to the property: if we consider ⊕ as a vertex, the obtained graph is connected.
If f + (r) = v we will write r → v, and if f − (r) = v we will write r ← v. If we want to point out that the object B concerned with the graph Φ we will write B Φ . For example we will write V Φ and R Φ for the sets of vertices and lines of Φ respectively.
At the picture we will represent the elements of V by points and the element ⊕ by ⊕. We will represent the elements of R by lines. The line r connects the vertices f + (r) and f − (r) at the picture. We will represent orientation Or(r) by arrow on r. If Or(r) = + the arrow oriented from f − (r) to f + (r). If Or(r) = − the arrow oriented from f + (r) to f − (r). To represent the map g : (r, v) → {+, −} we will draw the symbol g((r, v)) (+ or −) near each shoot (r, v). At the picture a shoot (r, v) is a small segment of the line r near v.
Definition. The Friedrichs diagram Γ is a set (T, Φ, ϕ, h), where T is a tree, Φ is a Friedrichs graph, ϕ is a map which assign to each vertex v of T a function of momenta {p r |r ∈ R Φ } of the form
where ψ v is a test function of momenta coming into (from) the vertex v.
is a decomposition of the set of shoots of v into n v disjunctive nonempty sets S i , p 1 i , ..., p j i i are momenta corresponding to the shoots from {S i }, h is a function which assign to each pair v ∈ V , r ∈ R such that f + (r) > v > f − (r) a real positive number h(v, r). It will be clear that it is enough to consider only the diagrams Γ such that for each its vertex v and set S i ∈ {S i } nv i=1 there exists a line r such that (r, f − (r)) ∈ S i . To each Friedrichs diagram Γ = (T, Φ, ϕ) assign an element ofH ′′ c of the form
Here p rext are momenta of external lines, i.e. such lines r that f + (r) = ⊕. We chose the lower index of a 
.). By definition we have
Let us describe the elements of this formula. R Γ is a set of all lines of diagram Γ. Symbol r ⇆ v denotes that the line r comes into (from) the vertex v. In the expression
we take the upper sign + if the line r comes into the vertex v and we take lower sign − in the opposite case. The symbol R T denotes the set of lines of the tree T from the triple (T, Φ, ϕ) and symbol r T means the line from R T . The symbol V r denotes the set of all vertices v such that f + (r) ≥ v ≥ f − (r). The symbol (R T ) r denotes the set of all lines r T of R T such that the increasing path coming from f
Below we will simply write G r (p) instead of G(Or(r), g(f + (r)), g(f − (r)))(p). It is evident that we can represent U 0 T ( τ ) as a sum over some Friedrichs diagrams Γ corresponding to the tree T of the quantities U 0 Γ ( s). Now let us define the quotient diagrams. Definition. Let Γ = (T, Φ, ϕ, h) be a Friedrichs diagram and A ⊂ R T be a subset of the set R T of lines of T and τ be a map from R T into R + . We define the quotient diagram Γ A τ := (T A , Φ A , ϕ A τ , h A ) by the following way. To obtain the tree T A we must tighten all lines from A into the point. To obtain Φ A we must remove all loops obtained by tightening all lines from A into the point. Now let us define ϕ A τ . Joint all the vertices of T to A. We obtain a tree denoted by A T . Let {C A T } be a set of all connected components of A T . Let v 0 be a vertex of Φ A corresponding to the connected component C A T of A T . Put by definition:
Let us point out that is that in the previous formula. R in is a set off all lines of Φ A such that f + (r) and f − (r) are the vertices of C A T . (R T ) r denotes the set of all lines r T of R T such that the increasing path coming from f − (r) into f + (r) contains r T . The symbol V r denotes the set of all vertices v such that f
Definition. Let Γ be a Friedrichs diagram. Let F Γ be a space of all functions of external momenta of the diagram Γ of the form: 
In this formula V ′ is a set of all vertices v such that v is not a vertex of 
where n is a number of lines of T Γ . Below we will consider the amplitudeŝ A Γ ( s)[f ] as distributions on (R + ) n i.e. as an element of the space of tempered distributions
The convolution of the amplitudeÂ Γ ( s)[f ] and the function ψ( s) we denote by:
The Bogoliubov -Parasiuk prescriptions. It will be clear below, that we can take into account only the diagrams Γ such that for each line r T of the corresponding tree of correlations T ♯R r T ≥ 3. Here R T is a set of all lines r of Γ such that the increasing path on T which connects f − (r) and f + (r) contain r T . Other diagram can be simply subtracted by the counterterms Λ T . Below we will consider only such diagrams.
According to the Bogoliubov -Parasiuk prescriptions we must to each diagram Γ assign the counterterm amplitudeĈ Γ ( s)[f ] f ∈ F Γ satisfying the following properties. a) (Locality.)Ĉ Γ ( s)[f ] is a finite linear combination of δ functions centered at zero and their derivatives. b) Let Γ be a Friedrichs diagram and T be a corresponding tree of correlations. Let A ⊆ R T and T ′ is some right subtree of T such that: 1) all lines r T of T such that r T is not a line of R T ′ belongs to A, 2) All the root lines of T ′ do not belongs to A. ThenĈ
where τ = (τ 1 , ..., τ n ) = (
), the symbol ⊂ means the strong inclusion and T is some subtract operator.
d) The amplitudesĈ Γ ( s)[f ] satisfy to the property of time-translation invariance, i.e.
e) Let Γ be a Friedrichs diagram. Let
, and
The amplitudesR Γ ( s) is well defined distribution on (R + ) n .
f) The amplitudesR Γ ( s) satisfy to the weak cluster property. This property means the following. Let f (...p ext ...) be a test function. Then
as a → ∞. Here p 1 r is a projection of p r to the x-axis. Note that the weak cluster property admit to prove the Gibbs formula if the system has not first integrals except momenta and energy by the usual way.
For each diagram Γ put by definition:
where ′ in the sum means that all the root lines of T Γ do not belong to A. Put
where the symbol Γ ∼ T means that the sum is over all diagrams corresponding to T with suitable combinatoric factors. Suppose that the properties a) -f) are satisfied. Then Λ T are the counterterms needed in the section . Theorem -Construction. It is possible to find such a subtract operator T such that there exists countertermsĈ Γ satisfying to the properties a) -f).
Note that we can use not real counterterms. Indeed the evolution operator is real, so after renormalization we can simply take Re U(t, −∞) .
Before we prove our theorem let us prove the following
t , t ≥ 0 be a one-parameter semigroup acting in L 1 as follows:
Let T 2 t t ≥ 0 be some infinitely differentiable semigroup of continuous operators in L 2 .
Let M be a subspace of finite codimension in L 2 . Suppose that M is invariant under the action of T 
and for each i = 1, ..., l, t ≥ 0
for some coefficients a i−1 , ..., a 1 and the element f ∈ M. Let g be a functional on L 1 ⊗ M such that g is continuous with respect to the topology on
By definition we say that the functional h on
Proof of the lemma. At first we extend our functional g to the invariant functionalg on L 1 ⊗ L 2 and then we prove thatg is continuous.
Let N be a subspace of L 1 of all functions of the form, A(p)f (p), where
Let k be a continuous functional on N defined as follows:
Letk be an arbitrary continuous extension of k on whole L 1 . The existence of such continuation follows from Malgrange's preparation theorem [6] . Now we define the continuous functionalg 1 on L 1 ⊗ M 1 as follows:
According to (107) we find thatg 1 is an invariant extension of g on L 1 ⊗ M 1 . By the same method step by step we can extend the functional g to the functionalsg 2 , ....g l on L 1 ⊗ M 1 ,...,L l ⊗ M l respectively, where M 2 = Lin{M ∪ {f  , f  }},...,M l = Lin{M ∪ {f  , f  , ..., f l }} respectively. Just constructed functional is separately continuous so it is continuous. The lemma is proved.
Sketch of the proof of the theorem. We will prove the theorem by induction on the number of lines of the tree of correlation T Γ corresponding to the diagram Γ.
The base of induction is evident. Suppose that the theorem is proved for all diagrams of order < n. (Order is a number of lines of the tree of correlation.)
Let us give some definitions. Let ξ(t) be a smooth function on [0, +∞) such that 0 ≤ ξ(t) ≤ 1, ξ(t) = 1 in some small neighborhood of zero and ξ(t) = 0 if t > 1 3n
. Let us define a decomposition of unite {η A ( s)|A ⊂ {1, ..., n}} by the formula
We identify the set of lines of the tree of correlation with {1, ..., n} such that the root vertex is a vertex corresponds to 1. Let ψ(x) be some test function on real line such that ψ(t) ≥ 0, ψ(t)dt = 1 and ψ(t) = 0 if |t| > . Put by definition:
We have 
Let S N ((R + ) n ), N = 1, 2, ..., be a subspace of S((R + ) n ) of all functions f such that f has a zero at zero of order ≥ N.
We have: 
The inner integral in (112) converges according to the inductive assumption. Therefore if Ψ( s) ∈ S N ((R + ) n ) and N is enough large the integral at the right hand side of (112) converges. So
define a separately continuous functional on S(R 3f ) ⊗ S N ((R + ) n ). f = l − 1, where l is a number of external lines of Γ. To define a subtract operator T we must to extend the functional R Γ ( s)[f ], Ψ( s) to the space S(R 3f ) ⊗S((R) n ) such that extended functional will satisfy to time-translation invariant property. To obtain this extension we use the lemma. In our case 
Conclusion
In the present theory we have developed the general theory of the renormalization of nonequlibrium diagram technique. To study this problem we have used some ideas of the theory of R-operation developed by N.N. Bogoliubov and O.S. Parasiuk. This paper is formally independent of the previous paper of this series. But the previous paper can be considered as an illustration of some technical aspects of our theory that have been omitted in the present paper which ends our series.
Author is grateful to Yu. E. Lozovik and I.L. Kurbakov for very useful discussions.
