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波数の向上と IPC (Instruction Per Cycle: 1サイクルで実行できる命令数) の向上に注
力してきた．まず，動作周波数の向上のために，パイプラインの細分化が進んだ．また，
IPCの向上のために，増大するハードウェア資源を命令ウインドウやレジスタファイル































行することで，スレッドレベル並列性 (TLP: Thread-Level Parallelism) を利用した高






























ミスが誘発されることになるのである [7-8]．昨今の CPU とメインメモリの動作速度
の格差は開いていく一方であり，メインメモリにアクセスするには多くの CPUサイク












は，従来法である Cache-Fair Scheduling法の問題点・改善点を踏まえ，次の 3つの拡
張を加える． 
 



















スレッドスケジューリング法である Cache-Fair Schedulingについて説明する． 




 第 5章にて，結論と今後の課題について述べる． 
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第 2 章では，関連研究として既存のスケジューリング法である Cache-Fair 













































































































































クラススレッドのキャッシュミス率 (fair L2 cache miss rate) を計算する 
２． fair L2 cache miss rateのもとでのスレッドの CPI (fair CPI) を計算する 
３． fair CPI でスレッドが実行されたと仮定した時の実行された命令数 (fair 
number of instructions) を計算する 
４． 実際に実行された命令数を測定する 




シュミス率を計算する必要がある．このようなキャッシュミス率を，ここでは fair L2 
cache miss rateと呼ぶ．Cache-Fair法では，「あるスレッドのキャッシュミス率が，
同時に実行されているスレッドのキャッシュミス率と同程度であるとき，キャッシュは
公平に共有されている」という経験則に基づく計算方法で fair L2 cache miss rateを求
める [12]．デュアルコア環境において，あるスレッド T のキャッシュミス率を従属変
数，同時に実行されるスレッド (co-runner) Cのキャッシュミス率を独立変数として回
帰分析を行うとすると，スレッド Tのキャッシュミス率 )(TMissRate と co-runner Cの
キャッシュミス率 )(CMissRate の関係は，次の式 (2.3.1) のようになる． 
bCMissRateaTMissRate )()(    式 (2.3.1)  
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スレッド Tが Cache-Fairな状態になったときには，次の条件を満たす． 
 )()()( CMissRateTMissRateTteFairMissRa   式 (2.3.2)  




)(      式 (2.3.3)  









とする．この計測されたミス率から直線回帰分析を行い，式 (2.3.3) の aと bを求める
ことができる． 
次に，fair CPIを求める必要がある．fair CPIは，既存の計算モデルを用いて計算す
る [11]．fair CPIは，キャッシュが公平に共有されていると仮定した場合の CPIなの
で，L2 キャッシュミスが無い場合の理想的な状態での CPI (Ideal CPI) と，fair L2 
cache miss rateでの L2キャッシュストール (fair L2 cache stalls) を足し合わせたも
のとなるので，式 (2.3.3) のようになる． 
sCacheStallFairLIdealCPIFairCPI 2   式 (2.3.3)  
ここで，Ideal CPIは実際の CPIから実際の L2キャッシュストールを引いたものと




以上の手順で fair CPIが求めることができれば，単位時間分の CPUサイクルを fair 
CPIで割ることで fair number of instructionsを求めることができる．そして既に測定





























































本研究の提案手法は Cache-Fair 法を基にしているが，Cache-Fair 法をコア数が 2
より大きい大規模なシステムに適用するには一つ問題が存在する．第 2章にて，fair L2 
cache miss rateを求める際に回帰分析を行うことを説明したが，このときにコア数が 2
より大きい場合には直線回帰分析ではなく重回帰分析を行わなくてはならない．Fair 



















表 3.2.1 4コアシステムにおけるキャッシュミス率と独立変数 
 
時間 スレッドA スレッドB スレッドC スレッドD スレッドE
T 0.12 0.18 0.09 0.13
T+1 0.21 0.15 0.19 0.21
T+2 0.19 0.13 0.16 0.21
T+3 0.21 0.19 0.19 0.22
T+4 0.20 0.21 0.14 0.19



























時間 スレッドA スレッドB スレッドC スレッドD スレッドE
T 0.12 0.18 0.09 0.13
T+1 0.21 0.15 0.19 0.21
T+2 0.19 0.13 0.16 0.21
T+3 0.21 0.19 0.19 0.22
T+4 0.20 0.21 0.14 0.19
















































































となっている (図 3.3.3 時間 T－1) ．しかし，マルチスレッドタスクのスレッドの
HullyUp フラグは，そのスレッドが属するマルチスレッドタスク内の，他の HullyUp
フラグが偽であるいずれかのスレッドの実行が開始されると一斉に真となる (図 3.3.3 
時間 T) ．HullyUpフラグが真となったスレッドは，次のラウンドロビンサイクルで実
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表 3.4.1 4コアシステムにおけるある期間の各スレッドのキャッシュミス率の関係 
 
時間 スレッドA スレッドB スレッドC スレッドD スレッドE
T 0.12 0.18 0.09 0.13
T+1 0.21 0.15 0.19 0.21
T+2 0.19 0.13 0.16 0.21
T+3 0.21 0.19 0.19 0.22
T+4 0.20 0.21 0.14 0.19
T+5 0.21 0.18 0.09 0.15
T+6 0.32 0.19 0.23 0.25
T+7 0.13 0.17 0.17 0.26




表 3.4.2 表 3.4.1の注目セルを色分けしたもの 
時間 スレッドA スレッドB スレッドC スレッドD スレッドE
T 0.12 0.18 0.09 0.13
T+1 0.21 0.15 0.19 0.21
T+2 0.19 0.13 0.16 0.21
T+3 0.21 0.19 0.19 0.22
T+4 0.20 0.21 0.14 0.19
T+5 0.21 0.18 0.09 0.15
T+6 0.32 0.19 0.23 0.25
T+7 0.13 0.17 0.17 0.26
T+8 0.22 0.29 0.22 0.19  
 
その時間に開始または再開されたスレッド 


































A C D E B F G H
 
 















































































































































特徴 1は，コア数が小さい場合にも大きな効果を発揮する．特徴 2の仕様上，特に 2
コアシステムにおけるキャッシュミス削減効果は特徴 1 の効果が強く現れる．特徴 2
は，実行させるスレッドの総数が多いほどその効果を発揮する．スレッドの数が多い程，
悪影響を受けるスレッドの数を隔離化によって減らすことができるからである． 
























なお，Cache-Fair法を 4コア，8コアのシステムに適用する際には，第 3章 3.2 節に
て説明した手法を用いている．シミュレータの各種設定は，表 4.2.1に示した通りであ
る．共有 L2キャッシュの容量は，2コアシステムでは 256KB，4コアと 8コアシステ
ムでは 512KBとした．これらの容量はマルチコアプロセッサに積載されるキャッシュ
の容量としては小さいが，それはスケジューリングによる影響が顕著に出るようにとい
う考えからである．また，2コアシステムに比べ 4コアと 8コアのシステムの共有 L2






ッドが発生する過程で 5つ毎に 1つ Cache-Fairクラススレッドが発生する．それ以外 
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表 4.2.1 シミュレータの各種パラメータ設定 
 





























 ・FFT (2スレッド)  
 ・行列加算・ハフマン符号化・FFTの複合処理 (3スレッド)  
 
各スケジューリング法のパラメータは次のようになっている．ラウンドロビンによる

































































































 また，提案手法は 2コア，4コア，8コアのいずれの場合も最も高い共有 L2キャッ
シュミス削減効果をあげている．その効果はコア数が大きくなるほど上がっており，8
































































































































図 4.5.2 8コアシステムにおける消費電力の内訳 
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ラウンドロビン Cache-Fair(重回帰分析) Cache-Fair(近似) 提案手法
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