Abstract. In this paper, we study the existence and uniqueness of fractional differential equations with boundary value conditions. A new generalized singular type Gronwall inequality is given to obtain important a priori bounds. Existence and uniqueness results of solutions are established by virtue of fractional calculus and fixed point method under some weak conditions. An example is given to illustrate the results.
INTRODUCTION
In this paper, we study the following boundary value problems (BVP for short) for fractional differential equations involving the Caputo derivative where c D α is the Caputo fractional derivative of order α, f : J × R → R will be specified latter and a, b, c are real constants with a + b = 0.
Very recently, fractional differential equations have been proved to be valuable tools in the modelling of many phenomena in various fields of engineering, physics and economics. We can find numerous applications in viscoelasticity, electrochemistry, control and electromagnetic. There has been a significant development in fractional differential equations. One can see the monographs of Kilbas et al. [7] , Miller and Ross [8] , Lakshmikantham et al. [10] , Podlubny [11] . Particulary, Agarwal et al. [1] establish sufficient conditions for the existence and uniqueness of solutions for various classes of initial and boundary value problem for fractional differential equations and inclusions involving the Caputo fractional derivative in finite dimensional spaces. Particularly, fractional differential equations and optimal controls in Banach spaces are studied by Balachandran et al. [2, 3] , Benchohra et al. [4] , N'Guérékata [5, 6] , Mophou and N'Guérékata [9] , Wang et al. [12] [13] [14] [15] [16] [17] [18] [19] , Zhou et al. [20] [21] [22] and etc.
The existence of solutions for this kind of BVP has been studied by Benchohra et al. [4] . Let us mention, however, the assumptions on f are strong (f is continuous and satisfies uniformly Lipschitz condition or uniformly bounded). We will present the new existence and uniqueness results for the fractional BVP (1.1) by virtue of fractional calculus and fixed point method under some weak conditions. Compared with the results appeared in [4] , there are at least two differences: (i) the assumptions on f are more general and easy to check; (ii) a priori bounds is established by a new singular type Gronwall inequality (Lemma 3.1) given by us.
The rest of this paper is organized as follows. In Section 2, we give some notations and recall some concepts and preparation results. In Section 3, we give a generalized singular type Gronwall inequality which can be used to establish the estimate of fixed point set {y = λF y, λ ∈ (0, 1)}. In Section 4, we give two main results (Theorems 4.1-4.2), the first result based on Banach contraction principle, the second result based on Schaefer's fixed point theorem. Finally, an example is given to demonstrate the application of our main results.
PRELIMINARIES
In this section, we introduce notations, definitions, and preliminary facts which are used throughout this paper. We denote by C(J, R) the Banach space of all continuous functions from J into R with the norm y ∞ := sup{|y(t)| : t ∈ J}. For measurable functions m : J → R, define the norm
We need some basic definitions and properties of fractional calculus theory which are used in this paper. For more details, see [7] .
where Γ is the Gamma function. 
where n = [α] + 1 and [α] denotes the integer part of α.
where
Now, let us recall the definition of a solution of the fractional BVP (1.1).
on J, and the condition ay(0) + by(T ) = c.
For the existence of solutions for the fractional BVP (1.1), we need the following auxiliary lemma.
Lemma 2.7 ([1, Lemma 3.2]). A function y ∈ C(J, R) is a solution of the fractional integral equation
y(t) = 1 Γ(α) t 0 (t − s) α−1 f (s)ds − 1 a + b ⎡ ⎣ b Γ(α) T 0 (T − s) α−1 f (s)ds − c ⎤ ⎦ ,
if and only if y is a solution of the following fractional BVP
As a consequence of Lemmas 2.7, we have the following result which is useful in what follows.
Lemma 2.8. A function y ∈ C(J, R) is a solution of the fractional integral equation
if and only if y is a solution of the fractional BVP (1.1).
Lemma 2.9 (Bochner theorem). A measurable function f : J → R is Bochner integrable if |f | is Lebesgue integrable.

Lemma 2.10 (Ascoli-Arzela theorem). Let S = {s(t)} is a real-valued (n-dimensional ) vector function family of continuous mappings s : [a, b] → R. If S is uniformly bounded and equicontinuous, then there exists a uniformly convergent function sequence {s
is bounded, then F has at least a fixed point.
GRONWALL'S INEQUALITY WITH MIXED TYPE SINGULAR INTEGRAL OPERATOR
In order to apply the Schaefer fixed point theorem to show the existence of solutions, we need a new generalized singular type Gronwall inequality with mixed type singular integral operator. It will play an essential role in the study of fractional BVP.
Lemma 3.1. Let y ∈ C(J, R) satisfy the following inequality:
, and
|y(t)| ≤ |x(t)| ≤
By the standard Gronwall inequality, we have
MAIN RESULTS
Before stating and proving the main results, we introduce the following hypotheses.
(H1) The function f : J × R → R is Lebesgue measurable with respect to t on J.
Our first result is based on the Banach contraction principle.
then the system (1.1) has a unique solution.
Proof. For each t ∈ J , we have
Thus, |(t − s) α−1 f (s, y(s))| is Lebesgue integrable with respect to s ∈ [0, t] for all t ∈ J and y ∈ C(J, R). Then (t − s)
α−1 f (s, y(s)) is Bochner integrable with respect to s ∈ [0, t] for all t ∈ J due to Lemma 2.9.
Hence, the fractional BVP (1.1) is equivalent to the following fractional integral equation
Now we define the operator F on B r := {y ∈ C(J, R) : y ∞ ≤ r} as follows
Therefore, the existence of a solution of the fractional BVP (1.1) is equivalent to that the operator F has a fixed point in B r . We shall use the Banach contraction principle to prove that F has a fixed point. The proof is divided into two steps.
Step 1. F y ∈ B r for every y ∈ B r . In fact, for y ∈ B r and all t ∈ J, one can verify that F is continuous on J, i.e., F y ∈ C(J, R), and
which implies that F y ∞ ≤ r. Thus, we can conclude that for all y ∈ B r , F y ∈ B r . i.e., F : B r → B r is well defined.
Step 2. F is a contraction mapping on B r .
For x, y ∈ B r and any t ∈ J, using (H2) and Hölder inequality, we get
So we obtain
Thus, F is a contraction due to the condition (4.1). By Banach contraction principle, we can deduce that F has an unique fixed point which is just the unique solution of the fractional BVP (1.1).
Our second result is based on the well known Schaefer's fixed point theorem. We make the following assumptions: (H4) The function f : J × R → R is continuous. Proof. Transform the fractional BVP (1.1) into a fixed point problem. Consider the operator F : C(J, R) → C(J, R) defined as (4.2). It is obvious that F is well defined due to (H4). For the sake of convenience, we subdivide the proof into several steps. Step 1. F is continuous.
Let {y n } be a sequence such that y n → y in C(J, R). Then for each t ∈ J, we have
Since f is continuous, we have
Step 2. F maps bounded sets into bounded sets in C(J, R). Indeed, it is enough to show that for any η * > 0, there exists a > 0 such that for each y ∈ B η * = {y ∈ C(J, R) :
For each t ∈ J, we get
which implies that
Step 3. F maps bounded sets into equicontinuous sets of C(J, R).
As t 2 → t 1 , the right-hand side of the above inequality tends to zero, therefore F is equicontinuous. As a consequence of Step 1-3 together with the Arzela-Ascoli theorem (Lemma 2.10), we can conclude that F : C(J, R) → C(J, R) is continuous and completely continuous.
Step 4. A priori bounds. Now it remains to show that the set E(F ) = {y ∈ C(J, R) : y = λF y for some λ ∈ (0, 1)} is bounded.
Let y ∈ E(F ), then y = λF y for some λ ∈ (0, 1). Thus, for each t ∈ J, we have Thus for every t ∈ J, we have
This shows that the set E(F ) is bounded. As a consequence of Schaefer's fixed point theorem, we deduce that F has a fixed point which is a solution of the fractional BVP (1.1).
EXAMPLE
In this section we give an example to illustrate the usefulness of our main results.
Let us consider the following fractional boundary value problem, Thus all the assumptions in Theorem 4.1 are satisfied, our results can be applied to the problem (5.1).
