Development of closed-form Green's functions to investigate apertures on a pec circular cylinder covered with dielectric layer(s) by Akyüz, Murat Sencer
DEVELOPMENT OF CLOSED-FORM
GREEN’S FUNCTIONS TO INVESTIGATE
APERTURES ON A PEC CIRCULAR
CYLINDER COVERED WITH DIELECTRIC
LAYER(S)
a thesis
submitted to the department of electrical and
electronics engineering
and the institute of engineering and science
of bilkent university
in partial fulfillment of the requirements
for the degree of
master of science
By
Murat Sencer Akyu¨z
July, 2009
I certify that I have read this thesis and that in my opinion it is fully adequate,
in scope and in quality, as a thesis for the degree of Master of Science.
Assoc. Dr. Vakur B. Ertu¨rk(Advisor)
I certify that I have read this thesis and that in my opinion it is fully adequate,
in scope and in quality, as a thesis for the degree of Master of Science.
Prof. Dr. Ayhan Altıntas¸
I certify that I have read this thesis and that in my opinion it is fully adequate,
in scope and in quality, as a thesis for the degree of Master of Science.
Prof. Dr. Gu¨lbin Dural
Approved for the Institute of Engineering and Science:
Prof. Dr. Mehmet Baray
Director of the Institute
ii
ABSTRACT
DEVELOPMENT OF CLOSED-FORM GREEN’S
FUNCTIONS TO INVESTIGATE APERTURES ON A
PEC CIRCULAR CYLINDER COVERED WITH
DIELECTRIC LAYER(S)
Murat Sencer Akyu¨z
M.S. in Electrical and Electronics Engineering
Supervisor: Assoc. Dr. Vakur B. Ertu¨rk
July, 2009
Closed-form Green’s function representations for magnetic sources, which is
in general used to represent aperture type antennas on conducting surfaces, are
developed for a cylindrically stratified media. The resultant expressions are valid
for almost all possible placements of source and observation points including the
cases where ρ = ρ′ and φ = φ′. Hence, they can be used in a Method of Moments
solution procedure.
In the course of obtaining these expressions, the conventional spectral domain
Green’s function representations for magnetic sources are reorganized in order to
handle relatively large cylinders and the axial line problem. Available acceleration
techniques that exist in the literature are implemented to perform the summation
over the cylindrical eigenmodes efficiently and to handle some numerical problems
along the kz integration path. Then, the resulting expressions are transformed
to the spatial domain using the discrete complex image method with the help of
the generalized pencil of function method, where a two-level approach is used.
It should be noted that a similar methodology has recently been developed for
electrical sources and very accurate results have been presented. In this work, its
magnetic source counterpart has been developed.
Numerical results are presented in two different forms:
(a) ρ 6= ρ′; the magnetic source is on the conducting cylinder, which forms the
innermost layer of the dielectric coated cylinder. This is a typical scenario
for the radiation problem of aperture type antennas.
(b) ρ = ρ′; both the magnetic source and the observations points are on the
conducting cylinder which forms the innermost layer. There is a single
iii
dielectric layer on the top of them. This is a typical scenario for the mutual
coupling between aperture type antennas.
Keywords: Coated Cylinder, Closed-form Green’s Functions, Generalized Pencil
of Functions Method, mutual coupling.
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O¨ZET
DI˙YELEKTRI˙K TABAKA(LAR) KAPLI MU¨KEMMEL
ELEKTRI˙KSEL I˙LETKEN SI˙LI˙NDI˙R U¨ZERI˙NDEKI˙
MENFEZLERIN, KAPALI-FORM GREEN
FONKSI˙YONLARIYLA ARAS¸TIRMASI VE
GELIS¸TI˙RMESI˙
Murat Sencer Akyu¨z
Elektrik ve Elektronik Mu¨hendislig˘i, Yu¨ksek Lisans
Tez Yo¨neticisi: Vakur B. Ertu¨rk
Temmuz, 2009
Genellikle iletken yu¨zeyler u¨zerindeki menfez tipi antenleri go¨stermek amacıyla
kullanılan manyetik kaynakların, tabakalı silindirler ic¸in kapalı-form Green
fonksiyonları gelis¸tirilmis¸tir. Sonuc¸ olarak elde edilen go¨sterimler, ρ = ρ′ ve
φ = φ′ dahil olmak u¨zere hemen hemen bu¨tu¨n kaynak ve go¨zlem noktaları ic¸in
gec¸erlidir. Bundan dolayı, Moment Metodu is¸lemlerinde kullanılabilirler.
Bu go¨sterimler elde edilirken, manyetik kaynaklar ic¸in bilinen spektral alan-
daki Green fonksiyonları, nispeten bu¨yu¨k silindirleri ve eksen sorunlarını ele al-
abilmesi ic¸in tekrar du¨zenlendi. kz integral yolundaki bazı numerik sorunların
u¨stesinden gelmesi ve silindrik eigenmodelar u¨zerinde alınan toplamı verimli ya-
pabilmesi ic¸in literatu¨rde bulunan uygun hızlandırma teknikleri uygulanmıs¸tır.
Sonrasında, iki-seviyeli genelles¸tirilmis¸ fonksiyon kalemi metodunun yardımıyla,
bulunan go¨sterimler mekansal alana ayrık karmas¸ık hayal metodu kullanılarak
c¸evrilmis¸tir. Dikkat edilmelidir ki, yakın zamanda elektriksel kaynaklar ic¸in ben-
zer bir yo¨ntem gelis¸tirilmis¸ ve c¸ok dog˘ru sonuc¸lar sunulmus¸tur. Bu c¸alıs¸mada,
bahsedilen c¸alıs¸manın manyetik kaynaklar ic¸in olan kars¸ılıg˘ı gelis¸tirilmis¸tir.
Numerik sonuc¸lar iki farklı s¸ekilde verilmis¸tir:
(a) ρ 6= ρ′; manyetik kaynak, yaltkan kapl silindirin en ic¸teki iletken katman
u¨zerindedir. Bu durum, menfez antenlerin yayılma problemleri ic¸in o¨zgu¨n
bir senaryodur.
(b) ρ = ρ′; manyetik kaynak ve go¨zlem noktalarının ikisi de en ic¸teki katmanı
olus¸turan iletken katmandadır. u¨zerinde bir yalıtkan tabaka bulunmak-
tadır. Bu durum, menfez antenlerin kars¸ılıklı bag˘las¸ımları ic¸in o¨zgu¨n bir
v
senaryodur.
Anahtar so¨zcu¨kler : Kaplı Silindir, Kapalı-form Green Fonksiyonları, Genelles¸tirilmis¸
Kalem Fonksiyonu Metodu, Kars¸ılıklı Bagˇlas¸ma.
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Chapter 1
Introduction
Waveguide-fed aperture type conformal antennas/arrays have a wide range of
military and commercial applications; and these type of antennas should con-
form to host platforms due to aerodynamic and electromagnetic constraints such
as reduced radar cross section (RCS) and wider scan ranges. Although various
efficient and accurate tools are developed for the analysis of such antennas on pla-
nar platforms (such as Method of Moments (MoM) based solution procedures),
efficient and accurate analysis tools for such antennas on curved platforms are
scant. Among the curved structures, cylinder geometry plays an important role.
First of all, many real world applications such as missiles, base stations and/or
main body of airplanes can be treated as a cylinder. Furthermore, the cylindrical
structure may be treated as a canonical geometry whose solutions can be used as
building blocks for more complicated structures.
In the literature, many works are presented in the field of Closed-form Green’s
function (CFGF) representations for planar grounded dielectric structures involv-
ing both electrical and magnetic sources [1],[2],[3]. However, similar works for
cylindrically stratified media are scant. Closed-form Green’s function represen-
tations for a cylindrically stratified media are first introduced in [4] and [5]. The
presented representations in [4] and [5] are accurate for most of source and field
locations as long as ρ 6= ρ′. Besides, for the cases in which source and field points
are close to each other along radial axis (i.e., for |ρ¯− ρ¯′| is decreasing), they start
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to become inaccurate. Similar type analysis can be found in [6],[7],[8]. However
all of them deal with the electrical source case and do not underpin magnetic
sources on cylindrically stratified media. In [9], the accuracy range is widened by
suggesting a set of derivations valid for all arbitrary source and field locations. As
a matter of fact, there is no counterpart of [9] for magnetic sources in literature.
Moreover, in [10], a similar work has been carried out but there is no sugges-
tions for solving the axial line problem for electrical and magnetic source cases.
Therefore, in this thesis we present closed-form Green’s function representations
for magnetic current modes on Perfectly Electric Conductor (PEC) cylinder that
is coated with a dielectric. The magnetic current sources are tangential to the
cylindrical surface, and the developed CFGF representations are valid for a wide
range of source and observation points including ρ = ρ′ as well as the axial line.
Consequently, these representations can be used in conjunction with MoM to an-
alyze slot/aperture type antennas and arrays on a cylindrically stratified medium.
Note that, making use of the equivalence theorem, a slot/aperture type an-
tenna placed on a PEC surface can be modeled as a magnetic current mode on
the PEC. Thus, all sources are located on the innermost layer of an infinitely
long PEC cylinder in this work. This work can be considered in two parts due
to problem geometries and definitions used. First, the conventional CFGF ex-
pressions given in [5] are used to analyze an infinitely long PEC cylinder with a
dielectric coating. The magnetic source is placed on the PEC as described before
and the field points are far away from the source along the radial axis. In this
part, the spectral domain Green’s function representations given in [5] are red-
erived because the geometry in [5] does not investigate the case of a source on
the innermost PEC surface.
In the second part, the mutual coupling problem is investiaged. In this prob-
lem, the mutual admittance between two tangential magnetic current sources that
are located on the PEC surface is evaluated when the whole structure is covered
with a dielectric layer. Mutual coupling results are compared with HFSSTM re-
sults.
The evaluation of closed-form Green’s function representations starts with
a summation of Fourier series, which constitutes spectral domain Green’s func-
tion representations for cylindrical geometries, with respect to the cylindrical
2
eigenmodes n. In the conventional representations, these functions are slowly
convergent or not convergent when both field and source lie on the same layer.
Thus, spectral domain Green’s functions for tangential magnetic current modes
are rewritten in the form of ratios with the help of Debye Approximations [11].
Furthermore, in order to improve the efficiency of calculation and to improve
the accuracy several methods provided in [6] and [12] are implemented into this
work.
Once the summation is performed then the Fourier integral is evaluated in
closed-form. This step is performed with the aid of the generalized pencil of
function (GPOF) method, where the integrand of the Fourier integral is sampled
on a deformed path which is free from pole and branch-cut singularities. Then
using a two-level GPOF approach [12],[13], the sampled integrand is approxi-
mated in terms of complex exponentials of the integration variable. Finally, the
integrals, whose integrand is these complex exponentials, are evaluated in closed-
form on the aforementioned deformed path.
In this thesis, φ and z-directed tangential magnetic current modes and their
tangential magnetic field Green’s functions (GHzz, G
H
φz, G
H
zφ and G
H
φφ) are analyzed.
Throughout this work, G˜ is used for spectral domain Green’s functions and G
is used for spatial domain Green’s functions along with X¯ for a 2×2 matrix.
Besides, in this work ejωt convention is used where ω = 2pif with f being the
operating frequency. The organization of this thesis is as follows:
• In Chapter 2, a brief summary of the conventional Green’s function repre-
sentations given in [4],[5] is given.
• In Chapter 3, the conversion of the conventional Green’s function represen-
tations into the form of ratios is explained.
• Obtaining the CFGF representations with the aid of two-level GPOF is
given in Chapter 4.
• The solution for the axial line problem suggested by [12] is given in Chapter
5.
• Some numerical results regarding this work are given in Chapter 6.
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• In Appendix A, some important notes about the development of HFSSTM
simulations are presented. HFSSTM results are used to assess the accuracy
of the CFGF representations for the mutual coupling problems.
• Generalized pencil of function method and Debye Approximations for large
values of Hankel and Bessel functions are given in Appendix B and C,
respectively.
• The details of current modes, which are used throughout this work, are
given in Appendix D.
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Chapter 2
Green’s Function Representations
A generic geometry for stratified cylinder problems is given in Fig. 2.1 which
is given by [4],[5]. In this part of the analysis, a point source is located at
(ρ′, φ′, z′) in the layer i = j, and the observation point is located at (ρ, φ, z)
in the observation layer i = m. The layers of the cylinder may have different
electrical and magnetic properties which are stated via parameters i and µi
along with their radii ai. Furthermore, the innermost and the outermost layers
of the cylinder can be chosen as Perfectly Electric Conductor (PEC) or Perfectly
Magnetic Conductor (PMC).
In this chapter, the spectral domain Green’s Function representation for ρ 6= ρ′
case will be investigated. Starting with these expressions, they will be converted
into a form that can support ρ = ρ′ case in Chapter 3. The details of the
derivatives of these functions can be found in [4] and [5].
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2.1 Spectral Domain Field Expressions and Lo-
cal Reflection/Transmission Matrices for
Cylindrically Stratified Media
The current of a magnetic dipole in the spectral domain with respect to kz can
be expressed as follows:
−→
M(−→r ) = Ilαˆejkzz′ δ(ρ− ρ
′)
ρ
δφ− φ′, (2.1)
where Il is the current moment, αˆ is the unit vector indicating the direction of the
current, and z′ is the location of the dipole along the z-axis. At the observation
point, the total field is a combination of standing and outgoing waves due to
multiple reflections from boundaries. In order to represent standing and outgoing
waves, first-kind Bessel and second-kind Hankel functions are used, respectively.
The z-components of the spectral domain field expressions are given in [4] as
E˜z =
Il
4pi
aˆz · (
−→∇′ × αˆ)e
−jk|−→r −−→r ′|
|−→r −−→r ′| (2.2)
H˜z = − jIl
4piωµj
(k2aˆz · αˆ + ∂
∂z′
−→∇′ · αˆ)e
−jk|−→r −−→r ′|
|−→r −−→r ′| . (2.3)
Using the addition theorem of Hankel functions together with the Sommerfeld
identity, the z-components of the field in the spatial domain for the source defined
in (2.1) in a stratified medium is given by [4][
Ez
Hz
]
= − Il
8piω
∞∑
n=−∞
ejn(φ−φ
′)
∫ ∞
−∞
dkze
−jkz(z−z′)F¯n(ρ, ρ′)
←−
S nj (2.4)
.
In (2.4)
←−
S nj is a 2×1 matrix operator that acts on function to its left. It is given
by
←−
S nj =
[
jωαˆ · (aˆz ×−→∇ ′)
1
µj
(k2aˆz + jkz
−→∇ ′) · αˆ
]
(2.5)
with the operator
−→∇ ′ defined as
−→∇ ′ = aˆρ ∂
∂ρ′
− aˆφ jn
ρ′
+ aˆzjkz. (2.6)
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Figure 2.1: Standing and Outgoing Waves due to a Point Source in a Stratified
Medium
In (2.4), when the source and observation points lie on the same layer of the
cylinder, the 2× 2 F¯n matrix is defined follows:
F¯n = [Jn(kρjρ)I¯ +H
(2)
n (kρjρ)
˜¯Rj,j−1] ˜¯Mj−[H(2)n (kρjρ
′)I¯ + Jn(kρjρ
′) ˜¯Rj,j+1] (2.7)
for ρ < ρ′
F¯n = [H
(2)
n (kρjρ)I¯ + Jn(kρjρ)
˜¯Rj,j+1]
˜¯Mj+[Jn(kρjρ
′)I¯ +H(2)n (kρjρ
′) ˜¯Rj,j−1] (2.8)
for ρ > ρ′
On the other hand, when the source and observation points are on different layers,
F¯n matrix is defined as
F¯n = [Jn(kρiρ)I¯ +H
(2)
n (kρiρ)
˜¯Ri,i−1] ˜¯Tj,i ˜¯Mj−[H(2)n (kρjρ
′)I¯ + Jn(kρjρ
′) ˜¯Rj,j+1] (2.9)
for i < j
F¯n = [H
(2)
n (kρiρ)I¯ + Jn(kρiρ)
˜¯Ri,i+1]
˜¯Tj,i
˜¯Mj+[Jn(kρjρ
′)I¯ +H(2)n (kρjρ
′) ˜¯Rj,j−1] (2.10)
for i > j
For both set of F¯n expressions, the definition of
˜¯Mj± is given by
˜¯Mj± = [I¯ − ˜¯Rj,j∓1 ˜¯Rj,j±1]−1
7
where I¯ is the unity matrix and subscripts i and j corresponds to observation and
source layers, respectively. The generalized reflection matrices are expressed as
˜¯Rj,j−1 and ˜¯Rj,j+1, and all of them are combinations of local reflection R¯ and trans-
mission T¯ matrices. Regarding these matrices, generalized reflection matrices can
be expressed as follows:
˜¯Ri,i±1 = R¯i,i±1 + T¯i±1,i ˜¯Ri±1,i±2T¯i,i±1 (2.11)
˜¯Ti,i±1 = [I¯ − R¯i±1,i ˜¯Ri±1,i±2]−1T¯i,i±1 (2.12)
Starting with these equations, local reflection matrices can be evaluated using
the definitions given in [4], [5] and [9] such that
R¯i,i+1 = D¯
−1
i [H
(2)
n (kρiai)H¯
(2)
n (kρi+1ai)−H(2)n (kρi+1ai)H¯(2)n (kρiai)] (2.13)
T¯i,i+1 =
2ω
pik2ρiai
D¯−1i
[
i 0
0 −µi
]
(2.14)
R¯i+1,i = D¯
−1
i [Jn(kρiai)J¯n(kρi+1ai)− Jn(kρi+1ai)J¯n(kρiai)] (2.15)
T¯i+1,i =
2ω
pik2ρi+1ai
D¯−1i
[
i+1 0
0 −µi+1
]
(2.16)
with
D¯i = H
(2)
n (kρi+1ai)J¯n(kρiai)− Jn(kρiai)H¯(2)n (kρi+1ai). (2.17)
In the definitions given above, reflection and transmission matrices are in
2×2 matrix form due to the coupling of TE and TM modes in cylin-
drically stratified media. Furthermore, in (2.13)-(2.17), special functions
H¯
(2)
n (kρiai), H¯
(2)
n (kρi+1ai), J¯n(kρiai) and J¯n(kρi+1ai) are used. In order to express
these matrices in a compact form, B¯n(x) definition is used as follows:
B¯n(kρiai) =
1
k2ρiai
[
−jωikρiaiB′n(kρiai) nkzBn(kρiai)
nkzBn(kρiai) jωµikρiaiB
′
n(kρiai)
]
. (2.18)
In (2.18), Bn(x) can be Jn(x) or H
(2)
n (x) for J¯n(x) and H¯
(2)
n (x), respectively.
Along with this definition, while i being the current layer, i + 1 represents the
outer layer and i− 1 represent the inner layer. By replacing i with i±k in (2.11)
through (2.18), reflection matrices for i±kth layer can be expressed. Moreover, in
all previous equations, ′ is used to define the derivative with respect to kρiai which
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is the transverse propagation constant of the ith layer due to kρi =
√
k2i − k2z with
ki = ω
√
µii, being the wavenumber of the i
th layer.
Finally, the innermost and the outermost layer of the stratified cylinder can
be chosen as PEC or PMC as depicted in [4]. In our application, the outermost
layer is chosen as air, which is governed by the radiation boundary condition.
Therefore, the relevant reflection matrix for the outermost boundary is 0¯. Besides,
since the majority of the applications for cylindrical platforms require PEC type
innermost layer, this layer is chosen as PEC in this work. Hence, the local
reflection matrix due to the innermost PEC layer is given by
R¯2,1 =
 − Jn(kρ2a1)H(2)n (kρ2a1) 0
0 − J ′n(kρ2a1)
H
′(2)
n (kρ2a1)
 (2.19)
where a1 is the radius of the innermost PEC layer.
2.2 Spectral Domain Green’s Function Expres-
sions Due to a Magnetic Source for ρ 6= ρ′
Case
From (2.4), recognizing the spectral domain expressions of E˜z and H˜z as[
E˜z
H˜z
]
= −Ile
−jkzz′
4ω
∞∑
n=−∞
ejn(φ−φ
′)F¯n(ρ, ρ
′)
←−
S nj (2.20)
with the F¯n(ρ, ρ
′) expression defined before in (2.7)-(2.10), the φ components of
the spectral domain electric and magnetic fields can be expressed as follows [4],[9]:[
H˜φ
E˜φ
]
=
 − jωikρi ∂∂(kρiρ) nkzk2ρiρ
nkz
k2ρiρ
jωµi
kρi
∂
∂(kρiρ)
[ E˜z
H˜z
]
. (2.21)
Then, relating the spectral domain tangential magnetic field expressions to the
spectral domain tangential magnetic currents by the spectral domain Green’s
functions as [
H˜φ
H˜z
]
=
[
G˜Hφz G˜
H
φφ
G˜Hzz G˜
H
zφ
][
M˜z
M˜φ
]
, (2.22)
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the spectral domain Green’s functions for the tangential components of the mag-
netic field for tangential magnetic sources are given by [4]
G˜Hzz = −
1
4ω
∞∑
n=−∞
ejn(φ−φ
′)k
2
ρj
µj
F¯n(2, 2) (2.23)
G˜Hφz = −
1
4ω
∞∑
n=−∞
ejn(φ−φ
′)k
2
ρj
µj
[
−jωi
kρi
∂F¯n(1, 2)
∂(kρiρ)
+
nkz
k2ρiρ
F¯n(2, 2)
]
(2.24)
G˜Hzφ = −
1
4ω
∞∑
n=−∞
ejn(φ−φ
′)
[
jωkρj
∂F¯n(2, 1)
∂(kρjρ
′)
+
nkz
µjρ′
F¯n(2, 2)
]
(2.25)
G˜Hφφ = −
1
4ω
∞∑
n=−∞
ejn(φ−φ
′)
(
jωkρj
∂
∂(kρjρ
′)
[
−jωi
kρi
∂F¯n(1, 1)
∂(kρiρ)
+
nkz
k2ρiρ
F¯n(2, 1)
]
+
nkz
µjρ′
[
−jωi
kρi
∂F¯n(1, 2)
∂(kρiρ)
+
nkz
k2ρiρ
F¯n(2, 2)
])
. (2.26)
In (2.23)-(2.26), F¯n(i, j) are the entries of F¯n matrix. For the sake of computa-
tional efficiency, the −∞ to ∞ summations over the cylindrical eigenmodes are
converted to 0 to∞ summations using the even and odd properties of the spectral
domain Green’s function components. Similarly, in the process of inverse Fourier
transform, the integration from −∞ to ∞ can be converted into an integration
from 0 to ∞ if the Green’s function expression is an even function of kz. On the
other hand, if the Green’s function expression is an odd function of kz, then it is
divided by kz to have an expression which is an even function of kz. Therefore,
the spectral domain Green’s function expressions can now be expressed as
G˜Hzz = −
1
2ω
∞∑
n=0
ν cos [n(φ− φ′)]k
2
ρj
µj
F¯n(2, 2) (2.27)
G˜Hφz
kz
= − j
2ω
∞∑
n=1
sin [n(φ− φ′)]k
2
ρj
µj
[
− jωi
kzkρi
∂F¯n(1, 2)
∂(kρiρ)
+
n
k2ρiρ
F¯n(2, 2)
]
(2.28)
G˜Hzφ
kz
= − j
2ω
∞∑
n=1
sin [n(φ− φ′)]
[
jωkρj
kz
∂F¯n(2, 1)
∂(kρjρ
′)
+
n
µjρ′
F¯n(2, 2)
]
(2.29)
G˜Hφφ = −
1
2ω
∞∑
n=0
ν cos [n(φ− φ′)]
(
jωkρj
∂
∂(kρjρ
′)
[
−jωi
kρi
∂F¯n(1, 1)
∂(kρiρ)
+
nkz
k2ρiρ
F¯n(2, 1)
]
+
nkz
µjρ′
[
−jωi
kρi
∂F¯n(1, 2)
∂(kρiρ)
+
nkz
k2ρiρ
F¯n(2, 2)
])
(2.30)
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with
ν =
{
0.5 for n = 0
1 otherwise
The Green’s function expressions given in (2.27)-(2.30) are valid when ρ is far
away from ρ′. In the case of |ρ − ρ′| becomes smaller, the summation converges
extremely slowly. Thus, these expressions are not very convenient to be used for
ρ = ρ′ cases. A detailed explanation of their modification for ρ = ρ′ case is given
in the next chapter.
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Chapter 3
Spectral Domain Green’s
Function Representations and
Their Computation when ρ = ρ′
In this chapter, modifications on (2.27)-(2.30) will be explained to have valid
spectral domain Green’s function representations for ρ = ρ′ case.
Since the summation from 0 to ∞ is slowly convergent in (2.27)-(2.30), Han-
kel and Bessel functions should be evaluated for large n values. However eval-
uation of these functions for large n values is problematic since numerical over-
flow/underflow problems may occur during the summation. Therefore, as in [6]
and [9], Hankel and Bessel functions in (2.27)-(2.30) are expressed in the form
of ratios with other Hankel and Bessel functions. Thus, rather than calculating
each function separately, they are calculated in the form of ratios. As a result,
possible overflow/underflow problems can be avoided.
Note that beyond this point, although ρ = ρ′ case will be analyzed, ρ and ρ′
are distinguished from each other to avoid any confusion in the derivatives with
respect to kρiρ and kρiρ
′. Such a notation eases the extension of this work to
multilayer case.
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3.1 Spectral Domain Expressions in the Form
of Ratios
Conversion of the conventional spectral domain expressions into the form of ratios
can be investigated in two steps. The first step is to express the generalized re-
flection and transmission matrices in the form of ratios. Then, using the resultant
expressions, the F¯n matrix is converted into the form of ratios. Consequently, all
spectral domain Green’s function components are rewritten in a new form such
that all special functions (i.e., Hankel and Bessel functions) are in the form of
ratios.
3.1.1 Reflection and Transmission Matrices in the Form
of Ratios
In order to obtain reflection and transmission matrices in the form of ratios, first
B¯n(x) matrix in (2.18) is rewritten as
B¯n(kρiai) =
Bn(kρiai)
k2ρiai
 −jωikρiai B′n(kρiai)Bn(kρiai) nkz
nkz jωµikρiai
B′n(kρiai)
Bn(kρiai)
 . (3.1)
Then, D¯i expression in (2.17) is converted into the form of ratios as follows:
D¯i = H
(2)
n (kρi+1ai)Jn(kρiai)
[
J¯n(kρiai)
Jn(kρiai)
− H¯
(2)
n (kρi+1ai)
H
(2)
n (kρi+1ai)
]
= H(2)n (kρi+1ai)Jn(kρiai)D¯in
(3.2)
where
D¯in =
J¯n(kρiai)
Jn(kρiai)
− H¯
(2)
n (kρi+1ai)
H
(2)
n (kρi+1ai)
. (3.3)
As (3.1) is used to evaluate (3.3), (3.3) is now expressed in the form of ratios.
For local reflection and transmission matrices, conversion into the form of
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ratios can be completed in a similar way. Substituting (3.3) into (2.13),
R¯i,i+1 = D¯
−1
i
[
H(2)n (kρiai)H
(2)
n (kρi+1ai)
] [H¯(2)n (kρi+1ai)
H
(2)
n (kρi+1ai)
− H¯
(2)
n (kρiai)
H
(2)
n (kρiai)
]
=
[
H
(2)
n (kρiai)
Jn(kρiai)
H
(2)
n (kρi+1ai)
H
(2)
n (kρi+1ai)
]
D¯−1in
[
H¯
(2)
n (kρi+1ai)
H
(2)
n (kρi+1ai)
− H¯
(2)
n (kρiai)
H
(2)
n (kρiai)
]
.
(3.4)
After certain simplifications, R¯i,i+1 is given by
R¯i,i+1 =
H
(2)
n (kρiai)
Jn(kρiai)
D¯−1in
[
H¯
(2)
n (kρi+1ai)
H
(2)
n (kρi+1ai)
− H¯
(2)
n (kρiai)
H
(2)
n (kρiai)
]
. (3.5)
In [9] and in (C.13) and (C.17), it can be shown that
lim
n→∞
B′n(x)
Bn(x)
= C(kz) (3.6)
where Bn(x) is a Bessel or Hankel function and C(kz) is constant with respect to
n. Starting with this point, it is known that D¯−1in decays with 1/n for large values
of n, whereas
[
H¯
(2)
n (kρi+1ai)
H
(2)
n (kρi+1ai)
− H¯
(2)
n (kρiai)
H
(2)
n (kρiai)
]
term grows with n. Therefore, defining
R¯ni,i+1 = D¯
−1
in
[
H¯
(2)
n (kρi+1ai)
H
(2)
n (kρi+1ai)
− H¯
(2)
n (kρiai)
H
(2)
n (kρiai)
]
(3.7)
and substituting (3.7) into (2.13), we obtain
R¯i,i+1 =
H
(2)
n (kρiai)
Jn(kρiai)
R¯ni,i+1 (3.8)
where R¯ni,i+1 is constant with respect to n for large n values.
Similarly, when (3.3) is substituted into (2.15), R¯i+1,i can be written as
R¯i+1,i = D¯
−1
i
[
Jn(kρiai)Jn(kρi+1ai)
] [ J¯n(kρi+1ai)
Jn(kρi+1ai)
− J¯n(kρiai)
Jn(kρiai)
]
=
[
Jn(kρiai)
Jn(kρiai)
Jn(kρi+1ai)
H
(2)
n (kρi+1ai)
]
D¯−1in
[
J¯n(kρi+1ai)
Jn(kρi+1ai)
− J¯n(kρiai)
Jn(kρiai)
]
. (3.9)
After certain simplifications, R¯i+1,i is given by
R¯i+1,i =
[
Jn(kρi+1ai)
H
(2)
n (kρi+1ai)
]
D¯−1in
[
J¯n(kρi+1ai)
Jn(kρi+1ai)
− J¯n(kρiai)
Jn(kρiai)
]
. (3.10)
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Similar to R¯ni,i+1 , if we define
R¯ni+1,i = D¯
−1
in
[
J¯n(kρi+1ai)
Jn(kρi+1ai)
− J¯n(kρiai)
Jn(kρiai)
]
(3.11)
and substitute (3.11) into (2.15), we obtain
R¯i+1,i =
[
Jn(kρi+1ai)
H
(2)
n (kρi+1ai)
]
R¯ni+1,i . (3.12)
In equations (2.14) and (2.16), the simplified expression given in [4] and [5]
are used. However, with these definitions F¯n matrix can not be converted into
the form of ratios. Therefore, the actual expressions of transmission matrices
that are not simplified, are used in this thesis for obtaining new T¯i,i+1 and T¯i+1,i
representations that are in the form of ratios. The actual expression for T¯i,i+1 is
given by
T¯i,i+1 = D¯
−1
i
[
H
(2)
n (kρiai)J¯n(kρiai)− Jn(kρiai)H¯(2)n (kρiai)
]
(3.13)
= D¯−1i
[
H
(2)
n (kρiai)Jn(kρiai)
] [
J¯n(kρiai)
Jn(kρiai)
− H¯
(2)
n (kρiai)
H
(2)
n (kρiai)
]
. (3.14)
Rewriting (3.14) in terms of D¯in given in (3.3), T¯i,i+1 is expressed as
T¯i,i+1 =
[
H
(2)
n (kρiai)
H
(2)
n (kρi+1ai)
Jn(kρiai)
Jn(kρiai)
]
D¯−1in
[
J¯n(kρiai)
Jn(kρiai)
− H¯
(2)
n (kρiai)
H
(2)
n (kρiai)
]
. (3.15)
After certain simplifications, rewriting T¯i,i+1 in the form of ratios is completed
and given by
T¯i,i+1 =
H
(2)
n (kρiai)
H
(2)
n (kρi+1ai)
D¯−1in
[
J¯n(kρiai)
Jn(kρiai)
− H¯
(2)
n (kρiai)
H
(2)
n (kρiai)
]
. (3.16)
Note that T¯i,i+1 in (3.16) is constant with respect to n for large values of n.
Likewise, conversion of T¯i+1,i into the form of ratios can be evaluated in a
similar manner, such that
T¯i+1,i = D¯
−1
i
[
H(2)n (kρi+1ai)Jn(kρi+1ai)
] [ J¯n(kρi+1ai)
Jn(kρi+1ai)
− H¯
(2)
n (kρi+1ai)
H
(2)
n (kρi+1ai)
]
. (3.17)
Rewriting (3.17) in terms of D¯−1in and after some simplifications, the expression
for T¯i+1,i can be rewritten as
T¯i+1,i =
Jn(kρi+1ai)
Jn(kρiai)
D¯−1in
[
J¯n(kρi+1ai)
Jn(kρi+1ai)
− H¯
(2)
n (kρi+1ai)
H
(2)
n (kρi+1ai)
]
. (3.18)
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As a result, T¯i+1,i is completely written in the form of ratios and it is constant
with respect to n for large n values. At this point all the local reflection and
transmission matrices are expressed in the form of ratios and their evaluations
for large n values introduce less numerical problems.
Recall from (2.11) and (2.12) that
˜¯Ri,i+1 = R¯i,i+1 + T¯i+1,i
˜¯Ri+1,i+2T¯i,i+1 (3.19)
˜¯Ti,i+1 = [I¯ − R¯i+1,i ˜¯Ri+1,i+2]−1T¯i,i+1. (3.20)
In a cylindrically stratified medium composed of N layers, the generalized re-
flection matrix ˜¯RN−1,N is actually equal to the local reflection matrix, since the
outermost layer is free space and it is governed by the radiation condition as the
boundary condition. Therefore, ˜¯RN,N+1 = 0, and the first non-zero generalized
reflection coefficient matrix for the outermost region is ˜¯RN−1,N . Using the above
mentioned informations together with (3.12), ˜¯Ri+1,i+2 is written as
˜¯Ri+1,i+2 =
H
(2)
n (kρi+1ai+1)
Jn(kρi+1ai+1)
˜¯Rni+1,i+2 (3.21)
where ˜¯Rni+1,i+2 is in the form of ratios and is constant with respect to n for large
n values.
To express ˜¯Rni,i+1 in the form of ratios,
˜¯Ti,i+1 given by (3.20) should be ex-
pressed in the form of ratios. Making use of (3.12) and (3.21), (3.20) is rewritten
as
˜¯Ti,i+1 =
[
I¯ − Jn(kρi+1ai)
H
(2)
n (kρi+1ai)
R¯ni+1,i
H
(2)
n (kρi+1ai+1)
Jn(kρi+1ai+1)
˜¯Rni+1,i+2
]−1
T¯i,i+1
=
[
I¯ − Jn(kρi+1ai)
H
(2)
n (kρi+1ai)
H
(2)
n (kρi+1ai+1)
Jn(kρi+1ai+1)
R¯ni+1,i
˜¯Rni+1,i+2
]−1
T¯i,i+1. (3.22)
At this stage, ˜¯Ti,i+1 is in the form of ratios, and it becomes constant with respect
to n for large n values. Substituting (3.22) into (3.19), the generalized reflection
matrix ˜¯Ri,i+1 becomes
˜¯Ri,i+1 =
H
(2)
n (kρiai)
Jn(kρiai)
R¯ni,i+1 + T¯i+1,i
H
(2)
n (kρi+1ai+1)
Jn(kρi+1ai+1)
˜¯Rni+1,i+2
˜¯Ti,i+1
=
H
(2)
n (kρiai)
Jn(kρiai)
[
R¯ni,i+1 + T¯i+1,i
H
(2)
n (kρi+1ai+1)
H
(2)
n (kρiai)
Jn(kρiai)
Jn(kρi+1ai)
˜¯Rni+1,i+2
˜¯Ti,i+1
]
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=
H
(2)
n (kρiai)
Jn(kρiai)
˜¯Rni,i+1 . (3.23)
In a similar fashion, from (2.11) and (2.12)
˜¯Ri,i−1 = R¯i,i−1 + T¯i−1,i ˜¯Ri−1,i−2 ˜¯Ti,i−1 (3.24)
˜¯Ti,i−1 = [I¯ − R¯i−1,i ˜¯Ri−1,i−2]−1T¯i,i−1. (3.25)
In a cylindrically stratified medium, the innermost layer for our applications is
chosen to be PEC. Thus, ˜¯R1,0 = 0 and the first non-zero generalized reflection
coefficient matrix for the innermost region is ˜¯R2,1 = R¯2,1. Using the above men-
tioned information together with (3.19), ˜¯Ri−1,i−2 can be rewritten as
˜¯Ri−1,i−2 =
Jn(kρi−1ai−2)
H
(2)
n (kρi−1ai−2)
˜¯Rni−1,i−2 (3.26)
where ˜¯Rni−1,i−2 is in the form of ratios and is constant with respect to n for large
values of n.
To express ˜¯Ri,i−1 in the form of ratios completely, ˜¯Ti,i−1 given by (3.25) should
be expressed in the form of ratios. Making the use of (3.12) and (3.26) in (3.25),
(3.25) is rewritten as
˜¯Ti,i−1 =
[
I¯ − H
(2)
n (kρi−1ai−1)
Jn(kρi−1ai−1)
R¯ni−1,i
Jn(kρi−1ai−2)
H
(2)
n (kρi−1ai−2)
˜¯Rni−1,i−2
]−1
T¯i,i−1
=
[
I¯ − H
(2)
n (kρi−1ai−1)
H
(2)
n (kρi−1ai−2)
Jn(kρi−1ai−2)
Jn(kρi−1ai−1)
R¯ni−1,i
˜¯Rni−1,i−2
]−1
T¯i,i−1.
(3.27)
At this stage ˜¯Ti,i−1 is in the form of ratios and similar to ˜¯Ti,i+1, it is constant with
respect to n for large values of n. Substituting (3.27) into (3.24), the generalized
reflection matrix ˜¯Ri,i−1 becomes
˜¯Ri,i−1 =
Jn(kρiai−1)
H
(2)
n (kρiai−1)
R¯ni,i−1 + T¯i−1,i
Jn(kρi−1ai−2)
H
(2)
n (kρi−1ai−2)
˜¯Rni−1,i−2
˜¯Ti,i−1 (3.28)
=
Jn(kρiai−1)
H
(2)
n (kρiai−1)
[
R¯ni,i−1 + T¯i−1,i
H
(2)
n (kρiai−1)
H
(2)
n (kρi−1ai−2)
Jn(kρi−1ai−2)
Jn(kρiai−1)
˜¯Rni−1,i−2
˜¯Ti,i−1
]
(3.29)
=
Jn(kρiai−1)
H
(2)
n (kρiai−1)
˜¯Rni,i−1 (3.30)
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where
˜¯Rni,i−1 = R¯ni,i−1 + T¯i−1,i
H
(2)
n (kρiai−1)
H
(2)
n (kρi−1ai−2)
Jn(kρi−1ai−2)
Jn(kρiai−1)
˜¯Rni−1,i−2
˜¯Ti,i−1 (3.31)
which is completely in the form of ratios and is constant with respect to n for
large values of n. Thus, it does not create any numerical problems for large n
values.
3.1.2 F¯n Matrix and Its Derivatives in the Form of Ratios
After expressing the generalized reflection and transmission matrices in the form
of ratios, next step is to rewrite F¯n and its derivatives with respect to kρjρ and
kρjρ
′ in the form of ratios. This is an essential part of the accurate evaluation
of the Green’s function expressions in ρ = ρ′. When ρ = ρ′, the source and
observation layers become identical, which means i = j. Then, one can notice
that the F¯n expressions given by (2.7) for ρ < ρ
′ case and (2.8) for ρ > ρ′ case
become identical. Thus, both F¯n expressions can be used. Let’s recall the F¯n
matrix given by (2.8) for the ρ = ρ′ case
F¯n =
[
H(2)n (kρjρ)I¯ + Jn(kρjρ)
˜¯Rj,j+1
]
˜¯Mj+
[
Jn(kρjρ
′)I¯ +H(2)n (kρjρ
′) ˜¯Rj,j−1
]
.
(3.32)
Besides the F¯n matrix, the spectral domain Green’s expressions given by (2.27)-
(2.30) contain derivatives of F¯n with respect to kρjρ and kρjρ
′. When ρ = ρ′,
these derivatives can be written as
∂F¯n
∂(kρjρ)
=
[
H ′(2)n (kρjρ)I¯ + J
′
n(kρjρ)
˜¯Rj,j+1
]
˜¯Mj+
[
Jn(kρjρ
′)I¯ +H(2)n (kρjρ
′) ˜¯Rj,j−1
]
(3.33)
∂F¯n
∂(kρjρ
′)
=
[
H(2)n (kρjρ)I¯ + Jn(kρjρ)
˜¯Rj,j+1
]
˜¯Mj+
[
J ′n(kρjρ
′)I¯ +H ′(2)n (kρjρ
′) ˜¯Rj,j−1
]
(3.34)
∂2F¯n
∂(kρjρ)∂(kρjρ
′)
=
[
H ′(2)n (kρjρ)I¯ + J
′
n(kρjρ)
˜¯Rj,j+1
]
˜¯Mj+
[
J ′n(kρjρ
′)I¯ +H ′(2)n (kρjρ
′) ˜¯Rj,j−1
]
.
(3.35)
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In (3.32)-(3.35), the term ˜¯Mj+ is given by
˜¯Mj+ =
(
I¯ − ˜¯Rj,j−1 ˜¯Rj,j+1
)−1
(3.36)
where ˜¯Rj,j−1 and ˜¯Rj,j+1 can be expressed from (3.30) and (3.23), respectively, as
˜¯Rj,j−1 =
Jn(kρjaj−1)
H
(2)
n (kρjaj−1)
˜¯Rnj,j−1 (3.37)
˜¯Rj,j+1 =
H
(2)
n (kρjaj)
Jn(kρjaj)
˜¯Rnj,j+1 . (3.38)
Substituting (3.37) and (3.38) into (3.36), the ˜¯Mj+ term can now be expressed in
the form of ratios as
˜¯Mj+ =
(
I¯ − Jn(kρjaj−1)
H
(2)
n (kρjaj−1)
˜¯Rnj,j−1
H
(2)
n (kρjaj)
Jn(kρjaj)
˜¯Rnj,j+1
)−1
(3.39)
=
(
I¯ − Jn(kρjaj−1)
Jn(kρjaj)
˜¯Rnj,j−1
H
(2)
n (kρjaj)
H
(2)
n (kρjaj−1)
˜¯Rnj,j+1
)−1
. (3.40)
˜¯Mj+ is now constant with respect to n for large values of n and is completely
written in the form of ratios.
Finally, the F¯n expression given by (3.32) can be expressed as
F¯n = H
(2)
n (kρjρ)Jn(kρjρ
′)
([
I¯ +
Jn(kρjρ)
H
(2)
n (kρjρ)
˜¯Rj,j+1
]
˜¯Mj+
[
I¯ +
H
(2)
n (kρjρ
′)
Jn(kρjρ
′)
˜¯Rj,j−1
])
,
(3.41)
and substituting (3.37) and (3.38) for ˜¯Rj,j−1 and ˜¯Rj,j+1, respectively, into (3.41),
F¯n becomes
F¯n = H
(2)
n (kρjρ)Jn(kρjρ
′)
([
I¯ +
Jn(kρjρ)
Jn(kρjaj)
H
(2)
n (kρjaj)
H
(2)
n (kρjρ)
˜¯Rnj,j+1
]
˜¯Mj+[
I¯ +
Jn(kρjaj−1)
Jn(kρjρ
′)
H
(2)
n (kρjρ
′)
H
(2)
n (kρjaj−1)
˜¯Rnj,j−1
])
(3.42)
F¯n = H
(2)
n (kρjρ)Jn(kρjρ
′)F¯nn (3.43)
where F¯nn is defined as
F¯nn =
[
I¯ +
Jn(kρjρ)
Jn(kρjaj)
H
(2)
n (kρjaj)
H
(2)
n (kρjρ)
˜¯Rnj,j+1
]
˜¯Mj+
[
I¯ +
Jn(kρjaj−1)
Jn(kρjρ
′)
H
(2)
n (kρjρ
′)
H
(2)
n (kρjaj−1)
˜¯Rnj,j−1
]
(3.44)
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which is constant with respect to n for large values of n.
A similar methodology is applied to (3.33) such that, it is first written as
∂F¯n
∂(kρjρ)
= nH(2)n (kρjρ)Jn(kρjρ
′)
([
H
′(2)
n (kρjρ)
nH
(2)
n (kρjρ)
I¯ +
J ′n(kρjρ)
nH
(2)
n (kρjρ)
˜¯Rj,j+1
]
˜¯Mj+
[
I¯ +
H
(2)
n (kρjρ
′)
Jn(kρjρ
′)
˜¯Rj,j−1
])
(3.45)
and substituting ˜¯Rj,j−1 and ˜¯Rj,j+1 expressions, as in the case of F¯n case, we obtain
∂F¯n
∂(kρjρ)
= nH(2)n (kρjρ)Jn(kρjρ
′)
([
H
′(2)
n (kρjρ)
nH
(2)
n (kρjρ)
I¯ +
H
(2)
n (kρjaj)
H
(2)
n (kρjρ)
J ′n(kρjρ)
nJn(kρjaj)
˜¯Rnj,j+1
]
˜¯Mj+
[
I¯ +
Jn(kρjaj−1)
Jn(kρjρ
′)
H
(2)
n (kρjρ
′)
H
(2)
n (kρjaj−1)
˜¯Rnj,j−1
])
(3.46)
= nH(2)n (kρjρ)Jn(kρjρ
′)F¯nndρ (3.47)
where, F¯nndρ is defined as
F¯nndρ =
[
H
′(2)
n (kρjρ)
nH
(2)
n (kρjρ)
I¯ +
H
(2)
n (kρjaj)
H
(2)
n (kρjρ)
J ′n(kρjρ)
nJn(kρjaj)
˜¯Rnj,j+1
]
˜¯Mj+
[
I¯ +
Jn(kρjaj−1)
Jn(kρjρ
′)
H
(2)
n (kρjρ
′)
H
(2)
n (kρjaj−1)
˜¯Rnj,j−1
]
(3.48)
which is constant with respect to n for large values of n, and is completely in the
form of ratios.
Similarly, (3.34) is expressed as follows:
∂F¯n
∂(kρjρ
′)
= nH(2)n (kρjρ)Jn(kρjρ
′)
([
I¯ +
Jn(kρjρ)
H
(2)
n (kρjρ)
˜¯Rj,j+1
]
˜¯Mj+[
J ′n(kρjρ
′)
nJn(kρjρ
′)
I¯ +
H
′(2)
n (kρjρ
′)
nJn(kρjρ
′)
˜¯Rj,j−1
])
. (3.49)
Substituting ˜¯Rj,j−1 and ˜¯Rj,j+1 expressions into (3.49), we obtain
∂F¯n
∂(kρjρ
′)
= nH(2)n (kρjρ)Jn(kρjρ
′)
([
I¯ +
Jn(kρjρ)
H
(2)
n (kρjρ)
H
(2)
n (kρjaj)
Jn(kρjaj)
˜¯Rnj,j+1
]
˜¯Mj+[
J ′n(kρjρ
′)
nJn(kρjρ
′)
I¯ +
H
′(2)
n (kρjρ
′)
nJn(kρjρ
′)
Jn(kρjaj−1)
H
(2)
n (kρjaj−1)
˜¯Rnj,j−1
])
(3.50)
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= nH(2)n (kρjρ)Jn(kρjρ
′)
([
I¯ +
H
(2)
n (kρjaj)
H
(2)
n (kρjρ)
Jn(kρjρ)
Jn(kρjaj)
˜¯Rnj,j+1
]
˜¯Mj+[
J ′n(kρjρ
′)
nJn(kρjρ
′)
I¯ +
H
′(2)
n (kρjρ
′)
nH
(2)
n (kρjaj−1)
Jn(kρjaj−1)
Jn(kρjρ
′)
˜¯Rnj,j−1
])
(3.51)
= nH(2)n (kρjρ)Jn(kρjρ
′)F¯nndρ′ (3.52)
where F¯nndρ′ is defined as
F¯nndρ′ =
[
I¯ +
H
(2)
n (kρjaj)
H
(2)
n (kρjρ)
Jn(kρjρ)
Jn(kρjaj)
˜¯Rnj,j+1
]
˜¯Mj+[
J ′n(kρjρ
′)
nJn(kρjρ
′)
I¯ +
H
′(2)
n (kρjρ
′)
nH
(2)
n (kρjaj−1)
Jn(kρjaj−1)
Jn(kρjρ
′)
˜¯Rnj,j−1
]
(3.53)
which is constant with respect to n for large values of n, and is completely in the
form of ratios.
Finally, for ∂
2F¯n
∂(kρj ρ)∂(kρj ρ
′) term, we rewrite (3.35) as
∂2F¯n
∂(kρjρ)∂(kρjρ
′)
= H ′(2)n (kρjρ)J
′
n(kρjρ
′)
([
I¯ +
J ′n(kρjρ)
H
′(2)
n (kρjρ)
˜¯Rj,j+1
]
˜¯Mj+
[
I¯ +
H
′(2)
n (kρjρ
′)
J ′n(kρjρ′)
˜¯Rj,j−1
])
(3.54)
and substituting ˜¯Rj,j−1 and ˜¯Rj,j+1 expressions into (3.54), we obtain
∂2F¯n
∂(kρjρ)∂(kρjρ
′)
= H ′(2)n (kρjρ)J
′
n(kρjρ
′)
([
I¯ +
J ′n(kρjρ)
H
′(2)
n (kρjρ)
H
(2)
n (kρjaj)
Jn(kρjaj)
˜¯Rnj,j+1
]
˜¯Mj+
[
I¯ +
H
′(2)
n (kρjρ
′)
J ′n(kρjρ′)
Jn(kρjaj−1)
H
(2)
n (kρjaj−1)
˜¯Rnj,j−1
])
(3.55)
= H ′(2)n (kρjρ)J
′
n(kρjρ
′)
([
I¯ +
H
(2)
n (kρjaj)
H
′(2)
n (kρjρ)
J ′n(kρjρ)
Jn(kρjaj)
˜¯Rnj,j+1
]
˜¯Mj+
[
I¯ +
H
′(2)
n (kρjρ
′)
H
(2)
n (kρjaj−1)
Jn(kρjaj−1)
J ′n(kρjρ′)
˜¯Rnj,j−1
])
= H ′(2)n (kρjρ)J
′
n(kρjρ
′)F¯nndρdρ′ (3.56)
where F¯nndρdρ′ is defined as
F¯nndρdρ′ =
[
I¯ +
H
(2)
n (kρjaj)
H
′(2)
n (kρjρ)
J ′n(kρjρ)
Jn(kρjaj)
˜¯Rnj,j+1
]
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˜¯Mj+
[
I¯ +
H
′(2)
n (kρjρ
′)
H
(2)
n (kρjaj−1)
Jn(kρjaj−1)
J ′n(kρjρ′)
˜¯Rnj,j−1
]
(3.57)
which is constant with respect to n for large values of n, and is completely in the
form of ratios.
It can be seen that F¯n,
∂F¯n
∂(kρj ρ)
, ∂F¯n
∂(kρj ρ
′) and
∂2F¯n
∂(kρj ρ)∂(kρj ρ
′) expressions are now
written in the form of ratios. Besides, these expressions are constant with respect
to n for large values of n. Also note that in each expression, there is a multiplica-
tive term in the form of a Hankel-Bessel product (or their derivatives) as seen in
(3.43). (3.47), (3.52) and (3.56).
Throughout the computation of Hankel and Bessel functions in these defini-
tions each Hankel and Bessel function is calculated using the built-in functions
that are provided by MATLAB for small values of n. In the case of large n values,
Debye Approximations of Hankel and Bessel functions are used such that for each
pair of functions, which is written in the form of ratios, Debye Approximations
of Hankel and Bessel functions are substituted and some simplifications are made
to have a compact expression. The Debye Approximations are given in Appendix
C.
As a result of this process, both the efficiency and accuracy of the summations
over the cylindrical eigenmodes are improved. Furthermore, such representations
for the spectral domain Green’s function are more suitable to attack the axial
line problem, which will be addressed later.
In the next section, the spectral domain Green’s function representations for
ρ = ρ′ will be investigated for each component separately due to the differences
in the expressions.
3.2 Spectral Domain Green’s Function Expres-
sions for ρ = ρ′ Case
In this section, the representation for each spectral domain Green’s function com-
ponent will be further modified in order to accelerate the efficiency and improve
the accuracy during the computation of closed-form expressions.
22
3.2.1 Spectral Domain G˜Hzz Expression for ρ = ρ
′ case
Recall that the spectral domain Green’s function expression of G˜Hzz when ρ 6= ρ′
is given by (2.27)
G˜Hzz = −
1
2ω
∞∑
n=0
ν cos [n(φ− φ′)] k
2
ρj
µj
F¯n(2, 2). (3.58)
Making the use of (3.43), F¯n(2, 2) term can be written as
F¯n(2, 2) = H
(2)
n (kρjρ)Jn(kρjρ
′)F¯nn(2, 2) (3.59)
where F¯nn(2, 2) is the fourth entry in the 2×2 matrix of F¯nn in (3.44), and it is
constant with respect to n for large values of n. After substituting this expression
into (2.27), we obtain
G˜Hzz = −
1
2ω
∞∑
n=0
H(2)n (kρjρ)Jn(kρjρ
′)ν cos [n(φ− φ′)] k
2
ρj
µj
F¯nn(2, 2). (3.60)
To improve the efficiency and accuracy of the summation in (3.60), an envelope
extraction will be performed. Thus, the asymptotic value of F¯nn(2, 2) for large
values of n is numerically obtained as
lim
n→∞
F¯nn(2, 2) ≈ Czz(kz) (3.61)
which is actually constant with respect to n for large values of n. Then, using
the series expansion of H
(2)
0 (kρj |ρ¯− ρ¯′|) which is given by
∞∑
n=−∞
H(2)n (kρjρ)Jn(kρjρ
′)ejn(φ−φ
′) = H
(2)
0 (kρj |ρ¯− ρ¯′|) = S1, (3.62)
the constant value Czz(kz) is subtracted from the summation and added back as
a function of H
(2)
0 (kρj |ρ¯ − ρ¯′|) with the aid of (3.62). As a result, G˜Hzz is now
defined as
G˜Hzz = −
1
2ω
∞∑
n=0
H(2)n (kρjρ)Jn(kρjρ
′)ν cos [n(φ− φ′)] k
2
ρj
µj
[
F¯nn(2, 2)− Czz(kz)
]
− 1
4ω
k2ρj
µj
H
(2)
0 (kρj |ρ¯− ρ¯′|)Czz(kz) (3.63)
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Figure 3.1: Total Number of Modes Needed to Converge with Conventional and
Modified Expressions of Spectral Domain Green’s Functions
where |ρ¯ − ρ¯′| = √ρ2 + ρ′2 − 2ρρ′ cos (φ− φ′) due to cosine theorem. In Fig.
3.1, a comparison between (2.27) and (3.63) is given. The x-axis, Nt, is the
total number of cylindrical eigenmodes to be summed up, and the y-axis is the
imaginary part of G˜Hzz. It is quite clear that application of an envelope extraction
with respect to n gives great computational efficiency as (3.63) converges with a
much less number of modes compared to (2.27).
Calculation of spatial domain Green’s functions from their spectral domain
counterparts requires to take an inverse Fourier transform (which will be discussed
in the next chapter). In this process, numerical problems appear for small values
of φ − φ′ due to the imaginary part of (3.63) for large kz values. This is clearly
visible in Fig. 3.2. Therefore, another envelope extraction with respect to kz
is applied such that Czz(kz) term is evaluated for the last kz value, which will
be denoted as kz∞ , in the deformed sampling path (the deformed path will be
explained in detail in the next Chapter), and is denoted as Czz(kz∞). Then,
the Czz(kz∞)S1 term is subtracted from (3.63). But the process of adding the
subtracted term back to the equation is performed in the spatial domain by
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Figure 3.2: The imaginary part of (3.63) where ∆φ = (φ− φ′)rad
adding its inverse Fourier transform with the help of the following identity [9]
I1 =
e−jkj |r¯−r¯′|
|r¯ − r¯′| = −
j
2
∫ ∞
−∞
H
(2)
0 (kρj |ρ¯− ρ¯′|)e−jkz(z−z
′)dkz. (3.64)
Thus, the term to be added in the spatial domain is a function of e
−jkj |r¯−r¯′|
|r¯−r¯′| . Note
that in (3.64), |r¯ − r¯′| =
√
|ρ¯− ρ¯′|2 + (z − z′)2.
Consequently, the final form of the spectral domain expression of G˜Hzzf is given
by
G˜Hzzf = −
1
2ω
k2ρj
µj
∞∑
n=0
H(2)n (kρjρ)Jn(kρjρ
′)ν cos [n(φ− φ′)] [F¯nn(2, 2)− Czz(kz)]
− 1
4ω
k2ρj
µj
H
(2)
0 (kρj |ρ¯− ρ¯′|) [Czz(kz)− Czz(kz∞)] . (3.65)
As illustrated in Fig. 3.3, the final form of the spectral domain expression of G˜Hzzf
is now free from numerical problems even for small values of φ − φ′. Therefore,
GPOF can safely be applied to (3.65).
The term I1 is used for the spatial domain correspondence of the spectral
domain term S1. Since k
2
ρj
= k2j − k2z , and using the fact that multiplication with
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Figure 3.3: The imaginary part of (3.65) where ∆φ = (φ− φ′)rad
k2z in the spectral domain corresponds to performing double derivatives with
respect to z in the spatial domain, the Green’s function component in the spatial
domain is expressed as
GHzz =
1
2pi
∫ ∞
−∞
G˜Hzzfe
−jkz(z−z′)dkz − jCzz(kz∞)
4piωµj
[
k2j I1 +
∂2I1
∂z2
]
(3.66)
which can be written explicitly as
GHzz =
1
2pi
∫ ∞
−∞
G˜Hzzfe
−jkz(z−z′)dkz − jCzz(kz∞)
4piωµj
[
k2j I1 − jkj
e−jkj |r¯−r¯′|
|r¯ − r¯′|2
−k2j (z − z′)2
e−jkj |r¯−r¯′|
|r¯ − r¯′|3 −
e−jkj |r¯−r¯′|
|r¯ − r¯′|3 + 3jkj(z − z
′)2
e−jkj |r¯−r¯′|
|r¯ − r¯′|4
+3(z − z′)2 e
−jkj |r¯−r¯′|
|r¯ − r¯′|5
]
. (3.67)
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3.2.2 Spectral Domain G˜Hφz Expression for ρ = ρ
′ case
Recall that the spectral domain Green’s function component G˜Hφz for ρ 6= ρ′ case
is given in (2.28) as
G˜Hφz
kz
= − j
2ω
∞∑
n=1
sin [n(φ− φ′)]
{
nk2ρi
ρµjk2ρj
F¯n(2, 2)−
jωik
2
ρj
kzkρiµj
∂
∂(kρiρ)
F¯n(1, 2)
}
,
(3.68)
and for the case ρ = ρ′ (i = j) case, (3.68) becomes
G˜Hφz
kz
= − j
2ω
∞∑
n=1
sin [n(φ− φ′)]
{
n
ρµj
F¯n(2, 2)−
jωjkρj
kzµj
∂
∂(kρiρ)
F¯n(1, 2)
}
. (3.69)
Using (3.43) and (3.47), we obtain
n
ρµj
F¯n(2, 2) = nH
(2)
n (kρjρ)Jn(kρjρ
′)
1
ρµj
F¯nn(2, 2) (3.70)
jωjkρj
kzµj
∂
∂(kρiρ)
F¯n(1, 2) = nH
(2)
n (kρjρ)Jn(kρjρ
′)
jωjkρj
kzµj
F¯nndρ(1, 2). (3.71)
Let us define
Fφz(n, kz) =
1
ρµj
F¯nn(2, 2)−
jωjkρj
kzµj
F¯nndρ(1, 2) (3.72)
and it is obvious that due to (3.44) and (3.48)
lim
n→∞
Fφz(n, kz) ≈ Cφz(kz) (3.73)
where Cφz(kz) is constant with respect to n.
Thus, the spectral domain Green’s function component
G˜Hφz
kz
can be obtained as
G˜Hφz
kz
= − j
2ω
∞∑
n=1
nH(2)n (kρjρ)Jn(kρjρ
′) sin[n(φ− φ′)]Fφz(n, kz). (3.74)
For the purpose of improving the efficiency and accuracy of the summation’s com-
putation, an envelope extraction with respect to n is applied using the following
equation:
S2 =
∞∑
n=−∞
nH(2)n (kρjρ)Jn(kρjρ
′)ejn(φ−φ
′) = −j ∂S1
∂φ
(3.75)
= −jkρjρρ′ sin[φ− φ′]
H
′(2)
0 (kρj |ρ¯− ρ¯′|)
|ρ¯− ρ¯′| . (3.76)
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Therefore, the
G˜Hφz
kz
expression can now be written as
G˜Hφz
kz
= − j
2ω
∞∑
n=1
nH(2)n (kρjρ)Jn(kρjρ
′) sin[n(φ− φ′)][Fφz(n, kz)− Cφz(kz)]
− j
4ω
S2Cφz(kz) (3.77)
and the summation converges faster. Similar to the G˜Hzz case, the computation
of G˜Hφz for small φ − φ′ values is still problematic. Therefore, another envelope
extraction with respect to kz is applied by subtracting the asymptotic value of
Cφz(kz) for large kz, which is denoted as Cφz(kz∞), from (3.77) and adding its
contribution back after the inverse Fourier transform is applied. This procedure
requires the evaluation of the inverse Fourier transform for the term S2Cφz(kz∞)
using the following identity [9]:
I2 =
−j
2
∫ ∞
−∞
kρjH
′(2)
0 (kρj |ρ¯− ρ¯′|)e−jkz(z−z
′)dkz =
∂I1
∂|ρ¯− ρ¯′| (3.78)
=
∂
∂|ρ¯− ρ¯′|
e−jkj |r¯−r¯′|
|r¯ − r¯′| . (3.79)
Then, the final form of the spectral domain Green’s function representation be-
comes
G˜Hφzf
kz
= − j
2ω
∞∑
n=1
nH(2)n (kρjρ)Jn(kρjρ
′) sin[n(φ− φ′)][Fφz(n, kz)− Cφz(kz)]
− j
4ω
S2[Cφz(kz)− Cφz(kz∞)]. (3.80)
Since we are trying to find the spatial domain Green’s function component GHφz,
recognizing that division by −jkz in the spectral domain corresponds to an in-
tegration with respect to z in the spatial domain, and using (3.80), the result of
the inverse Fourier transform is given by
−j
∫
GHφzdz =
1
2pi
∫ ∞
−∞
G˜Hφzf
kz
e−jkz(z−z
′)dkz
− j
4piω
{
−jρρ′ sin(φ− φ′)Cφz(kz∞)|ρ¯− ρ¯′|
}
I2. (3.81)
Taking the derivatives with respect to z, we obtain
GHφz = j
∂
∂z
[
1
2pi
∫ ∞
−∞
G˜Hφzf
kz
e−jkz(z−z
′)dkz
]
+
1
4piω
{
−jρρ′ sin(φ− φ′)Cφz(kz∞)|ρ¯− ρ¯′|
}
∂I2
∂z
(3.82)
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where
G˜Hφzf
kz
is given in (3.80) and
∂I2
∂z
= −k2j |ρ¯− ρ¯′|(z − z′)
e−jkj |r¯−r¯
′|
|r¯ − r¯′|3 + 3jkj|ρ¯− ρ¯
′|(z − z′)e
−jkj |r¯−r¯′|
|r¯ − r¯′|4
+3|ρ¯− ρ¯′|(z − z′)e
−jkj |r¯−r¯′|
|r¯ − r¯′|5 . (3.83)
As seen in (3.82), after the closed-form expressions are obtained by applying
GPOF to the integral term, a derivative with respect to z is also taken in order
to find GHφz.
3.2.3 Spectral Domain G˜Hzφ Expression for ρ = ρ
′ case
For ρ = ρ′ case, the procedure for G˜Hzφ is very similar to the G˜
H
φz case. Recall that
for the ρ 6= ρ′ case, the expression for G˜
H
zφ
kz
is given in (2.25) as
G˜Hzφ
kz
= − j
2ω
∞∑
n=1
sin[n(φ− φ′)]
{
jωkρj
kz
∂F¯n(2, 1)
∂(kρjρ
′)
+
n
µjρ′
F¯n(2, 2)
}
. (3.84)
When ρ = ρ′, using (3.43) and (3.52), the following expressions can be obtained:
n
µjρ′
F¯n(2, 2) = nH
(2)
n (kρjρ)Jn(kρjρ
′)
1
µjρ′
F¯nn(2, 2) (3.85)
jωkρi
kz
∂F¯n(2, 1)
∂(kρjρ
′)
= nH(2)n (kρjρ)Jn(kρjρ
′)
jωkρj
kz
F¯nndρ′(2, 1). (3.86)
Now we can define
Fzφ(n, kz) =
1
µjρ′
F¯nn(2, 2) +
jωkρj
kz
F¯nndρ′(2, 1), (3.87)
and making use of (3.44) and (3.53), Fzφ(n, kz) converges to a constant with
respect to n for large values of n, such that
lim
n→∞
Fzφ(n, kz) ≈ Czφ(kz). (3.88)
After applying the first envelope extraction with respect to n,
G˜Hzφ
kz
definition
becomes
G˜Hzφ
kz
= − j
2ω
∞∑
n=1
nH(2)n (kρjρ)Jn(kρjρ
′) sin[n(φ− φ′)] {Fzφ(n, kz)− Czφ(kz)}
− 1
4ω
S2Czφ(kz) (3.89)
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which is very similar to
G˜Hφz
kz
case and the summation is now fast convergent.
Identical to the
G˜Hzφ
kz
case, the second envelope extraction with respect to kz is
applied, and the final expression for
G˜Hφz
kz
in the spectral domain becomes
G˜Hzφf
kz
= − j
2ω
∞∑
n=1
nH(2)n (kρjρ)Jn(kρjρ
′) sin[n(φ− φ′)] {Fzφ(n, kz)− Czφ(kz)}
− 1
4ω
S2[Czφ(kz)− Czφ(kz∞)]. (3.90)
Then, the spatial domain expression for G˜Hzφ is obtained as
GHzφ = j
∂
∂z
(
1
2pi
∫ ∞
−∞
G˜Hzφf
kz
e−jkz(z−z
′)dkz
)
+
1
4piω
{
−jρρ′ sin(φ− φ′)Czφ(kz∞)|ρ¯− ρ¯′|
}
∂I2
∂z
(3.91)
where
G˜Hφzf
kz
is given by (3.90).
3.2.4 Spectral Domain G˜Hφφ Expression for ρ = ρ
′ case
The procedure applied to G˜Hφφ is not different from the other components but
requires more analytical evaluations. For ρ 6= ρ′ case, G˜Hφφ is given in (2.30)
G˜Hφφ = −
1
2ω
∞∑
n=0
ν cos[n(φ− φ′)]
{
n2k2z
µjk2ρiρρ
′ F¯n(2, 2)−
jωinkz
µiρ′kρi
∂F¯n(1, 2)
∂(kρiρ)
+
jωkρjnkz
k2ρiρ
∂F¯n(2, 1)
∂(kρjρ
′)
+
ω2ikρj
kρi
∂2F¯n(1, 1)
∂(kρjρ)∂(kρjρ
′)
}
. (3.92)
For ρ = ρ′ case, this equation becomes
G˜Hφφ = −
1
2ω
∞∑
n=0
ν cos[n(φ− φ′)]
{
n2k2z
µjk2ρjρρ
′ F¯n(2, 2)−
jωjnkz
µjρ′kρj
∂F¯n(1, 2)
∂(kρjρ)
+
jωnkz
kρjρ
∂F¯n(2, 1)
∂(kρjρ
′)
+ ω2j
∂2F¯n(1, 1)
∂(kρjρ)∂(kρjρ
′)
}
. (3.93)
In (3.93), using (3.43), (3.47), (3.52) and (3.56), the terms with F¯n can be eval-
uated as follows
n2k2z
µjk2ρjρρ
′ F¯n(2, 2) = n
2H(2)n (kρjρ)Jn(kρjρ
′)
{
k2z
µjk2ρjρρ
′ F¯nn(2, 2)
}
(3.94)
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−jωjnkz
µjρ′kρj
∂F¯n(1, 2)
∂(kρjρ)
= n2H(2)n (kρjρ)Jn(kρjρ
′)
{
− jωjkz
µjρ′kρj
F¯nndρ(1, 2)
}
(3.95)
jωnkz
kρjρ
∂F¯n(2, 1)
∂(kρjρ
′)
= n2H(2)n (kρjρ)Jn(kρjρ
′)
{
jωnkz
kρjρ
F¯nndρ′(2, 1)
}
(3.96)
ω2j
∂2F¯n(1, 1)
∂(kρjρ)∂(kρjρ
′)
= H ′(2)n (kρjρ)J
′
n(kρjρ
′)
{
ω2jF¯nndρdρ′(1, 1)
}
. (3.97)
As the next step, if we divide these F¯n terms into two groups due to the order of
n, we can define Fφφ1 and Fφφ2 as
Fφφ1(n, kz)=
k2z
µjk2ρjρρ
′ F¯nn(2, 2)−
jωjkz
µjρ′kρj
F¯nndρ(1, 2) +
jωnkz
kρjρ
F¯nndρ′(2, 1)(3.98)
Fφφ2(n, kz)=ω
2jF¯nndρdρ′(1, 1) (3.99)
where their asymptotic values for large values of n is constant with respect to n
and can be represented as
lim
n→∞
Fφφ1(n, kz) ≈ Cφφ1(kz) (3.100)
lim
n→∞
Fφφ2(n, kz) ≈ Cφφ2(kz). (3.101)
Therefore, the spectral domain component G˜Hφφ can be expressed in terms of Fφφ1
and Fφφ2 as
G˜Hφφ = −
1
2ω
∞∑
n=0
νn2H(2)n (kρjρ)Jn(kρjρ
′) cos[n(φ− φ′)]Fφφ1(n, kz)
− 1
2ω
∞∑
n=0
νH ′(2)n (kρjρ)J
′
n(kρjρ
′) cos[n(φ− φ′)]Fφφ2(n, kz). (3.102)
Similar to previous cases, in order to improve the efficiency and accuracy of
the computation of the summation, an envelope extraction with respect to n is
applied. Therefore, we define two summations S3 and S4 as
S3 =
∞∑
n=0
n2H(2)n (kρjρ)Jn(kρjρ
′)ejn(φ−φ
′) (3.103)
S4 =
∞∑
n=0
H ′(2)n (kρjρ)J
′
n(kρjρ
′)ejn(φ−φ
′) (3.104)
(3.105)
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where both terms can be expressed in terms of S1 as
S3 =
∂2S1
∂φ∂φ′
=
∂2H
(2)
0 (kρj |ρ¯− ρ¯′|)
∂φ∂φ′
(3.106)
= − ρρ
′
|ρ¯− ρ¯′| cos(φ− φ
′)kρjH
′(2)
0 (kρj |ρ¯− ρ¯′|)
−ρ2ρ′2 sin
2(φ− φ′)
|ρ¯− ρ¯′|2 k
2
ρj
H
′′(2)
0 (kρj |ρ¯− ρ¯′|)
+ρ2ρ′2
sin2(φ− φ′)
|ρ¯− ρ¯′|3 kρjH
′(2)
0 (kρj |ρ¯− ρ¯′|) (3.107)
and
S4 =
∂2S1
∂(kρjρ)∂(kρjρ
′)
=
∂2H
(2)
0 (kρj |ρ¯− ρ¯′|)
∂(kρjρ)∂(kρjρ
′)
(3.108)
=
H
′′(2)
0 (kρj |ρ¯− ρ¯′|)
|ρ¯− ρ¯′|2 {ρ
′ − ρ cos(φ− φ′)}{ρ− ρ′ cos(φ− φ′)}
−H
′(2)
0 (kρj |ρ¯− ρ¯′|)
kρj
cos(φ− φ′)
|ρ¯− ρ¯′|
−H
′(2)
0 (kρj |ρ¯− ρ¯′|)
kρj |ρ¯− ρ¯′|3
{ρ′ − ρ cos(φ− φ′)}{ρ− ρ′ cos(φ− φ′)}.(3.109)
With the help of (3.103)-(3.104), the envelope extraction with respect to n is
applied to the spectral domain G˜Hφφ expression such that
G˜Hφφ = −
1
2ω
∞∑
n=0
νn2H(2)n (kρjρ)Jn(kρjρ
′) cos[n(φ− φ′)][Fφφ1(n, kz)− Cφφ1(kz)]
− 1
4ω
S3Cφφ1(kz)
− 1
2ω
∞∑
n=0
νH ′(2)n (kρjρ)J
′
n(kρjρ
′) cos[n(φ− φ′)][Fφφ2(n, kz)− Cφφ2(kz)]
− 1
4ω
S4Cφφ2(kz). (3.110)
Another envelope extraction with respect to kz is necessary for (3.110) to avoid
numerical problems when φ − φ′ becomes small. However, we need the spatial
domain counterparts of S3 and S4, (which are defined in the spectral domain)
that involve H
(2)
0 (kρj |ρ¯− ρ¯′|) and its first and second derivatives with respect to
the argument. Moreover, the spatial domain counterparts of S3 and S4 should be
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closed-form expressions.
Recall that for the
G˜Hφz
kz
case, I2 was written in terms of I1 as
(
I1 =
e−jkj |r¯−r¯
′|
|r¯−r¯′|
)
I2 =
∂
∂|ρ¯− ρ¯′|
e−jkj |r¯−r¯
′|
|r¯ − r¯′|
= −jkj|ρ¯− ρ¯′|e
−jkj |r¯−r¯′|
|r¯ − r¯′|2 − |ρ¯− ρ¯
′|e
−jkj |r¯−r¯′|
|r¯ − r¯′|3 . (3.111)
Similarly, for the term k2ρjH
′′(2)
0 (kρj |ρ¯− ρ¯′|), I3 can be defined as [9]
I3 = −j
2
∫ ∞
−∞
k2ρjH
′′(2)
0 (kρj |ρ¯− ρ¯′|)e−jkz(z−z
′)dkz
=
∂2
∂|ρ¯− ρ¯′|2
e−jkj |r¯−r¯
′|
|r¯ − r¯′|
= −jkj e
−jkj |r¯−r¯′|
|r¯ − r¯′|2 − k
2
j |ρ¯− ρ¯′|2
e−jkj |r¯−r¯
′|
|r¯ − r¯′|3 −
e−jkj |r¯−r¯
′|
|r¯ − r¯′|3
+3jkj|ρ¯− ρ¯′|2 e
−jkj |r¯−r¯′|
|r¯ − r¯′|4 + 3|ρ¯− ρ¯
′|2 e
−jkj |r¯−r¯′|
|r¯ − r¯′|5 . (3.112)
In a similar way, we can define I4 as
I4 = −j
2
∫ ∞
−∞
H
′(2)
0 (kρj |ρ¯− ρ¯′|)
kρj
e−jkz(z−z
′)dkz, (3.113)
and this term can be expressed in terms of I1 as follows:
I4 =
1
kj|ρ¯− ρ¯′|
∂I1
∂kj
=
1
kj|ρ¯− ρ¯′|
∂
∂kj
{
e−jkj |r¯−r¯
′|
|r¯ − r¯′|
}
. (3.114)
Using some algebra, (3.114) can be simplified to
I4 = −j e
−jkj |r¯−r¯′|
kj|ρ¯− ρ¯′| . (3.115)
Finally, the last integral can be defined as
I5 = −j
2
∫ ∞
−∞
H
′′(2)
0 (kρj |ρ¯− ρ¯′|)e−jkz(z−z
′)dkz (3.116)
which can be written in terms of I4 as
I5 =
∂I4
∂|ρ¯− ρ¯′| =
∂
∂|ρ¯− ρ¯′|
{
− je
jkj |r¯−r¯′|
kj|ρ¯− ρ¯′|
}
(3.117)
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and it can be simplified to
I5 = −e
jkj |r¯−r¯′|
|r¯ − r¯′| +
jejkj |r¯−r¯
′|
kj|ρ¯− ρ¯′|2 . (3.118)
Finding the asymptotic values of Cφφ1(kz) and Cφφ2(kz) for large kz values, the
envelope extraction with respect to kz can be applied, and the spectral domain
final expression G˜Hφφ is obtained as
G˜Hφφf = −
1
2ω
∞∑
n=0
νn2H(2)n (kρjρ)Jn(kρjρ
′) cos[n(φ− φ′)][Fφφ1(n, kz)− Cφφ1(kz)]
− 1
4ω
S3[Cφφ1(kz)− Cφφ1(kz∞)]
− 1
2ω
∞∑
n=0
νH ′(2)n (kρjρ)J
′
n(kρjρ
′) cos[n(φ− φ′)][Fφφ2(n, kz)− Cφφ2(kz)]
− 1
4ω
S4[Cφφ2(kz)− Cφφ2(kz∞)]. (3.119)
Using (3.119), its spatial domain correspondence is obtained as
GHφφ =
1
2pi
∫ ∞
−∞
G˜Hφφfe
−jkz(z−z′)dkz − j
4piω
{
−I2 ρρ
′
|ρ¯− ρ¯′| cos(φ− φ
′)
−I3ρ2ρ′2 sin
2(φ− φ′)
|ρ¯− ρ¯′|2 + I2ρ
2ρ′2
sin2(φ− φ′)
|ρ¯− ρ¯′|3
}
Cφφ1(kz∞)
− j
4piω
{
I5
1
|ρ¯− ρ¯′|2 [ρ
′ − ρ cos(φ− φ′)][ρ− ρ′ cos(φ− φ′)]− I4 cos[φ− φ
′]
|ρ¯− ρ¯′|
−I4 1|ρ¯− ρ¯′|3 [ρ
′ − ρ cos(φ− φ′)][ρ− ρ′ cos(φ− φ′)]
}
Cφφ2(kz∞). (3.120)
As a conclusion, the spatial domain Green’s function representations given
in (3.67), (3.82), (3.91) and (3.120) are not in closed-form since they include an
integration with respect to kz. The evaluation of their integral part in closed-form
is the topic of the next chapter.
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Chapter 4
Closed-Form Representations in
Spatial Domain
The evaluation of closed-form Green’s function representations in the spatial do-
main requires two parts. In the first part, the integrand of the modified spectral
domain Green’s function representations are sampled. Then using these samples,
inverse Fourier transform is executed using the Generalized Pencil of Function
method.
4.1 Deformed Path Parameters
The modified spectral domain Green’s function representations given in
(3.65),(3.80), (3.90) and (3.119) are even functions of kz. Therefore, the orig-
inal integral of the inverse Fourier transform is folded into 0 to ∞ integral, and
the original path of real kz axis is deformed as in Fig. 4.1 in order to avoid any
effects of the pole and branch-cut singularities. T1 should not be too large because
the deformed path should not deviate too much from the original path. However,
T1 should not be too small either because effects of poles or branch-point/brach-
cut are not desired. Moreover, T2 parameter should be sufficiently large to have
purely real kz that is larger than wavenumbers of all layers. Such a choice of T2
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Figure 4.1: Deformed Integration Path
ensures that none of the singularities lies on the deformed path. T3 is selected to
be 1.1T2 as given in [4]. The deformed integration path parameters can be listed
as follows:
Γ1 : kz = ks(1 + jT1)
t1
T1
0 ≤ t1 < T1 (4.1)
Γ2 : kz = ks
[
1 + jT1 + (
√
1 + T 22 − 1− jT1) t2T2−T1
]
0 ≤ t2 < T2 − T1(4.2)
Γ3 :kz = ks
[√
1 + T 22 +
(√
1 + T 23 −
√
1 + T 22
)
t3
T3−T2
]
0 ≤ t3 < T3 − T2(4.3)
where ks is the wavenumber of the source layer. The samples taken from each sec-
tion of the deformed integration path will be represented by complex exponentials
via GPOF in the next section.
4.2 Complex Exponential Representation
The two-level GPOF implementation in this thesis is similar to that of [12].
First, it is noticed that by selecting T2 sufficiently large, the spectral domain
samples of G˜HGPOFuv (u = z or φ; v = z or φ) on Γ3 are very small and almost
constant. Let us denote these samples as G˜
HΓ3
uv as shown in Fig. 4.1. We subtract
G˜
HΓ3
uv from G˜HGPOFuv , and sample the resultant expression (i.e., G˜
HGPOF
uv − G˜HΓ3uv )
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uniformly on Γ1 and Γ2 by taking N1 and N2 samples, respectively. Then using
the GPOF method, these samples are approximated in terms of M1 and M2
complex exponentials of kz on Γ1 and Γ2, respectively, resulting
G˜
HΓ1
uv
∼=
M1∑
m=1
bmte
smt t1 (4.4)
G˜
HΓ2
uv
∼=
M2∑
n=1
bnte
snt t2 . (4.5)
Note that G˜
HΓ3
uv is the sample on Γ3 and it is not approximated in terms of
complex exponentials, because its contribution is neglected [12]. As a result, the
approximated spectral domain Green’s function representations are given by
G˜Happroxuv = G˜
HΓ1
uv + G˜
HΓ2
uv . (4.6)
Substituting (4.4) and (4.5) into (4.6), we perform a transformation from ti do-
main to kz domain in the following way:
G˜
HΓ1
uv
∼=
M1∑
m=1
bmte
smt t1 =
M1∑
m=1
bmke
smkkz (4.7)
G˜
HΓ2
uv
∼=
M2∑
n=1
bnte
snt t2 =
M1∑
n=1
bnke
snkkz (4.8)
with
bmk = bmt (4.9)
smk =
smt
ks
T1
1 + jT1
(4.10)
bnk = bnte
−snt
(T2−T1)(1+jT1)√
1+T22−1−jT1 (4.11)
snk =
snt
ks
T2 − T1√
1 + T 22 − 1− jT1
. (4.12)
As described in Appendix B, GPOF evaluation requires samples from each section
of the deformed path along with the number of samples N , number of complex
exponentials M and the sampling interval δt, which is chosen as δt = T1/N1 and
δt = T2/N2 for sections Γ1 and Γ2, respectively. Finally, inverse Fourier transform
integral can be taken analytically via
GHintuv (z − z′) =
1
pi
∫
Γ1+Γ2
cos[kz(z − z′)]G˜Happroxuv dkz. (4.13)
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In (4.13) GHintuv denotes part of the CFGF representation G
H
uv related to the inverse
Fourier transform integral. The analytical expression of GHintuv is obtained as
follows:
GHintuv (z − z′) =
1
2pi
M1∑
m=1
bmk
(
eks(1+jT1)[smk+j(z−z
′)] − 1
smk + j(z − z′)
+
eks(1+jT1)[smk−j(z−z
′)] − 1
smk − j(z − z′)
)
+
1
2pi
M2∑
n=1
bnk
(
eks
√
1+T 22 [snk+j(z−z′)] − eks(1+jT1)[snk+j(z−z′)]
snk + j(z − z′)
+
eks
√
1+T 22 [snk−j(z−z′)] − eks(1+jT1)[snk−j(z−z′)]
snk − j(z − z′)
)
. (4.14)
The final CFGF expressions in the spatial domain then becomes the addition
of GHintuv and the closed form parts of (3.67) for G
H
zz, the closed-form parts of
(3.82) for GHφz, the closed-form parts of (3.91) for G
H
φz, and the closed-form parts
of (3.120) for GHφφ.
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Chapter 5
Green’s Function Representations
Valid Along the Axial Line
The Green’s function expressions given in Chapter 3 are fast convergent and
integrable expressions when ρ = ρ′. Besides S1, S2, S3 and S4 terms, derived from
H
(2)
0 (kρj |ρ¯− ρ¯′|) are used in Chapter 3 to make the summations fast convergent.
However, the H
(2)
0 (kρj |ρ¯− ρ¯′|) related terms yield singularity problems along the
axial line (i.e., in addition to ρ = ρ′, we have φ = φ′) since the argument of
the Hankel function becomes zero. This problem manifests itself in particular
for the GHzz and G
H
φφ components. Although the same is true for G
H
zφ = G
H
φz
components, the value of them along the axial line is actually zero since they
possess a sin(2α) type variation [11], where α is shown in Fig. 6.22. In this
chapter, using the formulation of the mutual admittance between two magnetic
current sources, we provide a solution for the axial line problem so that the final
CFGF representations for GHzz and G
H
φφ can be used in conjunction with a Galerkin
type MoM procedure.
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5.1 Solution for GHzz case
The problematic term in G˜Hzzf expression given by (3.65) is S1. The small argu-
ment approximation of S1 is given by
S1 = H
(2)
0 (kρj |ρ¯− ρ¯′|) ≈ 1− j
2
pi
log
(
γkρj |ρ¯− ρ¯′|
2
)
(5.1)
where γ = 1.781. Using the fact that ρ = ρ′, we can write
|ρ¯− ρ¯′| =
√
ρ2 + ρ2′ − 2ρρ′ cos(φ− φ′) (5.2)
=
√
2ρ2 +−2ρ2 cos(φ− φ′) (5.3)
=
√
2ρ
√
1− cos(φ− φ′), (5.4)
and S1 becomes
S1 ≈ 1− j 2
pi
log
(
γkρjρ
√
1− cos(φ− φ′)√
2
)
. (5.5)
Making use of the properties of the log function, we rewrite S1 as
S1 ≈ 1− j 2
pi
log
(
γkρjρ√
2
)
− j 2
pi
log
(√
1− cos(φ− φ′)
)
. (5.6)
As seen in (5.6), the last term −j 2
pi
log
(√
1− cos(φ− φ′)
)
becomes singular
when φ = φ′. This term can further be simplified as
−j 2
pi
log
(√
1− cos(φ− φ′)
)
= −j 2
pi
log
(√
2 sin2
(
φ− φ′
2
))
. (5.7)
When φ = φ′, sin2
(
φ−φ′
2
)
can be approximated as
(
φ−φ′
2
)2
and using some alge-
bra, (5.6) becomes
S1 ≈ 1− j 2
pi
log
(
γkρjρ√
2
)
− j 2
pi
log (φ− φ′). (5.8)
As a result, in this new small argument approximation the singularity is due to the
term −j 2
pi
log (φ− φ′). The mutual admittance between two identical z-directed
magnetic current sources is given by
Y12zz =
∫∫∫∫
MzMzG
H
zzdzdz
′dθdθ′ (5.9)
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where dθ′ = ρdφ′, dθ = ρdφ and Mz is a smooth current distribution selected
to be differentiable (see Appendix D for details) and is zero at both ends of the
surface in the current direction.
In (5.9), it can be seen that the problematic term is
Y problematic12zz =
∫∫∫∫
MzMz
[
−j 2
pi
log (φ− φ′)
]
dzdz′dθdθ′ (5.10)
which is a logarithmic singularity that will be integrated twice with respect to φ
and φ′. Using the following identity [14],∫ b
a
∫ b
a
log (φ− φ′) dφdφ′ = (2b
2 − 4ab+ 2a2) log(|b− a|)− 3a+ 6ab− 3b2
2
.
(5.11)
It can be shown that the right hand side of (5.11) is zero when a→ b. As a result,
in the course of evaluating (5.9), the contribution coming from the singular term
−j 2
pi
log (φ− φ′) can be omitted since it is exactly zero as seen in (5.10) and
(5.11).
This information will also be used for the solution of GHφφ case.
5.2 Solution for GHφφ case
A similar approach is applied to GHφφ case. However, in G˜
H
φφf expression we have
both S3 and S4 that create problems. A detailed analysis on S4 reveals that
solving the singularity problem due to S4 may not be feasible. Thus, first we
made certain modifications in G˜Hφφf . We start by changing the formulation given
by (3.97) as follows:
ω2j
∂2F¯n(1, 1)
∂(kρjρ)∂(kρjρ
′)
= n2H(2)n (kρjρ)Jn(kρjρ
′)[
H
′(2)
n (kρjρ)
nH
(2)
n (kρjρ)
J ′n(kρjρ
′)
nJn(kρjρ
′)
ω2jF¯nndρdρ′(1, 1)
]
. (5.12)
It is shown that
lim
n→∞
H
′(2)
n (kρjρ)
nH
(2)
n (kρjρ)
= C1 (5.13)
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and
lim
n→∞
J ′n(kρjρ
′)
nJn(kρjρ
′)
= C2 (5.14)
where C1 and C2 are constants with respect to n. Then, the Fφφ1(n, kz) expression,
previously given in (3.98), is redefined as
Fφφ1(n, kz) =
k2z
µjk2ρjρρ
′ F¯nn(2, 2)−
jωjkz
µjρ′kρj
F¯nndρ(1, 2)
+
jωnkz
kρjρ
F¯nndρ′(2, 1) +
H
′(2)
n (kρjρ)
nH
(2)
n (kρjρ)
J ′n(kρjρ
′)
nJn(kρjρ
′)
ω2jF¯nndρdρ′(1, 1)
(5.15)
where
lim
n→∞
Fφφ1(n, kz) = Cφφ1n. (5.16)
Using the new Fφφ1(n, kz) expression given by (5.15), the new G˜
H
φφf expression
becomes
G˜Hφφf = −
1
2ω
∞∑
n=0
νn2H(2)n (kρjρ)Jn(kρjρ
′) cos[n(φ− φ′)][Fφφ1(n, kz)− Cφφ1n(kz)]
− 1
4ω
S3[Cφφ1n(kz)− Cφφ1n(kz∞)] (5.17)
and using (5.17), the spatial domain expression for GHφφ becomes
GHφφ =
1
2pi
∫ ∞
−∞
G˜Hφφfe
−jkz(z−z′)dkz − j
4piω
{
−I2 ρρ
′
|ρ¯− ρ¯′| cos(φ− φ
′)
−I3ρ2ρ′2 sin
2(φ− φ′)
|ρ¯− ρ¯′|2 + I2ρ
2ρ′2
sin2(φ− φ′)
|ρ¯− ρ¯′|3
}
Cφφ1n(kz∞). (5.18)
As seen in (5.17), in the new G˜Hφφf the only term that creates a problem along
the axial line is S3 term (S4 term is eliminated). Therefore, if we can treat the
singularity problem in S3 in the mutual admittance calculations, the axial line
problem will be solved.
Similar to the GHzz case, the mutual admittance between two identical φ-
directed magnetic current sources is given by
Y12φφ =
∫∫∫∫
MφMφG
H
φφdzdz
′dθdθ′ (5.19)
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and the problematic term is
Y problematic12φφ =
∫∫∫∫
MφMφS3dzdz
′dθdθ′. (5.20)
Because S3 is given as
∂2S1
∂φ∂φ′ in (3.106), making use of (3.107) (i.e., the explicit
expression for S3) brings a non-integrable singularity. However, substituting S3
that is given in terms of S1 into (5.20), we obtain
Y problematic12φφ =
∫∫∫∫
MφMφ
∂2S1
∂φ∂φ′
dzdz′dθdθ′. (5.21)
The current modes that we are using are cosine type current modes such that they
have a cosine variation along the φ-direction. Therefore, they are differentiable
with respect to φ, and their values became 0 at both ends of the current mode
along the φ-direction. Thus, performing an integration by parts twice to (5.21),
Y problematic12φφ becomes
Y problematic12φφ = −
∫∫∫∫
S1
∂Mφ
∂φ
∂Mφ
∂φ′
dzdz′dθdθ′. (5.22)
As seen in (5.22) the singular term is again S1 and it possesses a logarithmic
singularity. Therefore, as shown in (5.11), (5.22) is zero after the integration.
Consequently, an accurate solution for the GHφφ component is achieved along the
axial line.
Finally, it should be noted that two different representations for GHφφ is ob-
tained. When the performance of the summation is considered, the expression in
(3.120) converges faster than the one in (5.18). This is mainly due to the limiting
value of (3.120), which is simpler than that of (5.18). However, from the singu-
larity point of view (along the axial line) (5.18) should be preferred. Therefore,
one may use (3.120) for large φ − φ′ values, but (5.18) must be used for small
φ−φ′ values and along the axial line. However, it must be emphasized that both
(5.18) and (3.120) are very accurate when φ− φ′ is reasonably large.
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Chapter 6
Numerical Results
Several numerical results that use the CFGF of a tangential magnetic source
developed in this thesis are presented for both ρ 6= ρ′ and ρ = ρ′ cases in this
chapter. The first set of results are related to the radiation problem (i.e., ρ 6=
ρ′). In those results, the developed CFGF representations due to a tangential
magnetic current source located on the PEC surface of a coated cylinder are
evaluated and compared with a spectral domain based eigenfunction solution.
Accuracy limitations for |ρ¯ − ρ¯′| is also discussed. The second set of results are
related to the mutual coupling problem. The mutual admittance between two
tangential magnetic sources that are on the PEC surface of a coated cylinder
are evaluated using the developed CFGF representations and compared with the
results obtained using Ansoft HFSSTM [21].
6.1 Radiation Problem (ρ 6= ρ′ Case)
In this section, several numerical results concerning the ρ 6= ρ′ case are gener-
ated. First set of results verifies the accuracy of the codes. Second set of results
investigate the accuracy limits of the conventional CFGF representations given
by [4]-[5] from the |ρ¯− ρ¯′| point of view.
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Figure 6.1: Dielectric Coated Conductor Cylinder with Magnetic Dipole on PEC
6.1.1 Spatial Domain Green’s Functions for ρ 6= ρ′ case
To verify the accuracy of the developed codes for ρ 6= ρ′ case, similar type of
results presented in [4] and [9] are generated. In Fig. 6.1, the geometry of
the problem is given. The structure is a cylindrically stratified medium with
perfect electric conductor as the innermost layer. The tangential magnetic source
is located on the PEC layer (ρ′ = 20mm), and radius of this layer is given at
a1 = 20mm. The dielectric coating has a dielectric constant of r = 2.3 and has
a thickness of th = 1mm which makes a2 = 21mm. The observation point is
located as ρ = 40mm which is significantly larger than a2. The frequency used in
the analysis is f = 4.7GHz. The CFGF representations are obtained using the
representations provided in [4] and [5] (valid for only ρ 6= ρ′), and compared with
the results of a spectral domain-based eigenfunction solution obtained from the
direct numerical integration of the inverse Fourier transform. The comparisons for
GHzz, G
H
φz, G
H
zφ and G
H
φφ components are given in Fig. 6.2 - Fig. 6.5, respectively.
In the case of evaluating the CFGF representations, 40 terms are used for the
summations and the deformed path parameters are T1 = 0.1, T2 = 3 and T3 = 3.5
for GHzz and G
H
φφ cases; T1 = 0.1, T2 = 3.5 and T3 = 5, for G
H
zφ and G
H
φz cases.
The number of samples taken from Γ1, Γ2 and Γ3 are N1 = 40, N2 = 150 and
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Figure 6.2: log |GHzz| for the Geometry given in Fig. 6.1
N3 = 10, respectively. In G
H
zz and G
H
φφ calculations, M1 = 4, M2 = 4 and M3 = 1
complex exponentials are used for Γ1, Γ2 and Γ3, respectively, whereas, in G
H
zφ
and GHφz calculations, M1 = 5, M2 = 5 and M3 = 1 complex exponentials are
used for Γ1, Γ2 and Γ3, respectively.
As seen in Fig. 6.2 - Fig. 6.5, excellent agreement is obtained between the
CFGF and the eigenfunction results.
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Figure 6.3: log | ∫ GHφz| for the Geometry given in Fig. 6.1
Figure 6.4: log | ∫ GHzφ| for the Geometry given in Fig. 6.1
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Figure 6.5: log |GHφφ| for the Geometry given in Fig. 6.1
6.1.2 Accuracy of The Conventional CFGF Representa-
tions for Various |ρ− ρ′| cases
In this section, the accuracy limits of the conventional CFGF representations
given by [4] and [5] are investigated from |ρ¯− ρ¯′| point of view. In the geometry
Fig. 6.1, the observation point ρ is varied from 40mm to 21mm, where 21mm is
the radius of the coated dielectric cylinder.
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Figure 6.6: log |GHzz| for the Geometry given in Fig. 6.1 with ρ = 35mm
Fig. 6.6 to Fig. 6.21 illustrate how the accuracy of the CFGF representations
developed in [4] and [5] vary with respect to |ρ¯ − ρ¯′| for GHzz, GHφz, GHzφ and
GHφφ cases. As seen in the figures, when |ρ¯ − ρ¯′| becomes smaller, the CFGF
representations tend to become more inaccurate as clearly seen for the cases
where ρ′ = 20mm and ρ = 21mm. Note that the inaccuracy is not the same for
all components.
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Figure 6.7: log |GHzz| for the Geometry given in Fig. 6.1 with ρ = 30mm
Figure 6.8: log |GHzz| for the Geometry given in Fig. 6.1 with ρ = 25mm
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Figure 6.9: log |GHzz| for the Geometry given in Fig. 6.1 with ρ = 21mm
Figure 6.10: log | ∫ GHφz| for the Geometry given in Fig. 6.1 with ρ = 35mm
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Figure 6.11: log | ∫ GHφz| for the Geometry given in Fig. 6.1 with ρ = 30mm
Figure 6.12: log | ∫ GHφz| for the Geometry given in Fig. 6.1 with ρ = 25mm
52
Figure 6.13: log | ∫ GHφz| for the Geometry given in Fig. 6.1 with ρ = 21mm
Figure 6.14: log | ∫ GHzφ| for the Geometry given in Fig. 6.1 with ρ = 35mm
53
Figure 6.15: log | ∫ GHzφ| for the Geometry given in Fig. 6.1 with ρ = 30mm
Figure 6.16: log | ∫ GHzφ| for the Geometry given in Fig. 6.1 with ρ = 25mm
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Figure 6.17: log | ∫ GHzφ| for the Geometry given in Fig. 6.1 with ρ = 21mm
Figure 6.18: log |GHφφ| for the Geometry given in Fig. 6.1 with ρ = 35mm
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Figure 6.19: log |GHφφ| for the Geometry given in Fig. 6.1 with ρ = 30mm
Figure 6.20: log |GHφφ| for the Geometry given in Fig. 6.1 with ρ = 25mm
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Figure 6.21: log |GHφφ| for the Geometry given in Fig. 6.1 with ρ = 21mm
6.2 Mutual Coupling Calculations for ρ = ρ′
Case
In this section, numerical results in the form of mutual coupling between two
apertures on the PEC layer of a coated PEC cylinder are given. Using the equiv-
alence theorem, these apertures are modeled as the tangential magnetic current
modes on the PEC layer. The CFGF representations are used to find the mu-
tual coupling results. Then, the obtained results are compared with the HFSSTM
simulations, which are explained in Appendix A. The geometry for the mutual
coupling calculations is given in Fig. 6.22 in which the magnetic current modes
are located on the PEC layer ρ = ρ′ = a1. In Fig. 6.22, za and la indicate the size
of the current mode. The larger dimension (here it is za) indicates the current
direction. In Fig. 6.22, s (illustrated in the inset) is the geodesic path between
the centers of the current modes, and α is the angle between the geodesic path
and the circumferential axis (it is φ in this thesis).
To assess the efficiency and accuracy of the developed CFGF representations
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Figure 6.22: Two Thin Slot Type Antennas on a Stratified PEC Cylinder
for ρ = ρ′, numerical results for the mutual admittance between two tangential
magnetic current modes, M1u and M2v are obtained for a dielectric coated circular
PEC cylinder with a1 = 3λ0, a2 = 3.06λ0, r = 3.25, µr = 1 where λ0 is free-space
wavelength. The mutual admittance Y12uv between the magnetic current modes
is simply given by
Y12uv =
∫∫
S2
H1uM2vds (6.1)
where H1u is the field due to the source current mode M1u , and S2 is the area
occupied by the observation current mode M2v (where M1u and M2v are the
tangential current modes, with uˆ = zˆ or φˆ; vˆ = zˆ or φˆ). The current modes used
in this thesis are obtained from the HFSSTM simulations, and they are in the
form of
Mu = 120pi cos
(
piu
ua
)
(6.2)
as given in Appendix D [see equation (D.4)]. The details of the HFSSTM sim-
ulations, and how these current modes are extracted are given in Appendix A
58
and Appendix D, respectively. However, the current distribution given in (6.2)
possess the necessary features for the treatment of the axial line problem (i.e., it
is differentiable with respect to u, and it goes to zero at both ends of ua). The
apertures are modeled as small waveguides in HFSSTM simulations. Hence, the
dimensions of each aperture are selected to be 0.3λ0 × 0.1λ0.
In the course of obtaining the closed-form Green’s functions representations,
N1 = 150 and N2 = 250 spectral domain samples are used on Γ1 and Γ2 (see
in Fig. 4.1) defined by T1 = 0.08, T2 = 4 and T3 = 4.4 for G
H
zz case; T1 = 0.3,
T2 = 10 and T3 = 11 for G
H
φφ case and T1 = 0.1, T2 = 10 and T3 = 11 for G
H
zφ
case. These samples are written in terms of M1 = 12 and M2 = 18 complex
exponentials for GHzz and G
H
zφ cases and in terms of M1 = 4 and M2 = 9 complex
exponentials for GHφφ case, in the spectral domain using GPOF. 500 cylindrical
eigenmodes are added in the summation. However, this number may be lowered
if electrically smaller cylinders are used.
Note that the mutual admittance between the φˆ and zˆ directed current modes
can be calculated by using either of the spatial domain Green’s functions GHφz or
GHzφ. Both of them yield the same result as expected. Therefore Y12φz is defined
as the coupling calculated by GHφz and Y12zφ is defined as the coupling calculated
by GHzφ.
The magnitude and phase of Y12zz , Y12φz , Y12φφ versus α for fixed s values are
given in Fig. 6.23 - Fig. 6.28. In a similar way, the magnitude and phase of
Y12zz , Y12φz versus s for fixed α values are given in Fig. 6.29 - Fig. 6.64. In Fig.
6.29 - Fig. 6.64, s is varied from 0.3λ0 to 3λ0, and Fig. 6.39, Fig. 6.40, Fig.
6.63 and Fig. 6.64 correspond to the axial line problem. As mentioned before, in
all mutual coupling plots, the CFGF results are compared with HFSSTM results
and good agreement is obtained. The discrepancies in some plots are due to the
convergence of HFSSTM.
Finally, in the course of running HFSSTM simulations on a remarkably pow-
erful workstation, the efficiency of CFGF method is also proved such that,a sim-
ulation resulting a total number of 7 points of mutual coupling values for a fixed
α and varying s lasts approximately 4 hours with HFSSTM. On the other hand, a
total of 1140 points of mutual coupling results lasts only 45 minutes on a regular
home PC with CFGF method using MATLAB. Thus, the efficiency of the CFGF
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method is outstanding.
Figure 6.23: Magnitude of mutual admittance (Y12zz) between two identical zˆ-
directed magnetic current sources versus α when s is fixed
Figure 6.24: Angle of mutual admittance (Y12zz) between two identical zˆ-directed
magnetic current sources versus α when s is fixed
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Figure 6.25: Magnitude of mutual admittance (Y12zφ) between a φˆ- and a zˆ-
directed magnetic current sources versus α when s is fixed
Figure 6.26: Angle of mutual admittance (Y12zφ) between a φˆ- and a zˆ-directed
magnetic current sources versus α when s is fixed
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Figure 6.27: Magnitude of mutual admittance (Y12φφ) between two identical φˆ-
directed magnetic current sources versus α when s is fixed
Figure 6.28: Angle of mutual admittance (Y12φφ) between two identical φˆ-directed
magnetic current sources versus α when s is fixed
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Figure 6.29: Magnitude of mutual admittance (Y12zz) between two identical zˆ-
directed magnetic current sources versus s when α = 0◦
Figure 6.30: Angle of mutual admittance (Y12zz) between two identical zˆ-directed
current magnetic sources versus s when α = 0◦
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Figure 6.31: Magnitude of mutual admittance (Y12zz) between two identical zˆ-
directed magnetic current sources versus s when α = 20◦
Figure 6.32: Angle of mutual admittance (Y12zz) between two identical zˆ-directed
current magnetic sources versus s when α = 20◦
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Figure 6.33: Magnitude of mutual admittance (Y12zz) between two identical zˆ-
directed magnetic current sources versus s when α = 40◦
Figure 6.34: Angle of mutual admittance (Y12zz) between two identical zˆ-directed
magnetic current sources versus s when α = 40◦
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Figure 6.35: Magnitude of mutual admittance (Y12zz) between two identical zˆ-
directed magnetic current sources versus s when α = 60◦
Figure 6.36: Angle of mutual admittance (Y12zz) between two identical zˆ-directed
current magnetic sources versus s when α = 60◦
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Figure 6.37: Magnitude of mutual admittance (Y12zz) between two identical zˆ-
directed magnetic current sources versus s when α = 80◦
Figure 6.38: Angle of mutual admittance (Y12zz) between two identical zˆ-directed
current magnetic sources versus s when α = 80◦
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Figure 6.39: Magnitude of mutual admittance (Y12zz) between two identical zˆ-
directed magnetic current sources versus s when α = 90◦
Figure 6.40: Angle of mutual admittance (Y12zz) between two identical zˆ-directed
current magnetic sources versus s when α = 90◦
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Figure 6.41: Magnitude of mutual admittance (Y12zφ) between a φˆ- and a zˆ-
directed magnetic current sources versus s when α = 5◦
Figure 6.42: Angle of mutual admittance (Y12zφ) between a φˆ- and a zˆ-directed
magnetic current sources versus s when α = 5◦
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Figure 6.43: Magnitude of mutual admittance (Y12zφ) between a φˆ- and a zˆ-
directed magnetic current sources versus s when α = 25◦
Figure 6.44: Angle of mutual admittance (Y12zφ) between a φˆ- and a zˆ-directed
magnetic current sources versus s when α = 25◦
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Figure 6.45: Magnitude of mutual admittance (Y12zφ) between a φˆ- and a zˆ-
directed magnetic current sources versus s when α = 45◦
Figure 6.46: Angle of mutual admittance (Y12zφ) between a φˆ- and a zˆ-directed
magnetic current sources versus s when α = 45◦
71
Figure 6.47: Magnitude of mutual admittance (Y12zφ) between a φˆ- and a zˆ-
directed magnetic current sources versus s when α = 65◦
Figure 6.48: Angle of mutual admittance (Y12zφ) between a φˆ- and a zˆ-directed
magnetic current sources versus s when α = 65◦
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Figure 6.49: Magnitude of mutual admittance (Y12zφ) between a φˆ- and a zˆ-
directed magnetic current sources versus s when α = 85◦
Figure 6.50: Angle of mutual admittance (Y12zφ) between a φˆ- and a zˆ-directed
magnetic current sources versus s when α = 85◦
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Figure 6.51: Magnitude of mutual admittance (Y12φφ) between two identical φˆ-
directed magnetic current sources versus s when α = 0◦
Figure 6.52: Angle of mutual admittance (Y12φφ) between two identical φˆ-directed
magnetic current sources versus s when α = 0◦
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Figure 6.53: Magnitude of mutual admittance (Y12φφ) between two identical φˆ-
directed magnetic current sources versus s when α = 15◦
Figure 6.54: Angle of mutual admittance (Y12φφ) between two identical φˆ-directed
magnetic current sources versus s when α = 15◦
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Figure 6.55: Magnitude of mutual admittance (Y12φφ) between two identical φˆ-
directed magnetic current sources versus s when α = 30◦
Figure 6.56: Angle of mutual admittance (Y12φφ) between two identical φˆ-directed
magnetic current sources versus s when α = 30◦
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Figure 6.57: Magnitude of mutual admittance (Y12φφ) between two identical φˆ-
directed magnetic current sources versus s when α = 45◦
Figure 6.58: Angle of mutual admittance (Y12φφ) between two identical φˆ-directed
magnetic current sources versus s when α = 45◦
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Figure 6.59: Magnitude of mutual admittance (Y12φφ) between two identical φˆ-
directed magnetic current sources versus s when α = 60◦
Figure 6.60: Angle of mutual admittance (Y12φφ) between two identical φˆ-directed
magnetic current sources versus s when α = 60◦
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Figure 6.61: Magnitude of mutual admittance (Y12φφ) between two identical φˆ-
directed magnetic current sources versus s when α = 75◦
Figure 6.62: Angle of mutual admittance (Y12φφ) between two identical φˆ-directed
magnetic current sources versus s when α = 75◦
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Figure 6.63: Magnitude of mutual admittance (Y12φφ) between two identical φˆ-
directed magnetic current sources versus s when α = 90◦
Figure 6.64: Angle of mutual admittance (Y12φφ) between two identical φˆ-directed
magnetic current sources versus s when α = 90◦
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Chapter 7
Conclusions
CFGF representations for tangential magnetic sources on a conducting cylinder
that is covered with a dielectric are developed. Because these representations are
accurate for a wide range of possible source and field points, including ρ = ρ′ case
and the axial line (i.e., ρ = ρ′ and φ = φ′), they can be used in conjunction with
MoM-based codes to investigate slot and aperture type antennas and arrays.
Several analytical and numerical techniques presented before (especially for
electric type current modes to be used for microstrip geometries) are imple-
mented to accelerate the efficiency of the method as well as to avoid possible
numerical problems, in particular due to cylindrical special functions. Therefore,
slot/aperture type antennas on fairly large cylinders can be investigated with the
developed CFGF representations. Such electrically large geometries are usually
investigated using high frequency based asymptotic solutions.
The developed CFGF representations are not valid when the field point is
in the vicinity of the source point. Moreover, their accuracy decreases for elec-
trically small separations (i.e., s < 0.3λ0), and for relatively large separations
(i.e., s > 8λ0). The small separation problem including the case where source
and field points overlap with each other is very important for MoM applications.
It constitutes the future work. The large separation problem is due to the fact
that surface waves are not represented properly. It is also a subject of the future
work.
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Numerical results for both ρ 6= ρ′ and ρ = ρ′ cases are obtained using the
CFGFs developed in this thesis and compared with a spectral domain based
eigenfunction solution for ρ 6= ρ′ case, and HFSSTM simulations for ρ = ρ′ case.
As shown in the Numerical Results chapter, good agreement is obtained. For
the ρ = ρ′ case, the disagreement is usually due to the convergence issues of
HFSSTM. Besides, several tests are performed to see the limitations of the con-
ventional CFGF representations developed in [4]-[5] especially from the |ρ¯ − ρ¯′|
point of view.
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Appendix A
HFSSTM Simulations
In this work, due its properties and the size of the structure, mutual coupling
results can not be verified by other methods or measurement. Therefore, An-
soft HFSSTM is used to verify the developed results. In this appendix how an
HFSSTM simulation can be performed to calculate the mutual admittance be-
tween two magnetic current sources is explained.
Figure A.1: Modeled Structure in HFSSTM
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First of all, all structural parameters should be defined in the design. Fur-
thermore, varying parameters like s and α should be dependent on the basic
coordinate parameters like φ and ∆z in order to have a parametric analysis.
When all parameters are defined properly, modeling the structure in 3D part can
begin.
Figure A.2: Proper Port Definition in HFSSTM
In this part, some boolean operations like union and subtraction are frequently
used to have a dielectric coated PEC cylinder. Although this part seems trivial,
some important points are problematic. First one is to define a waveport. Ansoft
HFSSTM [21] does not support curved waveports. Thus, a planar face is needed
to implement a port. This face is constructed by slicing a planar face out of the
PEC cylinder. This modification may result in a loss of accuracy. However, such
a loss in the accuracy can be tolerated. Secondly, a waveport directly on the
face of a cylinder is not realistic. Therefore, for the sake of consistent modeling
with the real world problem, ports are defined as small waveguides each having
a λ0
25
length as illustrated in Fig. A.2. While defining a port, an integration
line should be set to excite the appropriate mode excitation. One of the most
important things in defining waveports is that the field distrubution is strictly
dependent on the location of the port over the cylinder. For each case, the field
distrubution should be checked. Another helpful trick to obtain nice simulation
results is to activate ”Absorbing Boundary Condition” option while defining the
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analysis. Finally, the dielectric coating is added to the geometry and the outer
region is implemented as vacuum in HFSSTM Design.
Figure A.3: Perfectly Electrical Conductor on Top and Bottom Faces
Next, some boundaries should be defined. Two types of boundaries are used;
PEC and radiation boundaries. PEC boundaries cover all faces of the inner cylin-
der including the top and the bottom faces, along with waveguide faces for ports
as shown in Fig. A.3. In order to avoid some incorrect boundary definitions,
”Create Object From Face” action and boolean operations can be used. The ra-
diation boundary includes all side faces and the rest of the top and bottom faces
as shown in Fig. A.4. For the radiation boundary to work properly, side faces
should be at least λ0
2
far from the cylinder. Another option for this boundary is
to use the perfectly matched layer (PML). Unfortunately, it is not applicable for
our case, since applying PML exceeds the memory limitation of HFSSTM for the
size of our structure.
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Figure A.4: Radiation Boundaries on Top and Bottom Faces
After completing the modeling, the analysis setup is constructed. In this part,
analysis frequency, meshing properties and convergence criteria are set. In the
issue of meshing, ”lambda refinement per pass” parameter plays a crucial role.
Therefore, it is set to 0.2 rather than the default value 0.333. Convergence is
another important factor to have good results, especially for the cases with s ≥
3λ0. Thus, matrix convergence criteria is used as 0.001 difference in magnitude
and 2 degrees in phase. Moreover, the number of converged passes is set to 2.
Although such settings make the simulation time a lot longer and use much more
memory, they are required to have a fairly accurate HFSSTM results. Finally, the
parametric analysis parameters are set to have results in s- or α-variation.
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Appendix B
Generalized Pencil of Functions
Method
This chapter is taken from [4] and [9], since the same method is used in this
thesis.
The Generalized Pencil of Function method is used to express spectral domain
Green’s functions using complex exponentials. This appendix is dedicated to
GPOF, since it has an important role in the approximation of Green’s functions.
There are many ways to extract poles of an EM system and two of them
are The Prony Method [15]-[16] and the Pencil of Function method (POF) [17].
The Prony method is a two-step process which involves the solution of a matrix
equation, followed by acquiring the roots of a polynomial, whereas POF is used
to find poles from generalized eigenvalue problem. The Generalized Pencil of
Function method is a generalization of POF method in order to estimate poles
of an EM system from its transient response. The GPOF method is more robust
and less noise sensitive compared to the Prony method.
A sampled EM transient signal, yk, can be approximated as,
yk =
M∑
i=1
bie
siδtk =
M∑
i=1
biz
k
i k = 0, 1, . . . , N − 1 (B.1)
where bi are the complex residues, si are the complex poles and δt is the sampling
interval. The method can be summarized as follows:
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1. Some auxiliary matrices are constructed, such that
Y¯1 = [y¯0, y¯1, . . . , y¯L−1] (B.2)
Y¯2 = [y¯1, y¯2, . . . , y¯1] (B.3)
where
y¯k = [yi, yi+1, . . . . . . , yi+N−L−1]
T (B.4)
and L is the pencil parameter. In [18], its optimal value is given as L = N/2
2. Define a Z¯ matrix as
Z¯ = D¯−1U¯H Y¯ −12 V¯ (B.5)
where D¯−1, U¯H , and V¯ are (N − L) × L,L × L and (N − L) × (N − L)
matrices, respectively, which are related with Y¯1 via the following equation
V¯ D¯−1U¯H = SV D(Y¯1) (B.6)
with SV D(.) is the singular value decomposition and H is Hermitian or
complex conjugate transpose of a matrix.
3. The poles of the system can be obtained as
si =
log zi
δt
i = 1, 2, . . . ,M (B.7)
where zi’s are the eigenvalues of matrix Z¯
4. Using the resultant matrices from the previous steps, the following system
can be constructed
1 1 . . . 1
z1 z2 . . . zM
z21 z
2
2 . . . z
2
M
· · . . . ·
· · . . . ·
zN−11 z
N−1
2 . . . z
N−1
M


b1
b2
b3
·
·
bm

=

y0
y1
y3
·
·
yN−1

(B.8)
⇒ A¯B¯ = Y¯ . (B.9)
Therefore, bi’s can be obtained by using pseudo-inverse of A¯, such that
B¯ = A¯+Y¯
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Appendix C
Debye Approximations
This appendix is taken from [9] since same approximations are used in the devel-
opment of CFGF representations.
The Debye Approximations used for Jn(z) and Yn(z) for large values of n is given
by
Jn(z) ≈ e
(
√
n2−z2−n cosh−1 (n/z))
√
2pi (n2 − z2)1/4
(C.1)
Yn(z) ≈ e
(n cosh−1 (n/z))−√n2−z2
√
2pi (n2 − z2)1/4
(C.2)
In this thesis,
J ′n1 (z1)
Jn2 (z2)
,
H
(2)
n1
(z1)
H
(2)
n2
(z2)
,
H
′(2)
n1
(z1)
H
(2)
n2
(z2)
, H
′(2)
n1 (z1)J
′
n2
(z2) and H
(2)
n1 (z1)Jn2(z2) terms
are frequently used. For large values of n, these terms can be calculated by
writing them in terms of Jn(z) and Yn(z) as
J ′n1(z1)
Jn2(z2)
=
1
2
(
Jn1−1(z1)
Jn2(z2)
− Jn1+1(z1)
Jn2(z2)
)
(C.3)
H
(2)
n1 (z1)
H
(2)
n2 (z2)
=
Yn1(z1)
Jn2(z2)
Jn1 (z1)
Yn1 (z1)
− j
Jn2 (z2)
Yn2 (z2)
− j
(C.4)
H
′(2)
n1 (z1)
H
(2)
n2 (z2)
=
1
2
(
H
(2)
n1−1(z1)
H
(2)
n2 (z2)
− H
(2)
n1+1
(z1)
H
(2)
n2 (z2)
)
(C.5)
H ′(2)n1 (z1)J
′
n2
(z2) =
1
4
(
H
(2)
n1−1(z1)Jn2−1(z2)−H(2)n1−1(z1)Jn2+1(z2)
−H(2)n1+1(z1)Jn2−1(z2) +H(2)n1+1(z1)Jn2+1(z2)
)
(C.6)
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H(2)n1 (z1)Jn2(z2) = Jn1(z1)Jn2(z2)− jYn1(z1)Jn2(z2) (C.7)
where B′n(z) is used for derivative
∂Bn(z)
∂z
, and denotes derivative of Hankel and
Bessel function with respect to their argument. Using Jn(z) and Yn(z) expressions
given by (C.1) and (C.2), respectively and with the help of algebra, terms given
by (C.3-C.7) can be calculated analytically.
Besides, the Debye approximations for J ′n(z) and Y
′
n(z) are given by
J ′n(z) ≈
(n2 − z2)1/4√
2piz
e(
√
n2−z2−n cosh−1 (n/z)) (C.8)
Y ′n(z) ≈
(n2 − z2)1/4√
pi/2z
e(n cosh
−1 (n/z)−√n2−z2) (C.9)
(C.10)
and these J ′n(z) and Y
′
n(z) expression will be used to show that
lim
n→∞
B′n(z)
Bn(z)
= C(kz) (C.11)
where Bn(z) denotes a Hankel or Bessel function. Using (C.1) and (C.8), we
obtain
J ′n(z)
Jn(z)
≈ (n
2 − z2)1/2
z
(C.12)
where it is clear that
lim
n→∞
J ′n(z)
nJn(z)
≈ (n
2 − z2)1/2
nz
≈ 1
z
. (C.13)
Similarly, we can write
H
′(2)
n (z)
H
(2)
n (z)
=
Y ′n(z)
Yn(z)
J ′n(z)
Y ′n(z)
− j
Jn(z)
Yn(z)
− j (C.14)
and since n cosh−1 (n/z) term grows much faster than
√
n2 − z2 term, the J ′n(z)
Y ′n(z)
and Jn(z)
Yn(z)
ratios decay to zero for large values of n. Hence we can write
H
′(2)
n (z)
H
(2)
n (z)
≈ Y
′
n(z)
Yn(z)
. (C.15)
Using (C.2) and (C.9), we obtain
H
′(2)
n (z)
H
(2)
n (z)
≈ Y
′
n(z)
Yn(z)
≈ −(n
2 − z2)1/2
z
. (C.16)
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Finally, it is obvious that
lim
n→∞
H
′(2)
n (z)
nH
(2)
n (z)
≈ −(n
2 − z2)1/2
nz
≈ −1
z
. (C.17)
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Appendix D
HFSSTM-based Current Mode
To verify the accuracy of the developed CFGF representations, CFGF results are
compared with those of HFSSTM using the same current mode that are taken
from HFSSTM. Therefore, an investigation on the HFSSTM-based current, and
also the HFSSTM-based field variation over the excitation should be performed.
Figure D.1: Structure to Find Field Distribution in HFSSTM
Using the field calculator tool, any field component in any structure of an
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HFSSTM simulation can be obtained. However, our structure is a cylinder and
thus, cylindrical coordinates are appropriate to use. Therefore, simulations and
calculations are done with a structure in which the normal of the aperture coin-
cides with the y-axis (see Fig. D.1). Thus, the excited field on the aperture is
in the x-direction and has a variation in magnitude along the z-direction. The
details are shown in Fig. D.1.
Moreover, aperture and slot type antennas on a PEC are usually modeled by
magnetic current sources. However, HFSSTM does not recognize that kind of cur-
rent. Therefore, using the relation between the E¯-field and the magnetic current
M¯ , [given in (D.1)], the current distribution can be obtained as
M¯ = −nˆ× E¯ (D.1)
where nˆ = ρˆ in this configuration and for a zˆ-directed magnetic current the
following equation can be used.
aˆzMz = −ρˆ× aˆφEφ (D.2)
Mz = −Eφ. (D.3)
Figure D.2: E-field Distribution over Aperture in zˆ-direction
Using the field calculator tool of HFSSTM, Ey field distribution along the
z-axis on the aperture is obtained. With the help of curve-fitting, this data is
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expressed analytically by the following definition:
Mz = 120pi cos
(
piz
za
)
. (D.4)
Both HFSSTM data and the analytical expression derived are shown in Fig. D.2.
The analytical expression shows a good agreement with the HFSSTM data. Be-
sides, it is differentiable along the current direction and goes to zero at both ends
of the current directions. Thus, it can be used as a current mode for mutual
coupling results.
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