As part of the European Project on Cloud Systems in Climate Models, the diurnal cycle of stratocumulus has been simulated with Large-Eddy Simulation (LES) models and Single Column Models (SCMs). The models were initialized and compared with observations collected in marine stratocumulus in July 1987 during the First International Satellite Cloud Climatology Project Regional Experiment. The results of the six LES models are found to be in a fair agreement with the observations. They all capture the distinct diurnal variation in the cloud liquid-water path, the turbulence profiles and clearly show a decoupled boundary layer during daytime and a vertically well-mixed boundary layer during the night. Entrainment of relatively dry and warm air from just above the inversion into the boundary layer is the major process modifying the thermodynamic structure of the boundary layer during the night. The differences that arise in the liquid-water path evolution can therefore be attributed mainly to differences in the entrainment rate. The mean entrainment rates computed from the LES model results are 0.58 ± 0.08 cm s −1 and 0.36 ± 0.03 cm s −1 for the night-time and daytime periods, respectively. If the horizontal domain size in a LES model is enlarged, mesoscale fluctuations develop. This leads to a broader liquidwater path distribution and a reduction of the cloud albedo.
INTRODUCTION
The presence of a stable temperature inversion at the top of the atmospheric boundary layer and the availability of sufficient moisture are the major ingredients for the formation and maintenance of stratocumulus clouds. For these reasons, extended marine stratocumulus-topped boundary layers (STBLs) are often found above the subtropical oceans in the descending branches of the Hadley circulation (Klein and Hartmann 1993; Norris 1997a,b) . Figure 1 shows a striking example of a solid stratocumulus deck above the Pacific Ocean off the coast of California, and clear skies over the continent. Due to its high albedo, stratocumulus clouds strongly diminish the solar insolation of the earth's surface during daytime. On the other hand, stratocumulus clouds are often sufficiently optically thick such that long-wave radiation is emitted as a black body just like the underlying ocean surface. These radiative properties make stratocumulus an important factor in determining the earth's surface energy balance.
In atmospheric general-circulation models (GCMs), however, the amount of subtropical marine stratocumulus is usually underpredicted, even when the observed sea surface temperatures (SSTs) are prescribed (Jakob 1999) . Duynkerke and Teixeira (2001) compared ECMWF * Reanalysis (ERA) results with observations from the First ISCCP † Regional Experiment (FIRE) (Albrecht et al. 1988) . Their study showed that the ERA cloud cover and liquid-water path (LWP) are strongly underestimated, which causes the ERA downwelling short-wave radiation at the surface to be much larger than observed. Ma et al. (1996) demonstrate that in a coupled atmosphere-ocean model an underestimation of the stratocumulus cloud amount can lead to positive SST biases of about 5 K. This is of a particular concern for simulations and predictions of El Niño Southern Oscillation (ENSO), since such errors can strongly affect the (sub)tropical circulations (Philander et al. 1996; Nigam 1997; Yu and Mechoso 1999) . Furthermore, the presence of subtropical stratocumulus fields plays an important role in the entire tropical response to climate perturbations (Miller 1997) . It is therefore vitally important that in GCMs stratocumulus cloud fields are accurately represented.
Stratocumulus clouds can exhibit a marked diurnal cycle (Wood et al. 2002) . During the night, turbulence is driven by a strong long-wave radiative cooling near the top of the stratocumulus cloud. This usually results in vertically well-mixed STBLs. In contrast, the STBL can become decoupled during daytime due to absorption of solar radiation in the cloud layer. This implies that the cloud layer becomes stably stratified with respect to the sub-cloud layer, and the transport of heat and moisture from the surface into the cloud layer will be effectively reduced or will even be cut off. Because entrainment maintains a steady supply of relatively warm and dry air from above the inversion into the cloud layer, the cloud layer can rapidly thin or even disappear during daytime.
The EUROpean Cloud Systems (EUROCS) project used observations made in stratocumulus off the coast of California during FIRE I (Hignett 1991; Duynkerke and Hignett 1993) as a basis to set up a well-defined case for modelling the diurnal cycle of stratocumulus. The modelling results can be verified with observations of cloud cover, liquid-water path, cloud-base and cloud-top height, downwelling and short-wave radiation at the surface, and the turbulence structure of the boundary layer. The EUROCS stratocumulus diurnal cycle case adds to previous intercomparison studies that addressed other boundary-layer cloud regimes such as nocturnal stratocumulus (Moeng et al. 1996; Duynkerke et al. 1999) , a stratocumulus to cumulus transition over the Atlantic Ocean observed during the Atlantic Stratocumulus Transition Experiment (ASTEX) (Bretherton et al. 1999) , trade-wind cumuli capped by a strong inversion in the Atlantic Tradewind Experiment (ATEX) (Stevens et al. 2001) , the diurnal cycle of shallow cumulus convection over land from the Atmospheric Radiation Measurement (ARM) project (Brown et al. 2002) and shallow cumulus over the ocean based on observations collected during the Barbados Oceanographic and Meteorological Experiment (BOMEX) (Siebesma et al. 2003) . This study is a piece in the EUROCS chain that links detailed studies on a particular cloud regime like stratocumulus, cumulus and deep convection (Guichard et al. 2004) , to the representation of these cloud types in the Hadley circulation .
A detailed description of the EUROCS stratocumulus case is given in section 2. Section 3 discusses Large-Eddy Simulation (LES) results of the surface energy balance, the turbulence structure of the STBL, and the development of mesoscale fluctuations. The representation of stratocumulus in ten weather and climate GCMs and regional climate models is assessed from a comparison of the surface energy balance obtained with their respective single-column model (SCM) versions. Because the development of parametrizations for the entrainment rate in the STBL is currently one of the most challenging problems in boundary-layer meteorology, observations and LES results of entrainment rates for different stratocumulus cases are compared in section 4. Various suggestions for model improvements are summarized in section 5, and section 6 presents the main findings.
OBSERVATIONS AND MODEL INITIALIZATION OF THE EUROCS STRATOCUMULUS

CASE (a) Surface-based observations
The FIRE I stratocumulus experiment performed off the coast of southern California in July 1987 provides a very comprehensive set of data on marine stratocumulus from airborne, ground-based and satellite instruments (Albrecht et al. 1988) . Several instruments were installed on San Nicolas Island (33 • 15 N, 119 • 30 W) to monitor cloud properties with a high temporal resolution. Cloud-base height was measured by a Väisälä CT 12K laser ceilometer (Schubert et al. 1987) . A sodar was used to estimate the inversion height (White 1999) . The vertically integrated liquid-water content was retrieved using a three-channel (20.6, 21.65 and 90.0 GHz) microwave radiometer as described by Hogg et al. (1983) . The temporal evolution of the cloud conditions on San Nicolas Island during July 1987 is discussed in detail by Blaskovic et al. (1991) , Betts (1990) and Albrecht et al. (1990) . In addition, Hignett (1991) and Duynkerke and Hignett (1993) present the turbulence structure in the boundary layer as measured on 14 and 15 July 1987 by means of an instrumented tethered balloon.
(b) Initial and boundary conditions During 1 to 19 July 1987, sixty-nine vertical profiles of temperature and relative humidity were measured by radiosondes. From these data, mean vertical profiles for the potential temperature and specific humidity were calculated by Duynkerke and Teixeira (2001) , which are shown in Fig. 2 . Because the inversion height is quite variable in time, the inversion structure is smoothed out in the averaged profile. To quantify the strength of the inversion, the jumps in liquid-water potential temperature and total water content were estimated from each individual sounding as well. This was done in a method similar to Kuo and Schubert (1988) . For each of the soundings, we determined the cloud-top jump in total water q t as follows. First the height of the inversion base was determined from the level above which the potential temperature strongly increased with height. Next, we computed the vertically averaged specific humidity in the layer 200 m above the inversion. Finally, we subtracted from this the average specific humidity in the layer which extends from 65 to 165 m above sea level (the island sounding site being 38 m above sea level). If the boundary layer is vertically well mixed, the specific humidity difference should be equivalent to the jump in total water at cloud top. The procedure for θ l is followed identically for θ. In this way, each sounding is characterized by a point in the ( θ l , q t ) plane as shown in Fig. 3 . The average jump at cloud top is given by θ l = 12 K and q t = −3.0 g kg −1 .
Figure 2 also shows the initial vertical profiles for liquid-water potential temperature, θ l , and total water content, q t : Figure 2 . The observed vertical profiles of (a) potential temperature θ and (b) specific humidity q v at 0014 and 1158 UTC on 14 July and 0015, 1200, 1703 and 1935 UTC on 15 July. The mean of the observed profiles collected between 1 and 19 July 1987 is indicated by the thick dashed line. The thick solid lines are the initial conditions for the liquid-water potential temperature (θ l ) and total water content (q t ) prescribed in the models. 
Figure 3. The ( θ l , q t ) plane, showing the thermodynamic instability curve for the clear convective boundary layer θ v = 0 and the cloud-top instability criterion proposed by Randall (1980) and Deardorff (1980) , 2 = 0. The observed inversion jumps were obtained from high-vertical-resolution radiosonde soundings launched from San Nicolas Island during the period between 30 June and 19 July 1987, and the mean inversion jumps of stratocumulus cases observed during Flights 2 and 3 of the ASTEX First Lagrangian (De Roode and Duynkerke 1997), DYCOMS (Kawa and Pearson Jr 1989) , Flight RF01 of DYCOMS II (Stevens et al. 2003) and five flights performed over the North Sea (Nicholls and Leighton 1986) . The jumps of three LES sensitivity experiments are indicated by arrows.
A comparison of the monthly mean values with observed vertical profiles during 14 and 15 July indicates that in the free atmosphere the total water contents are nearly the same, but the monthly mean potential temperature is about 5 K lower. The initial total water content in the boundary layer is set to a value that is close to the observations during 14 and 15 July, in order to give an initial cloud-base height of about 250 m. The large-scale (LS) surface pressure gradient for July 1987 (Fig. 2 of Duynkerke and Teixeira (2001) ) gives a geostrophic wind direction (anticlockwise with respect to the x-direction) of about α geo = 305 • . Due to surface friction, the observed boundarylayer wind direction α deviates from the geostrophic value. This value for α was also observed on 14 and 15 July 1987 at San Nicolas Island by Hignett (1991) . The geostrophic wind speed is prescribed as U geo = 6.0 m s −1 , and the resulting geostrophic forcing in the (x, y) direction is: (u geo , v geo ) = U g (cos α geo , sin α geo ). In the models the initial wind fields were set to the geostrophic winds
The surface temperature and pressure are prescribed as T s = 289.0 K and p s = 1012.5 hPa, respectively (Duynkerke and Teixeira 2001) . Because the wind is blowing almost parallel to the isotherms of the sea surface temperature, this means that the surface temperature hardly changes as the air flows south-eastwards (Duynkerke and Hignett 1993) . The specific humidity at the sea surface is set to its saturated value at the sea surface temperature, q s = 11.1 g kg −1 . The surface roughness length is set to 
It is hard to obtain the LS subsidence rate directly from observations. The subsidence rate in (3) is based on test simulations with the IMAU LES model, and approximately balances the diurnally averaged entrainment rate. Subsidence rates from (3) are nearly a factor of two larger than the average values over San Nicholas Island presented by Neiburger (1960) . To balance the subsidence heating and drying above the boundary layer, a LS advection term is included in the simulation:
In the boundary layer, the LS horizontal advection tendencies approximately counteract the divergence of the turbulent fluxes of heat and moisture. The u, v, θ l and q t profiles in the damping layer are relaxed towards the geostrophic wind and initial thermodynamic profiles (1) and (2), respectively. The net upward long-wave radiation is parametrized as
where F L,tot =70 W m −2 (Duda et al. 1991) is the long-wave radiative flux divergence at the cloud top, a = 130 m 2 kg −1 is a constant, and z top = 1200 m is the top of the model domain. The liquid-water path between z 1 and z 2 is given by
where ρ 0 = 1.14 kg m −3 is the mean density and q l is the liquid-water content. The solar radiation is a function of the solar zenith angle θ 0 (µ 0 = cos θ 0 ) and the optical depth τ which is parametrized as:
where r eff = 10 µm is the effective radius and ρ l = 1000 kg m −3 is the density of water. The net downward short-wave radiation F S is obtained from the analytical solution of the delta-Eddington approximation, which is summarized in the appendix. The removal of liquid water by precipitation is not taken into account.
(d) Models In total six LES models and ten SCMs have participated in this study (see Table 1 ). Details about the numerical codes of these LES models can be found in Duynkerke et al. (1999) , Stevens et al. (2001) , Brown et al. (2002) , and Siebesma et al. (2003) . Periodic lateral boundary conditions were applied to the LES models. A spatially uncorrelated random perturbation between −0.1 and 0.1 K was applied to the initial temperature field at all grid points. Throughout the domain, an initial value for sub-grid turbulent kinetic energy of 1 m 2 s −2 was specified. The grid size in the horizontal is 50 m and in the vertical 10 m, covering a domain of 2.5 km in x and y and 1.2 km in z.
Ten SCM versions of (semi-)operational numerical weather-prediction and climate models were used. In an SCM, the LS tendencies are prescribed, while the non-advective tendencies of prognostic variables are predicted by the model's physical parametrizations. Details of the ARPEGE, ECMWF, ECHAM, RACMO, UKMO, MESO-NH and HIRLAM boundary-layer mixing schemes are summarized by Lenderink et al. (2004) , who report on the EUROCS SCM intercomparison of the diurnal cycle of shallow cumulus over land. The CSU SCM model is a unified mass-flux model that has been developed recently by Lappen and Randall (2001) . It includes a prognostic equation for H is the sensible heat flux, LE the latent heat flux, F S the net short-wave radiative flux, F L the net long-wave radiative flux, G the energy flow into the sea surface (all W m −2 ) and LWP the mean liquid-water path (g m −2 ). The observed mean values are computed from measurements collected on 14 and 15 July 1987 from 00 to 48 h local time, and the monthly mean values represent averages from data collected between 1 and 19 July 1987. The net short-wave radiation was computed from the observed downwelling component assuming a ground albedo A sfc = 0.05.
the vertical mass flux, and vertical fluxes are proportional to the vertical mass flux and the difference between the updraught and downdraught value of the quantity. The mixing scheme of the single-column version of the LMD GCM utilizes a K-profile approach (Cheinet 2002) . Note that because most of the SCMs are the operational versions of their parent GCMs, the radiation codes suggested in this paper were not implemented in all SCMs, and the models may generate precipitation or shallow cumulus convection by their microphysics and convection schemes, respectively. Additional sensitivity experiments have been carried out to assess the role of the vertical resolution and the convection scheme. Because in the EUROCS stratocumulus case the radiation and LS forcings are prescribed, variations in the tendencies of heat and moisture must be primarily attributed to the SCM's turbulent transport and cloud schemes. As such, possible deficiencies in the boundary-layer parametrization package are straightforward to identify.
Since the initial state is reasonably close to the radiosonde soundings during 14 and 15 July, we will compare the model results with observations from this period. The model simulations start at 0800 UTC (= 00 h Local Time (LT)) 14 July and last at least 37 hours. Since the monthly-mean atmospheric state does not differ very much from the initial profiles either, we will also present monthly-mean values of the observations. 
where H and LE represent the surface sensible and latent heat fluxes, respectively, and F S and F L the net short-wave and long-wave radiative fluxes, respectively. The net energy flow into the ocean, −G, is computed as a residual. According to Table 2 , the computed turbulent fluxes of heat and moisture at the surface are fairly consistent among the LES models, and the net short-wave radiative flux is the dominant component of the surface energy balance. Because the cloud droplet effective radius used in the LESs has a constant value, the transmissivity of the cloud layer depends only on the LWP, as can be seen from (7). Therefore, the differences in the net short-wave radiative fluxes are entirely due to the variations in the computed LWPs. Inspection of the mean LWP values shows that larger numbers for the LWP correspond to smaller numbers of the net short-wave radiative flux, and vice versa. The values for the diurnal mean LWP from the LES models range from a minimum of 93 (IMAU) to a maximum of 168 g m −2 (UKMO).
In Fig. 4 the LWPs from the LES models are compared with the retrievals of the microwave radiometer from 14 and 15 July 1987, and the hourly monthly-mean diurnal variation. All the LESs capture the strong diurnal variation in LWP due to the forcing imposed by the short-wave heating on the cloud layer. Like the observations, the maximum cloud thickness is found during the night, and the cloud deck gradually thins until noon. However, the thinning is not sufficient to break up the cloud; in all the LESs the cloud cover remains equal to unity. After 30 hours of simulation time, the minimum value (IMAU) of modelled LWP is about half the maximum value (UKMO). This variation is about as large as the difference between the monthly mean and observed diurnal cycle. Note that the LWP is very sensitive to small changes in the thermodynamic structure of the boundary layer. If the boundary layer is vertically well-mixed then the liquid-water content q l increases approximately linearly with height. In that case, from (6) it follows that (Albrecht et al. 1990 )
where z ct and z cb represent the cloud-top and cloud-base heights. As an example, for the EUROCS stratocumulus case this implies that for a cloud layer that is 350 m thick, a change of just 20 m leads to a subsequent variation in the LWP of nearly 12%. Figure 5 compares the modelled cloud-base and cloud-top height evolution to the observations. The top of a stratocumulus cloud layer is usually located just below the inversion height z i , the latter varying with time according to where w e is the entrainment rate. An inspection of the cloud-top height evolution therefore gives a good appreciation of differences in the entrainment rate. After 37 hours simulation time, the typical scatter in the cloud-top heights is about 100 m. Such a variation corresponds roughly with a typical difference in the mean entrainment rate of the order of 1 mm s −1 . The differences in the cloud-layer depth are mainly due to variations in the simulated cloud-base height. The lowest cloud bases are due to larger moistening rates of the boundary layer, and are found for models that simulate the smallest entrainment rates. There is a much larger amplitude in the observed cloud-top height during the first diurnal cycle than in the simulations. Possibly, a diurnal cycle in the subsidence rate may play a role, as was found from an observational study of stratocumulus over the south-east Pacific region (Bretherton et al. 2004) .
(ii) Single-column model results. Table 3 varies considerably among the SCMs. About half of the SCMs compute lower values for the LWP than is observed. These models give a much larger amount of downwelling short-wave radiation absorbed at the sea surface. This error may be partly counteracted by a significant decrease in the downwelling long-wave radiation at the sea surface due to a decrease of the cloud emissivity. Figure 7 shows that the majority of the SCMs tend to compute a cloud-top height that is too low in comparison with the observations and LES results. According to (10), this suggests that for these SCMs the entrainment rate is probably too low. In contrast to the observations, some SCMs compute a cloud cover less than unity, in particular during daytime (see Fig. 8 ). Because the latent and sensible heat fluxes at the surface in the SCMs and the LESs are in a fairly good agreement, any different entrainment rate of heat and moisture will probably explain a good deal of the discrepancy in the simulated cloud evolution. A better representation of stratocumulus clouds in GCMs can likely be achieved by improving the parametrization of entrainment. In the next section this topic will be discussed in detail.
Clearly, there is wide disagreement in the SCM results. Some models predict a cloud layer that gradually dissipates, whereas other models maintain a solid cloud layer. The analysis of the model results is complicated by the different physical packages that have been used. Therefore, a few additional sensitivity experiments were carried out to explore the role of the microphysics scheme, the convection scheme, and the effect of the vertical resolution. In the Conv Off (Conv On) simulations, the convection routine was turned off (on). In the Conv Off run, the turbulence mixing scheme takes care of all turbulent transports in the cloud layer. In the ECHAM and RACMO models, the turbulence scheme is based on moist physics, which enables the simulation of realistic transports of heat and moisture in the cloud layer. These simulations exclude precipitation, and the long-wave and short-wave radiation routines were coded according to the case set-up. This approach facilitates a direct comparison with the LES results, and these two simulations are intended to verify the performance of the PBL models at representing stratocumulus convection excluding all model components except vertical advection. As the PBL gets decoupled during the day, it is also relevant to evaluate cumulus convection schemes in this context. These SCM simulations were done on a vertical resolution as is currently implemented in the ECMWF model (60 levels vertical resolution, with 8 grid levels in the boundary layer at the initialization time). To assess the role of the vertical grid resolution and to minimize the effect of numerical errors, two additional experiments were done on a finer vertical resolution (12 grid levels in the boundary layer), labelled as Conv Off HR and Conv On HR, respectively. Table 4 displays the diurnal mean LWP from four SCMs. It appears that for the RACMO model simulations with the convection scheme turned on, cumulus convection is triggered leading to a very rapid entrainment of dry air into the boundary layer and a subsequent rapid decline of the cloud liquid-water path. Surprisingly, in ECMWF the liquid-water path increases when the convection scheme is turned on. This is caused by the detrainment of cloud liquid water by the convection scheme which is an important source of cloud liquid water in the ECMWF cloud scheme (see also Lenderink et al. (2004) ). Also, the experiments illustrate the sensitivity of the model results to the vertical resolution used. In the RACMO and ECHAM models, for simulations with the convection scheme turned off, an increase in the vertical resolution leads to a decrease in the mean LWP by about a factor of two. Lastly, the HIRLAM model sensitivity experiments suggest that, in the operational version of the model, the precipitation scheme is very actively removing liquid water from the cloud (see Table 3 ), as the mean LWP increases by more than a factor of 4 if the precipitation scheme is switched off.
(b) Turbulence structure The turbulence observations collected by means of a tethered balloon during FIRE I, discussed in detail by Hignett (1991) , facilitate a comparison with the results obtained from the LES models. In particular, we will consider the vertical velocity variance, w w , and the buoyancy flux, B = (g/θ 0 )w θ v , with g the acceleration due to gravity, and θ 0 ≈ 300 K a reference temperature. The observations and the LES results are presented for both night-time and daytime in Fig. 9 . The LES results are in a good qualitative agreement with the observations and fall within the range of scatter in the observations, although the vertical velocity variance during night-time seems to be slightly overpredicted by most of the LES models. It can be concluded that the LES models are all capable of reproducing fairly well the observed turbulence structure during the diurnal cycle.
Clearly, there are distinct differences in the turbulence structure during daytime and night-time. During the night, long-wave radiative cooling near cloud top is the dominant process that drives the turbulent mixing throughout the boundary layer. In addition, latent heat release effects support a positive buoyancy flux in the cloud layer. The maximum vertical velocity variance is located in the upper half of the boundary layer. During the day the effect of short-wave radiative absorption in the cloud layer becomes manifest. The short-wave radiative warming of the cloud layer leads to a significant reduction of the buoyancy flux. The slightly negative buoyancy fluxes in the middle of the boundary layer tend to damp the vertical turbulent motions leading to a minimum vertical velocity variance near the middle of the boundary layer. This vertical velocity variance profile characterizes a decoupled boundary layer and indicates that the moist turbulent eddies driven from the surface cannot now reach the cloud layer. Because entrainment maintains a steady supply of relatively warm and dry air from above the inversion into the cloud layer, the cloud layer tends to thin during daytime, as clearly illustrated from the LWP evolution shown in Fig. 4 . Because decoupling leads to different heating and moistening rates in the sub-cloud and cloud layers, conserved quantities like θ l and q t cannot now be maintained in a vertically well-mixed state.
The interaction between entrainment rate, buoyancy fluxes and vertical velocity variance is nicely illustrated from the LES results during the night-time period. The IMAU model generates the largest entrainment rate, though it has the lowest vertical velocity variances. This indicates that there is no linear relation between the vertical velocity variance and the entrainment rate. Below the shallow layer that is radiatively cooled, the buoyancy flux is determined by the entrainment flux and a fixed radiative flux divergence, whereas a larger entrainment rate results in a more negative entrainment buoyancy flux. This leads to reduced buoyancy fluxes in the cloud layer and, consequently, smaller vertical velocity variances.
(c) Stratocumulus mesoscale fluctuations The satellite image shown in Fig. 1 reveals that the stratocumulus cloud field is dominated by mesoscale structures, a phenomenon that was also frequently observed from aircraft during FIRE I (Moyer and Young 1994) . Cahalan and Snider (1989) analysed observations of the microwave radiometer installed on San Nicholas Island during FIRE I and found that the vertically integrated liquid-water content exhibits a −5/3 power law up to horizontal length-scales well above 100 km. Such mesoscale variations give rise to errors in radiative transfer computations that assume a horizontally homogeneous cloud layer. A horizontally varying liquid-water field will decrease the mean albedo compared to a horizontally uniform field, since the albedo of optically thick regions saturates as the optical depth is increased (Cahalan et al. 1994 ). Brown (1999) presented results from a series of LESs of shallow cumulus convection with different grid resolutions. It appeared that many of the ensemble-averaged turbulence statistics are insensitive to increases in resolution, but the cloud fields change markedly. Because mesoscale fluctuations frequently dominate stratocumulus cloud structures, an additional LES was performed with an increased horizontal domain size of 25.6 × 25.6 km 2 , and a resolution of (100, 100, 15) m in the (x, y, z) directions, to allow for the development of mesoscale structures. Figure 10 shows that the time evolution of the cloud-base and cloud-top heights and the LWP are hardly sensitive to the horizontal domain sizes. There is a small difference in the cloud-top height at the initialization due to the difference in the vertical grid resolution (10 and 15 m for the simulation on the small and large horizontal domains, respectively). The fact that the cloud-top and cloud-base heights have the same tendencies indicates that the evolution of the mean state of the boundary layer is consistent in the two simulations. Figure 11 shows the LWP fields at two different domain sizes after 8 hours of simulation time. Despite the fact that the mean LWPs do not differ very much, the cloud structures appear remarkably different and it appears that the small horizontal domain size acts to limit the growth of mesoscale cloud cells.
For the purpose of radiative transfer computations, the probability density function for the liquid-water path fluctuations, P (LWP ), is the relevant quantity to consider (Cahalan et al. 1994) . Figure 12 shows P (LWP ) for the small and large domain simulations, in addition to P (q t ), which is relevant for microphysical computations (Wood and Field 2000) . Clearly, the PDFs depend on the horizontal domain size. The simulation on the small domain has relatively more columns that have an LWP close to the mean value, whereas the large domain allows for a broader LWP distribution. A similar distribution is found for the total water content in the middle of the cloud Figure 11 . The liquid-water path field at 08 h local time from the IMAU large-eddy simulation on the small (2.5 × 2.5 km 2 ) and large (25.6 × 25.6 km 2 ) horizontal domains. Figure 12 . The probability density function P for fluctuations of (a) the liquid-water path and (b) the total specific humidity in the middle of the cloud layer at 08 h local time. The two lines represent results from largeeddy simulations on the small (2.5 × 2.5 km 2 ) and large (25.6 × 25.6 km 2 ) horizontal domains.
layer. De Roode et al. (2004) find that, although a small domain size may be sufficient to represent the vertical motions that have a spectral peak at scales on the order of the boundary-layer depth, this is not necessarily the case for quantities like the total specific humidity, for which fluctuations tend to grow at much larger scales. If these fluctuations cannot be properly represented by too small a domain, the variance of the quantity will be underestimated. For the PDFs shown in Fig. 12(b) , the q t variance is about a factor of two smaller in the small domain simulation, whereas the LWP variance is 812 and 514 (g m −2 ) 2 for the large and small domain simulations, respectively. Los and Duynkerke (2001) investigated the effect of horizontal cloud inhomogeneities on the mean albedo using the Independent Pixel Approximation. They applied a Taylor expansion to conclude that the albedo bias is mainly determined by the variance of the cloud optical depth. This implies that, given the same mean value for the LWP, a larger variance for the LWP will effectively lead to a reduction of the mean albedo.
ENTRAINMENT
The entrainment rates from the LES models shown in Fig. 13 were diagnosed by applying the tendency equation (10) for the boundary layer depth z i . The inversion height z i is determined from the level where q t = 8.1 g kg −1 , obtained by linear interpolation between adjacent grid levels of total water content. Figure 13 shows that there is a clear diurnal cycle in the entrainment rate. Minimum values are found for the daytime period when the buoyancy flux is minimal, and the mean entrainment rate from the six LES results is w e = 0.36 ± 0.03 cm s −1 , for 11 to 14 h LT. During night-time (01 to 04 h LT), the mean entrainment rate is larger, w e = 0.58 ± 0.08 cm s −1 .
A mixed-layer model was utilized to compute the budgets for heat and moisture during the night (Nicholls 1984) . This model assumes that in the boundary layer the tendency for θ l does not depend on the height and is given by
where the operator gives the vertical mean value for any arbitrary function f (z),
and S θ l is a source term that can represent, for example, the tendency due to a physical process like radiation. The tendency for the total water content is computed in a similar fashion to (11). If a different heating rate occurs in the sub-cloud layer than in the cloud layer, a situation typically encountered in a decoupled boundary layer during daytime, the mixed-layer model cannot be applied. The LS forcings like horizontal advection and the long-wave radiative flux divergence were computed in accordance with the case setup, (4) and (5). The LES results were used as input for the turbulent fluxes at the surface and for the entrainment rate at the boundary-layer top. From all the LES model results, we computed mean values representative for the night-time period, 01-04 h LT. For the turbulent surface fluxes of heat and moisture, we obtained H = 9.5 ± 6.4 W m −2 , LE = 31.7 ± 5.1 W m −2 . The results presented in Table 5 indicate that entrainment causes the largest tendencies for both moisture and heat. Note that, although the long-wave radiative flux divergence causes a significant cooling, the application of (5) gives about the same 
The mean and standard error for the surface fluxes, entrainment rate, inversion height and inversion jumps were computed from all the LES results during the night-time period 01 to 04 h local time.
cooling rate for all LES models since the stratocumulus cloud layers are sufficiently optically thick during the entire diurnal cycle. Thus, we conclude that the differences in the entrainment rate among the LES models are the primary source for the variations in the simulated LWP evolution during night-time. During the night, a larger entrainment rate causes smaller LWPs, and vice versa. A selection of observed entrainment rates is presented in Table 6 . Kawa and Pearson Jr (1989) analysed aircraft observations collected during daytime in stratocumulus off the Southern California coast as part of the Dynamics and Chemistry of the Marine Stratocumulus (DYCOMS) experiment. They computed entrainment rates in the range 0.1-0.5 cm s −1 , with an average value w e = 0.30 ± 0.11 cm s −1 . The LES results of the entrainment rate during daytime fall within the range of these observed entrainment rates.
As part of DYCOMS II, aircraft observations were collected 500 km west-southwest of San Diego, California. Stevens et al. (2003) used night-time observations collected on 10 July 2001 to compute an average entrainment rate of w e = 0.4 ± 0.1 cm s −1 . Figure 3 shows that the rather dry free atmosphere makes the DYCOMS II case unstable with respect to the cloud-top entrainment instability criterion (Randall 1980; Deardorff 1980) . If a stratocumulus cloud layer is unstable according to this criterion, this may lead to a rapid break-up of the cloud due to enhanced entrainment The observations are described in detail by Nicholls and Leighton (1986) (North Sea), De Roode and Duynkerke (1997) (ASTEX), Kawa and Pearson Jr (1989) 
(DYCOMS), and Stevens et al. (2003) (DYCOMS II).
In DYCOMS the cloud layer was typically 150 to 300 m deep. For FIRE, the jump conditions are from Eq. (1), and z cb and z ct represent mean night-time values observed between 01 and 04 h LT. In addition, entrainment rates from large-eddy simulations are shown. ASTEX Flight 2 was simulated by seven different LES models as part of a GCSS Working Group 1 intercomparison study. The LES of ASTEX Flight 3 by four different models is discussed by Duynkerke et al. (1999) . The DYCOMS II case was simulated with the NCAR LES model. ⇒ indicates the typical range during the DYCOMS flights.
fluxes of heat and moisture. Obviously, the DYCOMS II observations violate this hypothesis, since the cloud layer was found to thicken during the night. It is also remarkable that the entrainment rate for the DYCOMS II case is smaller than the entrainment rate from LES models for FIRE, contradicting the expectation that the unstable jump conditions will be accompanied by larger entrainment rates. Chlond and Wolkau (2000) quantified the uncertainty raised from the incomplete knowledge of the environmental parameters that are required to specify the initial and boundary conditions of a particular case-study. They explained that, in particular, uncertainties in the cloud-top jump of total water mixing ratio and the net radiative forcing explain most of the variation of LES solutions. Therefore, additional LESs were performed with the IMAU and MPI models to study the effect of changes in the inversion jumps on the cloud evolution. If the θ l jump is decreased by 3 K compared with the reference case (for more details see FIRE Exp 3 in Table 6 , and Fig. 3 for the inversion jumps), this results in a significant increase of the entrainment rate. Note that, despite the much larger entrainment rate for Exp 3, the cloud-layer depth during the first four hours of this simulation is only a fraction smaller than that of the reference case. In contrast, Table 6 shows that modifying the initial moisture jump across the inversion (Exp 1 and 2) has a pronounced effect on the cloud-layer depth evolution, although the entrainment rate does not change very much in comparison to the reference case. A more detailed discussion of sensitivity tests performed with the MPI LES model can be found in Chlond et al. (2004) .
Entrainment rates of the order of ∼1 cm s −1 were found from observations collected during ASTEX (De Roode and Duynkerke 1997) . Flight 3 of the ASTEX First Lagrangian was used for a LES intercomparison study set up by Duynkerke et al. (1999) . From four different LES models, a mean entrainment rate w e = 1.9 ± 0.1 cm s −1 was found. Note that three of these models are discussed in this paper (IMAU, MPI, INM) . Both the observations and LES results indicate larger entrainment rates than the Pacific stratocumulus cases. This is clearly due to much smaller θ l jumps in the Atlantic stratocumulus cases than those over the Pacific.
SUGGESTIONS FOR MODEL IMPROVEMENT
During the EUROCS project, various paths have been explored to improve turbulent mixing in the stratocumulus-topped boundary layer, most of them being related to the mixing across the cloud top. Lock (2004) argues that an explicit parametrization for the entrainment rate results in improved simulations of stratocumulus cloud fields. In an SCM that utilizes an eddy diffusivity approach, the entrainment flux at the top of the cloud layer is computed as
where the operator χ gives the vertical difference of χ between two adjacent grid levels. If the cloud layer is capped by a discontinuous inversion with jump properties χ | z i , the entrainment flux is, to a good approximation, given by
This equation is exact only if the inversion layer is infinitesimally thin, but since the inversion layers capping stratocumulus have typical depths of the order of a few tens of metres, (14) is an appropriate assumption. Equations (13) and (14) are equivalent if (Beljaars and Betts 1992; Lock 1998; Grenier and Bretherton 2001 )
This expression provides a consistent means to include an entrainment rate parametrization in a first-order turbulence closure model. Lenderink and Holtslag (2000) have demonstrated that a coarse vertical resolution can lead to a poor performance of so-called E-l turbulence models. To resolve this problem, Chlond et al. (2004) have incorporated a numerical front tracking/capturing method designed by Zhong et al. (1996) , which allows the computation of propagating phase boundaries. The advantage of this formulation is that it permits the stratocumulus top to lie between vertical grid levels and continuously evolve with time, and there is no spurious numerical entrainment.
To improve vertical mixing in the (cloud-topped) boundary layer, Lenderink and Holtslag (2004) propose a modified length-scale formulation in terms of a vertical integral of the stability, to solve problems that arise when the local stability is defined by a Richardson number, for example, and to improve mixing near the surface.
The SCM sensitivity tests with the convection scheme switched either on or off indicate that it may be desirable to develop a single scheme to represent the clear convective boundary layer for both stratocumulus and cumulus (De Roode et al. 2000; Lappen and Randall 2001) . Sánchez and Cuxart (2004) discuss a master length-scale that is based on Bougeault and Lacarrère (1989) , and which is also applicable to cumulus-topped boundary layers. Cheinet and Teixeira (2003) suggest that an eddydiffusivity approach may be applied to cumulus convection as well, whereas Cheinet (2003) tests a multiple mass-flux approach in which clear and cloudy convective plumes are explicitly represented.
The quality of simulations that apply an explicit entrainment rate parametrization such as (15) still depends on the accuracy of the entrainment rate parametrization itself. The scaling behaviour of entrainment is still not yet fully understood and remains a major challenge (Turton and Nicholls 1987; Lewellen and Lewellen 1998; Lock 1998; Van Zanten et al. 1999; Moeng 2000; Lilly 2002) . The need for further improvement of entrainment parametrizations was demonstrated by Stevens (2002) , who applied mixedlayer theory to synthesize and evaluate several existing entrainment parametrizations for the stratocumulus-topped boundary layer. His results illustrated that these entrainment parametrizations exhibit marked differences. Such differences imply differences of a factor of two in climatologically important properties such as the LWP and boundarylayer depth.
Entrainment rate parametrizations usually include a measure of the buoyancy forcing. Because the buoyancy flux in the STBL is generally not a linear function of height, one may consider its vertical integral or the convective velocity-scale (Grenier and Bretherton 2001) ,
Scaling the entrainment rate in stratocumulus is complicated, not only because the buoyancy flux depends on the entrainment rate, but also since the number of free parameters that determine the vertical profile of the buoyancy flux is much larger than that for the dry convective boundary layer. In the latter case, the entrainment rate is proportional to the ratio of the surface buoyancy flux w θ v0 and the buoyancy jump across the inversion θ v . However, the total water flux gives a large contribution to the buoyancy flux in a stratocumulus cloud layer (Stevens 2002) , which is due to the condensation and evaporation of liquid water droplets. For this reason, the surface moisture flux, the total specific humidity jump across the inversion, the cloud-base and cloud-top heights, and the long-wave radiative flux divergence at the cloud top are all relevant quantities. In summary, if we assume that the entrainment rate depends on the vertical profile of the buoyancy flux, a general scaling expression will depend on the following (conserved) quantities:
In addition, short-wave radiative absorption in the cloud layer during daytime, wind shear, and drizzle also affect the buoyancy flux profile. The sensitivity of the buoyancy flux to the quantities summarized above, and the role of the entrainment rate on the buoyancy flux vertical profile, can all be clearly illustrated by means of a mixedlayer model (Nicholls 1984) . In this context it is interesting to note that Lewellen and Lewellen (2004) present approximate expressions for the buoyancy flux formulated in terms of the liquid-water potential temperature and total water profiles, and their respective flux profiles. The predictions compare favourably with the results of an extensive set of LESs, including this EUROCS stratocumulus case.
CONCLUSIONS
Results of numerical simulations of the EUROCS diurnal cycle of stratocumulus are discussed. In total, six Large-Eddy Simulation models and ten Single-Column Models participated in this study. The models were initialized on the basis of observations that were collected in stratocumulus off the coast of California during FIRE I, in July 1987.
The LES results of the surface energy balance and the turbulence structure of the STBL during the diurnal cycle are compared with observations. The accuracy of the SCMs, which are taken from various general-circulation models, is assessed from a comparison of the modelling results with the observed cloud evolution and results from the LESs.
The observed diurnal cycle of stratocumulus is characterized by a cloud layer which gradually thickens during the night, whereas during the day the cloud layer thins due to short-wave radiative absorption and decoupling. The latter state is characterized by slightly negative buoyancy fluxes and a minimum vertical velocity variance near the cloud base. This implies that surface-driven, moist thermals cannot then penetrate the cloud layer, while entrainment maintains a steady supply of relatively warm and dry air from just above the inversion into the cloud layer. This results in a distinct diurnal cycle of the LWP, which has minimum values during the day. During the night the vertical velocity variance has one single peak near the middle of the boundary layer. The observed turbulence structure, and the LWP temporal evolution are consistently reproduced by all the LES models.
More than half of the participating SCMs predict cloud layers that are too thin, and in particular during the day about half of the models give a cloud cover less than unity. Consequently, in these models the downwelling short-wave radiation reaching the surface is much larger than is observed. Because the cloud-top height computed by the SCMs is found to be systematically lower compared with the observations and the LES results, it is likely that the entrainment rates in these SCMs are too low. In a GCM it is therefore vital that the entrainment rate in a STBL is parametrized accurately. Several suggestions have been made recently for improvements of parametrizations for the cloudy boundary layer based on this EUROCS stratocumulus case. Basically, model improvements are sought in terms of explicit entrainment parametrizations, a better representation of a sharp inversion in a vertically coarse resolution, modified length-scale formulations, and parametrizations that can be applied not only to the clear convective boundary layer and stratocumulus, but also to cumulus.
In order to determine the process that is most important for the boundary-layer temporal evolution, a mixed-layer analysis of the budgets of moisture and heat was performed. It is found that entrainment is the dominant process in modifying the thermodynamic state of the boundary layer during the night. The entrainment rates modelled by the different LES models appear fairly consistent, with typical variations in the LES entrainment rates of the order of 1 mm s −1 . Such small differences are sufficient to cause significant deviations in the modelled LWP evolution and, consequently, in the net downwelling short-wave radiation during the day.
From a comparison between observations and results from LESs of stratocumulus over the Pacific (FIRE I, DYCOMS I, DYCOMS II) and the Atlantic Ocean (ASTEX), we found that the smallest entrainment rates are found for the Pacific cases. Typically, the observed inversion jumps of the liquid-water potential temperature were larger for the Pacific stratocumulus cases than for the Atlantic cases. The Pacific cases seem to have a rather persistent character, whereas the ASTEX First Lagrangian observed a transition from stratocumulus to cumulus penetrating thin and broken stratocumulus above. The entrainment rate observed in a persistent nocturnal STBL during DYCOMS II (Stevens et al. 2003 ) is found to be smaller than the mean entrainment rate obtained from the LESs of the FIRE I case for the night-time period, despite the fact that the DYCOMS II case has a less stable inversion stratification than the FIRE I case. This DYCOMS II case serves as a new GCSS working group 1 model intercomparison study, and it is expected that the entrainment rate in a stratocumulus layer which satisfies the cloud-top entrainment instability criterion proposed by Randall (1980) and Deardorff (1980) will be subject to further analysis. In addition, the role of drizzle will be explored.
It is found that, from an LES on a large horizontal domain, mesoscale fluctuations in the LWP field develop, which is in accord with frequent satellite observations of stratocumulus fields. An analysis of the probability density functions of the LWP and the total specific humidity shows that they are much broader for the larger-domain simulation. Because the mesoscale fluctuations tend to grow gradually with time (De Roode et al. 2004) , they may not be of importance for simulations of relatively short time-scales (less than 3 hours), but for longer (such as diurnal) time-scales the spectral broadening in the liquid-water field may become relevant. Lastly, to study the effect of horizontal inhomogeneities of the LWP distribution, it is recommended that a much larger LES horizontal domain be used than a typical LES domain of, for example, 3 × 3 km 2 in the horizontal. and F 0 = 1100 W m −2 the downward solar radiation at cloud top. According to microphysical observations during FIRE I discussed by Duda et al. (1991) , we prescribe the effective radius, r eff = 10 µm. The values of the constants C 1 and C 2 in (A.2) are determined from the boundary condition at the surface (albedo A sfc = 0.05) and above the cloud. (See Shettle and Weinman (1970) for further details.) From the observed liquid-water path on San Nicolas Island, we have calculated the optical depth from (7) with r eff = 10 µm. In Fig. A.1 we have plotted the measured downward short-wave radiative flux as a function of the calculated optical depth for observations around local noon. Moreover, we have shown the model results for µ 0 = cos θ 0 = 0.95, which give somewhat higher values than the observations. This may possibly be explained by the fact that the observed clouds are horizontally inhomogeneous as opposed to what is assumed in the delta-Eddington method, or a systematic bias in the observed cloud optical depth.
LES and SCM models that do not use the suggested radiation codes may need a temperature and humidity profile above 1200 m for the radiation calculations. 
