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It is known that if C”j Ipi I <q then the difference equation 
A2~n-1=p,,~,,, n=l,2,..., 
I 
has solutions {yi,} and {y2,} such that lim,,,y,, = lim R ~ 3. y,, /n = 1. Here it is shown that this conclusion 
holds if the series Zxjpj converges (perhaps conditionally) and satisfies a second condition which is weaker 
than absolute convergence. Estimates of {y,,} and (by,,), i = 1,2, as n + 00 are also given. 
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We consider the linear difference equation 
A2y,,-l =P~YX, n = 1, L., 
where A is the forward difference operator with unit spacing, i.e., 
AUj= Uj,l -“j. 
(1) 
Equations of the form (1) arise in discretizing a second-order linear differential equation to 
solve it numerically. We will. consider the asymptotic behavior of solutions of (1). 
The following theorem is well known (see, e.g., [1,2]). 
Theorem 1. If 
21 I j Pj <O”, (2) 
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tll~~L (11 has soll~tiorls y , = { yl,} and yr = { y2,} such that 
lim _vlm = 1 (3) @Z-r 
an 
hl 
lim -=l. 
IO-= n 
(4) 
Here we *till show that (1) has solutions satisfying (3) and (4) if the series c”jpj converges 
conditionally, provided that the rate of convergence is sufficiently rapid. Moreover, our results 
improve on Theorem 1 in the case where (2) holds, in that they provide estimates of yi,~ and 
L&y,,, r’= 1,2, as n + =. 
Throughout this paper we will write z, = O(q,) when we mean that 
heorem is our main result. 
Theorem 2. Suppose that the series rjpj conuerges ( perhaps conditionally) and let 
P,= ~pj. 
j-n 
SL also that there is a nonincreasing sequence (p,) such that 
lim pn = 0, 
fZ*= (6) 
P, a SUP 
man 
and 
i&ii -! i,qlp,=tl<l 
P 
2’ 
n-x n j=n 
(7) 
(8) 
l&en ( 11 has a solution y 1 such that 
hm = 1+ O(Pn+*) 
and 
(9) 
Ay*pO Pn+l 
i 1 n+l * (10) 
By using summation by parts it can be shown that the series (5) defining P, converges and 
that 
2PIl 
pnI<- 
n ’ (11) 
Moreover, our summability 
see this, assume (2) and let 
&= iipil. 
j=n 
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assumption on {pi) is weaker than the standard assumption (2). To 
Then summation by parts yields 
j=n j=n+l 
Since the left-hand side of (12) converges as M + 00, it follows that lim M _,J@.,+ 1 = 0, and 
therefore 
00 
j-n+ 1 
Hence, 
30 
j=n+ 1 
and consequently (8) holds (with 8 = 0) for any nonincreasing sequence {p,}. Therefore, (2) 
implies the assumptions of Theorem 1. However, the assumptions of Theorem 1 do not imply 
(2) (see Examples 8 and 9). 
It is straightforward to verify that if y , is a sequence such that 
Yln=l+ 2 (i-n)PjY,j, I220 9 
j=n+l 
then v, satisfies (1) and (3). To put this more conveniently for our 
fn= i (_i-1t)Pj 
j=n+l 
and suppose that 
h,,, =f,, + 2 (i -n)Pjhlj, n 2 1. 
j=n+l 
purposes, let 
(13) 
(14) 
(15) 
Then the sequence y,, = 1 + h In satisfies (13) and therefore (1) and (3). Motivated by this, we 
will obtain a sequence h, which satisfies (15) as a fixed point of the transformation v = Z’?z, 
where 
V,,=f, + f (j-ll)Pjhj. 
1 
( 6) 
j=n+l 
We will show that T is a contraction mapping of a certain Banach space into itself, and h, will 
essentially be the unique sequence left fixed by T. 
Lemma 3. With (f,,} as defined by (14), 
If, Iwl+* (17) 
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PFoof, Let Qn = ~,,&j. From Ok 
and we can rewrite (14) as 
(W 
(1% 
This and ( 19) imply (17). To verify (18) we have only to note that Af, = -Pm+_ 1 and recall (11). 
cl 
Since the domain of T must contain f, Lemma 3 motivates the following definition. 
Definition 4. For each N 2 1 let PN be the Banach space of sequences h = {h&,, such that 
h,=O(p,_J and 
with norm 
( I lh,I (n + l)lAh,I = sup 
\ 
Inax - - 
E>,N \&+I’ 
Now let & be the transformation defined by z = Lh, where 
zn= f (j-n)pjhj. 
j=ntl 
rnma 5. If h E Z,,, then the series (211 defining z, converges for n 2 N, 
and 
i I~+lIPj+l 
j=n+l 
(20) 
(21) 
(221 / 
(231 
0 
f. Let N < n G M and consider the finite sum 
z(n; M)= 2 (j-n)pjhj, M>n. 
j=n+l 
By using (5) and summation by parts this can be rewritten as 
z(n; M)= -(M-n)h,P,+, + f (j-n-l)? Ahi_, + c Ph . -. ( 4) 2 
j=n+2 j=n+l ’ ’ 
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From (11) and (20), 
(M-n)lh,P,+, 1~2p~+,Il~ll, 
and therefore lim M+J(M - n)h(M)P,+ 1 = 0. Moreover, from (20) 3 
. 
(J -~-l)IAhj-~I~~~IIhII and IhjI,<~j+1IIhII 
for j > n + 1. Therefore, the convergence of the series in (8) implies that we can let M + 00 in 
(24) and conclude that z, exists and satisfies (22). 
To obtain (23) we note from (21) that 
AZ, = - 2 pihi, 
j=n+l 
which can be rewritten by means of summation by parts as 
AZ*= -Pn+lhn+l - i P,+lAhj 
j=u+l 
(see (5)). From (11) and (201, 
(25) 
I &+&a+1 I G ?P;+~p;+211 h II and IAhjI~~ j”:‘;,,,,, . 
These inequalities and (25) imply (23). q 
We can now complete the Groof of Theorem 2. Because of (6) and (8) we can choose N so 
that 
This, (20) and the inequalities (22) and (23) imply that L maps ;i4”N into itself, and that 
II Lh II < Y II h II (26) 
for each h in EN. Now consider the mapping u = Th, where h E ZN. From (16) and (21), 
u = f + Lh; therefore, since f E &, T also maps ZN into itself. Moreover, if h, and h, are in 
SYN, then we can see from (26) that 
IITh,-Th,II=IILh,-Lh,lkyIIh,-h,II. 
Hence, T is a contraction of ZN and therefore there is a unique sequence h, in &, such that 
Th, =h,. Now y, = 1 + h 1 satisfies (1) for n > N + 1; moreover, since h 1 E ZN, y 1 also satisfies 
(9) and (10). Although y,, is so far defined only for n 2 IV, it can obviously be continued 
backward to n = 0 by either (1) or (13). This completes the proof of Theorem 2. 
Theerem 6. Suppose that the assumptions of Theorem 2 hold, and define 
1 n 
a;l =- n c Pj* j=l 
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( 11 has a solution yz such that 
yzn =n(l + O(U,)) 
and 
b, = 1 -+-Wnd 
(27) 
(28) 
c = 0, because of (61.) n-a n 
f. Choose M so that the solution y1 of (1) found in Theorem 2 satisfies 
yli+O, jzM- 1. 
Then reduction of order yields a second solution 
1 
J%l ‘Yin i , n>,M, 
j=.hf YijYl.j- 1 
(29 
of (1). It is straightforward to verify that y2 as defined here satisfies (1) for n 2 M + 1, and it 
can be continued back to n = 0 by computing recursively from (1). To prove (271, we first 
investigate the asymptotic behavior of 
12 1 
a, =- t 
n j=M Yl,Yl.j-1 
\ (30) 
as R ---, =. From (9) there is a constant A such that 
iYl_j_1I,<Apj+~, jMZ-L 
(31) 
Choose M, > M such that APi < $, j 2 M,. Then (31) and the mean va!ue theorem imply that 
consequently, 
1 
YljYl,j- 1 
=l +Ej, 
(32) / 
where 
< 4A(pj +Pi+* +44jpi+$ 
From (30) and (33), 
(34) 
1 Ml--l 
c 1 + n-M,+1 1 n cyll =- +- 
n j=M Yi.,Yl,j-1 n 
c 
n j=M, 
Ejy n>M,. (35) 
NOW (34 and (35) imc!y that 
%l = 1 + O(u--). (36) 
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From (9), (29) and (36), 
YZ?l = nY In% = n(l + O(P,+!))(l + Obn)) =n(l + W/?))~ 
which proves (27). 
TO prove (28) we invoke the easily established identity 
1 
AY,, = - + nzcy, AyIn, n 2ilM. 
hl 
Now (lo), (32) and (36) imply (28). 0 
Theorem 7. Let {a,} 
la,+a,+ 
o<Y,+, < 
and 
and (y,,) be such that 
--- +a,,j<A<m, n=l, 2 ,..., 
Y rl’ n = 1, 2,. .., lim y,, = 0 
n&m 
DeJ&e 
1 n 
J, Crj* =- 
n 1 
l%en the diflerence equation 
%,Y,, 
A2Y,z-, = -y-Y,19 n = 1,2,..., 
has solutions y, and y, such that 
Y- &?I =n(l + O(ln)), AY2n = 1 + O(yn+l)* 
Proof. Here pn =a,y,,/n and ZO&j = C”ajyj converges, by Dirichlet’s test. Moreover, summa- 
tion by parts shows that 
Therefore, (38) implies (8) with pn = 2AYn, and the conclusion follow from Theorems 2 and 6. 
q 
Example 8. Consider the difference equation 
L\zvn--l 
an =---- Y n = 1, 2,..., 
n o~+l n’ 
(39) 
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where LT > 0 and {LJ,~} satisfies (37). Then (38) holds with ‘y, = n -a and 8, = 0. Hence, Theorem 
7 implies that (39) has solutions yr and yz such that 
yin = l-f- O(~I-~), Ay,, = O(K~-‘), 
y5 =n(l + O(&)), Ayz, = 1 + o(n-a), 
where 
ifO<ar < 1, 
if a!= 1, 
if a> 1. 
Theorem 1 does not apply to (39) unless a > 1; for example, in the special case 
(-1)” 
A’y,,_,=Xyn, n=l,2 ,..., 
n 
we have 
Example 9. Consider the difference equation 
A’y,_, = (n + I)(lIi(n + r))ay,z? n = ly 2?***v (40) 
where cy 2 1 and {a,,} satisfies (37). Here 
n 
% = 
( n -:- l)(log(n + 1))” - 
By elementary arguments similar to those used to prove the integral test for convergence of 
improper integrals, it can be shown that 
X 
c 
1 1 1 
j=n+r (j + l)(log(j + 1))2a 
< 
(2a - l)(log(n + 2))2a-1 + (n + 2)(log(n + 2))2a l
Hence, (3&l holds with 8, = 0 if Q! > 1 or with 8, = 1 if CY = 1. Therefore, Theorem 7 implies 
that (40) has solutions y , and y, such that 
Yin= l +O( (lo~nja)~ ,,,,=.i nf&cx)~ 
yl, = n( 1 + O(j,)), 
1 
Ay2, = 1 + 0 ( i (log n)” ’ 
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where 
1 n 
Jn=- C 
j 
n j=l (j+ l)(log(.i+ W"' 
if eit& A Q :, 1 jr ar = 1 and A < + in (37). 
Theorems 1 and 2 do not apply to (40): for example, in the special case 
A*Y,-~ = 
(-1)” 
(n + l)(lcg(n + l))ayn’ ’ = ” 2’***’ 
we have 
~.ilPjl= 2 j 
(j+ l)(log(j+ l))a =O”* 
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