For n ∈ N, let S n be the smallest number S > 0 satisfying the inequality
Introduction
Suppose that K ⊆ R n is a centrally-symmetric convex set of volume one (i.e., K = −K). Given an arbitrary continuous probability density f : K → R, can we find a hyperplane H ⊆ R n passing through the origin such that
where c > 0 is a universal constant, which is in particular independent of K, f and even the dimension n? For many classes of convex bodies, the answer is surprisingly positive. It was proven by the second-named author [17] that the answer is affirmative in the case where K ⊆ R n is unconditional, i.e., (x 1 , . . . , x n ) ∈ K ⇐⇒ (|x 1 |, . . . , |x n |) ∈ K for all x = (x 1 , . . . , x n ) ∈ R n .
This generalizes a result first proven by Bourgain [3] , who considered the case where the density f is constant. Bourgain's investigations have led to the formulation of the slicing problem [3, 4] , which asks whether sup n L n < ∞, where L n > 0 is the minimal number L such that for any centrally-symmetric convex body K ⊆ R n ,
Here ξ ⊥ is the central hyperplane perpendicular to the vector ξ ∈ S n−1 , and S n−1 = {x ∈ R n ; |x| = 1} is the Euclidean unit sphere centered at the origin. We write |K| n for the ndimensional volume of K. When the dimension is clear from the context, we will simply use |K| in place of |K| n . Bourgain's slicing problem is still unsolved, the best-to-date estimate L n ≤ Cn 1/4 was established by the first-named author [11] , removing a logarithmic term from an earlier estimate by Bourgain [5] . In analogy with the slicing problem, for n ≥ 1 let S n be the smallest number S > 0 satisfying the inequality µ(K) ≤ S · max
for all centrally-symmetric convex bodies K ⊆ R n , and all measures µ with a non-negative continuous density f in R n . Here we abbreviate
where the restriction of the density f to ξ ⊥ is integrated with respect to the Lebesgue measure in ξ ⊥ .
Many of the positive results towards the slicing problem may be generalized from the case of the uniform measure on a convex domain K to the broader class of any continuous probability density on K. Thus (1) holds true, with S having the order of magnitude of a universal constant, whenever K is the polar to a convex body with bounded volume ratio (see [17] ) or the unit ball of a subspace of L p with p > 2 (see [18] ). The first result of this kind was proved in [15] : If K belongs to the class of intersection bodies I n (see definition in Section 2), then (1) holds with S = 2 for all measures with even continuous densities.
In view of the positive results mentioned above, one could think that perhaps sup n S n < ∞. In this note we show that this is not the case, and prove the following: Theorem 1.1. There exist universal constants c, C > 0 so that for any n ≥ 3,
The new result here is the left-hand side estimate. The right-hand side estimate was first established in [16] , and later a different proof was found in [6] where the central-symmetry assumption was no longer required. In fact, the upper estimate for the constants S n may be deduced from the following theorem proved in [17, Corollary 1], which we now describe.
A compact K ⊆ R n is star-shaped if tK ⊆ K for 0 ≤ t ≤ 1, where tK = {tx ; x ∈ K}. We say that a star-shaped K is a star body if its radial function
is continuous and positive in S n−1 . For a star body K ⊆ R n denote by
the outer volume ratio distance from K to the class of intersection bodies I n . Theorem 1.2. For any n ∈ N, any centrally-symmetric star body K ⊆ R n , and any measure µ with a continuous density on K,
The right-hand estimate of Theorem 1.1 follows from Theorem 1.2 and John's theorem, since all elllipsoids are intersection bodies (see [16] ). For the sake of completeness, we present a short proof of Theorem 1.2 and related results in Section 2. In Section 3 we move on to discuss the lower estimate for S n which shows that the √ n upper bound is in fact optimal up to a log log-term: Theorem 1.3. For any n ≥ 3 there exists a centrally-symmetric convex body T ⊆ R n and an even, continuous probability density f : T → [0, ∞) such that for any affine hyperplane
where C > 0 is a universal constant.
Note that the hyperplane H in Theorem 1.3 is not required to pass through the origin. The combination of Theorem 1.2 and Theorem 1.3 implies the following: Corollary 1.4. There exists a centrally-symmetric convex body T ⊆ R n with d ovr (T, I n ) ≥ c √ n/ √ log log n, where c > 0 is a universal constant.
For α ∈ (0, 2] we say that a measure µ on R n admits ψ α -tails with parameters (β, γ) if for any linear functional ℓ :
where E = R n |ℓ(x)|dµ(x). It follows from the Brunn-Minkowski inequality that the uniform probability measure µ on a convex body in R n has ψ 1 -tails with parameters (β, γ) that are universal constants, see, e.g., [2, Section 2.4] . It follows from the argument by Bourgain (see e.g. [2, Section 3.3] ) that for any measure µ with an even, continuous density supported on a centrally-symmetric convex body K ⊆ R n ,
where the supremum runs over all (n − 1)-dimensional affine hyperplanes H ⊆ R n , where µ is assumed to have ψ α -tails with parameters (β, γ), and where C(β, γ) > 0 depends only on β and γ. For completeness, we provide a short argument explaining (4) in an appendix.
Specializing (4) to the case α = 1, we obtain the bound L n ≤ Cn 1/4 log n for Bourgain's slicing problem, which is not far from the best estimate known to date. In the log-concave case it was proven in [12] that the logarithmic factor in (4) is not needed. The following theorem establishes the near-optimality of the bound (4), up to logarithmic terms: Theorem 1.5. For any n and 0 < α ≤ 2 there exists a centrally-symmetric convex body T ⊆ R n and an even, continuous probability density f : T → [0, ∞) with the following properties:
(ii) The measure whose density is f admits ψ α -tails with parameters (c α ,C α ).
Here,c α , C α ,C α > 0 depend solely on α ∈ (0, 2]. Theorem 1.5 shows that Bourgain's slicing problem cannot be resolved on the affirmative if all that is used is the uniformly subexponential tails of linear functionals on convex bodies.
Throughout this paper, unless specified otherwise we write c, C,C etc. for various positive, universal constants, whose value is not necessarily the same in different appearances. We use lower-case c,c, c 1 for sufficiently small positive universal constants, while C, C 1 ,C 1 etc. are sufficiently large universal constants. A convex body K in R n is a compact, convex set with a non-empty interior. The standard scalar product between x, y ∈ R n is denoted by x · y or by x, y . We write log for the natural logarithm.
The outer volume ratio distance from intersection bodies
The Minkowski functional of a star body D ⊆ R n is defined by
for any x ∈ S n−1 , where ρ D is the radial function of D. The class of intersection bodies was introduced by Lutwak [21] . Let D, L be origin-symmetric star bodies in R n . We say that D is the intersection body of L if the radius of K in every direction is equal to the (n − 1)-dimensional volume of the section of L by the central hyperplane orthogonal to this direction, i.e. for every ξ ∈ S n−1 ,
where R :
All star bodies K that appear as intersection bodies of star bodies form the class of intersection bodies of star bodies. A more general class of intersection bodies is defined as follows; see [9] . If ν is a finite Borel measure on S n−1 , then the spherical Radon transform Rν of ν is a functional on C(S n−1 ) acting by 
For example, let us consider the cross-polytope
It was proved in [13] that B n 1 is an intersection body. To see this, note that the function e − · 1 is the Fourier transform of the function
and use the connection between the Radon and Fourier transforms: For x ∈ S n−1 ,
We get that the radial function of the cross-polytope is the spherical Radon transform of the function
This function is integrable on the sphere, but it is not bounded (it takes infinite values on a set of measure zero). Therefore, B n 1 is an intersection body, but not the intersection body of a star body; see [13] or [14, Section 4.3] for details. Note that it was proved in [13] that all polar projection bodies are intersection bodies.
It was proven in [17] that d ovr (K, I n ) ≤ e for every unconditional convex body K in R n . In fact, by a result of Lozanovskii [20] (see the proof in [22, Corollary 3.4] ), there exists a linear operator T on R n so that
. From the fact that a linear transformation of an intersection body is an intersection body, the body D is an intersection body in R n . Since |B
We now present a proof of Theorem 1.2 that is slightly shorter than that in [17] .
Proof of Theorem 1.2. For every ξ ∈ S n−1 , we have
Let f be the continuous density of the measure µ. Writing the integral in spherical coordinates, we see that for every ξ ∈ S n−1 ,
where
Therefore, inequality (6) can be written in terms of the spherical Radon transform
for all ξ ∈ S n−1 . Note that the right-hand side of (7) does not depend on ξ.
Let D be an intersection body such that the distance d ovr (K, I n ) is almost realized, i.e. K ⊂ D and for some small δ > 0,
Integrating both sides of (7) by ξ over the sphere with respect to the measure ν D corresponding to D by definition (5), we get
The left-hand side of (9) is equal to
Now we estimate the left-hand side of (9) from above. We use R1(ξ) = |S n−2 | for every ξ ∈ S n−1 , definition (5), Hölder's inequality and a standard formula for volume:
By using (8) , sending δ → 0, and combining the estimates above, we obtain the conclusion of the theorem. Note that the uniform measure on the sphere was not normalized in the calculations.
A counterexample
We move on to the proof of Theorem 1.3. We may clearly assume that the dimension n exceeds a given universal constant C, as otherwise the conclusion of the theorem is trivial. We shall need the following well-known Bernstein-type inequality. A proof is provided for completeness:
.
By the Markov-Chebyshev inequality,
For t ∈ R we set ϕ(t) = e −t 2 /2 . Later on, we will apply Lemma 3.1 for Y i = ϕ(t+RΘ i ·ξ), where Θ i is a random point in the sphere S n−1 and ξ is a fixed unit vector.
Lemma 3.2. Let n ≥ 4 and let Θ ∈ S n−1 be a random point, distributed uniformly over S n−1 . Let ξ ∈ S n−1 be a fixed unit vector. Then for any t ∈ R and R > √ n,
where C > 0 and 0 < c < 1 are universal constants.
Proof. Denote Z = Θ · ξ. Then Z is a random variable supported in the interval [−1, 1] whose density in this interval is proportional to the function s → (1 − s 2 ) (n−3)/2 . Setting k = n − 3 we see that we need to prove that
In order to prove (11), we note that
where we used (12) and the inequality (1 − α) m ≤ exp(−αm), valid for all 0 < α < 1 and m > 0. Thus (11) is proven.
By combining Lemma 3.1 and Lemma 3.2 we obtain the following: Corollary 3.3. Let N ≥ n ≥ 4 and let Θ 1 , . . . , Θ N ∈ S n−1 be independent, identicallydistributed random vectors, distributed uniformly over the sphere S n−1 . Fix ξ ∈ S n−1 , t ∈ R, R > √ n and α > 0. Then,
where c, C > 0 are the constants from Lemma 3.2. Then EY 1 ≤ p, according to Lemma 3.2. By Lemma 3.1,
where we used that p ≥ α in the last passage.
The function ϕ(s) = e −s 2 /2 has a bounded derivative ϕ ′ (s) = −se −s 2 /2 . Therefore ϕ is a 1-Lipschitz function on the entire real line. This Lipschitz property enables us to make the estimate of Corollary 3.3 uniform in ξ ∈ S n−1 , as explained in the following:
Proposition 3.4. Assume that n ≥ 5, that N ≥ 10n log n and that √ n ≤ R ≤ n. Let Θ 1 , . . . , Θ N be independent, identically-distributed random vectors, distributed uniformly in S n−1 . Then with probability of at least 1 − n −n the following holds: For all ξ ∈ S n−1 and
where c, C > 0 are universal constants.
Proof. For all possible choices of θ 1 , . . . , θ N ∈ S n−1 , the function
is a Lipschitz function on R × S n−1 whose Lipschitz constant is at most R + 1 ≤ n + 1. Set δ = n −3 , and let F ⊆ S n−1 be a δ-net, i.e., for any x ∈ S n−1 there exists y ∈ F with |x − y| ≤ δ. By a standard volumetric argument (see, e.g., [22] ), there exists a δ-net F ⊆ S n−1 with cardinality
Let I ⊆ R be the set of all integer multiples of n −3 that lie in the interval [−n 3 , n 3 ]. Then for any ξ ∈ S n−1 and t ∈ [−n 3 , n 3 ] there existsξ ∈ F andt ∈ I with
by the aforementioned Lipschitz property of G θ 1 ,...,θ N . Let us now apply Corollary 3.3 with α = 10(n log n)/N, to obtain
The constant c in (16) is at most one. Hence for any t,t ∈ [−n 3 , n 3 ] with |t −t| ≤ n −3 we have that ϕ(c √ n ·t/R) ≤ 5ϕ(c √ n · t/R). We therefore conclude from (15) and (16) that
We have thus proven that with probability of at least 1 − n −n , inequality (13) holds true for all ξ ∈ S n−1 and |t| ≤ n 3 . The validity of (13) when |t| > n 3 is much easier, as in this case
with probability one. This completes the proof.
Remark 3.5. The use of the δ-net in the proof of Proposition 3.4 is probably not optimal, and it is the reason for the appearance of the log log-factor in our result. We suspect that this factor may be improved or eliminated by using more sophisticated tools from the theory of Gaussian processes, such as Slepian's lemma, Talgrand's majorizing measure or related results. In fact, perhaps Gordon's minmax theorem may be used in order to improve the double logarithm to a triple logarithm in Theorem 1.1. These considerations will be expanded upon elsewhere.
By iterating Proposition 3.4 twice we obtain the following:
Lemma 3.6. Assume that n ≥ C 1 and let us set N 1 = n 3 , N 2 = ⌈n log 3 n⌉, R 1 = n/ log n and R 2 = n/ log log n.
Then there exist unit vectors θ 1 , . . . , θ N 1 , η 1 , . . . , η N 2 ∈ S n−1 such that for all ξ ∈ S n−1 and t ∈ R,
where c, C, C 1 > 0 are universal constants.
Proof. We may assume that n ≥ 5 is sufficiently large so that cR 2 /R 1 > 1, where throughout this proof c > 0 is the constant from Proposition 3.4. By the conclusion of Proposition 3.4, we may fix unit vectors θ 1 , . . . , θ N 1 ∈ S n−1 such that for all ξ ∈ S n−1 and s ∈ R,
Note that Cn(log n)/N 1 ≤ C/n. In particular, for any choice of η 1 , . . . , η N 2 ∈ S n−1 , and for any ξ ∈ S n−1 and t ∈ R,
where we used (18) with s = t + R 2 ξ · η j . Let us now apply Proposition 3.4 with
From the conclusion of this proposition we obtain that there exist unit vectors η 1 , . . . , η N 2 ∈ S n−1 such that for all ξ ∈ S n−1 and t ∈ R,
We may combine the two inequalities above to obtain that for all ξ ∈ S n−1 and t ∈ R,
The reason we iterated Proposition 3.4 only twice and not thrice or more in the proof of Lemma 3.6 is basically the non-optimal use of the δ-net alluded to in Remark 3.5.
Write e 1 , . . . , e n for the standard unit vectors in R n . Let θ 1 , . . . , θ N 1 and η 1 , . . . , η N 2 be the unit vectors whose existence is proven in Lemma 3.6. We now define the centrallysymmetric convex body K ⊆ R n to be the convex hull of the 2(N 1 + N 2 + n) vectors
We write γ n for the standard Gaussian measure in R n , whose density is
We will use below the standard bound (2π)
Lemma 3.7. We have that |K| ≤ C n , where C > 0 is a universal constant.
Proof. We will mimick an argument by Gluskin [7] . For a centrally-symmetric convex body K ⊆ R n we denote its polar body by
Let Z be a standard Gaussian random vector in R n . According to the Khatri-Sidak lemma ( [10] , [23] , see also [7] for a simple proof),
Since Z · θ i is a standard Gaussian random variable, we know that
Consequently,
Recalling from (17) the values of our parameters, we obtain
Since the density of the measure γ n does not exceed (2π) −n/2 , we conclude that
The conclusion of the lemma now follows from the Santalo inequality (see e.g. [2, Theorem 1.
3.4]).
Since e 1 , . . . , e n ∈ K/n while K ⊆ R n is convex and centrally-symmetric, we know that
Recall that R n |x| 2 dγ n (x) = n. By the Markov-Chebyshev inequality,
Let us now define the probability measure µ to be the convolution
where δ y is the delta measure at the point y ∈ R n . Then µ is a probability measure in R n .
Proof. For any i and j, the convex body 4K = 2K + 2K contains the set ±R 1 θ i ± R 2 η j + 2 √ nB n , according to (19) . The measure µ is an average of translates of γ n , each centered at a point of the form ±R 1 θ i ± R 2 η j . Consequently,
Write g for the continuous density of the measure µ. Setting ϕ n (x) = exp(−|x| 2 /2) for x ∈ R n , we have
Note that for any ξ ∈ S n−1 , z ∈ R n and t ≥ 0,
Lemma 3.9. For any ξ ∈ S n−1 and t ≥ 0,
Proof. By (21) we have that
Therefore, according to Lemma 3.6 and as ϕ ≤ 1,
completing the proof.
Proof of Theorem 1.3. We set
where 1 4K is the function that equals one on 4K and vanishes otherwise. Then f is an even, continuous probability density supported on T = 4K. According to Lemma 3.8,
Therefore, from Lemma 3.9, for any ξ ∈ S n−1 and t ≥ 0,
We also know that |T | 1/n ≤ C, according to Lemma 3.7. Therefore the desired estimate (2) follows from (22) .
The left-hand side inequality in Theorem 1.1 clearly follows from Theorem 1.3. Note also that Theorem 1.3 entails the optimality, up to a factor of log log n, of Corollary 1 from [19] .
Measures admitting tail bounds
This section is devoted to the proof of Theorem 1.5, which is a modification of the proof of Theorem 1.3. We are given a dimension n and α ∈ (0, 2]. We may assume that n ≥ 10 as otherwise the conclusion of the theorem is trivial. Lemma 4.1. Let Θ ∈ S n−1 be a random vector, distributed uniformly over S n−1 . Let ξ ∈ S n−1 be a fixed unit vector. Then,
and Ee
where c, C 1 > 0 are universal constants.
Proof. Denote Z = Θ, ξ . As in the proof of Lemma 3.2, the density of Z in the interval [−1, 1] is proportional to β n (1 − t 2 ) (n−3)/2 , where β n satisfies c √ n ≤ β n ≤ C √ n. We need to prove that
ds ≥ c and
The left-hand side inequality in (23) follows from
As for the right-hand side inequality in (23), we argue as follows:
2 e −t 2 /3 dt = 14 · e 16 + √ 147π.
Let us now introduce the parameter
Let Θ 1 , . . . , Θ N be independent random vectors, distributed uniformly in S n−1 .
Lemma 4.2. Assume that n ≥C. Then with probability of at least 1 − e −n 2 of selecting Θ 1 , . . . , Θ N the following holds: For all ξ ∈ S n−1 ,
Here, c, C,C > 0 are universal constants.
Proof. The constantC > 10 will be a sufficiently large universal constant whose value will be determined later on. Fix ξ ∈ S n−1 and set 
Consequently, for any fixed ξ ∈ S n−1 ,
Next, set
We may thus use Lemma 3.1 and conclude that for any fixed ξ ∈ S n−1 ,
We now select the universal constantC > 10 large enough so that the assumption n ≥C implies
where c 1 , c 2 , C 2 are the constants from (24) while C 3 is the constant from (25). Consider the functions
Clearly f is a 1-Lipschitz function, while for any 0 ≤ t ≤ 1,
where we used the elementary inequality
Hence g is an N 1/4 -Lipschitz function on S n−1 . Set δ = N −1/3 and let F ⊆ S n−1 be a δ-net of cardinality
From (24), (25) and (26), with probability of at least 1 − e −10n 2 of selecting Θ 1 , . . . ,
Since F is a δ-net, from (27) and the Lipschitz properties of f and g we obtain that with probability of at least 1 − e −10n 2 , for all ξ ∈ S n−1 ,
according to (26), while N 1/4 δ ≤ 1. Hence the conclusion of the lemma follows from (28).
We define the centrally-symmetric convex body K ⊆ R n to be the convex hull of the 2N + 2n points ±RΘ 1 , . . . , ±RΘ N , ±ne 1 , . . . , ±ne n ,
From now on in this paper, we write c, C, C 1 ,C etc. for various positive constants that depend solely on α ∈ (0, 2].
Lemma 4.3. Assume that n ≥C. Then with probability one, |K| ≤ C n , where C,C > 0 depend solely on α.
Proof. As in the proof of Corollary 4.3, it suffices to show that γ n (10nK
• ) ≥ c n . Let Z be a standard Gaussian random vector in R n , independent of the Θ i 's. By the Khatri-Sidak lemma,
However, n 8 exp(8n α/2 ) + 1 ≤ C · e 10n α/2 where C > 0 depends solely on α. Moreover, e 10n α/2 ≥ 2 assuming that n ≥C for someC > 0 depending on α. Hence,
wherec > 0 depends only on α.
We define the probability measure µ to be the convolution µ = γ n * ν where
Lemma 4.4. Assume that n ≥C. Then with probability one, µ(3K)
Proof. Note that K ⊇ √ nB n as ±ne 1 , . . . , ±ne n ∈ K. Consequently, the convex body 3K contains the set ±RΘ i + 2 √ nB n for any i = 1, . . . , N. As in the proof of Lemma 3.8, the measure µ is a mixture of translates of γ n , each centered at a point of the form ±RΘ i . Therefore µ(3K) is at least γ n (2 √ nB n ) which in turn is at least 1 − C exp(−cn) ≥ 1/2 by a standard estimate.
Lemma 4.5. Assume that n ≥C. Then with probability of at least 1 − e −n 2 , the measure µ admits ψ α -tails with parameters (C, c). Here, c, C,C > 0 depend only on α.
Proof. We will assume that the event described in Lemma 4.2 holds true, which happens with probability of at least 1 − e −n 2 . We need to show that for any ξ ∈ S n−1 , setting E ξ = R n | x, ξ |dµ(x), we have µ ({x ∈ R n ; | ξ, x | ≥ tE ξ }) ≤ C exp(−ct α ). for t > 0.
Since the event described in Lemma 4.2 holds true, we know that for any ξ ∈ S n−1 ,
Therefore,
A standard application of the Markov-Chebyshev inequality based on (30), which appears e.g. in [2, Section 2.4], shows that for any ξ ∈ S n−1 and t > 0, ν ({x ∈ R n ; | ξ, x | ≥ tE ξ }) ≤ C exp(−ct α ).
Since E ξ ≥ cR/ √ n ≥ c, we know that for any ξ ∈ S n−1 and t > 0, γ n ({x ∈ R n ; | ξ, x | ≥ tE ξ }) ≤ γ n ({x ∈ R n ; | ξ, x | ≥ ct}) ≤Ce −ct 2 ≤Ce −ĉt α .
Since µ = γ n * ν, we deduce (29) from (31) and (32).
Write g for the continuous density of the measure µ. Thus
Lemma 4.6. Assume that n ≥C. Then with probability of at least 1 − n −n the following holds: For any ξ ∈ S n−1 and t ≥ 0,
where C,C > 0 depend only on α.
Proof. We may assume thatC ≥ 5 is large enough so that the assumption n ≥C implies that 10n log n ≤ N ≤ e 10n . We may thus apply Proposition 3.4. According to the conclusion of this proposition, with probability of at least 1 − n −n the following holds: For all ξ ∈ S n−1 and t ∈ R,
where we recall thatC =C(α) depends solely on α ∈ (0, 2]. Consequently, for all ξ ∈ S n−1
and t ≥ 0 we may use (21) and obtain
where the last inequality follows from the ψ α -condition and a suitable choice of the constant C (see [2, Section 2.4] for standard computations related to the ψ α -condition). Inequality (40) implies that for any θ ∈ S n−1 ,
Once we proved the ψ 2 -estimate in (41), we may proceed as in the proof of Theorem 3.3.5 in [2] , and use Talagrand's comparison theorem, the ℓ-position of Figiel and TomczakJaegermann, and Pisier's estimate for the Rademacher projection. This establishes the desired inequality (37) in the isotropic case.
