The realization of exciton-polaritons -hybrid excitations of semiconductor quantum well excitons and cavity photons -has been of great technological and scientific significance. In particular, the short-range collisional interaction between excitons has enabled explorations into a wealth of nonequilibrium and hydrodynamical effects that arise in weakly nonlinear polariton condensates. Yet, the ability to enhance optical nonlinearities would enable quantum photonics applications and open up a new realm of photonic many-body physics in a scalable and engineerable solid-state environment. Here we outline a route to such capabilities in cavity-coupled semiconductors by exploiting the giant interactions between excitons in Rydberg-states. We demonstrate that optical nonlinearities in such systems can be vastly enhanced by several orders of magnitude and induce nonlinear processes at the level of single photons.
The achievement of strong coupling between quantumwell excitons and optical photons in semiconductor microcavities [1] has ushered in new lines of research on exciton-polariton systems. Their unique properties in combination with advanced semiconductor technology [6] are exploited for the development of novel devices such as next-generation lasers [2] but also offer a unique platform for fundamental studies of many-body phenomena [3] . Their excitonic component endows such polaritons with interactions that can drive a variety of collective phenomena from condensation [7] and superfluidity [8] to solitons [9] and parametric amplification [10] . Yet strongly correlated states and nonlinear processes at the level of individual photons [5] are inherently difficult to realize due to the weak and short-range nature of typical exciton-exciton interactions [3, 4] .
Here we describe how one can reach this quantum regime by dressing the photon field of semiconductor microcavities with strongly interacting Rydberg states of excitons. Excited states of excitons have been observed in transition metal dichalcogenide (TMDC) monolayers [11] and in Cuprous Oxide, where high lying Rydberg states with principal quantum numbers of up to n = 25 could be demonstrated [12] . Rydberg states feature a number of remarkable properties that are explored and exploited in atomic systems for cavity-QED experiments [13] , quantum simulations and information processing [14] as well as quantum nonlinear optics [15, 16] . Rydberg-exciton polaritons therefore offer a promising combination of such new capabilities afforded by the strong interactions between Rydberg states with the technological advantages of semiconductor photonics. Our theoretical framework permits to deduce the associated nonlinear optical response from the rather complex potential surfaces of interacting Rydberg-state manifolds (cf. Fig.1c) , and it indeed yields nonlinearities that exceed those of ground state systems [4] by many orders of magnitude. Remarkably, this vast enhancement can persist even in the presence of considerable Rydberg-state decoherence, up to 10 4 times stronger then for corresponding atomic Rydberg states [14] . This surprising behaviour is traced
FIG. 1. (a)
A Fabry-Pérot cavity yields strong near resonant coupling of the cavity fieldÊ (green) to a low-lying exciton state of a two-dimensional semiconductor. Another radiation field (purple) provides coupling to excitonic Rydberg states whose strong interactions generate a nonlinear response to the cavity field. (b) The cavity field generates deeply bound excitons with a coupling strength g and singlephoton detuning ∆. The additional field provides for twophoton resonant Rydberg-state excitation with a Rabi frequency Ω. (c) The resulting two-photon coupling from singly (|g, np ) to doubly (|µ ) excited Rydberg states is strongly influenced by their interactions which cause significant potential energy shifts, Uµ(r), and distance-dependent coupling strengths Ωµ(r) (gray coloring), depicted around the |µ0 = |10p, 10p pair state. The resulting photon-photon interaction is shown in (d) for g/2π = 5561Ghz [17] , ∆/2π = 700Ghz, γ/2π = 300Ghz andγ/2π = 0.3GHz.
back to an exciton-blockade mechanism not previously discussed for atomic systems, and shown to permit the generation of strongly correlated quantum states of light at the level of individual photons.
Figs.1a and 1b illustrate the considered setup based on near-resonant generation of semiconductor excitons by the photon field inside an optical microcavity and their further excitation to a Rydberg state via strong externally applied radiation. Importantly, the resulting three-level driving scheme permits to establish approximate conditions of electromagnetically induced transparency [18] that enable strong light-matter coupling at greatly reduced photon losses. Its realization in semiconductors requires quasi-particle band gaps in the optical domain as well as large exciton binding energies. For example, 2p excitons of the yellow series in Cu 2 O [12] are resonant with 580nm light and can be coupled to the strongly interacting 20s state at 50µm. Semiconducting TMDC monolayers feature even larger exciton binding energies in the range of 0.3−0.7 eV and a remarkably strong lightmatter coupling [19] . We calculate the non-hydrogenic excitonic Rydberg series of such single-layered TMDC materials [20] , accounting for the screened electron-hole interaction [11, 21] as well as Berry curvature effects arising from the band structure topology [22, 23] (cf. supplementary material, section A). In the following, we consider exciton states obtained for a binding energy of 0.3eV, equal electron and hole masses of 0.26m e [11] and a Berry curvature of 0.15nm
2 [23] . The latter gives rise to a distinct set of exciton states |n, m at each the K + -and the K − -points of the Brillouin zone. These are characterized by the principal quantum number n and the angular quantum number m = 0, . . . , ±(n − 1).
The nature of the interaction between such high-n excitons differs significantly from that of short-range collisions between low-lying exciton states [3] . Due to their enormous strength, the interaction between highly excited Rydberg-excitons typically becomes relevant at such large distances [12] that exchange effects [24] become negligible and direct electrostatic interactions play the dominant role. Consequently, the interaction potential has to be determined non-perturbatively from the dipole-dipole coupling between different pair states, |n 1 m 1 ; n 2 m 2 (cf. supplementary material, section B). As a function of exciton-exciton separation r, this yields a set of molecular states |µ , associated potential curves U µ (R) and optical coupling strengths Ω µ (r) (cf. Fig.1c) .
The ensuing consequences for the optical response are easiest understood within a simplified picture known from atomic systems [14] , where one assumesγ = 0 and considers only a single pair state |µ 0 with a van der Waals interaction potential U µ0 ∼ R −6 and negligible state mixing. By tuning the frequency of the Rydbergexcitation laser onto two-photon resonance one can establish EIT conditions within a frequency window Ω 2 /|Γ| determined by the Rydberg-excitation Rabi frequency Ω and Γ = γ +i2∆ given by the decay rate γ and the singlephoton detuning ∆ from the low-lying exciton line (see Fig.1b) . Therefore, the otherwise high optical susceptibility originating from the strong exciton-cavity coupling can be greatly reduced by resonant Rydberg-state coupling. This effect can be traced back to the formation of dark-state polaritons [18] whose coherence properties in the present case are predominantly limited by the Rydberg-state linewidth rather than the large decay rate of the low-lying exciton state. The strong interactions between Rydberg states can, however, drastically modify excitonic series at the K + -(red) or K − -point (blue) of the Brillouin zone with Ω/2π = 60GHz,γ = γ/n 3 and the remaining parameters as in Fig. 1 . The solid line shows the α ∼ n 14/3 scaling found for both K-points which results from the large-distance ∼ n 11 dependence of the Rydbergexciton interaction and the consideredγ ∼ n −3 decrease of their linewidth [12] . For lower principal quantum numbers, however, the interaction strength features a significant valleydependence. For comparison, the arrow indicates the nonlinearity measured [4] for ground-state excitons in GaAs. The inset shows corresponding transmission spectra upon changing the cavity frequency for n = 10 in the linear regime (dashed line) and for small driving |E| 2 = 2.5 × 10 this picture. In particular, the level shift, U µ0 (R) induced by a single Rydberg excitation can be sufficient to inhibit further excitation in its vicinity and thereby expose the strong optical response of the low-lying transition. This interaction blockade, thus, provides a simple mechanism for the emergence of strong, spatially nonlocal optical nonlinearities [25] that has been demonstrated in a number of recent experiments in atomic systems [15, 16] .
In a semiconductor, however, the much larger energy scales for the light-matter coupling and stronger decoherence prompt the necessity of a more advanced theory that accounts for the collective coupling to a large manifold of strongly interacting Rydberg-exciton states (cf. supplementary material, section C). To this end, we determine the nonlinearity for coherent light fields, described by the amplitude E(r), from the polarization
by solving the many-body steady state of the driven interacting excitons to leading order in the Rydberg-state densities. As detailed in the supplementary material (section D), this yields the linear response χ (1) and permits to deduce the third order nonlinear susceptibility χ (3) from the complex structure of the interaction potentials as shown in Fig.1c-d . Its real part defines an effective photon-photon interaction W (r) ≈ at which the probability to excite two Rydberg-excitons within the illumination area is suppressed by a factor of 2. This exciton blockade radius scales as ∼γ −1/6 . which can indeed be highly nonlocal ( Fig.1d ) and extends over several hundred Bohr radii a b -the characteristic length scale of interactions between ground state excitons [4] . The characteristic soft core shape of W (r) is consistent with the described blockade mechanism and features a strength reaching up to several tenths of eV , which in part arises from the high excitonic fraction,
, of the dark-state polaritons formed under EIT conditions [18] . Remarkably, this behaviour persists in a regime where the above simple picture of a single blockaded Rydberg state breaks down entirely and the broadened Rydberg-exciton lines cover many interacting pair-states that are shifted to near-resonant energies (Fig.1c) . This can be traced back to a strong redistribution of the cavity coupling strength by the dipoledipole interaction over a large number of Rydberg states that ultimately inhibits even the near resonant excitation of interacting Rydberg excitons. It is this "dilution blockade" that facilitates the emergence of strong photon interactions for broad Rydberg-excitation lines, as typically neglected for atomic systems but fully accounted for in the present formalism.
The nonlinearity can be probed experimentally by measuring the associated frequency shift
of the cavity transmission line. Here α = dr 2 W (r) characterizes the effective photon interaction, in equivalence to the effective polariton scattering length arising from collisional exciton interactions, as observed, e.g., in GaAs [4] . As shown in Fig.2a , the interaction strength achievable with Rydberg excitons exceeds that of collisional interactions by several orders of magnitude and strongly increases with the principal quantum number.
While the finite Rydberg-state linewidth can often be neglected for atomic systems [14] , it may present a major limiting factor for solid-state settings. However, as shown Fig.2b , the vast enhancement of the optical nonlinearity even persists for considerable values ofγ ≈ 0.1meV, which is one order of magnitude higher than would be expected from pure radiative decay in WSe 2 monolayers [26] . Equally important, the enormous strength of the nonlinearity makes it possible to operate at such low probe-light intensities that additional exciton-density dependent effects [26, 27] would not degrade the coherence of the system in the present situation.
Having established the emergence of a strong nonlinear response to weak coherent light fields in spatially extended geometries, we can finally explore its effect on a few-photon quantum level. To this end, we now consider the opposite limit of a cavity that is coherently driven over a small illumination area with diameter d (cf. supplementary materials, section E). For sufficiently small d the cavity can only accommodate a single Rydbergexciton due to either or both of the blockade mechanisms described above. As a result, a single cavitypolariton will expose the high optical response of the low-lying exciton transition and ultimately block photon transmission for a sufficiently strong cavity coupling. As shown in Fig.3a , the effective photon-photon interactions are indeed strong enough to alter the photon statistics over large distances and generate nonclassical states with strongly suppressed zero-time photon correlations, g (2) (0) < 1, for up to d ∼ 1µm. The collectively enhanced cavity-coupling to the spatially extended illumination area even enables single-photon transmission with g (2) (0) ≈ 0, while increasingγ lowers Rydberg excitation and thereby gradually degrades the photon blockade induced by the single delocalized exciton. Importantly, however, the exciton blockade is largely unaffected by Rydberg state decay and decoherence, with a blockade radius that decreases only weakly as R Our results show that Wannier Rydberg excitons provide an intrinsic mesoscopic lengthscale capable of supporting collective excitations that permit the all-optical manipulation of light. Yet, this photon interaction-range can be much smaller than typical system sizes, which opens up a new regime of photonic many-body physics, well beyond the capabilities of corresponding atomic systems. Here, the strong achievable light-matter coupling, the demonstrated valley-dependent interactions and the special Bloch-band geometry of TMDC materials provide perspectives for exploring multi-component systems and topological states with many strongly interacting photons. On the other hand, the exaggerated properties of Rydberg-excitons [28] combined with the integrability and continually advancing functionalities of low-dimensional semiconductors [29, 30] hold promise for few-photon [5] applications. Already on a classical level, the typical time and energy scales of the described system may enable fast optical switching at ultralow light-intensities, and the exploration of new collective nonlinear phenomena in exciton-polariton condensates.
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Appendix A: Single Exciton Solution
Semiconductor excitons are bound electron hole pairs whose binding energy reduces the free electron band gap to the quasi-particle band gap, which is important and in some cases dominant for the optical properties. Both electron and hole have intricate dispersion relations inherent to the material's band structure. Transition metal dichalcogenide (TMDCs) are direct semiconductors in the monolayer limit with least energy transitions at the K points, the corners of the hexagonal Brillouin zone [31] . Though monolayer TMDCs resemble graphene in many ways, their band structures differ in (at least) one mayor feature: While graphene exhibits Dirac cones at ±K, the valence and conduction bands in TMDCs are split naturally by a sizable band gap, rendering the dispersions quadratic for small reciprocal vectors k off the K points. Excitons in TMDCs are formed at the ±K points and have a large binding energy on the order of 0.5meV, making them stable against thermal fluctuations even at room temperature. A full theoretical description requires ab-initio methods, but an accurate and very insightful description is given by the standard effective model [22, 23] 
where E k is the electron/hole dispersion, f (k) are the amplitudes of creating a exciton at relative wavevector k and V k,k are the Fourier components of the electron-hole potential V eh (r). The Bloch states overlaps ck | ck (conduction band) and vk | vk (valence band) imprint the crystal topology onto the excitons. In an expansion around ±K these overlaps can be expressed as k dependent functions of the Berry curvature Ω 0 with the real space analogs [23] 
where τ = ±1 denotes the valley index and p is the momentum operator. Monolayer TMDCs being virtually twodimensional (2d) materials, the interesting situation arises in which the excitonic wavefunction is confined to the plane, while electromagnetic interactions can also enter the surrounding environment, i.e. are three-dimensional (3d). As a result, the potential is screened at short separations between electron and hole (as is typical in bulk materials), but essentially unscreened at larger distances. Following the model in [11, [32] [33] [34] [35] [36] of this situation we use the well-established potential
where H 0 is the first Struve function and Y 0 is first Bessel function of the second kind and r 0 is the effective screening length (taken from [11] ), capturing the cross-over between Coulomb behavior at large r and a (weaker) logarithmic decay at small r. Introducing center-of-mass and relative coordinates
the Schrödinger equation for the relative coordinate reads
where µ = mem h me+m h is the reduced mass. A product ansatz ψ(r) = ρ(r)Φ(φ) gives
where we refer to m as the "angular" quantum number (cf. below for comparison with 3d case), leading directly to the orbital eigenfunctions
The radial equation then reads
We cast the radial solutions as u(r) = r β ρ(r), transforming the radial equation into
Standard
2 . This potential has very unusual properties [37] because it is just on the boundary of permitting bound states (those are impossible for stronger potentials V ∝ 1/r 2+ ). We follow a recently proposed algorithm [38] which suggests an Euler integrator anticipating the correct solution.
Let us now comment on the physical implications of this exciton model: The excitonic wavefunction is fully characterized by the the principal quantum number n determined from the radial solution and and the angular part m. Compared to the 3d Coulomb case, the quantum number l is "frozen" at its maximum value, thus leaving only n and m [39] . The latter determines the optical properties, such that we refer to m = 0 as s-states, |m| = 1 as p-states etc. While the exact 1/r Coulomb potential leads to a complete degeneracy of all states at given n, the screened potential V eh splits the energy states according to |m|. Contrary to expectations based on the 3d counterpart, this (quantum) defect scales almost linearly with |m|, allowing to optically address states other than the s-states (Fig. S4 ). The energy shifts are quite pronounced and dominate the non-hydrogenic nature of the spectrum [11] , whereas the second and third terms in Eq. (A2) are small corrections. They are topological terms, accounting for a combination of strong spin-orbit coupling in TMDCs and the breaking of inversion symmetry which results in the six K-points falling into two different classes ±K [40] , characterized by Berry curvatures ±Ω 0 . While both Berry terms are rotationally symmetric and, thus, do not mix (bare) states of different m, the first term acts like a position dependent magnetic field (∇V × p) z = B(r)L z , B(r) = |∇V |, lifting the degeneracy in ±m. Note that this breaking of time reversal symmetry is opposite at ±K, restoring overall time reversal symmetry. This simplified expansion around K was first proposed for n = 2 where the energy splitting is largest [22] . We emphasize that the approximation improves as higher quantum numbers are considered.
TMDCs feature valley spin-orbit coupling of the valence and (to a lesser extent) the conduction band, such that the bands acquire different energy shifts and are susceptible to either σ + or σ − light [40] . By using either of the circularly polarized types of light, we can restrict our attention to the quadratic regions close the +K or −K points in the Brillouin zone. For the intra-excitonic transitions to the Rydberg states optical selection rules arise directly from the excitonic wavefunctions: only transition with m = m ± 1 are dipole-allowed. In particular, we can select m = m + 1 using σ + light and m = m − 1 by using σ − light.
Appendix B: Excitonic Pair Interactions
Excitonic ground state interactions are typically of exchange character: The wavefunctions of two excitons overlap giving rise to interactions based on the fermionic nature of the electrons. If addressing Rydberg states, excitons are usually separated by hundreds of Bohr radii, such that the primary type of interaction is electromagnetic. At such great distances r screening effects become negligible for the aforementioned reasons
and the resulting Coulombic terms
where r h1e2 is the separation of the first exciton's electron from the second exciton's hole and so on, are expanded into a standard van der Waals potential with respect to the center of mass coordinates, using expansions of the form where R = R 1 −R 2 is the vector connecting the excitons' centers of mass, q e1h2 = m h r 1 +m e r 2 and q z e1h2 = q e1h2 R/R is the projection of this vector on R. We arrive at the well-known dipole-dipole interaction (in relative and center of mass coordinates) with z i = r i R/R
The excitonic pair HamiltonianĤ
acts on the Hilbert space spanned by the product states {|α = |ψ n1m1 ; ψ n2m2 ≡ |ψ i , ψ j }. This basis diagonalizes the single-particle contributions for the first exciton
where E n,m is the energy of state |n, m , and likewise for the second exciton but it is coupled by the off-diagonal terms in
where we can w.l.o.g. choose the absolute in-plane orientation θ = 0, V dd,rad falls off with R −3 and contains the dipole matrix elements. The numerical diagonalization is facilitated by the symmetries of the excitonic Hamiltonian. First, as is obvious from the pair basis representation, V dd does not couple states with even and odd M = m 1 + m 2 . Second, the entire Hamiltonian is invariant w.r.t. particle exchange, implying that the Hilbert space can be decomposed into non-interacting subspaces of odd and even states. In a LCAO-type numerical procedure, we diagonalize the excitonic spectrum in the subspace of symmetric states with even M with a LAPACK algorithm for sparse matrices, ensuring convergence by varying the basis set.
By diagonalizing the Hamiltonian from Eq. (B5) we obtain the excitonic interaction potential surfaces U µ , as shown for example in Fig. 1c in the main text. As the van der Waals interaction increase enormously with n, it couples only excited states and leaves the excitonic ground states unchanged. Thus, we summarize the diagonalization formally in the unitary transformation
restricting |α to the manifold of doubly excited states.
Appendix C: Total Hamiltonian and Equations of Motion
We consider an infinite system of excitons in a cavity. Each exciton has a vacuum state, an excitonic ground state g (corresponding to |1s and created byX † g ) at ω ex g and a number of interacting Rydberg states {k} (corresponding to |np and created byX † k ) at energies ω ex k . The excitons are driven by a weak cavity field (operatorÊ) at frequency ω p and a strong external laser field. We consider a single longitudinal cavity mode (for simplicity assume the lowest energy mode), such that we can describe the in-plane light propagation via a Schrödinger equation with effective mass m ph = nk z /c [3] , where k z = π lz , l z is the cavity width, n is the dielectric constant in the cavity and c is the vacuum speed of light. This picture is valid if k/k z 1 (quadratic band) and
lz (large separation of odd modes), which is (practically) equivalent to the first condition. As is standard in the low-excitation regime (discussed in detail below), we bosonize the spin operators, such that the Hamiltonian for the case of a coherent driving field
whereÊ(r) andX g (r) rotate at e iωint with respect to the lab frame, whileX k rotates at e i(ωin+ωc)t relative to the lab frame. Summarizing the previous sections, the first, second and third terms represent the free in-plane motion of the cavity field, the ground state and excited state excitons, respectively. The fourth line contains the laser coupling between vacuum and ground state excitons as well as the subsequent excitation to Rydberg levels (at driving frequency ω c ), while the second to last line describes dipole coupling between pairs of excitons, inducing many-body correlations. Balancing the pumping (final line), the excitonic dynamics is naturally subject to decoherence processes: Excited states may spontaneously decay to lower and dipole coupled states, but there are also dephasing mechanisms attenuating quantum coherences. Assuming δ-correlated decoherence mechanisms, we model both types of processes by single-particle Lindblad master equations L(ρ)
L †L ρ + ρL †L . In the limit of very small excitation fractions decay of excitons can be modeled as dephasing. Additionally, photons may leak out of the semiconductor cavity through imperfect mirrors at a loss rate κ. Within the used approximations, we can use an effective Hamiltonian to formulate Heisenberg equations of motion
We introduce the following notation
and eliminate the intermediate stateX
We remark that the adiabatic elimination of Eq. (C6) is exact (in the steady state) only for non-interacting excitons. The approximation we make by taking it over to the interacting many-body system works well if Ω ∆ 2 + γ 2 [41] . Note that this is last step reduces complexity from the equations but it is no fundamental limitation as the intermediate state can be treated fully. The final equations of motion read
These equations fully specify the temporal evolution of the quantum many-body system and are the starting point of all further calculations.
Appendix D: Nonlinear Optical Response
In the following section, we derive an effective nonlinear propagation equation for the in-plane cavity field. As can be seen from Eqs. (C7-C8), this requires, at least in principle, to obtain the full evolution ofX k , which couples to the entire many-body problem of excitons and spins. Instead, we restrict our attention to a set of physical conditions which affords three approximations permitting us to find a closed analytic solution. First, we consider the case of coherent light, allowing us to neglect field-spin correlationsÊX → EX. Second, we exploit that the internal excitonic dynamics evolve on a time scale much faster than the in-plane light propagation, such that we treat E(r) as an adiabatic parameter in solving the many-body excitonic steady state. Third, we focus on the limit of very small Rydberg excitation fractions, which can be achieved by weak cavity fields and is later checked self-consistently. This assumption implies that excitonic motion (i.e. the external degree of freedom) driven by dipole forces can be neglected and it is justified to solve the dynamics for a uniform distribution of excitons. Note that the internal degrees of freedom, the excitonic polarization, is position dependent and drives the optical response. We start our considerations by expanding the hierarchy of excitonic equations of motion, tracing the dependence of the main correlatorX † i (r )X i (r )X j (r) from Eq. (C8) to terms of the formX l (r )X k (r),X † l (r )X k (r) as well as the singleparticle elementX † k (r)X k (r). Besides single-and two-particle terms, couplings to three-particle correlators enter, which couple to four-particles correlators and so on. However, we are interested in the limit of weak driving fields, where only very few excitons are excited to their Rydberg state (cf. third step above). As the density of Rydberg states decreases, higher-order correlations become less significant and at sufficiently low densities we are justified in truncating the series at pair correlators. The regime of low densities is reached as soon as the expectation value of Rydberg excitons per photonic blockaded sphere is small. After taking expectation values and considering the excitonic adiabatic steady state (cf. second step above), we are left with a closed set of algebraic equations. The key step is to transform the steady state equations from the product basis to the pair basis (Eq. (B8)), as for example
where Y gl,µ (r, r ) is the expecation value of the operator destroying a pair state µ shared between excitons in r and r and replacing it by a product state of a ground state and a Rydberg state l in the same positions. The insights gained from the new basis are twofold: Firstly, the equations become diagonal (the residual off-diagonal couplings are very weak) and can, thus, be solved analytically. Secondly, the pair basis provides the correct energy scale to consider. Rather than using the unfeasible number of all states we restrict our attention to states within an energy window around the two-photon resonance. We eliminate two-particle terms and after some algebra Y gl,µ (r, r ) is expressed only in terms of single-particle correlators. Finally, we evaluate this explicit expression of the nonlinear response using the ansatz of the (approximate and non-interacting) EIT ground state X k = (2gE(r)Ω k )/(ΓΓ k + Ω 2 k ) and are now able to formulate a nonlinear equation for the medium's polarization P(r) = X g (r) (Eq. (1) in main text)
The linear susceptibility χ (1) is given by
while the nonlinear susceptibility χ (3) reads
where we defined
Both single-particle and two-particle terms have very weak off-diagonal coupling terms, which we capture perturbatively with the help of F
(1) k and F
k , both of which are typically quite small. It turns out that there are only odd terms affecting the light field. In fact, all even orders vanish as can be shown from the inversion symmetry of a medium. While one could object that TMDC materials break inversion symmetry leading to important features including second harmonic generation [42] , our results are restricted to the limit of Rydberg excitons, which span hundreds of thousands of crystal cells, and are, thus, very well approximated by (inversion-symmetric) continuous wavefunctions.
To arrive at the desired effective equation for the light field, we must consider that a cavity photon is converted into an exciton and, thus, evolves much more slowly. This is very closely related to the slow-light effect known from EIT propagation experiments [43] and, mathematically, it is found by solving all the coupled equations to first order in the slowly varying cavity field. Neglecting interactions in Eq. C8 we first iteratively solve the coherence for a single potential surfaceX
and then iteratively solve in the non-diagonal terms as done above giving
The remaining terms do not contribute to any linear terms in ∂ t E. As done above, we substitute into Eq. C6 and find as the only modificationX
We define the (slow-light) factor ν = 1 + 4g
k , such that the in-cavity dynamics is given by
We define the nonlinear interaction W (r) = g ν χ (3) (r) , which is shown in Fig. 1d (main text) and is the basis for Fig.  2 (main text) . The corresponding imaginary component constitutes a nonlinear absorption term Γ nl (r) = g ν χ (3) (r) . The inset to Fig. 2a (main text) is calculated by solving Eq. (D10) for the (flat) cavity steady state ∂ t E(r) = 0. The transmission is proportional to the ratio of the cavity steady state density and the input driving strength
and is evaluated as a function of the cavity frequency (via ∆ cav ) in the inset to Fig. 2a of the main text. The point of maxial transmission is therefore given by
For typical parameters the slow light factor can be approximated by the real number ν ≈ 4 g 2 Ω 2 , such that the nonlinear cavity shift can be expressed in terms of α = d 2 rW (r) as
as given in the main text.
Some Limiting Cases
To provide more insights of the complicated expressions of the nonlinear potential in Eq.
(D4), we analyze some of its features: At large distances the photonic potential goes to zero because the dipole interaction vanishes. Mathematically, we can see this from Eqs. (D4-D5) , where c *
, leaving no total contribution. Saturation as a single-particle effect cannot enter in the assumed limit of weak driving fields. The other limit is the plateau at small distances, where the dipole interaction pushes the molecular states far away from their product values. At even smaller distances, the states are mixed even more strongly, some re-enter the two-photon resonance. First, we consider the case V dd >γ, i.e. the interaction shift is larger than the decay-broadened Rydberg line. From the general equation we observe that for relatively small Rydberg decay and away from new resonances the terms Γ k Γ suppress contributions other than the resonant one. The nonlinear susceptibility thus reads
where we named the only active Rabi coupling to the Rydberg potential Ω. The nonlinear optical response, characterized by W (r) and Γ nl (r), is
where we used the very accurate approximation ν =
(Ω 2 +Γγ) 2 for simplicity. First consider the plateau height in the case of small separations, i.e. U → ∞
Next, we compare our multilevel theory with the simplified version of a single van der Waals potential U = C 6 /R 6 ( Fig. (S5) a) by fitting C 6 at great distances and continuing the potential into smaller separations. At large distances the optical potentials of both cases tends to zero, at small distances both enter a plateau region whose height is entirely determined by the laser parameters. Remarkably, the plateau height is precisely the same for the multilevel and the non-mixing single potential calculation (Fig. (S5) b) . This is because the physical mechanism at the heart of the plateau is the loss of a coupling pair state, an effect which can either be brought about by a shift (van der Waals fit) or the combined action of shifting and state mixing (full potential). Since the plateau height is identical we use the simpler single potential relations to analyze its scaling relations. For the special caseγ = 0 we find the familiar scaling relations in the dispersive regime ∆ γ In this limit, we can get a dominant real part by increasing the detuning. Ifγ = 0, however, the plateau height scaling takes a different form and we can derive from Eqs. (D17-D18) that neglecting the Rydberg decay is legitimate ifγ < Ω 2 /|Γ| = δ EIT and ∆ > γ (disperive regime). Another characteristic figure is the potential height U c = W (R c ) needed to form the potential, which we define via W (r c ) = 1 2 W (0). This shift determines the potential's characteristic length scale R c . Even for the single potential surface this is a rather lengthy expression, we examine here the special caseγ = 0 finding
In the dispersive regime we thus recover the simple physics outlined in the main text: The interactions must exceed leave the EIT window δ EIT = Ω 2 /∆ for a strong optical response. Although the full potential rises less steeply than the van der Waals fit we observe that its optical plateau typically rises at greater distances. This is, again, due to the loss of coupling strength thanks to state mixing. Some more detailed potential features, such as local minima, are also not captured by the single potential model. We conclude that while only the full response accounting for state mixing and resonances can capture all features, the above estimates based on the van der Waals model provide a reliable approximation for most important aspects.
Appendix E: Photon Correlations
In this section, we evaluate the quantum photon statistics of the cavity system described by Eqs. (C7-C8). We exploit that there is a natural separation of times scales. For realistic cavities (bad cavity limit) the light field will reach a steady state fast, usually on timescale given by κ −1 . This is followed by a relaxation of the excitons' internal dynamics on a much longer timescale and finally the onset of transverse density currents in the light intensity driven by the kinetic energy operator on a yet longer timescale [44] . Here, we focus on times shorter than necessary for the formation of intensity modulation, such that we can neglect the photonic kinetic energy term. The formal solution of Eq. (C7) reads, for coherent drivinĝ E(r, t) = e (t−t )
Since the cavity is initially empty we drop the term proportional toÊ(r, 0). Because of the timescale separation it now is possible to solve the integral in the Markov approximation. We first formulate the integral with a memory kernel (which does not change the limits of integration), τ = t − t 
