Abstract. We present a Branch-and-Cut algorithm where the volume algorithm is applied instead of the traditionally used dual simplex algorithm to the linear programming relaxations in the root node of the search tree. This means that we use fast approximate solutions to these linear programs instead of exact but slower solutions. We present computational results with the Steiner tree and Max-Cut problems. We show evidence that one can solve these problems much faster with the volume algorithm based Branch-and-Cut code than with a dual simplex based one. We discuss when the volume based approach might be more efficient than the simplex based approach.
Introduction
Since the early eighties, the Branch-and-Cut (B&C) algorithm has been used for a variety of combinatorial optimization problems, see [11] for a survey. In B&C, families of cutting planes are added to the formulation to tighten the linear programming relaxation at each search tree node. Traditionally these linear programming (LP) relaxations are solved by the dual simplex method, since the dual simplex method is well suited to warmstart the subsequent LP relaxations. Many authors have reported difficulties due to degeneracy and to the number of dense rows in the LPs coming from combinatorial problems. In many cases most of the computing time in B&C methods is devoted to solve these LPs. The main result of our paper is that when solving the LP relaxations it can be advantageous to replace the dual simplex method with a fast approximate method, the volume algorithm [6] .
Note that our aim was to compare B&C codes based on the simplex method and the volume algorithm when all else are equal. The speed of a B&C code very heavily depends on the quality of cut generation and primal heuristics. While we have implemented reasonable procedures, our main focus was on the LP engine comparison. Our max-cut code happens to be very competitive while the Steiner tree code is slower than the one presented in [28] .
The volume algorithm (VA) is an extension of the subgradient method that produces an approximate primal as well as a dual solution and lower bound for a minimization problem. Note that the primal solution delivered by the VA algorithm to an LP relaxation is a fractional approximate solution, which can then be used in primal heuristics to produce integer solutions. The traditional subgradient method produces only a dual solution and a lower bound for the LP relaxation. Like the subgradient method, the VA can be warmstarted using a dual feasible solution.
The subgradient method has been extensively used in combinatorial optimization, in cutting plane procedures it has been used under the name of "relax-andcut", see [18, 22, 30, 31] . In relax-and-cut the cutting planes are produced based on a solution to the Lagrangean problem (see (4) in Sect. 2). This is a point usually outside the optimal face of the LP relaxation. The difference with our procedure is that we produce the cutting planes based on a vector near the center of the optimal face. We claim that this makes the cutting planes very effective. A further discussion appears in Section 5. Note that a B&C code using an interior point method based LP engine should exhibit similar behavior as one based on the VA, since both LP engines produce primal solutions near the center of the optimal face. Indeed, Mitchell [33] has shown that this is the case. However, interior point methods suffer from the lack of warmstarting ability unlike the VA, which can be warmstarted with the previous dual feasible solution.
For a B&C code to work efficiently with an LP solver the following conditions have to be met. The LP solver must provide a lower bound on the LP optimum (for bounding); it must be possible to warmstart the LP solver (for efficiency) and a primal solution of the linear program must be produced by the LP solver (for cut generation and branching). This primal solution need not necessarily be optimal; it is up to the the cut generation routine to separate the fractional solution from the integer programming (IP) polytope. If the cut generation routine cannot separate the primal solution (exact or approximate) from the IP polytope then branching is performed. The VA satisfies all three conditions, therefore a VA based B&C code should be successful for any problem which has an LP relaxation the VA is good at approximately solving. Besides the problem classes discussed in this paper set partitioning type problems also fall into this category (see [7] ). We believe that other combinatorial optimization problems (where the matrix is a 0/1 matrix and the problem is dual and/or primal degenerate) should also exhibit this behavior.
Our B&C implementation uses BCP, a state of the art Branch-Cut-Price framework designed to aid problem specific mixed integer programming implementations. BCP handles all general B&C related tasks allowing us to focus on problem specific issues like cut generation. Also, using BCP made the comparison of the dual simplex and VA based B&C easy, since BCP already has interfaces to both of these methods for solving the LP relaxations.
We have chosen two combinatorial problems for which simplex-based B&C algorithms are used as the common practice, these are the Max-Cut and the Steiner tree problems. We show that although the almost universal choice is the dual simplex method, our VA based code outperforms the other for the problem classes studied here.
We found that the VA was useful to deal with the LP relaxation at the root node of the B&C tree, we switched to the simplex method once branching was needed. We believe that this approach is useful for many other combinatorial problems for which solving the LP relaxation at the root node is computationally very intensive. There are other alternatives to the VA, for instance some experiments based on the bundle method have been presented in [20] . We used CLP an open source LP solver, we believe that our findings are independent of the LP solver used.
This paper is organized as follows. In Section 2 we describe the volume algorithm. In Section 3 we describe the BCP framework. Sections 4 and 5 are devoted to the Steiner tree problem in graphs and to computational results. Similarly, Sections 6 and 7 deal with the Max-Cut problem. Finally, conclusions and insights into when it might be advantageous to jump-start the branch-and-cut algorithm with the volume algorithm are given in Section 8.
Solving the linear programming relaxations with the volume algorithm
We use Lagrangean relaxation to deal with the arising linear programming relaxations during the B&C run. Lagrangean relaxation has been used in combinatorial optimization since the seminal papers of Held and Karp [23, 24] and Held, Wolfe and Crowder [25] . Lagrangean relaxation for solving LPs has been implemented via the subgradient algorithm. We use an extension of the subgradient algorithm, the volume algorithm [6] . This method produces not only a lower bound and a dual solution, but also an approximate (fractional) primal solution to the linear program. The convergence properties of the VA have been studied in [4] .
At any stage of the the B&C algorithm the linear relaxation of the combinatorial problem can be stated as
We use Lagrangian relaxation on inequalities (2) . This approach has also been used in [7] for solving set partitioning problems. For a vector of dual multipliers π ≥ 0, a lower bound on the minimum of (1) is given by
In order to maximize the function L(·) we apply the volume algorithm sketched out in Algorithm 1, see also [6] .
4 while new iteration should be done do
5
Compute v t = b − Ax and π =π + sv t for a step size s given by (6).
Solve (4) with π = π t to get its solution
Notice that in Step 10 we updateπ only if z t >z, so this is an ascent method. We are trying to mimic the bundle method [29] , but we want to avoid the extra effort of solving a quadratic problem at each iteration.
One difference between this and the subgradient algorithm is the use of the primal update formula in Step 8. If x 0 , . . . , x t is the sequence of vectors produced by problem (4), then VA yields
So we should look atx as a convex combination of {x 0 , . . . , x t }. The assumption that this sequence approximates an optimal solution of (1)- (3) is based on a theorem in linear programming duality that appears in [6] . This says that the values of the primal variables correspond to the volumes below the faces of the dual problem. With the primal update we estimate these volumes. Notice the exponential decrease of the coefficients of this convex combination; later vectors thus receive much larger weights than earlier ones. At every iteration the direction of movement is being updated based onx, so this is a method with "memory" that does not have the same zig-zagging behavior as the subgradient method.
Here the formula for the step size is
where λ is a number between 0 and 2, and T is a target value. We start with a small value for T , and each time thatz ≥ 0.95 T , we increase T to T = 1.05z. In our implementation we set the value of λ based on counting how many iterations of the following types are encountered: Red: Each time that we do not find an improvement (i.e. z t ≤z), we call this iteration red. A sequence of red iterations suggests the need for a smaller step-size. Yellow: If z t >z we compute
If d < 0 it means that a longer step in the direction v t would have given a smaller value for z t , we call this iteration yellow. Green: If d ≥ 0 we call this iteration green. A green iteration suggests the need for a larger step-size. At each green iteration, we multiply λ by 1.1. If the result is greater than 2, we set λ = 2. After two consecutive yellow iterations we also multiply λ by 1.1 and we set it to min{λ, 2}. After a sequence of 20 consecutive red iterations, we multiply λ by 0.66, unless λ < 0.0005, in which case we keep it constant.
The value of α in the primal update formula is chosen as the solution of the following 1-dimensional problem:
The value u is originally set to 0.1 and then every 100 iterations we check ifz has increased by at least 1%. If not, we divide u by 2, unless u is already less than 10 −5 , in which case it is kept constant. This choice of α is very similar to the one proposed in [38] ; the difference is in the bounds u/10 and u.
The Branch-and-Cut framework
We used BCP, a Branch-and-Cut-and-Price framework. BCP handles all general B&C related tasks allowing us to focus on problem specific issues like cut generation. Also, using BCP made the comparison of the dual simplex and VA based B&C easy, since BCP already has interfaces to both of these methods for solving the LP relaxations. To solve LPs with the simplex method we have used CLP [19] . All these codes (an implementation of the Volume Algorithm, CLP and BCP) are open source codes and available from the COIN-OR project [13] .
For the Steiner tree problem, when we branched, on one side we forced a nonterminal node to become a terminal, on the other branch we forced that node to not be included in the Steiner tree. We used the strong branching technique introduced in [2] . Each time, five nodes were used as branching candidates.
For the max-cut problem we branched on a fractional variable. We also used strong branching, choosing five variables close to 0.5 as branching candidates.
We also used reduced cost fixing, see [34] . Namely, given a dual vectorπ, let L(π) be the lower bound given by (4) . Let U B be an upper bound and denotē c = c −πA. With this notation if L(π) +c j > UB for an index j then x j = 0 can be fixed and, respectively, if L(π) −c j > UB then x j = 1 can be fixed.
We allowed a maximum of 2000 inequalities to be added at any particular iteration. An inequality was removed if its dual variable had been zero for two consecutive iterations and the lower bound had increased.
Branching was used each time the gap between lower and upper bounds did not decrease by at least 0.1% in the last three iterations.
In the volume based code we switched to the simplex method when tailing off (through several consecutive iterations the gap between the lower and upper bounds does not shrink sufficiently) in the root node was detected and from then on we have used the simplex method. This is needed, since the approximate lower bound given by the volume algorithm is 1-2% off of the exact LP value and this inaccuracy prevents proving optimality.
Steiner tree problems in graphs
Given an undirected graph G = (V, E) and a subset of the nodes T ⊆ V called terminals, a Steiner tree for T in G is an acyclic connected subgraph of G that spans T . Let c ij ≥ 0 for each edge ij ∈ E, be an edge-cost. The Steiner tree Problem in graphs asks for the Steiner tree of minimum total edge cost. A natural formulation comes from looking at cuts in the graph that separate terminals and write an inequality saying that at least one edge in the cut should be taken. It has been shown in [21] that the "cut formulation" associated with a directed graph gives a stronger linear programming relaxation than a similar formulation associated with an undirected graph. For that reason we work with directed graphs, we choose one terminal as a root r and look for a Steiner arborescence. The linear programming relaxation is min cx (9) i/ ∈S, j∈S
We deal with this relaxation in a cutting plane fashion. This formulation was proposed in [1] and has been used in [12, 28] . An equivalent formulation has been used in [32] . Computational results using the VA with an equivalent multicommodity flow formulation have been presented in [3] . Although the separation problem for inequalities (10) reduces to a minimum st-cut problem, we use a faster heuristic as follows. Letx be the current solution vector in the cutting plane procedure. Define the weights on the arcs as
) (we will specify the multiplier d ij later) and find a minimum weight arborescence A. From A we derive cutting planes in two different ways. First, for each arc of A we remove it, thus dividing the node set of the graph into two parts, and test whether the associated inequality is violated. Second, while we execute Edmonds' [17] algorithm for finding a minimum weight arborescence we repeatedly contract cycles creating a sequence of supernodes. We always test whether the inequality corresponding to the original nodes in a newly created supernode is violated or not.
For selecting the multipliers d ij we employ three different methods: set all of them to 1, set d ij = c ij and set d ij =c ij , the reduced cost of variable x ij . We have found that we got the best results when we generated cuts based on each setting; none of them could be left out without taking a performance hit.
Another advantage of using this heuristic instead of exact cut generation (besides much faster execution) is that we can also derive upper bounds simultaneously with the cut generation. Given an arborescence A we construct a Steiner tree by simply recursively deleting all arcs leading to leaves that are non-terminal nodes.
To compensate for possible misses of our heuristic we do run the exact cut generation routine for every terminal node that is not separated from the root by any of the heuristically generated cuts. In our experience this rarely had to be done.
Another way to produce upper bounds is based on a heuristic due to TakahashiMatsuyama [36] and is described in Algorithm 2. We have used an extended version of this algorithm (see, e.g., [28] ) as follows:
• Given a starting vertex v, run the Takahashi-Matsuyama heuristic for the digraph D = (V, A) with arc weights w ij = (1 −x ij )c ij . The resulting Steiner tree is T .
• Find a minimum spanning tree in the subgraph induced by the vertices included in the tree obtained in the previous step, considering original costs c ij as weights.
• Prune all non-terminal leaves. Compute the shortest path from t to T .; 6 Add the terminal node closest to T and the corresponding path to T .
Since this heuristic is computationally expensive, we ran it every 5 iterations of the cutting plane procedure.
Computational results on the Steiner tree problem
We ran all experiments on an IBM RS/6000 44P Model 270 workstation with a 375 MHz processor and 1GB of core memory.
Our implementation is very similar to the one presented in [28] , the main difference is that we use the VA to handle the linear programs. In Table 1 we present a comparison between our simplex based code and our volume based code. We took instances from Steinlib [27] , a library for Steiner tree problem in graphs. We did not treat the instances in Tables VI and VII of [28] because they were solved in [28] with a different technique. This consisted of running a branch and cut code to fix many variables and then restart the code from scratch when a certain percentage of the variables can be fixed. From the remaining problems treated in [28] we chose those instances that took more than 50 seconds to solve with either of our codes. A few problems (alue7065, alue7080, alut2610, and alut2625) were too big even after preprocessing to fit into our matchine. We have used a pre-processing code, obtained from Koch, which is a successor of the one used in [28] . Since the publication of [28] much stronger preprocessing methods were designed (see [37] and [35] ). With those methods many problems in Steinlib can be reduced to near trivial size. However, we believe that preprocessing is orthogonal to comparing the volume and simplex based branch and cut methods, thus we have not implemented these very sophisticated preprocessing techniques. Therefore our computational results are not comparable to the ones in [37] and [35] .
In the first column of Table 1 we have the name of the instance, then we present the number of nodes, number of edges, and number of terminals after preprocessing. These numbers are sometimes different than those in [28] since the preprocessing code has been updated since the publication of that paper. Then we present the time, lower bound, upper bound, the number of search tree nodes and the number of iterations in the root node for the volume based code. Finally we have the same data for the simplex-based code. Note that two numbers are listed for the number of iterations in the root node for the volume based code. The first is the total number of iterations while the second is the number of times we used the volume algorithm to solve the LP relaxation. We mark with a bullet (•) all cases where we have a proof of optimality. We had set a limit of 3 hours. Since the code checked the time only after solving each LP, the times reported are sometimes slightly larger than 10 800 s.
Observe that the volume based code is nearly always faster than the simplex based one, frequently significantly faster. The number of instances solved to optimality with the volume based code is larger than the number of instances solved to optimality by the simplex based code. There is only one problem (e12) the simplex based code solves but the volume based one does not. However when we have examined the log files, we found that when the simplex based run was faster the primal heuristics in the volume based run found the optimal solution (or in the case of e12, did not happen to find it at all) very late. If the optimal solution value were given to both runs then the volume based runs would always have finished faster. Also notice, that for those cases not solved to optimality, the volume based code always produced a better lower bound. Figure 1 gives an even more striking picture of the superiority of the volume based code. Here we chose several instances from Steinlib and plotted how the lower bound progressed in the root node (plots for other instances would exhibit the same structure). On these charts the results based on the VA are drawn with bold lines, those based on dual simplex are drawn with thin lines.
The charts on the left depict the value of the lower bound with respect to the elapsed time. It is clear that at any particular time the volume based lower bound is significantly better.
In charts on the right we have plotted the lower bounds against the iteration count. Notice, that the simplex based runs almost always do fewer iterations showing that the volume based runs take less time per iteration, i.e., the VA solves these LP relaxations faster. Also, we can see that the lower bounds are better with VA at any given iteration as well (not only at any given time).
The fact that the volume based lower bounds are superior indicates that the cuts generated from the primal solution provided by the VA are stronger. Notice that the primal vector used for producing cutting planes is the convex combination showed in (5). This is a point near the center of the optimal face. We believe that this explains the superiority of the cuts produced by the volume based code. A similar observation has been made in [33] when using a cutting plane method based on an interior point algorithm.
Finally, although we do not have exact figures, we have monitored the memory usage of the running programs and the simplex based runs used 2-4 times the memory than the corresponding volume based runs (before they switched over to the simplex based bounding).
The max-cut problem
Given a graph G = (V, E) with edge weights, the max-cut problem is defined as partitioning the set of nodes into two sets that maximize the total weight of the edges between the two sets. B&C algorithms for complete or highly dense graphs have been presented in [9, 16] . Max-cut in complete graphs has also been treated with Semidefinite Programming in [26] . In this paper we treat sparse graphs. The linear programming relaxation of the Max-Cut problem for sparse graphs is 
0 ≤ x ≤ 1. Here x e should take the value 1 if the edge e appears in the cut, and 0 otherwise. Constraints (12) are called cycle inequalities and they ensure that the intersection of a cycle and a cut has even cardinality. A polynomial time separation algorithm for this class of inequalities has been given in [10] , however we use a faster heuristic from [8] . Letx be the vector to separate, define weights
Then find a maximum weighted spanning tree T with weights w. For an edge e ∈ T , ifx e ≥ 1 −x e then the end-nodes of e should be on opposite sides of the cut. We give the label "A" to this edge. Otherwise, ifx e < 1 −x e then the end-nodes should be on the same side of the cut and we give the label "B" to the edge. Once every edge in T has been labeled the edges with label "A" define a heuristic cut K. Then for an edge e / ∈ T we add it to T and look at the created cycle C. If e ∈ K then we test the violation of the inequality (12) , where the set F is given by the A-edges. If e / ∈ K the set F is given by the A-edges and the edge e.
Computational results on the max-cut problem
We have run our experiments on an IBM RS/6000 44P Model 270 workstation with a 375 MHz processor and 1GB of core memory and 1 hour time limit. We have considered six different classes of sparse graphs.
The first four classes are max-cut problems arising from variations of the so called Ising spin glass model, a model in statistical physics, that has been studied in [5, 8, 14, 15, 33] . In one case the corresponding problem is to find the maximum cut in a toroidal grid where half of the edge weights in the grid are 1, the other half are -1. This problem class has been identified as a challenging case for simplex based cutting plane algorithms. In [15] the authors report that a 70× 70 grid takes on the order of 16 h on a Sun SPARC 10 machine. (Our running times are on the order of a minute on a roughly 30 times faster machine.) Toroidal grids have also been treated with a cutting plane algorithm based on an interior point algorithm in [33] . In that paper times of the order of 2200 s and 12 000 s are reported for 70 × 70 and 100 × 100 grids on a Sun SPARC 20/71 (which corresponds to roughly 110 and 600 s on our machine).
We have studied four variations of this problem. First the edge weights are either randomly generated from {1, −1} or generated with a gaussian distribution (keeping 6 significant digits). Also, an external magnetic field can be present or not, this is modelled by an extra node connected to every node in the grid (all the new edges have the same weight, which represents the strength of the field). All these models have significance in physics. Tables 2-5 show the results of the Ising experiments. To somewhat smooth out the randomness in the experiments we have generated 8 instances for each entry where there is no external field and (due to the large number of distinct problem characteristics) 4 instances when there was an external field. First the size of the toroidal grid is given (possibly followed by the field strength). Then we present the instances that could be solved to optimality by both algorithms. For them we present the the number of instances solved and for both codes the average running time of the solved instances. Then for the volume based algorithm we present the number of instances solved to optimality, then we present the average running time among all instances regardless of whether they were solved or not (for those not solved we use 3600 seconds as their running time). Finally, the same information for the simplex based code is presented. The fifth set of instances are quadratic 0-1 programming problems that have been transformed into max-cut problems (for details see [9] ). The results are displayed in Table 6 which has the same layout as the previous tables.
Finally, we have received a set of eight spin glasses problems that were reported to be very difficult in [15] . Table 7 gives our running times for these problems. These tables also show that it is advantageous to use the volume algorithm until it starts to tail off, but the superiority is not as clear-cut as it was for the Steiner tree problem. This is especially apparent for smaller sized Ising spinglass problems when stronger external field is present. For those problems the purely simplex based code consistently outperforms the other one. Upon examining the log files we have found the reason for this behavior, a reason which is very natural in hindsight.
If a problem can be solved in the root node quickly (in about 10 iterations) then the volume based code is at a disadvantage since first the volume algorithm has to tail off, then we switch over to the simplex method, and although that nearly always proves optimality, the extra 3-5 LPs solved with the volume algorithm slows down the code. On the other hand, if switching over to the simplex method does not prove optimality and we have to explore a reasonably large search tree then it is more or less random which code is faster (it depends on which one is luckier to find an optimal solution sooner).
Conclusions
We have presented B&C algorithms where the LP relaxations can be treated either with the VA or with the simplex method. We first considered the Steiner tree problem in graphs. The volume based approach was able to solve to optimality substantially more instances. For the instances not solved to optimality, the lower bounds produced by the volume based code were always better than the lower bounds produced by the simplex based approach.
Then we presented similar experiments with the max-cut problem. Again the superiority of the volume based approach is clear as we could handle sizes that had not been solved before. However this problem class presented a better insight to when it is advantageous to jump-start the B&C algorithm by solving the LP relaxations with the Volume Algorithm: whenever the bulk of the work is done in the root node (i.e., the search tree is reasonably small), but the problem cannot be solved in just a few cutting plane iterations.
Most B&C methods are being implemented based on the simplex method. For many combinatorial problems the resulting linear programs are extremely difficult to solve due to degeneracy and numerical difficulties. We expect that in these cases a volume based approach will be more advantageous.
