I. Introduction: Consider n objects each with m n < common attributes. Suppose that these attributes cannot be measured, yet the objects can be rank ordered according to each attribute. More often than not, different evaluators would rank order the objects differently on the basis of each attribute or criterion (or even a particular evaluator may rank order the objects differently in different sessions of evaluation). There may be a good deal of concordance among the ranking scores obtained by the objects on the different criteria and the different sessions, but, in general, the concordance would not be perfect. There will be a need to summarize the ranking scores obtained on varied individual attributes (criteria). The summary will be given by a single array of overall ordinal ranking scores, which would represent the detailed attribute-(criterion-) wise ordinal ranking scores. the one is to obtain Z such that the sum of squared (product moment) coefficients of correlation between the composite array of ranking scores, , Z with the individual arrays of ranking scores, is maximum. It may be noted that this criterion also minimizes the (Euclidean) distance between Z and X such that Z passes through the center of the swarm of points in .
X The product moment coefficient of correlation incorporates Spearman's coefficient of rank correlation as a special case.
III. The Conventional Principal Component Analytic Approach: However, as a matter of practice, Z is seldom found out so as to maximize 2 1 ( , ) . Y In order to do this, the Principal Components Analysis (Hotelling, 1933; Kendall and Stuart, 1968 ) is used which essentially runs into five steps: (i) standardization of j x to ( ) / 1, 2,..., and, thus, rank ordering based on the principal component analysis as described above is often sub-optimal (Mishra, 2008-b) . This is obvious in view of the fact the IV. The Ordinal Principal Component Approach: Korhonen (1984) and Korhonen and Siljamaki (1998) were perhaps the first attempts to directly obtain the overall ordinal ranking scores vector, , Z that maximizes 2 1 ( , ) . 
∑
The authors named their method as the 'ordinal principal component analysis'. In so doing, they used the constrained integer programming as a method of optimization (Li and Li, 2004) . It is obvious that their approach to obtain the solution (rank ordering) may fail or become inordinately arduous if the scheme of rank ordering (Wikipedia, 2008-a) is standard competition ranking (1-2-2-4 rule), modified competition ranking (1-3-3-4 rule) , dense ranking (1-2-2-3 rule) or fractional ranking (1-2.5-2.5-4 rule). This is so because the formulation of constraints in the integer programming problem with any ranking scheme other than the ordinal ranking (1-2-3-4 rule) would be extremely difficult or impracticable.
V. Objectives of the Present Work:
In this paper we propose a new method to obtain Z that maximizes ( , ) L r Z x irrespective of the choice of rank ordering scheme; it may be standard competition, modified competition, dense, fractional or ordinal. The matrix X may incorporate ordinal or cardinally measured variables. The norm, ( , ) L r Z x could be absolute (L=1, maximizing ) or any other Minkowsky's norm. The coefficient of correlation may be computed by Karl Pearson's formula (of which the Spearman's formula is only a special case) or Bradley's formula of absolute correlation (Bradley, 1985) . Different measures of norm as well as correlation may have different implications as well as applications.
learns from the others, typically from the best performer among them. Even human beings show a tendency to learn from their own experience, their immediate neighbours and the ideal performers.
The Particle Swarm method of optimization mimics the said behaviour (Wikipedia, 2008-c) . Every individual of the swarm is considered as a particle in a multidimensional space that has a position and a velocity. These particles fly through hyperspace and remember the best position that they have seen. Members of a swarm communicate good positions to each other and adjust their own position and velocity based on these good positions. There are two main ways this communication is done: (i) "swarm best" that is known to all (ii) "local bests" are known in neighborhoods of particles. Updating the position and velocity is done at each iteration as follows: • x is the position and v is the velocity of the individual particle. The subscripts i and 1 i + stand for the recent and the next (future) iterations, respectively.
• ω is the inertial constant. Good values are usually slightly less than 1. • x is the best that the particle has seen.
• ˆg x is the global best seen by the swarm. This can be replaced by ˆL x , the local best, if neighborhoods are being used.
The Particle Swarm method has many variants. The Repulsive Particle Swarm (RPS) method of optimization (Urfalioglu, 2004) , the one of such variants, is particularly effective in finding out the global optimum in very complex search spaces (although it may be slower on certain types of optimization problems). Other variants use a dynamic scheme (Liang and Suganthan, 2005) . In the traditional RPS the future velocity, 1 i v + of a particle at position with a recent velocity, i v , and the position of the particle are calculated by:
where,
• x is the position and v is the velocity of the individual particle. The subscripts i and 1 i + stand for the recent and the next (future) iterations, respectively. , r r r are random numbers, [0, 1] • ω is inertia weight, [0.01,0.7] • x is the best position of a particle
• h x is best position of a randomly chosen other particle from within the swarm • z is a random velocity vector • , , α β γ are constants Occasionally, when the process is caught in a local optimum, some chaotic perturbation in position as well as velocity of some particle(s) may be needed.
VI(ii). Memetic Modifications in the RPS Method:
The traditional RPS gives little scope of local search to the particles. They are guided by their past experience and the communication received from the others in the swarm. We have modified the traditional RPS method by endowing stronger (wider) local search ability to each particle. Each particle flies in its local surrounding and searches for a better solution. The domain of its search is controlled by a new parameter. This local search has no preference to gradients in any direction and resembles closely to tunneling. This added exploration capability of the particles brings the RPS method closer to what we observe in real life. However, in some cases moderately wide search works better. This local search capability endowed to the individual members of the swarm makes the RPS somewhat memetic (in the sense of Dawkins, 1976 and Ong et al., 2006) .
It has been said that each particle learns from its 'chosen' inmates in the swarm. Now, at the one extreme is to learn from the best performer in the entire swarm. This is how the particles in the original PS method learn. However, such learning is not natural. How can we expect the individuals to know as to the best performer and interact with all others in the swarm? We believe in limited interaction and limited knowledge that any individual can possess and acquire. So, our particles do not know the 'best' in the swarm. Nevertheless, they interact with some chosen inmates that belong to the swarm. Now, the issue is: how does the particle choose its inmates? One of the possibilities is that it chooses the inmates closer (at lesser distance) to it. But, since our particle explores the locality by itself, it is likely that it would not benefit much from the inmates closer to it. Other relevant topologies are : (the celebrated) ring topology, ring topology hybridized with random topology, star topology, von Neumann topology, etc.
Let us visualize the possibilities of choosing (a predetermined number of) inmates randomly from among the members of the swarm. This is much closer to reality in the human world. When we are exposed to the mass media, we experience this. Alternatively, we may visualize our particles visiting a public place (e.g. railway platform, church, etc) where it (he) meets people coming from different places. Here, geographical distance of an individual from the others is not important. Important is how the experiences of others are communicated to us. There are large many sources of such information, each one being selective in what it broadcasts and each of us selective in what we attend to and, therefore, receive. This selectiveness at both ends transcends the geographical boundaries and each one of us is practically exposed to randomized information. Of course, two individuals may have a few common sources of information. We have used these arguments in the scheme of dissemination of others' experiences to each individual particle. Presently, we have assumed that each particle chooses a pre-assigned number of inmates (randomly) from among the members of the swarm. However, this number may be randomized to lie between two pre-assigned limits. , whichever the choice may be, such that Z is an array of ranking scores obtained by the individuals described by X , following a suitable scheme of rank ordering (such as the standard competition ranking, the dense ranking, or the ordinal ranking, etc) and the correlation function, In this sense, the optimand function is unusual and involves logico-arithmetic operations rather than simple arithmetic operations. This is unlike the formulation by Korhonen and Siljamaki (1998) who, by means of imposing constraints on the elements of , Z could convert the problem of optimization into a purely arithmetic procedure.
VIII. A Computer Program:
We have developed a computer program (in FORTRAN) to solve the problem. It consists of a main program and 13 subroutines. The subroutines RPS, LSRCH, NEIGHBOR, FSELECT, RANDOM and FUNC are used for the purpose of optimization. The subroutine GINI computes the degree of diversity in the swarm population on reaching the optimal solution by some members of the swarm. Other subroutines relate to rank ordering (DORANK) and computing the coefficient of correlation. In particular, the subroutine CORA computes Bradley's absolute correlation (Bradley, 1985; Mishra, 2008-a) . The parameters NOB and MVAR (no. of observations, , n and no. of variables, , m in ( , ) n m X ) need to be specified in the main program as well as in the subroutine CORD. In the subroutine DORANK the scheme of rank ordering should be specified (whether rank ordering is to be done by 1-2-3-4 rule, 1-2-2-4 rule, 1-3-3-4 rule, 1-2-2-3 rule or 1-2.5-2.5-4 rule). Presently, it is set to NRL=0 for the ordinal (1-2-3-4 ranking) rule. Parameters in other programs usually do not need re-specification. However, necessary comments have been given to change them if so needed in very special conditions. IX. Three Examples of Sub-optimality of the PCA-based Rank ordering: In order to illustrate the method of the most representative composite rank ordering suggested by us, the program developed for the same purpose, and the superiority of our method to the PCA-based rank ordering, we present three examples. All the three examples are simulated by us. Notation-wise, we use Y Xw 
F F
> , the sub-optimality of the PC-based 1 F for this dataset is demonstrated. Notably, the candidates #8, #20, #21 and #26 are rank ordered differently by the two methods. It may be noted that the changed rank ordering may mean a lot to the candidates.
IX(ii). Example-2:
The simulated data and Y, Y', Z 1 and Z 2 for this dataset are presented in Table- 2.1. The inter-correlation matrices, R 1 and R 2 and the associated weights and factor loadings also are presented in Tables-2. 2 and 2.3. The values of F 1 and F 2 for this dataset are 2.610741 and 2.610967 respectively. This also shows the sub-optimality of the PC-based 1 F . The candidates #2, #5, #12, #13, #14 and #30 are rank ordered differently by the two methods.
IX(iii). Example-3: One more simulated dataset and Y, Y', Z 1 and Z 2 for this dataset are presented in Table- 3.1. The inter-correlation matrices, R 1 and R 2 and the associated weights and factor loadings also are presented in Tables-3. 2 and 3.3. The values of F 1 and F 2 for this dataset are 4.476465 and 4.476555 respectively. Once again, it is demonstrated that the PC-based 1 F is suboptimal. The candidates #22 and #26 are rank ordered differently by the two methods.
X. Two Examples of Overall Rank ordering by Maximization of the Absolute Norm:
Earlier it has been mentioned that an overall composite rankings may also be obtained by maximization of
which is only an analogous version of maximization of Z ′′ rank order the objects differently (see objects #11 and #12 in Table 4 .1 and objects #9 and #16 in Table 5 .1). This equality suggests that maximization of the absolute norm yields multiple solutions. Absolute norm estimators often exhibit this property of multiple solutions (Wikipedia, 2008-b) . In the sense of sum of squared component loadings (F 1 and F 2 ), 2 Z ′′ performs better than 1 Z ′′ in example 4, but worse in example 5, although this is a different matter altogether. Obviously, under such conditions, no clear conclusion can be drawn.
XI. An Example of Overall Rank ordering by Maximin Absolute Correlation Criterion: In Tables 6.1 through 6.3 we present the results of an exercise to obtaining the composite rank ordering on the basis of maximin (absolute) correlation. Such maximin correlation signifies the floor (lowest absolute) correlation that the individual ranking scores ( X ) may have with the overall composite ranking score. In table 6.1, Z is demonstrated. Representation of X by the composite ranking scores has been presented in Fig.-1 . It may also be reported that in obtaining the overall rankings by maximin correlation, the optimization method (the RPS) is often caught in the local optimum trap and, hence, the program was run several times with different seeds for generating random numbers.
XII. Concluding Remarks: Rank-ordering of individuals or objects on multiple criteria has many important practical applications. A reasonably representative composite rank ordering of multiattribute objects/individuals or multi-dimensional points is often obtained by the Principal Component Analysis, although much inferior but computationally convenient methods also are frequently used. However, such rank ordering -even the one based on the Principal Component Analysis -may not be optimal. This has been demonstrated by several numerical examples. To solve this problem, the Ordinal Principal Component Analysis was suggested some time back. However, this approach cannot deal with various types of alternative schemes of rank ordering, mainly due to its dependence on the method of solution by the constrained integer programming. In this paper we propose an alternative method of solution, namely by the Particle Swarm Optimization. A computer program in FORTRAN to solve the problem has also been provided. The suggested method is notably versatile and can take care of various schemes of rank ordering, norms and types or measures of correlation. The versatility of the method and its capability to obtain the most representative composite rank ordering of multi-attribute objects or multi-dimensional points have been demonstrated by several numerical examples. It has also been found that rank ordering based on maximization of the sum of absolute values of the correlation coefficients of composite rank scores with its constituent variables has robustness, but it may have multiple optimal solutions. Thus, while it solves the one problem, it gives rise to the other problem. On this consideration, rank ordering by optimization of the absolute norm cannot be readily prescribed. The overall ranking of objects by maximin correlation principle performs better if the composite rank scores are directly obtained by maximization of min( 
----------------------------------------------------------------11: C ADJUST THE PARAMETERS SUITABLY IN SUBROUTINES RPS 12: C WHEN THE PROGRAM ASKS FOR PARAMETERS, FEED THEM SUITABLY 13: C -----------------------------------------------------------------

14:
PROGRAM RPSINDEX 15: CMIN=CDAT(1,J) 76:
PARAMETER(NOB=30,MVAR=5)!CHANGE THE PARAMETERS HERE AS NEEDED.
16: C -----------------------------------------------------------------
CMAX=CDAT ( 
----------------------------------------------------
-----------------------------------------------------------------98: C HOWEVER, THE FIRST ROW OF, THAT IS, XBAS(1,J),J=1,MVAR) MAY BE 99: C SPECIFIED HERE IF THE USER KNOWS IT TO BE OPTIMAL OR NEAR-OPTIMAL
100: C DATA (XBAS(1,J),J=1,MVAR) /DATA1, DATA2, .........
..., DATAMVAR/ 101: C ------------------------------------------------------------------
102:
WRITE(*,*)' *****************************************************' WRITE(*,*)'***************************************************** 
103: C ------------------------------------------------------------------
-----------------------------------------------------------------
WRITE(*,*)'----------------------
WRITE(9,*)'--------------------CORRELATION MATRIX --------------' 176: WRITE(*,*)'--------------------CORRELATION MATRIX --------------'
----------------------------------------------------------------
227: C -----------------------------------------------------------------
228:
PARAMETER (N=100,NN=30,MX=100,NSTEP=7,ITRN=10000,NSIGMA=1,ITOP=1) 229: 
PARAMETER (NPRN=50) ! DISPLAYS RESULTS AT EVERY 500 TH ITERATION 230: C PARAMETER(N=50,NN=25,MX=100,NSTEP=9,ITRN=10000,NSIGMA=1,ITOP=3) 231: C PARAMETER (N=100,NN=15,MX=100,NSTEP=9,ITRN=10000,NSIGMA=1,ITOP=3) 232: C IN CERTAIN CASES THE ONE OR THE OTHER SPECIFICATION WORKS BETTER 233: C DIFFERENT SPECIFICATIONS OF PARAMETERS MAY SUIT DIFFERENT TYPES 234: C OF FUNCTIONS OR DIMENSIONS -ONE HAS TO DO SOME TRIAL AND ERROR
235: C -----------------------------------------------------------------
-------------------CHOOSING THE TEST FUNCTION ------------------'
266:
CALL FSELECT(KF,M,FTIT) RANDS=0.D00 
267: C -----------------------------------------------------------------
-----------------------------------------------------------------
----------------------------------------------------------------------
---------------------------------------------------------------------
367: C---------------------------------------------------------------------
368: C IN THE LIGHT OF HIS OWN AND HIS BEST COLLEAGUES EXPERIENCE, THE
400: C ------------------------------------------------------------------
----------------------------------------------------------------
'------------------------------------------------------'
---------------------------------------------------------------
----------------------------------------------------------------
511:
SUBROUTINE GINI(F,N,G) 512:
PARAMETER ( 
----------------------------------------------------------------
WRITE(*,*)'----------------------------------------------------' 543:
DATA TIT (1) *)'-------------------------------------------------- 
/'CONSTRUCTION OF INDEX FROM M VARIABLES '/ 544: C -----------------------------------------------------------------
----------------------------------------------------------------
-----------------------------------------------------------------
574:
SUBROUTINE CORD(M,X,F) 575:
PARAMETER (NOB=30,MVAR=5)! CHANGE THE PARAMETERS HERE AS NEEDED. 
576: C ------------------------------------------------------------------
