Burrowing benthic animals ventilate their burrow networks, and this enhances the transport of solutes in the sediment and exchange with the overlying water column, a process referred to as bio-irrigation. Various models have been proposed to model bio-irrigation, with different levels of sophistication related to model dimensionality and parameter numbers. Here we address the issue of model complexity for bio-irrigation in permeable sediments. To this end, we simulated flowline patterns and tracer signals using (1) a full 3D model that explicitly models the J-shaped geometry of the burrow in a suitable microenvironment surrounding the burrow, (2) a simplified 2D axisymmetric analogue, which neglects the burrow shaft and only models the location of burrow water injection, (3) a highly simplified 1D model obtained by laterally averaging the microenvironment. Simulation of two separate inert tracer experiments shows that the 2D pocket injection model includes essential features (downward advective transport, spatial heterogeneity of pore water velocity, mechanistic specification of the seepage area) that are lost upon averaging to the corresponding 1D model. This loss of model detail must be compensated for by the introduction of additional, non-mechanistic fitting parameters in the 1D description. Similarly, the extension of the 2D model to a full sophisticated 3D description requires a major increase in computational resources, but only leads to a marginal improvement in the data simulation. Accordingly, we conclude that the 2D description provides an optimal balance between model simplicity and predictive capacity.
Introduction
Benthic macrofauna create burrows or burrow networks that penetrate deeply into the anoxic zone of the sediment (Anderson and Meadows, 1978) . To sustain an aerobic metabolism, macrofauna flush their burrows with oxygen-rich water from the overlying water column, a process referred to as burrow ventilation (Gust and Harrison, 1981; Webb and Eyre, 2004) . This burrow ventilation has a significant impact on the sediment, as it forms the driving force for bio-irrigation, the enhanced transport of solutes in the surroundings of the burrows (Rhoads, 1974) . Bio-irrigation strongly influences sediment biogeochemistry (Davis, 1974; Aller and Aller, 1998; Wenzhöfer and Glud, 2004) , This creates an advective transport of pore water back to the sediment surface. Passing through the sediment, this return flow will in general attain a different composition as the water that enters the burrow, and hence, it will affect the composition of the overlying water.
To quantify the impact of lugworm bio-irrigation on sediment biogeochemistry, we employ models that each consist of three separate subunits (Table 1 provides a list of symbols). In a first step, we simulate the velocity pattern that is induced in the pore water by the lugworm's pumping. This model is termed the flow model (FM) and is based on the principle of momentum conservation. In a second step, the calculated pore water velocity is incorporated in the mass conservation equation of a particular solute. This model is termed the transport model (TM) and predicts the tracer's concentration distribution within the sediment. In a third step, we describe the compositional changes in the water overlying the sediment (as in closed-chamber or core incubations). This model is also based on mass conservation and is referred to as the water column model (WM).
A complete model statement of lugworm bio-irrigation thus requires the combined development of a specific FM, TM and WM. Here we will investigate six model statements, which incorporate different levels of model complexity (Table 2) . Two aspects determine the "complexity" of a given model: the number of model parameters (more "complex" models include more parameters) and the solution method (numerical solutions are more "complex" than analytical solutions). We start by formulating three basic models, which we refer to as the 3D, 2D and 1D baseline models. These models adopt a similar mechanistic approach, trying to capture the essential processes that determine lugworm bio-irrigation, while making abstraction of irrelevant details. Essentially, these 3D/2D/1D baseline models have an analogous structure, but differ in the detail with which the geometry of the lugworm burrow is described. In due course, these baseline models are then compared to simplified or extended versions (Table 2 ). Such modifications of the baseline models can be inspired from a mechanistic point of view, but can also include ad-hoc model adjustments that simply improve the model fit to the data (see below).
b. Baseline models
Under natural conditions, the pore water flow pattern induced by A. marina will be clearly three-dimensional (3D). To reproduce the fine details of this 3D bio-irrigation pattern, one can implement an explicit description of the J-shaped burrow geometry and the surrounding sediment (Fig. 1a) . Such a comprehensive 3D description is feasible in present-day modeling packages, and was recently explored by Meysman et al. (2005) . This 3D model of the lugworm burrow is the most complex description explored here (Fig. 1a) . While Meysman et al. (2005) only examined the flow model, here we take a further step and couple the 3D FM to corresponding TM and WM. The resulting bio-irrigation model uses three spatial coordinates ( x, y and z; Table 3 ) and is referred to the "3D baseline model" (Table 2) . Following the principle of Occam's razor, one could ask whether all this 3D detail is necessary to capture the relevant features of the lugworm's bio-irrigation. Reactive transport simulations coupled to three-dimensional flow fields are notorious consumers of computational resources. Moreover, to keep memory and runtime requirements within limits, 3D models have to use coarser discretization grids as compared to 2D and 1D counterparts (Fig. 2) . Coarser grids typically enhance numerical diffusion, and may create accuracy problems when resolving the steep concentration gradients of highly reactive constituents (e.g. O 2 ). Accordingly, there is a clear advantage in simplifying models to a lower dimensionality in terms of computation time, storage space and numerical accuracy. In addition, simpler models contain less parameters. Consequently, it is easier to interpret their output and to perform a parameter sensitivity analysis.
Recently, Meysman et al. (2006) proposed a simplified 2D version of the 3D flow model by Meysman et al. (2005) incorporating two idealizations. (1) The burrow structure only forms a small obstacle for the pore water flow, and hence, it has a negligible effect on the flow pattern. (2) Transfer by diffusion across the burrow walls can be neglected when compared to burrow water injection via the feeding pocket. Under these two conditions, Meysman et al. (2006) argued that the lugworm's feeding pocket can be modeled as a spherical source of burrow water, and so the model domain acquires an axial symmetry (Fig. 2b) . In other words, the geometry of the burrow itself becomes irrelevant, and the only important biological parameters are the location/shape of the feeding pocket and the pumping rate. Physically, the model domain still represents a 3D sediment zone, yet mathematically, the model now classifies as a 2D model, incorporating only two coordinates (the depth z and the distance r from the central symmetry axis). This combination of an axisymmetric FM with a corresponding TM and WM is further referred to as the "2D baseline model" (Table 2 ). In the past, the advective bio-irrigation resulting from burrow water injection has been described via 1D formulations (Benoit et al., 1991; Timmermann et al., 2002 Timmermann et al., , 2003 . In a third step, we can further reduce the geometrical complexity to arrive at a similar 1D description. The common feature of these 1D models is that they have no explicit representation of the burrow, and so burrow water does not pass through a particular "boundary surface" like that of the injection pocket. Instead, these models assume that burrow water is homogeneously injected within a specific depth layer, and subsequently, percolates upwards through a sediment column with a constant cross-sectional area (Fig. 1c) . Sometimes the injection zone is infinitely thin, thus resulting in a so-called point-injection model (Benoit et al., 1991) . Other models consider a finite injection zone with a uniform injection rate per unit of depth (Timmermann et al., 2002 (Timmermann et al., , 2003 . The baseline 1D model presented here a b c ( Table 2) is obtained by properly averaging the 2D baseline model (detailed below), and so, the injection layer is of the same thickness as the feeding pocket. Again, the model domain remains physically 3D, but the description is mathematically 1D (only the depth z is used as a spatial coordinate).
c. Model domain
The modeled sediment domain is exactly the same in the baseline 3D/2D/1D models, but for the internal details of the burrow geometry (Fig. 1) . This so-called "Arenicola domain" comprises a cylindrical volume of radius R c , containing a sediment column of depth H s and an overlying water column of height H w . It represents either a territory under natural conditions, or the cylindrical container/aquarium in which lab incubations are carried out. Each domain contains a single lugworm, and so, the radius is calculated from R c ϭ 1/ ͌ n, where n denotes the lugworm density [organisms per unit area]. For simplicity, the sediment-water interface is considered a flat surface, neglecting any micro-topography created by the lugworm's feeding pit and defecation mound.
The difference between 3D/2D/1D baseline models essentially concerns the representation of the burrow. In the 3D baseline model, the J-shaped burrow has a curved cylindrical form, which is described analytically using standard geometrical shape functions in FEMLAB (Fig. 2a , see also Meysman et al., 2005 for details). The J-shaped burrow is placed along the middle plane of the domain, with the centre of the feeding pocket at a distance d from the central axis (Fig. 1a) . This way, the geometry of the lugworm burrow depends on five parameters: (1) the burrow radius R b , (2) the length of the gallery L gal , (3) the length of the tail shaft L shaft , (4) the radius of the spherical feeding pocket R fp , and (5) the eccentric distance d. The feeding pocket is located at the same depth as the horizontal gallery, i.e., H fp ϵ L shaft . Because the burrow is placed in the middle plane, the lugworm domain becomes symmetric, and so, only half of the 3D domain has to be effectively discretized (Fig. 2a) . In the 2D baseline model (Fig. 1b) the burrow shaft is omitted, solely retaining the spherical void of the feeding pocket, which is positioned along the symmetry axis of the cylindrical sediment core. This idealization significantly reduces the model complexity. Instead of five, the burrow geometry is now described by two parameters: (1) the feeding pocket depth H fp , and (2) the feeding pocket radius R fp . In the 1D baseline model, all geometrical features of the burrow are completely abandoned. The injection of burrow water now occurs homogeneously within a sediment layer that has the same thickness as the feeding pocket (Fig. 1c) . This injection zone is centered at depth H iz ϵ H fp , and its half-width equals the radius of the feeding pocket R iz ϵ R fp . This way, it is clear that the baseline 1D model also depends on two "burrow" parameters. In other words, the baseline 1D model exhibits the same degree of complexity as the 2D baseline model with respect to the number of parameters (Table 2) .
A non-trivial assumption underlying all models presented here is the homogeneity of the model domain. Homogeneity implies that properties (porosity, permeability etc.) have uniform values throughout the sediment domain. Under natural conditions, sediment reworking by A. marina is thought to lead to considerable spatial heterogeneity in sediment properties (Meadows and Tait, 1989; Jones and Jago, 1993) . A coarse sediment layer is often observed at the level of the gallery and feeding pocket, attributed due to selective particle ingestion. Equally, the zone below the feeding funnel, where sediment slopes downwards to the feeding pocket, is considered to have distinct properties in comparison to the surrounding sediment. Still, in the models presented here, we do not include such spatial zonation in porosity and permeability because of three reasons. Firstly, implementing the principle of Occam's razor, we need to explore the most parsimonious model formulation first. So, we investigate to what extent the assumption of homogeneity can explain the existing observations. Secondly, past discussions on heterogeneity within lugworm habitat have been rather qualitative. Quantitative data on the extent of the permeable shell layer and the feeding funnel are lacking, nor are data available on the actual porosity and permeability values within these zones. Thirdly, spatial heterogeneity requires time to develop. The laboratory incubations used here for model validation, start from an initially homogeneous sediment, involve only short acclimation periods, and have limited incubation periods (1 hr-1 day). We assume that this time span is too short to develop significant heterogeneity.
d. Flow model (momentum conservation)
Irrespective of the dimensionality of the model, the flow pattern in the pore water is governed by the continuity equation for an incompressible fluid (Freeze and Cherry, 1979; Bear and Bachmat, 1991) (r, z) , and due to the axial symmetry, the terms containing derivatives with respect to the angular coordinate are dropped. 1D models are specified in terms of the Cartesian coordinate z, and so all terms containing the derivatives with respect to x and y vanish. Additional details on the above coordinate systems and operators can be found in Bronshtein et al. (2003) .
Coordinate system Cartesian Cylindrical
Coordinates 
where v is the pore water velocity and the porosity. The source term ⌫ represents the injection of burrow water per unit of volume. Note that the operator ٌ in Cartesian coordinates, as used in the 3D and 1D models, differs from that in cylindrical coordinates as used in the 2D models (see Table 3 ). The continuity equation (1) is the common starting point for the 1D/2D/3D baseline models. The subsequent procedure, however, differs between 1D (no representation of the burrow) and 2D/3D (explicit representation of burrow). In the 1D model, the lugworm's injection of burrow water into the sediment is emulated as an "internal" source. Technically, one imposes a certain source function ⌫ 0 upon the model, and subsequently, the velocity field is directly calculated from Eq. (1). In contrast, in the 2D and 3D model, the injected burrow water enters the model via an "external" source, i.e., implemented via the boundary condition along the feeding pocket. As a result, the physically ad hoc source term ⌫ is no longer required in 2D/3D.
Instead, the flow model formulation is now closed by the substitution of Darcy's law as a constitutive equation in the continuity equation (1). The resulting equation set can be presented in the same form for 3D and 2D (see Meysman et al. (2005) for 3D, and Meysman et al. (2006) for the 2D case). Darcy's Law can be stated in the general form as (Freeze and Cherry, 1979; Bear and Bachmat, 1991) 
where k denotes the permeability of the sediment, the fluid viscosity, the density of the pore water, p the pressure, g is the gravitational constant, and z represents the depth coordinate measured downwards from the sediment water interface (SWI). Assuming that (1) porosity and permeability remain constant over the sediment domain and (2) the pore water is incompressible, isothermal and of uniform salinity, the substitution of Darcy's Law (2) into the continuity equation (1) eventually leads to the Laplace equation (Meysman et al., 2005 )
where p e ϵ p Ϫ ( p SWI ϩ gz) is the pressure in excess over the hydrostatic pressure, and p SWI is the constant pressure at the SWI. The Laplace equation (3) produces the excess pressure distribution in the pore water, from which one can subsequently calculate the associated velocity vector field by means of Eq. (2). The solution of the Laplace equation (3) requires appropriate boundary conditions both externally, along the outer boundaries of the sediment domain, and internally, along the surface of the J-shaped burrow (3D) and/or the feeding pocket (3D/2D). The formulation of the external boundary conditions is identical in 3D and 2D models. At the SWI, we adopt a constant pressure p SWI , so the pore water freely flows out of the sediment and all flowlines are normal to the SWI. At the lower and lateral boundaries, we impose the no-flux condition v ⅐ n ϵ 0. Under laboratory conditions, the sediment is sealed off by the core lining, while under natural conditions, we assume a full coverage of the tidal flat by adjacent lugworm domains and that the flow does not penetrate deeper layers.
The conditions specified at the internal boundaries require more consideration. Both in the 2D and 3D model set-up, the feeding pocket forms the actual location where the lugworm pumps the burrow water into the sediment. As discussed in Meysman et al. (2005) , transient pumping activity should not significantly affect the flow pattern, and so the lugworm can be modelled as a mechanical pump with a steady pumping rate Q. The total water flow Q pumped by the lugworm should leave the feeding pocket through the surface S fp
When pumping, the lugworm exerts a constant excess pressure p e ϵ p fp along the surface of the feeding pocket. However, parameter values for p fp are not available in the literature, and typically, the lugworm's pumping rate Q is reported. In the flow simulations, we used the lugworm's pumping rate Q as an input parameter, while still imposing an isobaric pressure p e ϵ p fp along the surface of the feeding pocket. Taking advantage of the linearity of the problem, each flow simulation was preceded by a test simulation to determine the unknown value of p fp so that the integral (4) matches the specified input value for Q. In the 3D model, additional boundary conditions should be specified along the burrow wall. We will assume that burrow walls are impermeable to flow, and hence the v ⅐ n ϵ 0 condition holds. This assumption will be justified a posteriori (see discussion below). The 2D and 3D baseline FM are completely described by the equation set (2)-(4). As noted before, the 1D baseline FM is not derived as the solution of a separate model, but represents the laterally average of the velocity field obtained from the 2D model, i.e., 1D ͑z͒ ϭ ͗v
Since the 2D model generates a radial symmetric velocity field, all radial components of the 2D velocity vector vanish upon averaging, and hence, the velocity vector only retains a vertical component (5) pointing upwards (opposite to the direction of the z-axis). Although theoretically appealing, Eq. (5) is of little practical use: it cannot be used without first calculating the 2D model solution. However, there is an alternative to directly calculate 1D ( z), i.e., by calculating the depth dependent discharge ⌫( z) within the injection zone enveloping the feeding pocket. When we assume that burrow water is discharged homogeneously across the surface of the spherical feeding pocket, this discharge actually becomes constant throughout the injection interval (horizontal slices of equal thickness through a sphere have an equal surface area; Bronshtein et al., 2003) ⌫͑z͒
where A c is the surface area of the core. For an incompressible fluid, and a sediment configuration only permitting upward flow, the flow velocity at certain horizon should scale to the total fluid input below that horizon. Accordingly, the 1D velocity pattern that results from (6) is
Accordingly, one obtains three distinct zones in the 1D flow field. Below the injection zone, the advective velocity vanishes. Within injection zone, the advective velocity linearly increases from zero to the value Q/[A c ]. Above the injection zone, the advective velocity remains constant (see also Fig. 3b in Meysman et al., 2006) .
e. Transport model (mass conservation)
Once the velocity field v is computed from the flow model, this quantity can be implemented in the mass conservation equation for a pore water constituent. Here, we specifically consider the solutes Br Ϫ and NO 3 Ϫ , which are used as inert tracers in the validation experiments. For 1D/2D/3D baseline models, the applicable transport equation for a conservative tracer can be cast in the same generic form (Bear and Bachmat, 1991; Boudreau, 1997; Meysman et al., 2006 )
where D denotes the hydrodynamic dispersion tensor (see Table 3 for a proper definition of the operators in (8)). Note that superscripts are used to distinguish different tracer concentrations, i.e. the pore water concentration C pw , the burrow water concentration C bw , and the concentration in the overlying water column C ow (which is used below). As noted above, the distributed source term ⌫ only appears in the 1D model equation. Because the porosity is assumed constant over the sediment domain, porosity terms do not appear in equation (8). The hydrodynamic dispersion tensor D includes the effects of both molecular diffusion and mechanical dispersion, and is typically decomposed as D ϭ D mol ϩ D mech (Bear and Bachmat, 1991) . The tensor due molecular diffusion can be stated as
where I denotes the unit tensor, D mol represents the scalar molecular diffusion coefficient, and the factor [1 Ϫ 2 ln ] Ϫ1 represents a correction for tortuosity (Boudreau, 1996b) . The molecular diffusion coefficient D mol for Br Ϫ and NO 3 Ϫ are calculated as a function of temperature T and salinity S using the relations given in Boudreau (1997) . The mechanical dispersion tensor D mech is typically expressed as (Freeze and Cherry, 1979; Lichtner, 1996) 
where D T and D L are the transversal and longitudinal dispersion coefficients. The constitutive expression for the latter coefficients are taken from Oelkers (1996) 
which are valid for Péclet numbers in the range 1-100. The dimensionless Péclet number is calculated as Pe ϵ d 50 ʈvʈ/D mol , where d 50 denotes the median grain size. Eq. (8) produces the tracer concentration field over the lugworm domain, given a proper set of initial and boundary conditions. As initial condition, we assume a uniform tracer concentration C 0 pw in the pore water. At the sediment-water interface, we assume that advective transport dominates diffusion, and hence, the convective flux condition n ⅐ (DٌC pw ) ϵ 0 is implemented. At the lower and lateral side of the domain, the boundary is impenetrable to mass, i.e., n ⅐ (ϪDٌC pw ϩ C pw v) ϵ 0. In the 3D baseline TM, the same no-flux condition is specified at the burrow wall. Furthermore, we assume that the burrow is a fully mixed volume, and that the tracer concentration in the burrow water is not influenced by the lugworm's metabolism, i.e., C bw (t) ϭ C ow (t). Consequently, the water injected across the surface of the feeding pocket has the same composition as that in the overlying water column. Accordingly, in 2D and 3D models, the water that leaves the feeding pocket has the concentration C ow (t). In the 1D model, the injection of burrow water is described by the source term in Eq. (8), where ⌫ is given by Eq. (6), and C bw ϭ C ow (t). The time-dependent value of C ow (t) is obtained from the model of the overlying water column, as described in the next section.
f. Water column model
The water column overlying the sediment is assumed to be well mixed, and the initial tracer concentration is denoted C 0 ow . Accordingly, for a passive tracer, the total inventory in the lugworm domain should remain constant, i.e.,
where V s is the volume of the sediment and V ow stands for the volume of the overlying water. Hereby, we ignore the small volume of water stored in the burrow. Expression (13) can be re-arranged to obtain following explicit expression for the tracer concentration in the overlying water column:
The integral on the right hand side can be numerically evaluated by standard integration procedures.
g. Simplified and extended model versions
The 1D/2D/3D baseline models differ only in the way the lugworm's burrow geometry is described. In a first step, we will investigate how these three baseline models reproduce the data from the inert tracer experiments. When comparing model output and data, it will prove useful to adapt these baseline descriptions, and in due course, we will investigate three such "modified models" (Table 2) . A first modified model involves a further simplification of the 1D baseline model. Rather than scaling the injection zone to the finite diameter of the feeding pocket, we explore the asymptotic case where the injection zone has a negligible width. Mathematically, this means that we take the limit of Eq. (7) for R iz 3 0. This so-called "point injection model" splits the sediment domain into two zones, above and below the injection depth. At the internal boundary, the lugworm's discharge of burrow water now causes a jump discontinuity in the pore water velocity. In terms of parameters, the reduction in model complexity is quite moderate. The "simplified 1D model" incorporates one parameter less than its baseline counterpart. However, in terms of model solution, the reduction in model complexity is quite substantial. The coupling of the simplified TM to the associated WM allows an analytical solution to Eq. (14) when hydrodynamic dispersion is ignored. The full details of this solution procedure are given in the Appendix.
A second modified model involves the extension of the 2D baseline model with a more complex geometry. We replace the default spherical feeding pocket by an elliptic one with the long axis in parallel to the vertical. In terms of model complexity, this "extended 2D model" requires the introduction of one additional parameter. Instead of one radius R fp , the elliptic feeding pocket is now described by a minor radius R fp min (horizontally) and a major radius R fp max (vertically). This modification of the feeding pocket can be justified for several reasons. Under natural conditions, it is sometimes observed that the gallery is curved upwards, creating such a vertical extension of the injection zone. Also, the lugworm may reposition during incubation. As a result, the injection depth may shift over the course of incubation so that burrow water is injected over a larger horizon. In a steady state simulation, this dynamic phenomenon can be emulated by an apparent extension of the injection zone.
Finally, a third modified model is referred to as the "extended 1D model," and is specifically developed to allow comparison with the 1D model of lugworm bio-irrigation proposed by Timmermann et al. (2002 Timmermann et al. ( , 2003 . This model requires two separate extensions of our baseline 1D model. Firstly, in the model by Timmermann et al. (2002) 
mol is multiplied by a diffusion enhancement factor ␤, which is introduced to account for "pore water mixing due to meiofauna and dispersion due to hydrodynamical flows" (Timmermann et al., 2002) . No a priori information is available on the value of this ␤ factor, and hence, Timmermann et al. (2002) used it as an adjustable factor to improve model fits. Secondly, the model by Timmermann et al. (2002) distinguishes two concentric zones within the sediment. It is assumed that only a central "percolation zone" of radius R pz is truly affected by lugworm bio-irrigation, while an outer "stagnant zone" is not influenced. The percolation zone has a cross-sectional area A pz ϭ R pz 2 , and we denote the (radially averaged) pore water concentration within this zone as C pwϪpz ( z, t) . Similarly, the stagnant zone is of area A sz ϭ (R c 2 Ϫ R pz 2 ), and has the radially-averaged pore water concentration C pwϪsz ( z, t) . The interpretation by Timmermann et al. (2002) is that this percolation zone coincides-in cross-section at least-with the lugworm's feeding funnel through which water is transported backward to the surface. To this end, the scaling factor ϭ A pz /( A pz ϩ A sz ) is introduced, which varies between 0 and 1. Small values ( 3 0) indicate selective percolation through a small feeding funnel. In contrast, large values ( 3 1) indicate the absence of a feeding funnel, so that the injected water percolates homogeneously upwards across the whole section of the sediment domain. Based on mass conservation, it is readily clear that the advective velocity v pz ( z) and the source term ⌫ pz ( z) within the percolation zone are given by expressions (7) and (6) respectively, where the full core area A c now needs to be replaced by the percolation area A pz . This way, one obtains that
Note that the percolation zone in the model cannot be equated with the feeding funnel as such, because the percolation zone extends beyond the feeding depth all the way down to the bottom of the core. The governing equation within the percolation zone becomes a modified version of the mass balance (8) (Timmermann et al., 2002 )
where ␤ is the diffusion enhancement factor and is the percolation factor. The solution of equation (15) provides the depth profiles C pwϪpz ( z) in the percolation zone. The experimental data profile however contains the pore water concentration averaged over the whole width of the sediment domain. Properly averaging the concentrations within the separate zones thus leads to
where C pwϪsz ( z, t) is simply equated to the background concentration of the tracer in the pore water.
In summary, the extended 1D model by Timmermann et al. (2002) introduces two new fitting coefficients: the restriction factor and the diffusion enhancement factor ␤. In total, the extended 1D model thus incorporates 15 parameters, only 1 parameter less than the 3D baseline model. When ϵ ␤ ϵ 1, the extended 1D model simplifies to the baseline 1D version.
h. Numerical issues
The Laplace equation (3) for 3D/2D models, and the reactive transport equation (8) for 3D/2D/1D models are solved numerically using the finite element package FEMLAB™ version 3.0a (www.comsol.com). The WM equation (14) is coupled to the TM via so-called integration coupling variable approach. As noted before, the velocity field in the 1D case is analytically solved for. Figure 2 shows the grids over the sediment domain employed in the different models. Triangular and tetrahedrical unstructured finite element meshes are used in 2D and 3D simulations respectively. In the 3D case, the mesh is refined near the burrow wall and the feeding pocket, since the largest pressure and concentration gradients occur in this zone. Similarly, in the 2D and 1D case, a finer mesh is used in the zone of the feeding pocket. For presentation purposes, Figure 2c provides only a sketch of the grid used in the 1D case. The actual mesh adopts a much finer spatial resolution.
In the 1D and 2D simulations, the hydromechanical dispersion implemented in the model proved sufficient to ensure the numeric stability of the computational approach. However, in 3D simulations, coarser meshes were used. As a result, the level of hydromechanical dispersion in the model sometimes proved insufficient to ensure a stable integration procedure. In these cases, the artificial stabilization option termed "anisotropic diffusion" in FEMLAB™ was turned on. This technical measure did however not influence the simulated concentrations profiles. Advection is the dominant transport process shaping the tracer distributions, and dispersion only plays a minor role. Accordingly, the slight increase in the effective dispersion coefficient due to artificial stabilization did not affect the profiles.
i. Inert tracer experiments
In the previous sections we have presented 3 baseline models and 3 modified versions of these baseline models. To validate these six models, the simulation output was compared with results from two distinct types of conservative tracer experiments, referred to as "injection" and "flushing" incubations. Both types of incubations have the same basic set-up, i.e., a sediment core with a fixed volume of overlying water to which a single lugworm is added (Fig. 3 ). In the "injection" experiment, the inert tracer is added to the overlying water column and its appearance in the pore water is measured after a certain incubation period (Fig. 3a) . In the "flushing" experiment, the pore water is initially preloaded with a high concentration of the inert tracer, and the subsequent emergence of the tracer in the overlying water is monitored (Fig. 3b) . For both injection and flushing experiments, the available data and the constraining of model parameters are discussed in detail in Meysman et al. (2006) . Only a short overview of the dataset is given here.
The "injection" data set is based on the Br Ϫ incubations conducted by Rasmussen et al. (1998) . In six cores, the overlying water was spiked with Br Ϫ , and after a short incubation period of ϳ1-2 hr, the depth profile of Br Ϫ was determined through core slicing and pore water extraction. The lugworm's depth location was measured at the end of experiment. Details on experimental set-up, core sectioning and analytical methods can be found in Rasmussen et al. (1998) , while a more extensive description of the dataset and experimental parameters is given in Timmermann et al. (2002 depth observed in the core incubations, we performed dynamical simulations using the 3D/2D/1D models over the exact time interval of the experimental incubation. The output of these simulations consists respectively of 3D/2D/1D dimensional distributions of the Br Ϫ concentration in the pore water. To allow comparison with the 1D data profiles, the model output from 3D and 2D models was laterally integrated to produce the average Br Ϫ concentration within a given depth layer. The data set of the flushing experiment has been reported in Meysman et al. (2006) . Two sediment cores were initially pre-loaded with a high concentration of NO 3 Ϫ in pore water.
Then the overlying water was carefully removed and replaced by tracer-free sea water and one lugworm was introduced to each core. The appearance of the nitrate in the well-mixed and aerated overlying water was monitored on-line with a nitrate electrode (Unisense NOx biosensor). Incubations were carried out with clean sand and filtered seawater, and the time span of experiment was short, so that nitrate could be used as a conservative tracer (Meysman et al., 2006) . Figure 4 shows the flowline pattern simulated by the three baseline models. The parameter set used in these simulations is summarized in Tables 4 and 5 . The flowline patterns in 3D case (Fig. 4a ) and 2D case (Fig. 4b) exhibit a strong similarity, and the velocity field can roughly be separated into two distinct zones. In a first "irradiation" zone, the flowlines originate from the feeding pocket and propagate uniformly in all directions, including downwards from the feeding pocket. Eventually all flowlines curve upwards to the sediment-water interface and align in parallel to the vertical. The latter zone is termed the "percolation" zone. The influence of the J-shaped burrow in the 3D model appears to be moderate (Fig. 4a) . This is not unsurprising. Since a no-flux boundary condition is applied along the burrow walls, the burrow essentially acts as an impenetrable object with respect to the pore water flow. For a typical lugworm density and a typical burrow size, the volume of the burrow takes up only around 0.1% of the volume of the surrounding sediment (Meysman et al., 2006) . Accordingly, the size of the impenetrable obstacle is small, and therefore, the burrow in 3D only introduces a slight distortion of the axial symmetric pattern in the corresponding 2D velocity field.
Simulation results

a. Flowline patterns
In the 1D case (Fig. 4c) , the velocity field is not computed numerically, but specified directly via the analytical solution (7). This flow pattern in the 1D case differs significantly from the 2D and 3D situation. The "irradiation" zone is completely absent in 1D and only the "percolation zone" remains. All flow lines originate from the narrow feeding pocket layer where burrow water is homogeneously injected. No flow occurs beneath the feeding pocket zone (i.e. ͉ z ͉ ϭ 0). Above the feeding pocket, the velocity is immediately constant and all flowlines directly align in parallel (i.e. ͉ z ͉ ϭ Q/[A c ]). As a result, the percolation zone in 1D is considerably larger than in the 2D/3D case, and now reaches down the depth of the feeding pocket. In contrast, our 2D/3D flowline simulations predict that both zones are of the same extent (Fig. 4a,b) .
As our prime interest was to confront model with experiments, we only report simulations with the core diameters and feeding pocket depths that were actually used in the experiments. For sufficiently large cores (radius Ͼ5 cm), the flow pattern becomes independent of the width of the sediment domain (results not shown). For smaller cores (radius Ͻ5 cm), the flow increasingly starts to "feel" the lateral boundaries. A similar result holds for the distance between the feeding pocket and the centre of the core (significant distortion begins at approx. 5 cm). Obviously, this is an important point of attention for incubation experiments with large organisms as lugworms, since the height and diameter of the sediment domain set-up may strongly influence the obtained results. 
b. Injection simulations
The "injection" dataset contains six depth profiles of Br Ϫ concentration, derived from six separate core incubations each containing a single lugworm (Rasmussen et al., 1998 ; the letter code a-f in Figures 5-6 corresponds to their designation in Timmermann et al., 2002) . In a first step, we compare the 3D baseline model to the 2D baseline model, and investigate to what extent these models reproduce the profiles of the injection dataset. In a second step, we explore whether a further simplification of the 2D baseline model to the 1D baseline model is feasible. In a third step, we investigate whether and how modifications of the baseline models could improve the fit to the data. The complete statement of the baseline models (i.e. FM ϩ TM ϩ WM) requires the specification of 13 parameters that are common to 1D/2D/3D models (i.e. "generic 1D/2D/3D parameters"-Tables 4 and 5). Seven of these baseline parameters adopt a common value in all six incubations (Table 4) . These are the core set-up (core radius, sediment height, height overlying water), ambient conditions (salinity, temperature) and sediment properties (porosity, median grain size). Six parameters need a specific value for each incubation: the incubation time, the initial tracer concentrations in pore water and overlying water, the depth and radius of the feeding pocket, and the lugworm's pumping rate (Table 5) . Both 1D and 2D baseline models include the same parameter set, and are fully determined by the specification of the above 13 parameters. Because of the more elaborate burrow geometry, the 3D baseline model requires three more parameters ("specific 3D parameters"- Table 5 ). A valuable facet of the injection dataset collected by Rasmussen et al. (1998) and Timmermann et al. (2002) is its completeness. Effectively, the values for all 13 generic baseline parameters could be (directly or indirectly) constrained on the basis of measurements-this procedure is extensively discussed in Meysman et al. (2006) . For the specific 3D parameters, only the burrow radius was measured during the experiments. The other two burrow parameters, i.e. the gallery length L gal and the eccentricity d, were chosen in such a way that the feeding pocket in 3D has exactly the same location as in 2D, and that the burrow shaft remains at a sufficient distance from the core wall to avoid boundary effects. Figure 5 shows the data profile of Br Ϫ from one particular incubation (profile "2e" in Timmermann et al., 2002) , and plots the simulated profiles from the 3D and 2D baseline model alongside. The important features of the profiles are the following:
i. Comparison of 3D and 2D models.
(1) A subsurface peak of Br Ϫ builds up around the feeding depth of the lugworm, illustrating the tracer "injection" mechanism. The plume is slightly broader and shallower in the 3D baseline than in 2D baseline (max. Br Ϫ concentration shifts from 7.3 to 7.0 mM). One explanation for this peak broadening could be the explicit appearance of the burrow in the 3D geometry. The burrow reduces the effective cross-sectional area of the core and forces flowlines to go around it. This more Rasmussen et al. (1998) and Timmermann et al. (2002) .
[2] The initial bromide concentration in the pore water C 0 s was estimated using the concentration of 0.825 mM in seawater of 33 salinity, and linearly rescaling this value to the value of 15 salinity in the experiments.
[3] The radius of the feeding pocket is taken equal to the measured burrow radius.
[4] The pumping rate Q is calculated from the inventory changes of the tracer in both the overlying water and the pore water using the procedure detailed in Meysman et al. (2006) . [5] The burrow geometry in 3D is chosen in such a way that the feeding pocket has exactly the same location as in 2D, and that the burrow shaft remains at a sufficient distance from the core wall to avoid boundary effects. tortuous flow pattern could generate the dispersive peak-broadening observed in the depth-averaged profile of Figure 5 . Another possible factor is greater numerical dispersion due to the lower resolution of the 3D finite element grid (see Fig. 2a,b) . The 3D grid resolution used in the simulations was the maximal resolution we could afford in terms of internal memory available on our desktop computer platform (which still had a sizeable 2 Gb RAM). To test the influence of numerical dispersion we performed a test simulation on a coarser grid (doubling the length scale of the finite elements), and as expected, we obtained a small peak broadening (max. Br Ϫ concentration shifts 7.0 to 6.9 mM-results not shown). From this we conclude that presence of the burrow is the dominant factor in the peak broadening going from 2D and 3D.
(2) The Br Ϫ plume extends ϳ4 cm below the depth of the feeding pocket. Note that over the short time-scale of the incubation (96 min), molecular diffusion would only lead to a penetration of ϳ5 mm. Accordingly, the observed fast downward intrusion is not the result of diffusion, but results from downward advection of pore water.
(3) The plume is asymmetric, with the tracer penetrating the sediment faster above (ϳ9 cm) than below (ϳ4 cm) the feeding pocket. This faster expansion of the tracer Figure 5 . Numerical simulations of the Br Ϫ injection experiment: comparison of concentration profiles generated by 3D and 2D baseline models with experimental data. Solid line ϭ 3D model; dashed line ϭ 2D axi-symmetric model; cross-shaped markers ϭ experimental data (Timmermann et al., 2002). plume above the feeding pocket is explained in terms of the average pore water flow. The average velocity vanishes below the injection depth, but "entrains" the tracer upwards above the injection depth.
(4) The maximum of the tracer profile (ϳ22.5 cm) does not exactly match the depth of the feeding pocket (24 cm), but occurs slightly higher up. This peak shift can be attributed to two factors. Firstly, the pumping activity of the lugworm expels bromide-free pore water from the sediment, and hence, dilutes the overlying water in the incubation chamber. Accordingly, in the course of the experiment, the concentration of the injected burrow water decreases. Secondly, the interplay of irradiation and percolation generates a three-dimensional ellipsoidal tracer plume. The depth where this ellipsoid is at its broadest does not need to coincide with the injection depth.
(5) Both the data and model profiles show a baseline concentration around C 0 s ϭ 0.4 mmol L
Ϫ1
, which extends above and below the subsurface peak. This baseline is due to the background concentration of bromide initially present in the pore water. Over the short time-scale of the incubation, diffusion only affects an annular zone of ϳ4 mm around the burrow, and this small intrusion does not markedly add to the (averaged) baseline concentration.
(6) The data show considerable "intrusion" of the tracer below the sediment-water interface (ϳ3 cm), which is not reproduced in the model simulations. As noted above, molecular diffusion cannot explain such fast penetration of tracer (even in the absence of upward advection). The observed "anomalous" tracer intrusion could be an artifact resulting from core sectioning (when slicing the uneven sedimentwater interface, tracer-rich overlying water may have been included in the top slice). Another cause might be an intensive stirring of the overlying water, which could induce advective flows in the upper sediment layer (Khalili et al., 1999) . However, substantial stirring speeds are needed for effects down to centimeters depth, making this factor less likely.
In conclusion, for the incubation 2e shown in Fig. 5 , we find that there is very little difference between the tracer profiles generated by 3D and 2D baseline models. Both models reproduce the injected plume of bromide rather well. This similarity between 2D and 3D output is also observed for the other five incubations (a, b, c, d, f; results not shown). This suggests that (1) the flow patterns in 3D and 2D are very similar, and (2) that advection is the dominant mode of tracer transport in sediment. Figure 6 plots the output of 2D and 1D models next to the experimental bromide data for all six incubations in the injection dataset. The left panels compare the performance of the baseline 2D and 1D models. While the baseline 3D and 2D simulations were rather similar, there is a significant difference in the model output between baseline 2D and 1D. In the baseline 2D profiles, the tracer plume has a typical rounded shape (broad basis, smoothened peak). The tracer penetrates considerably below the injection depth, as tracer is entrained along flowlines that irradiate downwards from the feeding pocket (Fig. 4b) . In contrast, in the baseline 1D model, the tracer plume adopts the characteristic shape of a trapezoidal pulse with a small basis, steep flanks and high concentration "plateau." The concentration at the plateau linearly decreases with depth due to the dilution of the tracer in the overlying water volume. Equally, the 1D output shows a sharp decline in the tracer concentration below the injection depth. Tracer hardly penetrates downwards because there is no downward advective flow in 1D, and hence, molecular diffusion is the only transport process below the injection level. The baseline 2D model systematically generates a better fit to the experimental data than the 1D baseline model. In 3 out of 6 incubations, the 2D baseline model provides a close match of the tracer plume (Fig. 6d ,e,f-left panel). In the other three simulations, the plume is wider and shallower than predicted by the baseline 2D (Fig. 6a ,b,c-left panel). In contrast, in the 1D baseline model, there is always a great discrepancy between data and model output, as the modelled tracer plume is considerably sharper than as shown in the data profile. The right panels of Figure 6 evaluate the improvement of the model fits by the extended 2D and 1D models. The parameters that are used in these simulations are given in Table 5 . The 2D extended model clearly matches the data profile in those cases where the 2D baseline model shows deviations (Fig. 6a,b,c-right panel) . To achieve these profiles, the minor radius R fp min of the elliptical feeding pocket was set to the burrow radius, while the major radius R fp max was tuned to obtain the best visual fit, resulting in values of 1-4 cm for R fp max (Table 5) . Overall, differences between extended 2D and baseline 2D simulations are rather small, and as a result, the required parameter tunings are rather modest. In comparison, the difference between the model output from 1D baseline and 1D extended is much larger. While the output of the 1D baseline model strongly deviates from the data, the 1D extended models produce good fits in all simulations. However to obtain these improved fits, considerable parameter tuning was necessary, as explained in the next paragraph. The 1D extended model emulates the 1D model of Timmermann et al. (2002) , which incorporates three "tunable" parameters: the half-width of the injection zone R iz , the diffusion enhancement factor ␤ and the restriction factor . Figure 7 provides an overview of different tuning scenarios. When ϭ ␤ ϭ 1 and R iz ϭ R b , the extended 1D model produces the output of the baseline 1D version. When the percolation area is decreased, i.e.
ii. Comparison of 2D and 1D models.
Ͻ 1, one observes a broadening of the tracer plume, though solely above the injection depth. When the half-width of the injection zone is increased, i.e. R iz Ͼ R b , one obtains a similar peak-broadening, though now above and below the injection depth. In both scenarios however, the plume retains the sharp pulse-like shape of the original baseline 1D profile, i.e., a flat plateau with steep flanks. Only when dispersion is strongly enhanced, i.e. ␤ Ͼ Ͼ 1, one obtains the broad, smoothly varying tracer plume as in the data profile. In Timmermann et al. (2002) , the parameters , R iz and ␤ were simultaneously adjusted to obtain fits of the extended 1D model. Our simulations (Fig. 7) show that this might actually be an "overtuning" of the model. The adaptation of two parameters (i.e. a combination of one "peak-broadening" parameter, either or R iz , together with the "peak-smearing" parameter ␤) seems sufficient to obtain good fits of the 1D model to the data. This is shown in the right panels of Figure 6 , where tracer profiles are fitted by simultaneously restricting the percolation area (adapting ) and introducing additional "artificial" dispersion (tuning ␤). The reduction of the percolation zone that is needed is quite significant, and ranges from 10% (Fig. 6f ) up to 82% (Fig. 6b) . Similarly, to acquire reasonable fits, the natural rate of dispersion has to be scaled by one or two orders of magnitude, i.e. the ␤-factor ranged from 10 to 170 (Table 5) . So, while the 2D extended model only incorporates the "natural" hydrodynamic dispersion, the 1D extended model requires the inclusion of significant "artificial" dispersion.
c. Flushing simulations
The "flushing" dataset consists of two separate flushing experiments, where the evolution of the tracer (NO 3 Ϫ ) concentration in the overlying water of the incubation chamber was monitored continuously. The experimental conditions in the two experiments are similar (Table  6) , apart from two parameters, i.e., the lugworm's feeding depth H fp and pumping rate Q. In core 1, a relatively large lugworm was introduced (expected to show a large pumping rate) and no attempt was made to control its feeding depth. Upon introduction, visual inspection revealed that the lugworm established its burrow gallery close to the bottom of the core. In core 2, a smaller individual was introduced (with a smaller pumping rate), which was prohibited from . Exploration of several tuning scenarios for the extended 1D model. Three different tuning parameters can be altered: the half-width of the injection zone R iz , the percolation factor , and the diffusion enhancement factor ␤. Best fits are shown for combinations of these parameters. The experimental data are the same as in Fig. 6d .
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burrowing deeper than 5 cm by placing a mesh at that depth. It was observed that the lugworm burrowed until it encountered the obstructing mesh.
The tracer evolution in the water phase of core 1 (C1, big worm) shows a relatively fast release of NO 3 Ϫ from the sediment. The system reaches a steady state after about 800 minutes, when pore water and overlying water are completely mixed to a concentration of 252 mol L Ϫ1 . In contrast, core 2 (C2, small worm) shows a more gradual increase of the tracer concentration in the overlying water, indicating a slower release of nitrate from the sediment. At the end of the incubation (after 1500 min), the concentration is still rising, indicating that pore water and overlying water are not yet fully mixed. The most noticeable difference between core 1 and 2 is the non-monotonic increase of the tracer concentration in core 1. On the way to steady state, at about 300 minutes, the NO 3 Ϫ concentration overshoots the final steady state value. Although the "overshoot" is small, its magnitude is well above the analytical error of the nitrate electrode. It is not an artifact, but results from the mechanism of lugworm bio-irrigation. During the initial stage of the incubation, the lugworm expels a volume of high NO 3 Ϫ pore water from the sediment, which temporarily causes the concentration in the overlying water to exceed the final equilibrium value. This overshoot in the data turned out to be an excellent feature to test the response of the various models. Figure 8 compares how the different models reproduce the evolution of the NO 3 Ϫ concentration in the overlying water. Again parameters were constrained with measurements as much as possible. In the 1D and 2D baseline models, 13 out of 14 parameter values could be fixed a priori (Table 6 ), the pumping rate Q remaining as a single fitting parameter. Using the 2D baseline model, the pumping rates in C1 and C2 were respectively estimated as 1.3 and 0.3 cm 3 min Ϫ1 . These values were then used in the simulations with the other models, and reflect very well the difference in size of the lugworms that were used in the incubations. For the 3D baseline model, three specific parameters were additionally needed (Table 6 ). Only one of them, the burrow radius, could be constrained by data (R b ϭ 0.3 cm in both C1 and C2). Given the rather small core size, the length of the gallery was estimated to be small (L gal ϭ 2 cm), and the feeding pocket was assumed to be in the center of the core (d ϭ 0 cm). The modeling results again show a clear contrast between 3D/2D models on the one hand, and 1D models on the other hand (Fig. 8) . Effectively, the response of the 3D and 2D baseline model cannot be distinguished on the resolution of the graph. In addition, the output of both 3D and 2D models closely matches the experimental data. Especially the overshoot mechanism in core 1 is excellently reproduced, confirming the mechanistic explanation of this particular data feature. In contrast, the 1D baseline simulation significantly overestimates this overshoot feature. Overall, the 1D baseline model produces a "tortuous" response: the tracer concentration shows pronounced oscillations, which are gradually dampened on the way to equilibrium. For comparison, we also plotted the response of the 1D simplified model, in which C ow (t) exhibits a sharp maximum when the injected water reaches the sediment-water interface for the first time. The 1D simplified model can be regarded as the baseline 1D without hydrodynamic dispersion. Overall, these two 1D models generate a comparable response, which significantly deviates from the data profile. The inclusion of hydrodynamic dispersion as in the 1D baseline model only slightly smoothens the oscillations. In contrast, the 2D/3D baseline model generates a "flattened" response, in which all oscillations have been smoothened, but for the first overshoot in core 1. This smoothening is explained by the irradiative form of the flowline pattern in 2D and 3D. This emphasizes that the shape of the advective flow pattern, and in particular advective flows beneath the feeding depth, are crucial in simulating lugworm irrigation.
Discussion
a. Optimal complexity in models of lugworm bio-irrigation
Lugworms actively ventilate their J-shaped burrows, and this results in a characteristic mode of bio-irrigation as revealed in closed-chamber incubations using inert solute tracers (Rasmussen et al., 1998; Timmermann et al., 2002; Meysman et al., 2006) . This lugworm "signature" produces two specific signals: (1) the build-up of a subsurface "tracer plume" due to the injection of burrow water at depth, and (2) a characteristic-sometimes oscillatory-evolution of the tracer concentration in the overlying water column, which results from the intake of fresh water into the burrow and the concomitant expulsion of pore water across the sediment water interface. Here, we have explored a range of mathematical models that simulate these two signals. To reinforce the mechanistic character of these simulations, model parameters were fixed a priori based on experimental data and commonsensical constraints. Our main objective was to assess the minimal model complexity required to accurately simulate lugworm bio-irrigation.
i. Comparison 3D and 2D baseline models. Three different aspects within our simulations indicate that the 3D micro-environment model, with a full description of the burrow geometry, can be readily simplified to a 2D axi-symmetric description that only incorporates the feeding pocket.
(1) The 3D flow pattern tends to be radially symmetric (Fig. 4a) , and is very similar to the flowline pattern generated by the simplified 2D model (Fig. 4b) . Accordingly, the 3D flow pattern is not significantly influenced by the presence of the burrow. The burrow only forms a small obstacle, and is easily circumvented by the flowlines that rise to the sediment-water interface. (2) Tracer profiles generated by the 3D model are nearly identical to those obtained from the 2D model, when laterally averaged over the sediment domain (Fig. 5) . (3) Flushing simulations reveal a similar response of the tracer concentration in the overlying water in 3D and 2D models (Fig. 8) . Overall, the similarity of the various 3D and 2D simulations indicates that a "full" description of the 3D burrow geometry adds little value in terms of mechanistic modeling, justifying the 2D pocket injection approach advanced by Meysman et al. (2006) . The implications for both modeling and experimental studies are considerable. By moving from 3D to 2D, one can drastically reduce the required computational resources without compromising the predic-tive power of the model. Equally, in laboratory and field experiments, one can significantly reduce the number of parameters that need to be measured (from 16 in 3D to 13 in 2D; Tables 2, 6 ).
ii. Comparison of 2D and 1D models. In terms of the number of parameters, a further simplification from 2D to 1D does not result in a further decrease in complexity (both 2D and 1D baseline models contain 13 parameters; Table 2 ). On the contrary, the extended 2D model contains even 1 parameter less than the extended 1D model. When comparing the Br Ϫ profiles produced by these extended 2D and 1D models, it appears that both models produce equally good fits (Fig. 6 ). This goodness of fit is however a deceiving criterion for the mechanistic basis and predictive capacity of these models. To this end, one should compare the performance of the extended versions (with tuning parameters) to that of the baseline versions (without adjustable parameters). In the 2D case, the baseline model already provides a very good fit to both Br Ϫ and NO 3 Ϫ data (Figs. 6 and 8), indicating that the mechanism of lugworm bio-irrigation is appropriately captured. To improve fits, the 2D extended version contains one extra tunable parameter, which requires modest adjustment. In contrast, in the 1D case, the "unadjusted" baseline simulations significantly misrepresent the experimental data (Figs. 6 and 8), pointing towards a poor mechanistic basis. To obtain decent fits in 1D, two fitting parameters needed considerable adjustment: the diffusion enhancement factor ␤ and the percolation restriction factor . Table 5 illustrates that the fitted values for ␤ and show considerable variation between profiles, which is remarkable, given that the Br Ϫ incubation experiments were replicates with similar-sized lugworms. A closer inspection of the ␤ and parameters reveals the origin of this variation. Firstly, fitted values for the diffusion enhancement factor ␤ are very high, ranging from 10 to 170 (Table 5 ). Based on these high values, Timmermann et al. (2002) concluded that a strong diffusive transport mechanism must be operating, and invoked porewater mixing due to meiofauna and hydrodynamic dispersion as possible explanations. However, neither mechanism seems a plausible explanation for the high ␤ values. Diffusion enhancement by meiofauna is only important at high meiofaunal densities (Glud and Fenchel, 1999) , and reported enhancement factors are always in the modest range of 2 to 5 (Aller, 2001) . A similar conclusion holds for hydrodynamic dispersion. If one uses the pumping rates in Table 5 , one can calculate average pore water velocities v ϭ Q/(A c ) in the range of 6-34 m yr Ϫ1 , and grain scale Péclet numbers ranging from 0.9 -5. Applying formula (12) one obtains average D L /D mol values ranging from 0.4 to 3.5, pointing towards a modest diffusion enhancement due to hydrodynamic dispersion. Accordingly, we conclude that enhancement due to meiofauna or dispersion does not explain the large ␤ values fitted by the extended 1D model (Table 5) . Effectively, our 2D and 3D model simulations contradict that strong diffusive transport is acting: they provide a good fit to the data without including additional diffusion on top of the standard dispersion relations (12)- (13). Adopting a similar calculation as above (replacing A c with the surface area of a suitable sphere around the feeding pocket), D L /D mol values right at the surface of the feeding pocket are huge (range 600 -5000), but very quickly drop at a distance of 1 cm (range 2-15). Therefore, hydrodynamic dispersion is only important in a small halo around the feeding pocket where velocities are high. As a result, lugworm pumping appears to induce velocities that are high enough, so that advective tracer transport clearly dominates molecular diffusion on the decimeter scale of the bio-irrigated zone. But, velocities are still low enough so that the level of hydrodynamic dispersion remains low (the exponent in expressions (11) and (12) is larger than 1, so dispersion becomes more important at higher velocities). As a result, possible non-linear effects of transient pumping on dispersion appear to be also justifiably neglected.
So in summary, the shape of the tracer plumes (Figs. 5, 6, 7) and the evolution of the tracer concentration in the overlying water (Fig. 8) are principally determined by pore water advection, with only a minor influence of diffusive/dispersive processes. This "advective" control does not contradict the high "diffusive" ␤ values fitted by the 1D model. The observed "dispersive" spreading in the 1D tracer data (Fig. 6) basically results from the 3D diverging flow around the feeding pocket. In this "irradiation zone," pore water packages are transported in various directions along different flowlines, and so, tracer is also transported downwards from the injection zone. By definition, 1D models cannot account for radial variation in pore water velocities, and hence, from the perspective of the 1D model, no advective transport occurs beneath the injection zone. Consequently, any fast appearance of tracer beneath the injection zone has to be accounted for by an enhanced "mixing" of the pore water. This way, the enhanced diffusion in the 1D model (16) appears to be a true example of a "modeling artifact": strong diffusive transport must be included in 1D to emulate the solute spreading induced by advection in 3D.
In a similar fashion, one can investigate the mechanistic nature of the percolation factor . In the extended 1D model, the factor basically determines the rate of spreading of the tracer plume. For the same pumping rate Q, smaller values will generate a faster flow within the percolation zone, thus increasing the width of the simulated 1D tracer plume. The question then is whether this plume spreading is really due to preferential flow in a percolation zone (see discussion in Meysman et al., 2005) . Fitted values range from 0.18 to 0.9, implying that the area of the apparent percolation zone A pz differed more than five-fold between cores (Table 5 ). It is questionable that similar-sized lugworms would create such widely different percolation zones under exactly the same experimental conditions. In the extended 2D model, a very different mechanism is proposed to enhance the spreading of the plume as compared to the 1D model. The feeding pocket is elongated, thus resulting in a larger depth interval over which burrow water is injected (Fig. 6 shows the fits with and without this tuning parameter). This vertical elongation of the feeding pocket ranges from 1 to 4 cm (Table 5) , and this range might reflect actual lugworm repositioning distances and feeding pocket shapes.
Overall, the above model analysis illustrates the poor mechanistic basis of the diffusion enhancement factor ␤ and a percolation restriction factor in the 1D model formulation (15). This ad-hoc character is emphasized by the fact that neither parameters showed any allometric relation with the size of the organisms (Timmermann et al., 2002) . This contrasts strongly with the estimated pumping rate Q, which showed a strong allometric relationship with body size (Timmermann et al., 2002) . This indicates that the pumping rate can be used to make predictions for other sites with different lugworm populations, which is not the case for diffusion enhancement factor ␤ and a percolation restriction factor .
b. The usefulness of 1D bio-irrigation formulations?
A pertinent question is how relevant our observations on lugworm models are for bio-irrigation in general. Effectively, present-day bio-irrigation models exemplify an interesting paradox, where the complexity of the natural process sharply contrasts with the simplicity of the model description. Although bio-irrigation forms a complex threedimensional phenomenon, it is mostly described via 1D process models, either (1) enhanced advection, i.e., increase the pore water flow velocity with a factor due to biological activity (Hammond and Fuller, 1978; Benoit et al., 1991; Timmermann et al., 2002) , (2) enhanced diffusion, i.e. increase the diffusion coefficient with a factor due to bio-irrigation (Vanderborght et al., 1977; Aller and Yingst, 1985; Forster et al., 1995; Berg et al., 2001; Timmermann et al., 2002) , or (3) enhanced reaction, i.e. include bio-irrigation by means of a non-local exchange formulation that functions as an apparent reaction term (McAffrey et al., 1980; Emerson et al., 1984; Christensen et al., 1984; Boudreau, 1984; Meile and Van Cappellen, 2003) . The popularity of these 1D models is presumably because of two main reasons. One, pore water retrieval by core sectioning produces laterally averaged concentrations of solutes, and hence, delivers data in a one-dimensional format. Two, 1D bio-irrigation representations are compellingly simple in application. They condense the bio-irrigation phenomenon to a single parameter, which allows a straightforward comparison between sites. Over the past two decades, these 1D representations of bio-irrigational transport have been widely incorporated in standard reactive transport models of sediment biogeochemistry (Soetaert et al., 1996; Boudreau, 1996a; Van Cappellen and Wang, 1996; Meysman et al., 2003; Berg et al., 2003) .
Given their widespread use, a crucial question is how "accurate" these standard 1D bio-irrigation formulations are. In this regard, there are two troublesome aspects, which have received little attention. Firstly, 1D bio-irrigation models (deceivingly) radiate confidence, because they are able to accurately reproduce observed mass fluxes and/or concentration profiles for a single constituent, typically a conservative tracer (e.g. Benoit et al., 1991; Wallmann et al., 1997; Schluter et al., 2000; Meile et al., 2001; Timmermann et al., 2002; Forster et al., 2003) . But as noted by Aller (2001) , this goodness of fit of a given 1D expression constitutes a weak proxy for its mechanistic character and predictive power. Pure mathematically, one can reproduce virtually any 1D tracer profile by suitably parametrizing a single depth-dependent transport mechanism in an uncoupled 1D transport equation. Using a systematic identifiability and uncertainty analysis of parameters in 1D models, Andersson et al. (2006) showed that attenuation constants, which regulate the depth dependency of irrigation parameters, are particularly insensitive. This "unconstrained" nature of 1D bio-irrigation formulations makes that excellent fits do not warrant confidence in the underlying physical mechanism. Secondly, there is a crucial weakness in the three step procedure by which bio-irrigation is presently incorporated into biogeochemical models. (1) A tracer experiment is carried out with a specific conservative irrigation tracer. (2) A 1D irrigation parameter is calibrated by appropriately fitting a 1D model to the tracer profile. (3) This irrigation parameter value is then included in the transport equation of all pore water solutes. The danger is in the last step: one implicitly assumes that the mathematical 1D bio-irrigation formulation is "unconditionally valid," in other words, that it adequately captures the physical mechanism of bio-irrigation.
Recently, this implicit assumption has been put to the test for the "diffusive" tubeirrigation mechanism of bio-irrigation (Grigg et al., 2005; Meile et al., 2005) . Numerical simulation experiments were performed using Aller's 2D tube-irrigation model to create a virtual dataset. These "generated" data were then fitted with solutions of the classical 1D source-sink description ⌫ ϭ ␣(C 0 Ϫ C( z)), where ␣ is the non-local irrigation coefficient, C 0 is the concentration of the overlying water, and C is the laterally averaged concentration at depth. The results of this exercise are rather disturbing for the validity of the widely used non-local exchange formulation. Grigg et al. (2005) concluded that under field-type biogeochemical conditions (multiple reactive species, coupled non-linear kinetics) the 1D non-local formulation performs poorly, wrongly predicting averaged reaction rates and fluxes across the sediment-water interface. The crucial weakness of the non-local 1D model is that by definition, it cannot capture the actual driving force of "diffusive" bio-irrigation: the presence of radial concentrations gradients near the burrow wall. In a similar study of multi-species biogeochemistry, Meile et al. (2005) confirmed that when fitting 1D profiles to the output of the 2D model, the fitted ␣ values are strongly species-dependent. Furthermore, both Andersson et al. (2006) and Meile et al. (2005) showed that even for inert solutes, the determination of ␣ values can be ambiguous. Simulating closed incubation experiments, the 1D irrigation coefficient ␣ showed an artificial dependence on the incubation time, falsely suggesting that the intensity of irrigation changes over time. The numerical experiments by Grigg et al. (2005) and Meile et al. (2005) reveal that the third step in the classical procedure of modeling bio-irrigation is truly problematic. When all pore water solutes are assigned the same ␣ value, as is traditionally done in 1D diagenetic models (Soetaert et al., 1996; Boudreau, 1996a; Van Capellen and Wang, 1996; Meysman et al., 2003) , one may expect significant errors in the predicted rates and fluxes.
In this study, we have carried out a similar critical model evaluation of 1D models, though now for the advective mechanism of bio-irrigation that occurs in sandy environments. Our analysis is based on the comparison of 2D and 1D simulation output, as in Grigg et al. (2005) and Meile et al. (2005) , but also by comparing 2D and 3D output, and on the confrontation of the model output with two separate types of experimental data (flushing and intrusion experiments). Our results show that one should be very careful when applying 1D models to advective bio-irrigation in permeable sediments. 1D models do not accurately describe the three-dimensional flow pattern in the sediment. This 3D flow pattern can be simplified to an axial 2D symmetry without major deviations. However, upon further averaging to a 1D representation, one loses all directional information on the flow pattern, and hence, the 1D model does not capture the essential process that drives bio-irrigation. As a result, calibrated values of 1D parameters have a strong ad-hoc character, and typically show strong variation among replicate experiments. Although not tested in this study, when combining 1D bio-irrigation models in sandy sediments with multi-species biogeochemistry, we expect similar anomalies as those recorded by Grigg et al. (2005) and Meile et al. (2005) . When transferring 1D irrigation parameters from the inert tracer to other solutes with a different biogeochemistry, there is a considerable chance of making invalid predictions about fluxes and rates.
Conclusion
In nature, bio-irrigation forms a complex three-dimensional phenomenon: both advective and diffusive pore water transport may result from burrow ventilation, and this transport is intrinsically dependent on the 3D geometry of the burrow structures. Over the last few decades biogeochemical modellers have explored various approaches on how to deal with this complexity. Polarizing this debate, one can confront two extreme and opposite views: the "complex 3D" view versus the "simple 1D" view. A proponent of the former would argue that a complex process like bio-irrigation can only be but understood by equally complex models. In other words, quantification of bio-irrigation requires a firm grasp on all complexity involved (measure and map the full 3D burrow geometry, heterogeneity in the sediment properties, transient pumping pattern, etc). Oppositely, the "simple 1D" proponent would argue that bio-irrigation is just a too complex process, governed by too many unknown parameters, which introduces too many uncertainty. As a result, there is no benefit in exploring complex mechanistic models-they would not work anyway. Therefore, one should stick to simplified empirical 1D descriptions with calibrated parameters, which are easy to use and offer a straightforward comparison between sediment environments. This case study of lugworm bio-irrigation provides a clear set of counter arguments for either of these two perspectives. Lugworm bio-irrigation is dominated by advective transport, and hence, a good mechanistic model should properly represent the flow pattern in the pore water. In the spirit of Einstein, we show that "things can be made simple," and suitable results and insight can be obtained by means of a micro-environment model with strongly simplifying assumptions (steady pumping rate, no heterogeneity in sediment properties, neglect of burrow geometry, and hence, simplifying 3D to 2D by assuming radial symmetry). However, a further simplification from 2D to 1D seems to go beyond Einstein's "not simpler than that." By their very nature, 1D formulations cannot capture the essential mechanism that drives bio-irrigation: radial concentration gradients for the "diffusive" tube-irrigation mechanism (Grigg et al., 2005; Meile et al., 2005) , and flow patterns for the "advective" pocket-injection mechanism (this work). As a result, present 1D bio-irrigation formulations should be used with caution, and seem to contribute little to our understanding of the coupling between transport, geochemistry and benthic biology. The connection of 1D parameters to the underlying biology is weak, so that extrapolation to other conditions (e.g. sediments with similar organisms at different densities) becomes problematic. Facing this problem, biogeochemical modellers are confronted with a real challenge. There is a clear need for simplified 1D models in quantitative biogeochemistry, which is computationally intensive even with present day computing facilities (multi-species non-linear kinetics, coupling to general circulation models). Therefore, a real challenge is to further investigate when and why 1D bio-irrigation descriptions fail, and if possible, how they can be rescued.
The general solution of the first-order linear differential equation
is given by the formula (Bronshtein et al., 2003) :
In the case of the equation ( 
Applying the initial condition y(0) ϭ 0 we find that C ϭ 1 and, as a result the solution is
At the moment t ϭ the front of the injected water reaches the sediment-water interface, so the concentration of the water leaving the sediment is not constant any more. In the absence of diffusion the water leaving the sediment at the moment t is the same water that was injected into the sediment at the moment tЈ ϭ t Ϫ , so the concentration of the tracer corresponds to y(tЈ) ϭ y(t Ϫ ). The equation (A20) now is changed into dy͑t͒ dt ϭ Ϫay͑t͒ ϩ ay͑t Ϫ ͒.
For the time interval Յ t Յ 2 the argument of the second function in the right-hand side of the equation (A25) belongs to the first period (0 Յ t Ϫ Յ ). Consequently, y(t Ϫ ) is described by the expression (A24). Using formula (A22) (Bronshtein et al., 2003) and demanding the continuity at t ϭ , one obtains the solution:
Repeating the same procedure further, we can guess, and by means of mathematical induction prove, that the general solution for all values of t is given by the formula y͑t͒ ϭ 1 Ϫ e 
