There are many ways in which the query answering process for deductive databases may be optimised. At the heart of many of these methods is some form of constraint on the variables of the query, so that facts which are not relevant to the query are not computed. In this paper we show how fold/unfold transformations may be used to propagate some forms of constraint which are not captured by techniques such as magic sets. In particular, the fold/unfold transformation provides a straightforward way to propagate constraints involving multiple occurrence of a variable.
Introduction
A deductive database system consists of a set of explicitly de ned relations (facts in logic programming terms) and a set of Horn clause rules which de ne the implicit relations (rules). A query in such a system consists of a conjunction of atoms, just as in Prolog. However a major di erence between Prolog and most deductive database systems is that in the latter, bottom-up execution is generally used, rather than a top-down method such as SLD-resolution. As a consequence, the implementation techniques and optimization methods for deductive databases are somewhat di erent from those used in Prolog.
An important feature of top-down methods is that the current goal is used to generate new goals until no more can be found (i.e. until the new goals generated are facts). In this approach. the uni cation mechanism ensures that only goals relevant to the original one are generated, as clauses whose head does not match the current sub-goal are ignored, and the solution space is search one tuple at a time, so that if all solutions are desired, backtracking is used to nd each one of them on demand. On the other hand, a bottom-up method starts with the facts and continually applies the rules until no more new facts are generated. In this way all solutions are found in the normal computations, and so no backtracking is used. A naive implementation of this approach will generate all facts derivable from the program, which is clearly wasteful. One way to avoid such waste is to use optimization methods such as magic sets. Such methods usually involve re-writing the rules of the database to take advantage of some extra information, such as the adornments of the de nition of the relation. This information is used to ensure that only \relevant" work is done. For example, given the query
where t is the usual trasitive closure of the base relation p, it is clearly wasteful to calculate the entire relation t, and then choose only those tuples whose rst attribute is 1. Instead, we wish to restrict the computation to only those tuples which are relevant to this query. The magic set transformation is one way of ensuring that only relevant tuples are computed, and the transformed version of the program is given below. Note that we may think of this transformation as passing constraints from the head to the body, in that the constraints implied by restricting attention to the part of the a relation whose rst attribute is 1 are calculated and then passed into the p relation (assuming a left-to-right evaluation). In fact it can be shown that the second rule above is redundant, and hence the computation consists only of calculating the implied constraints (i.e. nding the m relation), and joining this relation with p. In this way we only generate answers which are relevant to the query asked.
The important point to note about this example is that we may consider the magic set transformation as a particular means of constraint propagation, i.e. a method of determining a given constraint (in this case that the output should be restricted to tuples relevant to the query), and applying the constraint so inferred in such a way that it its e ect is maximised. In the case of magic sets, the information inferred from the query is that certain variables are bound to particular values, and so the constraints propagated may be described as \binding" constraints. Given our knowledge of the computation mechanism, we know that one such constraint will generate more binding constraints in a known manner, i.e. in a way speci ed by the program. It seems reasonable to assume that other constraints may be propagated in a similar manner. For example, a constraint such as X > 1 is not a binding constraint, but rather a \ ltering" constraint, in that certain values of X make this constraint true and others do not. It was shown in 4] how such constraints may be propagated. Another possibility is to use integrity constraints to restrict the search space of the query 2].
Another kind of constraint that may be propagated are those which arise from multiple occurrences of the same variable. For example, if t 1 and t 2 are two transitive closure relations, consider the query
If the second attribute of t 1 and the rst attribute of t 2 both have large domains, but for which the intersection of the two is small, then a naive left-to-right evaluation will generate many values of Y which are irrelevant to the query, as they fall outside the domain of the rst attribute of t 2 . In this case we wish to use the domain information to constrain the generation of tuples so that, just as in the case for binding constraints, only tuples relevant to the query are generated.
In this paper we show how such constraints may be propagated by the use of fold and unfold transformations 11, 1]. We also show how some binding patterns not captured by magic sets, such as those discussed in 3], may be captured very naturally by the use of fold/unfold transformations. Hence we show how the use of these simple techniques may be used as a powerful means of constraint propagation, an observation mentioned in 10].
This paper is organised as follows. In Section 2 we give the necessary technical preliminaries, and in the following section we show how multiple variable constraints may be propagated by fold/unfold transformations. In Section 4 we show how some examples of constraints which cannot be captured by magic sets may be similarly reduced, and nally in Section 5 we discuss our conclusions and possibilities for further work.
Preliminaries
In this paper a deductive database consists of a nite set of Datalog clauses, i.e. Horn clauses without function symbols.
We consider such a set of clauses as de ning a set of relations. Base relations are those which are those for which the body of all the clauses de ning the relation are empty. Derived relations are those for which the body of all the clauses de ning the relation are non-empty. Note that without loss of generality, we may assume that all relations are either base relations or derived relations. Furthermore, we assume that all clauses are range-restricted, i.e. that all variables which occur in the head of a clause must occur in the body of the clause (note that this means that the base relations must contain only ground terms).
We also use the usual notion of adornment 12] in order to express mode information. We shall use the default left-to-right sideways information-passing strategy (sip) throughout this paper.
The de nitions of the fold/unfold transformations are given in 11, 1], and are somewhat involved; for our purposes it will su ce to note that folding replaces a given conjunction of goals in the body of a clause with a call to an equivalent predicate, whereas unfolding \unwinds" the de nition of a given predicate by replacing occurrences of the predicate by the body of its de nition. At this stage we may use the magic sets transformation to further transform the program. Another possibility is to use an overapproximation of the relevant domain, rather than calculate it exactly. This may in fact be more e cient than the exact calculation of the domain, which may dominate the cost of the computation. The overapproximation case corresponds to using the following de nition of dom1 t2: dom1 t2(X) :-c(X; Y ). dom1 t2(Z) :-d(X; Z).
Clearly this would result in the following de nition of t: t(X; Y ) :-a(X; Y ); c(Y; Z). t(X; Y ) :-a(X; Y ); d(Z; Y ). t(X; Y ) :-b(X; Z); t(Z; Y ).
In this way the propagation of the constraint only involves base predicates, and hence will presumably be more e cient than the earlier one.
When applying such a propagation in practice, it will be useful to have some heuristics, presumably provided by abstract interpretation techniques, to determine when to use this propagation method, and whether to use the overapproximation or not. Thus empirical evidence will be useful guide for determining when the number of answers is \su ciently large" and the intersection \su ciently small" to justify this transformation.
\Non-Magic" Constraints
In 3] it is shown how the propagation of some binding constraints, which are not captured by magic sets, may be propagated by using unfolding. In this section we show how two examples of this sort may be performed more simply by the use of folding as well.
The rst example is for the relation p below in the mode bbf. Note that in the recursive call to p, the rst and third arguments are variables local to the body, i.e. do not appear in the head. Hence, the only possible modes for the recursive call are fbf and fff. It is this that stops the propagation of bindings from the head, as even if the relation p is queried in mode bbb, the recursive call will still be fbf, and a second recursive call (if any) will be in mode fff, thus making impossible the propagation of the bindings here by magic sets.
Note also that whilst the variables X 2 and Y 1 are local to the body, there is a \real" constraint here, in that we must have the rst and last arguments of both p and d being the same. Thus the constraint is not a binding constraint, but a ltering one, in that certain values pass the lter and others don't. Note that by grouping the calls to c and d into the one relation cd corresponds to moving the original call to d to the left of the recursive call. This is the key to the optimisation, in that more bindings may be found before the recursive call is evaluated.
Another way that this constraint may be propagated is to fold the recursive call to p and the call to d into one relation, say t. This results in the clauses below. . Now from the second clause it is easy to see that the binding propagations for c and t are independent, and hence we may easily execute the body of this rule in parallel. Also, note that the last rule may be re-ordered so that the binding for X 1 may be propagated so that if the initial call to t is in mode b, then so is the recursive call to t. This means that we may further optimise this code by the usual magic set transformation in this case. However, a call to t in mode b requires no output, the computation reduces to a test, in that it is only necessary to check that the given argument is in the relation. This is known as an existential query, and certain techniques for optimisation of such queries are known 7] . The important point to note is that not only does the use of folding allow us to propagate the constraint more neatly than 3], but also it allows us to easily identify further optimisations, such as the existential one.
Another example given in 3] is the one below. Again, we may further optimise t by use of the magic set transformation. Note also that we may make the recursive call to t a bound query by moving the call to d before the recursive call to t.
The above examples show how the fold/unfold transformations may be used to propagate certain types of constraints. These same transformations have been used previously for constraint propagation 4], and as the latter examples show, it would seem that this method of propagation should be the standard method. It should also be noted that the techniques of 3] are speci cally designed for linear recursive rules, whereas the fold/unfold transformations do not have this intrinsic limitation, and hence provide a more general framework for constraint propagation, which in turn may make use of speci c properties, such as linear recursion.
Conclusion
We have seen how certain types of constraints may be propagated by the use of fold/unfold transformations. By using combinations of simple and well-understood transformations, we immediately get the desired correctness properties of the transformations, as well as conceptual simplicity. Hence, the main problem that remains to determine when a constraint exists, and what its nature is. In this paper we have mentioned magic sets as a way of propagating binding constraints, i.e. constraints such as X = 1, as well as more subtle constraints such as the constraints on Y implied by the goal p(X; Y ); q(Y; Z). Other forms of constraint may be used as well, such as ltering constraints, or integrity constraints. The important point is that once a constraint is identi ed, the propagation of the constraint should be straightforward, using known techniques. In the future we hope to explore the possibilities for such a methodology using integrity constraints for optimization, in the manner of Minker et al . 2] . Further work on existential queries also seems promising.
