In order to maximize long-term rewards, agents must balance exploitation (choosing the option with the highest payoff) and exploration (gathering information about options that might have higher payoffs). Although the optimal solution to this trade-off is intractable, humans make use of two effective strategies: selectively exploring options with high uncertainty (directed exploration), and increasing the randomness of their choices when they are more uncertain (random exploration). Using a task that independently manipulates these two forms of exploration, we show that single nucleotide polymorphisms related to dopamine are associated with individual differences in exploration strategies. Variation in a gene linked to prefrontal dopamine (COMT) predicted the degree of directed exploration, as well as the overall randomness of responding. Variation in a gene linked to striatal dopamine (DARPP-32) predicted the degree of both directed and random exploration. These findings suggest that dopamine makes multiple contributions to exploration, depending on its afferent target.
Introduction
Any agent seeking to maximize long-term rewards faces an exploration-exploitation dilemma: should it exploit the option with the highest observed payoff, or should it explore other options that might yield higher payoffs? This problem is, in general, intractable, but computer scientists have developed simple and provably effective strategies (Ghavamzadeh et al., 2015) . Most of these strategies fall into one of two classes. The first class consists of directed strategies such as Upper Confidence Bound (UCB; Auer et al., 2002) , which add an "uncertainty bonus" to the value estimate of each action, selecting action a t on trial t according to:
where U k ( ) t is the uncertainty bonus. In one version of this model previously used to study humans (Gershman, 2018a), the uncertainty bonus is proportional to the posterior standard deviation k ( ) Srinivas et al., 2010) , where the posterior over values is updated using Bayes' rule (see Materials and Methods). The second class consists of random strategies, such as Thompson Sampling (Thompson, 1933) , which increase randomness when value estimates are uncertain. Specifically, Thompson sampling draws random values from the posterior and then chooses greedily with respect to these random values. Both directed and random strategies formalize the idea that an agent should gather information about actions when it is uncertain about them, in order to more quickly discover which actions are the most rewarding.
Humans appear to use both directed and random exploration strategies (Wilson et al., 2014; Krueger et al., 2017; Gershman, 2018a) . These strategies appear to rely on different neural systems (Zajkowski et al., 2017; Warren et al., 2017) , follow different developmental trajectories (Somerville et al., 2017; Schulz et al., 2018) , and can be independently manipulated (Gershman, 2018b ). An important gap in this emerging picture concerns the role of the neuromodulator dopamine, which plays a central role in reinforcement learning theories (Glimcher, 2011) . Some theories hypothesize that dopamine responses to novelty reflect an uncertainty bonus consistent with directed exploration strategies (Kakade and Dayan, 2002) , whereas other theories hypothesize that dopamine controls the degree of random exploration through gain modulation of striatal neurons (Humphries et al., 2012; Friston et al., 2012) . These two roles are not intrinsically in conflict, but no research has yet tried to disentangle them empirically.
We pursue this question by studying single nucleotide genetic polymorphisms related to dopamine function. A polymorphism in the gene encoding catechol-O-methyltransferase (COMT), an enzyme that breaks down dopamine, has been shown to have a relatively selective effect on dopamine transmission in prefrontal cortex (Slifstein et al., 2008) . A previous study by Frank et al. (2009) found that individuals with the methionine-encoding allele, putatively associated with higher
