We propose a new genetic fuzzy discretization method with feature selection for the pattern classification problems. Traditional discretization methods categorize a continuous attribute into a number of bins. Because they are made on crisp discretization, there exists considerable information loss. Fuzzy discretization allows overlapping intervals and reflects linguistic classification. However, the number of intervals, the boundaries of intervals, and the degrees of overlapping are intractable to get optimized and a discretization process increases the total amount of data being transformed. We use a genetic algorithm with feature selection not only to optimize these parameters but also to reduce the amount of transformed data by filtering the unconcerned attributes. Experimental results showed considerable improvement on the classification accuracy over a crisp discretization and a typical fuzzy discretization with feature selection.
Introduction
For knowledge discovery from a raw data set, one first preprocesses the data to remove noise and handle missing data fields. Then data transformation, e.g., discretization and feature selection, is often performed. The transformed data are provided to a data mining algorithm [2] . Kusiak emphasized that the quality of knowledge discovery from a data set can be enhanced by data transformation such as discretization and feature selection because many of knowledge discovery techniques are very sensitive to the size of data in terms of complexity [21] .
Feature selection is a process commonly used in machine learning and tries to find a subset of the original features. Feature selection is necessary either because it is computationally infeasible to use all available features, or because of a large number of features. The latter problem is related to the data dimensionality. Feature selection reduces the dimensionality of the raw data, resulting in the reduction of the data size. A considerable number of studies have been conducted on feature selection. Researchers have used statistical methods, geometrical methods, dynamic programmings, etc., for feature selection. The original version of the popular machine learning algorithms ID3 [26] and AQ [25] could be used only for categorical and symbolic data. Quinlan transformed continuous values into discrete ones in his C4.5 decision tree learner [29] . We often need the discretization of continuous attributes. It is known to be difficult to determine the appropriate intervals for a discretization of numerical attributes because there are an infinite number of candidates [9] .
In the Top-Down Induction of Decision Trees family, the algorithms for discretization are based mostly on binarization within a subset of training data [4] . A simple discretization procedure divides the range of a continuous variable into equal-width intervals or equal-frequency intervals. A variant of the method uses Shannon's entropy theory so that the entropy scheme determines the interval boundary points [31] . Ching et al. [6] and Fayyad et al. [10] suggested class dependent algorithms. Those algorithms reduce the number of attribute values maintaining the relationship between the class and attribute values.
Traditional interval discretization methods are based on a crisp set; a value in a continuous attribute must belong to only one interval. They are often not appropriate for describing a value located around the boundaries of intervals. Fuzzy logic has been considered as an attractive method for handling such one. A lot of studies have been conducted on the effects of fuzzy discretization on classification problems. Ishibuchi et al. examined the effect of fuzzy partitions on the performance of fuzzy rule-based systems and also discretized the domain of each attribute based on inhomogeneous fuzzy partitions in order to determine the optimal intervals [14] , [16] .
An important decision in fuzzy partitioning is about the number of intervals, the positions of interval boundaries, and the degrees of overlapping in the fuzzy sets. Ishibuchi et al. showed how fuzzy discretization can be derived from conventional interval discretization [15] .
Also discretization methods have increased the amount of transformed data because the discretization transformed a continuous value into several discrete values. It may not only cause the inefficiency of learning process but also raise the complexity of the rules generated by rule induction algorithms such as AQ, ID3, and C4.5.
A Genetic algorithm (GA) is a search technique to find approximate solutions for optimization and search problems based on the principle of natural evolution [11] . In a GA, a solution is represented by a chromosome and the GA keeps a set of chromosomes as the population. Each chromosome in the population evolves toward better solution through the reproduction process until a stopping condition is met. Murata et al. [27] adjusted fuzzy partitions by a genetic algorithm and Chen [5] proposed the concepts of interval-valued fuzzy hypergraph in order to generate fuzzy partitions. Choi and Moon [8] implemented the genetic fuzzy discretization method which determines the number of intervals automatically. For feature selection, Siedlecki and Sklandky used genetic algorithms by encoding the initial set of n features as n bit string with 1 and 0 representing the presence and absence respectively of features in the attributes [30] .
In this paper, we propose a new genetic algorithm that optimizes the parameters for fuzzy partitioning with adaptive intervals and removes the attributes which are irrelevant or noisy to reduce the amount of transformed data. In other words, the proposed algorithm simultaneously evolves the number of intervals, the boundaries, and the degrees of overlapping for fuzzy sets and determines the attributes which are involved in data transformation process. For efficiency, we mix genes of discrete values and continuous values. We compare the classification accuracies of the suggested genetic method with others. For evaluation, we use backpropagation neural network and C4.5 as machine learning algorithms.
This paper is organized as follows. In Sect. 2, we briefly describe feature selection, simple discretization, fuzzy discretization methods, and genetic algorithm. Then we describe our main idea in Sect. 3. Section 4 explains datasets which are used in experiments and shows the experimental results. In Sect. 5, we make conclusions.
Preliminaries

Feature Selection Methods
Feature selection is the process which selects a subset of d features from a set of D features based on some criterion. The feature selection process must be performed with minimizing the information loss of the original set and should not diminish the performance of the classification process [24] . Feature selection methods can be classified into two categories [22] :
• The filter method [17] is applied before the classification and its evaluation does not depend on the accuracy of the classification but usually based on different measures of distance between the instances of the trainset to select some good features and exclude others.
• The wrapper method searches for a good feature subset using the induction algorithm as a black box [28] . The induction algorithm is run on data sets with features, and the subset of features with the highest estimated value of a performance criterion is chosen. The induction algorithm is used to evaluate the data set with the chosen features, on an independent test set.
Discretization Methods
The representative discretization methods are equalwidth discretization, equal-frequency discretization [7] , and entropy-based discretization [10] . In the equal-width discretization, the whole range is divided into k intervals of equal width between v min and v max . The length w of each interval is (v max − v min )/k. The bounds of the i th interval are defined as
The membership function of a continuous attribute is defined as follows:
In the equal-frequency discretization, we sort the values of the attribute and divides them into k groups that each includes almost the same number of samples. Let N be the number of observed values of an attribute. The size of each interval is defined as w = N/k. The bounds of each interval are defined as follows:
th value,
The membership function is defined as follows:
where r[x] is the rank of value x in the sorted list. In the entropy-based discretization, the minimal entropy criteria are used to find multiple intervals for each attribute [10] . This method uses the class information entropy of candidate intervals to select binary boundaries for discretization. It initializes intervals with a single interval covering all example S and sorts all examples according to the attribute values and initializes the set of possible split points. Suppose a cutting point T for a feature A splits the set S of examples into two subsets S 1 and S 2 and there are k classes C 1 , C 2 , . . . , C k . Class entropy is defined as follows:
where P(C i , S ) is the proportion of examples in S that have class C i . To discretize an attribute A, the class entropy induced by T defined as follows:
where N = |S |, S 1 = S value<T , and S 2 = S value≥T . The boundary T min , which minimizes E(A, T ; S ) over all possible cutting points, is selected as a binary discretization boundary. This method can be applied recursively to both of the partitions induced by T min until some stopping condition such as minimum description length (MDL) is achieved, thus creating multiple intervals on feature A. According to Liu's category [23] , the equal-interval and equal-frequency discretization are unsupervised, static, and direct methods. But the entropy-based discretization is a supervised, dynamic, and incremental method.
Fuzzy Discretization
Fuzzy logic has been considered as an attractive method to reduce the information loss by discretization on a crisp set [16] . A value in interval discretization methods must belong to only one interval without considering whether it has relevance to other adjacent intervals. For example, assume that the domain of ages is divided into two intervals by the threshold age 25. Consider four ages, 10, 23, 26, and 37. Although 23 is more relevant to 26 than to 10, 10 and 23 belong to the same interval whereas 23 and 26 belong to different intervals. The relative difference of the values is not very well reflected. In this case, the simple discretization causes notable information loss.
The fuzzy discretization results depend on the parameters of fuzzy membership function which are explained above. In the fuzzy discretization 1, 0.595 belongs to the second and third intervals and is represented by a mask 00110. In the fuzzy discretization 2, it belongs to only the third interval and is represented by 00100. 0.67 is represented by 00100 and 00110, respectively, in the two fuzzy discretization schemes (Fig. 1) .
A fuzzy set which does not require mutually exclusive intervals is adequate to resolve this problem. In some cases, more than one interval is associated with a value when it is located around a boundary between adjacent intervals. Create initial population of size n; repeat { for i=1 to k { choose parent 1 
Genetic Algorithm (GA)
In traditional GA, solutions are represented in binary as strings of 0 s and 1 s, but different encodings are also possible such as integer and real number depend on problems. The evolution starts from the population of completely random individuals and the fitness of the whole population is determined. Each generation consists of several operations such as selection, crossover, mutation, and replacement. In selection, multiple solutions, parents, are stochastically selected from the current population based on their fitness. The selected individuals are modified by mutation and crossover to reproduce new individuals, child, and then some individuals in the current population are replaced with new individuals to form a new population. By producing a child individual using the above methods of crossover and mutation, a new individual is created which typically shares many of the characteristics of its parents. Finally this generational process is repeated until a termination condition has been reached (Fig. 3) .
In typical GA, the whole number individuals of a population and the number of reproduced individuals of are fixed at n and k, respectively. The percentage of individuals to copy to the new generation is defined as the ratio of the number of new individuals to the size of the parent population, k/n and we called "generation gap" [18] . The generation gap, G, is often expressed as a fraction in the interval [0.0, 1.0]. When the value of G is set to 2/n, the only two individuals are replaced in every generation.
Our Genetic Approach
Genetic Fuzzy Discretization with Feature Selection
The codification of a chromosome is the binary one, with the position j of the chromosome equal to 1 if the jth feature is selected as relevant. We divide the range of a continuous attribute which is selected by feature selection process into k intervals and represent each value by a k-bit string where each bit corresponds to one interval. The ith bit of the second binary string represents whether the value belongs to the ith interval or not. While a value belongs to only one interval in a simple discretization, it can belong to more than one interval in fuzzy discretization. Thus a value can be represented by a binary mask. Figure 5 shows an example of feature selection and discretization. The value 0.595 belongs to the third and fourth intervals and is represented by a binary mask 00110. It provides more flexibility in machine learning algorithms for pattern classification. We optimize the boundaries of intervals and the degrees of overlapping in fuzzy discretization. We use four parameters for each interval I i : t i , t i+1 , l i , and u i . The genetic fuzzy membership function is defined as follows:
where l i ≤ t i , i = 1, 2, . . . , k − 1, and t i+1 ≤ u i for each i = 0, 1, . . . , k − 2. In the above, t i and t i+1 indicate the "pivot" points of interval i. l i and u i indicates the extended left and right boundaries of the interval i, respectively. t i , l i , and u i are determined by genetic optimization (see Fig. 4 ). For feature selection, we encode the feature subset as nbit string with 0 and 1 represents the selection and exclusion of features. Figure 5 shows an example transformation of a genetic fuzzy discretization with feature selection. Figure 6 shows an example chromosome. A chromosome is comprised of 4 parts. The first part is the set of genes relating to feature selection and this is determined according to the number of attributes of data. The remainder 3 part is the part determining the fuzzy discretization and does not have a problem and correlation. In the figure, we assume that the maximum number of intervals is 10 and the minimum is 3 and a classification problem has f attributes. The first f genes, feature genes, determine the attributes which are involved in data transformation. The next nine genes, pivot genes, indicate the validity of the boundaries of interval, the another nine genes, pivot genes, indicate the boundaries of the intervals, and the other eighteen genes, overlap genes, indicate the overlap degrees with adjacent intervals. In the case of maximum kinterval optimization for a problem with f attributes, a chromosome has f + 4(k − 1) genes.
Genetic Algorithm Framework
Encoding
The validity genes activate or deactivate the corresponding pivot genes that determine the boundary points of intervals. When all validity genes have the value 1, the number of intervals is 10. When the kth validity gene changes from 1 to 0, the kth pivot gene is deactivated. It means the mergence of intervals I k and I k+1 . To the contrary, if the kth validity gene changes from 0 to 1, the kth pivot gene is activated and the kth pivot point becomes a split point (Fig. 7) .
Considering the volume of search space, we restrict the values of base genes to be discrete while allowing those of overlap genes to be real. We mix genes with discrete numbers and those with continuous numbers in a chromosome. The initial values of overlap genes are continuous numbers 
Initialization
Initial solutions are generated at random. In each chromosome, feature and validity genes are binary values, 0 or 1. The next nine genes are discrete values and the other eighteen genes are real values as mentioned above. We set the population size to 500.
Parent Selection
The fitness of a chromosome is determined by the accuracy and the size of feature subsets of a machine learning algorithm on a predefined data subset. To avoid that too few features are selected, we preferentially consider the classification accuracy of chromosome. But if the difference between the accuracies of two chromosomes is less than a threshold value, the chromosome with smaller feature subset wins in fitness comparison (Fig. 8) . A threshold value, C, is an average value of difference of the fitness of the chromosomes which are adjacent in order and it depends on a classification problem. We use the binary tournament selection [12] .
Crossover and Mutation
We use multi-point crossover and set the number of points to 5. Mutation operator assigns a random value to each overlap gene within its admitted range with a probability 0.3. We allow more conservative mutation to the pivot, validity, and feature genes. Each pivot gene is changed at random within a valid range with a probability 0.1 and each validity and feature gene is toggled between 0 and 1.
Fitness Evaluation
The fitness is determined by the size of feature subsets and the accuracy of each solution which is evaluated by artificial neural network (ANN). To provide inputs for the ANN, each attribute value is transformed to k binary values that each Choose chromo1 and chromo2 from population; if chromo1.accuracy − chromo2.accuracy ≥ C then chromo1 is better ; if chromo1.accuracy − chromo2.accuracy ≤ −C then chromo2 is better ; if chromo1.accuracy − chromo2.accuracy < |C| { if chromo1.subset size < chromo2.subset size then chromo1 is better ; if chromo1.subset size > chromo2.subset size then chromo2 is better ; if chromo1.subset size = chromo2.subset size { if chromo1.accuracy > chromo2.accuracy then chromo1 is better ; else if chromo1.accuracy < chromo2.accuracy then chromo2 is better ; } } represents a bit of the binary mask for the fuzzy membership where k is the number of intervals. If feature selection is enabled, only attributes which are selected are transformed. The neural networks are trained by a set of training data. For example, if there are 21 attributes and 3 classes in a data mining problem as in Sect. 4, each neural network has 80 input nodes and 3 output nodes when the number of intervals is 5 and the number of selected attributes is 12. The number of hidden nodes is determined to be √ 60 .
Replacement
The offspring replaces a solution in the population by the following rule: the more similar parent to the offspring is replaced if the offspring is better; otherwise, the other parent is replaced if the offspring is better; if not again, the worst chromosome in the population is replaced [3] .
Stopping Condition
The GA stops after a fixed number (100,000) of generations, or after a given number (5,000) of consecutive failures in replacing one of the parents.
Experimental Results
Test Sets
We used five well known datasets from the UCI Machine Learning Database Repository † to measure the performance of the proposed approach. The statistics are outlined in Table 1. All attributes except the class attribute in datasets have continuous values and they have no missing values. As a preprocessing procedure for genetic fuzzy discretization with feature selection, we normalized each attribute value to lie in the range [0, 1] . For robust comparison, we applied the n-fold cross-validation [19] . That is, we randomly divide the entire data set D into n mutually exclusive, equal-sized subsets D 1 , D 2 , . . . , D n . The i th experiment was trained with D\D i and tested with D i for i = 1, 2, . . . , n. We set n to 3 for the WDG and Pima, but to 2 for the others because of the small number of instances.
Experimental Results
We compared three discretization methods. Each method is combined with three different feature selection methods (a total of nine methods).
• "EWD" indicates the even-width discretization method that divides the entire domain into mutually exclusive intervals evenly based on the pre-defined number, k, of intervals.
• "FS" indicates the feature selection method that chooses a subset of features to describe the target value efficiently. We use correlation-based feature selection (CFS) [13] with Best-first search [20] as the filter method, and use J48 with Best-first search as the wrapper method in WEKA tool which is a general purpose Java library of different data mining algorithms [1] .
• "FUZZY" indicates a conventional fuzzy discretization with a pre-specified overlap degree.
• "EBD" indicates a entropy-based discretization [10] .
• "FSGA" indicates the suggested genetic fuzzy discretization with feature selection that evolves the subset, D s , of attributes, the number, k, of intervals, the widths of intervals, and the degrees of overlaps.
• "+" means that some methods are combined to transform the raw data. For example, FS+EWD means that the feature subset of attributes of the raw data is determined by feature selection method (FS) and the values of selected attributes are discretized by even-width discretization method (EWD).
In order to evaluate the generated data sets, we use ANN and C4.5 which is a typical top-down method for inducing decision trees. The simulation results are summarized in Tables 4 and 5 and we show the average accuracies and the standard deviations (σ) over 1,000 runs for ANN. Tables 2 and 3 show the statistics of attributes by transformation process. In Wine data, all feature selection methods cannot generate a subset except GAFS without diminishing the classification accuracy.
For EWD, we tested with each k of 3 through 10 and took the best one. For FS, we tested with the filter and wrapper methods and took the better one. The wrapper method can reduce the size of transformed attributes more than the filter method, but the wrapper method is outperformed by the filter method in classification accuracy.
In case of ANN, the methods with FS or FUZZY did not show the gains by using feature selection or fuzzy logic (see Table 4 ) but the methods with FS and FUZZY almost outperformed the other methods in C4.5 (Table 5) .
From the simulation results, we can observe that the FSGA improved the classification accuracies over other methods under both the frameworks of ANN and C4.5.
Conclusions
In this paper, we tried to optimize with a genetic algorithm the feature subset, the number of intervals, the size of intervals, and the overlap degrees that specify the fuzzy membership function to find a more accurate discretization method.
In the learning phase, the parameters of the fuzzy membership function including the number of intervals, the size of number, and the overlap degrees are determined. The value of the attribute having the consecutive value based on the determined parameter is discretized. Amount of data increase while original data passes through the fuzzy discretization. The increment of data deteriorates the efficiency and increases the complexity of the trees or rules generated by machine learning algorithm such as decision tree and rule extraction. We remove the irrelevant attributes of classification problems by feature selection to enhance the efficiency of the learning process and to lower the complexity of the results generated by machine learning algorithm.
Considerable improvement was observed by the suggested genetic fuzzy discretization with feature selection. In this work, all the attributes were divided into the same number of intervals, which is independent of the different characteristics of the attributes. Of course our system may be available for finding the optimal numbers of intervals for each attribute, but it is not adequate for the problems which have so many attributes. To find a new model for resolving this problem is an additive issue to this work.
