Compared to the the classical first-order Grünwald-Letnikov formula at time t k+1 (or t k ), we firstly propose a second-order numerical approximate scheme for discretizing the Riemann-Liouvile derivative at time t k+ 1 2 , which is very suitable for constructing the Crank-Niclson technique applied to the timefractional differential equations. The established formula has the following form
, which is very suitable for constructing the Crank-Niclson technique applied to the timefractional differential equations. The established formula has the following form Applying this formula to the time fractional Cable equations with Riemannliouville derivative in one or two space dimensions. Then the high-order compact finite difference schemes are obtained. The solvability, stability and convergence with orders O(τ 2 + h 4 ) and O(τ 2 + h 4 x + h 4 y ) are shown, where τ is the
Introduction
In recent years, a great deal of attention has been focused on fractional differential equations due to well describing many physical processes and phenomenons [2, 3, 18, 19, 20, 26] . Very limited analytical methods, such as the Fourier transform method, the Laplace transform method and the Green function method are used to solve the very special fractional differential equations. So to seek numerical methods is the center task for studies of fractional differential equations [1, 5, 6, 7, 11, 15, 24, 28, 30, 31, 33] . In the history of numerical methods for fractional differential equations, Liu et al. [14] , and Meerschaert and Tadjeran [21] are the first ones that developed the finite difference methods for fractional partial differential equations. The Galerkin finite element methods for fractional partial differential equations is proposed by Ervin and Roop, for the stationary space fractional partial differential equations with two-sided Riemann-Liouville derivatives. They first presented a rigorous analysis of the well-posedness of the weak formulation in the framework of fractional Sobolev spaces [7] . Generally speaking, one of key issues of approximating fractional differential equations is how to numerically discretice the fractional derivatives. Although there have existed some studies on numerical approximations of factional integrals and fractional derivatives, high-order scheme for time fractional derivatives have not been throughly solved. This paper aims to construct new and effective the secondorder mid-point approximate formula for time Riemann-Liouville derivative. Then the established scheme is applied to time fractional Cable equations in one and two space dimensions. From bibliography available, there have existed numerical studies for the fractional Cable equations. For example, Langlans et al. [16] developed two implicit finite difference schemes with convergence orders O(τ + h 2 ) and O(τ 2 + h 2 ). Hu and Zhang proposed two implicit compact difference schemes, where the first scheme was proved to be stable and convergent with order O(τ + h 4 ) by the energy method [9] . In [22] , Quintana-Murillo and Yuste constructed an explicit numerical scheme for fractional Cable equation which includes two temporal Riemann-Liouville derivatives, where they showed the stability and convergence conditions by using the Von Neumann method. Zhuang et al. [33] considered the one-dimensional time fractional Cable equation by using the Galerkin finite element method, in which the proposed method was based on a semi-discrete finite difference approximation in time and Galerkin finite element method in space. The spectral method for fractional Cable equation was discussed by Lin et al. [17] , where the detailed theoretical analysis was provided. As far as we know, the computational efficiency for time fractional Cable equation is not high yet. Besides, the high-dimensional time fractional Cable equations seen not to be studied. Here, we study the fractional cable equation in two space dimensions where the fractional derivative is approximated by the derived method in this paper. The unconditional stability and convergence of the established numerical algorithms are presented by the energy method.
The reminder of the paper is constructed as follows. In Section 2, we establish a new second-order approximation formula for Riemann-Liouville derivatives. Then two high-order finite difference schemes for the fractional Cable equations in one and two space dimensions are proposed in Sections 3 and 4, respectively. Numerical experiments are displayed in Section 5, where are in line with the theoretical analysis. Remarks and conclusions are included in the last section.
Then the Fourier transform of α-th Riemann-Liouville derivative of u(t) is
where u(ω) = R e iωt u(t)dt denotes the Fourier transform of u(t).
Now, we start to develop the second-order numerical approximation formula.
Theorem 2.1 Denote
Define the following difference operator
where τ is temporal stepsize. If u ∈ C 2+α (R), then one has
as τ → 0.
Here ̟ (α) ℓ (ℓ = 0, 1, . . . , ) are the expansion coefficients of G(z), that is,
where
Proof. Taking the Fourier transform on both sides of equation (1) then combining with equation (3), one has
So, there exists a constant
by using Lemma 2.1. Hence, one has
All this ends the proof. Remark: If u(t) is suitably smooth and has compact support for 0
Then the corresponding numerical approximation formula (2) is reduced to
the coefficients ̟ (3) can be expressed as follows,
, m = 0, 1, . . . , ℓ.
For convenience, take the place of α in ̟ 
Proof. For 0 < α < 1 and ℓ ≥ 5, one has
It is somewhat tedious but easy to check that P (α, ℓ) and Q(α, ℓ) are increasing with respect to ℓ. Hence,
and
Noticing that g
≤ 0 for 0 < α < 1 and ℓ ≥ 1 gives
All this completes the proof.
are increasing with respect to ℓ ≥ 7, where
Proof. Here, we use mathematical induction to prove this theorem. Let
From equation (5) , one easily knows that S 7 ≥ 0. Now suppose that the conclusion holds for ℓ = k > 7, that is
Then for ℓ = k + 1, according to Theorems 2.3 and 2.4, one gets
The proof is thus completed.
Application to the fractional Cable equation in one space dimension
In this section, we study the following one-dimensional Cable equation
and boundary value conditions
where 0 < α 1 , α 2 < 1, K 1 and K 2 are two constants, f (x, t), ϕ 1 (t) and ϕ 2 (t) are suitably smooth functions.
Development of numerical algorithm
Firstly, denote
, where h = L/M, τ = T /N are the uniform spatial and temporal mesh sizes respectively, and M, N are two positive integers. Let
be defined on Ω h . In addition, define the following first-and second-order difference operators as,
, and fourth-order compact difference operator L as,
where I is the unit operator. Now we turn to derive an effective finite difference scheme for solving equation (6), together with initial and boundary value conditions (7) and (8) . Consider equation (6) at point x j , t k+
Applying the second-order central difference formula
and second-order approximation formula (4) to the above equation (9), one gets
Acting the operator L on both sides of (10) and noticing
in which there exists a positive constant
. Omit the local truncation error R k j and denote the numerical solution of u(x j , t k ) ∈ Ω τ,h by u k j . One can establish the following high-order compact difference scheme for equation (6) , together with (7) and (8),
Solvability, stability and convergence analysis
For arbitrary vectors u, v ∈ S h , we introduce the following inner products and the corresponding norms,
It is easy know (δ 2 x u, v) = −(δ x u, δ x v). Next several lemmas are listed which will be used later on.
where ǫ > 0, p > 1, q > 1 and
Lemma 3.2 (Gronwall's Inequality [25] ) Assume that {k n } and {p n } are nonnegative sequences, and the sequence {φ n } satisfies
where q 0 ≥ 0. Then the sequence {φ n } satisfies
Lemma 3.4 For any grid function u ∈ S h , there exists a symmetric positive difference operator denoted by
Proof. Obviously, the corresponding matrix of operator L is given by 
Obviously, D is real symmetric and positive definite. Hence, there exists a symmetric positive matrix denoted by
where L Therefore, the proof is ended.
Lemma 3.5 For any mesh function {u k |k = 0, 1, . . . , n − 1} ∈ S h , it holds that
Proof. Firstly, we have
= 0 and noticing u 0 j = 0, one has
where matrices A α and B α are
. . .
By the Grenander-Szegö Theorem [10] , if the generating function of matrix E α is nonnegative, then matrix E α is positive semi-definite. So, we only consider the generating function of matrix E α which is
Because G Eα (x, α) is a real value and even function, we only consider the case of x ∈ [0, π] for G Eα (x, α). From the above formula, it is easy to know that only function Z(x, α) needs to be studied for 0 < α < 1.
Let
One has
which implies that q(x, α) is an increasing function with respect to x. And
Hence,
So the proof is completed. In the following, the first step is to prove the solvability of finite difference scheme (11), together with (12) and (13) .
Theorem 3.1 The finite difference scheme (11), together with (12) and (13) is uniquely solvable.
Proof. Consider the homogeneous form of system (11),
Taking the inner product of (11) with u
It follows from Lemma 3.3 that
that is, u k+1 j = 0. This finishes the proof. Now, we give the stability result. 
Then one can gets the following perturbation equation,
(15) Taking the discrete inner product with (ε k+1 + ε k ) on the both sides of the equation (15) and summing up for k from 0 to n − 1 give
Furthermore, one has the following results
by follows that Lemmas 3.4 and 3.5. Hence,
Using Lemma 3.3 again, one has,
This ends the proof. Finally, we study the convergence of the above compact difference scheme.
Theorem 3.3
Assume that the solution u(x, t) of equation (6), together with (7) and (8) is suitably smooth, and let {u k j |0 ≤ j ≤ M, 0 ≤ k ≤ N} be the solution of the finite difference scheme (11)- (13) . Set e
Proof. From the above analysis, we have the following error system,
Taking the discrete inner product with (e k+1 + e k ) on the both sides of equation (16) and summing up for k from 0 to n − 1, one gets
It follows from Lemma 3.1 that
Hence, one further arrives at
i.e.,
Applying Lemma 3.2 to it yields
The proof is thus finished.
Application to the fractional Cable equation in two space dimensions
In this section, we study the following two-dimensional Cable equation
with initial condition
and boundary value conditions u(x, y, t) = ϕ(x, y, t), (x, y) ∈ ∂Ω,
where 0 < α 1 , α 2 < 1, K 1 and K 2 are two constants, f (x, y, t) and ϕ(x, y, t) are given suitably smooth functions.
Development of numerical algorithm
, and the spatial compact difference operators as,
Now we consider equation (17) at point x i , y j , t k+ 1 2 . Operating the operator L x L y on both sides of it leads to,
Similar to the one-dimensional case, one easily has
where there exists a positive constant C 2 such that |R (20) and replacing the grid function u (x i , y j , t k ) with its numerical approximation u k i,j , one gets a high-order compact scheme in the following form,
Solvability, stability and convergence analysis
Define S hxhy = {u|u = {u i,j }, u| ∂Ω hxhy = 0}.
Then for any u, v ∈ S hxhy , define the inner products as
,j .
We temporarily leave to give several definition(s) and lemmas [13] which will be utilized later on. . Then the mn eigenvalues of A ⊗ B are given below,
Moreover, if A ∈ R n×n , B ∈ R m×m , I n and I m are unit matrices of orders n, m, respectively, then matrices I m ⊗ A and B ⊗ I n can commute with each other. 
Next we give an inequality for the mesh function.
Lemma 4.4 [4]
For any mesh function u ∈ S hxhy , there holds
Now we return to discuss the derived compact scheme.
Lemma 4.5 For any mesh functions u, v ∈ S hxhy , there has a symmetric positive definite operator Q x+y , such that
Here I p are the unit matrices of order M p − 1 (p = 1, 2), C p and D p (p = 1, 2) are defined by and
.
By using Lemmas 4.2 and 4.3 and the fact
we know that matrix L x+y is real symmetric. It follows from Lemma 4.1 that matrix L x+y is negative definite since its eigenvalues are all negative. Hence, we can declare that matrix L x+y is real symmetric and negative definite, and there exist an orthogonal matrix H x+y and a diagonal matrix Λ x+y such that
Hence, we have
where Q x+y is a symmetric and positive definite operator, so is Q x+y . Therefore, the proof is ended.
Lemma 4.6 [12] For any mesh function u ∈ S hxhy , there exists a symmetric positive definite operator Q xy such that
In the following, we firstly give the solvability of finite difference scheme (21), together with (22) and (23). (22) and (23) is uniquely solvable.
Proof. As the same as the one dimensional case, we easily get the homogeneous form of difference scheme (21) is
Taking the inner product with u k+1 i,j and using Lemma 4.4 lead to
i.e., u k+1 i,j = 0, which shows that the conclusion holds. Next, we study the stability result of finite difference scheme (21)- (23).
Theorem 4.2
The finite difference scheme (21), together with (22) and (23) is unconditionally stable with respect to the initial value.
Proof. Due to the perturbation equation
taking the inner product with ε k+1 + ε k for the first equation and summing up for k from 0 to n − 1 yield
Obviously, the left hand side of equation (24) can be reduced to
Applying Lemmas 3.5, 4.5 and 4.6 to the right hand side of equation (24) leads to
Hence, combining the above two estimations gives
Using Lemma 4.4 again yields
The proof is complete. Finally, we list the convergence result.
Theorem 4.3
Assume that the solution u(x, y, t) of equation (17), together with (18) and (19) is suitably smooth, and that {u
is the solution of the finite difference scheme (21), together with (22) and (23) . Let e
one has
y . All this completes the proof.
Numerical examples
In this section, numerical experiments are carried out for the proposed numerical algorithms to illustrate our theoretical analysis.
Obviously, the exact value of u(t) at t = 0.5 is
By using formula (4) to approximate function u(t), the absolute error and convergence order are listed in Table 1 . It can be seen from the table that the convergence order of formula (4) is almost 2, which is in line with our theoretical analysis.
Example 5.2 Consider the following one-dimensional fractional cable equation:
with initial value condition
where the source term is f (x, t) = 2 t +
sin πx. The analytical solution of the above system is u(x, t) = t 2 sin πx. In this numerical test, we present the absolute errors and the corresponding temporal and spatial convergence orders in Table 2 for different α 1 and α 2 by using finite difference scheme (11), together with (12) and (13) , which verifies that the secondorder accuracy in time and fourth-order accuracy in space direction are obtained. Meanwhile, the evolutions of the absolute errors were depicted in Figs. 5.1 and 5.2 for different orders α 1 , α 2 and stepsizes τ, h. Obviously, all of the above numerical results are in accordance with our stability and convergence analysis of the proposed numerical algorithm (11), together with (12) and (13). ∂u(x, y, t) ∂t
with initial value condition u(x, y, 0) = 0, (x, y) ∈ Ω, and boundary value conditions u(x, y, t) = 0, (x, y) ∈ ∂Ω, t ∈ (0, 1], Table 2 : The absolute errors (TAE), temporal convergence order (TCO) and spatial convergence order (SCO) of Example 2 by using difference scheme (11), together with (12) and (13) . sin πx sin πy. The analytical solution is u(x, t) = t 2 sin πx sin πy. Table 3 lists the computed errors, the temporal and spatial convergence orders respectively, which shows that the convergence order of our scheme (21)- (23) 
Conclusions
In this paper, two classed high-order numerical algorithms are derived to solve the one-and two-dimensional fractional Cable equations based on the derived new second-order difference operator in time direction and the compact techniques in space direction. By using the energy method, we proved that our difference schemes are unconditionally stable to the initial values. The temporal, spatial convergence orders can reach two and four respectively. Finally, numerical examples are given to show the effectiveness of the derived numerical algorithms. Table 3 : The absolute errors (TAE), temporal convergence order (TCO) and spatial convergence order (SCO) of Example 3 by using difference scheme (21), together with (22) and (23) . and h = 1 20 .
