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Abstract
Chernoff bound is a fundamental tool in theoretical computer science. It has been extensively
used in randomized algorithm design and stochastic type analysis. The discrepancy theory,
which deals with finding a bi-coloring of a set system such that the coloring of each set is
balanced, has a huge number of applications in approximation algorithm design. A classical
theorem of Spencer [Spe85] shows that any set system with n sets and n elements has discrepancy
O(
√
n) while Chernoff [Che52] only gives O(
√
n log n).
The study of hyperbolic polynomial is dating back to the early 20th century, due to Gård-
ing [Går59] for solving PDEs. In recent years, more applications are found in control theory,
optimization, real algebraic geometry, and so on. In particular, the breakthrough result by
Marcus, Spielman, and Srivastava [MSS15] uses the theory of hyperbolic polynomial to prove
the Kadison-Singer conjecture [KS59], which is closely related to the discrepancy theory.
In this paper, we present two new results for hyperbolic polynomials
• We show an optimal hyperbolic Chernoff bound for any constant degree hyperbolic poly-
nomials.
• We prove a hyperbolic Spencer theorem for any constant rank vectors.
The classical matrix Chernoff and discrepancy results are based on determinant polynomial
which is a special case of hyperbolic polynomial. To the best of our knowledge, this paper is the
first work that shows either concentration or discrepancy results for hyperbolic polynomials.
∗zhaos@ias.edu. Columbia University, Princeton University and Institute for Advanced Study.
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1
1 Introduction
The study of concentration of sums of random variables dates back to Central Limit Theorems, and
hence de Moivre and Laplace, while modern concentration bounds for sums of random variables
were probably first established by Bernstein [Ber24] in 1924. An extremely popular variant now
knowns as Chernoff bounds was introduced by Rubin and published by Chernoff [Che52] in 1952.
Hyperbolic polynomials are a class of real, multivariate homogeneous polynomials p(x), such
that p(x) is hyperbolic in direction e if the univariate polynomial p(te − x) = 0 has only real
roots as a function of t. It was first proposed by Gårding in [Går51] and has been extensively
studied in mathematics community [Går59, Gül97, BGLS01, Ren06]. Some examples of hyperbolic
polynomials are as follows:
• Let h(x) = x1x2 · · ·xn. It’s easy to see that h(x) is hyperbolic with respect to any vector
e ∈ Rn+.
• ForX = (xi,j)ni,j=1 be a symmetric matrix where xi,j = xj,i for all 1 ≤ i, j ≤ n, the determinant
polynomial h(x) = det(X) is hyperbolic with respect to I˜, the identity matrix I packed into
a vector. Indeed, h(tI˜ − x) = det(tI − X), the characteristic polynomial of the symmetric
matrix X, has only real roots by the spectral theorem.
• Let h(x) = x21 − x22 − · · · − x2n. Then, h(x) is hyperbolic with respect to e =
[
1 0 · · · 0]>.
x
y
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Figure 1: The function on the left is h(x, y, z) = z2 − x2 − y2, which is hyperbolic with respect
to e =
[
0 0 1
]>, since any line in this direction always has two intersections. The function on
the right is g(x, y, z) = z4 − x4 − y4, which is not hyperbolic with respect to e, since it only has 2
intersections but the degree is 4.
Inspired by the eigenvalues of matrix, we can define the hyperbolic eigenvalues of a vector x as the
real roots of t 7→ h(x− te), that is, λh,e(x) = (λ1, . . . , λd) such that h(te− x) = h(e)
∏d
i=1(t− λi).
In this paper, we assume that h and e are fixed and we just write λ(x) omitting the subscript.
Furthermore, similar to the spectral norm of matrix, the hyperbolic spectral norm of a vector x can
be defined as ‖x‖h = maxi∈[d] |λi(x)|.
In this work, we study the concentration phenomenon of the roots of hyperbolic polynomials.
More specifically, we consider hyperbolic spectral norm of the sum of a randomly signed vectors,
i.e., ‖∑ni=1 rixi‖h, where r ∈ {−1, 1}n are uniformly random signs and {x1, x2, · · · , xn} are any
fixed vectors in Rm. This kind of summation has been studied in the following cases:
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(1) scalar case: xi ∈ {−1, 1} and the norm is just the absolute value, i.e., |
∑n
i=1 rixi|, the scalar
version Chernoff bound [Che52] shows that
Pr
r∼{−1,1}n
[∣∣∣∣∣
n∑
i=1
rixi
∣∣∣∣∣ > t
]
≤ 2 exp (−t2/(2n)) .
corresponding to the case when h(x) = x for x ∈ R and the hyperbolic direction e = 1.
(2) matrix case: xi are d-by-d symmetric matrices and the norm is the spectral norm, i.e.,
‖∑ni=1 rixi‖, the matrix Chernoff bound [Tro15b] shows that
Pr
r∼{−1,1}n
[∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥ > t
]
≤ 2d · exp
(
− t
2
2
∥∥∑n
i=1 x
2
i
∥∥
)
.
We try to generalize these results to the hyperbolic spectral norm. Actually, we can see that the
scalar case corresponds to h(x) = x for x ∈ R and the hyperbolic direction e = 1; and the matrix
case corresponds to h(x) = det(X) and e = I.
1.1 Our result
In this paper, we can prove the following “Chernoff-type” concentration for hyperbolic spectral norm.
Our result is essentially optimal when the hyperbolic polynomial’s degree d = O(1).
Theorem 1.1 (Optimal hyperbolic Chernoff bound in any constant dimension). Given x1, x2, · · · , xn ∈
Rm. Let h be an m-variable, degree-d hyperbolic polynomial with respect to a direction e ∈ Rm. Let
σ = (
∑n
i=1 ‖xi‖2h)1/2. Let c > 0 denote some fixed constant. Then, for every t > 0,
Pr
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
> t
]
≤ exp
(
− ct
2
σ2 log d
)
.
When the hyperbolic polynomial h(x) = x, with respect to e = 1, ‖x‖h = |x| and we get the
following concentration inequality:
Pr
r∼{±1}n
[∣∣∣∣∣
n∑
i=1
rixi
∣∣∣∣∣ > t
]
≤ exp
(
− ct
2∑n
i=1 x
2
i
)
,
which is the Bernstein inequality [Ber24]. (c > 0 is some fixed constant.)
Also, as a by-product, we get a nearly-optimal upper bound on the expectation of hyperbolic
spectral norm of Rademacher sum in any dimension:
Theorem 1.2 (Nearly-optimal upper bound on expectation). Given x1, x2, · · · , xn ∈ Rm. Let
h be an m-variable, degree-d hyperbolic polynomial with respect to a direction e ∈ Rm. Let σ =
(
∑n
i=1 ‖xi‖2h)1/2. Then,
E
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
]
≤ 2
√
log d · σ.
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Note that when h = det(X) and e = I, Theorem 1.2 gives a nearly-optimal upper bound on the
expectation of matrix spectral norm:
E
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
riXi
∥∥∥∥∥
]
≤ 2
√
log d · σ,
where {Xi}i∈[n] are any fixed d-by-d matrices and σ2 =
∑n
i=1 ‖Xi‖2.
Currently, the best upper bound on the expectation is by [Tro15b]:
E
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
riXi
∥∥∥∥∥
]
≤
√
2 log d · ν,
where ν2 = ‖∑ni=1X2i ‖.
1.2 Our application in discrepancy theory
Discrepancy theory is an important subfield of combinatorics, with many applications in theoretical
computer science. Following Meka’s blog post [Mek14], by combining scalar version Chernoff bound
and union bound, we can easily prove that, for any n vectors x1, . . . , xn ∈ {−1, 1}n, there exists
r ∈ {−1, 1}n such that |〈r, xi〉| ≤ O(
√
n log n) for every i ∈ [n]. In a celebrated result âĂĲSix
Standard Deviations SufficeâĂİ, Spencer showed that it can be improved to |〈r, xi〉| ≤ 6
√
n [Spe85].
For matrix case, by matrix Chernoff bound, it follows that for any symmetric matrixX1, . . . , Xn ∈
Rd×d, for uniformly random signs r ∼ {−1, 1}n, with high probability
∥∥∥ n∑
i=1
riXi
∥∥∥ ≤ O(√log d)(∥∥∥ n∑
i=1
X2i
∥∥∥)1/2 .
When Xi are diagonal matrices with {−1, 1} entries, the matrix case is equivalent to the scalar
case and Spencer’s result indicates that the O(
√
log d) factor may be improved by picking the signs
carefully, which leads to the follow conjecture by Meka [Mek14]:
Conjecture 1.3 (Matrix Spencer Conjecture). For any symmetric matrices X1, . . . , Xn ∈ Rd×d
with ‖Xi‖ ≤ 1, there exists signs r ∈ {−1, 1}n such that ‖
∑n
i=1 riXi‖ = O(
√
n).
The breakthrough paper by Marcus, Spielman and Srivastava [MSS15] proved the famous
Kadison-Singer conjecture [KS59]i, which was open for more than half of a century.
Theorem 1.4 (Kadison-Singer). Let k ≥ 2 be an integer and  a positive real number. Let
x1, . . . , xn ∈ Cm such that tr[xix∗i ] ≤  ∀i ∈ [n],
∑n
i=1 xix
∗
i = I. Then, there exists a parti-
tion S1 ∪ S2 ∪ · · · ∪ Sk = [n] such that ‖
∑
i∈Sj xix
∗
i ‖ ≤ ( 1k +
√
)2 ∀j ∈ [k].
The Kadison-Singer theorem implies the Conjecture 1.3 for rank-1 matrices with additional
constraint that they add up to the identity matrix.
Theorem 1.5 ([MSS15]). Let x1, . . . , xn ∈ Cm and suppose ‖xix∗i ‖ ≤  for all i ∈ [n] and∑n
i=1 xix
∗
i = I. Then, there exists signs r ∈ {−1, 1}n such that∥∥∥∥∥
n∑
i=1
rixix
∗
i
∥∥∥∥∥ ≤ O(√).
iFor more details and backgrounds, we refer the readers to [CT16, MS16].
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This result also holds for higher rank matrices with the same constraint that their sum equals
to the identity matrix, proved by Cohen [Coh16] and Brändén [Brä18] independently.
Theorem 1.6 (High rank Kadison-Singer [Coh16, Brä18]). Let X1, . . . , Xn ∈ Cd×d be positive semi-
definite symmetric matrices such that tr[Xi] ≤  for all i ∈ [n] and
∑n
i=1Xi = I. Then, there exists
signs r ∈ {−1, 1}n such that ∥∥∥∥∥
n∑
i=1
riXi
∥∥∥∥∥ ≤ O(√).
On the other hand, [KLS20] proved Conjecture 1.3 for general rank-1 matrices and also weaker
several assumptions in [MSS15]:
Theorem 1.7 ([KLS20]). Given n vectors x1, . . . , xn ∈ Cm. Let σ2 = ‖
∑n
i=1 xix
∗
i ‖. Then, there
exists a choice of signs r ∈ {−1, 1}n such that∥∥∥∥∥
n∑
i=1
rixix
∗
i
∥∥∥∥∥ ≤ 4σ.
Similar to the scalar and matrix cases, discrepancy theory can be further generalized to the
hyperbolic spectral norm. Brändén [Brä18] proved the following hyperbolic Kadison-Singer theorem:
Theorem 1.8 (High rank hyperbolic Kadison-Singer [Brä18]). Let k ≥ 2 be an integer and  a
positive real number. Suppose h is hyperbolic with respect to e ∈ Rm, and let x1, . . . , xn ∈ Λ+(h, e)
such that
tr[xi] ≤ , rank(xi) ≤ r ∀i ∈ [n],
n∑
i=1
xi = e,
where tr[x] :=
∑d
i=1 λi(x) and rank(x) := |{i ∈ [d] : λi(x) 6= 0}|.
Then, there exists a partition S1 ∪ S2 ∪ · · · ∪ Sk = [n] such thatii∥∥∥∥∥∥
∑
i∈Sj
xi
∥∥∥∥∥∥
h
≤ O(1/k).
Theorem 1.8 is an existence result in discrepancy theory, like the Spencer’s six deviations theorem
and the Kadison-Singer theorem. Indeed, Theorem 1.8 implies the high rank case of [MSS15] result
(Theorem 1.5), the reason is that determinant polynomial is a special case of hyperbolic polynomial.
Our main result (Theorem 1.1) implies the following constructive result in discrepancy theory,
which is a counterpart of Theorem 1.8.
Corollary 1.9. Given vectors x1, x2, · · · , xn ∈ Rm and a degree d hyperbolic polynomial h with
respect to e, and suppose ‖xi‖h ≤ 1 for all i ∈ [n], then for uniformly random signs r ∼ {−1, 1}n,∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
≤ O(
√
n log d)
holds with probability at least 0.99.
iiThe actual bound is slightly tighter, for simplicity, we put a simple bound here.
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This result may not tight for some specific signs. It is thus interesting to study whether we can
do better to improve the
√
log d factor in a non-constructive case.
Conjecture 1.10 (Hyperbolic Spencer Conjecture). Given vectors x1, x2, · · · , xn ∈ Rm and a degree
d hyperbolic polynomial h with respect to e, and suppose ‖xi‖h ≤ 1 for all i ∈ [n]. Then, there exists
signs r ∈ {−1, 1}n, such that ∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
≤ O(√n)
Note that Conjecture 1.10 is more general than matrix Spencer conjecture (Conjecture 1.3). And
for constant degree d, Conjecture 1.10 is true by Corollary 1.9. Moreover, we can also generalize
Theorem 1.7 and prove the hyperbolic Spencer conjecture for rank-1 vectors. Recall that the rank
of vector x is the number of non-zero roots, i.e., |{i ∈ [d] : λi(x) 6= 0}|.
Theorem 1.11 (Eight deviations suffice). Given x1, x2, · · · , xn ∈ Rm such that rank(xi) ≤ 1
for all i ∈ [n]. Let h be an m-variable, degree-d hyperbolic polynomial with respect to e. Let
σ = (
∑n
i=1 ‖xi‖2h)1/2. Then, for uniformly random signs r ∼ {−1, 1}n,∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
≤ 8σ
holds for constant probability.
Theorem 1.11 can be further generalized to the constant rank case with worse constant in the
upper bound.
1.3 Related work
There is a long line of work generalizing the classical scalar Chernoff-type bound to matrix Chernoff-
type bound [Rud99, AW02, RV07, Tro12, MJC+14, GLSS18, KS18, NRR20, ABY20]. [Rud99, RV07]
showed a Chernoff-type concentration of spectral norm of matrices which are outer product of two
random vectors, using non-commutative Khintchine inequality [LP86, LPP91]. [AW02] first used
Laplace transform and Golden-Thompson inequality [Gol65, Tho65] to prove a Chernoff bound
for general random matrices. This result was improved by [Tro12] and [Oli09] independently. In
particular, [Tro12] used Lieb’s theorem to bound the matrix moment generating function, leading
to a significant advance beyond the framework of [AW02]. [MJC+14] proved a series of matrix
concentration results via SteinâĂŹs method of exchangeable pairs. [GLSS18] show a Chernoff
bound for sums of matrix-valued random variables sampled via a random walk on an expander
graph. This work confirms a conjecture due to Wigderson and Xiao [WX06]. [KS18] prove a new
matrix Chernoff bound for Strongly Rayleigh distributions, and an immediate application is adding
together the Laplacians of −2 log2 n random spanning trees gives an (1 ± ) spectral sparsifiers of
graphs Laplacians with high probability.
Matrix Chernoff bound has extensively number of applications in computer science, i.e., statisti-
cal estimation [Rud99, Kol11], sub-sampling a matrix [RV07, CLM+15], sparsification [ST04], quan-
tum information theory [AW02], fast Johnson-Lindenstrauss transform [LDFU13], Laplacian system
solving [KS16], linear program solvers [JSWZ20], the convergence of deep neural network training
[ZSJ+17, ZSD17, SY19, AZLS19a, AZLS19b, BPSW20], particle filtering [DHL+20], expansion of
random Cayley graphs [AR94, LR04], matrix completion [Gro11, Rec11, Har14, Che15, BLS+19],
compressed sensing [FR17, Tro15a].
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1.4 Technique overview
In this section, we provide a proof overview of our main results: Theorem 1.1 and Theorem 1.11.
We first review the general method for proving the concentration of measure with exponential-tail
bound. Then, we show how to adapt this approach to prove hyperbolic Chernoff bound. After that,
we show how to get the discrepancy result by modifying the proof of hyperbolic concentration.
1.4.1 General approach to prove Chernoff-type concentration
A common way to prove Chernoff bound is via moment generating function and Markov’s inequality.
Take the scalar version of Chernoff bound as an example. For i.i.d. random variables x1, . . . , xn
with E[xi] = 0, consider the moment generating function E[eaX ] where X :=
∑n
i=1 xi and a is a
parameter. Then, by Markov’s inequality
Pr[X > t] = Pr[eaX > eat] ≤ E[e
aX ]
eat
∀a > 0. (1)
For scalar random variables, the moment generating function satisfies
E
[
eaX
]
=
n∏
i=1
E [eaxi ] . (2)
Then, if we can bound E[eaxi ] for each random variable xi and choose the parameter a to minimize
Eq. (1), we will get the scalar version Chernoff bound.
For general random variables that take values in a normed linear space, it becomes more com-
plicated to prove concentration. Consider a special case that we studied in this paper—Rademacher
sum, i.e., X :=
∑n
i=1 rixi where x1, . . . , xn ∈ Rm are any fixed m vectors and r1, . . . , rn ∈ {−1, 1}
are independent Rademacher random variables, that is, ri = ±1 with probability 1/2. And we want
to upper bound Prr∼{±1}n [‖X‖X > ], where ‖ · ‖X is some norm on Rm. We can still use the above
framework and have Eq. (1). But in this time, Eq. (2) does not hold and some new technique is
required to upper bound E[ea‖X‖X ].
One way is to consider the Taylor expansion of ea‖X‖X :
E
[
ea‖X‖X
]
=
∞∑
p=0
ap
p!
· E [‖X‖pX ] .
For Rademacher sumX, by Khinchin-Kahane inequality (Theorem A.14), the p-th moment of ‖X‖X
can be upper-bounded by the 1-st moment, E[‖X‖X ], up to a constant factor that only depends on
p. Therefore, if we can upper bound the expectation E[‖X‖X ], then we will get an upper bound for
Prr∼{±1}n [‖X‖X > t].
Ledoux and Talagrand [LT13] used this approach to derive a general formula (Theorem A.12) for
concentration of Rademacher sum in normed linear space (or Banach space for infinite Rademacher
sum):
Pr
r∼{±1}n
[‖X‖X > t] ≤ 2 exp
(
− t2
/(
32 E
r∼{±1}n
[‖X‖2X ]
))
. (3)
1.4.2 Our technique for hyperbolic Chernoff bound
We use the framework in previous section to prove the hyperbolic Chernoff bound. The first thing
we need to ensure is that the hyperbolic spectral norm ‖ · ‖h is indeed a norm, which follows from
the result of Gårding [Går59].
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Now, we can apply the normed linear space concentration inequality (Eq. (3)) to hyperbolic
spectral norm of Rademacher sum, and get that
Pr
r∼{±1}n
[‖X‖h > t] ≤ 2 exp
(
− t2
/(
32 E
r∼{±1}n
[‖X‖2h]
))
. (4)
Since the second moment of ‖X‖h can by upper-bounded by expectation by Khinchin-Kahane
inequality, we just need to focus on Er∼{±1}n [‖X‖h].
By definition, the hyperbolic spectral norm ofX is the `∞ norm of the eigenvalues λ(X). Inspired
by the proof of matrix Chernoff bound by Tropp [Tro18], we can consider the `2q norm of λ(x),
for q ≥ 1. When the hyperbolic polynomial h is the determinant polynomial, this norm is just the
Schatten-2q norm of matrix. For general hyperbolic polynomial, we define hyperbolic-2q norm as
‖x‖h,2q := ‖λ(x)‖2q. By the result of [BGLS01], hyperbolic-2q norm is actually a norm in Rm. And
the following inequality (by Fact B.4 and Lemma A.16) shows the connection between hyperbolic
spectral norm and hyperbolic-2q norm:
E
r∼{±1}n
[‖X‖h] ≤
(
E
r∼{±1}n
[‖X‖2qh,2q])1/(2q).
In order to compute ‖X‖2qh,2q =
∑d
i=1 λi(X)
2q, we use a deep result in hyperbolic polynomial:
Helton-Vinnikov Theorem [HV07], to translate between hyperbolic polynomials and matrices. The
theorem is stated as follows, which proved a famous conjecture by Lax [Lax57].
Theorem 1.12 ([HV07]). Let f ∈ R[x, y, z] be hyperbolic with respect to e = (e1, e2, e3) ∈ R3.
Then there exist symmetric real matrices A,B,C ∈ Rd×d such that f = det(xA + yB + zC) and
e1A+ e2B + e3C  0.
Gurvits [Gur04] proved a corollary (Corollary A.17) of Helton-Vinnikov Theorem that for any
m-variate hyperbolic polynomial h, and x, y ∈ Rm, there exists two symmetric matrices A,B ∈ Rd×d
such that for any a, b ∈ R, λ(ax+ by) = λ(aA+ bB).
Therefore, we try to separate and consider each random variable ri at a time. We first consider
the expectation over r1. By the conditional expectation, we have
E
r∼{±1}n
[‖X‖2qh,2q] = E
r2,...,rn∼{±1}
[
E
r1∼{±1}
[
‖r1x1 +X2‖2qh,2q
]]
,
where X2 :=
∑n
i=2 rixi.
By Corollary A.17, there exists two matrices A1, B1 such that
λ(r1x1 +X2) = λ(r1A1 +B1).
And it follows that
E
r1∼{±1}
[
‖r1x1 +X2‖2qh,2q
]
= E
r1∼{±1}
[
‖r1A1 +B1‖2q2q
]
.
It becomes much easier to compute the expected Schatten-2q norm of matrices. We can prove that
E
r∼{±1}n
[‖X‖2qh,2q] ≤ q∑
k1=0
(
2q
2k1
)
‖x1‖2k1h · Er2,...,rn
[
‖X2‖2q−2k1h,2q−2k1
]
.
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Now, we can iterate this process for the remaining expectation Er2,...,rn
[
‖X2‖2q−2k1h,2q−2k1
]
. After
n− 1 iterations, we get that(
E
r∼{±1}n
[
‖X‖2qh,2q
])1/(2q)
≤
√
2q − 1 · d1/(2q) · σ, (5)
where σ2 =
∑n
i=1 ‖xi‖2h. Then, we put it into Eq. (4) and have
Pr
r∼{±1}n
[‖X‖h > t] ≤ C1 exp
(
− C2t
2
σ2 log d
)
,
for constant C1, C2 > 0, and hence Theorem 1.1 is proved.
1.4.3 Our technique for rank-1 discrepancy
We can use the concentration result (Theorem 1.1) to derive the discrepancy upper bound (Corol-
lary 1.9 and Theorem 1.11).
For any vectors x1, . . . , xn, by setting t = O(σ
√
log d) in Theorem 1.1, we have∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
≤ O(σ
√
log d)
with high probability for uniformly random signs r ∼ {±1}n, which is Corollary 1.9.
We can do better rank-1 vectors. By examing the proof of Theorem 1.1, we find that the factor
d in Eq. (5) comes from the last iteration: after we separate rn−1 from rn, it remains the following
term
E
rn∼{±1}
[
‖rnxn‖2knh,2kn
]
.
We can upper bound it by
E
rn∼{±1}
[
‖rnxn‖2knh,2kn
]
≤ rank(xn) · ‖xn‖2knh ≤ d · ‖xn‖2knh ,
which then implies Eq. (5).
For rank-1 vectors x1, . . . , xn, the above upper bound can be improved to
E
rn∼{±1}
[
‖rnxn‖2knh,2kn
]
≤ rank(xn) · ‖xn‖2knh ≤ ‖xn‖2knh .
It follows that (
E
r∼{±1}n
[
‖X‖2qh,2q
])1/(2q)
≤
√
2q − 1 · σ,
which then implies Theorem 1.11 that with constant probability,∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
≤ 8σ.
Remark 1.13. We note that this technique cannot derive the classical Spencer theorem, which
corresponds to the case when h =
∏n
i=1 xi and x ∈ {−1, 1}n. Then,∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
=
∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
∞
, and σ =
(
n∑
i=1
‖xi‖2h
)1/2
=
√
n.
However, for each vector xi ∈ {−1, 1}n, the hyperbolic rank rank(xi) = n. Therefore, our result
only implies an O(
√
n log n) upper-bound, instead of 6
√
n by Spencer theorem.
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1.5 Discussion and open problems
In this paper, we study the concentration of sum of vectors with random signs in hyperbolic spectral
norm, which is a generalization of many commonly used metrics including absolute value in one
dimension and matrix spectral norm in high dimension. We derive a Chernoff-type tail-bound,
which is optimal when the degree of hyperbolic polynomial is constant. We then apply our result
to discrepancy theory and prove a hyperbolic Spencer theorem for constant-rank case.
For further directions, one immediately question is can we prove a tighter hyperbolic Chernoff
bound? Our current result has worse dependence on the degree d of the hyperbolic polynomial and
the variance σ than the matrix Chernoff bound [Tro15b]. Note that in current matrix Chernoff
bound [Tro15b], the variance is defined as ‖∑ni=1X2i ‖1/2, which is always smaller or equal to
(
∑n
i=1 ‖Xi‖2)1/2, the variance σ used in this paper and [AW02]. However, the key techniques used
to improve the matrix Chernoff bound in [Oli09, Tro12], like GoldenâĂŞThompson inequality and
Lieb’s theorem, cannot be directly translated to the hyperbolic setting. Some new technique may
be required to get a hyperbolic Chernoff bound matching the matrix results.
Another open question is about hyperbolic discrepancy theory. Our results implies that for
vectors with rank k = O(1), the discrepancy upper bound is O(σ). Note that a
√
log k factor is
hidden in this case. Can we get a rank-free upper bound like the classical Spencer theorem? The
techniques in [Coh16] and [Brä18] may be helpful to this problem.
Also, is that possible to combine our techniques with [KLS20] to extend the KLS (determinant
polynomial) style discrepancy bound to hyperbolic polynomial?
Inspired by matrix Spencer conjecture (due to Meka [Mek14]), we came up a more general
conjecture which is called hyperbolic Spencer conjecture. We believe the conjecture is true, but we
don’t have a proof for it.
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A Preliminaries
A.1 Notations
For a vector x, we use ‖x‖0 to denote the number of non-zeros, use ‖x‖1 to denotes its `1 norm,
and use ‖x‖p to denote its `p norm for 0 < p ≤ ∞.
We use r ∈ {±1}n to denote n i.i.d. random variables where each ri is 1 with probability 1/2
and −1 otherwise.
The general definition of semi-norm and norm is as follows:
Definition A.1 (Semi-norm and norm). Let ‖·‖ : V → R be a nonnegative function on vector space
V . We say ‖ · ‖ is a semi-norm if it satisfies the following properties: For all a ∈ R and x, y ∈ V ,
• ‖x+ y‖ ≤ ‖x‖+ ‖y‖;
• ‖ax‖ = |a| · ‖x‖.
If furthermore, ‖x‖ = 0 implies x = 0 the zero vector of V , then we say ‖ · ‖ is a norm.
Definition A.2 (Normed linear space). A normed linear space is a vector space over R or C, on
which a normed is defined.
A.2 Basic definitions of hyperbolic polynomials
We provide the definition of Hyperbolic polynomial.
Definition A.3 (Hyperbolic polynomial). A homogeneous polynomial h : R→ R is hyperbolic with
respect to a vector e ∈ Rm if h(e) 6= 0, and for all x ∈ Rm, the univariate polynomial t 7→ h(te− x)
has only real zeros.
Furthermore, for d-degree polynomial h, we can write
h(te− x) = h(e)
d∏
i=1
(t− λi(x))
where λ1(x) ≥ λ2(x) ≥ · · · ≥ λd(x) are real roots of h(te− x). In particular,
h(x) = h(x)
d∏
i=1
λi(x).
The hyperbolic cone is defined as follows:
Definition A.4 (Hyperbolic cone). For a degree d hyperbolic polynomial h with respect to e ∈ Rm,
its hyperbolic cone is
Λm+ := {x : λd(x) ≥ 0}.
The interior of Λm+ is
Λm++ := {x : λd(x) > 0}.
Note that the hyperbolic direction e is in the hyperbolic cone. Actually, the hyperbolic cone
does not depend on the hyperbolic direction. For any vector v ∈ Λ+, the hyperbolic polynomial h
is hyperbolic with respect to v. In this paper, we always assume that e is any fixed vector in the
hyperbolic cone of h.
We define the trace, rank and spectral norm respect to hyperbolic polynomial h.
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Definition A.5 (Hyperbolic trace, rank, spectral norm). Let h be a degree d hyperbolic polynomial
with respect to e ∈ Rm. For any x ∈ Rm,
tr[x] :=
d∑
i=1
λi(x), rank(x)h := #{i : λi(x) 6= 0}, ‖x‖h := max
i∈[d]
|λi(x)| = max{λ1(x),−λd(x)}.
We define the p norm with respect to hyperbolic polynomial h.
Definition A.6 (‖ · ‖h,p norm). For any p ≥ 1, we define the hyperbolic p-norm ‖ · ‖h,p defined as:
‖x‖h,p := ‖λ(x)‖p =
( d∑
i=1
|λi(x)|p
)1/p ∀x ∈ Rm.
It has been shown that ‖ · ‖h and ‖ · ‖h,p are indeed norms:
Theorem A.7 ([Går59, Brä18, Ren19]). ‖ · ‖h is a semi-norm.
Furthermore, if Λm+ is regular, i.e., (Λm+ ∩ −Λm+ ) = {0}, then ‖ · ‖h is a norm on Rm.
Theorem A.8 ([BGLS01]). For any p ≥ 1, ‖ · ‖h,p is a semi-norm. Moreover, if the hyperbolic
cone Λm+ is regular, then ‖ · ‖h,p is a norm.
A.3 Basic properties of hyperbolic polynomials
We state a fact for the eigenvalues λ(·) of degree-d hyperbolic polynomial h.
Fact A.9 ([BGLS01]). For all i ∈ [d],
λi(s · x+ t · e) =
{
s · λi(x) + t, if s ≥ 0;
s · λd−i(x) + t, if s < 0.
Then, we show that the elementary symmetric sum-products of eigenvalues can be computed
from the directional derivatives of the polynomial.
Observation A.10 ([BGLS01]).
p(te+ x) = p(e) ·
d∏
i=1
(t+ λi(x)) =
d∑
i=0
σi(λ(x)) · td−i,
where λ(x) = (λ1(x), · · · , λd(x)) and si : Rd → R is the i-th elementary symmetric polynomial:
si(y) :=
∑
j1<···<ji
i∏
k=1
yjk , ∀i ∈ [d];
s0(y) := 1, ∀i = 0.
Furthermore, for each i ∈ {0, 1, · · · , d},
p(e) · si(λ(x)) = 1
(d− i)! · ∇
d−ip(x) [e, e, . . . , e]︸ ︷︷ ︸
(d−i) terms
.
If i ∈ [d], then si ◦ λ is hyperbolic with respect to e of degree i.
Corollary A.11. tr[x] is a linear function.
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A.4 Concentration inequalities
In general, for any normed linear space, as mentioned in [LT13], we have the following concentration
result:
Theorem A.12 (Theorem 4.7 in [LT13]). Let x1, . . . , xn ∈ B be a fixed finite sequence in normed
linear space B. Let X = ∑ni=1 rixi, where r1, . . . , rn are independent Rademacher random variables.
Then, for every t > 0,
Pr
r∼{±1}n
[‖X‖B > t] ≤ 2 exp(−t2/(32E[‖X‖2B])).
For matrices with Schatten-p norm, the expectation of Schatten-2p norm of Rademacher sum
can by upper-bounded as follows.
Theorem A.13 (Theorem 3.1 in [TJ74]). Let p ≥ 1. For a matrix A, we use ‖A‖p to denote the
Shatten-p norm. For any fixed X1, X2, . . . , Xn ∈ Rd×d, and for independent Rademacher random
variables r1, r2, . . . , rn, we have E
r∼{±1}n
∥∥∥∥∥
n∑
i=1
riXi
∥∥∥∥∥
2p
2p
1/(2p) ≤√2p− 1 ·( n∑
i=1
‖Xi‖22p
)1/2
A.5 Khinchin-Kahane inequality
In any normed linear space, for any p, q ≥ 1, the p-th moment and q-th moment of the norm
of Rademacher sum are equivalent up to a constant, as shown in [Kah64], which generalized the
Khinchin inequality [Khi23].
Theorem A.14 ([Kah64]; also in [LO94, LT13, KR16]). For all p, q ∈ [1,∞), there exists a universal
constant Cp,q > 0 depending only on p, q, such that for all choices of normed linear space B, finite
sets of vectors x1, x2, · · · , xn ∈ B, and independent Rademacher variables r1, r2, · · · , rn,(
E
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
q])1/q
≤ Cp,q ·
(
E
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
p])1/p
.
If moreover 1 = p ≤ q ≤ 2, then C1,q = 21−1/q is optimal. If q ∈ [1,∞], then C1,q ≤ √q.
A.6 Horn inequality and Lyapunov inequality
We state a Lemma for singular values of the product of matrices.
Lemma A.15 (General Horn inequality, Lemma 1.2 in [TJ74]). Let A1, · · · , An ∈ Rd×d be sym-
metric matrices. Let σ1(A), . . . , σd(A) denote the singular values of A. Then, for each k ∈ [d],
k∑
j=1
σj
(
n∏
i=1
Ai
)
≤
k∑
j=1
n∏
i=1
σj(Ai).
We state a Lemma which is implied by Hölder inequality.
Lemma A.16 (Lyapunov’s inequality). Let 0 < r < s <∞ and X be a random variable. Then,
E [|X|r] ≤ (E [|X|s])r/s .
18
A.7 Helton-Vinnikov Theorem
We state a corollary of Helton-Vinnikov Theorem (Theorem 1.12), proved by Gurvits [Gur04]:
Corollary A.17 (Proposition 1.2 in [Gur04]). Let h(x) be a m-variable degree-d hyperbolic polyno-
mial. Then, for x, y ∈ Rm, there exists two symmetric real matrices A,B ∈ Rd×d such that for any
a, b ∈ R, the ordered eigenvalues λ(ax+ by) = λ(aA+ bB).
B Hyperbolic Chernoff bound in hyperbolic spectral norm
We consider the hyperbolic spectral norm ‖ · ‖h, defined as:
‖x‖h := ‖λ(x)‖∞.
We should assume that the hyperbolic cone Λh,+ is regular. By Theorem A.7, we know that
‖ · ‖h is a norm and (Rm, ‖ · ‖h) is a normed linear space.
B.1 Preliminaries
Applying the general concentration on normed linear space (Theorem A.12) to the ‖ · ‖h norm, and
get the following result:
Corollary B.1 (Concentration of hyperbolic norm). Let X =
∑n
i=1 rixi, where r1, r2, · · · , rn are
independent Rademacher variables and x1, x2, · · · , xn ∈ Rn. Then, for every t > 0,
Pr
r∼{±1}n
[‖X‖h > t] ≤ 2 exp
(
− t2/
(
32 E
r∼{±1}n
[‖X‖2h]
))
.
By Theorem A.14, we know that any moments of ‖X‖h are equivalent up to a constant factor.
In particular,
Claim B.2 (Equivalence between first- and second-moment). Given n vectors x1, x2, · · · , xn. Let
r1, r2, · · · , rn denote a sequence of random Rademacher variables. Let X =
∑n
i=1 rixi. Then,
(E[‖X‖2h])1/2 ≤
√
2 · E[‖X‖h].
We state two useful facts (Fact B.3 and B.4) that upper and lower bound the hyperbolic-p norm
by hyperbolic spectral norm.
Fact B.3. Let h denote a m-variate degree-d hyperbolic polynomial. For any vector x, for any
q > 1, we have
‖x‖h,q ≤ d1/q · ‖x‖h.
Proof. We have
‖x‖h,q = ‖λ(x)‖q ≤ d1/q · ‖λ(x)‖∞ = d1/q · ‖x‖h.
Thus, we complete the proof.
Fact B.4. Let h denote a m-variate degree-d hyperbolic polynomial. For any vector x and for any
q ≥ 1, we have
‖x‖h ≤ ‖x‖h,q.
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Proof. We have
‖x‖h ≤ ‖λ(x)‖∞ ≤ ‖λ(x)‖q = ‖x‖h,q.
Thus, we complete the proof.
Fact B.5. Let h denote a m-variate degree-d hyperbolic polynomial. For any vector x, if there exists
a matrix A ∈ Rd×d such that λ(x) = λ(A), then we have
‖x‖h = σ1(A).
Proof. We have
‖x1‖h = ‖λ(x1)‖∞ = ‖λ(A1)‖∞ = σ1(A1).
We state a useful tool from previous work [TJ74, Zyg02].
Lemma B.6 ([TJ74, Zyg02]). For q ≥ 2, we have(
2q
2k1, . . . , 2kn
)
≤M2q2q ·
(
q
k1, . . . , kn
)
,
where M2q = (
(2q)!
2qq! )
1/(2q).
Using elementary calculations, we can upper bound M2q.
Fact B.7. For any q ≥ 1, we have ((2q)!
2qq!
)1/(2q) ≤√2q − 1.
Proof. We have (
(2q)!
2qq!
)1/(2q)
≤
(
e · (2q)2q · √2q · e−2q
2q · √2pi · qq · √q · e−q
)1/(2q)
=
(
e1−q√
pi
· 2q · qq
)1/(2q)
≤
√
2q − 1,
where the first step follows from Stirling’s formula, and the last step follows from q ≥ 1.
B.2 Special case: determinant polynomial
We first consider a special case: h(X) = det(X) for X ∈ Rd2 . (Note that we can think of m = d2.)
In this case, ‖X‖h = ‖X‖, the matrix spectral norm of X.
The goal of this section is to prove Theorem B.8.
Theorem B.8 (Near-optimal matrix Chernoff bound). Given n matrices X1, X2, · · · , Xn ∈ Rd×d.
We define σ = (
∑n
i=1 ‖Xi‖2)1/2. Let C > 0 denote some fixed constant. Then, for every t > 0,
Pr
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
riXi
∥∥∥∥∥ > t
]
≤ 2 exp
(
− Ct
2
σ2 log d
)
.
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Proof. Let X :=
∑n
i=1 riXi. By Corollary B.1, we have
Pr
r∼{±1}n
[‖X‖h > t] ≤ 2 exp
(
− t
2
32Er∼{±1}n [‖X‖2h]
)
.
We know that
E
r∼{±1}n
[‖X‖2] ≤ 2 · E
r∼{±1}n
[‖X‖]2 ≤ 2C(log d) · σ2,
where the first step follows from Claim B.2, and the second step follows from Theorem B.9.
Therefore,
Pr
r∼{±1}n
[‖X‖h > t] ≤ 2 exp
(
− t
2
64C(log d) · σ2
)
,
and the theorem follows.
Next, we need to prove Theorem B.9.
Theorem B.9 (Expected spectral norm of Rademacher matrix sequence). There exists a sufficiently
large constant C > 0 such that for any fixed X1, X2, · · · , Xn ∈ Rd×d, we have
E
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
riXi
∥∥∥∥∥
]
≤ C
√
log d ·
(
n∑
i=1
‖Xi‖2
)1/2
.
Proof. We can upper bound E[‖∑ni=1 riXi‖] as follows:
E
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
riXi
∥∥∥∥∥
]
≤ E
r∼{±1}n
∥∥∥∥∥
n∑
i=1
riXi
∥∥∥∥∥
2p

≤
 E
r∼{±1}n
∥∥∥∥∥
n∑
i=1
riXi
∥∥∥∥∥
2p
2p
1/(2p)
≤
√
2p− 1
(
n∑
i=1
‖Xi‖22p
)1/2
≤
√
2p− 1 · d1/(2p) ·
(
n∑
i=1
‖Xi‖2
)1/2
,
where the first step follows from ‖A‖ ≤ ‖A‖2p, the second step follows from the Lyapunov inequality
(Lemma A.16), the third step follows from Theorem A.13, the forth step follows from ‖A‖2p ≤
d1/(2p) · ‖A‖.
By taking p = Θ(log d), we have
E
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
riXi
∥∥∥∥∥
h
]
≤ C
√
log d ·
(
n∑
i=1
‖Xi‖2
)1/2
,
which completes the proof of Theorem B.9.
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B.3 General case: hyperbolic polynomial
The goal of this section is to prove Theorem B.10.
Theorem B.10 (Chernoff bound for hyperbolic polynomial). Given x1, x2, · · · , xn ∈ Rm. Let h be
an m-variable, degree-d hyperbolic polynomial with respect to e. Let σ = (
∑n
i=1 ‖xi‖2h)1/2. Then,
E
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
]
≤ 2
√
log d · σ.
Furthermore, there exists two constant C1, C2 > 0 such that for every t > 0,
Pr
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
> t
]
≤ C1 exp
(
− C2t
2
σ2 log d
)
.
Proof. We first upper bound Er∼{±1}n [‖
∑n
i=1 rixi‖h] by
E
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
]
≤ E
r∼{±1}n
∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h,2q

≤
 E
r∼{±1}n
∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
2q
h,2q
1/(2q) (6)
≤
√
2q − 1 · d1/(2q) ·
(
n∑
i=1
‖xi‖2h
)1/2
,
where the first step follows from ‖x‖h ≤ ‖x‖h,2q when q ≥ 1 (Fact B.4), the second step follows
from the Lyapunov inequality (Lemma A.16), and the third step follows from Lemma B.11.
By taking q = log d, we have
E
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
]
≤
√
4(log d)− 2 ·
(
n∑
i=1
‖xi‖2h
)1/2
=
√
4(log d)− 2 · σ
≤ 2
√
log d · σ
= C
√
log d · σ,
where the second step follows from σ :=
(∑n
i=1 ‖xi‖2h
)1/2, and the last step follows from C := 2.
By Claim B.2,
E
r∼{±1}n
∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
2
h
 ≤ 2( E
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
])2
≤ 2C2(log d) · σ2.
Then, by Corollary B.1,
Pr
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
> t
]
≤ 2 exp
(
− t
2
32Er∼{±1}n [‖
∑n
i=1 rixi‖2h]
)
≤ 2 exp
(
− t
2
64C2(log d) · σ2
)
.
Thus, we complete the proof.
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B.4 Expected hyperbolic-2q norm bound
The goal of this section is to prove Lemma B.11.
Lemma B.11 (Expected hyperbolic-2q norm of Rademacher sum). Given n vectors x1, · · · , xn ∈
Rm. Let h be an m-variate, degree-d hyperbolic polynomial. For any q ≥ 1, we have E
r∼{±1}n
∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
2q
h,2q
1/(2q) ≤√2q − 1 · d1/(2q) ·( n∑
i=1
‖xi‖2h
)1/2
.
Proof. The main idea is to consider the random variables r1, r2, · · · , rn one at a time. By the
conditional expectation, we have
E
r∼{±1}n
∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
2q
h,2q
 = E
r2,··· ,rn∼{±1}
 E
r1∼{±1}
∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
2q
h,2q

= E
r2,...,rn∼{±1}
 E
r1∼{±1}
 d∑
j=1
λj
(
r1x1 +
n∑
i=2
rixi
)2q .
where the last step follows from the definition of ‖ · ‖h,2q norm.
To apply Corollary A.17, let x = x1, y =
∑n
i=2 rixi. Then, there exists two matrices A1, B1 ∈
Rd×d such that
λ
(
r1x1 +
n∑
i=2
rixi
)
= λ(r1A1 +B1), (7)
where λ is the vector of eigenvalues ordered from large to small. Then, we have
λ(x1) = λ(A1), λ
(
n∑
i=2
rixi
)
= λ(B1).
Hence, by the definition of Schatten-p norm,
d∑
j=1
(
λj
(
r1x1 +
n∑
i=2
rixi
))2q
= ‖r1A1 +B1‖2q2q
= tr
[
(r1A1 +B1)
2q
]
=
∑
β∈{0,1}2q
tr
[
2q∏
i=1
Aβi1 B
1−βi
1
]
· r
∑2q
i=1 βi
1 . (8)
where the first step follows from Eq. (7) and the definition of matrix Schatten p-norm, the second
step follows from ‖A‖2q2q = tr[A2q] for symmetric matrix A and q ≥ 1, and the last step follows from
the linearity of trace.
We define a set which will be used later.
Beven :=
{
β ∈ {0, 1}2q :
2q∑
i=1
βi is even
}
.
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By taking expectation for r1, we have
E
r1∼{±1}
 d∑
j=1
λj
(
r1x1 +
n∑
i=2
rixi
)2q = ∑
β∈{0,1}2q
tr
[
2q∏
i=1
Aβi1 B
1−βi
1
]
· E
r1∼{±1}
[
r
∑2q
i=1 βi
1
]
=
∑
β∈Beven
tr
[
2q∏
i=1
Aβi1 B
1−βi
1
]
where the first step follows from Eq. (8) and the linearity of expectation, and the last step follows
from
E
r1∼{±1}
[
rk1
]
=
{
0 if k is odd,
1 if k is even.
For each β ∈ Beven, we have
tr
[
2q∏
i=1
Aβi1 B
1−βi
1
]
≤
d∑
j=1
σj
(
2q∏
i=1
Aβi1 B
1−βi
1
)
≤
d∑
j=1
2q∏
i=1
σj
(
Aβi1 B
1−βi
1
)
,
where σj(A) is the j-th singular value of A and the first step follows from
tr[A] =
d∑
i=1
λi(A) ≤
d∑
i=1
|λi(A)| ≤
d∑
i=1
σi(A)
for any real square matrixA, and the second step follows from general Horn inequality (Lemma A.15).
Then, it follows that∑
β∈Beven
tr
[
2q∏
i=1
Aβi1 B
1−βi
1
]
≤
∑
β∈Beven
d∑
j=1
σj(A1)
∑2q
i=1 βiσj(B1)
2q−∑2qi=1 βi
=
q∑
k=0
(
2q
2k
) d∑
j=1
σj(A1)
2kσj(B1)
2q−2k.
Hence,
E
r1,...,rn∼{±1}
∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
2q
h,2q
 ≤ q∑
k1=0
(
2q
2k1
)
E
r2,...,rn
 d∑
j=1
σj(A1)
2k1σj(B1)
2q−2k1

≤
q∑
k1=0
(
2q
2k1
)
E
r2,...,rn
σ1(A1)2k1 d∑
j=1
σj(B1)
2q−2k1

=
q∑
k1=0
(
2q
2k1
)
σ1(A1)
2k1 E
r2,...,rn
 d∑
j=1
λj(B1)
2q−2k1

=
q∑
k1=0
(
2q
2k1
)
‖x1‖2k1h Er2,...,rn
 d∑
j=1
λj(B1)
2q−2k1

=
q∑
k1=0
(
2q
2k1
)
‖x1‖2k1h Er2,...,rn
∥∥∥∥∥
n∑
i=2
rixi
∥∥∥∥∥
2q−2k1
h,2q−2k1
 , (9)
24
where the second step follows from σ1(A) ≥ · · · ≥ σd(A), the third step follows from for
∑d
i=1 σi(A)
k =∑d
i=1 λi(A)
k for even k, the forth step follows from Fact B.5, and the last step follows from definition
of ‖ · ‖h,q.
Now, we can iterate this process for Er2,...,rn
[
‖∑ni=2 rixi‖2q−2k1h,2q−2k1]. Consider r2x2 +∑ni=3 rixi.
By Corollary A.17, there exists two symmetric matrices A2, B2 ∈ Rd×d such that
λ
(
r2x2 +
n∑
i=3
rixi
)
= λ(r2A+B)
for all r2 ∈ {−1, 1}. By the conditional expectation again, we can get that
E
r1,...,rn
∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
2q
h,2q
 ≤ q∑
k1=0
(
2q
2k1
)
‖x1‖2k1h Er2,...,rn
∥∥∥∥∥
n∑
i=2
rixi
∥∥∥∥∥
2q−2k1
h,2q−2k1

≤
q∑
k1=0
(
2q
2k1
)
‖x1‖2k1h
2q−2k1∑
k2=0
(
2q − 2k1
2k2
)
‖x2‖2k2h Er3,...,rn
∥∥∥∥∥
n∑
i=3
rixi
∥∥∥∥∥
2k3
h,2k3
 ,
where k3 = q−k1−k2 and the second step follows from applying Eq. (9) for Er2,...,rn
[
‖∑ni=2 rixi‖2q−2k1h,2q−2k1].
If we iterate n− 1 times, we finally get
E
∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
2q
h,2q
 ≤ ∑
k1,...,kn≥0
k1+···+kn=q
n−1∏
i=1
(
2q −∑i−1j=1 2kj
2ki
)
‖xi‖2kih · Ern
[
‖rnxn‖2knh,2kn
]
=
∑
k1,...,kn≥0
k1+···+kn=q
(
2q
2k1, . . . , 2kn
) n−1∏
i=1
‖xi‖2kih · Ern
[
‖rnxn‖2knh,2kn
]
=
∑
k1,...,kn≥0
k1+···+kn=q
(
2q
2k1, . . . , 2kn
) n−1∏
i=1
‖xi‖2kih · ‖xn‖2knh,2kn , (10)
where the first step follows from iterating the same rule for n − 1 times, the second step follows
from
n−1∏
i=1
(
2q −∑i−1j=1 2kj
2ki
)
=
(
2q
2k1
)
·
(
2q − 2k1
2k2
)
·
(
2q − 2k1 − 2k2
2k3
)
· · ·
(
2kn−1 + 2kn
2kn−1
)
=
(
2q
2k1
)
·
(
2q − 2k1
2k2
)
·
(
2q − 2k1 − 2k2
2k3
)
· · ·
(
2kn−1 + 2kn
2kn−1
)
·
(
2kn
2kn
)
=
(
2q
2k1, . . . , 2kn
)
.
By Lemma B.6, we have that(
2q
2k1, . . . , 2kn
)
≤M2q2q ·
(
q
k1, . . . , kn
)
,
where M2q =
(
(2q)!
2qq!
)1/(2q) ≤ √2q − 1 by Fact B.7.
25
Hence,
E
r∼{±1}n
∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
2q
h,2q
 ≤ M2q2q ∑
k1,...,kn≥0
k1+···+kn=q
(
q
k1, . . . , kn
) n−1∏
i=1
‖xi‖2kih · ‖xn‖2knh,2kn
≤ M2q2q
∑
k1,...,kn≥0
k1+···+kn=q
(
q
k1, . . . , kn
) n−1∏
i=1
‖xi‖2kih · d · ‖xn‖2knh
= M2q2q · d ·
∑
k1,...,kn≥0
k1+···+kn=q
(
q
k1, . . . , kn
) n∏
i=1
‖xi‖2kih
= M2q2q · d ·
(
n∑
i=1
‖xi‖2h
)q
,
where the second step follows from ‖xn‖h,2kn ≤ d1/(2kn) · ‖xn‖h (see Fact B.3), the third step follows
from re-organizing the terms, and the last step follows from expanding (
∑n
i=1 ‖xi‖2h)q.
Therefore, E
r∼{±1}n
∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
2q
h,2q
1/(2q) ≤√2q − 1 · d1/(2q) ·( n∑
i=1
‖xi‖2h
)1/2
,
which completes the proof of Lemma B.11.
C Discrepancy result
C.1 Main discrepancy result
The goal of this section is to prove Theorem C.1, which proves the rank-1 case of hyperbolic Spencer
conjecture (Conjecture 1.10).
Theorem C.1 (Eight deviations suffice). Given x1, x2, · · · , xn ∈ Rm such that rank(xi) ≤ 1 for
all i ∈ [n]. Let h be an m-variable, degree-d hyperbolic polynomial with respect to e. Let σ =
(
∑n
i=1 ‖xi‖2h)1/2. Then, there exists a sign vector r ∼ {−1, 1}n such that∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
≤ 8σ
holds.
Proof. Similar to the proof of Theorem B.10, we first have
E
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
]
≤
 E
r∼{±1}n
∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
2q
h,2q
1/(2q)
≤
√
2q − 1 ·
(
n∑
i=1
‖xi‖2h
)1/2
=
√
2q − 1 · σ,
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where the first step follows from Eq. (6) and the second step follows from Lemma C.4 with r = 1.
By setting q = 1, we have
E
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
]
≤ σ.
By Claim B.2,
E
r∼{±1}n
∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
2
h
 ≤ 2( E
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
])2
≤ 2σ2.
Then, by Corollary B.1,
Pr
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
> t
]
≤ 2 exp
(
− t
2
32Er∼{±1}n [‖
∑n
i=1 rixi‖2h]
)
≤ 2 exp
(
− t
2
64σ2
)
.
By choosing t = 8σ, we have
Pr
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
> 8σ
]
≤ 2/e.
Therefore, with probability 1− 2/e, we have∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
≤ 8σ,
which proves the theorem.
Remark C.2. It is interesting to apply Theorem C.1 to determinant polynomial h(x) = det(X). It
implies that for rank-1 matrices X1, . . . , Xn ∈ Rd×d,
Pr
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
riXi
∥∥∥∥∥ > t
]
≤ 2 exp
(
− t
2
64σ2
)
,
for σ2 =
∑n
i=1 ‖Xi‖2.
This result is in fact incomparable to the matrix Chernoff bound [Tro15b], which shows that
Pr
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
riXi
∥∥∥∥∥ > t
]
≤ 2d · exp
(
− t
2
2σ˜2
)
,
where σ˜2 = ‖∑ni=1X2i ‖. Because we only know the following relation between σ and σ˜ [Tro15b]:
σ˜2 ≤ σ2 ≤ d · σ˜2.
Note that Theorem C.1 can also be extended to constant rank case:
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Corollary C.3 (Constant-rank hyperbolic Spencer theorem). Given x1, x2, · · · , xn ∈ Rm such
that rank(xi) ≤ k for all i ∈ [n]. Let h be an m-variable, degree-d hyperbolic polynomial. Let
σ = (
∑n
i=1 ‖xi‖2h)1/2. Then, there exists a sign vector r ∼ {−1, 1}n such that∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
≤ Θ(
√
log k) · σ
holds.
Proof. By Lemma C.4, we have
E
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
]
≤
√
2q − 1 · k1/(2q) · σ.
By choosing q = (log k)/2, we have
E
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
]
≤ 2
√
(log k)− 1 · σ.
Then, it follows from Claim B.2 and Corollary B.1 that
Pr
r∼{±1}n
[∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
h
> t
]
≤ 2 exp
(
− t
2
64 · (4(log k)− 4) · σ2
)
≤ 2/e,
when t = 16
√
log k · σ, and hence the corollary is proved.
C.2 Expected hyperbolic-2q norm in constant rank case
The goal of this section is to prove Lemma C.4.
Lemma C.4. Given n vectors x1, · · · , xn ∈ Rm such that rank(xi) ≤ k for all i ∈ [n]. Let h be an
m-variate, degree-d hyperbolic polynomial. For any q ≥ 1, we have E
r∼{±1}n
∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
2q
h,2q
1/(2q) ≤√2q − 1 · k1/(2q) ·( n∑
i=1
‖xi‖2h
)1/2
.
Proof. Following the proof of Lemma B.11, we still have Eq. (10):
E
r∼{±1}n
∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
2q
h,2q
 ≤ ∑
k1,...,kn≥0
k1+···+kn=q
(
2q
2k1, . . . , 2kn
) n−1∏
i=1
‖xi‖2kih · ‖xn‖2knh,2kn .
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Note the rank(xn) ≤ k. Hence, ‖xn‖2knh,2kn ≤ k · ‖xn‖2knh . Therefore,
E
r∼{±1}n
∥∥∥∥∥
n∑
i=1
rixi
∥∥∥∥∥
2q
h,2q
 ≤ k · ∑
k1,...,kn≥0
k1+···+kn=q
(
2q
2k1, . . . , 2kn
) n∏
i=1
‖xi‖2kih
≤ M2q2q · k ·
∑
k1,...,kn≥0
k1+···+kn=q
(
q
k1, . . . , kn
) n∏
i=1
‖xi‖2kih
= M2q2q · k ·
(
n∑
i=1
‖xi‖2h
)q
,
where the second step follows from Lemma B.6.
The lemma then follows from M2q ≤
√
2q − 1.
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