We consider two quasi-linear initial-value Cauchy problems on d : a parabolic system and an hyperbolic one. They both have a first order non-linearity of the form t x u · u, a forcing term h t x u and an initial condition
Introduction
The PDE problems we are studying in the current article are part of the so-called class of quasi-linear parabolic and hyperbolic initial-value systems: where t x ∈ d , A j are d × d matrices, and a is a positive definite matrix in the nondegenerate parabolic case, and a = 0 in the hyperbolic one. There exists a huge literature regarding analytical methods proving the existence of solution for such PDEs. We refer to [16, 18] and references therein regarding both cases.
We are interested in applying stochastic methods to show existence results when the matrices A j are diagonal. More precisely, we are here concerned with the following case: the first order non-linearity has the special form t x u · u. The map
) is assumed to be smooth and locally (resp. globally) Lipschitz in u uniformly in t x . We prove global and local existence of smooth solutions in d , respectively, in the parabolic case and the hyperbolic one. We handle these questions by means of probabilistic methods due to the relationship between the structure b · u and the Feynman-Kac formula for parabolic equations. More precisely, we use in both cases some iterative parabolic schemes u n where the nonlinearity t x u · u is replaced by t x u n · u n+1 . Let us now describe in more details the two main results of our work. and inductively by t v n+1 t x + t x v n · v n+1 t x − 1 2 v n+1 t x = h t x v n t x (1.4)
where denotes the second order term. By means of Girsanov's transformations on the Feynman-Kac representation of the solution v n+1 , we show that v n converges to a vector field v and we obtain uniform bounds for the spatial derivatives of v n . We conclude about the regularity of the solution v by verifying the suitable hypothesis of Friedman's theorem on the convergence of parabolic operators [9] . We finally show the uniqueness of the solution. Again, Girsanov's transformations are helpful. We stress that our method does not use the theory of weak solution for PDEs and does not involve fixed point theorems due to the direct study of inductive schemes and some related induction Downloaded by [ hypothesis. The conditions on h and we use are sufficient to ensure the existence of a global smooth solution.
Let us notice that this global existence may fail to hold for v 0 ∈ L if the source term is no longer globally Lipschitz in u. For instance, consider the one-dimensional case h t x v = v 1+ > 0 with a constant initial condition v 0 x = v 0 > 0. Then the function
is a blow-up solution of (1.2). Our theorem may then be seen as a critical case in that sense. We also show in Section 3.2 the local existence of a smooth solution when h t x v = v for general initial conditions.
1.1.2. Hyperbolic Case. In Section 4, we prove by means of a particular parabolic scheme a local existence result for a system of quasi linear hyperbolic PDEs when the initial condition v 0 is a smooth-bounded function with bounded derivatives of all orders. We claim that there exists T * > 0 and a unique smooth solution v on 0 T * verifying the Cauchy problem
Let us describe the proof of this claim. First, we study a collection of sequences → u = u n derived from a Feynman-Kac representation where the time-dependent coefficient diffusion sequence = n t n lies in a family of smooth positive functions. We obtain uniform L bounds in n and of the derivatives of u n on a small interval. We show the uniform convergence of a particular sequence u * = u * n for a suitable sequence * converging to 0 as n → . We conclude that the limit u * of u * n is a smooth solution of the Cauchy system by adding a constant diffusion term on both side before applying Friedman's Theorem. The proof actually relies on estimates regarding the difference u n+1 − u n and on a suitable conjecture on the structure of the sequence * . Here we do not use Girsanov's transformation but rather estimates coming directly from the underlying diffusion process in the Feynman-Kac representation. Finally, we provide a lower bound regarding the blow up time for this hyperbolic system. Section 2 is devoted to some notational conventions. The appendix recalls the key result of Friedman to obtain in the parabolic case the regularity of the solution through subsequences of parabolic operators. the various studies depending on considering a scalar equation or a system of equations on one hand, and bounded or unbounded domains on the other hand. In the scalar case u d → , a general result on the global solvability is given by Theorem 8.1 (chap. 5, p. 495) in the seminal book [12] . We now consider quasi-linear uniformly parabolic PDE systems. First, in the case of bounded domains, one may mention [12 [6, 14] , the linear growth of all the coefficients in u and u are basically required.
Roughly speaking, the global solvability results in the PDE literature hold on bounded domains or require integrability conditions on the initial condition when considering d ; The corresponding results on d in the stochastic literature hold under linear growth conditions (see, e.g., [6, 14] ).
Our contribution. This one is twofold:
(1) Concerning the result in its own right, we do not require, in the d case, either the advection coefficient to have linear growth in u, or integrability conditions on the initial condition to prove the existence of a unique global smooth solution. (As discussed above in Section 1.1.1, the linear growth in u of the forcing term is a necessary condition to ensure the existence and uniqueness of a global smooth solution.) Though the result might be expected in view of all the above-mentioned discussions, it seems to us that it does not exist in the Downloaded by [ 
where C > 0 only depends on the data of the problem. Surprisingly, it is the same as the one of the standard scheme dX
to the solution of the SDE dX t = b t X t dt + t X t dW t , X 0 = x 0 , under linear growth and Lipschitz conditions on the coefficients. Notice that an interesting scheme has been studied in [2] when a system (written as (1.2) with h = 0) is viewed as a scalar PDE in an extended phase space.
Hyperbolic Case.
Known results. The literature on Hyperbolic PDEs is also huge and our references could not be by no means complete. Let us refer to [7, 18] for an overview on basic results.
Iterative hyperbolic schemes of the type
are classical to show the local existence of solutions in Sobolev spaces for non linear symmetric hyperbolic PDEs (see, e.g., [15] ). These results are usually stated and proven using Sobolev estimates, see, for example, [16, Th. 3.2 p. 22]. Stochastic methods are not used often to handle these estimates. We may however mention that linear transport equation with Sobolev coefficient has been extended to SDE, see [1] . The study of hyperbolic systems can also be performed via vanishing viscosity methods. Such methods have been extensively studied for instance for hyperbolic systems in one-space dimension. Let us refer to the seminal article [4] regarding various advanced results. A vanishing viscosity method has been also studied in [2] via stochastic methods for a system of Hyperbolic PDEs with no forcing term.
Our contribution. We do not require a priori the initial data to verify integrable conditions on
in addition, our result turns out to be a special case of a well known result regarding symmetric hyperbolic systems (cf. e.g., [15, Th. 2.1, p. 30]).
We moreover identify a lower bound for the blow-up time that only depends on the data of the Cauchy problem.
We actually perform a non classical vanishing viscosity method for a system of hyperbolic PDEs via a stochastic approach. The vanishing viscosity method we use is non-classical in the sense that the viscosity vanishes in a very specific way through a sequence of linear parabolic PDEs. 
We set f t
If r > 0, we set B 0 r = x ∈ d x ≤ r . Throughout this article, C denotes some constant independent of n, which can change from line to the next. When a particular constant C used in a proof is needed for another proof, we write it with an index or a subscript, as C 2 or C * for instance.
Differential Operators and PDEs
. We denote by f = i f 1≤i≤d the gradient of f and by f = j 2 jj f its Laplacian. More generally, for a given set of non negative definite matrixes a t x = t x
For a smooth vector field 
. Throughout this article, we consider parabolic operators whose generic form is given by
Probability Space and Diffusions
We are given a filtered probability space t on which a standard ddimensional t -adapted Brownian motion W · is defined. A diffusion starting from x at time t is denoted by X t x and reads: 
and:
More generally, under suitable conditions on , W t x denotes the unique strong solution of the SDE
3. Study of a Class of Parabolic Quasi-Linear PDEs
Assumptions and Preliminaries Lemmas
To establish the main results of this article, we introduce the following assumptions: 
then for all t ∈ 0 T g n t ≤ K 0
We also have the useful expression:
Proof. The proof stems from an immediate induction.
2 vector field with bounded derivatives. Then
Proof. The first inequality comes from the inequality t x t x − t x 0 ≤ sup [11] ). Using the assumption < , the Burkolder-Davis-Gundy (BDG) inequality and the Gronwall lemma, we obtain (3.17). Using (3.15-3.17-3.16), we can finally prove (3.18).
Main Result
We consider the following Cauchy problem:
We then define the following constants:
where t x = T − t −x , satisfies H , and J t x s denotes the module of the Jacobian of the inverse of the C 1 diffeomorphism x → W t x s . The main result of this section is the following theorem. 
Then there exists a unique bounded solution v ∈ C 0 T × d verifying the Cauchy problem (3.19) . The sequence v n defined by (1.3-1.4-1.5) uniformly converges to v and its rate of convergence reads
where C > 0 only depends on the data of the Cauchy problem. Moreover, the following bound holds for all t ∈ 0 T : v t Proof. The proof is based on the following steps. First, using the associated backward Cauchy system we define a sequence u n derived from a FeynmanKac representation. In Step 1, we show the uniform convergence of u n using Girsanov's transformation and Gronwall's Lemma. This proof involves estimates on Girsanov's densities which are a slight generalization of those already obtained by Busnello [5] . In Step 2, we obtain uniform bounds of the derivatives of u n . In
Step 3, we conclude that the limit u of u n is a smooth solution of the Cauchy system by using the previous results and applying a Friedman's Theorem [8, Th. 15, p. 80]) on uniform parabolic PDEs. In Step 4, we prove the uniqueness of the solution. Eventually, in Step 5, we obtain suitable bounds in L 2 for this solution. Using the change of variable u t x = v T − t −x , we turn the initial Cauchy system into the following backward one:
where u 0 = v 0 , g t x y = h T − t −x y and t x = T − t −x . In particular, g and satisfy the same conditions as h and respectively.
Step 0. Definition of a recursive scheme. Let us define by induction the sequence where w n t x = t x u n t x (3.26) f n t x = g t x u n t x (3.27)
The solution of this linear parabolic PDE can be represented by means of the Feynman-Kac formula:
where X n t x is the stochastic flow defined by: → 0) . Besides, by virtue of (3.13) we obtain that w n is Lipschitz in x uniformly in t, so that the diffusion X n t x is well defined. As a conclusion, the scheme is well defined and its Feynman-Kac representation holds.
Finally, from [8, Theorem 10, p. 72], we deduce by induction that u n ∈ C 2 0 T × d .
Step 1. Convergence of u n n∈ in L 0 T × d . The expression (3.28) shows that the sequence u n n≥0 is bounded in L 0 T × d . Indeed, due to Assumption H , we can write:
and we then apply Lemma 3.1 with K 0 = K 0 = u 0 , K 1 = c 1 and s = M s to obtain for all t ∈ 0 T the bound:
A Girsanov transformation yields the following expression for u n+1 : dW t x r = w n r W t x r dr + r W t x r d W t 0 r (3.36)
It follows that W t x is a weak solution of the SDE satisfied by X n t x . So W t x has the same law under than X n t x under , and we deduce (3.33). The Gronwall Lemma (making T vary) then yields:
We write u n+1 − u n t x = E T t f n s W t x s − f n−1 s W t x s ds Z Due to the Jensen and Cauchy Schwarz inequalities, the Lipschitz condition satisfied by g, inequalities (3.48) and (3.41) with T = T , we obtain:
Lemma 3.1 then implies:
Therefore, since the series
This yields the conclusion of Lemma 3.5.
Step 2. Bounds for the derivatives of u n . We claim that the map
is differentiable everywhere on d , and for any p ≥ 1. Moreover, its derivative Y x 0 n t s at x 0 is computed by differentiating (3.46) under the integral sign. Indeed, recall that sup 0 T u n t < ; Hence from Assumption (H ) and Lemma 3.2, we first obtain that w n + r n < (3.52)
Then, we use the BDG inequality to show that there exist some constants C p such that
and we apply the dominated convergence theorem to conclude about the desired differentiability. Now, recall that Z 
Let > 0. Using the Cauchy-Schwarz inequality and (3.55), we then bound A x by the square root of Proof. We prove the following statement: there exists a constant C independent of n such that
In that case, since u 0 < , then for all n ≥ 0, sup 0 T u n+1 t < . The sequence u n n≥0 is then uniformly bounded by virtue of Lemma 3.1.
By virtue of the Itô integration by parts, we deduce:
x Z Moreover,
Recall the inequality
Then we apply the Cauchy-Schwarz inequality taking into account the uniform bound (3.62) in x, the uniform bound (3.48) in x and n, the uniform bound (3.60) in x. Hence, we get as → 0:
where C does not depend on n, which concludes the proof.
Remark 2. Notice that it is not possible to use directly the dominated convergence theorem to show the desired uniform bounds. Proof. We use the same method than the previous lemma. Recall that we have uniform bounds for r n in n and x, but also for u n and then r n in x and n due to the previous lemma. From (3.14), we deduce that 2 w n t ≤ C + C u n t 2 + C 2 u n t (3.69)
Recall that Z The suitable bounds then yield
where the constant C does not depend on n.
Repeating the same reasoning involving the rates of increase and the CauchySchwarz inequality as in the previous lemma, we can bound 2 u n+1 by an expression in terms of Z x n t , f n , u 0 , W t x and their two first derivatives using a first-order Taylor expansion. We then obtain
The conclusion of Lemma 3.8 follows from Lemma 3.1.
Step 3. Existence of a smooth solution
We apply [8, Theorem 15, p. 80 ] (see Appendix 4) . Let us define the following sequence of parabolic operators:
We can write: Condition (B) (see Appendix A.1) i.e., the uniform parabolic condition holds due to Assumption H , whereas Condition (A) holds due to (4.31) and Assumption H . Now the solution u n+1 of t x u n u n+1 = f n obviously satisfies (4.30). As a consequence, there exists a subsequence of u n+1 such that its two first derivatives also converge uniformly on the domain . Moreover, u is continuously twice differentiable and verifies
As a conclusion, using [8, Theorem 10, p. 72], we deduce that u ∈ C 0 T × d . It remains to conclude about the regularity at time T . By Step 1, we deduce that
Using (3.64) we compute t u n+1 x y − u 0 x . We bound it by means of the Cauchy-Schwarz inequality, the uniform bound (3.48) and Taylor expansions as in (3.65-3.66). We then let → 0 to obtain a bound for u n+1 t − u 0 . Using the Cauchy-Schwarz inequality, inequality (3.60) together with Lemma 3.7, we can let n → and hence obtain a bound for u t − u 0 of the form C T − t . We finally deduce
The same analysis can be performed to show the continuity of the higher order derivatives.
Step 4. Unicity of the solution. Using the same notation and techniques as in Lemma 3.5, we obtain
Set 0 < T ≤ T . As in Lemma 3.5 we obtain the following inequalities: Thus, = 0, which concludes Lemma 3.9.
Step 5. L 2 bounds of the solution when u 0 ∈ L So assume for some n that for all t ∈ T 0 T , u n t ≤ C 1 . Hence, 
