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For classical Brownian systems driven out of equilibrium we derive inhomogeneous two-time cor-
relation functions from functional differentiation of the one-body density and current with respect to
external fields. In order to allow for appropriate freedom upon building the derivatives, we formally
supplement the Smoluchowski dynamics by a source term, which vanishes at the physical solution.
These techniques are applied to obtain a complete set of dynamic Ornstein-Zernike equations, which
serve for the development of approximation schemes. The rules of functional calculus lead naturally
to non-Markovian equations of motion for the two-time correlators. Memory functions are identified
as functional derivatives of a unique space- and time-nonlocal dissipation power functional.
I. INTRODUCTION
In a standard procedure of equilibrium Statistical Me-
chanics one generates static correlation functions of inter-
acting many-body systems by functional differentiation.
For example, differentiating the position-dependent aver-
age one-body density distribution, ρ(r), with respect to
an external potential field, Vext(r), yields the autocorre-
lation function of density fluctuations [1]
−
δρ(r1)
δβVext(r2)
= 〈ρˆ(r1)ρˆ(r2)〉 − ρ(r1)ρ(r2), (1)
where ρˆ(r) =
∑N
i=1 δ(r− ri) is the classical density oper-
ator, δ(·) is the Dirac distribution, β = 1/(kBT ), where
kB is the Boltzmann constant, T is absolute temperature,
and the angular brackets denote an average over an ap-
propriate statistical ensemble. Proving the equality (1)
is straightforward, but requires as input the explicit form
of the equilibrium (Boltzmann-Gibbs) probability distri-
bution function in the grand canonical ensemble.
The situation for calculating dynamic two-body cor-
relation functions is quite different; there is presently no
standard method for identifying, in the spirit of (1), time-
dependent microscopic correlation functions, such as the
van Hove function [2, 3], with functional derivatives of av-
erage quantities. In contrast to the static case, calculat-
ing dynamic correlations not only requires knowledge of
the many-body probability distribution at a given time,
but requires also the transition (conditional) probability
between two states of the system at different times. The
transition probability encodes the specific microscopic
dynamics under consideration and is closely related to
the propagator, which generates the time evolution of the
distribution function. In a very recent publication [4] we
have exploited this connection in order to obtain two-
time correlations from functional derivatives of the one-
body fields, focusing on the special case of many-body
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Brownian dynamics and constructing a special external
field for building the derivative.
A general rigorous identification of microscopic time-
correlation functions with corresponding functional
derivatives would have far-reaching consequences. In par-
ticular, such an identification would be essential when
seeking to unify theories formulated on the one-body
level, such as classical dynamical density functional the-
ory (DDFT) [1], with the numerous approaches that aim
to treat the dynamics of the two-time dynamical correla-
tion functions, such as mode-coupling theory (MCT) [5].
In treating a dynamical problem one often has access to
an equation of motion for the time evolution of a given
one-body average, such as the density or the current.
While in very rare cases this may be exact, one is usually
faced with an approximate expression. However, in both
cases, differentiation of the one-body expression with re-
spect to an external, time-dependent field constitutes a
method to generate an equation of motion for the in-
homogeneous two-time correlations. Here it is crucial
that the functional derivatives involved have been identi-
fied with well-defined microscopic correlation functions.
Clearly, if the one-body ‘parent’ equation of motion is ap-
proximate in nature, then the derived ‘descendant’ equa-
tion provides the dynamics of the two-time correlations
on a similar level of description. If the parent equation is
exact, then so too is the equation for the two-body corre-
lations. The approach is general; higher-order members
of a complete hierarchy are obtained by further differen-
tiation.
The above strategy has been successfully applied to
obtain a nonequilibrium Ornstein-Zernike (NOZ) equa-
tion for overdamped Brownian systems [4]. The static
Ornstein-Zernike (OZ) relation [3], utterly familiar from
equilibrium liquid-state theory, is hence generalized to
arbitrary dynamical situations, including bulk dynamics
in equilibrium as a non-trivial special case. The NOZ
equation is nonlocal in spacetime and incorporates mem-
ory functions, which play a role for the dynamics analo-
gous to that of the equilibrium direct correlation func-
tion for the static structure. An unexpected and re-
markable result is that the non-Markovian structure of
2the mode-coupling equation of motion for the bulk inter-
mediate scattering function [5] is recovered in a natural
way, purely as a consequence of applying the rules of
functional calculus. Furthermore, the present approach
sheds light on the test-particle approach of Archer et. al
[6]. It thus appears that the method of dynamical func-
tional differentiation provides a powerful tool for gener-
ating new dynamical theories self-consistent on the one-
and two-body level, as well as for extending existing the-
ories of the one-body functions (such as DDFT) to the
two-body level.
The restricted set of two-body correlation functions de-
scribed in Ref. [4] were obtained by functional differenta-
tion of the (Smoluchowski) propagator with respect to
the special choice of one-body field
V(r, t) ≡
∫ t
t0
dt′D0∇
2Vext(r, t
′), (2)
where Vext(r, t) is the (time-dependent) external poten-
tial, D0 is the bare diffusion coefficient and t0 is an initial
time. Equation (2) amounts to the application of the dif-
fusion operator to the external potential, which is neces-
sary in order to “co-evolve” the external potential along
the physical dynamics of the system. The choice to em-
ploy the field (2) was motivated by the desire to obtain
the most direct mathematical route to the NOZ equation,
but sacrificed the full generality of the approach.
In the present paper we address the general case by dif-
ferentiating with respect to the bare external fields, i.e.
a non-conservative force field X(r, t) and the temporal
rate of change of an external potential, V˙ext(r, t) (which
is in time-dependent situations a more natural quantity
than the external potential itself). A key concept re-
quired for these calculations is that of a ‘sourced dynam-
ics’, which can formally differ from the (Smoluchowski)
dynamics of the physical system. The sourced dynamics
is defined by a non-standard, many-body time evolution
operator on configuration space which is not constrained
by the many-body continuity equation. Physically mean-
ingful two-point correlation functions are generated from
functional differentiation of the sourced dynamics prop-
agator, and imposing the continuity equation a posteri-
ori. Following this procedure, we generate a complete set
of dynamic correlation functions, the most important of
which is the tensorial two-body current, auto-correlating
the microscopic particle current at two different points
in spacetime. Using the two-body current we derive the
most general NOZ equation for Brownian dynamics.
The paper is organized as follows: In Sections IIA-IIC
we define the relevant correlation functions and specify
the microscopic dynamics of interest. In Sec. II D we give
a detailed description of how two-time correlation func-
tions are obtained as averages over configuration space.
The sourced dynamics introduced in Sec. II E is used in
Sec. II F to obtain two-time correlations, which are then
(Sec. IIG) interpreted physically as response functions.
We next apply our strategy to develop NOZ equations
for the two-time correlations, applying first an adiabatic
approximation (Sec. II H), before proceeding to develop
an exact superadiabatic expression involving ‘time-direct
correlation functions’, which are memory functions that
account for structural relaxation (Sec. II I). In Sec. II J
we show that within the recently developed power func-
tional theory [7], the time-direct correlation functions can
be identified as functional derivatives of an excess (over
ideal gas) power dissipation functional. A significant im-
plication is that by approximating a single generating
functional one can construct a consistent, non-adiabatic
theory for both the one- and two-body nonequilibrium
correlations. In Section III we give concluding remarks
and an outlook on future work.
II. THEORY
A. One-body correlations
For a classical many-body system subject to arbitrary
microscopic dynamics, the one-body density and one-
body current are described by the operators
ρˆ(r, t) =
∑
i
δ(r− ri), (3)
Jˆ(r, t) =
∑
i
δ(r− ri)vˆi(t), (4)
respectively, where vˆi(t) is the time-dependent veloc-
ity of particle i and the sum runs over all particles,
i = 1, . . . , N . The mathematical character of the veloc-
ity appearing in (4) depends upon whether one adopts
a trajectory based (Newtonian or Langevin) picture of
the dynamics, or a probabilistic phase space (Liouville or
Smoluchowski) picture. In the case of the probabilistic
interpretation of overdamped Langevin dynamics, which
we will adopt henceforth, the particle velocity is a differ-
ential operator on configuration space.
The local conservation of particle number is expressed
by the one-body continuity equation
∂
∂t1
ρ(1) = −∇1 · J(1), (5)
where the average density and current are given by
ρ(1) = 〈ρˆ(1)〉 and J(1) = 〈Jˆ(1)〉, respectively. Here
the angular brackets indicate a statistical average with
respect to the appropriate distribution function, as spec-
ified below. We have introduced for brevity the short-
hand notation ρˆ(1) ≡ ρˆ(r1, t1), and Jˆ(1) ≡ Jˆ(r1, t1) for
spacetime points, and ∇1 indicates the derivative with
respect to r1. The average one-body velocity is simply
v(1) = J(1)/ρ(1).
B. Two-body correlations
The most commonly studied dynamical two-body cor-
relation function is the density-density correlation func-
3tion introduced by van Hove [2, 3]. For spatially and tem-
porally inhomogeneous situations, the van Hove function
is defined as
GvH(1, 2) = ρ(1)
−1〈ρˆ(1)ρˆ(2)〉, (6)
where the angular brackets indicate an appropriately de-
fined (see below) two-time average over the nonequilib-
rium system, which evolves from the state at the earlier
time t2 to the later time t1.
While the van Hove function is very useful for charac-
terizing relaxation to equilibrium, in general, as a scalar
function it does not provide a complete picture of the
particle dynamics. Additional information is provided
by the nonequilibrium two-body functions
J
f
vH(1, 2) = 〈Jˆ(1)ρˆ(2)〉, (7)
J
b
vH(1, 2) = 〈ρˆ(1)Jˆ(2)〉, (8)
which we will henceforth refer to as the front [4] and back
van Hove current, respectively, and we adopt the causal-
ity convention t1 ≥ t2. The two correlation functions are
not equivalent in general, because the particle current is
a differential operator. Note further that the van Hove
currents are particularly important for describing the dy-
namics in driven systems, such as e.g. in the presence of
a time-dependent external potential or non-conservative
shear forces.
The analogue of (5) on the two-body level is consti-
tuted by two distinct continuity equations
∂
∂t1
ρ(1)GvH(1, 2) = −∇1 · J
f
vH(1, 2), (9)
∂
∂t2
ρ(1)GvH(1, 2) = −∇2 · J
b
vH(1, 2), (10)
which relate each vectorial van Hove current to the scalar
van Hove function.
The most fundamental dynamic pair function, how-
ever, is the two-body current
J2(1, 2) = 〈Jˆ(1)Jˆ(2)〉. (11)
This current-current correlation function is a second-rank
tensor obtained by averaging the dyadic product of two
one-body current operators. As we shall demonstrate be-
low in Sec. II F, this tensorial correlation function can be
related to a functional derivative of the current with re-
spect to the nonconservative external force. Moreover,
we will show that both the front and back van Hove cur-
rents, as well as the van Hove function, can be identified
with functional derivatives.
From the two-body current the front and back van
Hove currents can be determined, according to the con-
tinuity equations
∂
∂t1
J
b
vH(1, 2) = −∇1 · J2(1, 2), (12)
∂
∂t2
J
f
vH(1, 2) = −∇2 · J2(1, 2). (13)
The two-body current is thus fundamental for studying
the dynamics of liquids, as all pair correlations of lower
tensorial rank, namely (6), (7) and (8), can be obtained
by building the appropriate divergence in space and in-
tegrating in time. We demonstrate below (see Secs. II H
and II I) that focusing on the two-body current enables
the formulation of a general NOZ theory of the dynamic
pair correlations.
C. Microscopic dynamics
We next specify the microscopic dynamics with which
we will be concerned for the remainder of the paper. The
state of the system is described by a time-dependent dis-
tribution function, Ψ(rN, t), which gives the probability
density to find the N particles in the system at positions
r
N ≡ {r1, . . . , rN} at time t. The total interparticle in-
teraction potential is U(rN ) and the particles interact
with their surrounding via an external potential Vext(r, t)
and via a non-conservative force field X(r, t). We con-
sider Brownian particles which undergo stochastic mo-
tion and are subject to a velocity-dependent friction force
with force constant γ. The overdamped dynamics can be
described via the continuity equation for the many-body
distribution function,
∂
∂t
Ψ(rN, t) = −
∑
i
∇i · vˆi(t)Ψ(r
N, t). (14)
where the velocity operator of particle i is defined as
vˆi(t) = γ
−1
[
− (∇iU(r
N ))− kBT∇i
− (∇iVext(ri, t)) +X(ri, t)
]
. (15)
Here only the thermal term constitutes a differential
operator; the two bracketed gradients each yield a
vector-valued function, which then acts via multiplica-
tion only. Physically, the action of vˆi(t) on the distri-
bution, Ψ(rN, t), generates the noise averaged velocity of
particle i.
Introducing the Smoluchowski operator [8], which is
defined as
Ωˆ(rN, t) = −
∑
i
∇i · vˆi(r
N, t). (16)
allows to write the Smoluchowski equation (14) in the
alternative form
∂
∂t
Ψ(rN, t) = Ωˆ(rN, t)Ψ(rN, t). (17)
The significant benefit of the rewriting is that a formal
solution can be expressed as
Ψ(rN, t) = e
∫
t
t0
ds Ωˆ(rN,s)
+ Ψ(r
N, t0), (18)
4where e+ indicates the time-ordered exponential operator
[9, 10], which acts on all functions to the right, and t0
is an initial time, at which the many-body distribution
is assumed to be known. The one-time average of an
operator fˆ(rN, t) on configuration space is thus given by
f(t) =
∫
drN fˆ(rN, t)Ψ(rN, t), (19)
=
∫
drN fˆ(rN, t) e
∫
t
t0
ds Ωˆ(rN,s)
+ Ψ(r
N, t0), (20)
where (20) follows from substitution of (18). Here and
in the following, we have suppressed in the notation the
possible dependence of a (dummy) operator fˆ(rN, t) on
further arguments, such as on position r.
D. Two-time averages
We first recall that the correlation between two physi-
cal quantities, as represented by their corresponding op-
erators fˆ and gˆ on configuration space, is defined accord-
ing to
Cfg(t, t
′) =
∫
drN
∫
dr′N fˆ(rN, t)gˆ(r′N, t′)Ψ2(r
N, t; r′N, t′),
(21)
where Ψ2(r
N, t; r′N, t′) is the joint probability to find con-
figuration rN at time t and configuration r′N at time
t′. Introducing the conditional (transition) probability
w(rN, t| r′N, t′) to find the system in the unprimed state,
given that it was in the primed state at the earlier time t′,
the joint probability can be alternatively expressed as the
product
Ψ2(r
N, t; r′N, t′) = w(rN, t | r′N, t′)Ψ(r′N, t′), (22)
where Ψ(r′N, t′) is, as before, the instantaneous many-
body distribution function. Note that for the case that
the system was in equilibrium at the earlier time t′, such
that Ψ(r′N , t′) = Ψeq(r
′N ), it is only via the transition
probability that the specific details of microscopic dy-
namics (whether e.g. Newtonian or Brownian) enter the
expression (21) for the two-point correlator.
For many-body Brownian dynamics the transition
probability evolves in time according to the (forward)
time evolution equation [11]
∂
∂t
w(rN, t | r′N, t′) = Ωˆ(rN , t)w(rN, t | r′N, t′), (23)
which is formally analogous to the equation of motion
(17) for the distribution function. The formal solution
of (23), subject to the initial condition w(rN, t′| r′N, t′) =
δ(rN− r′N ), is given by
w(rN, t | r′N, t′) = e
∫
t
t′
dsΩˆ(rN,s)
+ δ(r
N − r′N ). (24)
Inserting this expression into (22) allows to rewrite (21),
upon carrying out the integral over the primed coordi-
nates, as
Cfg(t, t
′) =
∫
drN fˆ(rN, t) e
∫
t
t′
ds Ωˆ(rN,s)
+ gˆ(r
N, t′)Ψ(rN, t′).
(25)
The benefits of the propagator form (25) over the bare
definition (21) are that only a single integral over con-
figuration space appears and that only the one-state dis-
tribution Ψ is required, rather than Ψ2. The complexity
of the correlator is hence condensed into the propagator.
This offers the advantage that all forces appear explicitly,
cf. the definition (16). The structure of equation (25)
can hence be exploited [4] to calculate dynamical func-
tional derivatives. In the following we seek to develop
a general method by which the inhomogeneous two-time
functions (6)–(8) and (11) can be connected, by means of
time-dependent functional differentiation (as laid out in
Sec. II F), to the one-body level of description provided
by the density, ρ(1), and current, J(1).
Our approach to connecting one- and two-time cor-
relators is based on the fact that taking a functional
derivative of (20) with respect to an external field ap-
pearing in the propagator (i.e. the time-ordered exponen-
tial) can generate expressions with the same form as the
right hand side of (25). For particular choices of fˆ and gˆ
and of external field we can thus generate mathematical
relations between physically meaningful one- and two-
body correlators. Remarkably, within this approach the
many-body Smoluchowski propagator, which was solely
introduced to evolve the distribution function in time,
cf. (17), acts as a dynamical analogue of the Boltzmann
factor for static properties in equilibrium.
Previous work focused on derivatives with respect to
the special choice of external field (2) and did not re-
veal the full generality of dynamical functional differen-
tiation. In the following we present the complete picture
and develop a general method for obtaining inhomoge-
neous two-time correlations from the one-body functions.
This however, requires modifying the underlying many-
body dynamics.
E. Generalized many-body sourced dynamics
Here we construct a formal and more general time evo-
lution operator, which retains the physical Smoluchowski
dynamics (18) as a special case. As a motivation we first
rewrite (16) as
Ωˆ(t) =
βγ
2
∑
i
(
vˆi(t)
2 − vˆ†i (t) · vˆi(t)
)
, (26)
5where for arbitrary functions, a and b, on configuration
space the adjoint velocity operator vˆ†i (t) obeys∫
drNa(rN ) vˆi(t) b(r
N ) =
∫
drNb(rN ) vˆ†i (t) a(r
N ).
(27)
As an aside, integration by parts yields the identity
vˆ
†
i (t) = vˆi(t) + 2D0∇i, (28)
where D0 = kBT/γ is the bare diffusion coefficient. Rec-
ognizing the self-adjoint nature of the second contribu-
tion in (26), we combine this together with external con-
tributions into a source operator, defined as
Sˆ(t)=β
∑
i
(γ
2
vˆ
†
i (t)·vˆi(t)−V˙ext(ri, t)+α(ri, t)
)
+λ(rN, t),
(29)
where V˙ext(r, t) indicates the (partial) time derivative of
the external potential, α(r, t) is a scalar field of space
and time, which represents a local one-body thermostat
that either adds or removes power from the system, and
λ(rN, t) is an external many-body probability source field
that is used below to restore the local particle conserva-
tion. Adding the source to the Smoluchowski operator,
we arrive at a time evolution operator defined by
Ωˆsrc(t) = Ωˆ(t) + Sˆ(t) (30)
= β
∑
i
(γ
2
vˆi(t)
2 − V˙ext(ri, t) + α(ri, t)
)
+ λ(rN, t),
which is free from the constraint of local particle number
conservation. This constraint can easily be reinstated by
requiring the source contribution to vanish, and hence
the probability source field λ(rN , t) to satisfy
Sˆ(t)ψ(rN, t) = 0, (31)
in which case the Smoluchowski and the sourced evolu-
tion operators become identical, Ωˆ = Ωˆsrc.
On the basis of (30), an alternative to (18) is a prop-
agator that acts according to
Ψ(rN, t) = e
∫
t
t0
ds Ωˆsrc(s)
+ Ψ(r
N, t0). (32)
Since the Smoluchowski equation (14) is simply the
many-body continuity equation, integration of its formal
solution, i.e. of the right hand side of (18), over all parti-
cle coordinates yields unity for all times. This expresses
the fact that the many-body distribution function is nor-
malized at all times. However, the configurational inte-
gral over the right hand side of (32) is in general, i.e.
when λ(rN, t) is prescribed such that (31) is not satisfied,
not constant unity, but rather a function of time. We
define the negative of this quantity as
R(t) = −
∫
drNe
∫
t
t0
ds Ωˆsrc(s)
+ Ψ(r
N, t0), (33)
which carries an implicit functional dependence on the
external fields α(r, t) and V˙ext(r, t), as well as, via (15),
on Vext(r, t) and X(r, t). As we show in the following,
the functional (33) plays the role of a generator, in the
sense that taking functional derivatives with respect to
the external fields, followed by restoration of the phys-
ical Smoluchowski dynamics via (31), creates one-body
averages of interest.
In order to illustrate the sourced dynamics further, we
write (32) in differential form
∂
∂t
Ψ(rN, t) =
(
Ωˆ(t) + Sˆ(t)
)
Ψ(rN, t) (34)
where the Sˆ(t) is given by (29). Equation (34) makes
explicit that, in general, the continuity equation is vio-
lated by the introduction of the additional source term
into the Smoluchowski equation of motion (14). Only
for the case when the source term vanishes, we recover
the physical dynamics. When expressed in the form (34)
the modified dynamics becomes analogous to the Lind-
blad form of the quantum mechanical master equation,
which describes the non-unitary time evolution of a re-
duced density matrix. In a quantum mechanical context,
the appearance of source contributions in the time evolu-
tion equation represents interaction with the unresolved
degrees of freedom which constitute the environment in
which the system is embedded. In the present context,
the use of the source term allows to enforce the many-
body continuity equation, while allowing the necessary
freedom from this constraint upon the “virtual” changes
that are represented by the functional derivatives.
F. Dynamic functional derivatives
In order to perform dynamical functional differentia-
tion, we use the chain rule for time-ordered exponentials,
which in the form of a general operator identity reads
δ
δu(r, t)
e
∫
t2
t1
ds Oˆ(s)
+ =
∫ t2
t1
ds e
∫
t2
s
ds′ Oˆ(s′)
+
δOˆ(s)
δu(r, t)
e
∫
s
t1
ds′′Oˆ(s′′)
+ ,
(35)
where Oˆ(s) is a time-dependent operator with a func-
tional dependence upon a field u(r, t). Using that for
time-dependent fields δu(r, t)/δu(r′, t′) = δ(r − r′)δ(t −
t′), and that furthermore one can obtain straightfor-
wardly
δΩˆsrc(s)
δβX(r, t)
= Jˆ(r, t)δ(t− s), (36)
δΩˆsrc(s)
δβα(r, t)
= ρˆ(r, t)δ(t − s), (37)
6we thus derive
−
δR(t)
δβX(r, t)
= J(r, t), (38)
−
δR(t)
δβα(r, t)
= ρ(r, t), (39)
where we have used the fact that X(r, t) is nonconserva-
tive, i.e. divergence-free.
Equations (38) and (39) suggest that well-defined two-
time correlations can be obtained by further functional
differentiation of (33) with respect to the conjugate fields.
The time-ordered exponential (propagator) in (32) and
the generating functional (33) then play a role similar
to that of the Boltzmann factor and partition function,
respectively, in equilibrium Statistical Mechanics.
Using (35), it is straightforward to show that the fol-
lowing functional derivative relations hold
δJ(1)
δβX(2)
= D0ρ(1)δ(1, 2)1+ J2(1, 2), (40)
δρ(1)
δβX(2)
= JbvH(1, 2), (41)
where causality requires t2 ≤ t1, our notation is such that
δ(1, 2) = δ(r1 − r2)δ(t1 − t2), and (40) is of second and
(41) of first tensor rank. Furthermore, analogous rea-
soning and an additional integration by parts yields the
derivatives with respect to α(r, t), or equivalently with
respect to the time derivative of the external potential,
δJ(1)
δβV˙ext(2)
= D0ρ(1)∇2δ(1, 2) + J
f
vH(1, 2), (42)
δρ(1)
δβV˙ext(2)
= ρ(1)GvH(1, 2). (43)
We have thus succeeded in identifying the inhomogeneous
two-time correlation functions (6), (7), (8), and (11) as
time-dependent functional derivatives of the one-body
fields.
G. Response functions
The results for the dynamical functional derivatives,
equations (40)-(43), gain further physical significance
when regarded as dynamic and in general nonlinear re-
sponse functions. Consider first a perturbation of the
current, δJ(1), which is generated in response to a change
in the externally applied nonconservative force, δX(2).
Mathematically, this may be expressed via the integral
relation
δJ(1) =
∫
d2
δJ(1)
δX(2)
· δX(2), (44)
where the integral over spacetime point 2 is to be cal-
culated up to the present (i.e. the one on the left hand
side of (44)) time, according to
∫
d2 =
∫
dr2
∫ t1
−∞
dt2.
Substitution of (40) into (44) yields
δJ(1) =
ρ(1)
γ
δX(1) + β
∫
d2 J2(1, 2) · δX(2), (45)
which shows that the current perturbation consists of
an instantaneous response to the local force acting at r1
(first term) and a retarded contribution (second term),
arising from forces acting at more distant locations. The
two-body current thus plays the role of a response func-
tion, which is closely related to the ‘creep compliance’
employed in macroscopic rheology studies to calculate
the deformation of a material caused by an applied stress
field [12]. Equation (45) is nonlinear and exact, because
the two-body current is itself a functional of the exter-
nal forces. Linear response would be recovered by replac-
ing J2(1, 2) with the translationally invariant equilibrium
function, Jeq2 (1 − 2). In contrast to the instantaneous
current response, which is aligned with the force pertur-
bation, the retarded contribution (the integral term in
(45)) is in general not parallel to δX(2), due to mediated
interactions.
A similar approach may be applied to calculating the
change in density δρ(1) arising from a perturbation in
the time-dependent external field, δV˙ext(2). In this case
the appropriate integral relation is given by
δρ(1) =
∫
d2
δρ(1)
δV˙ext(2)
δV˙ext(2). (46)
Insertion of equation (43) yields
δρ(1) = βρ(1)
∫
d2GvH(1, 2) δV˙ext(2), (47)
which establishes that the van Hove function converts
changes in the external potential rate into changes in the
one-body density distribution.
Furthermore, expressions involving the van Hove cur-
rents are obtained by considering
δρ(1) =
∫
d2
δρ(1)
δX(2)
· δX(2), (48)
δJ(1) =
∫
d2
δJ(1)
δV˙ext(2)
δV˙ext(2), (49)
from which, upon considering (41) and (42), one obtains
δρ(1) =
∫
d2JbvH(1, 2) · δX(2) (50)
δJ(1) = −
ρ(1)
γ
∇1V˙ext(1) + β
∫
d2JfvH(1, 2)δV˙ext(2),
(51)
As in the case of (45), the relationship (51) consists of
a direct and a mediated contributions, whereas (50) has
no direct term.
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ical interpretation of the two-time correlators as medi-
ators of changes in both external fields into resulting
changes in the one-body density and current distribution.
A very familiar case is that of linear response around the
equilibrium state, where X = 0 and V˙ext = 0. In general,
however, the perturbations can be around any trajectory
of the system, which is driven out of equilibrium by ex-
ternal forces.
H. Adiabatic approximation
The simplest theory for the average one-body current
of interacting particles is the adiabatic dynamical den-
sity functional theory (DDFT), as originally proposed by
Evans [1], and subsequently rederived by both Marconi
and Tarazona [13] and Archer and Evans [14]. DDFT
assumes that the current,
JDDFT(1) =
ρ(1)
γ
(
−∇
δF [ρ]
δρ(1)
−∇Vext(1) +X(1)
)
,
(52)
arises from a balance between forces generated by viscous
friction, γv(1), external fields, thermal motion and in-
terparticle interactions. The latter two contributions are
generated from the intrinsic Helmholtz free energy func-
tional F [ρ]. Substitution of (52) into the one-body conti-
nuity equation (5) yields a closed drift-diffusion equation
for ρ(1), which is local in time (i.e. Markovian [15]).
The functional derivative formalism developed above
allows to generate two-point correlation functions within
the adiabatic approximation. Using (52) to calculate the
functional derivative δJ(1)/δX(3), employing the func-
tional chain rule, and the relations (40) and (41) gener-
ates an adiabatic approximation to the two-body current,
J
ad
2 (1, 3) = v(1)J
b
vH(1, 3)
−D0ρ(1)∇1
(
J
b
vH(1, 3)
ρ(1)
−
∫
dr2 c(1, 21)J
b
vH(21, 3)
)
,
(53)
where the equilibrium direct correlation function is the
second functional derivative of the excess (over ideal gas)
part of the intrinsic Helmholtz free energy, c(r1, r2) =
−δ2βF exc[ ρ]/δρ(r1)δρ(r2) [1]. The argument 21 in (53)
indicates position r2 and time t1; the direct correlation
function is hence evaluated at distinct values of the spa-
tial arguments, but at the same time, i.e. c(1, 21) ≡
c(r1, r2, t1), and v(1) is given here by JDDFT(1)/ρ(1).
The three contributions to (53) represent a transport
term, ideal decay, and an adiabatic spatial convolution
that arises from the interparticle interactions. Equation
(53) is the natural extension of the approximate one-body
current (52) to the two-body level. External forces enter
(53) only implicitly via the one-body density and current
obtained by solving (5) with (52). When combined with
(12), equation (53) provides a closed equation of motion
for the back van Hove current.
Taking the divergence with respect to r3 in (53), us-
ing the two-body continuity equations (5) and (13), and
integrating the entire history up to t3 yields an approxi-
mation to the front van Hove current
J
f,ad
vH (1, 3) = J(1)GvH(1, 3)−D0ρ(1)∇1
(
GvH(1, 3)
−
∫
dr2c(1, 21)ρ(21) (GvH(21, 3)−ρ(3−∞))
)
, (54)
where ρ(3−∞) ≡ ρ(r3,−∞), a contribution ∇1ρ(3−∞)
vanishes, and we have made the assumption that two-
body correlations factorize for widely separated time
arguments, i.e. 〈ρˆ(r, t)ρˆ(r′,−∞)〉 = ρ(r, t)ρ(r′,−∞),
which holds in the absence of an ideal glass transition
[16]. Substitution of (54) into the two-body continuity
equation (9) yields a closed equation for the van Hove
function, which is local in time but nonlocal in space.
Equation (54) is identical to the result for the front van
Hove current [4], derived by differentiating (52) with re-
spect to the one-body field (2). This consistency demon-
strates the flexibility of the method of dynamical func-
tional differentiation.
I. Superadiabatic contributions
An exact theory for the two-body current should in-
clude a dependence on the history of both the one- and
two-body correlation functions. Splitting the full two-
body current into an adiabatic contribution (53) and a
superadiabatic part, J2 = J
ad
2 + J
sup
2 , the most general
expression for the latter is given by
J
sup
2 (1, 3) = ρ(1)M(1, 3)ρ(3) (55)
+ ρ(1)
∫
d2
(
M(1, 2) · J2(2, 3) +m(1, 2)J
b
vH(2, 3)
)
,
where we have introduced vectorial and tensorial di-
rect time correlation functions, denoted by m(1, 2) and
M(1, 2), respectively. The two-body current thus con-
sists of a direct contribution, proportional toM(1, 2), and
a convolution contribution of the respective direct time
correlation function and a probabilistic correlation func-
tion. The non-Markovian equation (55) is the most gen-
eral form that involves only one- and two-body functions
which generate a tensor field from spacetime convolutions
of the van Hove current and the two-body current. The
2-integral in (55) runs over a spacetime slab from the
earlier time t3 to later time t1, consistent with causality.
Unlike the approximate expression (54), the exact NOZ
equation (55) is not closed and serves to define the direct
time correlation functions m(1, 2) and M(1, 2).
As an aside, we note the close structural similarity be-
tween (55) and the equilibrium OZ equation [3]
h(r1, r3) = c(r1, r3) +
∫
dr2 h(r1, r2)ρ(r2)c(r2, r3),
(56)
8which defines the static direct correlation func-
tion, c(r1, r2), in terms of the one-body density
and the two-point correlation function h(r1, r2) =
〈ρˆ(r1)ρˆ(r2)〉/(ρ(r1)ρ(r2))− 1.
Building the divergence of the superadiabatic two-
body current with respect to r3 and integrating in time
t3 yields
J
f,sup
vH (1, 3) = J
f,sup
vH (1, 3−∞)− ρ(1)
∫ t3
−∞
dt′3∇3 ·M(1, 3
′)ρ(3′)
+ ρ(1)
∫
d2
[
M(1, 2) · (JfvH(2, 3)− J(2)ρ(3−∞))
+m(1, 2)ρ(2)(GvH(2, 3)− ρ(3−∞))
]
, (57)
where JfvH = J
f,ad
vH +J
f,sup
vH . Closure of the theory requires
(57) to be supplemented by two independent equations
that relate m(1, 2) and M(1, 2) to the van Hove function
and its front current. One possible approach is to pos-
tulate a dynamical closure relation, in analogy to the
procedure employed in equilibrium to obtain, e.g. the
Percus-Yevick or hyper-netted-chain approximations [3].
In Ref. [4] it was demonstrated that MCT can be viewed
as a closure of this type. Alternatively, the power func-
tional formalism [7] can be exploited to relate the time-
direct correlation functions to a generating functional, as
outlined in the following.
J. Connection to power functional theory
The power functional theory [7] is a recent approach
to describing the dynamics of interacting Brownian sys-
tems by extending classical density functional theory to
nonequilibrium situations. The theory rests on a dy-
namic generating functional (the free power), which is
minimized with respect to either the current or the den-
sity, yielding a pair of complementary Euler-Lagrange
equations. While the formulation is exact, obtaining a
closed expression for the current requires knowledge of
the excess (over ideal gas) power dissipation, P exct [ρ,J],
which is a functional of the history of ρ(1) and J(1) prior
to time t and accounts for dissipation that arises from
interparticle interactions.
1. Euler-Lagrange equation for the current
Minimization of the dynamic free power functional
with respect to the current yields a general and exact
equation of motion [7]
J(1) = JDDFT(1)−
ρ(1)
γ
δP exct1 [ρ,J]
δJ(1)
, (58)
where JDDFT(1) is defined via (52) and arises from differ-
entiation of the ideal gas contribution to the power dis-
sipation, P idt [ρ,J] =
∫
drγJ(r, t)2/(2ρ(r, t)), where the
total free power functional consists of the sum Pt[ρ,J] =
P idt [ρ,J] + P
exc
t [ρ,J].
Differentiating (58) with respect to X(3), observing
(40), and comparing the result to the general form (55)
yields the identification of the direct time correlation
functions with second functional derivatives of the excess
power dissipation via
m(1, 2) = −γ−1
δ
δρ(2)
δP exct1 [ρ,J]
δJ(1)
, (59)
M(1, 2)T = −γ−1
δ
δJ(2)
δP exct1 [ρ,J]
δJ(1)
, (60)
where the superscript T indicates the transpose. The
relations (59) and (60) are identical to those previously
derived in Ref. [4] via the less general method of differen-
tiating with respect to the field (2). Equations (57) and
(58)–(60) show that only a single mathematical object,
the excess power dissipation functional, need be approxi-
mated to generate a closed and consistent set of equations
for the dynamics of both the one- and two-body corre-
lation functions. The DDFT (52) and the correspond-
ing adiabatic approximation (54) are obtained by setting
P exct [ρ,J] = 0. See Ref. [4] for the discussion of a vari-
ety of systematic approximations beyond this dynamical
ideal gas approximation.
2. Euler-Lagrange equation for the density
The generality of the theory that we have developed en-
ables us to formulate a complete set of NOZ equations by
observing that the power functional framework contains,
in addition to (58), a second Euler-Lagrange equation [7]
−
γJ(1)2
ρ(1)2
+
δP exct1 [ρ,J]
δρ(1)
+
δF˙ [ρ]
δρ(1)
= α(1)− V˙ext(1), (61)
which follows from minimization of the free power with
respect to the density distribution. As already mentioned
in Sec. II F, the one-body function α(1) acts as a thermo-
stat controlling the rate at which thermal energy is either
removed from or input to the system at a given spatial lo-
cation. The adiabatic approximation to (61), analogous
to the DDFT, is obtained by setting P exct [ρ,J] = 0.
The linearity of (61) in V˙ext(r, t) suggests that the most
natural way to generate an expression for the van Hove
current is to differentiate (61) with respect to V˙ext(r, t),
which is the field conjugate to the one-body density. Dif-
ferentiating the adiabatic approximation to (61) with re-
spect to V˙ext(3) thus yields an approximate expression
for the van Hove current
v(1) · Jf,advH (1, 3) = v(1) · J(1)GvH(1, 3) (62)
−D0ρ(1)
∂
∂t1
(
GvH(1, 3)−
∫
dr2 c(1, 21)ρ(21)GvH(21, 3)
)
,
which complements our previous result (54) arising from
the Euler-Lagrange equation for the current. If we
9now split, as we did previously, the van Hove current
into adiabatic and superadiabatic contributions, JfvH =
J
f,ad
vH + J
f,sup
vH , the superadiabatic contribution satisfies
v(1) · Jf,supvH (1, 3) = J(1) ·m(1, 3)ρ(3) (63)
+ ρ(1)
∫
d2
(
mb(1, 2) · J
f
vH(2, 3) +m0(1, 2)ρ(2)GvH(2, 3)
)
.
Here the additional direct time correlation functions are
given as functional derivatives of the excess dissipation
functional
m0(1, 2) = −γ
−1 δ
δρ(2)
P exct1 [ρ,J]
δρ(1)
, (64)
mb(1, 2) = −γ
−1 δ
δJ(2)
P exct1 [ρ,J]
δρ(1)
. (65)
Knowledge of the excess dissipation functional is thus
sufficient to generate all direct time correlation functions.
The Euler-Lagrange equation (61) can also be used to
generate a vectorial expression involving the two-body
current. Differentiating (61) with respect to X(3) yields
the adiabatic contribution
v(1) · Jad2 (1, 3) = v(1) · J(1)J
b
vH(1, 3) (66)
−D0ρ(1)
∂
∂t3
(
J
b
vH(1, 3)−
∫
dr2c(1, 21)ρ(21)J
b
vH(21, 3)
)
,
and the superadiabatic part
∇3v(1) : J
sup
2 (1, 3) = −J(1) ·
∂
∂t3
m(1, 3)ρ(3) (67)
+ ρ(1)∇3 ·
∫
d2
(
mb(1, 2) · J2(2, 3)
+m0(1, 2)ρ(2)J
b
vH(2, 3)
)
.
We thus have a obtained complete set of NOZ equations
for the two-time correlation functions, based on both
Euler-Lagrange equations.
III. CONCLUDING REMARKS
To summarize, we have presented a method for calcu-
lating dynamical functional derivatives and have applied
this to derive general expressions for the two-body cor-
relation functions, most significantly the tensorial two-
body current. Our approach to calculating two-body
correlations is based on differentiation of the propaga-
tor for the time evolution of the many-body distribu-
tion. Importantly, the dynamical operator which has to
be considered when performing these variational calcu-
lations is not the physical Smoluchowski operator (16),
but rather a more general sourced time evolution oper-
ator (30), which is only a posteriori constrained by the
many-body continuity equation (14). The fact that the
physical dynamics are enforced after performing the vari-
ation is in keeping with the spirit of the power functional
theory [7], whereby derivatives with respect to the cur-
rent are performed at fixed density and vice versa.
When applied to the approximate DDFT one-body
current (52) the scheme yields an explicit, adiabatic ap-
proximation to the two-body current (53). Time integra-
tion of the divergence of the two-body current then yields
an expression for the front van Hove current and thus, via
(9), a closed expression for the van Hove function. Going
beyond the adiabatic approximation and incorporating
the physics of structural relaxation necessitates the in-
troduction of time-direct correlation functions. The gen-
eral result for the two-body current consists of the sum of
adiabatic (53) and superadiabatic (55) contributions. In
order to formulate a closed theory additional expressions
for the two time-direct correlation functions, m(1, 2) and
M(1, 2), are required.
A possible way to apply the equations derived in this
work is to view the general NOZ theory as a basis for
the construction of nonequilibrium integral equation the-
ories. However, a possibly preferable approach is pro-
vided by the power functional formalism [7], which en-
ables the time-direct correlation functions to be identified
as functional derivatives of the excess power dissipation
functional. The challenge is to then find a suitable ap-
proximation to this fundamental generating functional,
cf. Ref. [7]. As the same excess power dissipation gen-
erates the dynamics of the one-body fields, the power
functional approach can be viewed as providing a unified
(variational) framework for the calculation of one- and
two-body dynamical correlation functions, both in and
out of equilibrium.
In making a connection to the power functional the-
ory [7] we have used the pair of Euler-Langrange equa-
tions, which are obtained by minimizing the free power
either with respect to the one-body current or the one-
body density. Although both Euler-Lagrange equations
provide expressions for the current and have an equiv-
alent formal status, they differ in interpretation. The
equation for the current, which was addressed also in
Ref. [4], provides the most straightforward extension of
the DDFT result (52), by supplementing this with an
additional term arising from interaction-induced dissipa-
tion. The Euler-Lagrange equation (61) for the density
describes the local rate of energy changes in the system.
The right hand side of (61) involves non-mechanical work
arising from changes in the external potential at a given
spacetime point, as well as energy injection or removal
by a thermostat, as represented by the function α(1).
Given that we are able to distinguish between various
forms of work, it may prove fruitful to explore connec-
tions between the power functional formalism and fluc-
tuation theory [17–19].
In Section IIG we interpreted the functional deriva-
tives (40)-(43) as dynamic nonlinear response functions.
This led directly to equations (45), (47), (50), and (51),
which demonstrate how the two-time correlators medi-
ate external field perturbations into resulting changes in
the one-body fields. These Green-Kubo-type formulae
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for the current and density response follow in a natural
way from application of the dynamical functional calcu-
lus. However, the results presented here form only part
of a more general picture. We expect to provide a uni-
fied variational framework for the generation of formal
Green-Kubo relations for transport coefficients. More-
over, when applied to calculate the stress response to me-
chanical deformation a formal constitutive relation can
be derived in a straightforward and physically intuitive
fashion [20]. A full investigation of the connections be-
tween the present approach and the established Green-
Kubo formalism [21–24] is currently underway.
We have focused here on the special case of Brown-
ian many-body dynamics. However, the functional differ-
entiation of the dynamical propagator to generate two-
body correlation functions, is by no means limited to
this particular choice of microscopic dynamics, but rather
presents a general and powerful formalism. The applica-
tion to Newtonian dynamics, as described by the Liou-
ville propagator [3], should prove very instructive and
may open the door to new studies of dynamical pro-
cesses in atomic liquids. Work along these lines is also in
progress.
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