Abstract. Consider the Navier-Stokes equations in a domain with compact boundary and nonzero Dirichlet boundary data. Recently, the first two authors of this article and F. Riechwald showed for an exterior domain the existence of Leray-Hopf type weak solutions. Starting from the proof of existence we will get a weak solution satisfying v(t) 2 → 0 as t → ∞ and determine an upper bound for the decay rate.
Introduction
Let Ω ⊂ Ê 3 be a domain with compact boundary, i.e., a bounded domain or an exterior domain, and we assume that ∂Ω ∈ C 1,1 . We consider the non-stationary Navier-Stokes system with viscosity ν = 1 and data f, β, u 0 in the form u t − ∆u + u · ∇u + ∇p = f, div u = 0
in the time intervall [0, ∞). To prove the existence of a weak solution to (1.1) assume that where n = n(x) denotes the exterior normal on the boundary at x ∈ ∂Ω. There are several papers dealing with the existence of weak solutions to (1.1), see [1, [3] [4] [5] [6] [7] [8] . One classical way to solve this system is to split the problem into two nearly independent parts. The solution can be constructed in the form u = v + b where b solves the instationary Stokes system with boundary data β, and v solves a system of Navier-Stokes type with zero Dirichlet boundary data. To be more precise, the function b will be constructed as a very weak solution to the system b t − ∆b + ∇h = 0, div b = 0
see for instance [3-13, 21, 22] . Here ∇h denotes the associated pressure. Setting v := u − b and p := p − h we can rewrite (1.1) as a system of Navier-Stokes type with homogeneous boundary data v |∂Ω = 0, that is called perturbed Navier-Stokes system. The new pertubation term is given by
where ⊗ denotes the dyadic product, i.e., b ⊗ v = (b i v j ) i,j=1,2,3 , and the divergence is taken columnwise.
To deal with Leray-Hopf type weak solutions we need that
where v has the usual integrability properties of weak solutions, see Definiton 1.1 (1) below. Thus we have to prove that
Therefore, the integrability conditions on β as given in (1.2) are needed.
Since it is well known that a very weak solution b to (1.3) fulfilling (1.5) exists, it suffices to consider the perturbed system (1.4).
. Then a vector field v on (0, ∞) × Ω is called a Leray-Hopf type weak solution to the perturbed Navier-Stokes system (1.4) if the following conditions are satisfied:
(
is fulfilled, (3) the energy inequality
holds for all t ∈ (0, ∞).
Our first main result deals with the case of a bounded domain. Let α ∈ (0, 1), β > 0, and assume in addition that
where γ := min{(1 − α)ρ, β} and √ ρ denotes the largest constant for which Poincaré's inequality holds, i.e., ρ u In the case of an exterior domain the existence of a Leray-Hopf type weak solution with inhomogeneous Dirichlet boundary data has recently been proved, see [5, 6] . Note that the solution constructed in [5] fulfills the strong energy inequality. For an exterior domain an exponential decay rate cannot be expected. Even the decay of the kinetic energy to 0 as t → ∞ is not obvious, cf. [20] and [2, Theorem 1 (i)]. Moreover, we need slightly better integrability properties of b and F to deal with the influence of nonhomogeneous data. Theorem 1.3. Let Ω ⊂ Ê 3 be an exterior domain with ∂Ω ∈ C 1,1 . In addition to the assumptions
(Ω) and (1.5) for b suppose that there exist Finally, we want to show an algebraic decay rate for weak solutions to the system (1.4) in exterior domains. Note that we do not assume the solution v to (1.4) to fulfill the strong energy inequality.
and that
for some α 2 > 0. Moreover, suppose that
for some α 1 > 0. Then there exists a solution v such that (ii) Up to the present, in case β = f = 0, the best decay rate of (1.13) is α = 3/4 in comparison with α 1 of (1.11). In our case as in (1.9), such a decay rate as α = 3/4 can be achieved when S(b) ≥ 2 and S(F ) ≥ 2. It should be noted that the condition S(F ) = 2 coincides with the scaling invariant class for F which corresponds to the Serrin class for v. On the other hand, the condition S(b) = 2 means that the class for b is smaller than the scaling invariant one and requires that s 2 and q 2 are small. This indicates that, to obtain the best decay rate as α = 3/4, we need to impose a rapid decay on b for |x| → ∞ and t → ∞. (iii) Our result is closely related to the stability of solutions because the velocity fields b and v in (1.4) may be regarded as the basic flow and its perturbation, respectively. Similarly to the class (1.9), there are a number of results to deal with the optimal class of b which exhibits the stability. See for instance, Hishida-Schonbek [17] and KarchPilarczyk-Schonbek [18] .
The outline of this paper is as follows. In Section 2 we will establish some notation and preliminaries before we will shortly recall the main steps of the proof of existence of weak solutions of the perturbed Navier-Stokes system (1.4) and establish some regularity results of the Stokes equation (1.3) in Section 3. Afterward, we will present the proofs of Theorems 1.2 and 1.3 in Section 4 and finally we are going to discuss Theorem 1.4 in Section 5. 
Preliminaries
Let Ω ⊂ Ê 3 be a domain with compact boundary and ∂Ω ∈ C 1,1 . As usual, the Lebesgue spaces are (L q (Ω), · q ) for 1 ≤ q ≤ ∞, and Bochner spaces are denoted by 
(Ω) be the Helmholtz projection and let
(Ω) denote the Stokes operator. In case q = 2 we will omit the index 2. Note that for
see [16] . Moreover, the Stokes operator has the property of maximal regularity, i.e., for all f ∈ L s (0, T ; L q (Ω)), 1 < s, q < ∞, the instationary Stokes system
with a constant c = c(q, Ω) > 0 independent of T ∈ (0, ∞], and the solution v is given by
Recall that A = A 2 is a self-adjoint operator admitting a spectral decomposition
where (E λ ) λ≥0 denotes a family of orthogonal projections such that
To construct a weak solution to (1.4) we will use the Yosida approximation J k defined as
with a constant c = c(q, Ω) > 0; for q = 2 we have c = 1. Moreover,
2 ). For these and further properties of the Stokes operator and Yosida's approximation we refer to [14, 15, 19, 23] .
Stokes equation and weak solutions
As already discussed a weak solution to (1.1) will be constructed as a sum of a weak solution to (1.4) and a very weak solution to (1.3). Therefore, we recall the notion of a very weak solution to the stationary Stokes equation
and the instationary Stokes equation
for the special case of homogeneous data except for nonzero boundary values. 
for all ϕ ∈ C 2 0,σ (Ω). Here and hereafter n denotes the outer unit normal vector of Ω. Note that the term β, n · ∇ϕ ∂Ω only prescribes the tangential part of b on ∂Ω since div ϕ = 0 and hence n · ∇ϕ is tangential. A similar remark holds for the time-dependent case to be defined in Definition 3.2 below. The existence and uniqueness of very weak solutions to the stationary Stokes equations for arbitrary data β is well known, see for instance [8, Theorem 1.6] . Note that
with a constant c independent of β.
Next, we will briefly discuss the construction of very weak solutions to (3.2). Let γ = γ(t) denote the solution to
In [8, Lemma 4.1] it is shown that the unique very weak solution to (3.2) is given by
Combining (3.4) and (3.6) we conclude from the maximal regularity estimate that
Finally, let us sketch the construction of a weak solution to (1.4) discussed in [5] . For k ∈ AE the Yosida approximation procedure yields the approximate perturbed Navier-Stokes system
and admits a unique weak solution
. Note that this solution fulfills the differential equation
in the sense of distributions and
where A − 1 2 P div is a bounded operator on L 2 (Ω) rigorously defined by duality arguments, and
see [5, (3.6) ]. Furthermore, let us mention that the sequence (v k ) k∈AE possesses a subsequence (v kj ) j∈AE such that for any bounded subdomain
as j → ∞. Now it can be easily shown that v is a weak solution to (1.4). For more details of the construction of weak solutions we refer to [5] . Finally, let us mention that 
Proof of Theorems 1.2 and 1.3
This Section is dedicated to the proof of our first two theorems starting with the case of a bounded domain.
Proof of Theorem 1.2. We will show that the statements hold for the sequence of solutions (v k ) k∈AE of the approximate perturbed Navier-Stokes system (3.8), where the constants c do not depend on k. From now on we will omit the index k of v k . From the energy equality for v = v k and the interpolation estimate v (
we get from Hölder's and Young's inequality that
here c > 0 is a constant depending on a uniform bound of the energies v 
Note that by the assumptions on F and b
3) by e ρt we conclude that v(t) 2 → 0 as t → ∞. Moreover, under the assumption (1.8) the statement on the exponential decay follows immediately.
£
In the second part of this Section we will deal with the case of an exterior domain. Note that we can copy the first part of the proof of Theorem 1.2 including the estimate (4.1), but except the use of Poincaré's inequality to get (4.2). In the case of an unbounded domain we need an argument of Borchers and Miyakawa ([2] ) to deal with ∇v(t) We start with an elementary Lemma.
This result even holds uniformly for a sequence φ
Proof. (1) is trivial. For the proof of (2) we use Lebesgue's Theorem on Dominated Convergence. (3) We start with the estimate
Hence, by Tonelli's Theorem,
(4) can be proved as (3) by applying Hölder's inequality twice with exponents r and r ′ .
Proof of Theorem 1.3. As in the previous proof we work with the approximants (v k ) and deduce the estimate (4.1) with a constant c > 0 independent of k ∈ AE. Therefore, we omit the index k of v k as far as possible. Absorbing the term
2 from the right-hand side and using (4.4) for w = v(s) we get the estimate
where (4.6)
From (3.10) we conclude that , we obtain that
For the more crucial term J k v ⊗b+b⊗v we define q 1 ∈ (2, 6) and α ∈ (0, 1) by α = and choose q such that
(4.9)
By analogy, for
. A similar estimate results from the term defined by F since F ∈ L 2 0, ∞; L r (Ω) . Note that (4.8), (4.9) and (4.10) and the estimate for F are estimates of the type
m , integrate for s over the interval (t/2, t), and use the fundamental theorem of calculus. Finally, dividing by (t/2) m , we get the estimate
Here ψ 0 , see (4.7), satisfies the assumptions of Lemma 4.1 (1), and ψ 1 in (4.6), satisfies the assumptions of Lemma 4.1 (2). Moreover, Lemma 4.1(3) applies to the terms resulting into (4.11), i.e., to (4.8), (4.9) and (4.10). Concerning (4.9), we have to consider a sequence of functions 
Proof of Theorem 1.4
In this Section we are going to prove Theorem 1.4. In [2] Borchers and Miyakawa showed that
see Lemma 1 and the proof of Theorem 1. This is also a consequence of Lemma 4.1 (4) and (4.8).
To be more precise, let
. Using Lemma 4.1 (4) with Φ = v 2 3 as well as (3.12) and the estimate (4.8) we see that
Furthermore, Lemma 4.1 (4) with Φ = F q3 implies that
Now we start with the proof of Theorem 1.4.
Proof. As before, let (v k ) k∈AE denote the solution to (3.8). We will show Theorem 1.4 by proving that the statement is fulfilled for all v k and uniformly in k ∈ AE. For simplicity we will omit the index k of v k . Once more, we will start with equation (3.9). Using
and (4.4) we can conclude that
Multiplying this with (τ − t/2) m , replacing ρ by m(τ − t/2) −1 and integrating from t/2 to t leads to Note that the first three addends on the right-hand side of (5.3) can be estimated by ct −α using (1.10). By the variation of constants formula (3.10) we see that The first term on the right-hand side of (5.4) is bounded by ct −α using (1.11). To continue we have to estimate the last term in (5.4). Therefore, let us split this term into five terms T 0 , ..., T 4 corresponding to the five addends ofF . Note that we already proved that 2 ≤ −α and thus v(t) 2 ≤ ct −α .
As a last step we consider the case α ∈ (1/2, 3/4]. Since v(t) = O(t −   1 2 ) we get that v L 2 (0,t;L 2 ) ≤ c log (2) implying that
Thus v ∈ L 2 (0, ∞; L 2 (Ω)). Using 2 ≥ −α we see that v(t) 2 ≤ ct −α .
The proof is completed.
£
