Class Based Weighted Fair Queueing (CBWFQ) is a very important router discipline that allows different types of Internet Protocol (IP) traffic like voice, video, and best effort data to receive the required quality of service measures they individually need. CBWFQ dynamically allocates the available bandwidth to each traffic class based on the class's weight. This discipline is playing a vital role as IP brings these traffic classes together in a truly converged network. Under stress and in extreme emergencies, it is critical to be able to determine how the CBWFQ discipline will perform. In this paper, we present and discuss the critical role simulation has played in our development of performance analysis tools for the CBWFQ discipline.
INTRODUCTION
Industry is moving away from circuit-switched technology to Internet Protocol (IP) technology for telecommunications applications, including voice traffic. When IP networks become heavily loaded, packets get dropped and other quality of service (QoS) measures like packet latency, loss, and jitter are significantly degraded. At some point, the QoS for voice and video packets becomes poor enough that their communication is lost. As Voice over IP (VoIP) and video become more prevalent in these networks, these issues become increasingly importantparticularly, since there is no dedicated communication path for a voice or video call.
The Class Based Weighted Fair Queueing (CBWFQ) discipline is being used frequently within the Internet with these potential QoS problems for the multiple traffic classes (see Cisco Systems Quality of Service Solutions Configuration Guide, and Semeria (2001) ). Under CBWFQ, the bandwidth is shared in accordance with the weights assigned to the CBWFQ traffic classes. These weights are designed to ensure the traffic class gets a certain portion of the available bandwidth. CBWFQ extends weighted fair queueing (WFQ) by assigning weights to classes of traffic rather than individual flows of traffic identified by origination/destination pairs.
The CBWFQ discipline is very important to understand as voice, data, and video converge and compete for use of the same shared transmission resources. Each of these traffic types has its own required QoS measures to be met; CBWFQ is one discipline that may be able to meet these QoS measures. There are several methods that can be used to evaluate the performance of such a system. These range from a direct simulation of the system to the development of the system equations and their solution via numerical or analytical methods. In this paper, we discuss the crucial role simulation has played in our development of performance analysis tools for CBWFQ.
In order to better present this, we consider a simple CBWFQ base system. This system has two traffic classes with Poisson packet arrivals for each class and exponential packet lengths and finite buffers for each class (see Section 2). There we define the parameters for this system and develop the steady state equations for the state probabilities. The simulation model we developed is presented and discussed in Section 3. Other methods we used in the development of performance tools are presented in Section 4. In both Sections 3 and 4, illustrative examples are used to solidify the points we are making. Section 5 contains some closing remarks.
BASE SYSTEM DESCRIPTION
The base CBWFQ system has two classes of packets. We assume that the arrival process for each class is an independent Poisson process and that the service times are exponentially distributed. In addition, we assume each class has its own buffer.
In the CBWFQ system, there is no service interruption of packets by another. Upon service completion of a packet, the next type of packet to be served is randomly chosen based on the class weights. Specifically, in the two-class system, when both classes are present, a class 1 packet is chosen with probability α and a class 2 packet is chosen with probability 1-α. If only one class of packets is present, then that class is served. Within a class, service is on a First Come First Served (FCFS) basis. At the boundaries (α = 0 or 1), this system is the standard non-preemptive queueing system that has been extensively studied in the past (see Morse (1958) , Cohen (1969 ), Miller (1981 , and Gross and Harris (1998)) . Fundamentally, the model described in this paper is a random polling model. After serving one queue, the next queue to serve is randomly chosen according to specified weights. There is a large body of research on polling models in general. However, most of the literature deals with cyclic polling models in which the server visits each queue in ordered succession, rather than in a random fashion. For example, a standard reference on polling models is the book by Takagi (1986) as well as a subsequent survey paper (Takagi 1988) . Both of these works deal primarily with cyclic polling models.
Two papers that deal with random polling models and that are closely related to this paper are Kleinrock and Levy (1988) and Lee (1997) . Kleinrock and Levy (1988) consider a discrete-time random polling model under several different service disciplines. For the limited-service discipline, where the server serves at most one customer at a time before switching queues, results are provided only for a completely symmetric system in which all queues have identical statistical properties. No results are given for the asymmetric case. For some other service disciplinesfor example, where the server continues to serve customers until the queue is empty -they derive a set of m 2 linear equations that can be solved to obtain expected waits. Lee (1997) provides exact results for the asymmetric random polling model. However, we have not been able to match our simulation results with his analytical results.
Finally, a related concept is processor sharing in which customers from different queues are served simultaneously. For this system, the queues are served individually, one customer at a time. If we regard the customers as packets and we set the maximum packet size to be small, then the model in this paper can be approximated by appropriate processor sharing models-for example, the generalized processor sharing and its packet-by-packet variants (e.g., Parekh and Gallager 1993) .
We define the following parameters and random variables.
• λ i is the packet per second arrival rate for class i (i = 1,2).
• 1/μ i is the average time to serve a class i packet.
• α is the probability a class 1 packet is selected for service when both classes are waiting.
• Q i is the random number of class i packets in the system. • Y is a random variable identifying the class of packet in service (Y = 1,2) or that the system is empty (Y = 0).
• P i,j,k = Pr{Q 1 = i, Q 2 = j, Y = k} in steady state (i = 0,1,2,…, j = 0,1,2,3…, Y = 0,1,2).
• K i is the maximum number of class i packets allowed in system • ρ i = λ i /μ i is the class i load. For the infinite buffer case, we assume that ρ = ρ 1 + ρ 2 is less than one.
For a discussion of the appropriateness of these arrival and packet size distributions assumptions, see Cao (2002) , Fischer (2005) , Newman (2001) , and Thompson (1997) . The assumption of Poisson packet arrivals and exponential service times are the most lenient assumptions one could make and get analytic results. As we will see, even making these assumptions does not allow a simple analytic solution except for boundary cases and we are forced to go to simulation or numerical methods.
The steady state birth and death equations for this system for the infinite buffer (K 1 = K 2 = ∞) case are:
and for i = 1,2 … and j = 1,2, …
) (
When i = 1 and j ≥ 1 (the first expression in the right hand side of equation (2)), we have P 0,j,1 = 0, and, similarly in equation (3), if j = 1 and i ≥ 1 (the second expression on the right hand side of equation (3) For these equations to have a solution we must have ρ < 1.
In general, we know of no solution to this system; although some results exist for special cases in steady state. For the case of α = 0 or 1, we have a non-preemptive priority queueing system and Miller (1981) gives an expression for the probability of the number of high priority packets in Fischer, Masi, and Shortle the system. If α = 1, then the class 1 packets have queue priority and Pr{Q 1 =n}=P n 1 is given by
When α = 0, then the class 2 packets have priority and Pr{Q 2 =n} is given by equation (6) with a suitable changes in the subscripts (this result only holds when μ1 = μ2). Also in steady state, for any α when the service rates of each class are equal then the probability of the total number of packets (=Q 1 +Q 2 ) is given by standard M/M/1 results; that is
. (7) This result stems from the fact that it does not matter which customer is in service, the departure rate is the same. Also the server always works when customers are present and no work is lost.
SIMULATION MODEL
We were first interested in developing a simulation model for a Low Latency Queueing (LLQ) system (see Masi (2007a Masi ( , 2007b . That system is composed of a Priority Queueing (PQ) module and a CBWFQ module. Because we understand the interaction between the priority queues and the class based weighted fair queues, and how to model that interaction, our focus in this modeling is within the CBWFQ portion of the router, which is not understood. We considered developing our own custom simulation versus using a simulation package such as OPNET Modeler. OPNET Modeler is a popular discrete-event simulation package which is designed specifically to model telecommunications networks. We decided to develop our own custom simulator of the CBWFQ system for several reasons, one of which was that we wanted to have a flexible simulator that could be modified to examine future system configurations. OPNET Modeler has limited ability to model router configurations that do not exist in current equipment without custom programming. In addition, details on the precise specifications of CBWFQ scheduling (both within OPNET and in real routers) were not readily available, and we wanted to have control over and knowledge of the precise mechanics of the CBWFQ algorithm in the simulation. Also, we anticipated that run times in OPNET Modeler would be longer than in our custom simulator, which has much less overhead. Later comparisons (see Masi et al. (2007a Masi et al. ( , 2007b ) showed that our custom simulator run times for a router using CBWFQ were about one tenth that of the OPNET run times.
We developed a simulation of the CBWFQ system in Visual Basic for Applications (VBA). The interface is shown in Figure 1 . Development time for this model was relatively short, taking several days. Background research on the precise rules used by class based weighted fair queues to select which class of packet to transmit when the router is available was required and is described in Masi et al. (2007a Masi et al. ( , 2007b . The original simulator allowed three classes of traffic, but for this paper we use the two-class version, each having Poisson arrivals. Our original simulation allowed for a packet service time distribution that was Internet specific; three packet sizes are dominant in IP traffic (Thompson et al. (1997) ). However, for this paper we modified the simulation to use exponential service times to enable comparisons with analytic models. The simulation computes several measures of effectiveness: latency (mean queue wait), mean number of packets in the system, and packet loss. The simulation can also output individual packet queue waiting times and number of packets at each departure point, enabling the entire distributions to be obtained if desired. We now consider some illustrative examples using the simulation model. Our input parameters are as follows. The class 1 packets have a mean packet size 1.6 kb, and the class 2 packets have a mean packet size of 5.57 kb. We assume the line speed is a T1 (1536 kbps). The code is written in VBA and the runs were made on a 2.4 GHz laptop. We ran the simulation for 3,000,000 packet arrivals. For these examples α = 0.77, λ 1 = 425 pps and λ 2 = 130 pps which result in ρ 1 = 0.443 and ρ 2 = 0.471 or a total load of 0.914. In Figures 2, 3 , and 4, we see that as the buffer size increases, the packet loss for each class is going to zero, and the expected number of each type of packet and the buffer latency by class are converging to the infinite buffer cases. These parameter values will also be used in the next section, where we show the results in tabular format in a comparison with other analysis methods. Figure 5 shows the simulation run time. Each run took about 29 seconds to simulate 3 million packet arrivals. The run time did not vary much with the size of the buffers. 
COMPARISON WITH OTHER METHODS
We also investigated other methods such as solving the infinite buffer steady state equations analytically using the standard generating function approach (see Gross and Harris (1998)) or solving the problem numerically. In trying to solve the problem analytically, we met with extreme difficulty. We began with the simplest assumptions: two service classes, exponential service times, Poisson arrivals, and infinite buffers. The generating function approach has been successfully applied to analytically solve similar queues, such as the priority queue (e.g., Gross and Harris (1998) Section 3.4.1, or Morse (1958) Chapter 9), so we followed the approaches given in these references. The two-class priority queue is a special case of the two-class CBWFQ when the weights of one class or the other is zero.
For the two-class priority queue, the approach defines a two-dimensional generating function H(z 1 , z 2 ). By appropriate summation of the state equations, H(z 1 , z 2 ) can be obtained as a function of known parameters and an unknown one-dimensional generating function P 02 (z 2 ). Gross and Harris (1998) point out (for equal service rates) that the complete form for P 02 (z 2 ) is not needed to evaluate the partial derivative of H(z 1 , z 2 ) with respect to z 1 -only the value P 02 (1) is needed and this can be easily obtained. Thus, it turns out that all standard first-moment performance measures for the priority queue can be obtained even without obtaining the exact functional form for H(z 1 , z 2 ).
However, for the CBWFQ, the analogous form of H(z 1 , z 2 ) involves two unknown generating functions, which we may call P 02 (z 2 ) and Q 01 (z 1 ). It turns out that taking the partial derivative of H(z 1 , z 2 ) with respect to either z 1 or z 2 requires knowing the complete form of at least one of these two functions. Thus, the mean-value performance measures cannot be obtained without knowing the complete form of these two functions.
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Morse (1958) provides some guidance here. For the priority queue, he shows that the function P 02 (z 2 ) can be obtained by solving a first-order homogenous difference equation (easy) and then solving a second-order nonhomogenous difference equation. The method works because the two difference equations can be decoupled, so one equation can be solved first and then used as an input into the second. However, for the CBWFQ queue, the result is a coupled system of two second-order nonhomogenous difference equations, with driving terms involving unknown probabilities from the original queue. We did not make any serious attempts to solve this system.
Even if solvable, the approach has limitations in being restricted to the assumptions of two-service classes, exponential service times, infinite buffers, and load less than 1. All of these assumptions can be easily generalized using simulation.
Our next step was to solve the equations numerically. Some candidate approaches were the Matrix Geometric Method (see Miller (1981) ), or the method presented by Cidon (1990) ; but they involved significant analytic set-up time to put the equation in a usable form. As an alternative, we used an iterative method to solve the steady-state balance. In this approach, we plug an initial guess for the P i,j,k values into the right-hand side of equations (1) - (5) to generate the next iteration values of P i,j,k . As the process is repeated, the P i,j,k value converge to the steady-state probabilities. As an initial starting value of P i,j,k we set P 1,0,1 =1.
Finally, we considered another numerical method. This numerical method also yields the transient probabilities. This method solves the system of difference differential equations for P i,j,k (t), the conditional probability at time t there are i class 1 and j class 2 packets in the system, and class k (=1,2) is in service, given the system state at 0. These equations can be easily developed using standard birth and death arguments. We use the method described in Knepley and Fischer (1977) to solve these equations. The code for each of these methods was written in VBA and all runs were made on the same computer. Table 1 compares the QoS results when using the simulator and the iterative and Knepley and Fischer method to solve equations (1) through (5). We see that for all practical uses the results are the same. The buffer latency (Wq_i) are given in ms. When using the Knepley and Fischer method, the integration constant h has to be selected. For the parameters used in these examples, h = 0.001 was used. The steady state convergence criterion for the iterative and Knepley and Fischer methods was that the expected number of packets in the system at one iteration was within 0.0001 of the previous iteration. We see all three methods give the same results for decision making purposes. Figure 6 compares the run times of the three methods. We see the run times for the iterative and Knepley and Fischer methods are dependent on the buffer size, because at each iteration the complete probability distribution of the state space is determined. As the buffer size increases, the state space increases and the number of calculations increases as well. The simulation run time does not depend on the buffer size. The Knepley and Fischer method is much more sensitive to the buffer size as we had to set h = 0.001 for this problem, because of the values of the input parameters, λ i and μ i .
The major advantage of the Knepley and Fischer method is that it generates the transient results, while the iterative method does not. The simulation method could be used to do that, but it would require significantly more runs. One option of the simulator is to output the buffer delays and the number of packets in the system at each departure point. Here we are only interested in expected value results in steady state. But if expected transient results were required via the simulator; then multiple runs of the simulator would have to be made.
Also if steady state probability distributions of the number of packets in the system are needed, the iterative and Knepley and Fischer methods give those results directly with no additional computational work. They can also be obtained from the simulator, but the run time is significantly increased because the associated table has to be output. The increase in run time to output the tables is a factor of 10. So the simulation run times become 290 seconds as opposed to 29 seconds. In addition, the output tables then have to be post-processed to generate the desired probability distributions. The simulation run time does not depend of the buffer size.
A significant advantage of the simulation model is that it outputs the actual waiting time for each packet by type. We got the mean delay for the iterative and Knepley and Fischer methods by using Little's formula; higher moments can be obtained via the higher moments of Little's formula (Gross and Harris (1998) ), but the total probability distribution of the queue wait is not available from those methods.
We close this section with a brief look at the accuracy of the methods. In order to do this analysis, we ran the iterative method for the 100 buffer case for 15,000 iterations-a graph of the convergence profile and run time is given in Figure 7 . It took approximately 160 seconds for this run and the resulting number of expected packets (both classes) in the system was 13.0292. We use this value as the true steady state value. Table 2 presents the percentage difference of the three methods with this value, using the data from Table 1 .
Three points are immediate from Table 2 . First, the results presented in Table 1 are very close to the steady state values, less than 1 percent difference. Second, the simulation method gets closer to the steady state value as compared to the other two methods based on computer time. Even though the Knepley and Fischer method was closer to the steady state value, it took 180 seconds of computer Fischer, Masi, and Shortle 
CONCLUDING REMARKS
In this paper we have shown the critical role simulation has played in our development of performance models for a very important IP router discipline, CBWFQ. At the start of this development, no performance analysis tools were available. We were tasked with the development of tools and found simulation played a crucial role in our development efforts. In this paper simulation was presented and compared to two numerical methods. In order to make the numerical methods tractable, we had to restrict the comparison to only two classes of packets with Poisson arrivals and exponentially distributed packet lengths. Those simplifying assumptions allowed us to generate the balance equations for the system, but not an analytic solution. When more realistic assumptions about the packet arrival processes and packet length distributions are used, it appears that simulation will be the only tool that will yield practical results. We also suggest that researchers develop custom simulators for an analysis of router queueing disciplines like CBWFQ, rather than relying on commercially-available simulators, as they have a substantial amount of run time overhead and may not have the flexibility of use and understanding. 
