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vRE´SUME´
Estimer la consommation de puissance le plus toˆt possible durant le cycle de de´veloppe-
ment est important pour pouvoir rencontrer le temps de mise en marche´. Pour cela, plusieurs
recherches en consommation de puissance se tournent vers l’estimation a` haut niveau, comme
la Mode´lisation au Niveau Transactionnel (TLM), pour acce´le´rer l’obtention des estimations
de puissance. Ce travail pre´sente une me´thodologie a` haut-niveau oriente´ sur les Coeur sous
licence (IP) qui effectue une estimation de puissance. La me´thode propose une distinction
entre l’activite´ de l’IP concerne´ et de son imple´mentation. Ceci permet de facilement cre´er un
mode`le qui peut eˆtre re´utilise´ avec diffe´rentes fre´quences et imple´mentations. En utilisant l’in-
formation obtenue par des mesures d’une description au Niveau Registre (RTL), un mode`le
peut-eˆtre cre´e´ pour des simulations haut-niveau permettant d’abstraire l’imple´mentation. La
me´thodologie est pre´sente´e sur un processeur, une me´moire, un bus, une minuterie et un
Controˆleur d’Interruption de Processeur (PIC) de Xilinx. En comparaison a` des estimations
effectue´es au niveau RTL, le mode`le permet d’estimer la consommation de puissance avec
une pre´cision de 25%± 10% par rapport a` une estimation effectue´e avec Xpower ; et ce avec
un facteur acce´le´ration de trois ou quatre ordres de grandeur.
vi
ABSTRACT
Estimating the power consumption of System on Chip as early as possible in the design
life cycle is important to meet the time to market requirements. For this purpose, most
research is turning toward high-level models, like the Transaction-Level Modeling (TLM),
to estimate power earlier. This work presents a high-level Intellectual Property core (IP)
oriented power estimation methodology. The methodology separates the activity of the IP
from the implementation. This allows the ability to easily create a model that can be used
with different frequencies, layout and implementation technology. By using data gathered
from the Register-Transfer Level (RTL) a model can be created for high-level simulation that
can take into account the technology and characteristics of the Field-Programmable Gate
Array (FPGA) device. The methodology is presented in this work for a processor, its local
memory IP, counter, Processor Interrupt Controller (PIC) and bus from Xilinx. Compared to
estimations made at the RTL level, the resulting model gives accurate results of 25%± 10%
compared to a Xpower estimate with three to four order speedups and through different
implementations.
vii
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1CHAPITRE 1
INTRODUCTION
Les projets en microe´lectronique accordent de plus en plus d’importance a` la consomma-
tion de puissance des syste`mes. La raison est que le concepteur mate´riel fait face a` des sources
de puissance limite´e, que ce soit une prise e´lectrique ou une batterie dans le cas de syste`me
embarque´. Puisque les syste`mes augmentent en surface de silicium et en nombre de compo-
santes, leur consommation augmente proportionnellement (la loi de Moore, voir Figure 1.1a).
Par contre, la puissance disponible n’augmente pas au meˆme rythme (voir la Figure 1.1b).
En ce moment, le nombre de transistor est double´ a` tous les deux ans pour une meˆme unite´
de surface de silicium. Par contre, la densite´ d’e´nergie des batteries augmente beaucoup plus
lentement en doublant au 15 ans. Ceci cause une augmentation tre`s rapide de la consommation
d’e´nergie par rapport a` l’e´nergie disponible dans les batteries. De plus, ce proble`me se retrouve
avec les prises de courant qui fournissent une quantite´ fixe de puissance.
Il faut donc ame´liorer la consommation de puissance pour utiliser tout le silicium sans
consommer trop d’e´nergie. Le processus traditionnel de de´veloppement utilise un Langage
de Description Mate´riel (HDL) et des outils pour synthe´tiser le langage. Ces meˆmes outils
fournissent un logiciel qui permet d’estimer la consommation de puissance. Par contre, pour
e´valuer la consommation il faut synthe´tiser le circuit et le simuler pour connaˆıtre la consom-
mation. Ce processus est tre`s couˆteux en temps de synthe`se, de simulation et d’estimation de
puissance. Car il est recommence´ autant de fois que le re´sultat obtenu n’est pas satisfaisant.
1.1 Proble´matique
La consommation de puissance est de´finie comme la quantite´ d’e´nergie consomme´e durant
un certain temps. Puisque le domaine de l’e´lectronique utilise des transistors, les mode`les de
consommation sont base´s sur leur e´quation de puissance. Mais, les transistors dans les sys-
te`mes nume´riques sont utilise´s dans leur mode interrupteur. La consommation est repre´sente´e
par une partie statique et dynamique. La consommation statique est due au courant de fuite.
La consommation statique peut-eˆtre de´termine´e en connaissant les ressources utilise´es par le
circuit et en connaissant le couˆt en consommation de chaque ressource.
La puissance dynamique est due a` l’activite´ dans le circuit. La puissance dynamique se
de´finit comme suit.
2(a) Loi de Moore [30]
(b) Densite´ d’e´nergie [42]
Figure 1.1 Augmentation du nombre de transistor et de la densite´ d’e´nergie
3P = ACV 2f (1.1)
ou` A correspond a` la probabilite´ d’avoir une activite´ qui est applique´e a` la capacite´ C avec
un voltage V . f correspond a` la fre´quence de fonctionnement. Si l’activite´ n’est pas re´gulie`re,
il est possible de changer Af par la valeur e´quivalente n/t ou` n correspond au nombre de fois
que l’activite´ se passe durant un temps t.
P =
nCV 2
t
(1.2)
L’e´quation 1.2 permet de de´terminer la consommation de puissance de n’importe quel
circuit analyse´ au niveau du transistor. Dans le cas d’une analyse de «Field Programmable
Gate Array» (FPGA), on remplace les transistors par les cellules logiques. Ceci impose de
modifier les valeurs C et A.
P =
nA(. . .)C(. . .)V 2
t
(1.3)
La raison vient du fait que la charge de la cellule change de´pendant de sa configuration et
que l’activite´ peut venir de plusieurs ports. Bien que l’e´quation 1.3 permette maintenant de
simplifier les mode`les en analysant l’activite´ des cellules logiques, les FPGA ont une haute
densite´ de cellules logiques dans les millions dans une puce [59]. Bien que l’on ait moins de
composantes a` analyser (une cellule logique comprend des centaines de transistors [59]), la
complexite´ de l’e´quation 1.3 augmente, ce qui limite l’acce´le´ration de l’estimation.
A` cause de la complexite´ des syste`mes, le remplacement du HDL pour un langage plus
adapte´ a` la repre´sentation haut-niveau devient une option inte´ressante pour acce´le´rer le temps
de de´veloppement et obtenir une estimation de consommation plus rapidement. SystemC offre
une excellente performance de simulation et est supporte´e par plusieurs Environnement de
De´veloppement Inte´gre´ (IDE). Par contre, SystemC manque encore de support pour effectuer
l’estimation de consommation de puissance.
L’avantage du SystemC au niveau Mode´lisation au Niveau Transactionnel (TLM) est de
pouvoir faire abstraction des de´tails de l’imple´mentation comme la technologie (Circuit Inte´-
gre´ a` Aplication Spe´cifique (ASIC) ou FPGA) et de permettre a` l’utilisateur de se concentrer
sur l’application. Cette particularite´ cause des proble`mes a` l’estimation de puissance, car il
n’est pas possible de connaˆıtre la charge et la distribution de l’activite´ sur cette charge. Pour
4contrer ce proble`me, il est possible de cre´er une librairie d’estimation qui tente de pre´dire le
Placement et Routage (PAR) pour calculer la charge et l’activite´ applique´e a` cette charge
graˆce au routage. Cette pre´diction est difficile a` re´aliser a` ce jour, car le syste`me de´crit sera
converti en un langage HDL et synthe´tise´ pour configurer un FPGA. Cette double conversion
empeˆche d’estimer pre´cise´ment la consommation en se basant sur des simulations du code
SystemC et des pre´dictions de PAR.
Il existe une solution qui permet de tenir compte du niveau d’abstraction du langage Sys-
temC pour permettre une estimation pre´cise. Cette me´thode utilise une abstraction similaire
a` celle utilise´e par les estimateurs FPGA vis-a`-vis des transistors. La me´thode utilise les IP
comme structure de base et simule le comportement de la composante. Il ne suffit que de por-
ter les configurations a` l’imple´mentation finale pour obtenir un comportement similaire qui
sera affecte´ par le PAR. En conside´rant l’impact des configurations sur le PAR il est possible
de faire une estimation de puissance. Cette me´thode change le point de vue de l’e´quation
pour de´terminer la charge par rapport aux configurations de l’IP et de sa technologie d’im-
ple´mentation. Ceci permet d’estimer des syste`mes complexes avec un minimum d’e´quation.
De plus, cette me´thode permet de ne pas tenter d’estimer la partie du PAR.
1.2 Objectif
L’objectif de ce travail est de pre´senter une me´thodologie pour cre´er des mode`les de
consommation de puissance dynamique pour des simulations TLM. Cette me´thode devra
re´aliser des mode`les pour diffe´rents IP qui auront diffe´rents parame`tres architecturaux. E´ta-
blir une me´thodologie d’estimation de puissance est tre`s ardu. Pour assister dans ce travail,
un ensemble d’outils en Perl seront cre´e´s pour effectuer les mesures et la validation des re´-
sultats. Ces outils controˆleront les applications de Xilinx pour automatiser la synthe`se et les
mesures de re´fe´rence de puissance. Il sera important que les mode`les utilisent un minimum
de parame`tres pour minimiser l’impact sur une simulation.
1.3 Me´thodologie
Il faut e´tablir les parame`tres a` mesurer pour chacun des IP. Ceci consiste a` se´lectionner
les parame`tres communs a` tous les IP d’une meˆme cate´gorie (me´moire, processeur, etc. . . ).
Par la suite, il faut e´tablir la relation entre ces parame`tres et la consommation pour en ex-
traire une e´quation qui repre´sentera la consommation. Cette fonction sera construite a` partir
des options ou parame`tres structurels de l’IP et de son activite´. Le mode`le de consommation
sera contruit en suivant une me´thodologie qui e´tablit la strucutre des e´quations pour obtenir
un mode`le re´utilisable. Les mode`les de consommation seront teste´s avec un syste`me, dont
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plications utilise´es seront le Dhrystone [48] et le Coremark [13]. Les re´sultats seront compare´s
a` un estimateur «Register Transfert Level» (RTL).
1.4 Contribution
Ce travail propose une me´thode permettant d’obtenir un mode`le de consommation de
puissance d’un IP qui est a` la fois simple et pre´cis. Cette me´thode utilise les particularite´s d’un
IP pour diriger la formation de l’e´quation et cibler les parame`tres pertinents a` l’estimation.
En permettant ce ciblage, le mode`le re´sultant est a` la fois plus simple par rapport a` d’autres
me´thodes et permet une estimation pre´cise. Cette me´thode est aussi applicable a` tous les IP
pour lesquels on veut une estimation de consommation.
De plus, cette me´thode permet de re´utiliser les e´quations de mode´lisation. Que ce soit
pour un IP de la meˆme famille, pour des configurations diffe´rentes, une nouvelle architecture
syste`me ou des contraintes d’imple´mentation diffe´rentes. Le mode`le utilise des parame`tres
qui sont communs a` une famille d’IP (certains IP auront des parame`tres uniques pour repre´-
senter des particularite´s uniques) pour pouvoir facilement cre´er un mode`le de consommation.
Les mode`les sont base´s sur la caracte´ristique structurelle de l’IP et son activite´ particulie`re
(lecture, interruption, instruction, etc. . . ). A` cette e´quation des parame`tres d’imple´menta-
tions (fre´quence, technologie) sont ajoute´s pour cibler la consommation de l’imple´mentation
re´alise´e.
Ce travail a mene´ a` une publication d’article. Le projet a e´te´ pre´sente´ a` la confe´rence
ICCD 2010 [40] ou` la me´thode a e´te´ de´montre´e pour le processeur et la me´moire.
1.5 Distribution des Chapitres
Le me´moire pre´sente un survol de l’e´tat de l’art de l’estimation de la consommation au
Chapitre 2. Par la suite, la me´thode explore´e dans ce me´moire sera de´taille´e et discute´e au
Chapitre 3. La me´thode sera applique´e sur diffe´rend IP comme la me´moire, le processeur, un
bus, une minuterie et un gestionnaire d’interruption au Chapitre 4. Une discussion sur chacune
des e´tapes sera faite pour expliquer les choix et re´sultats obtenus durant les mesures. Le
Chapitre 5 analysera la performance des estimations de puissances par rapport aux de´cisions
prises au chapitre pre´ce´dent.
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REVUE DE LITTE´RATURE
De´terminer la mesure de la consommation seulment une fois que le design est comple´te´,
n’est pas une option viable dans la majorite´ des projets, car cette me´thode est ite´rative
et longue. Alors, il faut trouver une solution qui permet de connaˆıtre la consommation de
puissance au de´but ou durant le processus de de´veloppement. Plusieurs me´thodes permettent
de faire cette estimation en utilisant diffe´rentes solutions. L’estimation peut eˆtre effectue´e a`
partir de mode`les base´s sur la technologie d’imple´mentation, se baser sur le comportement
d’un circuit ou sur une analyse par IP (a` plus haut niveau).
2.1 Estimation au niveau mate´riel
Une des premie`res me´thodes d’estimation de puissance de´veloppe´e est l’estimation effec-
tue´e au niveau mate´riel (transistor ou «gate-level» et RTL). Ces me´thodes d’estimations sont
couramment utilise´es encore aujourd’hui, car elles permettent une estimation tre`s pre´cise. De
plus, les fournisseurs d’outils pour les FPGA et ASIC fournissent un excellent support pour
effectuer ce type de simulation. La fabrication d’un masque pour produire des ASICS peut
couˆter des millions de dollars. Une erreur, tant dans le circuit que dans l’estimation de la
consommation d’e´nergie du ASIC, doit eˆtre e´vite´e a` tout prix. Par contre, ces simulations
prennent un temps e´norme (dans l’ordre des heures de simulations pour obtenir une seconde).
Les ASICs ne sont pas la seule technologie qui a besoin de limiter sa consommation, il y
a les FPGA. Bien qu’il soit plus facile de changer le circuit dans un FPGA, cette technologie
consomme plus d’e´nergie et est souvent utilise´e dans des projets avec des temps de de´velop-
pement plus court. L’estimation de la consommation de puissance devient donc importante
pour permettre de re´pondre aux exigences de consommation dans certaines applications em-
barque´es, source de courant limite´ et dissipation de chaleur.
2.1.1 Estimation au niveau transistor
Cette section pre´sente les premie`res me´thodes d’estimation de puissance qui sont couram-
ment utilise´s aujourd’hui. Ces me´thodes se situent au niveau du transistor ou de la porte
logique.
Une des premie`res me´thodes d’estimation utilise le transistor. A` leurs de´buts, les tran-
sistors et le routage e´taient faits a` la main. Ceci permettait de faire des estimations de
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lation de tre`s haute pre´cision utilise´e par les ASICs, il est possible d’obtenir une estimation
tre`s pre´cise. Par contre, les ASICs sont rapidement devenus trop complexes pour estimer la
consommation de puissance avec de simples e´quations de transistor. Ce phe´nome`ne s’est ac-
ce´le´re´ avec l’apparition des langages de description mate´riels (HDL comme le langage VHDL
et Verilog) et les FPGA. Ces derniers permettent d’utiliser des milliards de transistors [59]
facilement en les regroupant en cellules logiques identiques distribue´es sur le silicium.
Pour cette raison, il a fallu recourir a` des mode`les cible´s a` l’application du circuit [27].
Dans cet article, l’auteur cible les e´quations pour un type de circuit en particulier, et ainsi
spe´cialise le mode`le d’analyse d’un mode`le ge´ne´rique. Ce dernier utilise des hypothe`ses pour
ne conserver que les facteurs pertinents. Il est possible de de´finir des e´quations pour la lo-
gique combinatoire, les bascules et les verrous (latch), la me´moire embarque´e, les intercon-
nexions (tant entre les portes logiques que les bus locaux), les bus globaux, l’horloge et les
entre´es/sorties. Puisque chacun est forme´ de diffe´rentes composantes, connecte´es de diffe´-
rentes fac¸ons, ceci permet de simplifier l’e´quation ge´ne´rale qui re´git les circuits nume´riques.
Ainsi, seuls les parame`tres utiles pour le circuit sont utilise´s. Par contre, ce ne sont que des
versions simplifie´es des e´quations normalement utilise´es par les simulateurs de type CAD.
Alors, il faut effectuer la meˆme simulation globale du syste`me en temps continu (ce qui per-
met d’obtenir les micro-impulsions). Cette simulation est ensuite utilise´e en conjonction avec
le mode`le mathe´matique. Le mode`le est connu lors de l’imple´mentation du PAR dans la tech-
nologie cible´e, car il utilise les parame`tres de la technologie ou des statistiques d’activite´s
(«fan-out», «fan-in», largeur moyenne de la base des transistors, etc. . . ).
Bien que cette me´thode permette de faire des estimations pre´cises, elle est limite´e par son
grand niveau de de´tail, tant dans le mode`le que dans la simulation a` effectuer. Une me´thode
d’acce´le´ration de l’estimation est de changer les e´quations pour minimiser le niveau de de´tail
de la simulation. Deux mode`les offrent une solution a` ce proble`me : le mode`le probabiliste
ou statistique [36]. Le mode`le probabiliste propage les probabilite´s de transition au travers
de la logique pour connaˆıtre l’activite´ du circuit. Le mode`le statistique simule le circuit avec
des vecteurs ale´atoires dirige´s (par l’usager) tout en analysant la consommation. Ces mode`les
permettent de simplifier les simulations en ne reque´rant que les transitions d’entre´es car les
mode`les lient les entre´es avec le reste des transitions dans le circuit. Avec ces me´thodes, il
est possible d’effectuer l’estimation de diffe´rents sous-circuits.
Les sous-circuits utilise´s pour les mode`les probabilistes ou statistiques sont les circuits
se´quentiels ou circuits combinatoires. Ensemble, ces deux sous-circuits sont capables de re-
pre´senter la majorite´ des circuits. La me´thode probabiliste tend a` vouloir mode´liser les circuits
en une e´quation exacte. Dans le cas des bascules d’une Machine a` E´tats Finis (FSM), les com-
8binaisons deviennent rapidement trop nombreuses pour facilement repre´senter exactement la
probabilite´ de chaque changement d’e´tat. Pour faciliter l’analyse, des approximations sur
l’e´quiprobabilite´ de chacun des e´tat ou l’inde´pendance des entre´es de la machine a` e´tat sont
effectue´es. Dans le cas des circuits combinatoires, qui peuvent paraˆıtre plus simples a` analy-
ser, il suffit de tenir compte des portes logiques a` deux entre´es mises en cascade. De plus, il
n’y a habituellement pas de boucles de re´troaction dans la logique combinatoire sans que le
circuit devient se´quentiel. A` cause de ces caracte´ristiques, il est effectivement plus facile de
calculer le mode`le probabiliste d’un circuit combinatoire si l’on ne tient pas compte des de´lais.
Les de´lais causent les micro-impulsions qui sont une cause importante de la consommation
d’e´nergie dans un circuit combinatoire. Une me´thode propose´e permet d’e´tendre l’estima-
tion probabiliste pour re´soudre la proble´matique de la corre´lation spatiale et temporelle [47].
Cette me´thode permet d’estimer la consommation avec une plus grande pre´cision tout en
offrant une acce´le´ration sur les techniques utilise´s auparavant. La me´thode statistique offre
une flexibilite´ par rapport au circuit que l’on analyse, en masquant les de´tails de l’activite´,
au de´pend d’une simulation plus longue en temps.
La me´thode statistique offre la possibilite´ de soumettre un circuit sans tenir compte des
de´tails internes au circuit. Pour cela, il faut lui fournir des vecteurs ale´atoires dirige´s pour
maximiser le nombre et la couverture des transitions dans le circuit. L’avantage inde´niable
est de pouvoir choisir une pre´cision ou de garantir un re´sultat avec une certaine pre´cision. Si
on analyse un circuit combinatoire, le mode`le va tendre vers la moyenne de la consommation
du circuit. Pour les bascules d’une machine a` e´tat, une analyse avec une me´thode a` la Monte-
Carlo 1 est utilise´e. Malgre´ cela, si le circuit comporte plusieurs branchements, il est possible
de passer e´norme´ment de temps avant d’avoir un re´sultat stable et fiable. De plus, il faut
s’assurer que le ge´ne´rateur de vecteurs ale´atoires soit le plus ale´atoire possible. Dans le cas des
circuits combinatoires, cette me´thode tend a` donner une valeur moyenne de la consommation
du circuit ce qui peut eˆtre non de´sire´ si le circuit a un comportement tre`s varie´. Il faut alors
passer a` une analyse statistique au niveau de la porte logique, ce qui peut eˆtre tre`s long si le
circuit contient plusieurs portes logiques.
Pour faciliter l’analyse de la consommation au niveau logique, il faut distinguer les cir-
cuits se´quentielles et les circuits combinatoires. On suppose que l’information sur l’activite´
1. La me´thode Monte-Carlo utilise des entre´es ale´atoires qui, se´lectionne´es par rapport a` l’e´quation, per-
mettent de connaˆıtre une approximation de cette e´quation. Plus on utilise de vecteurs ale´atoires et que ces
vecteurs ale´atoires sont bien ge´ne´re´s, plus le re´sultat sera pre´cis. Si l’on prend un point M(x, y) ou` 0 < x < 1
et 0 < y < 1 et que la valeur de x et y re´pond a` cette e´quation x2 + y2 < 1, alors M fait partie du cercle
de rayon 1 centre´ en (0, 0). La probabilite´ d’avoir un point dans ce cercle est de 2pi ∗ r2/4(x ∗ y) = pi/4. Le 4
provient du quart de cercle qui se superpose au carre´. Les vartiable x, y, r ont une valeur de 1. En calculant la
proportion de points M dans le cercle, il est possible de connaˆıtre une approximation de pi. Plus on augmente
le nombre de points, plus la pre´cision augmente. Il faut pour cela avoir un bon algorithme ale´atoire [50].
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c¸on statique (seulement si les entre´es sont connues). Dans le cas d’un circuit combinatoire,
l’information doit absolument s’obtenir a` partir d’une simulation ou a` partir d’un calcul de
probabilite´ (ceci s’applique aussi pour un circuit se´quentiel dont l’e´tat des entre´es n’est pas
connues). Si on veut minimiser le nombre de simulations et leur grosseur, il est possible
d’effectuer une estimation par macromodel au niveau RTL.
2.1.2 Estimation au niveau RTL
L’estimation au niveau RTL se base fortement sur l’estimation de sous-circuits connu
pour acce´le´rer l’estimation de puissance. Trois types de mode`les sont utilise´s pour conserver
l’information : l’e´quation, la table de valeurs et la table d’e´quations [3].
Le mode`le par e´quation est plus connu. Il suffit de commencer par se´lectionner les para-
me`tres de´finissant l’activite´ du circuit. Il faut par la suite faire des mesures de consommation
avec des combinaisons de parame`tres incre´mente´s a` intervalle re´gulier. Ensuite, il suffit de
diminuer l’intervalle aux re´gions qui contiennent des variations de consommation plus grande.
Il est possible d’e´liminer certains parame`tres si on se rend compte du faible impact de certains
d’entre eux sur la consommation. L’avantage de cette me´thode est sa flexibilite´, la possibi-
lite´ de faire de l’interpolation facilement et la rapidite´ avec laquelle il est possible d’obtenir
un mode`le. Mais, bien qu’il soit possible de faire de l’extrapolation, il faut faire attention
au re´sultat obtenu. Lorsque l’on sort de la page de mesure effectue´e, les re´sultats peuvent
diverger puisque le mode`le n’a pas e´te´ valide´. Pour augmenter la robustesse des mode`les, il
est possible d’utiliser un mode`le par table de valeur.
La me´thode par table de valeur (3Dtab) estime al consommation de puissance selon trois
parame`tres : Pin, Din et Dout. Pin de´finit la probabilite´ moyenne d’avoir une certaine entre´e
(une valeur pre´cise ou un motif pre´cis). Din est la densite´ moyenne de transition d’entre´ et
Dout est la densite´ moyenne de transition de sortie. La densite´ de transition est de´finie comme
la probabilite´ de transition par unite´ de temps [34]. Chacune des trois dimension est divise´e en
intervalle e´gal de N point. Il est a` noter, que Pin et Din ne sont pas entie`rement inde´pendants ;
il est possible d’utiliser l’e´quation Din/2 ≤ 1− 2 ∗ |Pin− 0.5| pour e´liminer certains points et
simplifier la table. Il faut analyser chaque point (Pin, Din) et extraire un vecteur d’entre´ qui
respecte les caracte´ristiques du point (Pin, Din) dans sa globalite´. La simulation produit une
valeur Dout qui sera associe´e a` la valeur de consommation de puissance mesure´e (ce qui forme
une table 3D en utilisant les trois parame`tres). Certaines valeurs Dout peuvent ne pas avoir
e´te´ couvertes une fois que toutes les combinaisons de (Pin, Din) ont e´te´ analyse´es. Ceci est
normal, puisque Dout est assujetti au comportement du circuit. Il est possible de trouver des
patrons d’entre´es valide pour un (Pin, Din) donne´ qui permet de couvrir les Dout manquant.
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S’il n’est pas possible de trouver un motif, il faut faire des interpolations ou extrapolations
pour combler les trous. Toute cette proce´dure demande un grand temps de caracte´risation
qui tend vers O(N
3
2
).
La me´thode par tableau d’e´quation (EqTab) utilise la meˆme pre´misse que la 3DTab, par
contre chacune des paire (Pin, Din) est conside´re´e comme inde´pendante. La raison est que la
sortie Dout est de´finie par une e´quation de´pendant de (Pin, Din). Ceci fait tendre le temps de
calcul vers O(N
2
2
) ce qui est un ordre plus rapide que le calcul du mode`le 3DTab.
L’utilisation de ces me´thodes est limite´e par le fait qu’elles repre´sentent un circuit RTL tre`s
simple et leur ge´ne´ration peut prendre de une minute a` huit heures. Bien que dans plusieurs
cas le re´sultat soit rapide a` obtenir, il est peu pratique de simuler un petit circuit RTL pendant
8 h. Ces me´thodes demandent de choisir entre deux limitations. On peut choisir d’effectuer
une simulation tre`s longue pour couvrir tous les cas de figure des mode`les par tables. Sinon,
il faut accepter une erreur additionnelle due a` l’interpolation et l’extrapolation. Ces choix ne
rendent pas les me´thodes d’estimation RTL tre`s inte´ressantes.
2.1.3 E´mulation de Puissance
Une fac¸on d’acce´le´rer la vitesse de l’estimation de puissance RTL est de pouvoir utiliser
l’imple´mentation RTL obtenue et de l’exe´cuter sur un FPGA. Puisque les estimations RTL
sont si lentes, il suffit de faire l’estimation sur le FPGA qui sera capable de faire avancer
la «simulation» a` la vitesse re´elle d’exe´cution [12]. Pour faire une estimation rapide de la
consommation de puissance, il faut imple´menter dans le FPGA le mode`le de puissance du
circuit qui fait l’analyse de la consommation durant son exe´cution. En se branchant a` des
interconnexions, il est possible d’obtenir des statistiques d’activite´s du circuit et calculer au
fur et a` mesure la consommation du circuit. Cette me´thode ne fait qu’acce´le´rer la vitesse
de mode´lisation du circuit car elle reprend des mode`les synthe´tise´s pour les mettre en forme
mate´rielle. Donc, il faut toujours passer par la synthe`se longue car il faut maintenant ajouter le
mode`le de puissance synthe´tisable. De plus, le mode`le augmente l’aire requit de 3 a` 4 fois pour
pouvoir analyser le circuit, meˆme apre`s avoir eu recours a` plusieurs techniques d’optimisation
de ressource. Avec un circuit qui utilise 20% du FPGA on obtient une utilisation finale de 60
- 80%. Ceci limite les possibilite´s d’analyse de circuit qui requiert plus de 33% des ressource
disponible avant l’ajout des mode`les. Pour ne pas influencer l’analyse, il faut que l’usager
perturbe le PAR du circuit le moins possible lorsqu’il ajoute les mode`les. Le PAR choisi
sera celui ge´ne´re´ par le synthe´tiseur pour le circuit seul dans le contexte de son utilisation
pre´vue. Ensuite, il faudra ajouter le circuit d’analyse et des interconnexions entre le syste`me
et le circuit d’analyse. Si le circuit a des contraintes de performance en fre´quence ou un PAR
avec une partance e´leve´e, il sera tre`s difficile d’ajouter des interconnexions qui traverseront
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le Circuit sous Test (DUT). Ceux-ci seront de surcroˆıt tre`s parasitique. Tout ceci risque de
causer des proble`mes durant l’analyse et des impre´cisions dans les re´sultats.
Dans le cas d’un circuit a` tre`s haute non-line´arite´, comme un processeur ou une machine
de´cisionnelle quelconque, ce type d’analyse perd rapidement ses possibilite´s de minimisation.
Il faut tenir compte de cas tre`s complexe comme les «cache miss», la gestion d’erreurs et
pre´diction de branchement. Pour cela, il faut trouver une possibilite´ d’augmenter la flexibilite´
du mode`le acce´le´re´ mate´riellement en conservant son gain de vitesse.
Une me´thode cible ce proble`me en utilisant une simulation hybride logiciel-mate´riel [17].
L’ide´e est de de´charger la simulation logicielle sur le FPGA pour acce´le´rer la simulation
des mode`les trop complexes. Dans le cas d’un mode`le de puissance trop gros, il est possible
de mettre le mode`le d’analyse en logiciel et le module fonctionnel du circuit sur le FPGA.
Ceci permet d’avoir une simulation mate´rielle et une exe´cution du mode`le de puissance tre`s
rapide malgre´ leur complexite´s. Il est donc possible d’avoir un juste e´quilibre entre rapidite´ et
flexibilite´ qui re´pond au besoins de l’utilisateur et aux limitations du FPGA. Pour certains cas,
les signaux du syste`me de mesure ne peuvent pas eˆtre ajoute´s meˆme si le mode`le de puissance
est rele´gue´ sur l’ordinateur, dans le cas d’un mode`le ayant des contraintes tre`s serre´es. Le
proble`me majeur de cette me´thode est sa complexite´ d’imple´mentation. Il faut s’assurer de la
synchronisation des donne´es des mode`les et de la valeur de la consommation dans le temps.
Les mode`les de puissance sont imple´mente´s comme des pipelines qui donnent un re´sultat de
consommation a` chaque cycle. Puisque le de´lai de chacun des mode`les peut varier, il faut
resynchroniser les diffe´rentes valeurs. Un autre proble`me survient lorsqu’on essaie d’extraire
l’information. Les mode`les d’analyse ge´ne`rent un grand nombre d’informations, pour cela il
faut avoir une interface disponible qui est capable de fournir la bande passante.
Les deux me´thodes ne permettent pas de faire une analyse en de´but de de´veloppement
car il faut toujours un mode`le RTL synthe´tise´ pour en faire l’analyse. Bien qu’ils rendent leur
utilisation plus re´aliste, il est peu probable que leur re´sultat arrive assez toˆt dans le projet
pour amener des corrections qui ne retarderont pas le projet. Les analyses et les budgets de
puissance sont faits au de´but du projet. A` la fin, les analyses ne sont faites que pour confirmer
que les budgets ont e´te´ respecte´s.
Une solution tente de re´pondre au proble`me d’ajout d’un module de surveillance dans un
circuit. Cette solution utilise les bus qui sont imple´mente´s pour interconnecter les micropro-
cesseurs et les me´moires pour brancher une Unite´ de gestion de puissance (PMU) au bus [10].
Ceci lui permet de suivre la consommation du processeur et de ses acce`s me´moires. Si le pro-
cesseur vient avec un PMU, il le re´utilise. Le PMU suit chaque instruction du microprocesseur
et les transactions aux me´moires. Ainsi, l’intrusion du circuit de calcul de consommation de
puissance est garde´e au minimum. Par contre, le PMU ne tient pas compte des transactions
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effectue´ ni de toute l’activite´ dans le circuit. En utilisant cette me´thode de suivi d’exe´cution,
il serait plus profitable de monter le niveau de repre´sentation a` une simulation pre´cise au
cycle avec un langage comme SystemC. Ce type de simulation permet de faire l’analyse plus
toˆt dans le processus de design et permet d’avoir autant, sinon plus, d’information que peut
obtenir le PMU.
2.2 Estimation Haut-Niveau
L’estimation a` haut-niveau tente de re´soudre des proble`mes inhe´rents a` la mode´lisation
RTL, qui est l’obligation de faire une synthe`se et la lenteur de la simulation. Par contre, il ne
suffit pas de simplement changer le langage. Il faut aussi adapter la simulation pour profiter
des avantages de la mode´lisation a` haut niveau.
2.2.1 Estimation haut-niveau avec granularite´ au transistor
Le fait d’utiliser un langage diffe´rent que ceux utilise´s en RTL (p. ex. VHDL ou Verilog)
ne permet pas d’effectuer une simulation a` haut-niveau en elle-meˆme. Par exemple, exe´cuter
un mode`le de circuit avec une librairie de cellule standardise´ en C et Matlab ne re´soud pas
ne´cessairement les de´fauts d’une analyse RTL traditionnelle [26]. La me´thode observe l’effet
des transitions des entre´es et des sorties sur la consommation de chacune des entite´s de
la librairie de cellule. La base de cette me´thode simule les signaux d’une fac¸on diffe´rente
(transition utile au lieu des transitions et micro-impulsions des signaux), le fait d’analyser
chaque e´le´ment de cette fac¸on pour un ASIC rend le syste`me plus rapide que la me´thode
RTL. Dans ce cas, il est possible d’acce´le´rer l’estimation de puissance d’environ 250 fois pour
un multiplieur a` 4 bits. Le temps ne´cessaire pour l’analyse est de 52 secondes, ce qui est long
pour l’estimation d’un multiplieur. Pour des syste`mes embarque´s avec des multiplieurs de 32
bits on peut monter a` une simulation de plus d’une heure, et cela sans meˆme l’ajout du reste
du circuit. Aussi, cette me´thode ne tient pas compte de l’effet de la synthe`se et du PAR sur
la consommation de puissance. Si l’on effectue le meˆme processus pour un FPGA le proble`me
reste le meˆme [11, 21]. Le temps ne´cessaire a` mode´liser les effets des de´lais sur les transition
des signaux est e´norme. Cela annule la simplification de la simulation amene´e par les mode`les
a` hauts-niveauxsans effectuert pas une abstraction des delta cycles de simulation.
2.2.2 SystemC
SystemC n’est pas une me´thode en soi. Ce langage permet d’e´lever le niveau de la simu-
lation dans un langage plus flexible et une philosophie de design diffe´rent du RTL. SystemC
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permet de faire des analyses de circuit en analysant son comportement plutoˆt que son ar-
chitecture. Un bon exemple de l’utilisation de SystemC comme plateforme d’estimation de
puissance est PowerSC [24]. Cette plateforme permet de faire l’analyse de puissance d’un
design en utilisant un ensemble de macromode`les (plus de de´tail sur ces mode`les sera donne´
dans la Section 2.2.2.1). PowerSC requiert un mode`le comportemental pour chacune des
composantes et des macromode`les correspondants (4 pour chaque module). Une fois que les
mode`les sont cre´e´s, il faut ensuite reprendre ces mode`les et les mettre dans une librairie qui
sera ajoute´e au SystemC pour faire l’analyse de puissance. Pour chaque analyse, PowerSC a le
choix de prendre la me´thode d’estimation avec ou sans corre´lation entre les macromode`les. Si
PowerSC utilise le mode`le sans corre´lation, il se´lectionne le meilleur mode`le de la composante
dans la librairie pour le cas particulier d’activite´. Par contre, si le mode`le avec corre´lation est
se´lectionne´, PowerSC module l’apport a` la consommation de chacun des mode`les par rapport
a` leur corre´lation (correspondance) avec le patron d’activite´.
PowerSC utilise quatre mode`les pour effectuer ses estimations de consommation. Ceci lui
permet d’avoir une meilleure pre´cision en se´lectionnant le mode`le le plus adapte´ pour chaque
circuit. Par contre, la librairie augmente en complexite´ puisqu’il faut maintenir quatre mode`les
et ajouter une infrastructure de se´lection des mode`les et effectuer l’estimation.
En effectuant une estimation d’un circuit de´crit dans un langage comme SystemC de la
meˆme fac¸on qu’un langage HDL, on ajoute une grande incertitude vis-a`-vis de l’estimation
de la consommation a` cause des outils de synthe`se C vers le RTL comme Catapult C de Men-
tor [28] ou Forte Cynthesizer [15]. Le re´sultat de la synthe`se SystemC vers le RTL doit par la
suite passer au travers d’un synthe´tiseur RTL. Cette double interpre´tation du code C cause
de grandes variations dans les re´sultats d’un meˆme circuit dans un contexte (contraintes)
diffe´rent ou en pre´sence d’autres circuits. Malgre´ la cre´ation d’un bon mode`le pour le Sys-
temC, les optimisations et PAR des synthe´tiseurs causeront beaucoup de diffe´rences avec le
mode`le «ide´al». L’effort investi a` analyser les circuits, comme des circuits RTL, cause plus
de proble`mes. A` cause des multiples outils de synthe`se utilise´s qui fournissent des re´sultats
qui peuvent eˆtre affecte´s par la fac¸on de de´crire le circuit, il faudrait pouvoir pre´dire les
re´sultats des synthe´tiseurs. En utilisant la synthe`se a` haut niveau, il est possible de de´finir
l’imple´mentation d’une me´moire dans un FPGA [38] a` partir de la description en C pur et
des contraintes du syste`me. En e´tendant la synthe`se haut-niveau a` un syste`me complet, il
sera possible d’utiliser PowerSC. Plusieurs me´thodes partielles de synthe`se haut-niveau [16]
sont propose´es et permettent de synthe´tiser diffe´rents types de syste`mes (par exemple un
MPSoC) ou des parties d’un syste`me.
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2.2.2.1 Macro-Mode´lisation
L’utilisation de macromode`le a e´te´ pre´sente´ a` la Section 2.2.2. Les macromode`les comme
leur nom l’indique sont des mode`les qui re´fe`rent a` un ensemble de sous-circuits ou un groupe
de circuit facilement mode´lisable par son comportement pre´dictible. Un exemple de ce dernier
cas est montre´ dans l’article [1] ou` la pre´dictibilite´ d’un circuit est utilise´e pour de´finir un
mode`le compact et pre´cis. Les exemples de circuits analyse´s sont la Transforme´e de Fourier
Rapide (FFT), le de´codeur viterbi [29] et le processeur ARM. Dans les deux premiers circuits,
il est possible de repre´senter le comportement par une machine d’e´tat. Puisque l’analyse
est faite sur la consommation moyenne base´e sur les transferts effectue´s avec le protocole
Wimax [49], le mode`le se simplifie en analysant uniquement l’activite´ pertinente. Pour le
processeur, ils repre´sentent l’e´tat de fonctionnement du processeur au lieu du calcul. Puisque
le processeur effectue le meˆme traitement en boucle, il est possible de repre´senter chaque
e´tat par une consommation moyenne stable. Il suffit d’ajouter la transition entre les e´tats
pour obtenir une repre´sentation similaire a` la FFT ou au de´codeur Viterbi. Les circuits
analyse´s sont tre`s re´guliers dans leur traitement et comportement, ou, comme dans le cas du
processeur, qui tend vers une consommation moyenne pour chacun des e´tats de traitements.
Ici, la particularite´ du syste`me est la re´gularite´ du traitement et de l’activite´ dans les circuits.
Sans cette particularite´, le circuit ne serait pas facilement repre´sentable par une machine
d’e´tat. Cette me´thode est limite´e pour une situation ou` le comportement du circuit peut-eˆtre
tre`s varie´ dans le temps. L’e´laboration de la machine d’e´tat de toutes les possibilite´s peut
devenir impossible (p. ex. un processeur exe´cutant un logiciel de controˆle avec interruption).
L’analyse par macromode`le d’un processeur est tre`s complexe a` cause du grand nombre
d’e´tat. Pour cela, il faut changer le point de vue du processeur vers le logiciel [22]. Pour
analyser le logiciel, il est possible de faire abstraction du processeur pour analyser le graphe
de flot de controˆle du programme. Le programme est subdivise´ en blocs qui repre´sentent
un ensemble d’instructions qui sont toujours exe´cute´es ensemble. Il utilise la corre´lation (la
probabilite´ d’exe´cution d’une branche en relation avec la branche pre´ce´dente) pour augmenter
l’analyse du logiciel. Deux me´thodes diffe´rentes sont utilise´es : la premie`re compte l’exe´cution
d’un nombre fixe de blocs de code et la seconde compte le nombre de fois qu’une se´rie de blocs
de code de longueur variable est exe´cute´e. La se´rie de blocs variable est de´finie entre le point
de de´part, ou le bloc pointe´ par un retour en arrie`re (un lien logique d’un graphe qui cre´e
une boucle), et le point de sortie du logiciel, ou la source du retour en arrie`re. Il suffit de faire
le de´compte du nombre d’exe´cutions de chacune des corre´lations de bloc et de le multiplier
avec le bon coefficient pour en connaˆıtre la consommation d’e´nergie. Le choix entre les deux
de´pend surtout de l’acce´le´ration de l’estimation voulue et de la pre´cision recherche´e. Cette
me´thode devient directement lie´e au logiciel exe´cute´ puisque l’on analyse le programme par
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rapport aux corre´lations de ses blocs de code. De plus, pour un autre processeur, il faudra
recommencer l’analyse puisqu’il n’y a aucune fac¸on de lier l’e´quation au mate´riel disponible
(instructions, registres, etc. . . ) pour exe´cuter le code.
2.2.2.2 Extension en Mode´lisation par IP
Pour pouvoir faciliter l’analyse de syste`mes plus complexes compose´s de processeur, me´-
moire ou bus, il faut utiliser une me´thode plus globale qui est capable de cerner les similitudes
entre les circuits de meˆme fonctions. Ceci permet d’utiliser le comportement du circuit et sa
spe´cificite´ a` notre avantage pour simplifier le mode`le d’analyse de consommation de puis-
sance. Un exemple de cette me´thode est de´montre´ dans [14]. Dans cet article, les auteurs
analysent la consommation d’une me´moire BRAM de Xilinx en se basant sur les parame`tres
qui de´finissent l’IP et son fonctionnement. Pour analyser la me´moire, ils utilisent un mode`le
qui a besoin du nombre de bits d’adresse et de donne´e, le nombre de bits en transition et de
la fre´quence. Leur mode`le se divise en trois parties. La premie`re partie consiste a` de´terminer
l’impact de l’activite´ de l’adresse sur la consommation globale, et la seconde partie consiste
a` de´terminer l’impact de l’activite´ de la donne´e sur la consommation globale. La dernie`re
partie consiste a` de´terminer la consommation cause´e par la grosseur de la me´moire base´e sur
le nombre de bits de donne´e et d’adresse (sans conside´ration d’activite´). Cette dernie`re partie
de´taille la consommation statique de la me´moire et la consommation de l’arbre de l’horloge.
Le mode`le utilise une re´gression line´aire pour de´finir l’e´quation et conside`re la lecture et
l’e´criture comme e´quivalente en terme de consommation. Le fait d’utiliser uniquement une
re´gression line´aire limite la possibilite´ de prendre en compte l’effet exponentiel de la largeur
de l’adresse sur la consommation. En effet en ajoutant un bit a` l’adresse on double le nombre
de cellules me´moires adresse´es. Du meˆme fait, l’ajout d’un bit de donne´e a` de moins en moins
d’effet. A` chaque bit de donne´, on ajoute 1
n+1
transition de plus (si tous les bits transitent)
ou` n est le nombre de bit. Une autre source d’erreur est d’approximer que l’e´criture et la lec-
ture consomment la meˆme quantite´ d’e´nergie. Bien que les deux acce`s controˆlent un nombre
e´quivalent de multiplexeurs/de´multiplexeur, l’e´criture charge l’entre´e des bascules contraire-
ment a` la lecture. Pour minimiser l’erreur d’un mode`le de´rive´ d’une re´gression line´aire, il faut
proce´der par une me´thode automatique qui ge´ne`re un mode`le et ajoute des parame`tres a` ce
mode`le pour atteindre un niveau acceptable de pre´cision en un temps raisonnable.
Une me´thode de ge´ne´ration automatique de mode`le de consommation de puissance est
pre´sente´e dans [6]. L’article analyse l’IP mate´riel en le comparant a` un mode`le SystemC
e´quivalent. La me´thode commence par simuler le mode`le SystemC en conservant l’activite´
sur les I/O et toutes les variables qui peuvent eˆtre utilise´es pour calculer la consommation de
puissance. Par la suite, en utilisant le meˆme banc d’essai, ou vecteur de stimulation, le syste`me
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calcule la consommation de puissance fournie par un outil de consommation au niveau RTL
(ou porte logique). La me´thode se´lectionne ensuite les parame`tres pertinents au mode`le en
leur associant un coefficient de corre´lation. Ce coefficient de´finit la probabilite´ que la variation
de la consommation de puissance ne soit pas due a` la variation de la variable. Une fois que la
variable est de´finie comme statistiquement significative [45] le parame`tre est conserve´ pour le
mode`le. Les variables avec un nombre limite´ de valeurs possibles qui ont un impact majeur
sur la consommation (p. ex. e´criture vs lecture) sont conside´re´es se´pare´ment comme me´thode
de se´lection d’e´quations pour la situation (qui utilise les adresses, les donne´es, la fre´quence,
etc. . . ). Par la suite, un mode`le est de´fini par re´gression pour atteindre un niveau de pre´cision
voulu. Cette me´thode permet d’avoir un mode`le ge´ne´re´ automatiquement. Par contre, une
limitation apparaˆıt quand, pour un controˆleur d’interruption, le nombre de variables analyse´es
est un nombre conside´rable de parame`tres (80 ou 160 si l’on conside`re la valeur pre´ce´dente
dans le temps). En e´tant automatise´, l’usager ne peut diriger le mode`le pour simplifier le
nombre de variable dans le mode`le. La charge de calcul du mode`le [45] sur le temps de la
simulation est de 10% par rapport a` la simulation sans mode`le. La me´thode est contrainte
par la cre´ation d’un mode`le SystemC e´quivalent en terme de structure pour en faire l’analyse.
Le mode`le n’est pas re´utilisable, car il est ge´ne´re´ avec une e´norme quantite´ de parame`tres
sans que l’usager puisse diriger la forme finale de l’e´quation.
2.3 Pre´sentation de la Me´thodologie
Plusieurs me´thodes qui estime la consommation de puissance ont e´te´ pre´sente´es. Par
contre, elles contiennent plusieurs limitations soit dans leur rapidite´ ou des contraintes dans
leur utilisation. Certaines de ces me´thodes ne´cessitent un temps de simulation tre`s long et
de´pendent d’une synthe`se. L’e´mulation de puissance est limite´e a` des circuits relativement
petit a` cause de l’utilisation de ressource par les mode`les d’estiamtion de puissance. Si l’on
tente de diminuer les ressources, on se retrouve a` distribuer l’estimation entre le FPGA et
le simulateur, ce qui complexifie l’infrastructure en plus de diminuer l’acce´le´ration apporte´e
par la me´thode. Les me´thodes a` haut-niveau utilisent des mode`les qui sont utilisables pour
une seule application. Sinon, les mode`les obtenus sont si complexes que les simulations sont
ralenties par un facteur non ne´gligeable.
Une me´thodologie permet de concevoir un mode`le de consommation de puissance a` la fois
simple, pre´cis et re´utilise les IP disponible, dans le but de faciliter l’exploration architecturale
d’un design est propose´e. Le mode`le utilise des simulations TLM qui permettent a` la fois
d’obtenir des simulations rapides et d’obtenir les donne´es pour calculer la consommation de
puissance. Le mode`le se subdivise en trois parties. Chacune de ces parties permet de mode´liser
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l’effet et l’apport de diffe´rents parame`tres ou particularite´s architecturales du circuit. Un
mode`le peut se subdiviser en son comportement, ses particularite´s architecturales et son
imple´mentation dans une technologie. Ceci permet de re´utiliser les e´quations pour repre´senter
un maximum de situations, imple´mentations et circuits avec un minimum de complexite´.
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CHAPITRE 3
DE´TAILS DE LA ME´THODOLOGIE
L’inte´reˆt de la me´thodologie est de pouvoir abstraire la consommation de puissance d’un
IP en e´quation simple pour une analyse au niveau TLM. Tel que de´crit dans le Chapitre 2,
il est tre`s complexe d’analyser tous les parame`tres influenc¸ant la consommation de puis-
sance. Alors, la solution est de regrouper les parame`tres qui influencent la consommation
en diffe´rentes cate´gories qui refle`tent leur effet et leur comportement. Il faut regrouper les
parame`tres d’une fac¸on judicieuse pour ne pas complexifier les e´quations ou avoir un mode`le
inexact. De plus, il faut faire attention de bien distinguer l’effet des entre´es et sorties des IP
sur la consommation.
La me´thodologie propose´e est illustre´e a` la Figure 3.1 et elle est compose´e de 5 e´tapes. La
premie`re e´tape est la se´lection et la cate´gorisation des Parame`tres Structurel Actif (ASP),
Parame`tres Structurel Statique (SSP) et Parame`tres Technologique (TP). La seconde e´tape
consiste a` e´valuer l’impact des parame`tres ASP et SSP qui est suivi dans la troisie`me e´tape
de l’e´laboration de l’e´quation correspondante. La quatrie`me est l’e´valuation de l’impact des
parame`tres SSP et TP au cours de l’imple´mentation sur le mode`le et permettra, par la suite,
la cinquie`me e´tape e´labore l’e´quation finale. Chacune des e´tapes sera applique´es sur des IPs
utilise´s dans un syste`me sur puce (p. ex. processeur, me´moire, bus, etc.). Dans ce chapitre,
la proce´dure ge´ne´rale sera de´taille´e pour donner une vue d’ensemble de la me´thodologie sans
tenir compte d’un IP en particulier.
3.1 Se´lection et Cate´gorisation des Parame`tres
La premie`re e´tape consiste a` e´nume´rer les diffe´rents parame`tres qui conditionnent la
consommation de puissance d’un IP (l’adresse, la donne´e, le type d’acce`s, la grosseur de la
me´moire, l’instruction, le nombre de port, la fre´quence et la technologie). En de´taillant les
parame`tres, il sera possible de de´finir la consommation avec trois caracte´ristiques : 1) son
activite´, 2) sa structure et 3) son imple´mentation. Ceci permet de cre´er une structure qui
sera commune aux IPs de meˆme classe de fonctionnement. En de´finissant la consommation de
cette fac¸on, il est plus facile d’inte´grer le mode`le dans un simulateur TLM et d’interchanger les
IP pour connaˆıtre leur effet sur la consommation globale. Parmi les parame`tres se´lectionne´s,
certains ont tre`s peu d’effet sur la consommation du mode`le. Il se peut qu’un IP utilise un
parame`tre que les autres n’ont pas (soit a` cause de la structure ou de l’activite´).
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1. Sélection et catégorisation des paramètres (ASP, SSP et TP)
2. Évaluation des impacts des paramètres (ASP et SSP)
3. Élaboration des équations structurels (ASP et SSP)
4. Évaluation de l'impact des paramètres (SSP et TP)
Est-ce que 
l'équation est 
valide?
5. Élaboration de l'équation ﬁnale
Est-ce que 
l'équation est 
valide?
Modèle d'estimation de puissance (ASP, SSP et TP)
non
oui
oui
non
Figure 3.1 Flot de la me´thodologie pour caracte´riser un IP
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La premie`re cate´gorie, ASP, regroupe les parame`tres qui varient durant la simulation. Ceci
peut eˆtre un e´tat interne de l’IP, une action sur une entre´e ou sortie, ou toute autre informa-
tion pertinente qui fluctue dans le temps (p. ex. la donne´e transmit, l’instruction exe´cute´e,
etc.). La seconde cate´gorie regroupe les parame`tres structurels qui de´finissent l’architecture
de l’IP ( grosseur de la me´moire, nombre de modules, etc.). Au cours de la simulation, ce
sont des valeurs qui restent stables et qui modulent l’impact des ASPs sur la consommation
de puissance de l’IP. La dernie`re cate´gorie, TP, rassemble les parame`tres qui influencent la
consommation lors de son imple´mentation ( fre´quence de l’horloge, technologie et placement,
et routage).
Les parame`tres ASP et SSP forment le coeur du comportement de puissance de l’IP. Les
parame`tres TP affectent ce comportement en ajoutant l’influence de l’imple´mentation de
l’IP. L’effet des TP s’ajoute au mode`le par multiplication pour ajuster la consommation de
puissance en relation a` l’imple´mentation. La forme ge´ne´rale de cette relation est donne´e par
l’e´quation (3.1). Les parame`tres SSP sont analyse´s avec les TP car l’impact de la technologie
et de l’imple´mentation de´pend aussi de la structure du syste`me (SSP) qui influence la quantite´
de routage et de ressource utilise´e.
M(TP,ASP, SSP ) =
∑nbr d’IP
k=1
(
Fk(TP, SSP )
∑
i
(
Gik(SSP,ASP )
))
Temps de Simulation(s)
(3.1)
ou` M(. . .) correspond a` la consommation de puissance totale, Fk(. . .) est la fonction de
l’imple´mentation et Gik(. . .) est la fonction de´taillant l’effet de la structure et de l’activite´
sur la consommation. L’indice k repre´sente les IP a` analyser, tandis que l’indice i correspond
a` chaque stimulus, ou activite´ de l’IP, a` travers le temps. Puisque les e´quations Fk(. . .) et
Gik(. . .) expriment une quantite´ d’e´nergie, il faut diviser le re´sultat par le temps de simulation
observe´.
Cette formulation de la consommation permet de re´utiliser Gik(. . .) pour diffe´rentes imple´-
mentations ou technologie puisque Fk(. . .) est l’e´quation qui est affecte´e par l’imple´mentation.
La relation entre les diffe´rents parame`tres (ASP, SSP et TP) sera de´taille´e dans les prochaines
sections.
3.2 E´valuation de l’Impact des Parame`tres
Une fois que les parame`tres importants de l’IP sont de´finis et cate´gorise´s, un processus
automatise´ peut-eˆtre utilise´ pour stimuler chacun des parame`tres et ainsi connaˆıtre son impact
sur la consommation de puissance de l’IP. Puisque les parame`tres qui font partie inte´grante
de la structure de l’IP, ou de son activite´, sont connus, il sera possible de de´terminer la forme
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ge´ne´rale de l’e´quation qui approximera le mieux la consommation de puissance.
Dans la seconde e´tape, les parame`tres ASP et SSP sont fixe´s a` des valeurs de de´parts. Par
la suite, chacun des ASP varie pour pouvoir couvrir tous les cas ou un e´chantillon repre´sentatif
des cas possibles. Ceci permet de couvrir les diffe´rentes entre´es et sorties pour de´terminer leur
impact sur la consommation. Ge´ne´ralement, les IP sont compose´s d’entre´e et sortie (I/O) qui
ont diffe´rents impacts sur l’activite´. Par exemple, la me´moire est affecte´e diffe´remment par
un changement de l’adresse, de la donne´e ou des signaux de controˆle. Les entre´es ou les sorties
ne sont pas les seules a` affecter la consommation. Par la suite, la couverture des parame`tres
ASP est refaite pour diffe´rentes valeurs de SSP qui couvre le spectre des options structurelles.
Ide´alement, le nombre de mesures est maintenu au minimum requis pour pouvoir construire
un mode`le pre´cis. Un plan d’expe´rience peut-eˆtre utilise´ initialement pour e´tudier la relation
des diffe´rents parame`tres. Si les effets des parame`tres ne sont pas line´aires, il faudra proce´der
a` des mesures supple´mentaires pour pouvoir repre´senter le comportement. Ceci a pour effet
supple´mentaire de minimiser les effets parasites, comme les non-line´arite´s ne´gligeables et
de conserver le mode`le relativement simple. En se fiant trop aux mesures sans extraire la
tendance amene´e par les parame`tres, les e´quations augmenteront en complexite´ surtout s’il
y a de la variabilite´ dans les re´sultats. Dans une optique d’estimation de puissance a` haut
niveau, la rapidite´ de la simulation est importante a` conserver. La formule obtenue a` cette
e´tape formera Gik(. . .) dans l’e´quation (3.1). L’e´quation repre´sentant la relation entre les
ASP et les SSP est de´taille´e a` la Section 3.3.
3.3 E´laboration de l’E´quation Structurel
A` la troisie`me e´tape, les re´sultats des mesures de la Section 3.2 sont utilise´s pour construire
l’e´quation Gik(. . .). Les valeurs obtenues sont analyse´es pour en extraire la tendance et ainsi
e´tablir une e´quation qui permettra d’estimer la consommation de puissance. Cette e´quation
e´tablit l’importance de l’activite´ de l’IP selon les caracte´ristiques structurelles de l’IP.Gik(. . .)
dans l’e´quation (3.1) se construit d’une fac¸on syste´matique. Puisque le mode`le est utilise´
dans un simulateur haut-niveau, il est possible de de´finir quel parame`tre sera utilise´ comme
variable ou coefficient. La structure de l’IP est de´finie avant la simulation, car elle modifie la
quantite´ d’activite´ ou la charge associe´e a` une activite´. Ceci permet de de´finir les coefficients
d’une e´quation par rapport au parame`tre de la structure. Ainsi, les parame`tres ASP sont
ensuite utilise´s comme les variables de l’e´quation qui utilise les coefficients pour produire la
consommation. Puisque les SSP ont un effet sur l’activite´ interne cause´ par les ASP, il faut
dans ce cas calculer les coefficients de l’e´quation pour refle´ter l’impact de la structure sur le
mode`le (comme effet sur l’activite´ interne et la charge). Par exemple, le mode`le structurel de
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l’IP peut eˆtre exprime´ par une e´quation line´aire comme suit :
Gik(ASP, SSP ) =
dernier ASP∑
n=premier ASP
(
Hn(SSP ∗ASP ) +On(SSP )
)
(3.2)
ou` Hn(. . .) est la valeur de la consommation pour chaque activite´ d’ASP. Ce coefficient est
calcule´ avec les SSP qui sont affecte´s par l’activite´ de l’ASP. Le coefficient On(. . .) est la
valeur de la consommation d’e´nergie qui se passe meˆme s’il n’y a pas d’activite´ sur l’ASP.
Les coefficients des e´quations Hn et On sont compose´s de la relation des parame`tres
de´finissant la structure (SSP) qui sont affecte´s par l’activite´ de l’ASP. La structure ge´ne´rale
de chacun des coefficients est centre´ autour de la valeur de base (p. ex. une me´moire simple
de taille minimale) qui est affecte´e par des facteurs qui changent l’impact de l’activite´. Ainsi,
les coefficients Hn(. . .) et On(. . .) prennent la forme tre`s simple suivante :
Hn ou On = F (. . .)Vb (3.3)
Vb repre´sente la valeur de la consommation de base. F (. . .) repre´sente l’e´quation qui permet
de mode´lise´ la consommation pour diffe´rent parame`tre SSP. La valeur Vb est par la suite
ditribue´e sur l’e´quation F (. . .) pour former Hn et On.
L’e´quation (3.2) repre´sente une part importante du mode`le, car elle repre´sente le com-
portement de l’IP pour diffe´rente configuration de SSP et sous diffe´rentes activite´s d’ASP.
Il se peut qu’une repre´sentation line´aire du comportement de l’e´quation (3.2) ne permette
pas d’exprimer assez pre´cise´ment la consommation de puissance de l’IP. Dans ce cas, Il
est possible d’exprimer l’e´quation par un mode`le polynomial (ou dans de plus rares cas
exponentiel, puissance ou logarithmique). Des termes peuvent eˆtre omis si leur e´limination
du mode`le causent une erreur ne´gligeable. Un comportement qui est ale´atoire cre´e des termes
qui habituellement n’ont pas d’impact majeur sur le re´sultat. De plus, les termes ne pourront
repre´senter le comportement ale´atoire car ceux-ci changeront de comportement de fois en fois.
Il est pre´fe´rable d’e´liminer ces termes qui ne font qu’alourdir la simulation et qui peuvent
ajouter une erreur supple´mentaire par rapport a` une e´quation plus simple, mais plus proche
du comportement ge´ne´ral de l’IP.
L’e´quation structurelle se forme en conside´rant les valeurs les plus simples pour les SSP ;
ainsi les coefficientsHn(. . .) et On(. . .) sont conside´re´s comme des constantes. Ensuite, des me-
sures sont effectue´es sur diffe´rentes configurations de SSP, les coefficients Hn(. . .) et On(. . .)
sont modifie´s en sous-e´quation pour pouvoir refle´ter les changements qu’apportent les diffe´-
rentes valeurs de SSP. Une fois que l’e´quation (3.2) est comple´te´e et qu’elle correspond aux
mesures effectue´es avec une erreur acceptable, il est possible de commencer l’e´valuation des
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parame`tres d’imple´mentation TP. Si l’erreur est trop grande, ou si l’e´quation ne mode´lise
pas le comportement, il faut re´e´valuer les mesures effectue´es et les parame`tres se´lectionne´s.
Les mesures pour la caracte´risation sont effectue´es par des simulateurs de langage de
description mate´riel comme Modelsim [18, 19] et des estimateurs de puissance RTL comme
Xpower de Xilinx [58]. Dans cette e´tape, les effets du placement et routage ne sont pas
pris en compte. Ceux-ci seront rajoute´s a` la Section 3.4. La caracte´risation de l’IP s’effectue
avec une simulation structurelle (une simulation comportementale qui contient la structure
logique de l’IP). De cette fac¸on, il est possible d’obtenir un profil de consommation de l’IP
par rapport a` sa structure, mais en ne tenant pas compte de l’imple´mentation (Placement
et Routage) et de la technologie cible´e. A` ce niveau de simulation, la fre´quence n’a pas
d’effet puisque les de´lais duˆs a` la logique ou au routage sont conside´re´s comme nuls. La
fre´quence n’a que pour effet de de´finir le temps de la simulation. Ne´anmoins, pour que le
choix de la pe´riode d’horloge n’affecte pas l’e´quation structurelle, une mesure en Joules est
privile´gie´e. Une mesure en puissance serait affecte´e par le temps d’exe´cution et inte´grerait
la pe´riode d’horloge dans le mode`le. De plus, en ayant une notion de temps dans l’e´quation
comportementale sans avoir d’observation sur le routage ne ferait que complexifier l’e´quation
totale et dupliquer l’information a` la Section 3.4. La valeur d’e´nergie obtenue a` cette e´tape n’a
e´videmment pas de valeur re´elle, car elle ne mode´lise pas toutes les caracte´ristiques du circuit.
Les valeurs repre´sentent l’importance de chacun des parame`tres dans la consommation de l’IP
par rapport a` l’activite´ et aux caracte´ristiques structurelles. L’e´quation Fk(. . .) multipliera
l’e´quation structurelle pour incorporer les effets des parame`tres TP qui sont pre´sente´ a` la
Section 3.4.
3.4 Impact des Parame`tres Technologiques et Fre´quentiels
A` la quatrie`me e´tape, l’impact de l’imple´mentation (fre´quence, technologie) est quantifie´
afin de comple´ter l’e´quation. Les Sections 3.2 et 3.3 ont permis de de´finir l’e´quation qui
mode´lise l’effet de la structure et de l’activite´ sur la consommation. Par contre, le placement
et routage n’a pas e´te´ tenu en compte dans ces e´quations.
Pour e´valuer l’impact du placement et routage, il faut utiliser les parame`tres TP qui
conside`rent la fre´quence cible´e, la technologie et la structure (pour des questions de routage
et de taux d’utilisations du FPGA). Les mesures sont faites avec les meˆmes options pour les
ASP et SSP pour bien isoler l’effet des parame`tres TP. Puisque l’activite´ est la meˆme, il n’y a
que l’effet de l’imple´mentation (TP) et de la structure (SSP) qui fait varier la consommation
par rapport aux mesures faites a` la Section 3.2. La structure de l’IP (SSP) affecte le routage
du syste`me et cela peut eˆtre mesure´ avec une simulation temporelle qui conside`re les de´lais
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associe´s au placement et routage.
Les mesures se font en ajustant les parame`tres TP et SSP a` leur valeur de base pour
ainsi permettre d’e´valuer se´quentiellement l’impact de leur variation sur la consommation.
Ceci permet donc d’estimer l’impact des SSP et TP inde´pendamment de l’activite´ (ASP) et
aussi de minimiser le nombre de mesures pour arriver a` une e´quation comple`te. En e´liminant
tous les cas de figure d’activite´s (ASP) possibles, on minimise le nombre de simulations
pour chaque valeur de TP et de SSP. Cette se´paration permet la possibilite´ de re´utiliser
l’e´quation (3.2) pour une nouvelle technologie qui utilise le meˆme IP. Puisque la structure
meˆme de l’IP et son activite´ ne change pas, l’e´quation (3.2) est encore valide comme base
pour une nouvelle technologie. Il suffit de refaire les mesures de la consommation de puissance
avec les SSP et TP pour la nouvelle imple´mentation.
Les re´sultats sont re´utilise´s avec leur configuration d’SSP et TP correspondant pour former
Fk(. . .). Les valeurs sont compare´es aux mesures faites dans la Section 3.2 pour extraire
l’effet de l’imple´mentation sur la consommation. Pour rester cohe´rent avec les mesures faites
pre´ce´demment, il faut effectuer les comparaisons en Joules. En changeant la fre´quence on
change la quantite´ d’activite´ en une unite´ de temps, ceci permet d’e´liminer l’effet du temps
dans les re´sultats. Pour un IP qui a la meˆme quantite´ de transition sur ses signaux, une
mesure en puissance donne une valeur diffe´rente, puisque le temps change. Le changement
de fre´quence change le placement et routage assez pour que le nombre de transitions ou une
activite´ parasite (micro-impulsion) augmente ou diminue sur un signal de certains IP. Lorsque
la frquence seul change la consommation d’un IP elle devient un parame`tre de Fk(. . .) et non
plus un facteur influenc¸ant le temps de la simulation pour l’e´quation (3.1).
3.5 E´laboration de l’E´quation Finale
A` la cinquie`me et dernie`re e´tape, l’e´quation Fk(. . .) est extraite a` partir des mesures de
l’influence des parame`tres SSP et TP de l’IP effectue´ dans la Section 3.4. Fk(. . .) multipliera
l’e´quation (3.2) pour obtenir un mode`le complet.
Les parame`tres technologiques sont utilise´s comme un facteur correctif a` l’e´quation struc-
turelle (3.2). Les parame`tres technologiques ont un effet qui modifie e´norme´ment la consom-
mation a` cause de l’ajout d’une information (le placement et routage) qui affecte e´norme´ment
le mode`le. L’e´quation (3.2) ne conside`re pas la charge re´elle de l’IP qui est cause´ par le place-
ment et routage. De plus, en ayant de l’information sur les de´lais des signaux et la charge re´elle
applique´e sur ceux-ci, il est possible de connaˆıtre les transitions ale´atoires (micro-impulsion)
qui sont cause´es par l’imple´mentation. Cette information ne fait que modifier le mode`le pour
correspondre aux conditions d’imple´mentation auxquelles l’IP est soumis.
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L’e´quation repre´sentant l’effet de la technologie est ge´ne´ralement relativement simple car
elle ne tient compte que de la fre´quence choisie (si elle a un effet sur la consommation)
et de la technologie d’imple´mentation. Par contre, si l’IP est complexe, contient beaucoup
de routages, utilise des ressources limite´es ou utilise beaucoup de ressources de´pendant des
options choisies, il faut alors ajouter les parame`tres SSP pour pouvoir tenir compte de ces
facteurs. A` cause de la nature des parame`tres analyse´s, il est fort probable que les e´quations
ne soient pas de simples e´quations line´aires, mais souvent des e´quations de puissance pour la
fre´quence ou logarithmique dans le cas d’IP avec un grand nombre de routages.
Puisque les parame`tres TP et SSP sont relativement orthogonaux (la fre´quence est un effet
qui se rajoute a` la grosseur de la me´moire), leurs effets seront majoritairement multiplicatifs.
L’e´quation se pre´sentera ge´ne´ralement de la fac¸on suivante :
Fk(SSP, TP ) =
(
A
(Clkperiode)n
+B
)
(Fimplementation)S(SSP )I(TP ) (3.4)
La diminution de la pe´riode de l’horloge permet d’augmenter la consommation de base
pour une imple´mentation sur une technologie cible´e. Les sous-e´quations S(. . .) et I(. . .) per-
mettent de mode´liser l’effet des parame`tres SSP et TP sur la consommation de puissance.
Les parame`tres A et B permettent d’ajuster l’effet de la pe´riodes de l’horloge sur l’e´quation.
L’ensemble des deux sous-e´quations de l’e´quation (3.1) forme le mode`le de l’IP. Pour
expliquer comment la me´thode s’applique a` diffe´rents circuits, le prochain chapitre s’attarde
aux diffe´rents IP analyse´s et de´taille les particularite´s de leur mode´lisation. Ceci permet de
pre´senter des exemples et de montrer comment obtenir un mode`le simple tout a` la fois pre´cis
pour des IP tre`s diffe´rents, tant en structure qu’en fonctionnalite´.
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CHAPITRE 4
APPLICATION DE LA ME´THODOLOGIE
Dans ce chapitre, la me´thodologie est de´taille´e pour diffe´rent modules d’un syste`me de
base. Bien que la me´thode ait e´te´ de´taille´e dans son ensemble, elle ne peut couvrir tous
les cas particuliers qui seront rencontre´s avec les diffe´rends IP qui existent. Un processeur
et une minuterie posse`dent un fonctionnement tre`s diffe´rent l’un de l’autre, le premier est
ponctuel (instruction a` chaque cycle) et le second est continu (de´compte) avec un e´tat tran-
sitoire cyclique (re´initialisation du de´compte). Cette grande disparite´ permet d’e´valuer la
me´thode comme outil de mode´lisation de consommation de puissance et d’observer ou` et
quand certaines particularite´s d’un IP peuvent eˆtre utilise´es pour simplifier l’e´quation.
4.1 Survol du Syste`me
Comme illustre´ a` la Figure 4.1, le syste`me embarque´ typique comprend un processeur, un
bus et ses pe´riphe´riques. Ces derniers sont utilise´s pour ve´rifier la validite´ du syste`me sur le
FPGA et ainsi s’assurer de la validite´ des simulations et des valeurs obtenues.
Microblaze
Contrôleur 
de 
mémoire
BRAM
instruction
Contrôleur 
de 
mémoire
BRAM
donnée
bus OPB
Contrôleur 
d'interruption
Minuterie UART
bus LMBbus LMB
Figure 4.1 Syste`me de base
Le syste`me est de´veloppe´ avec EDK 10.1 de Xilinx [54, 56] et la cible FPGA est le
Virtex-II XC-2000[52, 53]. L’outil Modelsim 6.3c est utilise´ pour effectuer les simulations
RTL au niveau structurel et post-placement et routage. Les mesures de consommation de
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puissance RTL de re´fe´rences sont effectue´es avec l’outil XPower de Xilinx [58].
Les prochaines sections pre´senteront le travail effectue´ sur chacun des IPs du syste`me de
base (excepte´ l’UART) avec les observations particulie`res lors de leur analyse.
4.2 Script de la me´thodologie
Pour faciliter la re´colte des donne´es et le controˆle, des outils de mesures et des scripts
ont e´te´ de´veloppe´s avec le langage Perl [44]. Deux scripts principaux ont e´te´ de´veloppe´s. Un
premier script s’occupe de contenir la liste des parame`tres a` analyser et la plage de valeur
pour chacun. Ce script controˆle la ge´ne´ration du syste`me EDK en ge´ne´rant diffe´rentes archi-
tectures et modifie le code C pour que le processeur ge´ne`re les bons vecteurs de stimulation.
Apre`s avoir synthe´tise´ le syste`me, le mode`le structurel ou temporel du circuit est utilise´ par
Modelsim pour exe´cuter la simulation. Le script re´colte les donne´es dans un fichier traite´
par un analyseur qui groupe la consommation de puissance de chacun des signaux de chaque
module. Les valeurs obtenues seront collige´es et formate´es dans des fichiers texte pour fins
d’analyse.
Une fois l’analyse effectue´e, le script est utilise´ sur un autre syste`me, pour ge´ne´rer une
simulation et la consommation de puissance. Les parame`tres sont choisis au hasard pour
mesurer la qualite´ du mode`le de consommation.
La validation du mode`le se fait avec le second script qui prend le fichier d’activite´ de la
simulation (Variable Change Dump (VCD)) et en extrait les transactions. La raison de ce
script est de pouvoir obtenir l’information de l’activite´ dans un format e´quivalent au mode`le
transactionnel (TLM) de l’outil Space CoDesign. Au fur et a` mesure que l’information est
extraite, le mode`le calcule la consommation d’e´nergie. A` la fin, la consommation de puissance
est estime´e et celle-ci est compare´ par rapport a` la consommation obtenue avec par XPower
pour l’IP. Une vue d’ensemble du flot est de´taille´e dans la Figure 4.2.
4.3 Minuterie
La minuterie permet au processeur de re´aliser une horloge de surveillance ou de chrono-
me´trer le passage du temps d’un e´ve´nement [51]. La minuterie est compose´e d’un compteur,
de registres de controˆles et d’un ge´ne´rateur d’interruption. Les registres de controˆles sont
utilise´s pour configurer le module en compteur ou en chronome`tre, activer ou de´sactiver le
circuit de comptage, inscrire la valeur d’initialisation, la direction du de´compte et la gestion
des interruptions.
L’activite´ de la minuterie se divise en deux parties principales : la premie`re est le de´compte
de la minuterie et la seconde est l’acce`s a` la minuterie par le processeur. Le mode`le doit tenir
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compte de ces deux types d’activite´s.
4.3.1 Se´lection des Parame`tres
La minuterie effectue durant son fonctionnement le de´compte de son compteur et lorsqu’il
arrive a` la valeur de fin (s’il est en mode circuit a` retard et non en mode chronome`tre) il active
un signal d’interruption. Si la minuterie est configure´ avec une valeur de re´initialisation, il
recommence son de´compte imme´diatement. Par la suite, le processeur vient re´initialiser le
signal d’interruption.
Si la minuterie est en mode horloge de surveillance, elle sauvegarde le temps d’un e´ve´-
nement et envoie une interruption au processeur pour qu’il vienne lire la valeur de temps
du compteur. Dans les deux cas, le processeur peut interrompre la minuterie et arreˆter le
de´compte, ainsi il n’y a plus d’activite´ dans la minuterie puisque la valeur de de´compte ne
change plus.
La minuterie ne comporte pas de parame`tre SSP a` proprement parle´. Il n’y a pas vraiment
de parame`tre influenc¸ant son architecture. Par contre, le de´lai de de´compte peut eˆtre utilise´
pour influencer l’importance d’une de ses activite´s (c.-a`-d. le temps de de´compte). Cette
valeur peut eˆtre conside´re´e comme un parame`tre SSP reprogrammable, mais qui ne change
pas durant le fonctionnement du compteur.
Voici la se´lection des parame`tres qui a e´te´ re´alise´.
ASP : nombre d’interruption ou acce`s
SSP : nombre de cycle de de´compte
TP : technologie d’imple´mentation, pe´riode d’horloge d’ope´ration
On peut s’attendre en observant les parame`tres que le mode`le peut eˆtre repre´sente´ par
une e´quation simple.
4.3.2 Mesure des Parame`tres ASP et SSP
Pour mesurer l’influence des parame`tres ASP et SSP sur la consommation de puissance,
le banc de mesure utilise le processeur pour configurer et acce´der la minuterie (voir la Fi-
gure 4.3). Un script est utilise´ pour modifier le code C du processeur afin de changer le
de´compte de la minuterie. Pour effectuer les mesures correctement, le fichier VCD commen-
cera quand le compteur sera active´ et re´coltera des donne´es pendant le de´compte et l’acce`s au
compteur. Les mesures se feront durant un temps variable pour contenir un nombre diffe´rent
de de´comptes et refaites pour plusieurs pe´riodes de de´comptes.
Dans les deux modes, il y a toujours un de´compte, une interruption et un acce`s au travers
du bus OPB. Les deux dernie`res actions requierent un temps ge´ne´ralement beaucoup plus
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Figure 4.3 Syste`me de mesure de la minuterie
court que le de´compte. De plus, le taux d’activite´s de ces actions n’est pas tre`s e´leve´ dans
la minuterie. Donc, si l’erreur dans l’estimation de la consommation de puissance n’est pas
trop e´leve´e, il est possible de les regrouper comme une seule action.
4.3.3 E´quation Structurelle
Pour la minuterie, l’e´quation est formate´e de fac¸on a` repre´senter le cote´ configurable du
compteur (longueur du de´compte) et sa partie fixe (l’interruption et l’acce`s par le bus). Si la
longueur du de´compte change durant la simulation, il faudra pouvoir en tenir compte. Voici
l’e´quation structurelle obtenue pour cet IP.
G(ASP, SSP ) =
nbr cycle
different∑
i=1
n(ADi +B) (4.1)
avec
n ∈ [1,∞[
ou` A repre´sente la valeur de la consommation durant le de´compte, B contient la consom-
mation de la transaction effectue´e par un acce`s sur le bus. Di donne le nombre de pe´riodes
d’horloge que dure le de´compte du temps entre deux acce`s au bus. La valeur n indique le
nombre de pe´riode Di qui a e´te´ effectue´ durant la simulation.
Donc, pour le premier acce`s avant que le de´compte soit active´ Di est e´gal a` 0. Puisqu’il
n’y a pas eu de de´compte, on doit tenir compte seulement de la consommation d’acce`s du bus
B. Inversement, si l’on a un de´compte continu avec des acce`s ponctuels, on met la pe´riode de
de´compte entre deux acce`s dans Di. Ensuite, on multiplie la valeur obtenue par n (le nombre
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de fois que cette pe´riode est re´pe´te´e, sinon on met le nouveau Di).
4.3.4 Mesure des Parame`tres TP et E´quations Finales
Pour e´viter que les mesures prennent trop de temps, il faut minimiser le nombre de
mesures pour chacune des pe´riodes d’horloge et longueur de cycle. Donc, un nombre limite´
de pe´riode de de´compte est choisi (centaines, milliers et million). Ceci permet d’avoir une
vue d’ensemble du comportement, mais sans faire trop de longues simulations.
Le comportement de l’e´quation structurel est relativement simple et les re´sultats obtenus
durant les mesures temporelles donnent un comportement similaire, mais avec des constantes
diffe´rentes. L’e´quation re´sultante est tre`s simple :
Fk(SSP, TP ) = Ck (4.2)
avec
k = a ou b
ou` Ck repre´sente la constante multipliant le parame`tre de l’e´quation (4.1) correspondant a`
l’indice. Par exemple, l’e´quation Fa(SSP, TP ) multipliera la constante A de l’e´quation (4.1).
La consommation donne l’e´quation finale suivante :
M(ASP, SSP, TP ) = Fk(SSP, TP )G(ASP, SSP ) (4.3a)
M(ASP, SSP, TP ) = Fi(SSP, TP )


nbr cycle
different∑
i=1
n(ADi +B)

 (4.3b)
ce qui donne
M(ASP, SSP, TP ) =
nbr cycle
different∑
i=1
n(Fa(SSP, TP )ADi + Fb(SSP, TP )B) (4.3c)
4.4 Controˆleur d’Interruptions du Processeur
La minuterie pre´sente´e a` la Section 4.3 a son signal d’interruption connecte´ au proces-
seur au travers d’un PIC si plus d’un signal d’interruption doit eˆtre envoye´ au processeur.
Puisque le processeur n’a qu’un seul port d’interruption disponible et qu’il arrive souvent
que le syste`me ait besoin de deux interruptions ou plus (Section 4.1), il faut un module qui
puisse avertir le processeur quand il y a une interruption. Le PIC rec¸oit l’interruption d’un
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autre module qui veut transmettre son interruption au processeur. Celui-ci sauvegarde l’in-
terruption et s’il n’y a pas d’autre interruption en attente, il le transmet. S’il y a de´ja` une
interruption en attente, le PIC sauvegardera l’interruption et en retransmettra une nouvelle
au processeur quand celle en cours sera traite´e.
4.4.1 Se´lection des Parame`tres
Le PIC est un module qui a la fonction de centraliser les interruptions de plusieurs IP
et de les retransmettre au processeur. Pour cela, il utilise de la logique se´quentielle et un
encodeur de priorite´ de base. Le nume´ro du port d’interruption de´termine sa priorite´ (le port
LSB a` la priorite´ la plus e´leve´). Ceci implique que le PIC est un IP tre`s re´gulier, car chaque
interruption en entre´e implique la meˆme logique ajoute´e a` l’interne. Il est possible de de´finir
l’activite´ des interruptions assez facilement car ils sont interchangeables.
Cette grande syme´trie dans le PIC permet de supposer que la ligne d’ou` provient l’in-
terruption est plus ou moins importante. Ceci nous donne le groupement de parame`tres
suivants :
ASP : nombre d’interruptions rec¸us
SSP : nombre de ligne d’interruptions
TP : technologie d’imple´mentation, pe´riode d’horloge d’ope´ration
4.4.2 Mesure des Parame`tres ASP et SSP
Pour mesurer efficacement la consommation d’e´nergie du PIC, il faut eˆtre capable de
controˆler l’activite´ a` l’entre´e. Pour cela, il n’est pas possible de brancher plusieurs IP au PIC
et tenter d’estimer la consommation d’e´nergie. Il faut eˆtre capable de controˆler la quantite´
d’interruption qui est envoye´e et pouvoir connecter/de´connecter des signaux d’interruption.
Pour cela, un module a e´te´ cre´e´ pour permettre le controˆle de la ge´ne´ration d’interruption. Le
module ge´ne`re des interruptions apre`s un interval pre´de´fini par une constante qui est controˆle´e
graˆce au script Perl. Ceci permet de controˆler le nombre d’interruptions qui sera envoye´ et
permet de limiter la longueur des simulations en augmentant la densite´ d’interruption. De
plus, le script s’occupe de connecter les signaux d’interruption du ge´ne´rateur au PIC pour
changer le parame`tre SSP.
Pour ne pas avoir des interruptions non voulues, la minuterie et l’UART ont e´te´ retire´s
du syste`me lors des mesures. Le processeur est utilise´ pour configurer le PIC et interagir
avec celui-ci quand il activera son signal d’interruption (voir la Figure 4.4). Puisque nous
voulons mesurer la consommation de puissance du PIC, le ge´ne´rateur d’interruption n’a
pas de connexion au bus. Normalement, apre`s avoir consulte´ le PIC pour de´terminer l’IP
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qui a envoye´ l’interruption, le processeur communique avec l’IP indique´. Dans notre cas, le
processeur va e´teindre l’interruption et retourner en attente d’une nouvelle interruption.
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Figure 4.4 Syste`me de mesure du PIC
Au cours des mesures, il a e´te´ possible de constater que la consommation des interruptions
est similaire, peu importe d’ou` elle provient, puisqu’il n’y a pas de circuit de discrimination et
que la priorisation des interruptions se fait par la position dans le vecteur d’interruption (de´-
finit par le nume´ro du port d’interruption d’entre´e du PIC). Le traitement d’une interruption
se fait de fac¸on identique, la consommation obtenue est donc la meˆme. L’impact le plus grand
est le nombre de connexions, car EDK de´finit la valeur des parame`tres ge´ne´riques (en VHDL)
de l’IP avec le nombre de ports d’interruption demande´. S’il y a 5 interruptions connecte´es
au PIC, EDK configurera l’IP pour n’imple´menter que de la logique et des registres pour
les ports pre´sents. Donc, seule la logique de controˆle reste pre´sente, peu importe le nombre
d’entre´es. L’e´quation se concentrera sur le nombre de signaux d’interruption connecte´s et au
nombre d’interruptions de´tecte´es.
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4.4.3 E´quation Structurelle
Comme pour la minuterie (voir Section 4.3), le mode`le du PIC repre´sente l’interruption
et l’acce`s au module par le bus OPB de fac¸on simplifie´e. Puisqu’une interruption est suivie
d’un acce`s au travers du bus OPB, l’e´quation regroupera l’activite´ pour focuser sur le nombre
de connexions et le nombre d’interruptions. Voici le format de l’e´quation :
G(ASP, SSP ) = I(AC +B) avec
I ∈ [1,∞[
(4.4)
ou` A repre´sente la consommation de chaque connexion durant l’utilisation du PIC (interrup-
tion et communication au travers du bus). B repre´sente la consommation constante du PIC.
C correspond au nombre de connexion d’interruption au PIC et I le nombre d’interruptions
qui sont traite´es.
Le PIC a comme particularite´ qu’il n’y a aucune activite´ dans l’IP tant qu’une interruption
n’est pas de´tecte´e. Ainsi, la pe´riode de temps entre deux interruptions n’est pas importante.
Cette particularite´e simplifie grandement l’e´quation du mode`le en permettant de structurer
une e´quation inde´pendante du temps mort.
4.4.4 Mesure des Parame`tres TP et E´quations Finales
La mesure de l’impact des parame`tres SSP et TP se limite a` refaire les mesures de la
Section 4.4.2. Pour ne pas prendre trop de temps de simulation, les mesures ne seront pas
faites pour chaque nombre de connexion d’interruption. D’apre`s l’e´quation (4.4) trois points
seront suffisants : une mesure avec deux connexions, une avec 32 connexions et la dernie`re avec
16. Ces trois mesures permettent de s’assurer que la consommation d’e´nergie reste toujours
line´aire. Il faut faire des mesures avec quelques fre´quences de fonctionnement pour s’assurer
de repre´senter la consommation d’e´nergie correctement.
Les mesures montrent que la fre´quence a un impact sur la consommation d’e´nergie. Le
PIC contient beaucoup de connexions a` d’autres modules esclaves et au processeur. De plus,
il contient plusieurs registres qui contiennent l’e´tat interne des interruptions et l’e´tat de l’IP.
Ceci cause le PIC a` eˆtre sensible aux contraintes de PAR, puisqu’une des me´thodes efficaces
pour re´pondre aux contraintes de fre´quence est de minimiser la longueur des connexions.
Voici l’e´quation obtenue :
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Fk(SSP, TP ) = CkP +Dk (4.5)
avec
k=A ou B
(4.6)
ou` B repre´sente le facteur correctif de base pour avoir nos mesures de consommation en
temporel, A permet de corriger les valeurs de l’e´quation (4.4) avec une pe´riode d’horloge
en ns avec laquelle on fournit le PIC, P est la pe´riode de l’horloge en ns. Comme avec
l’e´quation (4.3), la fonction utilise l’indice k pour multiplier le parame`tre de l’e´quation (4.4)
voulu. Voici l’e´quation finale.
M(ASP, SSP, TP ) = Fk(SSP, TP )G(ASP, SSP ) (4.7a)
M(ASP, SSP, TP ) = Fk(SSP, TP ) (I(AC +B)) (4.7b)
ce qui donne
M(ASP, SSP, TP ) = I(FA(SSP, TP )AC + FB(SSP, TP )B) (4.7c)
4.5 Me´moire
La me´moire utilise´e est une «Block Random Access Memory» (BRAM) inte´gre´e dans le
FPGA qui permet de cre´er une me´moire dans l’ordre des KB en ayant un minimum d’impact
sur la performance et le routage.
La BRAM peut-eˆtre utilise´e dans un circuit comme me´moire tout usage (FIFO ou me´moire
de circuit), dans notre cas elle est utilise´e avec un processeur (voir Section 4.6). Elle sert de
me´moire d’instruction et de donne´e pour le programme. Pour que le processeur (Microblaze)
puisse acce´der la me´moire il faut aussi utiliser un «Local Memory Bus» (LMB) qui permet de
raccorder plusieurs blocs me´moire. Un controˆleur de me´moire n’a pas la capacite´ de ge´rer une
plage me´moire supe´rieure a` 64 KB et il faut que la plage d’adressage soit une puissance de 2
(2n). Si le besoin en me´moire est suppe´rieur a` 64 KB, il faut avoir deux ou plusieurs controˆleurs
de me´moires avec une BRAM pour chacun. Notre analyse de la me´moire mode´lisera la BRAM,
les controˆleurs et le bus LMB.
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4.5.1 Se´lection des Parame`tres
Cet IP ne performe que tre`s peu d’action diffe´rentes. Elles se re´sument a` la lecture, a`
l’e´criture de donne´e et, si aucune action n’est performe´, a` rester inactif. Par contre, plusieurs
parame`tres affectent sa structure et son imple´mentation. Ceci est duˆ au fait que la me´moire
est compose´e de registres et de multiplexeurs. Donc, si l’on change la grosseur de chacun
des blocs me´moires ceci affectera le placement et routage de ce bloc. En ajoutant un bloc
me´moire supple´mentaire on ajoute un controˆleur ce qui complexifie le bus LMB, car il faut
eˆtre capable de connecter toutes les composantes. Le coeur de ce mode`le se situera dans la
capacite´ a` mode´liser les diffe´rentes configurations des parame`tres SSP pour que les parame`tres
ASP donnent la bonne consommation.
Les parame`tres sont regroupe´s selon cette configuration :
ASP : valeur de la donne´e, valeur de l’adresse, le type d’acce`s (lecture ou e´criture) et cycle
inactif
SSP : grosseur du bloc me´moire, le nombre de bloc de me´moire, largeur du bus de donne´e,
largeur du bus d’adresse et acce`s me´moire avec un ou deux ports
TP : technologie d’imple´mentation, fre´quence d’ope´ration
Ces parame`tres correspondent aux caracte´ristiques d’un grand nombre de me´moires inte´-
gre´es. Rapidement, on peut voir que les parame`tres structurels auront un grand impact sur
le placement et routage, donc un effort accru devra eˆtre mis durant les mesures pour cerner
leur effet.
4.5.2 Mesure des Parame`tres ASP et SSP
Pour analyser l’impact des parame`tres ASP et SSP sur la consommation de puissance, le
processeur est utilise´ pour stimuler la me´moire. En utilisant le processeur, on s’assure que
l’activite´ mesure´e correspond au fonctionnement normal du syste`me. Un script modifie les
parame`tres structurels de la me´moire dans le projet EDK. De plus, pour obtenir l’activite´
voulue, le meˆme script modifie l’application exe´cute´e par le processeur, ceci nous permet de
calculer le temps de simulation pour obtenir un nombre entier de transactions.
Les valeurs de la donne´e et de l’adresse sont mesure´es au niveau du bus LMB puisque le
mode`le dans l’outil Space Codesign[33] ne permet pas de faire la simulation de composantes
interme´diaires comme le controˆleur. Le mode`le devra tenir compte des contraintes des mo-
dules (spe´cifie´ a` la Section 4.4.4) utilise´s pour pouvoir obtenir un mode`le repre´sentatif de
l’architecture de la me´moire imple´mente´e.
Pour une lecture ou une e´criture, il faut analyser les donne´es transmises entre la me´moire
et le processeur. Lors d’une lecture, le processeur envoie l’adresse, la donne´e ne change pas
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ou est remise a` ze´ro. Au retour, la valeur voulue est retourne´e au processeur avec les adresses
mises a` ze´ro s’il n’y a pas d’autre lecture. Pour l’e´criture, le processeur envoie la donne´e et
l’adresse durant le meˆme cycle.
Pour simplifier l’analyse, la lecture et l’e´criture sont analyse´es inde´pendamment. De plus,
pour faciliter le calcul de l’impact de la consommation de la transition des signaux d’adresse
et de donne´e, diffe´rents acce`s seront alterne´s. Par exemple, pour de´terminer la consommation
d’un bit d’adresse, la meˆme donne´e sera e´crite a` l’adresse 0x0 et 0x1. Pour un bit de donne´e,
ce sera la donne´e 0x0 et 0x1 qui sera e´crite a` la meˆme adresse. Puisque l’envoi et la re´ception
de donne´es de la me´moire se font sur diffe´rents signaux, les acce`s peuvent eˆtre intercale´s
pour ne pas avoir de cycle mort (pe´riode de temps durant laquelle il n’y a pas d’acce`s a` la
me´moire). Pour e´valuer la consommation des signaux de controˆle, on alterne une lecture et
une e´criture de la meˆme valeur a` la meˆme adresse (ici la donne´e est e´gale a` ze´ro). Ces mesures
sont aussi refaites avec des temps morts pour voir l’impact de l’arreˆt des acce`s.
Par contre, les mesures ont montre´ que la lecture et l’e´criture sont identiques sauf pour
les signaux de controˆle. Les deux envoient la valeur contenue dans le registre spe´cifie´ dans
la commande assembleur (le registre d’envoi pour l’e´criture et de re´ception pour la lecture).
Ensuite, la me´moire retourne la valeur lue dans le registre. Les signaux ne font que bloquer
l’e´criture dans la me´moire ou dans le registre du processeur. Ceci cause certains proble`mes
durant la validation de l’e´quation, car durant la simulation du mode`le transactionnel d’une
lecture, il n’y a normalement pas de donne´es envoye´es a` la me´moire et inversement pour
l’e´criture. Cette activite´ devra eˆtre conside´re´e par le mode`le au niveau TLM pour causer le
moins d’erreurs possibles.
Une limitation se pre´sente lors de l’analyse des cycles mort (cycle sans acce`s). Dans le mo-
de`le VHDL de l’IP, il est possible de voir que les ports du Microblaze ne sont pas force´s a` ze´ro
lors d’un cycle sans acce`s au bus. Selon l’instruction exe´cute´e par le processeur, il est possible
de voir des valeurs provenant d’un calcul ou du bus d’instruction (si on analyse la me´moire de
donne´e). La raison est que le port du bus et de la me´moire de donne´e sont connecte´s au bus
interne de donne´e du processeur sans logique de se´paration. L’outil Space Codesign n’effectue
pas la simulation de ces cycles pour la me´moire, car elle ne participe pas au fonctionnement
du syste`me. Le saut des cycles morts permet d’acce´le´rer la simulation TLM et ainsi de faire
des simulations complexes de syste`me sur puce en un temps raisonnable pour l’exploration.
Le mode`le n’a pas d’information pour ces cycles, donc un mode`le d’approximation d’activite´
est ne´cessaire pour permettre au mode`le de diverger le moins possible de la re´alite´.
Effectuer une moyenne des valeurs de lecture et d’e´criture a` la me´moire fournit une ap-
proximation de l’activite´ inconnue de´taille´e dans les paragraphes ci-dessus. Puisque les valeurs
lues et e´crites ont ge´ne´ralement un lien avec les valeurs calcule´es, il est sense´ de conside´rer
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qu’une moyenne peut eˆtre une bonne approximation de l’activite´. Si le nombre de lecture et
d’e´criture ne sont pas assez nombreux pour effectuer une bonne approximation, le mode`le
aura malheureusement tendance a` diverger de la re´alite´, mais ceci peut eˆtre tre`s rapidement
compense´ en ayant plusieurs activite´s d’acce`s a` la me´moire.
Comme il a e´te´ mentionne´ dans la Section 3.2, les mesures obtenues peuvent parfois
contenir des artefacts ou donner une tendance tre`s complexe a` repre´senter avec une e´quation.
Dans ce cas, il faut voir s’il est possible d’exprimer la tendance avec une e´quation plus
simple en minimisant la de´viation. Par exemple, lors de la mesure d’e´nergie du bus LMB
sous diffe´rentes configurations de la me´moire, il est possible d’observer que le nombre de bits
de donne´e ou d’adresse ne fait pas varier la consommation tout a` fait line´airement. A` la
Figure 4.5, il est possible de voir la courbe obtenue par rapport a` deux droites repre´sentant
une croissance line´aire. Bien que les courbes s’approchent des deux droites de re´fe´rence,
chacune posse`de une de´viation par rapport a` l’une ou l’autre des droites de re´fe´rence. Par
rapport aux droites, les points qui divergent ont en moyenne un e´cart infe´rieur a` 20%. Le total
des erreurs se centre autour des droites, autant supe´rieures qu’infe´rieures, sans former une
tendance ge´ne´rale interpre´table facilement en une e´quation. Donc, l’approximation line´aire
offre une e´quation qui permet d’avoir des estimations proches de la re´alite´, compte tenu des
conditions.
4.5.3 E´quation Structurelle
L’e´quation utilise une approximation du comportement de la consommation dans les
situations ou les courbes de consommation des IPs divergent le´ge`rement d’une fonction simple.
Il est inutile de fournir une e´quation complexe si la complexite´ ajoute´e n’augmente pas
de fac¸on significative la pre´cision du mode`le ou que, pour suivre exactement les donne´es,
l’e´quation demande une complexite´ e´leve´e.
Pour ame´liorer la pre´cision du mode`le de la me´moire, les diffe´rents sous IPs auront chacun
leur e´quation. Ceci permet d’avoir une e´quation par IP, ce qui simplifie l’e´quation globale,
car l’e´quation n’a pas a` tenir compte de toutes les configurations possibles. Pour chaque IP
pre´sent dans le syste`me, on a qu’a` rajouter une e´quation. De plus, certains IP (controˆleur et
BRAM) sont re´utilise´s dans d’autres parties du circuit (me´moire partage´e sur le bus OPB).
D’autre part, Xpower cre´e un autre IP supple´mentaire durant son analyse de la me´moire qui
consiste en la connexion entre le controˆleur et la BRAM. Donc, pour tenir compte de toute
la consommation, un IP appele´ Port sera ajoute´ pour tenir compte de cette subdivision de la
me´moire par l’outil Xpower. Cette division permettra de maximiser la pre´cision de l’e´quation
dans le contexte de la me´moire. Ce qui permet de ne´gliger certains parame`tres qui n’ont pas
d’effet.
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Figure 4.5 Consommation du bus LMB pour diffe´rentes configurations de me´moire
40
De plus, une distinction peut eˆtre faite entre la me´moire de donne´e et d’instruction.
Puisque la me´moire d’instruction n’est jamais e´crite, la logique pour l’e´criture a e´te´ e´limine´e.
En plus d’enlever une variable, elle change la consommation d’e´nergie de la lecture et du cycle
inactif, car le circuit de gestion pre´sente une charge diffe´rente qui est pre´sente´e aux signaux.
Ceci force l’utilisation de deux e´quations pour repre´senter la diffe´rence dans le comportement
de ces deux me´moires.
Voici les e´quations pour ces deux me´moires :
GI(ASP, SSP ) = LI(ASP, SSP ) (4.8a)
+
num of
mem∑
n=1
(
CIn(ASP, SSP ) +BIn(ASP, SSP )
)
GD(ASP, SSP ) = LD(ASP, SSP ) (4.8b)
+
num of
mem∑
n=1
(
CDn(ASP, SSP ) + PDn(ASP, SSP ) +BDn(ASP, SSP )
)
L’e´quation (4.8a) est utilise´ pour la me´moire d’instruction (l’indice I), tandis que l’e´qua-
tion (4.8b) est pour la me´moire de donne´e (l’indice D). La fonction L(. . .) repre´sente la
consommation du bus LMB, Cn(. . .) de´crit l’activite´ du controˆleur de me´moire, Pn(. . .) re-
pre´sente l’IP Port ajoute´ par la synthe`se et Bn(. . .) est la me´moire BRAM a` proprement
parler. Les e´quations re´sultantes pour la me´moire ont le format suivant :
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pour la me´moire d’instruction
CIn(ASP, SSP ) = (K1S)
K2
(
K3CBitaddrR +K4(Bitaddr +Bitdata)I
)
(4.9a)
BIn(ASP, SSP ) = (K5S)
K6
(
(K7Bitaddr +K8Bitdata)R (4.9b)
+(K9Bitaddr +K10Bitdata)I +K11
)
LI(ASP, SSP ) = (K12S)
K13
(
(K14R +K15I)(Bitdata +Bitaddr) +K16
)
(4.9c)
pour la me´moire de donne´e
CDn(ASP, SSP ) = (K17S)
K18
(
K19CBitaddrR +K20CBitaddrW (4.9d)
+K21(Bitaddr +Bitdata)I
)
BDn(ASP, SSP ) = (K22S)
K23
(
(K24Bitaddr +K25Bitdata)R (4.9e)
+(K26Bitaddr +K27Bitdata)W
+(K28Bitaddr +K29Bitdata)I +K30
)
PDn(ASP, SSP ) = (K31S)
K32
(
(K33R +K34W +K35I) (4.9f)
(Bitdata +Bitaddr) +K36
)
LD(ASP, SSP ) = (K37S)
K38
(
(K39R +K40W +K41I) (4.9g)
(Bitdata +Bitaddr) +K42
)
avec
R,W, I, C ∈ [0, 1]
Dans les e´quations (4.9), les variables R, W et I indiquent une lecture, une e´criture
ou un cycle mort pour chacun des cycles. Les constants K1 a` K42 repre´sentent la quantite´
d’e´nergie d’un bit en transition pour les trois activite´s possibles. Les variables Bit contiennent
le nombre de bits qui changent de valeur pour l’adresse et la donne´e. Le facteur multiplicatif
au de´but des e´quations permet de tenir compte de l’impact de la grosseur des me´moires sur
la consommation. Finalement, la variable C indique quand il y a eu un acce`s contigu au
pre´ce´dent (sans cycle mort).
Les cycles mort de tous les modules demande une approximation de l’activite´. Cette
approximation sera obtenue durant la simulation. Par la suite, il est possible de faire une
post-annotation des cycles morts pour leur donner une consommation de puissance. Sinon,
il est possible d’utiliser la valeur moyenne calcule´e au moment du cycle inactif et affecter
l’e´quation imme´diatement, ce qui fait varier l’estimation avec l’activite´ courante dans le
temps.
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4.5.4 Mesure des Parame`tres TP et E´quations Finales
Une attention particulie`re a duˆ eˆtre apporte´e lors de l’analyse de cet IP. L’agencement
du bus avec les diffe´rents controˆleurs et les blocs me´moires fait en sorte que le nombre de
possibilite´s est tre`s grand ; et ceci ame`ne un tre`s grand temps de simulation (particulie`rement
avec une analyse post placement et routage). Pour minimiser le temps de simulation, il faut
diviser le proble`me pour obtenir un re´sultat en un temps raisonnable.
Bien que la me´moire contient beaucoup d’interconnexions, la fre´quence ne semble pas
changer beaucoup les re´sultats de la consommation d’e´nergie. La grosseur de la me´moire
semble eˆtre beaucoup plus importante car le placement et routage est affecte´ par l’espace
que prend la BRAM. On n’ajoute pas que de la logique, mais aussi de la me´moire de´die´ ce
qui augmente complexite´ du routage. Donc, en ajoutant les de´lais internes du syste`me sur
les connexions l’espace requis par la BRAM influence grandement la consommation a` cette
e´tape.
Voici le format de l’e´quation :
Fkl(SSP, TP ) = (CS)
n (4.10)
ou`
k = L,C, P,B
l = I,D
ou` S repre´sente la grosseur en KB de la BRAM. C est la constante donnant une valeur au
poid de la BRAM sur la consommation. L’exposant n module l’influence de l’accroissement
de la grosseur de la BRAM.
Ceci donne comme e´quation finale :
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M(ASP, SSP, TP ) = Fkl(SSP, TP )Gl(ASP, SSP ) (4.11a)
ce qui donne
GI(ASP, SSP, TP ) = FLI(SSP, TP )LI(ASP, SSP ) (4.11b)
+
num of
mem∑
n=1
(
FCI(SSP, TP )CIn(ASP, SSP ) + FBI(SSP, TP )BIn(ASP, SSP )
)
GD(ASP, SSP, TP ) = FLD(SSP, TP )LD(ASP, SSP ) (4.11c)
+
num of
mem∑
n=1
(
FCD(SSP, TP )CDn(ASP, SSP ) + FPD(SSP, TP )PDn(ASP, SSP )
+FBD(SSP, TP )BDn(ASP, SSP )
)
4.6 Processeur
Un des IP les plus importants est le processeur car il permet l’exe´cution du logiciel. Dans
ce me´moire, le processeur analyse´ est le Microblaze de Xilinx [55]. Cet IP est de´pendant de
la me´moire BRAM pre´sente´e a` la Section 4.5 qui contient le code et les donne´es utiles a` son
fonctionnement.
Le Microblaze analyse´ inclu un multiplieur et diviseur 32 bits a` point fixe. Par contre,
l’unite´ de calcul a` point flottant (FPU) et la me´moire cache n’ont pas e´te´ conside´re´es dans
cette analyse. Le processeur rec¸oit des valeurs et des instructions qui dictent son activite´
et sauvegarde des valeurs dans sa me´moire pour une utilisation future. Ces caracte´ristique
peuvent sembler complexifier l’analyse du processeur, mais en re´alite´ le processeur a une
particularite´e de laquelle de´coule son fonctionnent. Un processeur effectue une activite´ qui
est ponctuelle dans le temps et qui est lie´e seulement par l’instruction pre´ce´dente dans le
pipeline d’instruction.
4.6.1 Se´lection des Parame`tres
La particularite´ d’un processeur ou du Microblaze du point de vu structurel consiste en
un structure interne compose´e de mini circuits inde´pendants. Chacun des circuit de l’Unite´
Arithme´tique et Logique (ALU) fonctionne inde´pendamment l’un de l’autre (c.-a`-d. addition,
multiplication, lecture, etc.). Ce qui implique que chacune des instructions (ASP) ont une
faible relation entre eux. Si on enle`ve le multiplieur, l’activite´ des autres instructions ne
change pas. Bien suˆr l’activite´ globale du logiciel change, mais la multiplication ne se fera
pas avec une instruction spe´cialise´e. L’addition aura donc la meˆme activite´ pour la meˆme
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addition, avec ou sans l’instruction de multiplication dans l’ALU. Chacune des activite´s du
processeur peut eˆtre limite´e a` un moment ponctuel du de´but du cycle d’horloge jusqu’a` la
fin du meˆme cycle.
Cette relative inde´pendance de l’activite´ cause´e par la se´paration des sous-circuits permet
de de´coupler l’effet des diffe´rents parame`tres. Voici la se´lection des parame`tres :
ASP : instructions, instruction pre´ce´dente (changement d’instruction), pipeline actif ou in-
actif et instruction multi-cycle
SSP : instruction mate´riel spe´cialise´
TP : fre´quence d’ope´ration, technologie et imple´mentation
Il faut noter que l’adresse et la valeur du registre, lus et e´crits a` chaque instruction par le
processeur, ne sont pas pre´sentes dans les parame`tres ASP. Cela se produit car la valeur n’a
pas un impact majeur sur la consommation du Microblaze. Une instruction active´e a un plus
grand impact sur la consommation que la valeur des registres ; ce qui simplifie les e´quations.
Ce phe´nome`ne est de´taille´ dans la Section 4.6.3. Par contre, il faut tenir compte des variations
dans le comportement du processeur pour chacune des instructions (p.ex. un saut ou non lors
de l’exe´cution d’un branchement). Ceci implique aussi de tenir compte des instructions comme
la division qui utilise plus d’un cycle pour s’exe´cuter sauf si on divise par ze´ro. Pour cela, il
faut observer l’e´tat du processeur (voir Section 4.6.2). L’analyse s’apparente a` la mesure de la
consommation des instructions propose´es par Tiwari, Malik, Wolfe et Lee [43]. Ils effectuent
des mesures de courant pour de´terminer la consommation des instructions, du changement
d’instructions et tout autres effets inter-instructions (comme l’arreˆt temporaire du pipeline).
Puisque nous n’avons pas acce`s au processeur directement il faudra effectuer les mesures avec
Xpower ; mais les mesures conside´reront des parame`tres similaires.
4.6.2 Mesure des Parame`tres ASP et SSP
Pour effectuer les mesures automatiquement, un script Perl [44] controˆle les outils EDK,
Modelsim et XPower. Le meˆme script permet le changement des instructions et des valeurs
dans le fichier source pour controˆler le comportement du processeur. Le script peut ge´ne´rer un
code contenant la meˆme instruction exe´cute´e continuellement ou un me´lange d’instructions
pour e´valuer l’effet du changement d’instruction. De plus, si l’instruction prend une ou deux
valeurs en entre´es le script ajuste le patron de donne´es pour e´valuer l’impact de leur valeur
sur la consommation et confirmer que leur valeur peut eˆtre ne´glige´e. Les trois patrons utilise´s
sont :
i) la meˆme valeur pour chacun des appels d’instruction, ii) valeur qui change en incre´-
mentant ou de´cre´mentant et iii) valeur ale´atoire qui couvre le spectre de valeur possible et
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voulue.
Diffe´rentes combinaisons de ces patrons sont utilise´es si l’instruction prend plusieurs va-
leurs en entre´e. Apre`s l’application de ces profils de valeurs sur les entre´es des instructions,
on peut voir que l’effet de la valeur ou le changement de valeur a tre`s peu d’effet sur la
consommation de puissance, tel qu’illustre´ a` la Figure 4.6.
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Figure 4.6 Variation de la consommation de puissance pour diffe´rents patrons de valeur
d’entre´e pour l’instruction addkc
Dans cette figure, 81.25% (39/48) des valeurs se situe entre 127.5 mW et 136 mW ce
qui donne une variation maximale de 7% de la valeur de la consommation. Si on ajoute
les 9 (18.75%) valeurs qui se situent a` l’exte´rieur de cette gamme de valeurs, on obtient
une variation maximale de valeur de 18.2%. Cette figure montre que la valeur utilise´e par
l’instruction ne tend pas a` faire une grande variation dans la consommation. Elle ne montre
que des appels continuels a` la meˆme instruction, mais le cas se re´pe`te quand le processeur
fait appel a` deux instructions diffe´rentes. Cette caracte´ristique se refle`te aussi sur les autres
instructions.
Pour s’assurer que la variation cause´e par la valeur d’entre´e de l’instruction puisse eˆtre
ne´glige´e, une comparaison est fait entre un appel constant de la meˆme instruction et un appel
alterne´ de deux instructions. Deux situations ont e´te´ explore´es : un appel continu de la meˆme
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instruction avec une entre´e de valeur ale´atoire pour les deux registres et un appel alterne´ de
deux instructions (addkc avec un «carry in» sans «carry out» et le nop). Dans les deux cas,
les valeurs en entre´e ont un patron ale´atoire. Dans le cas de l’appel continu, la consommation
se situe a` 140 mW tandis que l’appel d’instruction alterne´ consomme 200 mW. L’appel de
l’instruction addkc alterne´ avec un nop cause une augmentation globale de 42.8% ce qui est
beaucoup plus important que l’effet de la valeur d’entre´e (18.2% pour tous les points et 7%
pour 81% des points). Le changement d’instruction ajoute de 10% (pour des instructions
similaires, add vs addi) jusqu’a` 50% (pour des instructions diffe´rentes, mul vs addi). Donc,
puisqu’il est possible de ne´gliger la valeur des registres, un patron ale´atoire pour tous les
registres ou valeurs imme´diates est utilise´. Il est important de savoir quand il y aura deux
appels conse´cutifs ou un changement d’instruction et de connaˆıtre l’impact de la transition
de la consommation surtout pour des instructions qui ont un comportement diffe´rent.
Pour des instructions qui ont diffe´rents re´sultats, ou comportement de´pendant des valeurs
d’entre´es, il faut faire l’analyse pour la plage de valeur et recommencer pour chaque com-
portement (ou plage de valeur donnant le meˆme re´sultat). Dans le cas d’un branchement,
l’analyse pour un saut d’adresse ou non doit eˆtre effectue´ :
4.6.3 E´quation Structurelle
Pour le Microblaze, il est facile de cibler l’instruction comme le point central de l’e´quation.
Voici le format de l’e´quation obtenu pour le Microblaze en utilisant les parame`tres ASP et
SSP se´lectionne´s.
G(ASP, SSP ) =
dernie`re instr∑
k=premie`re instr
num of
one cycle instr∑
s=0
(Isk +Dskdsk)lsk + P lk idle +Mlkmulti (4.12)
ou`
lk, lidle, lmulti, dk ∈ [0, 1]
Dans l’e´quation (4.12) Isk repre´sente l’e´nergie consomme´ par l’instruction s (qui ne dure
qu’un cycle) au temps k, Dsk est la conommation supple´mentaire d’e´nergie si l’instruction k
est diffe´rente de la pre´ce´dente (k−1) et dsk indique si l’instruction est la meˆme ou non. Pour
indiquer l’instruction active a` un cycle donne´ on se re´fe`re a` la variable lsk. Le coefficient P
est la quantite´ d’e´nergie qui est consomme´e quand on vide le pipeline apre`s un branchement
(le pipeline est inactif a` ce moment). Le coefficient M exprime la consommation d’e´nergie
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durant l’exe´cution d’une division multicycle. Les variables lmulti et lidle indiquent si la division
en cours d’exe´cution sur plusieurs cycle ou si le processeur est dans un e´tat inactif (lidle).
Puisque la division est la seule instruction qui est multicycle dans le Microblaze, le co-
efficient M est utilise´ uniquement pour calculer la consommation d’e´nergie s’il exe´cute des
cycles supple´mentaires. Si le processeur vide le pipeline (c.-a`-d. apre`s un branchement ou
un saut dans l’exe´cution du code) le coefficient P est utilise´ pour calculer l’e´nergie durant
le remplissage du pipeline. Pour savoir ce que le processeur exe´cute sans utiliser des ports
d’acce`s particuliers a` un mode`le de processeur, il faut utiliser des signaux et les informations
disponibles pour tous les processeurs. Il faut un signal indiquant l’instruction exe´cuter (pour
le Microblaze c’est un signal indiquant les instructions charge´es dans le pipeline et un autre
indiquant lesquels sont exe´cute´es par le processeur). Par la suite, il faut une fac¸on de de´tecter
les sauts et les instructions multicycles. Une me´thode efficace est d’utiliser le Compteur de
Programme (PC) pour suivre l’exe´cution. Si le compteur de programme n’incre´mente pas
apre`s une division, c’est qu’il calcule la division (une division par «0» n’est pas calcule´e et
ne dure alors un cycle). Si le compteur change de valeur autre que «PC+4» c’est qu’il a
effectue´ un saut d’adresse apre`s un branchement. Il se peut que le compteur de programme
n’incre´mente pas pour un cycle apre`s le saut car le Microblaze permet de ne pas pre´charger
la prochaine instruction.
4.6.4 Mesure des Parame`tres TP et E´quations Finales
Pour la mesure des effets des parame`tres TP et SSP ensemble, le patron ale´atoire avec
et sans nop est utilise´ (car les autres patrons sont inutiles pour la mesure, voir 4.6.2). Pour
l’analyse des diffe´rentes instructions, il est possible de voir le Microblaze comme un ensemble
de circuits qui sera affecte´ diffe´remment par les parame`tres technologiques (ALU, acce`s me´-
moires, etc. . . ). Les instructions similaires dans leur fonctionnement auront des parame`tres
similaires pour la fonction F (. . . ) (add, addk, etc. . . ; or, and et xor). Ceci permet de mini-
miser le nombre de parame`tres pour la sous-instruction Fk(. . .), malgre´ le fait que diffe´rents
groupes d’instructions auront diffe´rents parame`tres.
Bien qu’il semble que nous utilisons les parame`tres ASP dans l’analyse de la fonction
F (. . .), il n’en est rien. La particularite´ est que nous utilisons le circuit mate´riel qui est relie´
a` l’instruction que nous voulons exe´cuter. Dans la se´lection des parame`tres a` la Section 4.6.1,
l’instruction mate´rielle spe´cialise´e a e´te´ mentionne´e comme SSP pour re´fe´rer au circuit et
non a` l’instruction lue par le processeur.
Lors de la ge´ne´ration des diffe´rentes imple´mentations, il a e´te´ remarque´ que pour diffe´-
rentes fre´quences la consommation d’e´nergie reste stable. La Figure 4.7 pre´sente la consom-
mation en Joules de l’instruction addkc a` diffe´rentes fre´quences.
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Figure 4.7 Nombre de Joules consomme´s par l’instruction addkc pour diffe´rentes fre´quences
Cette caracte´ristique du Microblaze permet de simplifier l’e´quation finale en e´liminant
une composante possiblement non-line´aire de l’e´quation. Le placement et routage pour les
diffe´rentes e´quations fait varier la consommation par 3%, ce qui permet de conside´rer l’effet
de la fre´quence comme une constante.
En tenant compte des re´sultats et des simplifications de´couvertes durant les mesures, il
est possible d’e´crire l’e´quation des parame`tres technologique du Microblaze comme suit :
F (SSP, TP ) =
derniere instr∑
k=premiere instr
num instr∑
s=0
Msklsklsk ∈ [0, 1]
Le coefficient Msk repre´sente la valeur de l’effet du placement et routage sur la consom-
mation de l’instruction sk, la variable lsk se´lectionne le facteur de´pendant de l’instruction s
qui est actif durant le cycle k.
Ceci donne l’e´quation finale :
M(ASP, SSP, TP ) = F (SSP, TP )G(ASP, SSP ) (4.13a)
ce qui donne
M(ASP, SSP, TP ) =
dernie`re
instr∑
k=premie`re
instr
num of
one cycle instr∑
s=0
Msklsk
(
(Isk +Dskdsk)lsk + P lk idle +Mlkmulti
)
(4.13b)
ou`
lk, lidle, lmulti, dk ∈ [0, 1]
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4.7 Bus
Le bus est un IP tre`s important, car il constitue la connexion principale entre les diffe´rents
IP. Le module se´lectionne´ comme bus est l’OPB [57]. Le bus OPB offre la possibilite´ de
connecter de 1 a` 16 maˆıtres et esclaves. Pour le bus OPB, un maˆıtre est un IP qui est capable
d’initier une communication (processeur) et un esclave est un IP qui ne peut que re´pondre a`
une communication (minuterie). Si le bus OPB est connecte´ a` plus d’un maˆıtre, il imple´mente
un arbitre qui offre un arbitrage statique (ordre de priorite´ fixe) ou dynamique. Il est possible
d’assigner un maˆıtre par de´faut si aucune requeˆte n’est effectue´e.
Le bus permet des transactions entre deux modules et chacune des transactions comprend
une requeˆte, une amorce, un transfert et une terminaison. Puisqu’il n’y a que le transfert
(adresse et donne´e) qui varie d’une transaction a` l’autre, les autres e´tapes sont conside´re´es
comme des constantes spe´cifie´es par l’architecture du bus ou le type de transmission demande´e
(lecture ou e´criture).
4.7.1 Se´lection des Parame`tres
La particularite´ du bus est qu’il effectue des transferts de donne´es du maˆıtre vers l’esclave
ou inversement. Un transfert de donne´e est effectue´ dans une se´quence d’action bien pre´cise.
Cette se´quence est la suivante : la requeˆte, l’amorce, le transfert et la terminaison. L’activite´
a` chacune des e´tapes varie selon que le transfert, soit une lecture ou une e´criture, qu’il y
ait un ou plusieurs maˆıtres ou esclave et s’il y a plusieurs transferts effectue´s. Mais, seuls
le transfert de donne´e et l’amorce varient d’une transaction a` l’autre car ces deux e´tapes
s’occupent de l’adressage de l’esclave et de la transmission de la donne´e. Les autres e´tapes
ne sont que le controˆle de l’arbitre sur le bon fonctionnement de la transmission. L’activite´
est tre`s similaire ou identique sauf si l’architecture du bus change.
Dans la Figure 4.8, il est possible de voir l’activite´ typique d’une transaction. Les signaux
manquants dans cette image sont le signal RNW (indiquant la lecture ou l’e´criture), la donne´e
et l’adresse. La requeˆte et l’amorce de la communication se font toujours de la meˆme fac¸on.
La transmission dure le meˆme temps pour chaque transaction (1 cycle pour l’e´criture et 2
cycles pour la lecture) et la terminaison est toujours au second cycle de la transmission. La
seule variation entre toutes les transmissions est la valeur du signal RNW, de l’adresse et de
la donne´e.
La connaissance de ces particularite´s permet de regrouper les parame`tres comme suit :
ASP : lecture ou e´criture, changement des bits d’adresse, changement des bits de donne´e,
transfert simple
SSP : nombre de maˆıtres, nombre d’esclaves
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Figure 4.8 Activite´ typique durant une transaction sur le bus
TP : fre´quence d’ope´ration et technologie d’imple´mentation
Ces parame`tres repre´sentent la majorite´ des bus dans leur ensemble. Certaines particu-
larite´s des bus doivent eˆtre ajoute´es s’ils ne peuvent pas eˆtre inclus dans les parame`tres
mentionne´s ci-dessus.
4.7.2 Mesure des Parame`tres ASP et SSP
Une communication sur le bus OPB est initie´e par un maˆıtre qui s’est fait octroyer par
l’arbitre le droit de communiquer. Tous les maˆıtres utilisent une interface standard, ce qui
donne une impe´dance identique pour tous les maˆıtres. Cette particularite´ permet d’utiliser le
Microblaze pour ge´ne´rer l’activite´ sur le bus. Le Microblaze permet un controˆle de l’activite´
sur le bus en utilisant le code C. Le code force un acce`s du processeur sur le bus a` une
me´moire partage´e. Ainsi, il sera possible de faire des lectures et e´critures sur le bus a` la plage
d’adresses voulues. Les acce`s seront ge´re´s par un script qui ge´ne`re le code C compile´ et exe´cute´
par le Microblaze. Si l’acce`s se fait dans une plage d’adresse a` l’exte´rieur de celle supporte´e
par la me´moire, il faut changer l’adresse de base de la me´moire pour que l’acce`s soit valide.
Le changement d’adresse se fait par le meˆme script qui manipule le fichier d’architecture du
FPGA (MHS).
Durant l’acce`s d’un maˆıtre a` un esclave sur le bus, seules l’adresse et la donne´e sont
analyse´es. La raison est que tous les signaux de controˆle effectuent la meˆme activite´ durant
une transmission, donc leur effet est interpre´te´ comme une constante dans la consommation
de puissance. La seule exception est le signal RNW qui indique une lecture ou une e´criture.
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Pour tenir compte de cette le´ge`re diffe´rence dans la se´quence de la transaction (durant la
lecture l’adresse est envoye´e. Ensuite vient la donne´e, comparativement a` l’e´criture ou les
deux sont envoye´s simultane´ment), la lecture et l’e´criture sont analyse´s se´pare´ment.
En plus de la transaction, il faut analyser l’effet de la pre´sence de maˆıtre et/ou d’esclave
sur le bus durant la communication. Pour cela, le script supervisant les simulations doit
modifier l’architecture du syste`me (Spe´cification Mate´riel du Processeur (MHS)) pour ajouter
ou soustraire des maˆıtres et esclaves. En plus, il doit modifier le fichier des spe´cifications
logiciel des esclaves et maˆıtres pour que le processeur soit capable de communiquer avec les
diffe´rents modules sur le bus.
Microblaze 
BRAM
bus OPB
module de
déverminage
Minuterie
bus OPB Analysé
OPB BRAM
Minuterie mMinuterie 0
pont
OPB-OPB 
0
pont
OPB-OPB 
n
. . .
. . .
Figure 4.9 Architetcure d’analyse d’un bus
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Pour pouvoir e´valuer la consommation de puissance du bus avec le maximum de pre´cision,
il faut isoler le bus des transactions locales que le processeur effectue. La raison est qu’un
processeur vient avec certaines fonctionnalite´s, comme une minuterie et un module de de´ver-
minage, qui peuvent cre´er des communications involontaires. Puisque le bus doit eˆtre analyse´
avec des maˆıtres et esclaves, l’utilisation d’un bus secondaire pour l’analyse est ne´cessaire
avec l’utilisation d’un pont entre les deux bus comme e´le´ment substitutif a` un vrai maˆıtre. A`
cause de l’interface du bus, tous les maˆıtres ont la meˆme charge capacitive du point de vue
du bus. Donc, le pont permet de repse´senter n’importe quel maˆıtre connecte´ au bus OPB. Le
pont propage la communication par le processeur sur le second bus. Vu le faible nombre de
ressources que requiert le pont, il est possible d’en placer 16 sans que le FPGA soit encombre´.
Pour simuler les esclaves supple´mentaires, une minuterie est utilise´e pour chacun d’eux.
Puisqu’une minuterie ne prend pas beaucoup de ressources mate´rielles, il est possible d’en
placer 16 meˆme s’il y a autant de maˆıtres (voit Figure 4.9). Du point de vue du bus, il n’y a
aucune diffe´rence entre une minuterie ou tout autre esclave connecte´ sur le bus.
Le bus tombe dans un cas particulier lorsqu’il y a seulement un seul maˆıtre pre´sent.
Puisque l’arbitre n’a pas a` de´finir une priorite´ entre les diffe´rents maˆıtres, lorsqu’il y en a
qu’un seul sur le bus celui-ci n’est plus ne´cessaire et peut eˆtre retire´. Ceci permet au maˆıtre
d’avoir continuellement l’acce`s au bus. Il faut analyser cette situation particulie`re se´pare´ment
car elle cause une non-line´arite´ dans la consommation de puissance cause´e par ce changement
d’architecture.
La mesure de la consommation d’e´nergie est obtenue par le calcul de la moyenne de
plusieurs acce`s (entre 100 et 1000). Puisque le bus OPB n’a pas d’activite´ parasite comme le
bus LMB pre´sente´ a` la Section 4.5.2, seuls les acce`s causent une activite´ sur le bus.
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4.7.3 E´quation Structurelle
La grande simplicite´ architecturale (un arbitre et un arbre de connexion entre les maˆıtres
et les esclaves) et la re´pe´tition des branchements permettent d’obtenir une e´quation. A` cause
de l’absence de l’arbitre, s’il n’y a qu’un maˆıtre sur le bus, il faut utiliser deux e´quations.
Voici les e´quations obtenues :
G(ASP, SSP ) =
(
Im
ln(M)
ln(Jm)
+Km
)(
Cm
ln(S)
ln(Dm)
+ Em
)(
(ApenteBitaddr + Aconst)Bitdata
)
+
(
Lm
ln(M)
ln(Nm)
+Om
)(
Fm
ln(S)
ln(Hm)
+ Pm
)
(BpenteBitaddr +Bconst) (4.14)
avec
M = m ∈ [1, 16]
Cm, . . . , Pm =
{
valeurs pour un maitre si m = 1,
valeurs pour plusieurs maitres si m > 1
Cm, . . . , Pm sont les constantes de l’e´quation. Les parame`tres Jm et Nm repre´sentent l’ordre
du logarithme qui repre´sente l’impact de l’ajout d’un maˆıtre sur la consommation, Dm et
Hm pour les esclaves. Les parame`tres Im, Km, Lm et Om changent l’amplitude de cet impact
et la valeur de base de l’impact selon le nombre de maˆıtre. Les parame`tres Cm, Em, Fm et
Pm font la meˆme chose pour les esclaves. Ces constantes sont de´finies pour le cas ou` le bus
contient un ou plusieurs maˆıtres. La forme de l’e´quation reste la meˆme, par contre les valeurs
des parame`tres changent selon le nombre de maˆıtre (a` cause de la pre´sence de l’arbitre).
Les parame`tres Apente, Aconst, BpenteetBconst donnent la valeur de la consommation de base
du bus sans module connecte´. Bpente et Bconst repre´sentent l’impact sur la consommation de
puissance du nombre de bits d’adresse en transition. Apente et Aconst repre´sentent l’impact du
nombre de bits d’adresse en transition par rapport au nombre de bits de donne´e en transition.
M repre´sente le nombre de maˆıtres pre´sents sur le bus, S repre´sente le nombre d’esclaves.
Bitaddr et Bitdata repre´sentent le nombre de bits a` 1 durant la transmission. Quand un maˆıtre
ou un esclave ne communique pas, il doit mettre a` ze´ro ses ports d’adresses et de donne´es.
Ainsi, s’il n’y a pas de communication l’adresse et la donne´e dans le bus sont ze´ro.
L’analyse de l’activite´ du bus OPB commence par la requeˆte. Une fois la requeˆte de´tecte´e,
le syste`me comptabilise la transition des signaux de controˆle, de l’adresse et de la donne´e.
Cette analyse perdure tant que le signal d’acquiescement («acknowledge») de l’esclave et
les signaux de transfert ne sont pas redescendus. Puisque les ponts OPB-OPB s’activent
seulement si l’adresse de transfert est dans leur plage valide, il est possible d’envoyer une
requeˆte par n’importe quel pont.
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4.7.4 Mesure des Parame`tres TP et E´quations Finales
Le meˆme patron d’activite´ est utilise´ pour la mesure des parame`tres technologique. Dans
ce cas, le nombre de points de mesure (nombre de bits) est diminue´ pour minimiser le temps
de l’analyse. La valeur mesure´e, avec et sans arbitre,s est utilise´e pour de´finir l’e´quation
repre´sentant l’effet de la fre´quence sur la consommation d’e´nergie.
Le bus est un module tre`s re´gulier et compose´ surtout d’interconnexion entre les diffe´rents
modules communiquant sur le bus. Donc, l’effet de la fre´quence est tre`s simple. L’effet sera
plus grand sur les contraintes de routage impose´ sur les interconnexions du bus avec les
diffe´rents maˆıtres et esclave. Ceci se voit imme´diatement avec des re´sultats qui sont identiques.
Puisque la pe´riode minimale est de 12 ns soit 83, 3MHz, le bus OPB ne semble pas eˆtre affecte´
par le changement de fre´quence. Seul, un changement ne´gligeable des re´sultats est observe´.
Suivant cette observation F (SSP, TP ) ne fera qu’ajuster l’e´quation structurelle 4.7.3 dans
l’e´quation finale. Voici le format de l’e´quation des parame`tres technologiques :
F (SSP, TP ) = AP +B (4.15)
ou`, P repre´sente la pe´riode en nanoseconde, A et B sont des constantes se´lectionne´es pour
corriger la valeur obtenue par l’e´quation G(ASP, SSP ) pre´sente´ dans l’e´quation 4.14 pour
tenir compte des de´lais temporels dans les re´sultats.
L’e´quation finale devient alors :
M(ASP, SSP, TP ) = F (SSP, TP )G(ASP, SSP ) (4.16a)
ce qui donne
M(ASP, SSP, TP ) = (AP +B) (4.16b)((
Im
ln(M)
ln(Jm)
+Km
)(
Cm
ln(S)
ln(Dm)
+ Em
)(
(ApenteBitadr + Aconst)Bitdata
)
+
(
Lm
ln(M)
ln(Nm)
+Om
)(
Fm
ln(S)
ln(Gm)
+Hm
)
(BpenteBitaddr +Bconst)
)
avec
M = m ∈ [1, 16]
Cm, . . . , Om =
{
valeurs pour un maˆıtre si m = 1,
valeurs pour plusieurs maˆıtres si m > 1
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CHAPITRE 5
RE´SULTATS THE´ORIQUES ET EXPE´RIMENTAUX
Cette section de´taille les re´sultats obtenus a` la Section 4. Comme de´montre´, les mode`les
de consommation ont des performances en fonction de la qualite´ des mesures, de la se´lection
des parame`tres et de la formation des e´quations. Dans cette section, l’analyse de la qualite´ des
estimations et des mode`les permettent de comprendre les re´sultats obtenus et de de´terminer
si les mode`les permettent de de´terminer pre´cise´ment la consommation de puissance.
L’analyse a e´te´ effectue´e en utilisant l’outil Xilinx EDK pour ge´ne´rer les syste`mes. Par la
suite, le simulateur utilise´ est Modelsim 6.3c de Mentor. L’analyse de l’activite´ pour obtenir
la consommation de puissance de re´fe´rence est effectue´e par Xpower de Xilinx (l’outil vient
avec la suite EDK et ISE de Xilinx). La mesure de la pre´cision des mode`les est effectue´e avec
le script Perl mentionne´ a` la Section 4.2. Le script effectu la comparaison des re´sultats pour
fournir le taux d’erreur. La pre´cision de Xpower a e´te´ souvent discute´e dans la litte´rature.
Quelques articles mentionnent que l’erreur de Xpower est de 40% et possiblement plus [23][25].
Par contre, un grand nombre d’articles utilisent les re´sultats de Xpower [46][14][4] et offre
des re´sultats tre`s pre´cis. Avec les anne´es, l’outil Xpower s’est ame´liore´ et permet aujourd’hui
d’offrir une excellente estimation de la consommation. Les mesures de l’article de Jingzhao
Ou et Viktor K. Prasanna [37] montrent que l’erreur moyenne d’estimation de Xpower est
de 6.8%.
Pour ge´ne´rer l’activite´ dans le syste`me, des bancs de test exe´cute´s par le processeur
sont utilise´s. Les bancs de test utilisent le processeur comme ge´ne´rateur d’activite´ pour les
diffe´rents IP comme la minuterie. La minuterie et le PIC sont utilise´s pour ge´ne´rer des
interruptions. Ceci ne fait qu’interrompre le banc de test temporairement et permet de tester
les deux IP et effectue de l’activite´ pour le processeur et le bus. Les deux bancs de tests sont
le Dhrystone [48] et le Coremark [13]. La Figure 5.1 montre la structure du syste`me de test
utilise´e pour valider les diffe´rents IP.
Les informations extraites des simulations Modelsims correspondent aux informations
disponibles par une simulation TLM [9] de l’outil Space Codesign [5, 7, 32, 33]. Puisque les
mode`les sont utilise´s dans cet outil, il faut s’assurer que l’information utilise´e par les mode`les
soit identique a` celle que l’on obtient par l’outil Space CoDesign.
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Figure 5.1 Architecture du syste`me de test
5.1 Minuterie
La consommation de la minuterie est tre`s constante, peu importe la fre´quence de fonc-
tionnement. Ceci est duˆ au fait que la minuterie est compose´ de modules tre`s simples. Outre
l’interface OPB, elle ne contient que des registres de de´compte et des registres de controˆle
avec une logique de controˆle assez simple.
La simplicite´ du circuit se voit dans la consommation d’e´nergie constante de la Figure 5.2.
Il est possible de voir que la consommation d’e´nergie pour un meˆme nombre de cycles de de´-
compte est la meˆme, peu importe la fre´quence. Ceci indique que l’architecture de la minuterie
n’est pas affecte´e par une contrainte de fre´quence plus se´ve`re. La raison de cette particularite´
est duˆe a` la minuterie. Elle est compose´ d’un circuit tre`s simple qui n’est pas imple´mente´
diffe´remment a` cause des contraintes de de´lai.
En changeant la pe´riode de de´compte, il est possible de voir que la consommation se
comporte de fac¸on line´aire. Puisque la consommation est affecte´e par la proportion de cycle
passe´ en de´compte par rapport a` une transaction sur le bus OPB, chaque cycle ajoute un
taux d’activite´ tre`s similaire. Ceci permet d’obtenir une droite qui est de´termine´e par une
constante repre´sentant la consommation de la communication du bus.
Puisque la consommation d’e´nergie est tre`s stable d’une fre´quence a` l’autre, le mode`le
donne des re´sultats tre`s pre´cis. Ceci est visible avec les Figure 5.3 et Figure 5.4 qui repre´-
sentent la consommation de la minuterie au cours de l’utilisation des bancs de tests.
Puisque la minuterie n’est pas un circuit tre`s complexe, la consommation d’e´nergie n’est
pas tre`s e´leve´e, et est tre`s line´aire. L’estimation du mode`le est tre`s pre´cise par rapport au
nombre de variables requises pour effectuer l’estimation. Par contre, pour une activite´ le´ge`-
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rement plus e´leve´e a` la Figure 5.4, la valeur de la consommation de puissance de la minuterie
durant l’utilisation du Coremark est plus e´leve´e que l’estimation. Ce re´sultat indique que le
mode`le ne tient pas compte de tous les parame`tres d’activite´s du compteur ou que Xpower
effectue des estimations qui contiennent des erreurs. Pour le Virtex2, l’outil Xpower indique
que l’e´tat de leurs outils d’estimation a une erreur de 20%. Il est possible que le mode`le
soit plus proche du vrai comportement que pre´ce´demment pense´, car si on tient compte de
l’erreur de Xpower, elle n’est qu’a` 20% par rapport a` Xpower. Il est probable que le PAR
soit une partie de la cause d’erreur. Puisque le Dhrystone n’a pas la meˆme erreur, Xpower
peut avoir analyse´ une activite´ qui n’est pas dans le mode`le. Bien que le re´sultat absolu pour
la Figure 5.4 ne soit pas bon, la corre´lation entre les deux courbes est de 0,8 (pour les deux
minuterie). Ceci indique que le mode`le repre´sente bien l’importance relative de la consom-
mation a` cause du comportement similaire des deux courbes. Donc, il ne s’agit que d’ajuster
l’e´quation avec un facteur, ce qui supporte l’hypothe`se du PAR diffe´rent.
5.2 Controˆleur d’Interruptions de Processeur
Comme de´taille´ a` la Section 4.4.2, le PIC est un IP tre`s simple et tre`s line´aire dans son
comportement et son architecture. Ceci se perc¸oit a` la Figure 5.5 qui montre une consomma-
tion line´aire du PIC avec l’ajout de lignes d’interruption.
Avec cette grande line´arite´ dans la consommation d’e´nergie de l’IP, il est possible de
facilement ve´rifier le comportement de la consommation d’e´nergie du module a` diffe´rentes
fre´quences. En observant la Figure 5.6, il est possible de voir que la consommation est stable,
peu importe la fre´quence , et continue a` eˆtre line´aire par rapport au nombre de lignes d’in-
terruption.
Cette line´arite´ de la consommation par rapport au nombre de lignes d’interruption, et la
consommation d’e´nergie stable par rapport a` la fre´quence, permettent au mode`le de rester
fide`le a` la consommation re´elle. L’estimation reste pre´cise durant l’utilisation des bancs de
tests (voir les Figure 5.7 et Figure 5.8).
Le mode`le d’estimation du PIC donne un re´sultat tre`s diffe´rent de Xpower. La raison est
probablement duˆe au placement et routage du PIC, qui est tre`s diffe´rent du PAR original
des mesures. Bien que l’estimation suit les meˆmes variations de croissance (les pentes sont
similaires meˆme avec le point de flexion), l’erreur de l’estimation est tre`s grande. Le circuit du
PIC comporte peu de contraintes de performance car il ne fait que re´pe´ter les interruptions
rec¸ues. Ceci permet au synthe´tiseur d’e´parpiller le circuit du PIC au travers du FPGA pour
permettre au bus, me´moire et processeur d’eˆtre le plus compact possible. Ceci cause de longue
connections au PIC ; ce qui, en retour, augmente la consommation par rapport aux mesures
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effectue´es avec un circuit minimal. Meˆme en tenant compte de l’erreur de Xpower, l’erreur
reste tre`s grande. Ce cas de´montre l’importance du PAR dans la consommation car il cause
une estimation avec une erreur de presqu’un ordre de grandeur. Ici encore, la corre´lation
entre l’estimation du mode`le et la mesure de Xpower est de 0,9831 pour le Dhrystone et
0,9997 pour le Coremark. Ce comportement quasi identique montre que le mode`le repre´sente
bien la relation de la consommation entre les diffe´rentes activite´s du PIC. Par contre, le PAR
change l’amplitude de cette consommation a` cause de la faible contrainte sur ce dernier. Ceci
a permis au synthe´tiseur de changer grandement le placement et routage des ressources du
PIC.
5.3 Me´moire
L’estimation de la consommation de puissance de la me´moire est un proble`me plus com-
plexe que le PIC et la minuterie. Dans la Section 4.5.2, il a e´te´ discute´ que l’imple´mentation
de la communication entre la me´moire et le processeur a un comportement particulier. Le
processeur envoie sa commande de lecture et d’e´criture de la meˆme fac¸on : il envoie une
adresse et la valeur contenue dans le registre qui est requis par la commande assembleur.
Ensuite, la me´moire renvoie la valeur qui est contenue a` l’adresse spe´cifie´e par le processeur.
Ce qui distingue une e´criture d’une lecture est le signal RNW. Le controˆleur de me´moire
utilise ce signal pour activer le mode lecture ou e´criture de la me´moire et le processeur ignore
la valeur retourne´e par la me´moire s’il est en mode e´criture.
Dans le cas de l’e´criture, la consommation peut eˆtre connue car, a` l’envoi, l’adresse et la
donne´e sont connues. Puisque la valeur retourne´e par la me´moire est la meˆme qui a e´te´ e´crite,
le mode`le connaˆıt toute l’activite´ qui a e´te´ effectue´e. Dans ce cas, il est possible d’estimer la
consommation d’e´nergie pre´cise´ment. Par contre, dans le cas de la lecture il n’est pas garanti
que le mode`le estime la consommation pre´cise´ment. Normalement, le mode`le de simulation
TLM du processeur fournit seulement l’adresse qui est lue. Le mode`le de la me´moire fournira
la valeur lue a` cette adresse. Le Microblaze envoie la valeur contenue dans le registre a` la
me´moire. Puisque cette activite´ n’est pas utile, elle n’est donc pas connue durant une simula-
tion TLM. Il manque une partie de l’activite´ qui affecte la me´moire, car l’imple´mentation de
cette dernie`re et du Microblaze ne se conforme pas au format d’une transaction TLM effectue´
dans Space Codesign. La pre´cision de l’estimation en sera automatiquement affecte´e.
A` cela, il faut aussi ajouter les cycles ou` le Microblaze n’acce`de pas a` la me´moire (les
cycles morts). Le Microblaze contient un bus interne pour connecter tous les ports de donne´es
externes comme illustre´ a` la Figure 5.9. L’imple´mentation est effectue´e de fac¸on que le bus
LMB ne soit pas de´couple´ des autres bus. Donc, quand le Microblaze envoie des donne´es sur
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le bus IF qui est destine´ pour une autre interface que le bus LMB, ces donne´es se retrouvent
ne´anmoins sur le bus LMB bien que les signaux de controˆle ne soient pas active´s. Meˆme s’il
n’y ait pas d’acce`s a` la me´moire, il y a une activite´ car la me´moire se comporte comme en
lecture (ce qui est son comportement par de´faut).
Cette activite´ est de´pendante du code exe´cute´. Cela requiert que cette activite´ soit fournie
par le mode`le du processeur, ce qui n’est pas possible en respectant les mode`les TLM de
simulation. Car si un IP n’est pas utilise´ activement dans le syste`me, il n’est pas simule´ pour
sauver du temps de simulation. Dans ce cas, une estimation pre´cise sera difficile a` obtenir.
L’approximation pre´vile´gie´ utilise les valeurs e´crites et lues a` la me´moire pour estimer celle
qui sera pre´sente durant les cycles morts. La supposition est que les donne´es transite´es avec
la me´moire ont un lien avec celle qui se retrouve sur le bus interne durant les cycles morts
du bus LMB. Donc, elles auraient un taux d’activite´ similaire.
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Figure 5.9 Architetcure interne du Microblaze
En regardant les re´sultats obtenus dans les simulations avec le code du Dhrystone (Fi-
gure 5.10, Figure 5.11, Figure 5.12 et Figure 5.13 ) et de Coremark (Figure 5.14 et Fi-
gure 5.15), il est possible de voir que les re´sultats varient e´norme´ment. Dans tous les cas,
quand la proportion de cycles morts diminuent, il est possible de voir que la pre´cision aug-
mente (l’augmentation est soit drastique ou de quelque points de pourcentages). De plus,
ce phe´nome`ne se re´pe`te quand on compare la me´moire d’instruction et de donne´e. Puisque
la me´moire d’instruction a tre`s peu de cycle mort, sa pre´cision est plus e´leve´e. De plus, le
Microblaze ne fait que lire de la me´moire d’instruction, alors il n’envoie jamais de donne´e a`
la me´moire. Ce qui permet de connaitre l’activite´ uniquement en observant la lecture dans
sa de´finition traditionnelle. Ici nous obtenons une erreur maximale qui peut aller jusqu’a`
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35% pour la me´moire de donne´e, ce qui n’est pas ide´al. Par contre, l’erreur maximale de
l’estimation de la me´moire d’instruction est de 8% (pour un cas, l’erreur tombe a` 1% sinon).
 0
 0.02
 0.04
 0.06
 0.08
 0.1
 0.12
 0  200  400  600  800  1000  1200  1400  1600C
on
so
m
m
at
io
n 
de
 p
ui
ss
an
ce
 (m
W
)
Temps (us)
Xpower Cntrler ILMB Modèle Cntrler ILMB
 0
 20
 40
 60
 80
 100
 0  200  400  600  800  1000  1200  1400  1600C
on
so
m
m
at
io
n 
de
 p
ui
ss
an
ce
 (m
W
)
Temps (us)
Xpower Bram ILMB Modèle Bram ILMB
 0
 2e−22
 4e−22
 6e−22
 8e−22
 1e−21
 0  200  400  600  800  1000  1200  1400  1600C
on
so
m
m
at
io
n 
de
 p
ui
ss
an
ce
 (m
W
)
Temps (us)
Xpower Port ILMB Modèle Port ILMB
 0
 5
 10
 15
 20
 25
 30
 35
 40
 0  200  400  600  800  1000  1200  1400  1600C
on
so
m
m
at
io
n 
de
 p
ui
ss
an
ce
 (m
W
)
Temps (us)
Xpower Lmb ILMB Modèle Lmb ILMB
 0
 20
 40
 60
 80
 100
 120
 140
 0  200  400  600  800  1000  1200  1400  1600C
on
so
m
m
at
io
n 
de
 p
ui
ss
an
ce
 (m
W
)
Temps (us)
Xpower Total ILMB Modèle Total ILMB
 0
 0.02
 0.04
 0.06
 0.08
 0.1
 0.12
1 10 50 100 300 500 700 900 1100 1500C
on
so
m
m
at
io
n 
de
 p
ui
ss
an
ce
 (m
W
)
Temps (us)
Xpower Cntrler ILMB Modèle Cntrler ILMB
 0
 20
 40
 60
 80
 100
1 10 50 100 300 500 700 900 1100 1500C
on
so
m
m
at
io
n 
de
 p
ui
ss
an
ce
 (m
W
)
Temps (us)
Xpower Bram ILMB Modèle Bram ILMB
 0
 2e−22
 4e−22
 6e−22
 8e−22
 1e−21
 1.2e−21
1 10 50 100 300 500 700 900 1100 1500C
on
so
m
m
at
io
n 
de
 p
ui
ss
an
ce
 (m
W
)
Temps (us)
Xpower Port ILMB Modèle Port ILMB
 0
 5
 10
 15
 20
 25
 30
 35
 40
1 10 50 100 300 500 700 900 1100 1500C
on
so
m
m
at
io
n 
de
 p
ui
ss
an
ce
 (m
W
)
Temps (us)
Xpower Lmb ILMB Modèle Lmb ILMB
 0
 20
 40
 60
 80
 100
 120
 140
1 10 50 100 300 500 700 900 1100 1500C
on
so
m
m
at
io
n 
de
 p
ui
ss
an
ce
 (m
W
)
Temps (us)
Xpower Total ILMB Modèle Total ILMB
 0
 0.2
 0.4
 0.6
 0.8
 1
1 10 50 100 300 500 700 900 1100 1500
R
at
io
 d
’a
cc
es
Temps (us)
lecture écriture idle
Figure 5.10 Graphes de la consommation de la me´moire avec le Dhrystone et une me´moire
de 16kb, cote´ ILMB a` 12 ns
La variation dans l’erreur indique que le mode`le comporte des limitations dans sa capacite´
a` repre´senter l’activite´ et la consommation. Pour re´soudre le proble`me, il faut avoir acce`s a`
l’activite´ sur le bus interne au Microblaze durant les cycles mort de la me´moire et aussi avoir
acce`s a` l’information contenue dans les registres durant une simulation TLM. Une autre
solution est de modifier l’interface LMB pour bloquer l’activite´ parasitique. Dans le cas de
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Figure 5.11 Graphes de la consommation de la me´moire avec le Dhrystone et une me´moire
de 16kb, cote´ DLMB a` 12 ns
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Figure 5.12 Graphes de la consommation de la me´moire avec le Dhrystone et deux me´moires.
Instruction de 8kb et donne´e de 8kb, cote´ ilmb a` 12 ns
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Figure 5.13 Graphes de la consommation de la me´moire avec le Dhrystone et deux me´moires.
Instruction de 8kb et donne´e de 8kb, cote´ dlmb a` 12 ns
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Figure 5.14 Graphes de la consommation de la me´moire avec le Coremark et une me´moire de
64kb total a` 12 ns cote´ ILMB
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Figure 5.15 Graphes de la consommation de la me´moire avec le Coremark et une me´moire de
64kb total a` 12 ns cote´ DLMB
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la me´moire de donne´e, l’erreur la plus importante se situe surtout dans l’estimation du bus
LMB et l’estimation du controˆleur. La raison est que les deux modules sont majoritairement
des interconnexions avec peu de logique. L’adresse varie plus souvent que la donne´e durant
les cycles morts. La donne´e charge et de´charge toute la BRAM ce qui cause une grande
consommation. L’adresse ne fait que se´lectionner les registres ou la sortie a` activer, l’erreur
implique´e est plus petite. Par contre, le bus LMB et le controˆleur traitent l’adresse et la donne´e
de la meˆme fac¸on (c.-a`.-d. des connexions avec peu de logique). Ceci fait que l’activite´ de
l’adresse et de la donne´e est similaire vis-a`-vis de leur impact sur la consommation de ces
modules. Dans tous les cas, il est a` noter que plus la proportion de cycle mort (idle) est grande
plus l’erreur d’estimation est grande. La me´moire de donne´e contient une plus grande erreur
et, ce pour toutes les me´moires, si la proportion de cycle mort augmente l’erreur augmente
autant.
5.4 Processeur
Le mode`le du processeur fournit des estimations de consommation d’e´nergie base´es sur
l’instruction assembleur qui est exe´cute´e. Ceci permet au mode`le de rester pre´cis meˆme si
l’estimation d’une instruction ne l’est pas. Par contre, il faut que toutes les instructions
soient pre´cises pour que le mode`le soit performant. Puisque le processeur ne contient pas
e´norme´ment d’option, ceci fait que la consommation du processeur est assez stable entre les
diffe´rentes architectures (voir la Figure 4.7). L’analyse de la consommation du Microblaze
lors de l’utilisation du Dhrystone donne d’excellents re´sultats a` la Figure 5.16.
La possibilite´ de compartimenter la consommation du processeur en diffe´rentes instruc-
tions permet d’obtenir un mode`le pre´cis plus facilement. Il est possible de voir que l’estimation
est plus faible au de´but de la simulation et le´ge`rement plus e´leve´e vers la fin. La raison est que
les meˆmes instructions sont appele´es continuellement durant l’initialisation du processeur. La
sommation de l’erreur des instructions est diffe´rente de ze´ro et cette erreur s’accumule durant
un grand nombre de cycles. L’erreur d’une instruction est plus grande que l’erreur totale des
multiples instructions exe´cute´es dans le temps, puisque l’erreur passe du positif au ne´gatif
ou vice-versa continuellement (ce qui annule l’erreur a` long terme). Malgre´ cela, l’estimation
reste pre´cise a` 5%. De plus, il est possible de voir que la consommation est proportionnelle au
nombre d’instructions exe´cute´es durant une pe´riode de temps fixe. Ceci indique que l’ALU
cause une grande part de la consommation du processeur. Ceci est compre´hensible car le
reste du processeur est compose´ de registres ou de circuits relativement simples comme un
de´codeur.
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Figure 5.16 Consommation de puissance du Microblaze avec le Dhrystone a` 12 ns
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Figure 5.17 Consommation de puissance du Microblaze avec Coremark a` 12ns
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5.5 Bus
Lors des mesures du bus OPB, une attention particulie`re a e´te´ apporte´e aux activite´s
parasites. La raison est que dans le cas du bus LMB le processeur envoyait des donne´es
lors d’une lecture et laissait passer l’adresse et la donne´e au bus LMB qui est utilise´ par un
autre bus. De plus, le controˆleur de me´moire permettait a` la BRAM qui e´tait en e´criture de
renvoyer la donne´e inscrite sur le bus.
Le cas du bus OPB est diffe´rent. La raison est que le bus est compose´ d’une logique
en OR. Donc, une activite´ parasitique provenant du processeur causerait des erreurs de
communication. Ceci demande a` tous les IP qui ne doivent pas communiquer sur le bus
d’eˆtre silencieux. De plus, le bus OPB ne permet pas d’envoyer de valeurs inutiles (comme
envoyer une valeur durant une lecture ou recevoir une valeur durant une e´criture). La raison
est que les controˆleurs doivent eˆtre a` ze´ro sinon les valeurs interfe´reront avec les valeurs
transige´es entre le maˆıtre et l’esclave (voir la Figure 5.18). Les valeurs de sortie de l’esclave
sont aussi les valeurs d’entre´e pour l’esclave. Ceci oblige les IP a` n’envoyer que les valeurs
utiles pour la communication sur le bus OPB. Ce comportement est celui qui est retrouve´
habituellement dans les standards de bus.
Les contraintes que le bus OPB impose sur les communications permettent de limiter
les valeurs inconnues comme dans le cas de la me´moire. Voici une mesure effectue´e avec le
Dhrystone avec 6 maˆıtres et 6 esclaves avec une pe´riode de 15 ns (voir la Figure 5.19 et
Figure 5.20). Une autre simulation a` 12 ns a e´te´ effectue´ avec 4 maˆıtres et 2 esclaves. Pour
le Coremarks on a simule´ avec une fre´quence de 12 ns avec le processeur comme seul maˆıtre
(sans bridge) et 4 esclaves.
La relation entre le taux d’activite´ et la consommation de puissance montre que la consom-
mation durant un cycle mort est presque nulle. Dans la Figure 5.22 et Figure 5.21, il est
possible de voir que la consommation est tre`s faible quand il n’y a pas de communication.
Dans ce cas, le Dhrystone a e´te´ exe´cute´ une fois pour montrer la diffe´rence de consommation
quand le processeur utilise une BRAM sur le bus OPB mesure´ comme me´moire de donne´e et
quand le bus tombe silencieux.
La pre´cision du mode`le est excellente, l’erreur maximale en temporel est de 10% avec
6 maˆıtres et 6 esclaves avec une pe´riode d’horloge 15 ns. Avec l’architecture contenant 4
maˆıtres et 2 esclaves avec une pe´riode d’horloge 12 ns, l’erreur tombe a` 0.8%. La pre´cision
du mode`le est due au fait que le bus OPB n’a pas d’activite´ parasite et le bus est un IP
qui est majoritairement une interconnexion avec une logique en OR. Le bus est un IP tre`s
re´gulier et le nombre de maˆıtres a peu d’impact sur l’architecture pertinente aux esclaves (et
inversement). Donc, le mode`le peut mode´liser l’impact des maˆıtres et des esclaves se´pare´ment.
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Figure 5.18 Imple´mentation du bus OPB[20]
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Figure 5.19 Consommation de six Maˆıtres et Esclaves en simulation structurelle avec le Dh-
rystone a` 15 ns
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Figure 5.20 Consommation de six Maˆıtre et Esclave en simulation temporelle a` une pe´riode
de 15 ns avec le Dhrystone
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Figure 5.21 Consommation de quatre Maˆıtres et deux Esclaves en simulation structurelle
pour le Dhrystone a` 12 ns
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Figure 5.22 Consommation de quatre Maˆıtres et deux Esclaves en simulation temporelle pour
le Dhrystone a` 12 ns
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Figure 5.23 Consommation de un Maˆıtres et quatre Esclaves en simulation temporelle pour
le Coremark a` 12 ns
83
5.6 Re´sultat Global
Bien que l’estimation de la consommation d’un IP individuel puisse donner un bon re´sul-
tat, il est important que l’ensemble des estimations donne un bon estime´. L’estimation globale
de la consommation du syste`me doit eˆtre proche de la consommation de puissance mesure´e
par l’outil Xpower. Les diffe´rentes mesures effectue´es sont reporte´es dans le Tableau 5.1 pour
pre´senter la pre´cision globale de la me´thode.
Tableau 5.1 Re´sume´ des mesures moyennes des diffe´rents IP
Dhrystone Coremark
Xpower Estimation Delta Xpower Estimation Delta
mW mW % mW mW %
Compteur 0 5,6734004 5,1488389 -9,25 8,3506565 5,2195967 -37,5
Compteur timer 5,5375061 4,8847929 -11,8 8,2535074 4,8847929 -40,8
PIC 2,3704801 0,3548189 -85,0 2,9534033 0,4320936 -85,4
Me´moire 188,4535880 157,6206760 -16,4 20,3032860 124,6769429 516,28
Processeur 345,6932837 353,6960085 2,31 156,3003240 138,0369914 -11,68
Bus 3,9129713 3,5233373 -9,95 2,9594052 2,8335248 -4,25
Globale 551,6412296 525,2284725 -4,79 199,1205824 276,0839423 38,65
Malgre´ certaines rate´es de la me´thode d’estimation, particulie`rement dans le cas du PIC et
de la me´moire avec le Coremark, les re´sultats globaux sont relativement pre´cis. En conside´rant
la consommation dans sa globalite´, la pre´cision est tre`s bonne. La raison est que les IP qui ont
la consommation la plus grande ont aussi la meilleure pre´cision. Par contre, on ne peut ne´gliger
le fait que certains IP ont des erreurs plus grandes qui sont inacceptables. Il est inte´ressant de
remarquer que les IP les plus complexes ont de meilleurs re´sultats, car leur PAR est le plus
stable. La me´moire n’est pas du groupe, a` cause des limitations de l’information disponible a`
cause de son comportement durant les cycles morts qui contrevient a` la de´finition standard
TLM (voir Section 4.5.2 et 5.3). Ceci est duˆ au fait que les IP les plus complexes ont aussi le
plus d’interconnexions, ce qui limite les variations extreˆmes dans leur PAR. Un IP volumineux
en ressource est route´ en premier pour obtenir de meilleures performances, par la suite les
IP comme le PIC sont place´s dans le FPGA dans les espaces restant, car ses contraintes sont
plus faciles a` rencontrer. Ceci fait que les IP qui sont moins priorise´s dans le PAR auront
plus de variabilite´ dans leur consommation. De plus, les IP ayant une estimation de puissance
avec plus d’erreurs ont quand meˆme une corre´lation avec la mesure de Xpower tre`s forte. Ce
qui indique que l’e´quation refle`te bien l’importance des diffe´rentes activite´s et charge de l’IP.
Par contre, le PAR peut changer l’amplitude de la consommation par rapport aux mesures.
Le facteur TP doit mieux incorporer le changement de PAR. Pour cela, il faudra conside´rer
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l’apport de l’architecture et du taux d’utilisation des ressources du FPGA pour e´valuer leur
effet sur le placement et l’allongement du routage. Puisque notre analyse de l’imple´mentation
se concentre majoritairement sur l’impact des parame`tres de l’IP sur le PAR, le mode`le ne
tient pas en compte la globalite´ du syste`me qui aura un effet sur les diffe´rentes composantes.
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CHAPITRE 6
CONCLUSION
Les re´sultats obtenus montrent qu’en ge´ne´ral les estimations sont bonnes. Malgre´ certaines
erreurs dans les re´sultats, ils ne remettent pas en question la me´thode, mais plutoˆt les choix
effectue´s ou les particularite´s des IP fautifs.
Certains mode`les ont eu des proble`mes dans la pre´cision de leurs re´sultats (particulie`-
rement pour le PIC et la me´moire), par contre les estimations ont une bonne corre´lation.
Bien que certains re´sultats n’aient pas une pre´cision acceptable, le comportement du mo-
de`le indique que l’impact du PAR est la cause de cette disparite´. Seule l’amplitude de la
consommation cause l’erreur. La relation de la consommation entre les diffe´rentes activite´s
est similaire car les courbes ont une forte corre´lation. De plus, l’erreur du mode`le est beaucoup
plus e´leve´e dans le cas du banc de test Coremark. Pour la me´moire, les moins bons re´sultats
viennent du fait que le processeur Microblaze cause de l’activite´ a` la me´moire durant les
cycles mort. Puisque les mode`les utilisent une me´thode TLM, pour fonctionner avec Space
CoDesign, il est impossible au module de connaˆıtre cette activite´. Dans le cas des minuteries,
Coremark fait plus d’acce`s au compteur que le Dhrystone car il l’active plus toˆt durant la
simulation ; mais ceci n’explique pas la diffe´rence entre les estimations et les mesures de Xpo-
wer. Ceci tend a` indiquer que le PAR a e´te´ fait diffe´remment ce qui a cause´ une diffe´rence
dans la consommation ou` le mode`le estime incorrectement l’activite´ de la minuterie.
Le cas du PIC tend a` corroborer cette hypothe`se car celui-ci ne correspond pas aux
deux bancs de test. Puisque les mesures montraient un comportement fortement line´aire
et que les re´sultats divergent, le PAR affecte fortement les IP qui ont des contraintes de
performance faible. Le PIC est un module qui ne fait que re´pe´ter les interruptions rec¸ues, de
ses multiples ports, au processeur, car ce dernier n’a qu’un port d’interruption. La contrainte
de de´lai du synthe´tiseur sur le module est tre`s facile a` rencontrer meˆme si les interconnexions
sont tre`s longues avec ce module. Alors la consommation augmentera drastiquement car
les interconnexions du Virtex2 couˆtent tre`s cher en consommation [23, 41] causant 50% de
la consommation. Pour pouvoir faire une estimation de consommation qui estime un PAR
plus complexe il faut ajouter comme parame`tre, l’architecture du syste`me et l’utilisation des
ressources du FPGA pour ne pas eˆtre limite´ a` une vision de l’IP seul.
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6.1 Synthe`se des travaux
Ce me´moire a explore´ une me´thode qui subdivise l’analyse d’un IP en trois parties : l’acti-
vite´ ou action de l’IP qui de´finit un ensemble de transitions dans la logique et les connexions ;
l’architecture du module qui de´finit ses caracte´ristiques et options de fonctionnement ; et fi-
nalement, les particularite´s d’imple´mentation de l’IP. Malgre´ des erreurs dans les estimations
de certains modules, les re´sultats sont ge´ne´ralement positifs. De plus, l’estimation globale du
syste`me est plutoˆt bonne, bien qu’elle peut faire preuve de quelques ame´liorations.
La me´thode pre´sente´e au cours de ce me´moire a e´te´ applique´e a` cinq IP diffe´rents tant dans
leur architecture que dans leur fonction. La me´thode a e´te´ capable de produire des estimations
qui ont de fortes corre´lations malgre´ le fait que les re´sultats n’e´taient pas toujours aussi pre´cis
qu’attendu. Ceci soutient que la me´thode est valable, pour certains IP (particulie`rement le
PIC et la minuterie) il faut ajouter un parame`tre permettant de tenir compte du PAR. Pour
le processeur et le bus, les excellents re´sultats montrent que la me´thode fonctionne bien quand
les IP sont de plus grosse taille.
La me´moire utilise´e localement avec le Microblaze se situe dans une situation ou` l’activite´
parasite qui ne pouvait pas eˆtre estime´e par le mode`le (car elle n’est pas disponible par
une simulation TLM) cause une erreur assez importante. La me´thode pre´sente´e ne pouvait
combler le manque d’information qui de´pendait d’une de´cision d’imple´mentation causant une
activite´ non documente´e dans le comportement du Microblaze.
La me´thode permet d’acce´le´rer la production d’un mode`le d’IP pour effectuer des esti-
mations de consommation de puissance durant une simulation haut-niveau TLM. De plus,
en utilisant une simulation haut-niveau, la me´thode permet d’obtenir des simulations tre`s
rapides et elle permet de ne pas ralentir la simulation a` cause de la prise de donne´e [40].
La simulation et le profilage en TLM avec l’outil Space Codesign a e´te´ fait en 8,9 secondes
tandis que l’analyse de consommation de puissance avec Modelsim et Xpower a dure´e 73665
secondes. Ceci donne une acce´le´ration de trois ou quatre ordre de grandeur.
6.2 Ame´liorations futures
Les re´sultats indiquent que les mode`les de´veloppe´s peuvent eˆtre ame´liore´s pour obtenir
des re´sultats encore plus pre´cis et e´largir les options d’application de cette me´thode. Bien que
cette me´thode utilise plusieurs scripts pour automatiser la cre´ation des mode`les, il y a encore
quelques e´tapes manuelles. Il faut encore re´cupe´rer les re´sultats et les importer manuellement
dans un outil pour de´terminer les valeurs de l’e´quation. Le format de l’e´quation est encore
de´termine´ manuellement et ajuste´ a` la main lorsque les re´sultats ne sont pas satisfaisants.
A` ce jour, un projet de recherche qui a de´bute´ pour re´pondre a` ce proble`me. Il permet-
87
tra de de´finir une structure pour l’analyse automatise´e d’un IP et plus particulie`rement les
processeurs. Il sera possible avec ce projet de de´finir le jeu d’instructions et les options du
processeur et obtenir un mode`le pre´cis et portable. En permettant d’automatiser l’ensemble
de l’analyse, la cre´ation du mode`le et la ve´rification de la pre´cision, il sera plus facile de faire
des mode`les des diffe´rents processeurs pour plusieurs technologies de FPGA vendus dans
le commerce. Pour assister la mode´lisation automatique des processeurs, il serait pertinent
de re´utiliser les travaux de Brandolese, Fornaciari, Salice et Sciuto [8]. Leur me´thode repre´-
sente la consommation des diffe´rentes instructions par l’activation des diffe´rentes e´tapes d’un
pipeline (de´codage, exe´cution, etc. . . ). Ceci leur permet d’estimer la consommation d’une
instruction non mesure´e en estimant sa consommation avec les e´tapes du pipeline utilise´. De
plus, ils peuvent ajouter un nouveau processeur car, bien que la consommation de courant
absolue des deux processeurs est diffe´rente pour une meˆme instruction, la valeur relative est
de la meˆme amplitude. En effectuant un minimum de mesure, le mode`le peut eˆtre adapte´
pour un nouveau processeur en obtenant une erreur de −5% ± 10%. L’avantage est que la
me´thode s’adapte bien a` celle utilise´e dans ce travail.
Pour limiter l’erreur que le PAR de l’architecture cause dans les estimations, il est pos-
sible de se servir d’un mode`le d’estimation de routage. Un de ces mode`le permet d’estimer
la capacite´ d’une connexion a` la suite d’un placement sans avoir effectue´ le routage [2]. Les
IP ont une structure bien de´finie, et l’imple´mentation de cet IP ne changera pas trop si les
contraintes de de´lais sur les signaux sont se´ve`res et que peu de ressources du FPGA sont
utilise´s. Ce mode`le peut eˆtre re´utilise´ a` plus haut-niveau pour obtenir un facteur d’augmen-
tation de charge capacitive de routage pour un syste`me qui utilise une quantite´ plus grande de
ressources mate´rielles ou` l’architecture du syste`me force certains IP a` augmenter leur routage
(comme dans le cas du PIC). Au lieu de se fier au placement de la synthe`se, on pourra utiliser
l’estimation d’utilisation de ressource (cellule logique, me´moire, etc. . . ). Cette information est
fournie dans la documentation des IP. L’architecture du syste`me pourra eˆtre tenue en compte
dans l’outil pour estimer un facteur de charge de chacun des IP base´s sur la probabilite´ que
leur routage et leur consommation augmentent. Ainsi, le changement d’architecture affectera
la consommation des diffe´rents IP et permettra de diminuer l’erreur qui a e´te´ observe´e pour
les modules comme la minuterie et le PIC.
Dans la meˆme veine d’ide´e, il est possible d’utiliser un mode`le pour estimer l’impact de
l’architecture du FPGA sur la consommation de l’IP. Un de ces mode`le permet de prendre
les caracte´ristiques du FPGA et d’estimer la consommation de puissance dynamique, de
fuite et de court-circuit [39]. La possibilite´ de mode´liser la consommation de puissance de
plusieurs FPGA sur un meˆme mode`le permet l’utilisation du mode`le pour effectuer l’ajout
d’un nouveau FPGA dans la librairie sans devoir refaire toutes les mesures. Il suffit de prendre
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un IP portable sur plusieurs plateformes et d’utiliser ce mode`le pour adapter les mesures d’un
ou plusieurs FPGA a` une nouvelle technologie. Il suffit par la suite de faire quelques mesures
de ve´rifications pour s’assurer de la pre´cision des estimations.
Avec ces ajouts, le mode`le peut devenir un outil tre`s performant pour le profilage et
partitionnement automatique d’un syste`me [31]. Le partitionnement et le profilage de l’ar-
ticle e´taient effectue´s principalement sur la performance et la quantite´ de ressources utilise´es.
Avec un estimateur de puissance et les ame´liorations spe´cifie´es pre´ce´demment, il serait pos-
sible d’explorer un grand nombre d’IP sur plusieurs FPGA en meˆme temps pour se´lectionner
la meilleure solution en terme de performance et ressource, mais aussi en terme de consom-
mation. Cet outil permettra l’exploration d’architectures, sans eˆtre limite´ par la technologie
et le temps d’ajout d’imple´mentation des IP disponible, et permettra a` l’utilisateur de faire
un choix plus judicieux pour son application.
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