Abstract-Many tools from the field of graph signal processing exploit knowledge of the underlying graph's structure (e.g., as encoded in the Laplacian matrix) to process signals on the graph. Therefore, in the case when no graph is available, graph signal processing tools cannot be used anymore. Researchers have proposed approaches to infer a graph topology from observations of signals on its vertices. Since the problem is ill-posed, these approaches make assumptions, such as smoothness of the signals on the graph, or sparsity priors. In this paper, we propose a characterization of the space of valid graphs, in the sense that they can explain stationary signals. To simplify the exposition in this paper, we focus here on the case where signals were i.i.d. at some point back in time and were observed after diffusion on a graph. We show that the set of graphs verifying this assumption has a strong connection with the eigenvectors of the covariance matrix, and forms a convex set. Along with a theoretical study in which these eigenvectors are assumed to be known, we consider the practical case when the observations are noisy, and experimentally observe how fast the set of valid graphs converges to the set obtained when the exact eigenvectors are known, as the number of observations grows. To illustrate how this characterization can be used for graph recovery, we present two methods for selecting a particular point in this set under chosen criteria, namely graph simplicity and sparsity. Additionally, we introduce a measure to evaluate how much a graph is adapted to signals under a stationarity assumption. Finally, we evaluate how state-of-the-art methods relate to this framework through experiments on a dataset of temperatures.
I. INTRODUCTION

I
N MANY applications, such as brain imaging [1] and hyperspectral imaging [2] , it is convenient to model the relationships among the entries of the signals studied using a graph. Tools such as graph signal processing can then be used to help understand the studied signals, providing a spectral view of them. However, there are many cases where a graph structure is not readily available, making such tools not directly applicable. Graph topology inference from only the knowledge of signals observed on the vertices is a field that has received a lot of interest recently. Classical methods to obtain such a graph are generally based on estimators of the covariance matrix using tools such as covariance selection [3] or thresholding of the sample covariance matrix [4] . More recent approaches make assumptions on the graph, and enforce properties such as sparsity of the graph and/or smoothness of the signals [5] - [7] .
A common aspect of all these techniques is that they propose graph inference strategies that directly find a particular topology from the signals based on some priors. Rather than performing a direct graph inference, we explore an approach that proceeds in two steps. First, we characterize the matrices that may explain the relationships among signal entries. Then, we introduce criteria to select a matrix from this set.
In this paper, we consider the case of stationary signals [8] - [10] . These signals are such that their covariance matrix has the same eigenvectors as the graph Fourier transform operator. To simplify the exposition in this paper, we focus here on the case of diffusion matrices, but the same ideas and methods could work for general observations of stationary signals on graphs. We assume that the signals were i.i.d. at some point back in time. The relationships among entries of the signals were then introduced by a diffusion matrix applied a variable number of times on each signal. This matrix has non-null entries only when a corresponding edge exists in the underlying graph, and therefore is compliant with the underlying graph structure, modeling a diffusion process on it. Such matrices are referred to as graph shift operators [11] , [12] , examples of which are the adjacency matrix or the graph Laplacian. Under these settings, we address in this paper the following question: How can one characterize an adapted diffusion matrix from a set of observed signals?
To answer this question, we choose to focus in this paper on a particular family of matrices to model the diffusion process for the signals. Similar results can be obtained with other graph shift operators by following the same development.
We show that retrieving a diffusion matrix from signals can be done in two steps, by first characterizing the set of admissible candidate matrices, and then by introducing a selection criterion to encourage desirable properties such as sparsity or simplicity of the matrix to retrieve. This particular set of admissible matrices is defined by a set of linear inequality constraints. A consequence is that it is a convex polytope, in which one can select a point by defining a criterion over the set of admissible diffusion matrices and then maximizing or minimizing the criterion.
We show that all candidate matrices share the same set of eigenvectors, namely those of the covariance matrix. Along with a theoretical study in which these eigenvectors are assumed to be known, we consider the practical case when only noisy observations of them are available, and observe the speed of convergence of the approximate set of solutions to the limit one, as the number of observed signals increases.
Two criteria for selecting a particular point in this set are proposed. The first one aims to recover a graph that is simple, and the second one encourages sparsity of the solution in the sense of the L 1,1 norm. Additionally, we propose a method to obtain a diffusion matrix adapted to stationary signals, given a graph inferred with other methods based on other priors. This paper is organized as follows. First, Section II introduces the problem addressed in this article, and presents the notions and vocabulary that are necessary for a full understanding of our work. Then, Section III reviews the work that has been done in graph recovering from the observation of signals. Section IV studies the desired properties that characterize the admissible diffusion matrices, both in the ideal case and in the approximate one. Section V introduces methods to select an admissible diffusion matrix in the polytope based on a chosen criterion. Then, in Section VI, these methods are evaluated on synthetic data. Finally, in Section VII, a dataset of temperatures in Brittany is studied, and additional experiments are performed to establish whether current state-of-the-art methods can be used to infer a valid diffusion matrix.
II. PROBLEM FORMULATION
A. Definitions
We consider a set of N random variables (vertices) of interest. Our objective is, given a set of M realizations (signals) of these variables, to infer a diffusion matrix adapted to the underlying graph topology on which unknown i.i.d. signals could have evolved to generate the given M observations.
Definition 1 (Graph):
A graph G is a pair (V, E) in which V = {1, . . . , N} is a set of N vertices and E ⊆ V × V is a set of edges. In the remainder of this document, we consider positively weighted undirected graphs. Therefore, we make no distinction between edges (u, v) and (v, u) . We denote such an edge by {u, v}. A convenient way to represent G is through its adjacency matrix W:
Graph shift operators are defined by Sandryhaila et al. [11] , [12] as local operations that replace a signal value at each vertex of a graph with the linear combination of the signal values at the neighbors of that vertex. The adjacency matrix is an example of graph shift operator, as its entries are non-null if and only if there exists a corresponding edge in E.
Graphs may have numerous properties that can be used as priors when inferring an unknown graph. In this paper, we are particularly interested in the sparsity of the graph, that measures the density of its edge, and in its simplicity. A graph is said to be simple if no vertex is connected to itself, i.e., if the diagonal entries of the associated adjacency matrix are null. These two properties are often desired in application domains. In the general case, we consider graphs that can have self-loops, i.e., non-null elements on the diagonal of W.
A signal on a graph can be seen as a vector that attaches a value to every vertex in V. 
; ∀u ∈ V, and I is the identity matrix of size N . Note that for Ł to be defined, D must contain only non-null entries on its diagonal, which is the case when every vertex has at least one neighbor.
An interpretation of this matrix is obtained by considering the propagation of a signal x on G using Ł. By definition,
2 )x. Therefore, the normalized Laplacian models the variation of a signal x when diffused through one step of a diffusion process represented by the graph shift operator
. More generally, in this paper, we define diffusion matrices as follows:
Definition 4 (Diffusion matrix): A diffusion matrix T is a symmetric matrix such that
where λ i are the eigenvalues of T, in descending order. The idea behind these constraints is that we want to model a diffusion process by a matrix. Such process propagates signal components from vertex to vertex and consequently consists of positive entries indicating what quantity of signal is sent to the neighboring vertices. Enforcing all eigenvalues to have their modulus be at most 1 imposes a scale factor, and has the interesting consequence to cause the series T i x i to be bounded, for any signal x.
Note that by construction, the largest eigenvalue of T Ł is 1. In our experiments, we will use this particular matrix T Ł to diffuse signals on the graph. Other popular matrices could be used instead to diffuse signals. For example, any polynomial of T Ł could be used [13] - [15] .
B. Graph Fourier Transform
One of the cornerstones of signal processing on graphs is the analogy between the notion of frequency in classical signal processing and the eigenvalues of the Laplacian. The eigenvectors of the Laplacian of a binary ring graph correspond to the classical Fourier modes (see e.g., [16] for a detailed explanation). The lowest eigenvalues are analogous to low frequencies, while higher ones correspond to higher frequencies. Using this analogy, researchers have successfully been able to use graph signal processing techniques on non-ring graphs (e.g., [17] , [18] ).
To be able to do so, the Laplacian matrix of the studied graph must be diagonalizable. Although it is a sufficient, but not necessary, condition for diagonalization, we only consider undirected graphs in this article (see Definition 1), for which the normalized Laplacian as defined in Definition 3 is symmetric. Note that there also exist definitions of the Laplacian matrix when the graphs are directed [19] .
To understand the link between diffusion of signals on the graph and the notion of smoothness on the graph introduced in Section II-C, we need to introduce the graph Fourier transform [16] , [20] , that transports a signal x defined on the graph into its spectral representation x:
Definition 5 (Graph Fourier transform): Let Λ = (λ 1 , . . . , λ N ) be the set of eigenvalues of Ł, sorted by increasing value, and X = (χ 1 , . . . , χ N ) be the matrix of associated eigenvectors. The graph Fourier transform of a signal x is the projection of x in the spectral basis defined by X : x X x. x is a vector in R N , in which x(i) is the spectral component associated with χ i .
This operator allows the transportation of signals into a spectral representation defined by the graph. Note that there exist other graph Fourier transform operators, based on the eigenvectors of the non-normalized Laplacian L D − W or on those of the adjacency matrix [11] .
An important property of the normalized Laplacian states that the eigenvalues of Ł lie in the closed interval [0, 2] , with the multiplicity of eigenvalue 0 being equal to the number of connected components in the graph, and 2 being an eigenvalue for bipartite graphs only [20] . We obtain that the eigenvalues of T Ł lie in the closed interval [−1, 1], with at least one of them being equal to 1. Also, since T Ł and Ł only differ by an identity, both matrices share the same set of eigenvectors. If the graph is connected then T Ł has a single eigenvalue equal to 1, being associated with a constant-sign eigenvector χ 1 :
where D is the matrix of degrees introduced in Definition 3, and all other eigenvalues of T Ł are strictly less than 1. Therefore, diffusing a signal x using T Ł shrinks the spectral contribution of the eigenvectors of Ł associated with high eigenvalues more than those associated with lower ones.
It is worth noting that since one of the eigenvalues of T Ł is equal to 1, then the contribution of the associated eigenvector χ 1 does not change after diffusion. Therefore, after numerous diffusion steps, ( x(i)) i∈ [2;N ] become close to null and x becomes stable on any non-bipartite graph. As a consequence, we consider in our experiments signals that are diffused a limited number of times.
C. Smoothness of Signals on the Graph
A commonly desired property for signals on graphs is smoothness. Informally, a signal is said to be smooth on the graph if it has similar entries where the corresponding vertices are adjacent in the graph. In more details, given a diffusion matrix T for a graph G, smoothness of a signal x can be measured via the following quantity:
From this equation, we can see that the lower S(x) is, the more regular are the entries of x on the graph. When using T Ł as a diffusion matrix, signals that are low-frequency, i.e., that mostly have a spectral contribution of the lower eigenvectors of the Laplacian, have a low value of S(x) and are then smooth on the graph. As mentioned above, diffusion of signals using T Ł shrinks the contribution of eigenvectors of Ł associated with higher eigenvalues more than the contribution of the ones associated with lower eigenvalues. Thence the property that diffused signals become low-frequency after some diffusion steps, and hence smooth on the graph. In addition to seeing diffusion as a link between graphs and signals naturally defined on them, this interesting property justifies the assumption, made in many papers, that signals should be smooth on a graph modeling their support [5] - [7] .
D. Stationarity of Signals on the Graph
Considering stationary signals is a very classical framework in traditional signal processing that facilitates the analysis of signals. Analogously, stationary processes on graphs have been recently defined to ease this analysis in the context of signal processing on graphs [8] - [10] .
A random process on a graph is said to be (wide-sense) stationary if its first moment is constant over the vertex set and its covariance matrix is invariant with respect to the localization operator [10] . In particular, white noise is stationary for any graph, and any number of applications of a graph shift operator on such noise leaves the process stationary. This implies that the covariance matrix of stationary signals shares the same eigenvectors as this particular operator (see Section III-D for details).
Diffusion of signals is a particular case of stationary processing. The example we develop in this article when studying diffusion of signals through a matrix T can be generalized to any stationary process and any graph shift operator, with only few adaptations.
E. Problem Formulation
Using the previously introduced notions, we can formulate the problem we address in this paper as follows. Let
e., the entries Y(i, j) are zero-mean, independent random variables. Let k ∈ R M + be an unknown vector of M positive numbers, corresponding to the number of times each signal is diffused before observation.
Given X, we aim to characterize the set of all diffusion matrices 1 T such that there exist Y and k with:
This framework can be seen as a particular case of graph filters [12] , containing only a monomial of the diffusion matrix. From a practical point of view, this corresponds to the setup where all signals are observed at a given time t, but have been initialized at various instants t − k(i). More generally, all polynomials of the diffusion matrix share the same eigenvectors. The key underlying assumption in our work is that each observation is the result of passing white noise through a graph filter whose eigenvectors are the same as those of the normalized Laplacian. Consequently, our approach can be applied to any graph filter ∀i ∈ {1, . . . , M} :
To summarize the following sections, we infer a diffusion matrix in two steps. First, we characterize the convex set of solutions using the method in Section IV. Then, we select a point from this set using some criteria on the matrix we want to infer. The strategies we propose are given in Section V.
III. RELATED WORK
While much effort has gone into inferring graphs from signals, the problem of characterizing the set of admissible graphs under diffusion priors is relatively new, and forms the core of our work. In this section we review related work on reconstructing graphs from the observation of diffused signals and make connections to the approach we consider. Additional approaches exist but consider different signal models such as time series [13] , [21] , band-limited signals [22] or combinations of localized functions [14] , [15] .
A. Estimation of the Covariance Matrix
As stated in the introduction, obtaining the eigenvectors of the covariance matrix is a cornerstone of our approach. They allow us to define a polytope limiting the set of matrices that can be used to model a diffusion process.
Since the covariance matrix Σ E XX is not obtainable in practical cases, a common approach involves estimating Σ using the sample covariance matrix Σ:
where
is an N × M matrix with each row containing the mean signal value for the associated vertex. An interesting property of this matrix is that its eigenvectors converge to those of the covariance matrix as the number of signals increases (see Section IV-B).
Other methods exist to infer a covariance matrix [23] - [26] and may be interesting to consider in place of the sample covariance matrix. Methods for retrieving a sparse covariance matrix based on properties of its spectral norm are described in [23] and [24] . However, these works do not provide any information on the convergence rate of the eigenvectors of their solutions to the eigenvectors of the covariance matrix, as the number of signals increases. Similarly, [25] and [26] retrieve covariance matrices that converge in operator norm or in distribution. An intensive study of covariance estimation methods could be interesting to find techniques that improve the convergence of eigenvectors. This paper focuses on the use of the sample covariance matrix.
B. Graphical Lasso for Graph Inference
A widely-used approach to provide a graph is the graphical lasso [27] , which recovers a sparse precision matrix (i.e., inverse covariance matrix) Θ under the assumption that the data are observations from a multivariate Gaussian distribution. The core of this method consists in solving the following problem,
where Σ is the sample covariance matrix and λ is a regularization parameter controlling sparsity. Numerous variations of this technique have been developed [28] - [31] , and several applications have been using graphical lasso-based methods for inferring a sparse graph. Examples can be found for instance in the fields of neuroimaging [32] , [33] or traffic modeling [34] .
What makes this method interesting, in addition to its fast convergence to a sparse solution, is a previous result from Dempster [3] . In the covariance selection model, Dempster proposes that the inverse covariance matrix should have numerous null off-diagonal entries. An additional result from Wermuth [35] states that the non-null entries in the precision matrix correspond to existing edges in a graph that is representative of the studied data.
Therefore, in our experiments, we evaluate whether considering the result of the graphical lasso as a graph makes it admissible or not to model a diffusion process. However, when considering (6), we can see that the method does not impose any similarity between the eigenvectors of the covariance matrix and those of the inferred solution. For this reason, we do not expect this method to provide a solution that is admissible in our settings.
Close to the graphical lasso, [36] and [37] propose an algorithm to infer a precision matrix by adding generalized Laplacian constraints. While this allows for good recovery of the precision matrix, it proceeds in an iterative way by following a block descent algorithm that updates one row/column per iteration. As for the graphical lasso, it does not force the eigenvectors of the retrieved matrix to match those of the covariance matrix, and therefore does not match our stationarity assumption. Interestingly, these methods could also be mentioned in the next section, dedicated to smoothness-based methods. In particular, [36] has pointed out that minimizing the quantity Tr( ΣΘ) promotes smoothness of the solution when Θ is a graph Laplacian. Additionally, [38] promotes sparsity of the inferred graph by applying a soft threshold to the precision matrix, and shows that the solution matches a smoothness assumption on signals.
C. Smoothness-Based Methods for Graph Inference
Another approach to recover a graph is to assume that the signal components should be similar when the vertices on which they are defined are linked with a strong weight in W, thus enforcing natural signals on this graph to be low-frequency (smooth). Using the definition of smoothness of signals on a graph in (2), we can see that the smaller S(x), the more regular the components of x on the graph.
A first work taking this approach has been proposed by Lake and Tenenbaum [5] , in which they solve a convex optimization problem to recover a sparse graph from data to learn the structure best representing some concepts. More recently, Dong et al. [6] have proposed a similar method that outperforms the one by Lake and Tenenbaum. In order to find a graph Laplacian that minimizes S in (2) for a set of signals, the authors propose an iterative algorithm that converges to a local solution, based on the resolution of the following problem:
where L * is the non-normalized Laplacian recovered, · F is the Frobenius norm, Y is a matrix in R N ×M that can be considered as a noiseless version of signals X, and α and β are regularization parameters controlling the distance between X and Y, and the sparsity of the solution.
Kalofolias [7] proposes a unifying framework to improve the previous solutions of Lake and Tenenbaum, and Dong et al., by proposing a better prior and reformulating the problem to optimize over entries of the (weighted) adjacency matrix rather than the Laplacian. An efficient implementation of his work is provided in the Graph Signal Processing Toolbox [39] . His approach consists in rewriting the problem as an 1 minimization, that leads to naturally sparse solutions. Moreover, the author has shown that the method from Dong et al. could be encoded in his framework.
Graph inference with smoothness priors continues to receive a lot of interest. Recently, Chepuri et al. [40] have proposed to infer a sparse graph on which signals are smooth, using an edge selection strategy. Finally, enforcing the smoothness property for signals defined on a graph has also been considered by Shivaswamy and Jebara [41] , where a method is proposed to jointly learn the kernel of an SVM classifier and optimize the spectrum of the Laplacian to improve this classification. Contrary to our approach, Shivaswamy and Jebara [41] study a semi-supervised case, in which the spectrum of the Laplacian is learned based on a set of labeled examples.
D. Diffusion Based Methods for Graph Inference
Recently we proposed a third approach to recover a graph from diffused signals. In [42] , we study a particular case of the problem we consider here, namely when k is a known constant vector. Let K denote the value in every entry of this vector. We show in [42] that the covariance matrix of signals diffused K times on the graph is equal to T 2K . This implies that we need to recover a particular root of the covariance matrix to obtain T. In more details, if Y is a matrix of mutually independent signals with independent entries, X = T K Y, and Σ is the covariance matrix of X, we have:
using the independence ofY and the symmetry of T. Thanks to K being known, one could then retrieve a matrix T by diagonalizing Σ, taking the 2K-square root of the obtained eigenvalues, and solving a linear optimization problem to recover their missing signs. This reconstruction process was illustrated on synthetic cases, where a graph G is generated, and M i.i.d. signals are diffused on it using the associated matrix T K to obtain X [42] . Experiments demonstrate that when using Σ = T 2K (which is the limit case when M grows to infinity), we can successfully recover T = T.
However, this previous work has two principal limitations:
1) The number of diffusion steps k is constant and known, which is a limiting assumption since in practical applications signals may be obtained after a variable, unknown number of diffusion steps. In this work, we remove this assumption. Taking the 2K-square root of the eigenvalues of Σ is therefore no longer possible.
2) The number of observations M is assumed to be infinite so that we have a perfect characterization of the eigenvectors of the covariance matrix. We also address this assumption in this paper and show that the higher M , the closer the recovered graph to the ground truth. Ongoing work by Segarra et al. [43] , [44] , initiated in [45] , takes a similar direction. The authors propose a two-step approach, where they first retrieve the eigenvectors of a graph shift operator, and then infer the missing eigenvalues based on some criteria. They also study the case of stationary graph processes, for which the covariance matrix shares the same eigenbasis as the graph Fourier transform operator, and use this information to infer a graph based on additional criteria.
However, while the characterization of the set of solutions is identical to ours, our works differ in the matrix selection strategy. Segarra et al. [43] focus on adjacency and Laplacian inference, while we aim at recovering a matrix modeling a diffusion process. Still, note that both of our works can be easily extended to any graph shift operator, by setting up the correct set of constraints. The authors of [43] solve a slightly different problem, where they minimize the 1 norm of the inferred matrix under more constraints than ours, which describe a valid Laplacian matrix. In particular, they enforce the diagonal elements of the solution to be null, thus considering graphs that do not admit self-loops. In more details, they solve the following optimization problem:
where S * is the inferred graph shift operator, S is the set of admissible solutions delimited by their constraints, and χ 1 , . . . , χ N are the eigenvectors of the covariance matrix. Contrary to their approach, we aim at inferring a matrix that can be simple (see Section V-A) or sparse (see Section V-B), rather than selecting a sparse matrix from the set of simple matrices. Among other differences, we propose in Section V-C a method to approximate the solution of any graph inference strategy to make it match our stationary assumption on signals. Our work also explores how the polytope of solutions can be used to evaluate which graph, among a set of given graphs, is the most adapted to given signals.
E. Other Related Work
Shahrampour and Preciado [46] , [47] study the context of network inference from stimulation of its vertices with noise. However, their method implies a series of node knockout operations that need to individually intervene on the vertices.
Also, we note that there exist methods that aim to recover a graph from the knowledge of its Laplacian spectrum [48] . However, we do not assume that such information is available.
Finally, a recent work by Shafipour et al. [49] has started to explore the problem of graph inference from non-stationary graph signals, which is a direct continuation of the work presented in this article and of the work by Segarra et al.
IV. CHARACTERIZATION OF THE SET OF ADMISSIBLE DIFFUSION MATRICES
In this section, we show that the set of diffusion matrices verifying the properties in Definition 4 is a convex polytope delimited by linear constraints depending on the eigenvectors of the covariance matrix of signals diffused on the graph. Then, we study the impact of a limited number of observations on the deformation of this polytope, due to inaccuracies in the acquisition of these eigenvectors.
A. Characterization of the Polytope of Solutions
In the asymptotic case when M is infinite, the covariance matrix Σ of the given signals X is equal to a (fixed) power K of the diffusion matrix. Thus, under these asymptotic settings, X can be obtained using Principal Component Analysis on X [50] . In the more global case when k is a vector, the covariance matrix of the signals is a linear combination of multiple powers of T, and has therefore the same set of eigenvectors, since all powers of a matrix share the same eigenvectors. This is also the case when considering graph filters as in (4) .
In more details, if we consider signals x i = T k(i) y i , we have the following development. We denote by X(i) the signal at the ith column of X, and drop the constant factor and signals mean from (5) for readability:
which is a linear combination of various powers of T, all having the same eigenvectors X . Let us first consider the limit case when the eigenvectors X of Σ are available. Given the remarks in Section II-B, to recover an acceptable diffusion matrix T, we must find eigenvalues
Note that these constraints are driven by the will to recover a diffusion matrix as defined in Definition 4. If we were considering the case of other graph shift operators, these constraints would be different and would yield the definition of different constraints in (13) . As an example, diffusion using a Laplacian matrix would imply the definition of constraints that enforce the diagonal entries to be positive and off-diagonal ones to be negative (see [43] ). Similarly, aiming to recover the diffusion matrix
2 associated with the normalized Laplacian would imply additional constraints.
To illustrate how these properties translate into a set of admissible diffusion matrices, let us consider the randomly generated We compute its associated matrix T Ł and corresponding eigenvectors X . This simulates a perfect retrieval of the eigenvectors of the covariance matrix of signals diffused by T Ł on the graph. For all pairs ( λ 2 , λ 3 ) ∈ [−1, 1] × [−1, 1] (using a step of 10 −2 ), Fig. 1 depicts those that allow the reconstruction of a diffusion matrix.
As we can see, the set of admissible matrices is convex (but non-strictly convex), delimited by affine equations. To characterize these equations, let us consider any entry of index (i, j) in the upper triangular part of the matrix T we want to recover. Since X is assumed to be known, by developing the matrix 
As an example, let us consider a 3 × 3 matrix T with known eigenvectors X . Using the decomposition of T, we can write T(2, 3) as follows:
Enforcing the value of all entries of the matrix to be positive thus defines the following set of
where j ≥ i comes from the symmetry property. Our problem of recovering the correct set of eigenvalues to reconstruct the diffusion matrix thus becomes a problem of selecting a vector of dimension N − 1 (since one eigenvalue is equal to 1 due to the imposed scale) in the convex polytope delimited by (13) . Since the number of possible solutions is infinite, it is an ill-posed problem. To cope with this issue, one then needs to incorporate additional information or a selection criterion to enforce desired properties on the reconstructed matrix. To illustrate the selection of a point in the polytope, Section V presents strategies based on different criteria, namely sparsity and simplicity.
Note that the polytope is in most cases not a singleton. The covariance matrix belongs to the set of admissible matrices, along with all its powers, which are different if the covariance matrix is not the identity. When additional constraints delimit the polytope, for example when enforcing the matrices to be simple, there exist situations when the solution is unique [43] .
B. Impact of the use of the Sample Covariance Matrix on the Polytope Definition
The results discussed above use the eigenvectors X of the limit covariance matrix Σ as M tends to infinity, directly obtained by diagonalizing the diffusion matrix of a ground truth graph under study. Next, we study the impact of the use of the sample covariance matrix Σ of controlled signals respecting our assumptions on the estimation of these eigenvectors.
To understand the impact of using Σ instead of Σ, let us again consider an example 3 × 3 matrix and the associated polytope, as we did in Section IV-A. We generate a random graph with N = 3 vertices by drawing the entries of its adjacency matrix uniformly, and compute its matrix T Ł . Using T Ł , we diffuse M i.i.d. signals (entries are drawn uniformly) a variable number of times (chosen uniformly in the interval [2, 5] ) to obtain X. Then, we compute the sample covariance matrix of X, Σ, and its matrix of eigenvectors X . Fig. 2 depicts in white the ground truth polytope (i.e., the one delimited by (13) using the eigenvectors of Σ) and the polytopes associated with 10 different sample covariance matrices Σ, obtained from different realizations of X. From each of the eigenvector sets of these sample covariance matrices, we determine the pairs ( λ 2 , λ 3 ) that satisfy the criteria in Section IV-A. Then, we plot a histogram of the number of occurrences of these valid pairs.
As we can see, the recovered polytope more accurately reflects the true one as M increases. This coincides with the fact that the sample covariance matrix converges to the real one as M tends to infinity.
In more details, we are interested in the convergence of the eigenvectors of the sample covariance matrix X = { χ 1 , . . . , χ N } to those of the actual covariance matrix X . Asymptotic results on this convergence are provided by Anderson [51] , which extends earlier related results by Girshick [52] and Lawley [53] . Let e i X χ i be the vector of cosine similarities between χ i and all eigenvectors of the actual covariance matrix. Anderson [51] states that, as the number of observations tends to infinity, entries in e i have a Gaussian distribution with a known variance. In particular, when all eigenvalues are distinct, the inner product between the ith (for all i) eigenvector of the covariance matrix, χ i , and the jth (for all j) eigenvector of its estimate, χ j , is asymptotically Gaussian with zero mean and variance
where λ i is the eigenvalue associated with χ i , and λ j is the eigenvalue associated with χ j . As a consequence, the variance depends on the squared difference between λ i and λ j . Additionally, [51] shows that the maximum likelihood estimate λ *
where Q i is the multiplicity of eigenvalue λ i , and L i is the set of integers
ing all indices of equal eigenvalues. In the simple case when all eigenvalues are distinct, (15) simplifies to
The eigenvalues of the sample covariance matrix thus converge to those of the actual covariance matrix as M increases. As M tends to infinity, e i thus tends to the i th canonical vector, indicating collinearity between χ i and χ i . Additionally, [51] provides a similar result for the more general case when eigenvalues may be repeated.
As we can see from (14) , the convergence of the eigenvectors of the sample covariance matrix to the eigenvectors of the true covariance matrix is impacted by the eigenvalues of the matrix used to diffuse the signals. We know that diffusing a signal K times using T is equivalent to T K x. When rewriting this equation in the spectral basis, we obtain (X Λ K X )x, where X and Λ are the eigenvectors and eigenvalues of T. As we can see, the power distributes on the eigenvalues, and due to their location in the interval ] − 1, 1] (with the noticeable exception of bipartite graphs), the term (λ i − λ j ) 2 in (14) gets smaller, and M must grow to achieve the same precision.
To illustrate the impact of the number of diffusions on the convergence of the polytope, let us consider the following experiment. We generate 10 4 occurrences of random adjacency matrices of N = 10 vertices, by drawing their entries uniformly in [0, 1], and enforcing symmetry. Then, for each adjacency matrix, we compute the associated matrix T Ł , and for various values of K and of M , we diffuse M randomly generated signals K times using T Ł . From the diffused signals, we compute the eigenvectors of the sample covariance matrix, and check if the eigenvalues of T Ł are located in the polytope defined by these eigenvectors. Fig. 3 depicts the ratio of times it is the case, for each combination of K and M .
The figure demonstrates that the number of diffusions has some importance in the process. Too small values of K encode too little information on the diffusion matrix in the signals, but values that are too high concentrate the eigenvalues too much around 0. This corroborates that, as the eigenvalues concentrate around 0, it is necessary to have a higher value of M to achieve the same precision.
V. STRATEGIES FOR SELECTING A DIFFUSION MATRIX
As stated in Section IV-A, inferring a valid diffusion matrix, in the sense that it can explain the relationships among signal entries through a diffusion process, reduces to selecting a point in the polytope. Since it contains an infinite number of possible solutions, one needs to introduce additional selection criteria in order to favor desired properties of the retrieved solution.
Note that the polytope describes a set of diffusion matrices as introduced in Definition 4. Given a diffusion matrix T selected from the polytope, unless the degrees of the vertices are known, there is no possibility in the general case to retrieve the corresponding adjacency matrix. However, in the particular case when the associated adjacency matrix is binary, one can just threshold T at 0, setting its non-null entries to 1.
In this section, we first propose to illustrate the selection of points in the polytope, using two criteria: simplicity of the solution, and sparsity. In the first case, we aim at retrieving a diffusion matrix that has an empty diagonal. In the second case, we aim at recovering a sparse diffusion matrix. Additionally, we introduce a third method that performs differently from the two other methods. Numerous graph inference techniques have been developed to obtain a graph from signals, with various priors. While most of them do not require the retrieved matrices to share the eigenvectors of the covariance matrix, it may still be interesting to evaluate whether these matrices are close enough to the polytope. If one can select a point in the polytope that is close to the solution of a given method, while keeping the properties enforced by the associated priors, we obtain a new selection strategy. For this reason, we introduce in this section a method to adapt the solutions of other methods to stationary signals.
A. Selecting a Diffusion Matrix Under a Simplicity Criterion
The first criterion we consider to select a point in the polytope is simplicity of the solution. In other words, we want to encourage the retrieval of a set Λ of eigenvalues that, jointly with the eigenvectors X of the covariance matrix, produce a diffusion matrix that has an empty diagonal. Such a matrix represents a process that maximizes the diffusion of a signal evolving on it, and does not retain any of its energy.
As shown in Section IV-A, since we are considering a diffusion matrix as defined in Definition 4, the polytope of solutions is defined by inequality constraints (13) that each enforce the positivity of an entry in the matrix to recover. A consequence is that if the matrix to be retrieved contains any null entry, then the point we want to select lies on an edge or a face of the polytope, since at least one inequality constraint holds with equality. Enforcing simplicity of the solution is therefore equivalent to selecting a point in the polytope that is located at the intersection of at least N constraints. Using this observation and the fact that the trace of a matrix is equal to the sum of its eigenvalues, retrieving the eigenvalues that enforce simplicity of the corresponding matrix reduces to solving a linear programming problem, stated as follows:
where the two last constraints impose a scale factor.
Equation (17) 
B. Selecting a Diffusion Matrix under a Sparsity Criterion
In many applications one may believe the graph underlying the observations is sparse. Similar to the case when trying to recover a simple graph, finding a sparse admissible solution can be formulated as finding a point at the intersection of multiple linear constraints. To find a sparse solution, we seek the set of admissible eigenvalues for which the maximum number of constraints in (13) are null. This reduces to minimizing the 0 norm of the solution, which is an NP-hard problem [54] .
A common approach to circumvent this problem is to approximate the minimizer of the 0 norm by minimizing the 1 norm instead [55] - [57] . In our case, we use the L 1,1 matrix norm, which is the sum of all entries, since they are all positive. In this section, we adopt this approach and consider again a linear programming problem as follows:
where 1 N is the vector of N entries all equal to one.
C. Adaptation of Other Strategies to Stationary Signals
The two methods introduced before consist in selecting a point in the polytope, given simplicity or sparsity priors. In this section, we take a different point of view. Many graph inference techniques exist in the literature (see Section III), all enforcing different properties of the graph that is retrieved. However, most of them do not impose the eigenvectors of the inferred solution to match those of the covariance matrix. The idea here is to adapt these solutions to stationary signals.
To do so, let us consider an inference method m providing an adjacency or a Laplacian matrix from a set of signals X = (x 1 , . . . , x M ). Let T m be a diffusion matrix associated with the inferred matrix (for example, the one derived from the normalized Laplacian). Let X T m be the eigenvectors of T m , and let X Σ be the eigenvectors of the covariance matrix.
The idea here is to consider T m as if it were expressed in the eigenbasis of X Σ , to check whether it belongs or not to the polytope of admissible matrices. In other words, we want to find a matrix A m such that T m = X Σ A m X Σ . Using the fact that The solution to (19) gives us a set of eigenvalues Λ m = ( λ m 1 , . . . , λ m N ) that represent the best approximation of A m when restricting the search to admissible diffusion matrices. Therefore, the matrix
is the adaptation of the solution of method m to stationary signals. We measure the distance between A m , the projection of T m in the space defined by X Σ , and Λ m , the closest point in the polytope, as follows:
where · F is the Frobenius norm. The closest point in the polytope (in the sense of the Euclidean norm), Λ m , is then found by solving (19) . Finally, the distance between A m and its estimate in the polytope is given by the measure in (20) . This corresponds to the norm of the vector in green. Fig. 4 summarizes provides a graphical illustration of the various steps to compute this distance.
VI. NUMERICAL EXPERIMENTS
To be able to evaluate reconstruction performance of the methods presented in Section V, we first need to design experimental settings. This section introduces a generative model for graphs and signals, and evaluates the performance of the methods Simple and Sparse. The regularization method introduced in Section V-C is evaluated as a means to select a matrix representing best some given signals, among a set of possible matrices. Section VII presents additional experiments and comparisons with other methods from the literature on a non-synthetic dataset of temperatures in Brittany.
Our experiments show that the Simple method succeeds in recovering the ground truth matrix from signals diffused on it, provided that the number of signals is high enough. The Sparse method, while not being able to retrieve the ground truth matrix, infers a matrix that has a lower L 1,1 norm than the matrix yielding the polytope. Additionally, we show that the regularization method allows the selection of the ground truth diffusion matrix from a set of candidate matrices, even for a small number of signals. Finally, comparison with other inference methods on a dataset of temperatures show that the methods Simple and Sparse return the best solutions with respect to their objectives, and that the regularization strategy applied to methods favoring smoothness of signals yields a diffusion matrix on which signals are relatively smooth.
A. Generative Model for Graphs and Signals
In our experiments, we consider randomly generated graphs, produced by a random geometric model. These are frequently used to model connectivity in wireless networks [58] .
Definition 6 (Random geometric graph):
A random geometric graph of parameter R is a graph built from a set of N uniformly distributed random points on the surface of a unit 2-dimensional torus, by adding an edge between those being closer than R according to the geodesic distance d(i, j) on the torus. We then add a weight on the existing edges that is inversely proportional to the distance separating the points. Here, we choose to use the inverse of d(i, j) . The adjacency matrix W of such a graph is defined by:
Note that, by construction, such graphs are simple and relatively sparse. Therefore, we expect methods using such selection criteria to be able to retrieve them.
In some of our experiments, we also consider random graphs generated by an Erdös-Rényi model [59] , in which two vertices are linked with a given probability independently from each other. Such graphs are defined as follows:
Definition 7 (Erdös-Rényi graph): An Erdös-Rényi graph of parameter P is a graph where each edge exists with probability P independently from each other. The adjacency matrix W of such a graph is defined by:
1 with probability P 0 with probability 1 − P .
Once a graph is generated using the model presented above, and given a number M of signals to produce, signals verifying our settings are created as follows 
Y(i).
Once these four steps are performed, the objective becomes: given X and some criteria on the graph to retrieve, infer an estimate T for the diffusion matrix of the signals. To summarize the previous sections, we proceed as follows: 1) Find X , an estimate for the eigenvectors of the diffusion matrix. Here, this is done by computing the eigenvectors of the sample covariance matrix. 2) Using X , compute the constraints in (13) that define the polytope of solutions. 3) Select a point from the polytope, using one of the strategies in Section V.
B. Error Metrics
To be able to evaluate the reconstruction error for our techniques, we use multiple metrics. Let T be the ground truth diffusion matrix, with eigenvalues Λ = (λ 1 , . . . , λ N ) , and let T be the one that is recovered using the assessed technique, with eigenvalues Λ = ( λ 1 , . . . , λ N ) .
The first metric we propose is the mean error per reconstructed entry (MEPRE):
This quantity measures the mean error for all entries in the reconstructed matrix, where we first normalize T and T using their Frobenius norm · F to avoid biases related to scale. The second metric we propose is the reconstruction error of the powered retrieved eigenvalues (REPRE). We define it as the Euclidean distance between the K th-power of the ground truth vector of eigenvalues Λ K and the recovered ones Λ, for the best value of K possible:
Here, the normalization using · ∞ comes from the constraint in Section IV-A that the highest eigenvalue should be equal to 1. Therefore, it imposes a scale on the set of eigenvalues. Also, we divide the error by N to make it independent of the number of vertices.
Since in the limit case Σ = T 2K , for an unknown K ∈ R, then the algorithms should be able to recover at least a power of T. Indeed, there is absolutely no way to distinguish for example one step of diffusion of a signal x using T 2K (i.e., T 2K x) and two diffusion steps of x using T K (i.e., T K 2 x). A consequence is that, if the algorithm cannot fully retrieve T, a power of T should also be an acceptable answer.
These two metrics provide information on the ability of methods to infer a diffusion matrix that is close to the ground truth one, or one of its powers. More classical metrics are also considered to evaluate whether the most significant entries of the inferred matrices correspond to existing edges in the ground truth graph. Since such metrics are defined for binary, relatively sparse graphs, we evaluate them on thresholded versions of the inferred matrix. Entries of the inferred matrix that are above this threshold t are set to 1, and others are set to 0. The resulting matrix is denoted in the following equations as T t . To find the optimal value, we perform an exhaustive search among all possible thesholds, and keep the one that maximizes the F-measure, defined below.
The first metric we consider is the Precision, measuring the fraction of relevant edges among those retrieved.
where · 0,1 denotes the L 0,1 matrix norm, that counts the number of non-null entries.
A second metric we consider is the Recall, that measures the fraction of relevant edges effectively retrieved.
Both metrics are often combined into a single one, called Fmeasure, that can be considered as a harmonic mean of precision and recall.
Note that in practical cases, the optimal threshold is not available, and depends on a desired sparsity of the inferred matrix. In the following experiments, we show the compromise between true positive edges and false positive edges for all possible thresholds using ROC curves.
C. Performance of the Simple Method
In the situation when the eigenvectors are not available, due to a limited number of signals, recovery methods must use estimated eigenvectors. Linear programming problems introduced in Section V must then be solved on a polytope defined by noisy eigenvectors. We have previously shown in Section IV-B that increasing the number of signals allows this approximate polytope to be more precise. The following experiments evaluate the quality of the solutions retrieved by the two methods introduced in Section V-A and Section V-B.
Fig . 5 illustrates the convergence of the Simple method to a solution, when the number of signals increases. In this experiment, we generate 1000 random geometric graphs (N = 10, R = 0.6) and, for each of them, we diffuse M ∈ {10
i } 1≤i≤6 signals using T Ł , as described in Section VI-A. For each configuration, we retrieve a diffusion matrix by solving the problem in (17) using the CVX [60] package for MATLAB [61] , with default parameters. Then, we compute the mean errors, and measure the distance to the ground truth solutions in terms of trace value, which is the objective function in (17) :
which in our case simplifies to diff simple (T Ł , T)
These results show that both error measurements decreaseexcept for very low values of N due to the high varianceas M increases. As the approximate polytope converges to the ground truth one, the solution of (17) converges to the ground truth matrix T Ł used to produce the signals. This is confirmed by performance metrics as well as the ROC curves, which indicate that the ground truth edges are recovered more successfully as the number of signals increases.
As stated in Section VI-A, matrices generated using the random geometric model are by construction simple, and have therefore null traces. When defining the polytope using inequalities in (13), we enforce the positivity of all entries of the admissible matrices. Therefore, T Ł is a matrix for which eigenvalues lie on a plane where λ 1 + λ 2 + λ 3 = 0. While the optimal solution may not be unique (see below), counter-examples to this uniqueness must respect particular constraints and are very unlikely to happen for random matrices as well as for non-synthetic cases. As a consequence, minimizing the sum of the eigenvalues as an objective function enforces the retrieval of the correct result in nearly all cases. This implies that the error measurements will certainly converge to 0 as M grows to infinity. This can easily be verified by replacing X by X -the eigenvectors of T Ł -in (13) for the resolution of (17).
As stated above, the solution is not necessarily unique. Multiple matrices with a minimum trace can be found when there exists a frontier of the polytope along which all points have a sum that is minimal among all admissible vectors of eigenvalues. As an example, let us consider the 8 × 8 Hadamard matrix as a matrix of eigenvectors X : When defining the polytope associated with these eigenvectors using constraints in (13), we obtain for T(2, 6) the following constraint:
where C is some value that does not depend on λ 2 and λ 3 . As a consequence, any point located on this particular plane corresponds to a matrix with identical sum of eigenvalues, leading to the same trace. When considering random matrices or nonsynthetic cases, the case when there exists such a plane that is aligned with the objective is very unlikely.
D. Performance of the Sparse Method
In this section, we perform the same experiment as for the Simple method, but solving the problem in (18) instead of (17) . Here, since we minimize the L 1,1 norm as an objective function, we measure the mean difference between the sparsity of the retrieved matrices and the sparsity of the ground truth matrices T Ł , computed as follows:
For space considerations, the results are not detailed here. Contrary to the method for selecting a simple graph in Section V-A, we have observed that the error and performance measurements stay approximately constant for all values of M (MEPRE ≈ 0.1, REPRE ≈ 6 × 10 −2 , diff sparse ≈ −2 × 10 −2 , F-measure ≈ 0.76). Similar results were obtained for additional experiments conducted on random geometric graphs with different values of R to assess different levels of sparsity.
The results suggest that the method fails at recovering the matrix that was used for diffusing the signals, even when the number of observations is high. However, the negative difference indicates that the method does not fail at recovering a sparse graph, in the sense of the L 1,1 norm. Graphs generated using the random geometric model, while being sparse by construction, are not necessarily the sparsest within the associated admissible set, especially when considering the L 1,1 norm. This implies that, as the number of signals increases, the method in fact converges to the sparsest solution in the polytope, although it is in most cases not the matrix we started from. Replacing X by X -the eigenvectors of T Ł -in (13) for the resolution of (18) confirms that there exist sparser solutions than the ground truth graph.
Note that in their work, Segarra et al. [43] also use the L 1,1 norm minimization as an objective, and succeed in retrieving the ground truth graph. This is the case because they have additional constraints that enforce the solution to be simple. Therefore, the set of solutions is a lot smaller, and the solution is most likely unique.
E. Impact of the Parameters
The quality of the solutions inferred by the methods assessed above mostly depends on how close the eigenvectors of the sample covariance matrix are from the ground truth ones. Noticing that the density of eigenvalues in the interval [−1, 1] increases with N for any diffusion matrix, it follows that larger graphs have eigenvalues pairwise closer than for smaller graphs. In this respect, Section IV-B tells us that the number of signals necessary for a precise estimate of the covariance matrix needs to be higher for larger graphs. This raises the question of the scalability of this method.
For a fixed value of M = 10 5 signals, we study the performance of the Simple and Sparse methods on random geometric graphs of orders ranging from N = 10 to N = 100 vertices. For each value of N , we set R ∝ 1 √ N so that the value of N does not impact the average neighborhood of each vertex. This value is chosen in accordance with the experiments performed earlier in this section. Fig. 6 depicts the F-measure performance measurements obtained for the Simple and Sparse methods, for 1000 occurrences of random geometric graphs with the previously described settings. Additionally, we plot in this figure the results obtained for other families of graphs, namely Erdös-Rényi graphs with P ∝ log N N , and the ring graph of N vertices. These measurements confirm that the inference methods need a large quantity of signals to work properly. Additionally, it appears that the family of graphs has an impact on the reconstruction performance. The ring graph has repeated eigenvalues, which has a strong impact on the convergence of the eigenvectors of the sample covariance matrix to those of the real covariance matrix (see Section IV-B and [51] ). However, this is a marginal case, since real-weighted graphs almost surely have distinct eigenvalues, as illustrated by the studies on random geometric and Erdös-Rényi graphs. Another parameter that has importance on these experiments is the number of diffusions of signals before observations, represented by the vector k. This has been illustrated in Section IV-B.
F. Application of Regularization to Graph Hypothesis Testing
To evaluate the practical interest of the regularization strategy introduced in Section V-C, let us consider the situation where some signals are observed, and various diffusion matrices are provided by inference methods to explain these signals. The objective is to determine which of the proposed solutions matches the signals best under a stationarity assumption.
In the following experiment, we proceed as follows: let (T 1 . . . T 20 ) be a set of 20 diffusion matrices corresponding to graphs of N = 10 vertices, equally divided into random geometric graphs (with R drawn uniformly in [0.2, 0.6]) and Erdös-Rényi graphs (with P drawn uniformly in [0.2, 0.6]). For each of these matrices, let us diffuse M random signals as detailed in Section VI to obtain observations (X 1 . . . X 20 ) , where X i is the set of signals obtained after diffusion by T i . From these sets, we can compute the eigenvectors of the sample covariance matrices ( X 1 . . . X 20 ).
For each matrix of eigenvectors X i , i ∈ {1, . . . , 20}, and for each diffusion matrix T j , j ∈ {1, . . . , 20}, we compute the distance between the polytope yielded by X i and the projection of T j in the space of the polytope (see Section V-C) using (20) . The graph that minimizes the distance is then selected as the most appropriate. Fig. 7 depicts the ratio of times T i is selected as The results show that the regularization strategy selects the matrix used to diffuse the signals in most cases, even when M is low. Additional experiments were performed for larger graphs, and similar results were observed. Also, increasing the number of signals eventually leads to a selection of the correct diffusion matrix in all cases. This experiment illustrates that the regularization strategy introduced in Section V-C can be successfully used to select the graph that is the most adapted to given signals among a set of candidates.
An interesting direction for future work includes evaluation of the performance of the method when considering selection of the most adapted matrix from noisy versions of T i .
VII. EVALUATION OF INFERENCE METHODS ON A DATASET
The two methods introduced in Section V-A and Section V-B present solutions to infer a graph from signals, while ensuring that it is compliant with our diffusion prior. While other methods from the literature do not clearly impose this prior, evaluating whether they provide solutions that match a diffusion assumption is interesting, as it would provide additional selection strategies for admissible diffusion matrices if it is the case. This section explores the application of the regularization strategy in Section V-C to the method of Kalofolias [7] , and shows that it provides matrices that do not belong to the polytope of solutions. The closest point in the polytope is considered, and evaluation on a dataset shows that the result has interesting similarities with the original matrix.
Throughout this section, we study an open dataset 2 of temperature observations from 37 weather stations located in Brittany, France [62] . Our inference methods, as well as other existing methods, are evaluated on this dataset in terms of sparsity, trace of the solution, and smoothness.
A. Detailed Evaluation of the Method from Kalofolias
The method from Kalofolias has two major qualities: it recovers a graph in a very short amount of time, and encourages smoothness of the solution, which can be a desirable property. To evaluate whether the retrieved solution happens to match a diffusion process, let us consider the following experiment: 1) Let G be a random geometric graph of N = 10 vertices (R = 0.6), and let T Ł the diffusion matrix associated with Fig. 8 . Number of times a distance to the ground truth polytope was observed using either the method from Kalofolias [7] (20) gives us the distance between the polytope and the inferred solution.
3) Additionally, we generate a random geometric graph G R (independent from the ground truth one) fromX, using the same settings as for G (N = 10, R = 0.6). This gives us a baseline of how close a random graph with the same edges distribution can be to the ground truth one, and gives information on whether the results of Kalofolias are closer to the ground truth than a random matrix. Again, (20) measures the distance between the polytope and the associated matrix T Ł R . We perform these three steps for 10 5 occurrences of random geometric graphs. Let d K be the vector of distances to the polytope obtained for each ground truth graph using the method of Kalofolias, and d R the vector of distances to the polytope for the baseline random graphs. In Fig. 8 , we plot a histogram of the number of times each distance was observed.
From these results, a first observation is that neither the methods from Kalofolias nor the random method ever returned a graph that was located in the polytope of solutions. Two direct interpretations of this result can be made: first, it implies that the set of admissible matrices per ground truth graph is small relatively to the set of random graphs. Second, it implies that the method from Kalofolias does not succeed in recovering a graph that matches diffusion priors on the signals.
Mann-Whitney U test [63] on d K and d R shows that the distributions differ significantly (U = 9.9813 × 10 7 , P < 10
two-tailed). This implies that the results obtained with the method from Kalofolias are most of the time closer to an admissible matrix than random solutions. This observation can be explained by the remarks in Section II-C. Diffusion of signals on a graph tends to smoothen them, as the low frequencies are atten- uated slower than higher ones. Since the method of Kalofolias retrieves a graph on which signals are smooth, the observation that it provides solutions that are closer to the polytope than random solutions is quite natural. The question is then whether the closest point to the retrieved solution in the polytope has interesting properties. Let us evaluate this solution on the dataset of temperatures. Fig. 9 depicts the 10% most significant connections in the adjacency matrix of the graph G K retrieved by Kalofolias, as well as those of the matrix associated with the closest point in the polytope, T = X Λ X , where Λ is the solution of (19) .
The method from Kalofolias retrieves a matrix that has stronger connections between stations with similar locations. There is a strong connectivity among stations located on the south coast of Brittany. Stations located more in the land also tend to be linked to close inland stations. The regularized matrix appears to keep these properties: the strong links on the coasts still appear, and the result also still gives importance on the coastal versus inland aspect of the stations. Still, differences can be seen, as the regularized matrix appears to give more importance to the relations between stations on the north coasts. Such relations also exist in the original matrix, but are not depicted due to the threshold.
When computing the total smoothness of the signals with both matrices, we obtain that the solution from Kalofolias has a higher value of smoothness (see Table I ) than the closest point in the polytope. This implies that the signals are smoother on the approximate matrix than on the one recovered by the method of Kalofolias. This may seem counter-intuitive, since the solutions of the method by Kalofolias are not restricted to the polytope. However, the method from Kalofolias imposes inference of a matrix with an empty diagonal, which is not the case of the approximate one. These measurements, in addition to those below, suggest that inferring a graph using the method from Kalofolias, and considering the closest point in the polytope, is an interesting method to infer a valid graph on which signals are smooth.
B. Evaluation of Graph Inference Methods on the Dataset
We have proposed in Section V-C a technique to find a valid matrix in the polytope that approximates the solution of any method. Therefore, it is possible to evaluate all methods in terms of properties, such as L 1,1 sparsity, trace, or smoothness. Since all methods do not impose the same scale on the inferred matrices, these quantities are computed for the inferred diffusion matrices after normalization such that their first eigenvalue equals one, as in the constraints in Definition 4.
When applying our methods Simple (Section V-A) and Sparse (Section V-B), as well as those of Kalofolias [7] , Segarra et al. [43] and the graphical lasso [27] on the dataset of temperatures, we have obtained the results in Table I .
Elements in bold denote the method performing best among those that return a solution located in the polytope. If a method provides a solution that does not belong to the polytope, the distance to the closest point is indicated in the first column. The last column indicates the total smoothness for all signals, i.e., S(X) x∈X S(x). First, we notice that the method from Segarra et al. [43] returns a matrix that is at a distance of 0.0062 from the polytope. As the polytope description is the same for their method and for ours, we would expect this distance to be 0. This small difference comes from their implementation. In order to keep their equality constraints enforcing the elements in the polytope to have an empty diagonal, while coping with the noise in the eigenvectors, they allow small deviations from the polytope. They do not return a matrix S * that shares the eigenvectors of the covariance matrix, but a matrixŜ * such that S * −Ŝ * F ≤ ε. Here, experiments were performed for ε = 10 −3 . For this reason, the matrix they return is located slightly outside of the polytope of solutions. When considering the closest point to this result in the polytope, it appears to be very close to the solution returned by the Simple method.
As expected, the Sparse method recovers the matrix with the lowest L 1,1 norm. It is also interesting to remark that the projection of the solution of the graphical lasso on the polytope is smoother than the projection of the solution obtained by the method from Kalofolias. This echoes the remark in Section III-B that minimization of the quantity Tr( ΣΘ) in (6) tends to promote smoothness of the signals on the graph when Θ is a Laplacian matrix, which appears to be encouraged by the regularization algorithm. Note that the method from Kalofolias infers a graph which projection on the polytope gets the second best smoothness score, while having a small trace. On the other hand, the solution inferred by the graphical lasso appears to have most of its energy on the diagonal entries. This is confirmed by the traces of the matrices, both for the original solution and its approximate in the polytope. Therefore, these two solutions provide interesting ways to find a graph on which stationary signals are smooth, with different simplicity assumptions.
VIII. CONCLUSIONS
In this article, we have proposed a method for characterizing the set of matrices that may be used to explain the relationships among signal entries assuming a diffusion process. We have shown that they are part of a convex polytope, and have illustrated how one could choose a point in this particular set, given additional selection criteria such as sparsity of simplicity of the graph to infer. In practical cases, a correct characterization of the solutions requires a precise estimate of the eigenvectors of the sample covariance matrix, which implies availability of a sufficient number of observations, and a relatively small noise. Finally, we have shown that most of other existing methods do not infer matrices that belong to the polytope of admissible solutions for stationarity signals, and have introduced a method to consider the closest valid matrix. An experiment was performed to illustrate that this particular method can be useful for graph hypothesis testing.
Future directions based on this work are numerous. First of all, reviewing the covariance estimation techniques is an interesting direction, as acquisition of the eigenvectors of the covariance matrix is a cornerstone of our approach, and some techniques may provide such information more precisely than the sample covariance. We could also explore new strategies to select a point in the polytope, for example by enforcing the reconstruction of a binary matrix. Another interesting direction would then be to propose selection strategies that do not imply the full definition of the
constraints defining the polytope. Finally, our immediate next work will be to complement our experiments on graph hypothesis testing, considering noisy versions of the candidate diffusion matrices.
