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1Kapitel 1
Einleitung
Intelligente technische Systeme begegnen uns bereits heute im Alltag. Nicht
als menschenähnliche und ebenbürtige Agenten, sondern als Gebrauchs-
techniken, die in bestimmten Anwendungsbereichen und in einem begrenz-
ten Aktionsrahmen oft sogar als hochgeistig geltende Aufgaben souverän
erledigen. Zu den von intelligenten Techniken geleisteten Aufgaben zählen
beispielsweise Vorausplanungen, Situationserfassungen sowie Störungsma-
nagement; gelegentlich verarbeiten diese Systeme sogar historisches Wis-
sen. Ein aktuelles prominentes Beispiel für die Leistungsfähigkeit intelli-
genter technischer Systeme ist das Computersystem AlphaGO, welches das
Spiel Go mit Bravour meistert und sogar dazu in der Lage ist, einen mensch-
lichen Großmeister zu schlagen.1 Darüber hinaus gibt es mittlerweile über
den ganzen Globus verteilte intelligente Computersysteme wie z. B. Such-
maschinen im Internet, personalisierte Online-Werbung, Fahrerassistenz-
systeme, Auto-Trading (für Aktien), Heiz- und Klimatechnik im Smart-Home
sowie eine große Bandbreite an Mensch-Roboter-Interaktionen, die von der
industriellen Fertigung bis zu Einsätzen im Alten- und Pflegeheim oder im
häuslichen Umfeld reichen.
Die Forschung schreitet schnell voran, so dass in immer mehr Bereichen
des alltäglichen Lebens intelligente Systeme neu implementiert werden oder
vormals etablierte Techniken durch intelligente ersetzt werden. Die Techno-
logien der Industrie 4.0, autonom fahrende Automobile sowie algorithmen-
basierte Systeme zur Vermittlung von Übernachtungsmöglichkeiten oder
Fahrdienstleistungen sind weitere Beispiele für aktuelle Trends. In der Pra-
xis der technischen Gestaltung werden die oben genannten Techniken ganz
selbstverständlich in einem undifferenzierten Sprachgebrauch als intelligen-
te Systeme bezeichnet.
Es ist Ziel dieser interdisziplinären Arbeit, das alltägliche Handeln in in-
telligenten Systemen philosophisch zu untersuchen und zu diskutieren, wel-
che Konsequenzen sich aus diesen Überlegungen für die technische Gestal-
tung intelligenter Systeme ergeben. In der Arbeit wird argumentiert, dass es
1Siehe u. a.: https://www.scientificamerican.com/article/how-the-computer-beat-the-
go-master/.
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hinreichende Gründe gibt, Intelligenz als Terminus zur Charakterisierung
bestimmter technischer Systeme zu verwenden. Der Geltungsbereich, nach
der eine Technik als intelligent bezeichnet werden kann, ist Gegensand der
Erörterung.
In einer ersten Annäherung zeichnen sich intelligente technische Sys-
teme, kurz intelligente Systeme, durch die Möglichkeit aus, selbstständig-
adaptiv zu agieren. Von einem selbstständigen Verhalten spreche ich bei
technischen Systemen dann, wenn Umgebungsvariablen, wozu Situatio-
nen, Nutzer und ihre Präferenzen, aber auch bestimmte ökonomische und
soziale Entwicklungen gehören können, von dem technischen System ge-
deutet werden und sich aus diesen Deutungen ein situationssensitives Agie-
ren folgt, was als Adaption bezeichnet wird. Der Begriff der Deutung wird
verwendet, um den sonst naheliegenden Begriff der Interpretation zu ver-
meiden, der häufig mit dem Anspruch eines Verstehens verbunden wird.
Deuten dagegen legt nahe, dass es bloße Anzeichen gibt, dass etwas der
Fall ist. Eine Präzisierung des Konzepts maschineller Deutung als Basis
des Agierens intelligenter Systeme ist Gegenstand der Arbeit (2.1.2). Bei-
spielsweise deuten Fahrerassistenzsysteme die Verkehrssituation bzw. den
Zustand des Fahrers und treffen gegebenenfalls sicherheitsrelevante Ent-
scheidungen. Das Gleiche gilt für Internet-Suchmaschinen, die die Sucher-
gebnisse an das bisherige Suchverhalten von Nutzern und an die zur Ver-
fügung stehenden Daten der geographischen Verortung des Suchenden an-
passen.
Was folgt daraus für das alltägliche Verhältnis zwischen Technik und
Mensch, wenn die Techniken in der hier skizzierten Weise selbstständig-
adaptiv agieren? Es wird argumentiert, dass ein Bedarf besteht, existieren-
de Ansätze, die das alltägliche Mensch-Technik-Verhältnis in philosophi-
scher Hinsicht beschreiben, zu präzisieren und zu erweitern (siehe Kapi-
tel 3).
Diese Auseinandersetzung erfolgt anhand der Analyse einer spezifi-
schen Mensch-Technik-Beziehung, in der sich ein alltägliches Handeln mit
Technik ausdrückt, die als Hybridisierung beschrieben wird.2 Hybride For-
men sind Mischformen aus zwei oder mehreren vormals getrennten En-
titäten oder Systemen. Der Begriff Hybridisierung findet in vielen wissen-
schaftlichen und außerwissenschaftlichen Kontexten Verwendung, die aber
2Eine Reihe von Publikationen in unterschiedlichen Disziplinen beziehen sich explizit
auf diesen Begriff: Hård und Jamison, 2013, Latour, 2006, Krämer, 2008, Rammert und
Schulz-Schaeffer, 2002.
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nicht immer einer einheitlichen und strengen Bedeutung folgen. Unter an-
derem können Textsorten, kulturelle Identitäten oder Antriebstechniken hy-
bride Verbindungen eingehen.3 Die Hybridisierung von Mensch und Tech-
nik ist nicht nur Thema der Technikphilosophie, sondern auch der Technik-
soziologie und der Technikgeschichte.
Die Hybridisierung wird in der hier vorliegenden Arbeit nicht als ein
Mensch-Technik-Verhältnis als Folge einer bestimmten modernen Technik
aufgefasst, sondern als ein die gesamte Menschheitsgeschichte durchzie-
hendes Verhältnis. Von einer Hybridisierung lässt sich immer dann spre-
chen, wenn Menschen funktionale Verbindungen mit technischen Artefak-
ten und Systemen eingehen, die ihr tagtägliches Agieren und Wahrnehmen
leiten. Nicht jedes Verhältnis von Mensch und Technik kann als Hybridi-
sierung beschrieben werden, sondern nur funktionale Verbindungen, das
heißt solche, in denen die Zielerreichung in Zusammenhang mit der Tech-
nik steht.4
Eine Hybridisierung als Prozess hat stattgefunden, wenn der Hausmann
gewohnheitsmäßig die Haushaltsgeräte nutzt, um den Alltag mit den Kin-
dern zu organisieren oder der Werkzeuggürtel der Handwerkerin zum selbst-
verständlichen Accessoire ihres alltäglichen Arbeitens geworden ist.5 Geht
man von dieser Konzeption aus – deren präzise Rekonstruktion ein zentra-
ler Teil der theoretischen Arbeit darstellt (siehe Kapitel 3) – stellt sich die
Frage, unter welchen Umständen das Verhältnis zwischen Menschen und
intelligenter Technik als eine Hybridisierung verstanden werden kann.
Im Forschungsfeld des Ubiquitous Computing, auf das ich mich in mei-
ner Arbeit beziehe und das den Rahmen vorgibt, innerhalb dessen die prak-
tischen Experimente dieser Arbeit verortet werden können, gibt es seit sei-
nen Anfängen in den 90er Jahren einen starken Wunsch, Techniken mit in-
telligenten Befähigungen zu entwickeln, die in den menschlichen Alltag inte-
grierbar sind und dabei die Nutzer selbstständig unterstützen.6
Bei dem Verhältnis von Mensch und intelligenter Technik handelt es
sich um eines, das aktuell aus Sicht der technischen Entwicklung im Ubi-
quitous Computing als problematisch aufgefasst wird. Das zeigt sich vor
3Beispielsweise die Verbindung von Glosse und wissenschaftlichem Text, die Vermi-
schung kultureller Identitäten im Kontext von Migration oder die funktionale Verbindung
von Verbrennungs- und Elektromotor.
4Ein Mensch-Technik-Verhältnis, bei dem es sich um keine funktionale Verbindung han-
delt, ist beispielsweise das Verhältnis von Anwohnern zu einer lauten Umgehungsstraße.
Sie können mit ihr nur eine Beziehung eingehen, etwa indem sie lernen, die Straße weitest-
gehend zu ignorieren.
5In der Arbeit wird der Begriff der Hybridisierung hauptsächlich im Sinne eines Prozes-
ses verstanden und das Ergebnis dieses Prozesses als ein Hybrid.
6Siehe die Vision von Weiser, 1991, die in 2.2 ausführlich besprochen wird.
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allem in der bestehenden Verunsicherung von Nutzern über die Leistungs-
fähigkeit und Adaptionsfähigkeit der Technik oder in den Schwierigkeiten
bei der Zuordnung der eigenen Handlungsanteile und handlungsähnlichen
Anteile des Systems am Gesamtverhalten. So zeigen beispielsweise Unter-
suchungen, dass Verunsicherungen im alltäglichen Umgang in einer in-
telligenten Smart-Home-Anwendung auftreten können (4.2). Eine wissen-
schaftliche Auseinandersetzung mit diesem Verhältnis aus Sicht der Tech-
nikgestaltung findet im Forschungsbereich der Mensch-Maschine-Interaktion
statt (diese wird in der Arbeit aufgrund der englischen Übersetzung Human-
Computer Interaction als HCI abgekürzt).
Im Rahmen des interdisziplinären Interesses der Arbeit dienen die phi-
losophischen Überlegungen zur Hybridisierung als Grundlage dafür, Kon-
sequenzen für die Technikgestaltung zu ziehen.
1.1 Zielstellung, Ausrichtung, Gang der Arbeit und Me-
thode
Im Titel dieser Arbeit wird von einem Handeln in .. gesprochen, da dadurch
und im Gegensatz zu einem Handeln mit .. die sonst naheliegende Charakte-
risierung der Technik als Werkzeug (Instrument oder Tool) vermieden wer-
den soll. Dabei ist hier das Verhältnis von Menschen und intelligenter Tech-
nik aus einer auf das Individuum gerichteten Perspektive von Interesse.
Der Einzelne wird als Nutzer bzw. als Akteur im Umgang mit technischen
Systemen verstanden. Der Arbeit geht es dabei nicht um die Verhältnis-
bestimmung von Technik und Mensch aus einer gesellschaftstheoretischen
Perspektive.
Die Arbeit bewegt sich in ihrer interdisziplinären Ausrichtung zwischen
Philosophie und Informatik, spezifischer zwischen Technikphilosophie und
Ubiquitous Computing, wobei Letzteres wiederum ein Teilgebiet des Be-
reichs der HCI ist. Ziel ist es, dem Anspruch beider Disziplinen nachzu-
kommen. Das heißt, dass die philosophische Auseinandersetzung dahin-
gehend geführt wird, dass sie zu methodischen Problemlösungen beim Ge-
stalten intelligenter Techniksysteme beitragen kann. In diesem Kontext wer-
den die diskutierten philosophischen Konzepte veranschaulicht, geschärft
und weiterentwickelt. Mit der interdisziplinären Ausrichtung ist zudem
der Anspruch verbunden, dass diese Arbeit in gleicher Weise die Grundla-
gen und Hintergründe zweier Disziplinen berücksichtigt und transparent
zu machen versucht, um sie für Leser beider disziplinärer Hintergründe
lesbar zu machen.
Im Forschungsfeld der HCI wurden seit den Anfängen dieser Disziplin
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bei der Entwicklung technischer Design-Strategien Anleihen bei der Philo-
sophie gemacht.7 Die hier vorliegende Arbeit ist methodisch mit diesen An-
sätzen verwand, wobei der Fokus der genannten Arbeiten in einem höhe-
ren Maße auf der technischen Umsetzung und Entwicklung einer Design-
Strategie liegt, die von den philosophischen Theorien zwar inspiriert sind,
selbst aber keine tiefer gehende theoretische Diskussion enthalten. In der
Philosophie gibt es andererseits eine Reihe von Arbeiten, die sich mit Com-
putertechnologien und intelligenten Techniksystemen befassen.8 Bei diesen
Ansätzen spielt zwar die theoretische Auseinandersetzung und begriffliche
Schärfung eine zentrale Rolle; die Konzeptionen werden aber weniger mit
Blick auf die konkrete Gestaltungspraxis technischer Systeme reflektiert. Es
gibt sowohl bei Wiegerling und Hubig, als auch bei Verbeek Vorschläge
für eine praktische Gestaltungsstrategie, aber keine Umsetzung und Erpro-
bung der Konzepte. Die hier vorliegende Arbeit ist ein Versuch, die Lücke
im Rahmen eines interdisziplinären Ansatzes zu schließen.
Die Arbeit ist in fünf thematische Kapitel unterteilt. Im anschließenden
zweiten Kapitel werden die für die Arbeit wichtigen begrifflichen Grund-
lagen erörtert. In diesem Zusammenhang wird ein vertieftes Verständnis
von intelligenten technischen Systemen erarbeitet und eine Einführung in
die Vision des Ubiquitous Computing gegeben. Ebenso werden zwei grund-
legende Mensch-Technik-Verhältnisse im Ubiquitous Computing vorgestellt,
die wiederholt der Veranschaulichung der theoretischen Überlegungen die-
nen.
Das dritte Kapitel untersucht sowohl medienphilosophisch als auch
leibphänomenologisch das Konzept der Hybridisierung. Das Ergebnis die-
ses Kapitels ist eine Konzeption, die es zu verstehen ermöglicht, wie Men-
schen durch Technik in einer alltäglichen, individuellen Konstellation hy-
bridisiert werden und wie sich die Möglichkeiten dieser Verbindung in Be-
zug auf intelligente Technik verändern. Die theoretischen Überlegungen le-
gen auch frei, warum der Umgang mit intelligenten Systemen problema-
tisch werden kann. Es wird gezeigt, inwiefern von einer weitgehenden Un-
möglichkeit einer Mensch-AI-Hybridisierung gesprochen werden sollte, die
sich dadurch erklären lässt, dass die Spuren der Medialität der Technik im
Umgang für die Nutzer verloren gehen.
Die Möglichkeit eines Spurenlesens im Erlernen bzw. Erproben von Um-
gangsweisen ist eine Bedingung für eine Gewöhnung an eine neue Technik,
die als Hybridisierung bezeichnet werden kann und die in einem selbstver-
ständlichen und vertrauten Umgang mit der Technik besteht. Im anfängli-
chen Umgang mit neuer Technik können Erwartungen an eine bestimmte
7Suchman, 1987, Fällman, 2003, Svanæs, 2013.
8Wiegerling, 2011, Hubig, 2015, Verbeek, 2005, Rammert und Schulz-Schaeffer, 2002.
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Zielerreichung enttäuscht, erfüllt oder sogar übererfüllt werden. Das Erleb-
nis einer Enttäuschung, verstanden als Störung des Vollzugs, ist ein Beispiel
für eine Erfahrung, die, wenn die Störung identifiziert ist, zu einer Spur des
Mediums wird. Das Spurenlesen führt zu einer Vorstellung medialer Ver-
fasstheit und macht u. a. eine adäquate Handlungs- und Erwartungskor-
rektur für die weitere Nutzung möglich und führt zu einem selbstverständ-
licheren Umgang.
Auch im Erproben bzw. Erlernen eines Umgangs mit intelligenter Tech-
nik kann es zu den genannten Erlebnissen kommen. Der Unterschied be-
steht darin, dass die Erlebnisse aber meist nicht hinsichtlich ihrer Ursäch-
lichkeit hin identifizierbar bzw. erfahrbar sind. Die Wirkmechanismen der
intelligenten Technik entziehen sich einer Zugänglichkeit. Die Überlegun-
gen zur Problematik der Mensch-AI-Hybridisierung wird im letzten Teil
des Kapitels anhand der beiden in Unterkapitel 2.3 beschriebenen Mensch-
Technik-Verhältnisse im Ubiquitous Computing veranschaulicht und ver-
tieft.
Im vierten Kapitel der Arbeit wird eine Methode (d. h. ein Framework)
für das Design von intelligenten technischen Systemen entwickelt. Die Er-
möglichung eines hybriden Verhältnisses von Menschen und intelligenter
Technik, die durch einen nachhaltigen und selbstverständlichen Umgang
gekennzeichnet ist, entspricht dem, was im Forschungsfeld des Ubiquitous
Computing als ein gutes technisches Design gilt. Es wird argumentiert, dass
dem zuvor problematisierten Verlust von Spuren in der Gestaltung intelli-
genter Systeme begegnet werden kann.
Die selbstständig-adaptiven Wirkmöglichkeiten intelligenter Techniken
basieren auf der Verwendung lernender Algorithmen. Es ist Ziel dieses Ka-
pitels, die Systematiken lernender Algorithmen dahingehend zu diskutie-
ren, welche Aspekte der Mechanismen, die vor allem die Prozessualität ak-
tueller Nutzung betreffen, dem Nutzer vermittelt und visuell dargestellt
werden sollen. Solche Aspekte können bestimmte Zwischenschritte in der
algorithmischen Aktivität betreffen oder Metadaten über die kontextabhän-
gige Leistungsfähigkeit des Systems sein. Das Ziel ist es, dass der Zugang
zu Aspekten der Mechanismen dem Nutzer dazu dient, Erlebnisse der Nut-
zung zumindest teilweise auf ihrer Ursächlichkeit hin identifizierbar bzw.
erfahrbar zu machen.
Im fünften Kapitel werden die im Kapitel zuvor entwickelten Kandida-
ten als Teil eines technischen Systemdesigns im Bereich intelligenter Self-
Tracking-Systeme umgesetzt. Bei Self-tracking-Techniken handelt es sich
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um technische Systeme, die Sensordaten als personenbezogene Daten ma-
schinell deuten, um es den Nutzern zu ermöglichen, ihre Daten retrospek-
tiv zu betrachten und daraus eventuell weitere Schlüsse zu ziehen. In die-
sem Kapitel werden zwei Nutzerstudien beschrieben, die von mir mit je-
weils 15 Teilnehmenden durchgeführt wurden. In beiden Studien wurde
ein Self-Tracking-System verwendet, welches eine maschinelle Deutung von
alltäglichen Aktivitäten (Freizeitaktivitäten) auf Basis von Sensoren, die die
Probanden am Körper trugen, ermöglicht. Der Fokus des praktischen Teils
liegt auf der technischen Umsetzung des Kandidaten-Frameworks, das im
Kapitel zuvor entwickelt wurde, wobei disziplinäre Forschungsfragen zur
Möglichkeit der Anwendung der Technik in psychologischer Therapie und
die Möglichkeit zur technik-vermittelten Selbstreflexion untersucht wer-
den.
Die empirischen Ergebnisse der Nutzerstudien dienen zudem als Grund-
lage dafür, die theoretischen Überlegungen zur Hybridisierung zu verhan-
deln. Das Untersuchungsdesign der Studien war so ausgerichtet, dass die
Teilnehmer entweder nur die Ergebnisse der Deutung der Aktivitäten er-
hielten oder zusätzlich auch Aspekte der Mechanismen in visualisierter
Form angeboten bekamen. Die Frage war, ob die dargestellten Aspekte der
Systemmechanismen es Personen ermöglichte, Spuren zu lesen, das heißt,
beispielsweise produktiv mit eventuellen enttäuschten Anfangserwartun-
gen umzugehen, um ein erweitertes Verständnis über die Möglichkeiten
und Grenzen des Umgangs mit dem System zu entwickeln.
Das sechste Kapitel schließt die Arbeit mit einer Zusammenfassung ab
und gibt einen Ausblick, in dem die normative Dimension der thematisier-
ten Hybridisierung angesprochen wird.
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Konzeptuelle Vorarbeit:
Charakterisierungen, Visionen
und leitende Beispiele
Im Folgenden werden die begrifflichen Vorarbeiten geleistet. Mit intelligen-
ten technischen Systemen, kurz intelligente Systeme, verbinden sich, wie in
der Einleitung angesprochen, eine Fülle von Bedeutungen bzw. eine Viel-
zahl an realen Umsetzungen. Intelligente Systeme konzeptuell zu charak-
terisieren, ist Inhalt des ersten Teils dieses Kapitels (2.1). Ich spreche von
einer Charakterisierung und nicht von einer Definition, weil das Ergebnis
der Diskussion nicht dem Anspruch einer grundlegenden Definition von
künstlicher Intelligenz gerecht werden wird.
Dazu wird als erstes eine kurze Diskussion der Historie der Forschung
im Feld der künstlichen Intelligenz präsentiert und eine prominente Linie
philosophischer Reflexion, die sich vor allem an der weitreichenden und
anhaltenden Auseinandersetzung von Hubert Dreyfus mit diesem Thema
orientiert, vorgestellt. Im Anschluss wird die Charakterisierung aus Sicht
des maschinellen Lernens konkretisiert, da maschinelle Lernalgorithmen
ein zentrales Element intelligent geltender technischer System darstellen.
In zweiten Teil des Kapitels wird die Vision des Ubiquitous Computing
vorgestellt, in dem die Arbeit in ihrem praktischen Teil verortet ist (2.2). Da-
bei werden einige der Begrifflichkeiten, die innerhalb der Vision definiert
wurden, diskutiert, wobei die Terminologie der Vision bis heute starken
Einfluss auf die Forschung in diesem Bereich hat.
Im dritten Teil des Kapitels werden zwei Typen von intelligenten Sys-
temen im Ubiquitous Computing eingeführt, die in der Arbeit als leitende
Beispiele dienen werden (2.3). Dabei handelt es sich zum einen um kontext-
sensitive Systeme und zum anderen um Self-Tracking-Techniken.
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2.1 Charakterisierung intelligenter Systeme
2.1.1 Künstliche Intelligenz: Ein Exkurs
Ein eigenständiges Forschungsfeld, das sich mit dem Thema künstliche In-
telligenz (AI) befasst, formte sich in den 1950er Jahren.1 Die ursprüngliche
Motivation für die Erschaffung von künstlichen Intelligenzen — spezifischer
sprach man von elektronischen Gehirnen — lag darin, das menschliche
Denken besser zu verstehen, indem man es versucht, nachzubilden.2 Ne-
ben ersten technischen Erfolgen waren es vor allem hohe Erwartungen, die
diese Disziplin zu Beginn schnell entwickelte, was sich unter anderem in
der Terminologie des „Electronic Super-Brains“ widerspiegelt.
Viele der Erwartungen in eine umfassende künstliche Intelligenz er-
füllten sich jedoch nicht und damit wandte sich die Disziplin von einem
generellen Erkenntnisinteresse, das heißt Intelligenz zu erschaffen, um In-
telligenz zu verstehen, ab und wurde zu einer spezialisierten technischen
Disziplin.3 Demnach wurden statt des Ziels eines umfassenden Verständ-
nisses von menschlichem Denken und menschlicher Intelligenz leistungs-
fähige Werkzeuge entwickelt.4 Ein Zitat aus dem umfassenden Werk zur
künstlichen Intelligenz von Russell und Norvig fasst das treffend zusam-
men, wobei sich die Liste der spezifischen Aufgaben seit Veröffentlichung
stark erweitert hat:
„AI currently encompasses a huge variety of subfields, from
general-purpose areas such as perception and logical reasoning,
to specific tasks such as playing chess, proving mathematical
theorems, writing poetry, and diagnosing diseases“.5
Die Vorstellung einer Selektivität intelligenter Befähigung – eine Art
von Inselbegabung – wird zumindest von technisch-orientierten Informa-
tikern als unproblematisch empfunden, widerstrebte jedoch Forschern, die
den Traum hatten, mit dem Nachbilden von Intelligenz auch menschliche
Intelligenz zu verstehen. Wiederum wird bis heute ein selektives Verständ-
nis von Intelligenz vor allem von Philosophen, die Intelligenz als eine um-
fassende Befähigung (Vermögen) betrachten, kritisiert (dazu mehr in der
folgenden phänomenologischen Kritik).
1Künstliche Intelligenz wird in der hier vorliegenden Arbeit als AI abgekürzt, aus dem
engl. artificial intelligence.
2Eine Einführung vgl. Russell und Norvig, 2010, S. 3.
3Man verabschiedete sich größtenteils von der Idee einer „strong AI“ und wandte sich
hin zu einem schwächeren Verständnis mit geringeren Ansprüchen
4Weizenbaum spricht vielmehr von „Abfallprodukten“ der Forschung im Bereich künst-
licher Intelligenz, siehe Weizenbaum, 1990, S. 302.
5Russell und Norvig, 2010, S. 4.
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Strömungen
In den folgenden Abschnitten werden einige grundlegende Strömungen
aus der Historie der Forschung zur künstlichen Intelligenz vorgestellt. Der
Abschnitt orientiert sich an dem zuvor schon zitierten Werk von Russell
und Norvig.6 Die Autoren unterscheiden in ihrer historischen Einführung
zwischen einer Forschung, die das hauptsächliche Ziel hat, menschlich-
intelligente Leistungsfähigkeit nachzubilden und Ansätzen, die auf ein idea-
lisiertes Konzept von Intelligenz abzielen, das allgemein als Rationalität be-
zeichnet wird.
Bezüglich des ersten Forschungsinteresses, welches als der thinking-and-
acting-humanly-Ansatz bezeichnet wird, ist die Arbeit von Alan Turing als
prominent zu nennen. Der Turing-Test als eine experimentelle Anordnung,
die den Anspruch hat, maschinelle Intelligenz bzw. maschinelles Denken
zu testen, ist über wissenschaftliche Grenzen hinweg bekannt. Turing nann-
te seinen Test „imitation game“, den er in seinem 1950 veröffentlichten Ar-
tikel „ Computing machinery and intelligence“ vorstellte.7 Turing bezieht
sich bei seinen Überlegungen zur maschinellen Intelligenz bzw. zur Beant-
wortung der Frage, ob Maschinen denken können, auf eine Versuchsanord-
nung, in der eine Person in der Interaktion mit zwei weiteren Personen, die
sie nicht sieht, mit denen sie einzeln und nur schriftlich kommuniziert, ent-
scheidet, welcher der Interaktionspartner ein Mann und welcher eine Frau
ist. Daraus entwickelt er die Frage, was passiert, wenn der Computer die
Rolle eines der Interaktionspartner übernimmt und am Spiel teilnimmt.8
In einer so modifizierten Versuchsanordnung des imitation game müsste ei-
ne Person, die bei Turing interrogator heißt, entscheiden, bei welchem von
zwei Interaktionspartnern es sich um einen Menschen oder eine Maschine
handelt.
Würde eine Person in einem solchen Versuch vom Computer davon
überzeugt werden, ein Mensch zu sein, gälte der Computer aus Sicht von
Turing als denkend bzw. intelligent. Wenn nicht, wäre das jedoch nicht ein
ausschließendes Kriterium, wenn man Dennetts Deutung von Turings Test
folgt: „failing this test is not supposed to be a sign of lack of intelligence“.9
Die Leistungsfähigkeit künstlicher Intelligenz wird bei Turing mittels der
Kommunikationsfähigkeit der Maschine mit einem Menschen gemessen.
Teil seiner Argumentation ist es, dass die Fähigkeit, in einer Konversati-
on zu überzeugen, ein klares Zeichen, sogar ein hinreichender Indikator,
6Russell und Norvig, 2010.
7 Turing, 1950.
8vgl. Turing, 1950, S. 434.
9Dennett, 2004, S. 3 über Turing, 1950.
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für Intelligenz ist.10 Gleichzeitig schloss er aber auch nicht aus, dass es an-
dere Indikatoren von Intelligenz gibt. Folgt man dieser Argumentation, so
könnte man sich einen Intelligenztest für Maschinen vorstellen, in dem eine
künstliche Intelligenz ein Kunstwerk erschafft, das beispielsweise auch ak-
tuelle politische und soziale Tendenzen aufnimmt und ein kunstinteressier-
tes Publikum davon überzeugt, dass das Kunstwerk von einem Menschen
erschaffen wurde. Demnach könnte man argumentieren, dass die Maschine
Intelligenz im Sinne einer kreativen Intelligenz besitzt. Ob Turing kreatives
Vermögen als hinreichendes Kriterium für generelle Intelligenz annehmen
würde, wie er es beim kommunikativen intelligenten Verhalten tut, lässt
sich nicht sagen.
Die Forschung im Bereich künstlicher Intelligenz, die auf einem idea-
lisierten, rationalen Verständnis von Intelligenz fußt, wird als symbolische
AI bezeichnet. In diesem Bereich ist es das erklärte Ziel, Maschinen als ratio-
nal agents zu konstruieren, meist unter der Annahme, dass das menschliche
Denken im Kern rational (vernünftig) ist, wenn es nicht durch irrationa-
le Bedürfnisse und Triebe gestört wird, und dass es dieser Anteil ist, der
menschliches Verhalten und Denken intelligent macht.
Folgt man dieser Idee, liegt es nahe zu sagen, dass Maschinen im höhe-
ren Maße als Menschen das Vermögen haben, intelligent, weil rational, zu
handeln, eben da ihnen nicht der Makel eines teilweise irrationalen Den-
kens anhaftet. In der symbolischen AI wird die Welt unter anderem als eine
Fülle von Gegenständen, Ereignissen, Personen oder Phänomenen in ei-
ner maschinellen Struktur zeichenhaft repräsentiert. Ist das Weltwissen in
ein von Maschinen lesbares Format transformiert worden, kann dieses die
Grundlage für Operationen sein kann, welche rein logischen Regeln folgen.
Ob die Ergebnisse dieser Operationen sich dann aber wiederum mit grund-
legenden Erfahrungen in der Welt decken, hängt von den Annahmen bzw.
Kriterien ab, nach denen das Weltwissen in die Systeme eingegeben wurde.
Diese Kriterien sind jenseits der Sphäre logischer Regeln.
„Symbolic AI assumes, as its principal point of departure, that
intelligence is a matter of manipulating symbols following fi-
xed and formal rules. A series of assumptions is made to arrive
at this idea. A first, necessary assumption is that all intelligent
processes, including perceiving, reasoning, calculating, and lan-
guage use, are forms of information processing, that is, of upt-
aking information from the environment, processing or mani-
pulating of this information, and providing a response. Thus,
10Neben Daniel Dennett hat sich auch John R. Searle prominent mit Turings imitation game
auseinandergesetzt, was in dem Gedankenexperiment des „Chinese Room“ Bekanntheit
erlangte, siehe dazu Searle, 1984.
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when one adds numbers, one first determines the addend, per-
forms a certain operation on this information, and then exhibits
the solution“.11
In diesem Zusammenhang sprach man in den 70er Jahren von soge-
nannten „microworlds“, in denen technische Systeme fähig waren, bestimm-
te Probleme zu lösen, für deren Lösung man davon ausging, dass Intel-
ligenz eine Voraussetzung ist („chose limited problems that appeared to
require intelligence to solve“.12). Die Grenzen symbolischer Repräsentati-
on und der eingeschränkte Rahmen, in dem logische Schlüsse zu sinnvol-
len Ergebnissen in der Praxis führten, zeigten, dass man sich nicht auf der
richtigen Spur hin zu einer grundlegenden künstlichen Intelligenz befun-
den hatte. Die anfängliche Annahme, dass die Grenzen des symbolischen
Ansatzes durch die mangelnde Leistungsfähigkeit der Computer und der
nicht ausreichenden Kapazität der Speicher lag, wurde durch die Vermu-
tung eines substanziellen Problems abgelöst.13 Unter anderem die Kritik
von Hubert Dreyfus an der symbolischen Intelligenzforschung, die im Fol-
genden behandelt wird, beschleunigte die Verbreitung dieser Annahme in
der Forschung.
Phänomenologische Kritik
Ein Aufsatz von Hubert Dreyfus mit dem Titel „What Computers Can’t
Do“ wurde im Jahre 1972 veröffentlicht und schlug hohe Wellen in der AI
Community.14 Die Kritik, die Dreyfus an dem bisher dominanten symboli-
schen Ansatz anbrachte, war von seiner Arbeit im Bereich phänomenologi-
scher Philosophie geprägt. Zu Beginn war es vor allem Martin Heideggers
„Sein und Zeit“, das ihm als Inspirationsquelle diente, ein Buch, bei dessen
Übersetzung ins Englische er beteiligt war und zu dessen Verbreitung im
englischsprachigen Raum er maßgeblich beitrug.
Dreyfus zentrale Argumentation ist es, dass die symbolische AI eine
letzte Inkarnation einer als veraltet geltenden Wissenschaftsauffassung ist,
die als Rationalismus bezeichnet wird. Unter anderem bezieht er sich auf
René Descartes, der Dreyfus zufolge einer der zentralen Vertreter dieser
veralteten Auffassung ist, wobei Descartes nicht nur bei ihm immer wie-
der als Strohmann dient. Ich spreche von einem Strohmann, weil er sich
inhaltlich nicht weitergehend mit Descartes Schriften beschäftigt, sondern
das Kontrastbild, das schon bei andern Phänomenologen vor ihm verwen-
det wurde, einfach übernimmt. Dreyfus versteht die Grundannahme einer
11Brey, 2001, S. 39.
12Russell und Norvig, 2010, S. 19.
13Vgl. Russell und Norvig, 2010, S. 21.
14Wie er später selbst sagt: Dreyfus, 1972.
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rationalistischen Erkenntnistheorie im Sinne Descartes, so, dass sie auf ei-
nem Dualismus von Geist (Gehirn) und körperlicher Umwelt aufbaut. Die
räumliche Umwelt wird dabei durch die Sinne (bei Dreyfus: „input from
the universe“), vermittelt, wobei die Stimuli vom Gehirn hinsichtlich von
Merkmalen abstrahiert werden und somit als Grundlage dafür dienen, ei-
ne Repräsentation der Welt zu konstruieren.15 Diese Annahme, nach der
die Welt rational repräsentiert werden kann, leitet auch die symbolische
AI-Forschung.
Dreyfus Verständnis orientiert sich an der neuen Auffassung der Phä-
nomenologie, deren Erkenntnistheorie er in der AI-Forschung dieser Zeit
nicht wiederfindet. Er bezieht sich dabei unter anderem auf Heidegger und
dessen philosophischen Überlegungen zum Werkzeuggebrauch. In Heideg-
gers Überlegungen in Sein und Zeit ist der Hammer eben nur ein Ham-
mer, weil man mit ihm hämmern kann und in Relation zu anderen Din-
gen, wie Nägel, sowie der Fähigkeit eines solchen Werkzeuggebrauchs.16
Die Fähigkeit, zu Hämmern, oder andere Fähigkeiten seien, wie Dreyfus
sagt, „stored, not as represenations in the agent’s mind, but as the solicitati-
ons of situations in the world“.17 Demnach ist es der Horizont von Dingen
(als Zeugganzes) sowie die Tätigkeit des damit Umgehens, die den Ham-
mer zuallererst charakterisiert, die nicht in Symbolen repräsentierbar sind.
In Abschnitt 3.2.4 wird die Technikphilosophie Heideggers hinsichtlich der
Hybridisierung ausführlich vorgestellt.
Dieser phänomenologischen Auffassung folgend argumentiert Dreyfus,
dass Menschen in den seltensten Fällen von internen Repräsentationen in
ihrem Handeln geleitet werden. Vielmehr sei menschliche Intelligenz si-
tuativ und embodied, das heißt, durch die Anforderungen von Situationen
in der Welt geleitet. Der situative Ansatz von Dreyfus wurde in der For-
schung zur künstlichen Intelligenz nach anfänglichem Widerstand immer
mehr zum konkreten Forschungsthema und etablierte sich sogar unter dem
Begriff der Heideggerian AI, die im Grunde eine Dreyfus AI ist und seinen
Einfluss widerspiegelt. Unter anderem wurde der Fokus bei der Gestaltung
von intelligenten Systemen mehr als zuvor auf eine physische Präsenz und
real-weltliche Aktivität von Computern gelegt, die dann meist als Roboter
mit der Umwelt interagierten (in Form von Kommunikation und Handha-
bung) und deren Weltauffassung sich hauptsächlich an den Erfahrungen
des eigenen Agierens und nicht an menschlichen Wissenssystemen orien-
tierten.
15Vgl. Dreyfus, 2007, S. 1150.
16Heideggers phänomenologische Überlegungen unter anderem zum Werkzeugge-
brauch werden in Abschnitt 3.2.4 eingehend behandelt.
17Dreyfus, 2007, S. 1144.
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Demnach ist der Kernaspekt des phänomenologischen Ansatzes bei Drey-
fus die Idee eines „Learning without Representation“. Dieses findet er in
neueren Entwicklungen im Bereich der AI, den „Künstlichen Neuronalen
Netzen“.18 Diese orientieren sich an Konzepten, die die Funktionsweise des
menschlichen Gehirns beschreiben sollen. Mehr zu der Systematik von neu-
ronalen Netzen in Abschnitt 4.1.3.
An dieser Stelle ist es vor allem zentral, dass die neuronalen Netze (ich
spreche von neuronalen Netzen, wenn ich künstliche neuronale Netze mei-
ne) eine mehrschichtige Struktur von Knoten und Verbindungen haben,
die in ihrer Gesamtheit Wissen speichern, das in ihrer Aktualisierung (An-
wendung) wirkt, aber sonst als Blackbox erscheint, über die keine exakten
Vorhersagen über ihr Wirken getroffen werden kann. Das Netz verfestigt
sich zuvor mit Hilfe von Trainingsdaten in einem iterativen Prozess. Hier
sieht Dreyfus die Anforderungen an ein menschenähnliches leibliches Ler-
nen erfüllt, weil man bei dem stabilisierten Netz eben nicht mehr von einer
symbolischen Repräsentation sprechen kann. Es handelt sich nach Dreyfus
dabei aber auch nicht um eine bloße Struktur von Assoziationen.19 Gleich-
zeitig weist er aber auch auf die Grenzen der neuronalen Netze hin und wi-
derspricht der Annahme, wieder auf der Spur hin zu strong AIs, das heißt
zu einem generellen künstlich intelligenten Agenten, zu sein. Dreyfus sagt
dazu: „Still there are many important ways in which neural nets differ from
embodied brains. Some of them seem to be limitations that can be overcome
by further research“.20
Es ist zu bezweifeln, ob die Forschung intelligenten Agenten im drey-
fusschen Sinne in den letzten Jahren nähergekommen ist, obwohl viele prak-
tische Erfolge der AI als ein Tool zu verzeichnen sind. Gründe für den Er-
folg liegen anteilig in der schnellen Entwicklung von Rechenleistung (vor
allem durch schnelle Grafikkarten), der ausgereiften Methodik zur Initia-
lisierung der Netze sowie dem Zugang zu großen Mengen von Trainings-
daten (Phänomen des Big Data).21 Es ist jedoch nicht Teil dieser Arbeit, die
Erforschung der künstlichen Intelligenz philosophisch aufzuarbeiten.
Der Exkurs zur Forschung und Historie der künstlichen Intelligenz hat
gezeigt, dass es richtig sein kann, von intelligenten Systemen zu sprechen,
wenn diese in der Erfüllung spezifischer Aufgaben intelligent erscheinen. Das
heißt, dass die Systeme ein bestimmtes Verhalten aufweisen, welches uns
18Dreyfus, 2002.
19Dreyfus, 2007, S. 1151.
20Dreyfus, 2002, S. 374.
21Aktuelle Erfolge der Deep-Learning-Algorithmen, medienwirksam beispielsweise die
AI, der es möglich war, einen menschlichen Großmeister im Spiel Go zu schlagen, das als
viel schwerer als beispielsweise Schach gilt, lässt AI-Puristen wieder von einer generellen
Kompetenz im Sinne einer strong AI („general purpose reasoning“ und „creativity“) träu-
men. In einem Artikel von Lake at al. wird, Stand 2016, das diskutiert Lake et al., 2016, S.1.
16 Kapitel 2. Konzeptuelle Vorarbeit
(Menschen) normalerweise dazu veranlasst, auf Intelligenz zu schließen.
Menschen können in ein interaktives Verhältnis mit einer solchen intelligen-
ten Technik eintreten. Obwohl es sich im engeren Sinne um eine simulierte
Intelligenz handelt, macht es Sinn, sich mit dieser Konstellation im Ver-
ständnis einer Mensch-AI-Hybridisierung auseinanderzusetzen.
In den folgenden Abschnitten werden intelligente Systeme, wie sie in
dieser Arbeit verstanden werden, aus der Sicht maschinellen Lernens wei-
ter charakterisiert.
2.1.2 Charakterisierung aus Sicht maschinellen Lernens
In diesem Abschnitt wird diskutiert, wie intelligente Systeme aus techni-
scher Sicht konkretisiert werden können. Bei den meisten technischen Sys-
temen, die als intelligent charakterisiert werden, ist eine starke konzeptu-
elle Nähe zum maschinellen Lernen zu finden. Das heißt, dass maschinelle
Lernalgorithmen ein basaler Bestandteil des Systems sind. Das ist insofern
kein Zufall, als dass die Methoden, die sich in dem Feld des maschinel-
len Lernens versammeln, häufig ihren historischen Ursprung in der AI-
Forschung haben.
Um die Fülle von Methoden zu unterscheiden, wird in der Forschung
zwischen überwachtem, unüberwachtem und bestärkendem Lernen unter-
schieden. Beim überwachten Lernen werden Daten verwendet, die von Per-
sonen hinsichtlich einer bestimmten Bedeutung gekennzeichnet wurden.
In der internationalen Forschung spricht man bei der Kennzeichnung von
einem Labeling, was ich im Folgenden auch machen werde. Beim unüber-
wachtem Lernen gibt es keine Labels, sondern die Vorschläge für eine Deu-
tung werden vielmehr vom System selbst gemacht. Beim bestärkenden Ler-
nen ist der Lernprozess durch ein aktives Agieren und durch die Bewer-
tung der Ergebnisse dieses Verhaltens (Reaktion) in der realen Umgebung
geprägt. Auf die Unterscheidung wird im Abschnitt ?? ausführlicher Be-
zug genommen. Es ist üblich, die Technik des maschinellen Lernens auf
ein „statistical pattern recognition“ (statistische Mustererkennung) zu re-
duzieren. Das Erkennen von Mustern in Daten (oft Sensordaten) auf Basis
einer repräsentativen Menge von Beobachtungen (statistisch) ist ohne Fra-
ge ein zentrales Element maschinellen Lernens. Es gibt einige Forschungs-
bereiche, wie eingangs erwähnt unter anderem die AI-Forschung oder das
Feld des Data Mining, die starke inhaltliche Überschneidungen haben.22
Auf den Aspekt der Mustererkennung wird im Folgenden weiter Bezug
genommen, um die intelligenten Systeme weiter zu charakterisieren.
22Siehe Einführung bei Alpaydın, 2008.
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Die Systematik der Musterkennung als pattern recognition lässt sich wie
folgt skizzieren: Die grundlegende Idee ist, dem System beizubringen, wie
bestimmte Muster in Sensordaten oder sonstigen maschinell lesbaren Quel-
len (Wissensdatenbanken) gedeutet werden sollen. Muster sind örtliche Re-
gelmäßigkeiten, die sich durch ihren Horizont, das heißt hinsichtlich der
Perspektive der Betrachtung (Granularität, nah oder fern), von anderen (re-
levanten) Mustern und von unregelmäßigen, chaotischen bzw. heterogenen
Erscheinungen unterscheiden.23 Ich denke, es ist schlüssig anzunehmen,
dass man nicht allgemein entscheiden kann, was ein Muster ist und was
nicht, sondern dass es von der Perspektive abhängt und dass jeder noch so
heterogenen Beobachtung hinsichtlich bestimmter Kriterien. mit genügend
großem Abstand oder zeitlichem Horizont ein Muster abzugewinnen ist.
Bestimmte Eigenschaften, (features), in den Sensordaten können als In-
dikatoren für einen bestimmten Deutungsinhalt dienen. Die Grundlage für
die Verknüpfung von Features und Deutungsinhalt ergibt sich aus den Trai-
ningsdaten. Der Deutungsrahmen wird dabei meist von einem gewählten
Kategoriensystem vorgegeben. Beispielsweise können auf Basis eines bi-
nären Kategoriensystems Porträtfotos dahingehend unterschieden werden,
ob Männern oder Frauen auf den Fotos abgebildet sind. Beim überwachtem
Lernen ist das Kategoriensystem meist von den Entwicklern eines solchen
Systems vorgegeben, welches bestimmten funktionalen Vorgaben folgt. Die
Kategorien dienen als Labels für die Trainingsdaten, mit Hilfe derer das
System lernt, wie Eigenschaften in den Daten mit den gewünschten Deu-
tungsinhalten zusammenhängen. Das Lernen ist eine Optimierung auf Dis-
kriminierbarkeit, das heißt, die Suche nach den besten Sets an Eigenschaften,
die es dem System erlauben, zwischen den Kategorien zu unterscheiden
bzw. zu entscheiden, dass keine der Kategorien zutrifft. Dass auf eine Un-
terscheidbarkeit optimiert wird, heißt auch immer, dass die Eigenschaften,
nach denen das System klassifiziert wird, keine generellen Charakteristi-
ken hinsichtlich der klassifizierten Entitäten sind, sondern nur solche, die
relativ zu den anderen Kategorien bestehen.
Im Umgang mit einem intelligenten System können Nutzer auf unter-
schiedliche Weise mit den Klassifikationen von Mustern als etwas (Deu-
tungsinhalt) konfrontiert sein. Je nach Anwendung kann die Klassifikati-
on die Grundlage für eine Visualisierung für den Nutzer sein oder sich ein
Systemverhalten im Sinne von control tasks anschließen. Beide Fälle wird es
in den Typen von Anwendungen geben, die später als leitende Beispiele
besprochen werden (2.3).
Wenn diese Bedingungen einer erlernten Mustererkennung gegeben
23Eine Diskussion zur Realität von Mustern, siehe „Real Patterns“ von Dennett, 1991.
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sind, kann man aus meiner Sicht von einem (minimalen) intelligenten Sys-
tem sprechen. Für diese Charakterisierung ist es wichtig, dass die Entschei-
dungen der Systeme auf Ansätzen des maschinellen Lernens beruhen, das
heißt, dass sie nicht Ursache eines sogenannten hard-codings sind. Das wäre
der Fall, wenn einem Algorithmus von Entwicklerseite explizit bestimmte
Schwellenwerte (im engl. thresholds) vorgegeben werden. Dann kann man
im engeren Sinne nicht mehr von einem intelligenten System sprechen. Ei-
ne erweiterte maschinelle Intelligenz, das heißt Systeme, die mehr als ei-
ne minimale Intelligenz besitzen, kann man Systemen zuschreiben, die auf
Ansätzen des bestärkenden Lernens (auch Online-Lernen) beruhen. Diese
können sich auch während der Laufzeit des Systems, das heißt nach ab-
geschlossener Lernphase, hinsichtlich ihrer Deutungs- und Handlungsfä-
higkeiten, aber immer nur im Rahmen von bestimmten Möglichkeiten (die
s. g. cost functions vorgeben), weiterentwickeln. Der Unterschied zwischen
einem Verhalten, das Ergebnis eines Lernens ist und einem explizit pro-
grammierten Verhalten ist nicht eindeutig, da auch beim maschinellen Ler-
nen viel explizites Wissen einfließen kann.
2.1.3 Systematische Erweiterung
Die Charakterisierung intelligenter Systeme aus technischer Sicht wurde
mit Bezug auf das maschinelle Lernen vorgenommen. Eine minimale In-
telligenz kann man Systemen unterstellen, denen auf Basis von Trainings-
daten eine algorithmische Deutungsperformanz eingeschrieben wurde, das
heißt, die Möglichkeit, dass Muster wiedererkannt werden, und basierend
auf dieser Deutung sich bestimmte Aktionen anschließen. Im Folgenden
wird ein Verständnis von intelligenten Systemen hinsichtlich ihres Potenti-
als zur Mustererkennung systematisch erweitert.
Die Mustererkennung hat das Ziel, einem computertechnischen System
eine Struktur einzuverleiben, die es ermöglicht, Observablen auf eine be-
stimmte Art und Weise zu deuten. Observablen können unter anderem
Sensordaten sein, die so aufbereitet werden, dass eine automatische Etiket-
tierung (Labeling) möglich ist. Unter vorherigen, vergleichbaren Bedingun-
gen wurde dem System beigebracht, welches Label zu einem bestimmten
sensorischen Phänomen gehört.
Die Labels, die die Daten als Trainingsdaten für ein überwachtes Lernen
verwendbar machen, werden in der Entwicklung festgelegt. Sie basieren
auf bestimmten Kriterien, die auf einem etablierten Kategoriensystem ba-
sieren können, sowie einem bestimmten Instanzwissen bei den Personen,
die das Labeling durchführen. Unter Instanzwissen werden die impliziten
Regeln, denen Personen folgen, wenn sie eine beobachtete Instanz einer be-
stimmten Kategorie zuordnen, verstanden. Ein Szenario ist vorstellbar, in
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dem Videos (beispielsweise von YouTube) dahingehend gelabelt werden,
welche Sportarten Personen in den Videos ausüben. Die Labels könnten
dann dazu dienen, einem System beizubringen, selbstständig Sportarten
in Videos zu erkennen.24 In einem solchen Szenario könnte den Personen,
die das Labeling durchführen, zur Vorbereitung ein Kategoriensystem zur
Hand gegeben werden. In dem Kategoriensystem kann festgelegt sein, was
(relevante) Sportarten sind; gegebenenfalls kann auf verifiziertes Wissen
Bezug genommen werden (etwa, was in einem Lexikon als Sportart auf-
geführt oder vom olympischen Sportbund vorgegeben wird). Trotz dieser
gemeinsamen Basis kann ein Labeling, das von unterschiedlichen Personen
durchgeführt wurde, sehr unterschiedlich aussehen. Nicht, weil sie nicht
gewillt sind, einem gemeinsamen Kategoriensystem zu folgen, sondern bei-
spielsweise, weil sie ein anderes Instanzwissen haben, das heißt, sie eine
andere beobachtete Aktivität als Sportart X bezeichnen würden bzw. un-
terschiedliche Vorstellungen über den Anfang und das Ende der Aktivität
haben.
Allgemein kann man sagen, dass in den Trainingsdaten eine Menge an
normativen Gehalt stecken kann, sowohl aufgrund der Auswahl des Kate-
goriensystems als auch der Praxis der Zuordnung.25 Ein bestimmtes Mus-
ter in den Beobachtungsdaten (Observablen) kann als Indikator für eine
bestimmte maschinelle Deutung stehen, die immer bestimmten expliziten
und impliziten bzw. subjektiven und objektiven Kriterien folgt. Bestimm-
te Deutungen als Observablen zweiter Ordnung können dann wiederum
Grundlage sein, um sie eventuell in Kombination mit anderen Observablen
zu deuten. Auf diese Weise können mehrstufige Systeme entstehen, die
kontinuierlich Deutungen vornehmen, die wiederum Grundlage für wei-
tere maschinelle Deutungen sind. Die Kriterien, die die Grundlage für die
Deutung sind, verschwinden im Algorithmus des Systems, wenn sie nicht
anderweitig dokumentiert sind, das heißt, nur der Deutungsmechanismus
bleibt bestehen.
Maschinelles Lernen auf Basis von Mustererkennung kommt in vielen
Bereichen zur Anwendung. Klassisch sind es Anwendungen im Feld der
Computer Vision oder allgemeiner der Machine Perception, wobei die Grund-
lage der Deutung von Mustern die Sensordaten sind, die einem technischen
System als Videos oder Fotos vorliegen.
24Die automatische Deutung von Videos ist eine mögliche Praxis, siehe beispielsweise
hier: Miyamori und Iisaku, 2000.
25Mit zunehmender Verbreitung maschineller Lernansätze in unterschiedlichen Produkten
stellt sich die Frage, ob es einen Bias in den Trainingsdaten gibt, der bestimmte Personen-
gruppen diskriminiert, beispielsweise Systeme zur Gesichtserkennung für bestimmte eth-
nische Gruppen schlechter funktionieren, da sie in den Trainingsdaten unterrepräsentiert
waren.
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Ein Anwendungsbereich unter vielen, in dem das maschinelle Lernen
als Mustererkennung eine Rolle spielt, sind beispielsweise die Digital Hu-
manities. Beim sogenannten „Distant Reading“ werden Ansätze aus dem
maschinellen Lernen verwendet, um inhaltliche, stilistische oder gramma-
tikalische Muster in Texten zu deuten.26 Dieser Ansatz ist unumstritten,
hatte aber ohne Frage einen starken Einfluss in der Forschung: „It aims to
generate an abstract view by shifting from observing textual content to vi-
sualizing global features of a single or of multiple text(s)“.27 Mit diesem
Ansatz können große Mengen von Texten hinsichtlich bestimmter Muster
gedeutet werden. Inwieweit diese Quantifizierung einer wissenschaftlichen
Erkenntnis zuträglich ist, ist die zentrale Frage in der Diskussion.
In diesem Teil des Kapitels wurde ein Verständnis von intelligenten Sys-
temen entwickelt, das für die weitere Arbeit ausreichend ist.
Im Folgenden wird die begriffliche bzw. konzeptuelle Vorarbeit fortge-
setzt, indem das Ubiquitous Computing und seine prägende Vision vor-
gestellt und diskutiert wird. Zudem wird auf die Rolle von intelligenten
Systemen in der Vision und der aktuellen Forschungspraxis eingegangen.
2.2 Intelligente Systeme im Ubiquitous Computing
Das Ubiquitous Computing ist ein interdisziplinärer Forschungsbereich,
der in der Informatik verortet ist, und dessen Entstehung maßgeblich ei-
nem wissenschaftlichen Artikel von Mark Weiser zu verdanken ist, der den
Terminus und die Idee einführte. Zentral ist die Idee einer Computerisie-
rung der alltäglichen Lebenswelt, die durch den technischen Fortschritt, der
immer kleinere Computersysteme hervorbringt, und durch die Vorstellung
einer unauffälligen Assistenz von Menschen in ihren alltäglichen Aufgaben
geleitet ist. Die Wahl der Mittel zur Realisierung der Assistenz sind häufig
Lernalgorithmen, wie sie zuvor charakterisiert worden sind.
2.2.1 Die Vision des Ubiquitous Computing
Die Vision des Ubiquitous Computing, aus der sich in der Folge ein ganzer
Forschungsbereich entwickelte, basiert auf einem Artikel, den Mark Wei-
ser, den er 1991 in der wissenschaftlichen Zeitschrift „Scientific American“
veröffentlichte.28 Mark Weiser gehörte in dieser Zeit zu einer Riege von
Wissenschaftlern des renommierten Xerox PARC Forschungsinstituts, wo
26From Close to Distant and Back: How to Read with the Help of Machines, Bonfiglioli
und Nanni, 2016.
27Jänicke et al., 2015.
28Weiser, 1991.
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er in einem interdisziplinären Team arbeitete. In einem Text über den Ein-
fluss auf Mark Weisers Arbeit schreibt Paul Dourish: „Weiser’s ubicompo
was informed by a number of non-technical impulses and sources“.29 Vor
allem die Arbeit mit der Anthropologin Lucy Suchman, die sein Team bei
PARC leitet, wird hervorgehoben.30
Das Ubiquitous Computing etablierte sich als die „third wave’ of com-
puting technologies“, welches nach Auffassung der Forscher in diesem Be-
reich den beiden vorherigen Meilensteinen, dem Großrechner und dem Per-
sonal Computer, folgt.31 Aus technischer Sicht zeichnet sich diese dritte
Welle durch kleine und leistungsstarke Computer aus, „worn, carried or
embedded in the world arround us“.32 Folgt man dieser Wellen-Metapher
kann man allgemein sagen, dass die Computersysteme mit jeder weiteren
Welle physisch kleiner und gleichzeitig leistungsstärker werden. Allein die
Tatsache, dass durch eine geringere physische Größe der Hardware diese
auch handlicher werden, eröffnet einen Horizont neuer Möglichkeiten des
Einsatzes. Bei der zweiten Welle ist es der private Bereich des Zuhauses
und das eigene Büro und bei der dritten Welle erfolgt der Einsatz überall.
Weiser startet seinen Artikel im Scientific American mit den Sätzen „The
most profound technologies are those that disappear. They weave themsel-
ves into the fabric of everyday life until they are indistinguishable from
it“.33 Er stellt sich eine Computertechnik vor, die sich mit dem Gewebe des
alltäglichen Lebens verflechtet, so dass sie aus der Wahrnehmung der Nut-
zer verschwindet. Das Verschwinden wird dabei nicht hauptsächlich als
ein physisches Verschwinden gesehen, sondern als ein Verschwinden hin-
sichtlich der bewussten Wahrnehmung der Nutzer: „Such a disappearence
is a fundamental consequence not of technology but of human psycholo-
gy“.34 Hier kommt der anfänglich angesprochene interdisziplinäre Einfluss
zum Tragen, wobei er in seinem Text unter anderem auf die Phänomenolo-
gie Heideggers hinweist, die auch Lucy Suchman, mit der er bei PARC zu-
sammengearbeitet hatte, in ihrem Werk als Inspirationsquelle diente.35 Nur
wenn die Systeme so gestaltet sind, dass sie keine oder kaum aktive Auf-
merksamkeit benötigen, handelt es sich um eine Ubiquitous Computing-
Technik. Die Idee der Reduktion aktiver Aufmerksamkeit wird durch eine,
29Dourish und Bell, 2011, S. 10.
30Lucy Suchman hatte 1987 mit ihren philosophisch-ethnologischen Arbeiten sowohl auf
konzeptueller und auch empirischer Ebene großen Einfluss (Suchman, 1987).
31Dourish und Bell, 2011, S. 1.
32Dourish und Bell, 2011, S. 2.
33Weiser, 1991, S. 94.
34Weiser, 1991, S. 94.
35Vgl. zur Historie Dourish und Bell, 2011, Kapitel 2: „Contextualizing Ubiquitous Com-
puting“, S. 9ff, Suchman, 1987.
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wie er sagt, nahtlose Integration von technischen Geräten in den Alltag rea-
lisiert. Diese “seamless intergration“ ist eine der Leitideen, die in vielen
Publikationen in der direkten Folge von Weisers Vision als Motivation Ver-
wendung fand und bis heute sehr wichtig ist.36
Im Hauptteil von Weisers Artikel wird die konzeptuelle Einbettung
größtenteils nicht weitergeführt, sondern vor allem, wie es sich für einen
Artikel der Informatik gehört, die technischen Lösungen und deren Nutzen
thematisiert. Hier stehen die zu dieser Zeit sprunghaft verbesserte Hard-
ware kleiner Sensoren und deren günstige Verfügbarkeit sowie deren Ver-
netzung im Mittelpunkt: "cheap, low-power computers [. . . ] and a network
that ties them together".37 Als Beispiele nennt er unter anderem technische
Systeme, die kontextsensitiv sind („context-aware“) und bei deren späte-
rer Realisierung Ansätze aus dem maschinellen Lernen zur Anwendung
kamen. Kontextsensitive Techniken sind solche, die je nach Situation, in
der sich der Nutzer mit dem technischen Gerät befindet, sein Verhalten an-
passt, ohne dass der Nutzer diese Anpassung explizit veranlassen muss.
Ein bekanntes Beispiel ist das eines kontextsensitiven Kommunikationsge-
rätes (z. B. Smartphone), welches erkennt, dass der Nutzer sich gerade in
einer Situation befindet, in der er nicht gestört werden möchte, beispiels-
weise in einem Meeting. Mit diesem Wissen über die Situation kann das
System selbstständig den Modus der Benachrichtigung des Nutzers, bei-
spielsweise über den Erhalt einer E-Mail oder einer Kurznachricht, von ei-
nem Benachrichtigungston zu einem Vibrationssignal umstellen. Eine sol-
che Anwendung ist, folgt man der Vision, nahtlos, weil sie keine aktive In-
tervention von Seiten des Nutzers benötigt, so dass dieser nicht jedes Mal,
wenn er nicht gestört werden will, den Modus der Benachrichtigung hän-
disch einstellen muss. Bei diesem Beispiel und bei anderen dieser Art stellt
sich die Frage, ob die Annahme Weisers richtig war, da eine automatische
Anpassung, wenn der Nutzer die Bedingungen der Anpassung nicht genau
kennt, oft eher irritiert. Eine kritische Auseinandersetzung mit der Vision
des Ubiquitous Computing wird an verschiedener Stelle in meiner Arbeit
vorgenommen (u. a. siehe Abschnitt 3.3).
Mark Weiser spricht in seinem Artikel nicht explizit von intelligenten
Systemen. In vielen seiner Szenarien ist es aber ein zentraler Bestandteil,
dass sich die Systeme an die Intentionen und Bedürfnisse von Menschen
anpassen. Das heißt, sie lernen deren Gewohnheiten und unterstützen die-
se, ohne dass der Nutzer explizit dazu auffordern muss. Eines seiner Bei-
spiele ist eine Kaffeemaschine, die weiß, wann eine Person aufstehen will
36Weitere Diskussion dieser Begrifflichkeit: Chalmers und Maccoll, 2003.
37Weiser, 1991, S. 100.
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und den Kaffee dann schon zubereitet hat .38 Zudem bespricht er einen so-
genannten „foreviewer“, der eine Person dabei unterstützt, den besten Weg
zur Arbeit und anschließend einen Parkplatz zu finden.39 Eine Anpassung
an die Nutzer, wobei deren Verhalten und die Umgebung im Rahmen des
maschinellen Lernens gedeutet werden, ist ein zentraler Aspekt vieler An-
wendungen im Ubiquitous Computing.
2.3 Zwei Typen von Mensch-Technik-Verhältnissen
im Ubiquitous Computing
Im Folgenden werden zwei Typen von Mensch-Technik-Verhältnissen vor-
gestellt, die in der Forschung und Gestaltung des Ubiquitous Computings
eine wichtige Rolle spielen. Die beiden Typen werden in dieser Arbeit als
leitende Beispiele dienen, auf die regelmäßig Bezug genommen wird. Der
Beispielcharakter ist insofern wichtig, als dass es sich um zwei wichtige,
aber nicht die einzigen möglichen Mensch-Technik-Verhältnisse im Ubiqui-
tous Computing handelt.
• Kontextsensitive Interaktion
• Self-Tracking-Techniken
Die beiden Typen wurden unter anderem deshalb ausgewählt, weil sie
in Mark Weisers Artikel schon besprochen worden sind und ihnen bis heute
eine wichtige Bedeutung in Forschung und Gestaltung zukommt. In einem
Artikel von Abowd und Mynatt wurden die Anwendungsbeispiele in Wei-
sers Arbeit systematisch diskutiert. In einer Klassifizierung, die sich aus
Weisers Veranschaulichungen ergibt, sprechen sie zum einen davon, dass
„ubicomp applications need to be context-aware, adapting their behavior
based on information sensed from the physical and computational environ-
ment“ und zum anderen, dass „ubicomp applications strive to automate the
capture of live experiences“.40 Sie behandeln in ihrer Diskussion von Mark
Weisers Artikel neben den beiden genannten Typen auch die Rolle von na-
türlicher Kommunikation („natural interfaces that facilitate a richer variety
of communications capabilities“) wie Rede, Gestik und Mimik für die Ge-
staltung von technischen Systemen im Ubiquitous Computing.41 Letzteres
wird in dieser Arbeit aber nicht eigens behandelt.
38Weiser, 1991, S. 102.
39Weiser, 1991, S. 102.
40Abowd und Mynatt, 2000, S. 30.
41Abowd und Mynatt, 2000, S. 30.
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Bei den beiden ausgewählten Typen handelt es sich um zwei
grundlegende, selbstverständlich nicht ausschließliche, Mensch-Technik-
Verhältnisse. Zum einen Technik als Partner, der in einem engeren Sinne
als Interaktionspartner gesehen werden kann und zum anderen als Mittler
in der Selbstwahrnehmung.42
Andere Mensch-Technik-Verhältnisse, die im Ubiquitous Computing ei-
ne Rolle spielen, sind beispielsweise die technisch-vermittelte Kooperation,
wie sie im Bereich des Computer-supported Cooperative Work (CSCW) Thema
ist. In meiner Arbeit werden sie aber nicht explizit behandelt.
2.3.1 Kontextsensitive Interaktion
Kontextsensitive Systeme sind eine der Technologien, die in Mark Weisers
einflussreichem Artikel behandelt wurden und seitdem als eigener Teilbe-
reich große Wichtigkeit in Forschung und Gestaltung erlangten. Die Idee
ist, dass sich Systeme an bestimmte Situationen der Interaktion anpassen,
indem sie die sensorisch-erfasste Umgebung maschinell deuten und darauf
basierend Handlungsoptionen auswählen. Im Rahmen dieser Forschung
wurden verschiedene Versuche unternommen, eine allgemeingültige De-
finition von Kontext zu entwickeln, welche die Forschung leiten soll. Die
bekannteste und allgemeinste Definition ist die von Abowd et al.:
„Context is any information that can be used to characterize the
situation of an entity. An entity is a person, place, or object that
is considered relevant to the interaction between a user and an
application, including the user and applications themselves“.43
In diesem Sinne ist der Kontext eine Ansammlung von relevanten
Informationen, die unterschiedlichen Typen zugeordnet werden können.
Abowd et al. nennen explizit den Ort, die Identität, die Zeit und die Aktivi-
tät als, wie sie sagen, primäre Kontextinformationen. Es wird nicht begrün-
det, warum es sich bei den genannten Informationen um primäre Kontex-
tinformationen handelt. Vielmehr scheinen die State-Of-The-Art- Möglich-
keiten der sensorischen Erfassung den Rahmen vorzugeben, was als Kon-
text gilt.
Beispielsweise gilt der Ort als eine Kontextinformation, die zentrale
Bedeutung in den Anfängen der kontextsensitiven Systemen erlangt hat
(location–sensitive systems). Ort als location wird dabei meist als eine GPS-
Koordinate verstanden, die abhängig vom zugehörigen Kartenmaterial ver-
schiedenen Bedeutungen des Ortes zulässt. Durch die zunehmende Anzahl
42Eine konzeptuelle Unterscheidung zwischen diesen beiden Typen als Basis für ein HCI-
Design wurde hier publiziert: Dietrich und Laerhoven, 2015.
43Abowd et al., 1999, S. 3f.
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von Sensoren in Computergeräten (Smartphone als multi-sensor device) und
vor allem die Vernetzung von Geräten zum Austausch von Daten nimmt
die Menge der Quellen zur Bestimmung des Kontexts immer weiter zu.44
Bei der Deutung von Sensordaten als einem bestimmten Kontext spielt das
maschinelle Lernen eine Rolle, beispielsweise in der Deutung einer Situati-
on als Meeting, wie es im vorherigen Abschnitt besprochen wurde.
Ein kontextsensitives System reagiert immer aktiv auf die Deutung der
Umgebung als Kontext, das heißt, es folgt meist eine darauf basierende
Verhaltensanpassung. Eine Information ist laut Definition nur dann eine
Kontextinformation, wenn sie relevant ist und relevant ist sie, wenn es Teil
der Funktion des Systems ist. Ein Beispiel dafür ist ein System, das sich
an die aktuelle Leistungsfähigkeit eines Nutzers anpasst, beispielsweise in-
dem es den Schwierigkeitsgrad eines Computerspiels graduell verändern
kann. Dabei wäre es nützlich, die aktuelle körperliche und geistige Verfas-
sung des Nutzers zu kennen. Wissen über die Tag- und Nachtzeit könn-
te dabei eine relevante Information zur Deutung der aktuellen Verfassung
sein. Stellt sich aber bei der Personalisierung des Systems an den Nutzer
heraus, dass dieser keinen tageszeitabhängigen Leistungsunterschied zeigt,
ist die Tag- und Nachtzeit zwar eine Information, auf die die Anwendung
Zugriff hat, aber eben keine Kontextinformation, weil sie für die (spezi-
fische) Nutzung nicht relevant ist. Allgemein kann man sagen, dass jede
Information, die relevant für die Nutzung ist, als Kontext und jede automa-
tische Anpassung daran als kontextsensitiv gilt.
Kontextsensitive Computersysteme werden bei Mark Weiser und später
bei vielen anderen vor allem mit dem Anspruch einer nahtlosen (seamless)
Interaktion verknüpft. Der Nutzen der Nahtlosigkeit liegt in der Einbettung
der Technik in die Praktiken des schon Bekannten, als Routinen und Ge-
wohnheiten, indem beispielsweise das sonst übliche aufwendige Einüben
von neuen Weisen der Nutzung möglichst gering gehalten werden: „Re-
ducing the distractions that such interactions currently introduce“, sagen
Chalmers und MacColl in ihrer Diskussion von seamless interaction.45 Naht-
los ist die Interaktion, gerade weil das technische System weniger explizite
Inputs des Nutzers benötigt und sich an bestimmte Änderungen relevanter
Umgebungsvariablen selbstständig anpasst.
Ein Spezialfall der kontextsensitiven Systeme ist der, wenn sich die Kon-
texterfassung und Anpassung des Agierens Bestandteil einer Interaktion
mit dem Nutzer ist. Dabei sind die unterstellten Erwartungen des Nutzers
Teil der Modellierung des Handlungshorizonts und legen fest, welche sys-
temischen Anpassungen vorgenommen werden. Dies geschieht oft in Form
44Perera et al., 2014.
45Chalmers und Maccoll, 2003.
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einer Anpassung des Interfaces, was dazu führt, dass sich die Optionen für
den Nutzer verändern mit der Technik weiter umzugehen.
2.3.2 Self-Tracking-Techniken
Bei Self-TrackingTechniken handelt es sich um technische Systeme, die, wie
es in der Literatur zum Ubiquitous Computing heißt, alltägliche Erlebnisse
erfassen können.46 Es handelt sich hier selbstverständlich nicht im engeren
Sinne um die Erlebnisse selbst, sondern vielmehr um Informationen oder
erst einmal nur um Daten, die alltägliches Erleben begleiten. Dabei han-
delt es sich im weitesten Sinne um die Aktivitäten des Tages, deren Spuren
sich in Quantifizierbarem wie motorischen Bewegungen des Körpers, in
der Herzfrequenz oder in der Kreditkartennutzung zeigen können.
In der Forschung versammeln sich die Self-Tracking-Techniken vor al-
lem unter den Überbegrifflichkeiten des Quantified Self und der Personal In-
formatics.47 Ein gängiges technisches Setup in diesen Bereichen bilden trag-
bare Sensorsysteme, sogenannte Wearables, wie Smartphones, Smartwat-
ches oder speziell dafür ausgelegte Geräte (Fitnessarmbänder). Daneben
ist auch die alltägliche Verwendung von Computertechnik beispielsweise
zur Kommunikation eine naheliegende Quelle für personenbezogene Da-
ten. Dazu können E-Mails, Webseitenaufrufe, Filmstreaming oder Online-
Bankaktivitäten gehören.48 Die aus unterschiedlicher Quelle stammenden
quantifizierten personenbezogenen Information werden dann in der Regel
fusioniert, maschinell gedeutet und für die Nutzer visualisiert. Die so vi-
sualisierten Daten können wiederum dazu dienen, dass Nutzer ihr eigenes
Verhalten verstehen und reflektieren können: „We define personal informa-
tics systems as those that help people collect personally relevant informati-
on for the purpose of self-reflection and gaining self-knowledge“.49
Eine häufige verwendete Technik des Self-Tracking ist die Technik der
Aktivitätserkennung (activity recognition), wobei es sich um eine sensorische
Erfassung und Deutung physischer Aktivität handelt. Auf Seiten der Hard-
ware werden zum einen on-body-Sensoren, beispielsweise ein Armband mit
einem Bewegungssensor50, zum anderen sogenannte ambient sensors, die so
heißen, weil sie in einer technisierten Umgebung wie in einem smart-home.
46Siehe oben: “capture of live experience“.
47Li, Dey und Forlizzi, 2011, Rooksby et al., 2014, Choe et al., 2014.
48Li et al. stellen eine lange Liste von Techniken vor, die sie auf Basis einer Studie, bei der
sie Interviews mit sogenannten Quantified Selfers geführt haben, erstellt haben Li, Dey und
Forlizzi, 2011.
49Li, Dey und Forlizzi, 2011, S. 558.
50Meist eine IMU = Incremental Messurement Unit, die unter anderem aus Beschleuni-
gungssensoren und einem Gyroskop besteht
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zu finden sind, verwendet. Klassische ambient sensors sind visuelle Senso-
ren, wie Kameras, die die Aktivitäten der Bewohner aufzeichnen.
Im Bereich der Aktivitätserkennung spielt das maschinelle Lernen eine
entscheidende Rolle. Die Sensordaten, die in unterschiedlicher Weise aufge-
zeichnet werden, müssen in bestimmter Hinsicht gedeutet werden, damit
sie kombinierbar und vor allem, damit sie für den Menschen verstehbar
und somit nutzbar sind.51 In der aktuellen Anwendung sind es sogenannte
IMUs (die maßgeblich auf Beschleunigungssensoren beruhen), die Bewe-
gung in hoher Frequenz aufzeichnen. Werden diese am Körper getragen,
sind Schlüsse auf das physische Verhalten der Personen möglich.
Es gibt eine große Zahl von Projekten in der aktuellen Forschung, in de-
nen zahlreiche unterschiedliche Aktivitäten maschinell gedeutet werden.
Neben Aktivitäten alltäglicher Fortbewegung (Laufen, Radfahren, Trep-
pensteigen) gibt es Projekte, in denen spezielle Freizeit- und Sportaktivitä-
ten erkannt werden.52 Im Feld des Quantified Self geht man erst einmal mit
Blick auf mögliche Anwendungen von einem allgemeinen Interesse poten-
tieller Nutzer hinsichtlich ihrer alltäglichen Aktivitäten aus. Daneben gibt
es Projekte, die die Aktivitätserkennung in psychologischer und physiolo-
gischer Therapie einsetzen möchten.53 Dazu gehören auch Anwendungen
zur Erkennung von Rauchaktivitäten, Früherkennung von Panikattacken
oder die automatische Dokumentation der Einnahme von Insulin für ein
Diabetes-Krankheitsmanagement.54
Ein wichtiger Bestandteil von Self-Tracking-Techniken ist die Aufberei-
tung und Vermittlung der personenbezogenen Daten. Teil der Aufbereitung
ist es, neben der Kombination von verschiedenen Datenquellen, beispiels-
weise die Kombination eines Schrittzählers mit einem GPS- Modul, und der
auf maschinellen Lernalgorithmen und Trainingsdaten basierenden Deu-
tung, die Daten an den Handelnden selbst mit Hilfe von Visualisierungen
zu vermitteln. In einer Reihe von Forschungsprojekten wird sich intensiv
mit dieser Schnittstelle, das heißt der Visualisierung von personenbezoge-
nen Daten beschäftigt.55 Der Aspekt der Selbstreflexion mit Self-Tracking-
Techniken wird im praktischen Teil dieser Arbeit konzeptuell und empi-
risch behandelt (5.3).
51Ein Beispiel für einen schon lange verwendeten Bewegungssensor zum Self-Tracking ist
der Pedometer (Schrittzähler). Hierbei handelt es sich klassisch um ein mechanisches Gerät,
das die Erschütterungen misst, Le Masurier und Tudor-Locke, 2003. Hier wird kein maschi-
nelles Lernen angewandt und die Deutung folgt einem simplen Schema: jede Erschütterung
(über einem bestimmten Grenzwert, der mechanisch eingestellt ist) ist ein Schritt, egal wie
er erzeugt wurde.
52Berlin, 2014.
53Singh et al., 2014, Dietrich, Berlin und Laerhoven, 2015, Helal, Cook und Schmalz, 2009.
54Scholl und Van Laerhoven, 2012, Cruz et al., 2015, Chiauzzi, Rodarte und Dasmahapa-
tra, 2015.
55Choe, Lee und Schraefel, 2015, Cuttone, Petersen und Larsen, 2014.
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Gerade mit Bezug auf aktuell weit verbreitete Standardsensoren und
immer leistungsstärker werdenden maschinellen Lernalgorithmen lässt
sich menschliches Verhalten auf unterschiedlichste Weise aufzeichnen,
kombinieren, deuten und präsentieren. Da alltägliches Verhalten maschi-
nell gedeutet wird, ist die Charakterisierung von Self-Tracking-Techniken
als alltägliche intelligente Systeme zutreffend.
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Kapitel 3
Entwurf einer Philosophie der
Mensch-AI-Hybridisierung
Ziel des folgenden Kapitels ist es, das Verhältnis von Mensch und in-
telligenter Technik als eine Form der Hybridisierung zu konkretisieren.
Das Ergebnis ist ein Schritt in Richtung einer Philosophie der Mensch-AI-
Hybridisierung.
Das Kapitel ist in drei Abschnitte gegliedert. Im ersten Teil (3.1) wer-
den Überlegungen aus dem Bereich der Medienphilosophie hinsichtlich
des Hybridisierungsprozesses diskutiert. Im zweiten Teil (3.2) wird die Hy-
bridisierung des Menschen durch Technik aus Sicht der Phänomenologie
des Leibes (im engl. „embodiment“) betrachtet. In einem abschließenden
Abschnitt (3.3) werden die Überlegungen anhand der beiden Typen von
Mensch-Technik-Verhältnissen im Ubiquitous Computing (2.3), die Self-
tracking-Techniken und die kontextsensitive Interaktion, vertieft und re-
flektiert.
Es gibt eine Fülle an theoretischen Ansätzen sowohl in der Medientheo-
rie bzw. Medienphilosophie als auch in der Phänomenologie des Leibes,
die das Verhältnis von Mensch und Technik behandeln. Für die Auswahl
der hier behandelten Ansätze ist es zentral, dass sie dazu beitragen kön-
nen, den Hybridisierungsprozess von Menschen durch Technik aus Sicht
eines bilateralen Zusammenwirkens von Mensch und Technik zu rekonstru-
ieren, wobei der Mensch in erster Linie die Rolle des Nutzers einnimmt
und die Technik die Rolle des Genutzten, ohne dabei einem instrumentel-
len Verständnis zu folgen, das heißt, dass das Handeln vollständig auf die
Initiative des Menschen zurückzuführen ist.
Im medienphilosophischen Kapitel werden verschiedene Medienkon-
zepte hinsichtlich der Wirkkraft von Medien mit Blick auf die Hybridisie-
rung betrachtet. Zunächst wird das Medienverständnis der angloamerika-
nischen Technikphilosophie vorgestellt (3.1.1). Das Ziel dieses Abschnitts
ist es, ein einleitendes Verständnis der Medialität von Technik im Sinne ei-
ner technical mediation zu erlangen. Im Anschluss daran wird Sybille Krä-
mers medienphilosophischer Ansatz diskutiert (3.1.2). Krämer versteht die
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Konstellation von Menschen und Medien – wobei sie Techniken weitestge-
hend als Medien auffasst – u. a. als eine operative Einheit, wobei die Medien
als Vermittelnde oder Mittler in der Aktivität der Einheit hinsichtlich ihrer
Rolle aus Sicht der Menschen verschwinden. Diese Einheit wird von mir
als eine hybride Konstellation verstanden. Im Anschluss daran wird Chri-
stoph Hubigs Medienphilosophie diskutiert, welche er im Rahmen seiner
Technikphilosophie entwickelt. Sein Fokus liegt auf der Entstehung hybri-
der Einheiten im Sinne einer Hybridisierung von Menschen durch Technik,
wobei die Medialität der Technik etwas ist, das im Umgang erfahren wird
und in diesem Zuge die Einheit konstituiert. Des Weiteren werden Bruno
Latours Arbeiten zu Hybriden von menschlichen und nicht-menschlichen
Akteuren vorgestellt, wobei es sich bei letzterem maßgeblich um Techniken
handelt. Die hybriden Akteure sind ein zentraler Teil seiner Gesellschafts-
theorie. Die allgemeinen Überlegungen zur Medialität von Technik werden
mit Blick auf die Maschinenmetapher von Heinz von Foerster in Richtung
der intelligenten Technik konkretisiert (3.1.5).
Im zweiten Abschnitt des Kapitels wird die Hybridisierung von Men-
schen durch Technik aus Sicht der Phänomenologie des Leibes betrachtet.
Es wird gezeigt, dass die Hybridisierung eine Weise der Verleiblichung dar-
stellt. Diese Sichtweise wird vor allem durch Rückgriffe zum einen auf
Maurice Merleau-Ponty und zum anderen auf Martin Heidegger entwi-
ckelt. Beide beziehen sich in ihrer Arbeit explizit auf technische Systeme
und stellen die grundlegende Bedeutung von Technik für die menschlichen
Weltverhältnisse heraus. Ein zentraler Begriff in Merleau-Pontys Arbeit ist
das Körperschema, nach dem der Körper als Leib in seiner Gesamtheit be-
kannt ist und wirksam werden kann, das heißt als ein Gemeinsames agiert.
Merleau-Pontys Ansicht nach werden Techniken in der Praxis alltäglichen
Handelns und Wahrnehmens in das Körperschema einverleibt (3.2.3). Eine
weitere Betrachtung der Hybridisierung von Mensch und Technik findet
anhand Heideggers phänomenologischer Theorie statt. Auch wenn Hei-
degger seine Arbeit nicht explizit als eine Philosophie des Leibes bezeich-
net, können seine Überlegungen in „Sein und Zeit“ in diese Richtung aufge-
fasst werden (3.2.4). Zum Abschluss des zweiten Teils des dritten Kapitels
wird ein Ansatz aus der Tradition der angloamerikanischen Phänomenolo-
gie diskutiert. Don Ihde setzt sich mit den Arbeiten der klassischen Phäno-
menologie, vor allem mit Heidegger und Merleau-Ponty, auseinander und
beschäftigt sich dabei explizit auch mit intelligenten Techniken (3.2.5).
Im dritten Teil des Kapitels werden die Ansätze zur Hybridisierung aus
medienphilosophischer und phänomenologischer Sicht zusammengeführt
und hinsichtlich des neuen Verhältnisses von Menschen und intelligenter
Technik präzisiert.
3.1. Technik als Mittel, Mittler und Vermittler: Auf den Spuren der
Medialität der Technik
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3.1 Technik als Mittel, Mittler und Vermittler: Auf den
Spuren der Medialität der Technik
In Debatten über neue technische Entwicklungen (Technologien) oder in
der historischen Betrachtung von Technologiesprüngen wird diskutiert, in
welcher Weise die Nutzung bestimmter Techniken über ihr instrumentelles
Bewirken hinaus einen grundlegenden Einfluss auf das soziale Miteinan-
der, die basalen Weltverhältnisse oder erstebenswerten Lebensweisen ha-
ben.
In den letzten Jahrzehnten gab es große technologische Veränderun-
gen, beispielsweise zwischenmenschliche oder beruflichen Kommunikati-
on via E-Mail, im Wissensmanagement durch digitale kollektive Online-
Datenbanken (z. B. Wikipedia) oder Geräte zur Navigation (GPS). Mit be-
stimmten technischen Entwicklungen ändern sich bestimmte Handlungs–
und Kommunikationsweisen. Dass die Einführung neuer Technologien
nicht nur neue Zwecke ermöglicht und dabei hilft, einzelne Arbeitsabläufe,
Prozeduren oder generell den Alltag effizienter zu gestalten, sondern auch
negative Effekte mit sich bringt, zeigt sich anhand folgender Alltagsmeinun-
gen. Im Arbeitsalltag kann man Personen sagen hören: „Ich rufe lieber ein-
mal an, als fünf E-Mails hin und her zu schicken.“ oder auf dem Rastplatz
belauschen: „Ich schaue lieber auf die Karte, als mich auf das Navi zu ver-
lassen“. Im ersten Beispiel steht die Nützlichkeit der E-Mail für bestimmte
Anliegen in Frage und beim zweiten wird der digitalen Karte und ihren sys-
tembedingten Abhängigkeiten (der Verbindung mit Satellitenortung) kein
Vertrauen geschenkt.
Techniken in der Mannigfaltigkeit ihres Wirkens in alltäglichen sozialen
Zusammenhängen in ihrer Systematik zu untersuchen, ist Ziel einer Kon-
zeption von Technik als Medium. Die Charakterisierung eines Mediums in
seinem wörtlichen Ursprung als Vermittelndes legt nahe, dass die Konzep-
tion vor allem für Kommunikationstechniken oder sogenannte Massenme-
dien (Fernseher, Internet) Geltung besitzt. Eine Philosophie des Mediums
bzw. der Medialität geht aber darüber hinaus, so dass u. a. technische Ar-
tefakte, Methoden und Verfahren, Theorien und Begriffe hinsichtlich ihres
Wirkens in medialer Hinsicht betrachtet werden. Medien bilden allgemein
gesprochen Handlungsräume, die festlegen, wie überhaupt gehandelt, das
heißt, kommuniziert, wahrgenommen und gelebt werden kann und wie
nicht.
Philosophisches Technikverständnis
Bevor die Medialität von Technik als nicht-neutrale Transformation disku-
tiert wird, geht es mir im Folgenden zunächst darum zu skizzieren, was
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unter Technik bzw. technischen Handeln aus philosophischer Sicht zu ver-
stehen ist.
Technisches Handeln lässt sich als das planvolle Einsetzen von Mitteln
zur Realisierung von Zwecken verstehen. Beispielsweise kann ein Werk-
zeug planvoll eingesetzt werden, um eine Gerätschaft oder Maschine zu
bauen. In einer solchen Konstellation bezeichnet das Substantiv Technik
unter anderem das Werkzeug selbst, genauso wie das materielle Ergebnis
dieser zweckrationalen Handlung und die Fähigkeiten bzw. Fertigkeiten
zum Werkzeuggebrauch.1 Der Begriff der Technik gilt, wenn er sich auf
Gegenstände bezieht, nicht als Eigenschaft, die es ermöglicht, zwischen Ge-
genständen zu unterscheiden, beispielsweise zwischen technischen Gegen-
ständen und Naturgegenständen. Vielmehr gilt Technik als ein Reflexions-
begriff, das heißt als ein Begriff, der Verhältnisse beschreibt, beispielsweise
das von Menschen und Dingen, wobei das Ding als Technik verstanden
wird, wenn es zum Beispiel von Menschen regelmäßig als Mittel zur Siche-
rung bestimmter Bedürfnisse eingesetzt wird.2
In den Fallbeispielen, die in der hier vorliegenden Arbeit behandelt wer-
den, wird von Techniken in erster Hinsicht als Artefakte oder Systemen
gesprochen, die die alltägliche Lebenspraxis unterstützen. Weniger ist die
Rede von Technik als Strategie oder Fähigkeit. Die Techniken als alltägliche
Gebrauchstechniken sind dabei Produkte, die erfunden, entworfen, gestal-
tet und gebaut wurden und in einem beruflichen oder privaten Bereich von
Personen oder Personengruppen genutzt werden.
3.1.1 Medialität der Technik als nicht-neutrale Transformation
In der anfänglichen Charakterisierung können Techniken in Form von
Werkzeugen, Geräten oder Systemen als Mittel verstanden werden, die da-
zu dienen, bestimmte Ziele zu erreichen. In der Beschreibung des techni-
schen Handelns als ein planvolles Agieren geht man davon aus, dass die
Handelnden definierte Zwecke verfolgen und eine konkrete Vorstellung
davon haben, wie diese mit Hilfe der Technik zu erreichen sind. Ein mögli-
ches Verständnis technischen Handelns ist es, dass der Handelnde ein Ziel
vor Augen hat, eine klare Intention, die er genau mit der Nutzung dieser
Technik erreichen kann. Die Technik dient als das Vehikel, das die Wünsche
1Christoph Hubig benennt hier noch weitere Ebenen: Techniken sind ihm zufolge „(1)
einschlägige Fähigkeiten und Fertigkeiten, (2) die in bestimmten Verfahrensschemata [...]
(3) das Wissen um diese Schemata [...], (4) das konkrete Agieren und Prozessieren des Be-
wirkens, (5) die bei diesem Bewirken eingesetzten Artefakte als raumzeitliche Entitäten und
schließlich (6) die Ergebnisse eines derartigen Bewirkens als realisierte Zwecke“, siehe Hu-
big, 2011, S. 1.
2Dazu : Reflexionsbegriffe „sind Begriffe für die Konzeptualisierung von Operationen an
Gegenständen, nicht Begriffe der Unterscheidung zwischen Gegenständen“ Hubig, 2011, S.
7.) oder siehe auch Grunwald und Julliard, 2005, Nordmann, 2008.
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des Handelnden erfüllt. Diese Position gilt als das instrumentelle Verständ-
nis von technischem Handeln. Nach dieser Auffassung werden Techniken
als neutral charakterisiert, da sie zuallererst nur durch die Handhabung ei-
nes Menschen ihr Wirkpotential entfalten und das Ergebnis des Technikge-
brauchs mehr oder weniger dem entspricht, was vom Menschen intendiert
wurde.
Die Gegenposition besagt, dass Technik (meist) nicht in der beschrie-
benen Weise neutral ist, weil in und durch das menschliche Handeln mit
Technik auch andere Effekte mitrealisiert werden, die nicht intendiert waren.
In der englischsprachigen Technikphilosophie wird in diesem Zusammen-
hang von einer „non–neutral transformation“ gesprochen, die u. a. Autoren
wie Longdon Winner, Don Ihde und Peter-Paul Verbeek vertreten Verbeek.3
Dieser Ansatz wird im Folgenden diskutiert.
Don Ihde charakterisiert die neutrale Position als eine Sichtweise auf
Technik, die bloß auf menschliches Handeln und Entscheiden zurückzu-
führen ist, das heißt, unter souveräner Kontrolle menschlichen Agierens
stattfindet. Danach sind alle technischen Artefakte und Systeme „merely
results of human decisions and manipulations“.4 Ihde folgt Longdon Win-
ner, wenn er herausstellt, dass die Nicht-Neutralität eine Annahme ist, die
den Bedarf für eine philosophische Auseinandersetzung mit Technik moti-
viert. Die Annahme einer Nicht-Neutralität gilt nach Ihde für jede Technik:
„For every enhancement of some features, perhaps never before
seen, there is also a reduction of other features. To magnify some
observed objects, optically, is to bring it forth from a background
into a foreground and make it present to the observer, but it
is also to reduce the former field in which it fits, and – due to
foreshortening -to reduce visual depth and background. Such
non-neutral transformation belongs to all technologies“.5
Ihde betrachtet große, tiefgreifende technologische Fortschritte und
zeigt, wie Entwicklungen im Bereich der Medizin helfen konnten, Probleme
zu lösen, diese aber gleichzeitig unbeabsichtigte oder in Kauf genommene
Nebenfolgen („Side effects“) entfalteten.6 Es gibt demnach technologische
Erfindungen und Entwicklungen sowie einen Gebrauch dieser Techniken,
die sich nicht ausschließlich auf die ihnen zugrundeliegenden Intentionen
zurückführen lassen. Dies sind die sogenannten Neben- und Folgeeffekte.
Zum Beispiel beschreibt Landgon Winner in seiner historischen Abhand-
lung zur medialen Rolle von Technik, wie bestimmte technische Produkte,
3Verbeek, 2005, Ihde, 1990 und Winner, 1980.
4Ihde, 1993 mit Bezug auf Winner, 1980, S. 100.
5Ihde, 1993, S. 111.
6Ihde, 1990, S. 163.
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beispielsweise die Einführung des „Snowmobils is reshaping the entire set
of social and human/animal relations of the Lapps“.7 Ein anderes, von Win-
ner beschriebenes, sehr populäres Beispiel beschäftigt sich mit einem Bau-
projekt in Long-Island bei New York. Er argumentiert, dass die Brücken
einer Schnellstraße so gebaut worden seien, dass der Zugang zu den Ge-
bieten, in denen die Strände von Long-Island lagen, mit Bussen nicht mehr
möglich war. Dies hätte dazu geführt, dass die ärmere schwarze Bevölke-
rung, die normalerweise den Bus nahm, um zum Strand zu kommen, die-
sen nunmehr schwerer erreichen konnten. Dies ist ein Beispiel dafür, dass
die Beschaffenheit eines bestimmten technischen Artefakts (Schnellstraße)
einen starken Einfluss auf die lokale soziale Ordnung hat. Trotz der von
verschiedenen Autoren formulierten Kritik, bleibt dieses Beispiel anschau-
lich und kann hier zur Verdeutlichung des Ansatzes angeführt werden.8
Je nach Erzählung kann dieses umstrittene Beispiel unterschiedlich be-
wertet werden. Wenn die Planer, Gestalter und Politiker nicht nur ein Stra-
ßenbauprojekt intendierten, das als Mittel zur Entlastung des Innenstadt-
verkehrs diente, sondern auch noch rassistische Gründe eine Rolle gespielt
haben sollten, dann ist das kein Argument gegen die instrumentelle Per-
spektive. Wenn dagegen diese Wirkung nur nicht bedacht wurde, dann war
es eine nicht-intendierte Nebenfolge, die eben nicht auf Menschen zurück-
zuführen ist (höchstens in ihrer Nichtbeachtung) und stellt insofern ein Bei-
spiel für den transformativen Charakter von Technik dar.
Allgemein kann man sagen, dass in der retrospektiven Betrachtung eine
technische Entdeckung als ein Auslöser für eine unendliche Reihe von Wir-
kungen aufgefasst werden kann, zu denen beispielsweise Folgetechniken
oder Anwendungen in nicht intendierten Kontexten gehören. Ein Beispiel
ist die Auswirkung der Schreibmaschine auf die Arbeitswelt und damit auf
die sozialen Verhältnisse. Die Sekretärin als Berufsbild hat sich erst im Rah-
men der Verbreitung der Schreibmaschine etabliert, da Männer, die zuvor
Sekretäre waren, diese Techniknutzung als Herabwürdigung ihrer Arbeit
empfanden und somit mit der Zeit größtenteils aus dem Berufsfeld ver-
schwanden.9
In dieser historischen Perspektive können bestimmte Techniken als Ur-
sachen bzw. als konstituierend für spätere Entwicklungen gesehen werden
7Ihde, 1993, S. 101.
8Zur Kritik siehe: Woolgar und Cooper, 1999.
9Lupton, 1993.
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oder, wie im Beispiel der Schneemobile, eine soziale Ordnung und das Ver-
hältnis zur Natur neu strukturieren. Die historische Sichtweise ist erst ein-
mal unabhängig davon, ob bestimmte Folgen und Folgefolgen einer Tech-
nik vorhersagbar sind und ob man daran glaubt, dass technische Entwick-
lungen aufgehalten bzw. signifikant in ihrem Kurs verändert werden kön-
nen.10
Die von den Autoren in diesem Abschnitt beschriebenen Effekte, die
von der Technik ausgehen und die als Transformationen aufgefasst werden,
beziehen sich hauptsächlich auf ihre politischen und sozialen Neben- und
Folgefolgen. Eine Präzisierung der nicht-neutralen Wirksamkeit von Tech-
niken als Medien mit dem Ziel, die Hybridisierung von Menschen durch
Technik auf einer lokalen bzw. bilateralen Ebene zu erklären, erfolgt im
nächsten Abschnitt anhand eines Ansatzes von Sybille Krämer.
3.1.2 Hybridisierung und das Verschwinden technischer Medien
im Vollzug: Medialität von Technik aus Sicht von Sybille
Krämer
In diesem Abschnitt wird eine philosophische Theorie der Medialität von
Sybille Krämer präsentiert.11 Der Fokus der Darstellung von Krämers Theo-
rie liegt auf ihren Überlegungen zum operativen Verhältnis von Menschen
und Medien, das als hybride Konstellation verstanden werden kann.
Krämers Auseinandersetzung mit Medialität bzw. Medien hat das Ziel,
eine allgemeine Systematik auszuarbeiten, wobei sie ihren Ansatz anhand
von verschiedenen Gegenstandsbereichen diskutiert, beispielsweise an-
hand der Rede sowie der anonymen Kommunikation in einem globalen
Netz (Internet), der Orientierung und Navigation mithilfe von Karten oder
auch der psychologischen Therapie. Das Letztere betrifft Überlegungen zur
Psychoanalyse, in der aus Sicht Krämers der Arzt als ein Medium in der
Therapie eines Patienten fungiert.12 Techniken in Form von technischen Ar-
tefakten oder technischen Systemen spielen als unterschiedliche Arten von
Medien eine Rolle in ihrer Arbeit, wobei sie nicht alle Techniken als Medien
begreift. Sie diskutiert Kriterien, die erfüllt sein müssen, damit bestimmte
Techniken als Medien aufgefasst werden können. Diese Kriterien betreffen
nicht die Gegenständlichkeit der Technik, sondern bestimmte Gebrauchs-
weisen (mehr dazu in Abschnitt 3.1.2).
Ein zentraler Aspekt ihrer Medienphilosophie ist die Eigenart der Me-
dien, die im gelungenen bzw. „störungsfreien Vollzug “ in bestimmter
10Zu Fragen des Technikdeterminismus siehe Winner, 1977, Hubig, 2015.
11Unter anderem ihre Monographie: „Sybille Krämer (2008): Medium, Bote, Übertragung:
kleine Metaphysik der Medialität“, Krämer, 2008.
12Siehe dazu u. a. hier Krämer, 2008, S 272f.
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Hinsicht zurücktreten bzw. verschwinden.13 Das Verschwinden wird nicht
als ein buchstäbliches verstanden, sondern als ein sich Entziehen aus der
Wahrnehmung der Akteure, die mit oder in dem Medium agieren. Bei-
spielsweise tritt das Kommunikationsmedium hinter dem Gehalt des Über-
tragenen zurück14: In der Rede als Art der Kommunikation werden Infor-
mationen zwischen einem Sprecher und einem Empfänger ausgetauscht,
wobei die Rede im Medium der Stimme erfolgt. Die Stimme als Medium
der Rede ist dem Sprecher und dem Zuhörer als ein Mittel ihr Kommuni-
kation nicht präsent, wenn sie sich erfolgreich verständigen (Nicht nur die
Stimme ist ein Medium der Sprache, sondern beispielsweise auch die Luft,
welche die Schallwellen überträgt).15
Dieses Konzept des Verschwindens ist, wie Krämer selbst sagt, an be-
kannte Positionen der Medienphilosophie angelehnt, wobei sie die Autoren
Heider, Mersch oder Luhmann nennt.16 Eine Erweiterung bzw. Neufassung
dieser Überlegungen zur Medialität erfolgt in ihrer Arbeit anhand des Kon-
zepts bzw. der Leitmetapher des sogenannten „postalische[n] Prinzip[s]“.17
In dieser Konzeption steht der Bote, der zwischen dem Sender und Emp-
fänger liegt bzw. agiert. Der Bote als Medium überbringt die Botschaft in
der Kommunikation, liegt räumlich in der Mitte zwischen den Entitäten
und ist dabei Vermittler bzw. Mittler des Austauschs.18 Diese Metaphorik
ist mit Bezug auf Kommunikationsmedien naheliegend, wird aber auch auf
andere Arten von Medien erweitert. Das Verschwinden des Mediums im
Vollzug wird in ihrer Konzeption terminologisch als eine Selbstneutralisie-
rung des Boten in seiner Funktion als Mittler gefasst (Sie spricht auch von
dem„sterbende[n] Bote[n]“19).
In ihrer Abhandlung spricht Krämer von einer Einheit aus Mensch und
Medium, wenn sie den funktionalen Aspekt eines störungsfreien Umgangs
mit Medien beschreibt. Ein solches Verhältnis erkennt sie beispielsweise in
der Nutzung einer Karte als Medium der Orientierung in einem unbekann-
ten Terrain.20 In der Gebrauchssituation sind Mensch und Karte als eine
„operative Einheit“ bzw. „fungierende Einheit“ zu verstehen.21 Bei einer
solchen Verbindung handelt es sich, bezogen auf die Terminologie meiner
Arbeit, um eine hybride Konstellation.
In den folgenden Unterabschnitten werde ich den Ansatz von Krämer
13Krämer, 2008, S. 27.
14Krämer, 2008, S. 38.
15Krämer, 1998a, S. 79.
16Krämer, 2008, S. 273f verweist auf Heider, 1927,Luhmann, 2001, Mersch, 2003.
17Einführung: Krämer, 2008, S. 15.
18Krämer, 2008, S. 37.
19Krämer, 2008, S. 36.
20Krämer, 2008, S 334.
21Krämer, 2008, S 334.
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etwas detaillierter diskutieren und untersuchen, wie die Überlegungen zu
einem gehaltvollen Konzept von Hybridisierung beitragen kann. Den An-
fang macht eine Diskussion zur Wirkkraft des Mediums, die in Anschluss
an die Unterscheidung von neutraler und nicht-neutraler Technik im vor-
herigen Abschnitt betrachtet wird (3.1.1).
Wirkkraft des Mediums
Krämer verortet sich mit ihrer Medienphilosophie im Problemfeld zwi-
schen einer „avantgardistische[n] Medientheorie“, die für ein autonomes
Verständnis von Medien werben22 und einem Verständnis von Medien als
transparente Vermittler, die neutrale, bloß sinntransportierende Kräfte be-
sitzen. Letztere Annahme geht davon aus, dass Medien selbst keinen Anteil
an dem Inhalt haben, der vom Sender zum Empfänger vermittelt wird. Seit
den Anfängen der Medientheorie wird die Annahme eines transparenten
Mediums in Frage gestellt. Die „Transparenz des Mediums zu unterminie-
ren, bildet die Präsupposition [...], von der nahezu alle einem Medienaprio-
ri verpflichteten Positionen ausgehen“.23 Vielmehr wird davon ausgegan-
gen, dass das Medium am Inhalt beteiligt ist, das heißt eine Wirkung ent-
faltet, die vom Sender nicht intendiert ist.
In der nach Krämer avantgardistischen Medientheorie findet sich eine
Zuspitzung dieser Position in dem Sinne, dass nicht mehr von einer Betei-
ligung an der Botschaft, sondern von einer signifikanten Formung der Bot-
schaft gesprochen wird.24 Diese konstruktivistische Position lebt von der
Charakterisierung, nach der Medien nicht nur nicht auf personelle Intentio-
nen reduziert werden können, sondern autonom als „sinnmiterzeugende“
Kraft wirken.25
Gegen diese avantgardistischen Ansätze der Medientheorie wendet Krä-
mer ein, dass „allzu leicht [. . . ] das Medium als generativer, mithin bedin-
gender Mechanismus aufgefasst und darin autonom gesetzt“ werde.26 Sie
argumentiert, dass Medien fremdbestimmt (heteronom) seien.27 Doch soll-
te dies ihrer Auffassung nach nicht in einem instrumentellen, neutralen
Sinne verstanden werden, vielmehr würden Medien zwar als Instrumente
eingesetzt, doch seien die Effekte dieses instrumentalen Agierens nicht voll-
ständig auf den menschlichen Akteur zurückzuführen. Es handelt sich nach
22Krämer, 1998b, S. 82.
23Krämer, 1998b, S. 68.
24Das ist die Position von McLuhan, Fiore und Agel, 1999, eine der prägenden Figuren
der Medientheorie, siehe dazu Krämer, 1998a, S. 75.
25Krämer, 1998a, S. 73.
26Krämer, 2008, S. 35.
27Krämer, 2008, S. 335.
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Krämer um ein „verteiltes Potential [...], bei dessen Produktivität menschli-
che und nichtmenschliche Komponenten stets zusammenwirken“.28 Es gibt
demnach dem Medium inhärente Potentiale, die sich aber nur im Zusam-
menwirken mit menschlichen Agenten aktivieren.
Technik als Medium
Die medientheoretische Konzeption von Krämer entwickelt sich aus Über-
legungen zu Kommunikationsmedien, die auf Grund der Terminologie des
Boten, der eine Botschaft überbringt, naheliegend ist. Krämer betont aller-
dings eine weiterreichende Gültigkeit ihres theoretischen Ansatzes. Um das
beispielhaft aufzuzeigen, diskutiert Krämer die Karte als Medium der Ori-
entierung bzw. Navigation mit Hilfe ihres Ansatzes.
Eine Funktion von Karten ist es, sie als Technik zur Wegfindung in ei-
nem unbekannten Territorium einzusetzen. Unter einer Karte versteht Krä-
mer „jene Elementarformen [...], die den Anspruch haben, ein mehr oder
weniger umfangreiches räumliches Territorium in einer handlichen Dar-
stellung so zu zeigen, dass wir uns innerhalb dieses Territoriums dann han-
delnd orientieren können“.29 Die Ziele des Nutzers werden erst durch Nut-
zung der Technik erfüllbar. Das Medium Karte als vermittelnde Entität ver-
schwindet dabei im alltäglichen Gebrauch.30 Das Finden des Weges mit Hil-
fe einer Karte wird durch die spezifische Weise der Darstellung wie auch
durch die Möglichkeiten und Fähigkeiten des Lesen-Könnens mitgeprägt.
Bei Krämer entfaltet sich die Wirksamkeit von Medien nur in der Kon-
stellation zusammen mit dem menschlichen Akteur als Aktualisierung von
„verteilte[n] Potential[en]“.31 Die Karte als Medium verschwindet in der
„operative[n] Einheit“ aus Kartennutzer und Karte im Kontext des Zurecht-
findens im Territorium.32 Krämer sagt, eine „Karte zur alltäglichen Orien-
tierung und Selbstlokalisierung zu gebrauchen gelingt nur, wenn wir ’blind
bleiben dürfen’ für die Verzerrungen, die der kartographischen Projektions-
methode eigen sind“.33 Mit Verzerrung der Karte meint sie, dass jede Karte
notwendig nur eine Weise der Darstellung unter vielen möglichen Darstel-
lungsweisen eines Territoriums ist.
Krämer sieht in dem „Sich-Zurücknehmen“ von Medien jeglicher Art
die Eigenart der Medien, die zwingend mit der Ermöglichungsleistung von
28Krämer, 2008, S. 335.
29Krämer, 2008, S. 299f.
30Krämer, 2008, S. 306.
31Krämer, 2008, S. 335.
32Krämer, 2008, S. 334.
33Krämer, 2008, S. 336.
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Medien zusammenhängt.34 Diese Eigenart, so Krämer, unterscheidet Medi-
en von bloßen Techniken. Ein Beispiel für bloße Techniken, denen sie ei-
ne mediale Verfasstheit abspricht, sind Werkzeugtechniken. Diese nehmen
sich, so ihre Auffassung, nicht in der genannten Weise zurück und sind so-
mit auch im störungsfreien Vollzug präsent. Doch die Annahme einer steti-
gen Präsenz des Werkzeugs im Gebrauch ist fraglich. Der Hammer liegt in
der Hand des erfahren Zimmermanns und verschwindet subjektiv hinter
dem Ziel, den Dachstuhl fertigzustellen. Zudem ist auch der Hammer in
gleicher Weise wie die Karte oder bestimmte Kommunikationsmedien ei-
ne den Sinn mitbestimmende Entität, wie es zuvor beschrieben wurde. Der
Hammer in der Hand lässt nach dem gleichen Schema, nach dem die Karte
das Territorium hinsichtlich einer möglichen Begehbarkeit deutet, die Um-
gebung hinsichtlich einer Bearbeitbarkeit erscheinen. Ein Sprichwort, das in
verschiedenen künstlerischen Werken Einzug gehalten hat, bringt die Me-
dialität von Werkzeugtechnik auf den Punkt. So rapped beispielsweise Kate
Tempest, in einem Refrain eines Tracks: „When all you’ve got is a hammer,
everything looks like nails“.35
Erfahrung des Medialen: Spuren und Spurenlesen
Krämer argumentiert, wie ich zuvor skizziert haben, dass das Medium, das
sie nach dem Botenmodell rekonstruiert, sich dem Zugriff einzieht, indem
der Bote sich beim Überbringen selbst neutralisiert. Diese Eigenart von Me-
dien, nur wirksam zu werden, indem sie sich entziehen, macht es unmög-
lich, dass ein Medium in seiner Verfasstheit als Potential Gegenstand ei-
ner direkten Vorstellung werden kann. Krämer arbeitet mit dem Begriff der
Spur, um ausgehend von dieser Annahme Medien und ihre Wirkmacht in
wissenschaftlicher Hinsicht begreifbar zu machen.36 Spuren sind Hinter-
lassenschaften, resultierend aus dem Umgang in oder mit dem Medium,
die zwar keinen direkten aber zumindest einen indirekten Zugriff auf die
potentielle Verfasstheit zulassen.
Das Beispiel der Stimme als Medium der Rede veranschaulicht Krämers
Überlegungen. Der Inhalt der Rede ist das absichtsvoll gebrauchte Zeichen
und die Stimme ist das Medium, welches die Botschaft mit formt. „Die
Stimme macht Aussagen, aber sie kommentiert auch das Gesagte“.37 Das
Mediale an der Stimme sind vor- und außersprachliche Momente, die in der
34Krämer, 2008, S. 274
35Kate Tempest, eine Rapperin aus London, das Zitat stammt aus dem Track „A Hammer“
aus dem Album „Everybody Down“ von 2014; ein Zitat, das in etwas veränderter Form
Mark Twain zugeschrieben wird („Wenn Dein einziges Werkzeug ein Hammer ist, wirst Du
jedes Problem als Nagel betrachten“), zitiert nach Hubig, 2006, S. 158.
36Krämer, 2008, S. 283.
37Krämer, 1998a, S. 79.
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Stimme mittransportiert werden, so z. B. der Klang oder die Stimmung. So
sagt beispielsweise der Stimmenklang etwas über den Wahrheitsgehalt der
Aussage aus. Die Stimme als Medium der Sprache bleibt uns, wie Krämer
sagt, meist im Sprechen verborgen, hinterlässt aber ständig Spuren wäh-
rend des Sprechens.
Die Spur ist wie die inhaltlichen Aussagen der Kommunikation eine
Wirkung des Agierens im medialen Raum, eine, die aber nicht vom Spre-
cher intendiert war. Krämer argumentiert: „Das Hinterlassen von Spuren
ist zwar ein Effekt, nie aber Absicht, Ziel oder Zweck eines Handelns“.38 In
Krämers Terminologie ist die Spur die Rückseite der Botschaft, die auf de-
ren Medialität verweist. „Das Medium ist nicht einfach die Botschaft; viel-
mehr bewahrt sich an der Botschaft die Spur des Mediums“.39 Allgemeiner
sind die Spuren die „nicht intendierten Hinterlassenschaften eines Tuns“,
was jedes Agieren in einem Medium betrifft.40
Anderes als die Aussage sagt uns die Spur nichts, so Krämer, sondern
sie zeigt uns nur etwas.41 Das, was sie zeigt, ist das Medium und in diesem
Sinne sind die Spuren Indikatoren des Mediums. Um Spuren als Hinter-
lassenschaften des Mediums zu begreifen, so die Annahme von Krämer,
müssen diese interpretiert werden.
Das Interpretieren von Spuren als Spurenlesen kann beispielsweise Auf-
gabe einer sprachwissenschaftlichen Untersuchung sein, wie es Krämer in
ihrer Arbeit darstellt.42 Das Lesen von Spuren ist eine Aktivität, die im An-
schluss an das bewusste Agieren im Medium oder die Beobachtung dessen
erfolgen kann, das heißt a posteriori.43 Diese Interpretation wird als Spu-
renlesen bezeichnet und folge dabei einer „Logik der Narration“, die laut
Krämer stets „unterschiedliche kohärente Erzählungen“ ermögliche.44 Die
Logik der Narration besagt hier, dass die Spuren als Verweisende (Indikato-
ren) einen Deutungsrahmen bilden, der verschiedene Schlussfolgerungen
zulässt.45
So wie ich ihre Ausführungen verstehe, führt Krämer das Konzept des
Spurenlesens als Teil einer wissenschaftlichen Praxis ein, als eine Methode
der Medientheorie, die sich mit der Wirksamkeit von Medien beschäftigt.
Sie spricht von einer Suchbewegung des Spurenlesers, das ein „intensives
praktisches und theoretisches Beschäftigen mit dem Material“ voraussetzt,
38Krämer, 2008, S. 280.
39Krämer, 1998a, S. 81.
40Krämer, 1998b, S. 86.
41Krämer, 1998a, S. 79.
42Krämer, 1998a, S. 79.
43Krämer, 2008, S. 295.
44Krämer, 1998b, S. 87.
45Krämer, 1998b, S. 87.
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um die Effekte einer Mediennutzung als Spuren zu interpretieren.46
Eine solche Perspektive nimmt sie in etwa ein, wenn sie sich in ihren
Ausführungen mit der Karte als Medium oder mit dem Computer als Me-
dium (anonymer) Kommunikation, das heißt, sich kritisch mit Kommuni-
kationskultur und Urheberschaft in ein einem globalen Netz (Internet) be-
fasst.47 In ihrer Arbeit zur Karte als Medium spricht sie von einer „medien-
kritischen Epistemologie“, in deren Zuge sie Überlegungen zur Verzerrung
von Karten, die eine bestimmte Weltanschauung nahelegen, aus einer poli-
tischen Perspektive diskutiert.48 Einen Aspekt von Medium und Spur, den
sie in ihrer Arbeit nicht bespricht, ist die Rolle von Spuren und des Spuren-
lesens aus der Perspektive von Personen, die mit Medien umgehen. Aus
dieser Perspektive können die Überlegungen zum Spurenlesen auch ver-
wendet werden, um zu erklären, wie Personen ein Agieren in einem für sie
neuem Medium erlernen. Das ist eine Sichtweise, die ich im folgenden Ab-
schnitt besprechen werde, da dieser für ein Verständnis von Hybridisierung
relevant ist (3.1.3).
Medium und Hybridisierung
Krämer spricht davon, dass sowohl natürliche als auch technische Medien
im störungsfreien Vollzug verschwinden, das heißt, sie entziehen sich der
Wahrnehmung. Das ist der Fall, wenn Mensch und Medium in einer hybri-
den Konstellation eine operative Einheit gebildet haben.
Ein Aspekt, den sie nicht betrachtet, der aber für ein Verständnis der
Hybridisierung von Interesse ist, besteht darin, dass diese (weitgehende)
Störungsfreiheit das Resultat einer Gewöhnung ist. Der störungsfreie Voll-
zug in einem Medium ist nicht ursprünglich gegeben, beispielsweise die
Rede im Medium der Stimme musste in der Kindheit allererst erlernt wer-
den. So werden Laute ausprobiert und nachgeahmt und ihre Wirkungen im
Raum und beim menschlichen Gegenüber erfahren, lange bevor sie in der
Rede entfaltet werden.
Krämer befasst sich demnach nicht mit der Entstehung, aus der die zu-
vor getrennten Entitäten zu einer hybriden Einheit hervorgehen. Sie inter-
essiert nicht der Prozess des Verbindens, d. h. der Vorgang der Hybridi-
sierung. Wie verbindet sich beispielsweise der Kartennutzer mit der Karte,
damit die operative Einheit entsteht? Es ist nicht anzunehmen, dass es ein
ursprüngliches Verschwinden der Karte im Vollzug gibt, sondern dieses
vielmehr Ergebnis eines (Lern-)Prozesses ist. Auch wenn es nicht ihr vor-
rangiges Interesse ist, ist der Prozess der Entstehung von Interesse, um die
46Krämer, 1998b, S. 87.
47Krämer, 1998a, S. 86ff.
48Krämer, 2008, S. 335.
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Verteilung von Handlungsmacht in Mensch-Medien-Konstellationen als ei-
ne zentrale Frage der Medienphilosophie besser zu verstehen.
Im nächsten Abschnitt werde ich mich mit der Medien- und Technik-
philosophie von Chrisoph Hubig befassen, der sich genau mit dem Prozess
des Verbindens befasst (3.1.3). In diesem Zusammenhang wird die Spur
diesmal nicht als direkte Erfahrungsgrundlage für eine wissenschaftliche
Betrachtung der Wirksamkeit von Medien verstanden, sondern als Grund-
lage einer indirekten Erfahrung der Medien aus Sicht derjenigen, die im
Medium handeln, aufgefasst.
3.1.3 Hybridisierung und die Rolle medialer Erfahrung: Spuren-
lesen als ein Abduzieren nach Christoph Hubig
Die Medienphilosophie, die Christoph Hubig entwickelt, ist Teil seiner
Technikphilosophie. Sein Interesse an der Medienphilosophie ergibt sich
daraus, dass er Technik als Medium versteht. Zu seinem Technikverständ-
nis gehören nicht nur technische Apparate oder Geräte, sondern u. a. auch
Methoden und Fähigkeiten (siehe 3.1.1).
Christoph Hubig charakterisiert das Medium in erster Hinsicht als
einen „strukturierte[n] Möglichkkeitsraum“, dessen Potentialität von Men-
schen als „veranlassende Instanzen“ entfaltet werden müssen.49 Analog zu
Krämer und anderen bereits genannten Autoren der Medientheorie ist für
Hubig das Medium etwas, das sich einem direkten Zugang entzieht. Nach
Hubig kann das Medium aber indirekt anhand von Spuren Gegenstand ei-
ner partiellen Vorstellung werden.
Die Idee einer Spur, die im Umgang mit dem Medium hinterlassen
wird, spielt in seinem Ansatz vor allem eine Rolle, wenn es darum geht, wie
Personen einen Umgang mit Medien bzw. ein Agieren im Medium prak-
tisch erlernen. Dieser Aspekt, der sich von Krämers Ansatz unterscheidet
und für eine Konzeption einer Hybridisierung von entscheidendem Inter-
esse ist, wird im Folgenden diskutiert.
Rekonstruktion des technischen Mediums im Vollzug
Christoph Hubig argumentiert, dass sich das Mediale der Technik den Per-
sonen, die mit dem Medium umgehen, auf indirekte Weise zeigt. Der Mo-
dus, der das Medium partiell verfügbar macht, ist die „Medialitätserschlie-
ßung“, die es genauer zu rekonstruieren gilt.50 Wie Hubig sagt, handelt es
49Hubig, 2006, S. 180 und S. 182.
50Hubig, 2006, S. 160.
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sich um ein „negatives Sich-Zeigen“ in Form von enttäuschten Erwartun-
gen oder auch Überraschungen im Umgang mit einem Medium.51 Im Un-
terschied zu Krämer geht es Hubig nicht darum, ein primär wissenschaft-
liches Interesse am Verstehen von Medien zu folgen, sondern um die phi-
losophische Entfaltung einer Medienpraxis, das sich im Umgang mit dem
Medium aktualisieren kann.
Das kann in Anknüpfung an die präferierten Beispiele Krämers anhand
eines technischen Kommunikationsmediums veranschaulicht werden. Per-
sonen tauschen mit Hilfe eines Telefons Informationen über Distanzen aus,
wobei sie im Medium der Rede kommunizieren. Dabei kann es sein, dass ei-
ne Kommunikation mit Hilfe eines Telefons aus einen oder mehreren Grün-
den nicht gelingt. Dieses Nichtgelingen als Störung kann die buchstäbliche
Übertragung betreffen, beispielsweise wenn die Verbindung des Mobiltele-
fons in bestimmten räumlichen Kontexten (Tiefgarage, Altbau) nicht mög-
lich ist. Die Störung zeigt die Grenzen der Technik als Medium der Kom-
munikation auf und damit auch die Möglichkeiten eines Ungestörtseins –
wenn man sich in den genannten Orten aufhält.
Im Erlebnis der Störung ist das Mediale der Technik, der oben genannte
strukturierte Möglichkeitsraum – der sich hier in dessen Begrenzung zeigt –
für die Beteiligten partiell erfahrbar. Hubig bezeichnet eine Störung, die wie
im Beispiel identifiziert wurde, als eine (bloße) Irritation und gleichzeitig
als Spur des Mediums, das heißt, sie trägt dazu bei, das Mediale dieser
Technik zu erfahren.
„So hebt beispielsweise eine identifizierte Störung - eine Irrita-
tion - die mediale Intransparenz des Systems auf, und zeigt als
»Spur« [...] die mediale Verfasstheit des Systems“.52
Damit eine Technik als Medium im Sinne Krämers größtenteils stö-
rungsfrei genutzt werden kann und im Vollzug verschwindet, muss sich
die Beziehung stabilisieren. Die identifizierte Störung ist ein Beispiel für ei-
ne Spur des Mediums, das heißt, sie ist Grundlage für eine Erfahrung des
Mediums, die im Umgang mit einer neuen Technik oder einer bekannten
Technik in einem neuen Handlungs- bzw. Nutzungskontext auftreten. Erst
wenn die mediale Verfasstheit eines Systems in bestimmter Hinsicht erfah-
ren wurde, kann sich das Verhältnis stabilisieren: Das Medium verschwin-
det in der Selbstverständlichkeit der Nutzung, als transparentes Mittel oder
als Vermittler zwischen Personen. Ist dies der Fall, bilden die Personen und
51Hubig, 2006, S. 160.
52Hubig, 2006, S. 176f.
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die Kommunikationstechnik eine hybride Einheit. Hubig spricht hinsicht-
lich der Entstehung einer stabilen Mensch-Technik-Beziehung von einer
„hybride[n] Konstruktion“.53
Die Medialität eines technischen Systems zu verstehen, heißt, es hin-
sichtlich seines allgemeinen möglichen Wirksamwerdens in relevanten
Kontexten näher zu bestimmen. Die Möglichkeit des Wirksamwerdens
schließt u. a. die konkrete Nutzung für einen singulären Zweck, wieder-
holter Befriedigung von bestimmten Bedürfnissen bis hin zum Möglichma-
chen von bestimmten Lebensentwürfen mit ein.
Die Rolle der Spur in der medialen Erfahrung wird im Folgenden mit
Blick auf Hubigs Konzept der Abduktion genau ausgearbeitet.
Abduzieren
Das abduktive Schließen ist eine Form praktischen Schließens, die vom
induktiven und deduktiven (logischen) Schließen unterschieden wird.
Im Gegensatz zum deduktiven Schließen wird nicht wie im klassischen
Syllogismus aus den beiden Prämissen, der Fall (1) und die Regel(2), auf
eine Conclusio (Resultat) (3) geschlossen.
Zum Beispiel:
(1): Es hat geregnet. (Fall)
(2) Wenn es regnet, wird die Straße nass. (Regel)
(3) Die Straße ist nass. (Resultat)
Dagegen wird beim abduktiven Schluss, wie er in der pragmatistischen
Tradition bei Pierce eingeführt wurde, wie folgt argumentiert.54 Es gibt
Schlüsse, die in zentraler Weise unser alltägliches Handeln bestimmen, in
denen von dem Resultat in umgekehrter Richtung auf den Fall oder die Re-
gel geschlossen wird. Hinsichtlich der Beobachtung, dass die Straße nass
ist und der angenommenen Regel, dass wenn es regnet, die Straße nass
wird, wird geschlossen, dass es geregnet haben muss. Warum aber ist die-
ser Schluss nicht deduktiv? Weil er kein sicherer bzw. logischer Schluss ist,
da es ja auch andere Gründe geben könnte, weshalb die Straße nass ist. Bei-
spielsweise könnte ein angrenzender Bewohner etwas unkontrolliert gegos-
sen haben oder ein Hydrant geöffnet worden sein, um für die Kinder der
Nachbarschaft Abkühlung zu schaffen.55 Oft gibt es gerade beim abdukti-
ven Schluss eine wahrscheinliche Erklärung, die aus der Erfahrung rührt,
53Hubig, 2006, S. 184.
54Peirce, 1867.
55Ikonisch: Fotos in New York der 70er.
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die aber eben nicht logisch zwingend ist, aber unser Handeln, Wahrnehmen
und Erkennen leitet.
Durch abduktives Schließen kann aber auch bei Kenntnis des Falls und
des Resultats auf die zweite Prämisse, die Regel, geschlossen werden. Die-
se Arten der Abduktion werden als „hypostatische Abduktionen“ bezeich-
net.56 Ein kleines Kind kann, nachdem es vom Fenster aus den Garten be-
obachtet und gesehen hat, dass es im Garten regnet, später, wenn es zum
Spielen auf die Straße geht, merken, dass die Straße nass ist, die Regel
bilden:„Wenn es (im Garten) regnet, wird die Straße nass“. Der abdukti-
ve Schluss auf die Regel ist dem induktiven Schluss insofern gleich, als
hier auf Regeln/Gesetze geschlossen wird. In der auf induktivem Schließen
beruhenden empirischen Wissenschaft werden klassisch zwei Phänomene
beobachtet (Observable (1): es regnet; Observable (2): die Straße ist nass)
und dann überprüft, ob und wie diese zusammenhängen. Es müssen dabei
die Bedingungen konstant gehalten werden und die Phänomene müssen
wiederholt auftreten, bis etwas induktiv als allgemeine Regel gelten kann.
Beispielsweise kann nach 1.000 Beobachtungen dieser Phänomene eine si-
gnifikante Korrelation angenommen werden. Dagegen ist die Abduktion in
der wissenschaftlichen Praxis in der Hypothesenbildung zu finden, die be-
stimmte Regeln darüber, wie mehrere Phänomene zusammenhängen, vor-
schlägt, um sie dann für weitere (induktive) Untersuchungen in Frage zu
stellen. Pierce spricht bei der Abduktion auch von einer logic of discovery
oder einer weit vorstoßenden Induktion.57
In der alltäglichen Lebenspraxis ist das abduktive Schließen die do-
minante Schlussform, die zur Anwendung kommt, wenn explizit oder,
was weitaus häufiger vorkommt, implizit Hypothesen über Zusammen-
hänge aufgestellt werden und aufgrund dessen gehandelt wird. Ein Bei-
spiel im Bereich der Wahrnehmungsabduktion soll das zeigen. Im alltägli-
chen Wahrnehmen sind Personen mit den Regeln des Wahrnehmens durch
unsere Erfahrungen vertraut. Beispielsweise werden Abstände einschätzt
(nicht in Zahlenwerten, sondern im Modus „Komme ich da durch?“ oder
„Schaffe ich diesen Sprung?“), Wahrnehmung bei schlechten Lichtverhält-
nissen oder perspektivischer Verzerrungen kontextualisiert („das ist nä-
her und deshalb größer“). Hubig sagt, dass eine Abduktion auf die Regel
„im Wesentlichen ex negativo“ stattfindet.58 Die Regeln bzw. das Schema,
nach dem man allgemein wahrnimmt, wird allererst explizit, wenn man
sich täuscht. Schritt für Schritt wird die Medialität des visuellen Wahrneh-
mungsapparats erschlossen. Beispielsweise dachte man, dieses Gebäude sei
56Hubig, 2006, S. 210.
57Peirce, 1867.
58Hubig, 2006, S. 210.
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viel größer als ein anderes, doch wenn man näher kommt, wird man sich
der Täuschung bewusst. Die praktischen Fähigkeiten der Wahrnehmung
sind somit abhängig von der Erfahrung. So können beispielsweise mache
Berufsgruppen in bestimmten Wahrnehmungsaufgaben besser als andere
geschult bzw. geübt sein. Das gilt für den eigenen Wahrnehmungsapparat,
der von Geburt an trainiert wird, in gleicher Weise wie für die Nutzung von
Techniken jeglicher Art.
Spurenlesen als Abduzieren
Es ist der abduktive Schluss, der den Modus beschreibt, mit dem Personen
mediale Erfahrungen machen, das heißt auf die Verfasstheit des Mediums
schließen können.
Das Medium kann, wie schon weiter oben angesprochen, in den „Ak-
tualisierungen seiner Ermöglichungsleistung [. . . ] (indirekt) zum Gegen-
stand einer Vorstellung werden“, wobei die Aktualisierung als die Nutzung
der Technik zur konkreten Zweckerfüllung verstanden wird.59 Das kann im
„Rahmen von Überraschungs-, Enttäuschungs-, Widerfahrnis- und Gelin-
genserlebnissen“ geschehen, wobei diese Erlebnisse als Spuren des Medi-
ums wirksam werden können, das heißt, dass sie die Basis dafür sein kön-
nen, die Medialität partiell abduktiv zu erschließen.60 Im Rahmen solcher
Erlebnisse tritt das Mediale der Technik beispielsweise als Widerständiges
in Erscheinung und wird so zum indirekten Gegenstand einer Vorstellung.
Im Abschnitt zuvor wurde argumentiert, dass die Schemata, nach denen
Personen wahrnehmen, das Mediale des natürlichen Wahrnehmungsappa-
rats, sich vor allem in der Täuschung zeigt. Was für das Wahrnehmen und
Hantieren ohne Technik gilt, lässt sich auch für die Technik in ihrer Rolle
als Vermittler oder Mittel übertragen.
Die Möglichkeit eines Spurenlesens im Modus der Abduktion im Um-
gang mit Medien, im Folgenden beim Handeln mit Technik, wird durch
eine sequenzielle Darstellung veranschaulicht. Techniknutzer haben be-
stimmte implizite und explizite Erwartungen, wie sie mithilfe einer Tech-
nik ein Ziel erreichen können. Die Erwartungen betreffen das Ziel und die
Vorstellungen darüber, welches Agieren mit der Technik zu diesem Ziel
führt. Der durch die Zielvorstellungen induzierte Handlungsvollzug führt
zu einem Ergebnis, welches vom Nutzer hinsichtlich des vorgestellten Ziels
erfahren wird. Je nachdem, ob das Agieren als geglückt aufgefasst wird
oder nicht, kommt es zu den oben genannten Erlebnissen. Diese Erlebnis-
se können die Grundlage für Spuren bilden und verweisen dann auf das
59Hubig, 2006, S. 221.
60Hubig, 2006, S. 221.
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Mediale der Technik, das heißt u. a. auf die Möglichkeiten und Grenzen
eines Umgangs. Die Bedingungen für Spuren und das Lesen von Spuren
wird anhand von Enttäuschungserlebnissen weiter betrachtet. Im Zuge ei-
nes Enttäuschungserlebnisses wird die Differenz zwischen der Erwartung
und dem beobachteten Resultat als Störung empfunden. Die Differenzer-
fahrung, die als Störung empfunden wird, ist eine Spur des Mediums, wenn
sie im Kontext ihrer Entstehung – z.B. hinsichtlich des Wissens über bzw.
der Beobachtung von zugrundeliegenden (u.a. physischen oder elektroni-
schen) Wirkzusammenhängen – erfahren wird. Hubig spricht hierbei von
einer identifizierten Störung, die eine mediale Erfahrung ermöglicht.
Versteht man das Spurenlesen als eine Abduktion, ergibt sich die folgen-
de Schlussfolgerungspraxis: Im Fall eines Enttäuschungserlebnisses wird
darauf geschlossen, wie der strukturierte Möglichkeitsraum (das Medium),
den die Technik aufspannt, beschaffen sein muss, so dass das vorangegan-
gene eigene Agieren im Umgang mit der Technik zu dem beobachteten Er-
gebnis und nicht dem gewünschten Ziel geführt hat. Die beobachtete Dif-
ferenz wird von Hubig als Spur von bezeichnet, die zu einer (erweiterten)
Vorstellung der Technik als Möglichkeitsraum führt und damit auf die Be-
dingungen möglicher (zukünftiger) Nutzung als eine Spur für verweist.61
Jeder anfängliche Umgang mit einer Technik, ich sprach von einem Er-
proben bzw. Erlernen einer Nutzung, wird u. a. durch Erlebnisse begleitet,
in denen der Umgang gestört ist, das heißt, ursprüngliche Erwartungen
nicht eintreten. Werden die Störungen im beschriebene Sinne identifiziert,
tritt die Medialität in Erscheinung, die die Grundlage für eine weitere Nut-
zung bildet, in der das Agieren verfeinert wird bzw. Erwartungen an die
Erfahrungen angepasst werden.
Zusammenfassend ist hervorzuheben, dass das Konzept der Spuren
und des Spurenlesens geeignet ist, zu erklären, wie die Hybridisierung
von Menschen durch Technik vonstattengeht. Die partielle Rekonstruktion
des Mediums ist zentral, damit der Umgang mit einem technischen Sys-
tem nicht nur zu einem gewohnten, sondern zu einem selbstverständlichen
Agieren wird, da so Möglichkeiten und Grenzen erfahren und deshalb im-
plizit und explizit im Umgang gewusst werden. Mit der Selbstverständ-
lichkeit des Umgangs als Ergebnis einer Hybridisierung verschwindet die
Technik als Vermittelndes bzw. als Mittel im störungsfreien Vollzug.
61Hubig, 2011, S. 4.
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3.1.4 Hybridisierung als Blackboxing: Medialität nach Bruno La-
tour
Bruno Latour befasst sich in seiner Soziologie, die auch technikphilosophi-
sche Standpunkte diskutiert, mit Hybriden und mit deren (sozialer) Vernet-
zung in Kollektiven. Hybride sind bei Latour Verbindungen von menschli-
chen und nicht-menschlichen Akteuren.62 Prominente Vertreter von Nicht-
Menschen sind Techniken, die nach seiner Auffassung im engeren Sinne
keine (bloßen) Objekte (im Sinne von technischen Artefakten oder Geräten)
sind, sondern es handelt sich um Dinge, die Teil einer sozialen Praxis sind
und in dieser Rolle (alltägliche) Beziehungen stabilisieren.63
Das Kollektiv bezeichnet eine soziale Ordnung, in der Menschen und
nicht-menschliche Akteure zusammenleben. Latour verwendet die Termino-
logie des Kollektivs, um seinen Ansatz von der klassischen Soziologie zu
unterscheiden, in der Gesellschaften in dominanter Weise von Menschen
bevölkert werden.64 Nach seinem Verständnis der sozio-technischen Ord-
nung sind Menschen und Nicht-Menschen symmetrisch zu betrachten. Das
steht der klassischen Trennung von dem Menschen als Subjekt entgegen,
das heißt als die handelnde und auslösende Instanz gesellschaftlicher Akti-
vität und den Nicht-Menschen als passive Objekte. Latour beschäftigt sich
mit der Frage, wie sich Hybride in Kollektiven formen und diese verän-
dern. Diese Überlegungen zur Genese und Transformation von hybriden
Konstellationen ist für die Fragestellung in diesem Kapitel zur Konzeption
der Hybridisierung von Menschen durch Technik von Interesse.
Seine Erzählung zur Veränderung des hybriden Kollektivs beschreibt
den „Eintrittspunkt der Nicht-Menschen in das Kollektiv“.65 Entitäten, die
nicht Teil des Kollektivs sind, können in bestimmter Hinsicht ausgehend
von bestimmten Interessenlagen von Akteuren für das Kollektiv rekrutiert
bzw. mobilisiert werden.66 Werden sie so Teil des Kollektives, treten sie als
eigenständige Akteure in eine hybride Beziehung zu den anderen menschli-
chen und nicht-menschlichen Entitäten ein.
Latour diskutiert seinen Ansatz u. a. anhand eines Projekts, das das Ziel
hatte, eine autonome Untergrundbahn für den Süden von Paris zu bauen.67
Das Bahnprojekt fasst er als nicht-menschliche Entität auf, die in Form der
Idee und als Entwurf in das Kollektiv eingetreten ist. Das geschah, indem
62Wobei er bei Nicht-Menschen auch von Aktanten statt von Akteuren spricht, Latour,
2006, S. 488.
63Latour, 2006, S. 501.
64Latour, 2006, S. 504.
65Latour, 2006, S. 504.
66Latour, 2006, S. 504.
67Latour, 2006, S. 506f.
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sie von verschiedenen Interessenvertretern (Politikern, Institutionen, Stadt-
planern, Industrievertretern) jeweils als etwas anderes rekrutiert bzw. mo-
bilisiert wurde. Die Untergrundbahn trat dabei bereits in ihrer Form als
Entwurf in eine soziale Interaktion mit Individuen und Institutionen ein.
Latour nennt weitere Beispiele, in denen er beschreibt, wie technische
Objekte eine alltägliche soziale Rolle einnehmen. Eines davon ist der Hotel-
schlüssel, der durch ein Gewicht beschwert wurde. Der beschwerte Schlüs-
sel veranlasst Gäste dazu, diesen beim Portier anzugeben, wenn sie das
Hotel verlassen. Es handelt sich nach Latour bei diesem Schlüssel um einen
hybriden Akteur, weil ihm eine soziale Norm eingeschrieben wurde, das
heißt, ihm wurden „Eigenschaften unserer Sozialordnung inskribier[t]“.68
Die soziale Regel, den Schlüssel abzugeben, wenn man das Hotel verlässt,
wird nicht durch das Pflichtbewusstsein des Gastes zu einer gelebten Norm,
sondern über den Umweg der Bequemlichkeit, den schweren Schlüssel
nicht herumtragen zu müssen, realisiert.
Es ist hervorzuheben, dass Latours Beispiele keine singulären Phäno-
mene beschreiben, sondern das Latour davon ausgeht, dass letztlich jedes
Objekt Teil eines Kollektivs ist. Er sagt: „Objekte, die einfach als Objekte
existieren, abgeschlossen, nicht Teil eines kollektiven Lebens, sind unbe-
kannt“.69
Die Überlegungen Latours zu hybriden Akteuren in sozialen Kollekti-
ven ist Teil seiner soziologischen Perspektive. Die „lokale Konstruktion“
von Hybriden, die für meine Fragestellung von besonderem Interesse ist,
ist auch für Latour relevant, da, wie er sagt, Gesellschaft das Ergebnis loka-
ler Konstruktion sei.70 In meiner Besprechung von Latours Arbeit werden
vor allem diese Passagen diskutiert.
Latour unterscheidet in diesem Zusammenhang vier aufeinander auf-
bauende Weisen der technischen Vermittlung (engl. Original: mediation) im
Verhältnis von Mensch und Technik.
Seine Abhandlung wird von vielen Beispielen begleitet. Das bekanntes-
te ist das von Mensch und Schusswaffe. Anhand dessen veranschaulicht er
die Unterscheidung zwischen der materialistischen und der instrumenta-
listischen Perspektive in Bezug auf Technik. Die materialistische Sichtwei-
se sieht in einer Schusswaffe und der Möglichkeit, diese leicht zu bekom-
men, die Gefahr, dass „der gute Mann und gesetzestreue Bürger gefährlich“
wird.71 Die Waffe zwingt dem Träger, oder eine Person, die Zugang zu ihr
hat oder bekommen könnte, ihren Willen auf. Der Zugang zu Waffen macht
68Latour, 2006, S. 504.
69Latour, 2006, S. 503.
70Latour, 2006, S. 510.
71Latour, 2006, S. 485.
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gute Bürger zu Mördern.
Dagegen steht die neutrale Position, die unter andern von der NRA
(National Rifle Association) vertreten wird. Nach dieser Position wird der
Schusswaffe keine Wirksamkeit zugeschrieben, die jenseits menschlicher
Akteure liegt. Demnach ist es so, dass, wenn der gute Bürger der Waf-
fenbesitzer ist, die Waffe auch nur zum Guten eingesetzt wird und umge-
kehrt. Die NRA macht die Waffe zu einem „neutralen Willensträger, der der
Handlung nichts hinzufügt“.72 Will eine Person töten, wird sie es mit oder
ohne Schusswaffe tun. Mit den Fäusten oder dem Messer ist es „schlicht
langsamer, schmutziger, widerlicher, [...] zu keiner Zeit verändert sich die
Absicht“.73 Latour ist der Meinung, dass keine der Erzählungen richtig ist.
Seiner Auffassung nach liegt die Wahrheit vielmehr in dem vermittelten
Zusammenwirken zwischen Mensch und Technik, in der geteilten Verant-
wortlichkeit, in der Wirksamkeit eines neuen hybriden Agenten, der aus
Mensch und Waffe besteht.74
Übersetzung und Komposition von Handlungsprogrammen
Im Aufeinandertreffen von Mensch und Technik entsteht ein neuer, hybri-
der Agent, in dem sich Ziele des Menschen und der Technik verbinden und
die Ziele des neuen Agenten (meist) weder die der Technik sind noch die
des Menschen. Vielmehr findet eine Modifikation bzw. Verschiebung der
Ziele statt, die Latour als Übersetzung bezeichnet.
Mensch und Technik wirken zusammen, indem im Zuge einer kon-
kreten Handlungssituation die Ziele beider Entitäten, Latour spricht von
Agenten bzw. Aktanten, ineinander übersetzt werden, wobei, wie Latour
sagt, beide Agenten modifiziert werden.75 Dieses Übersetzen ist so zu ver-
stehen, dass sich die Handlungsprogramme des einen hinsichtlich denen
des anderem in den Situationen des Aufeinandertreffens aktualisieren. Er
verwendet den Begriff der Handlungsprogramme, um eine, wie er sagt,
neutrale Bezeichnung zu haben, unter der Funktionen von Technik und
Ziele von Menschen gleichermaßen subsumiert werden können.76
Handlungsprogramme können als strukturierte Räume möglichen
Agierens verstanden werden. Beim Menschen sind die Handlungspro-
gramme, als Ergänzung zu Latours Ausführung, strukturierte Handlungs-
möglichkeiten, die durch Gewohnheiten, Fähigkeiten und Vorlieben festge-
legt sind und bei der Technik sind es die Fülle von Funktionen, nicht nur im
72Latour, 2006, S. 485.
73Latour, 2006, S. 486.
74Latour, 2006, S. 488.
75Latour, 2006, S. 487.
76Latour, 2006, S. 488f.
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Sinne von vorgegebenen Funktionen, sondern alle Möglichkeiten, die der
Umgang mit Technik und Artefakten bietet.
Konkret bedeutet das, dass beispielsweise der menschliche Agent auf
Grundlage dessen modifiziert wird, was die Handlungsprogramme der
Technik sind, das heißt die Möglichkeiten eines Umgangs, mit denen der
Mensch in ein Verhältnis eintreten will oder muss. Latour spricht davon,
dass die menschlichen und nicht-menschlichen Akteure in einem Aus-
tausch von Kompetenzen stehen, indem sie einander neue Möglichkei-
ten, Ziele oder Funktionen anbieten.77 Der Akteur verändert sich dahin-
gehend, dass beispielsweise ein bisher privilegiertes Handlungsprogramm
nicht mehr aktualisiert wird, sondern ein zuvor latentes Handlungspro-
gramm handlungsleitend wird. Der Hotelschlüssel in Latours bekanntem
Beispiel ist mit einem Gewicht beschwert und wird deshalb abgegeben,
weil das bevorzugte Handlungsprogramm, die volle Flexibilität beim Be-
treten und Verlassen des Zimmers zu haben, dadurch, dass der Schlüs-
sel durch das Gewicht lästig geworden ist, das Handlungsprogramm, den
Schlüssel immer an der Rezeption abzugeben, präferiert wird. Das Ergebnis
dieser Übersetzung als Aktualisierung der verbundenen Handlungspro-
gramme ist das gemeinsame Agieren. Die Handlungsmöglichkeiten und
konkreten Handlungen sind „Eigenschaft[en] des gesamten Gefüges“ und
„nicht nur der menschlichen Aktanten“.78
Das Beispiel mit der Schusswaffe und dem Menschen dient wieder zur
Veranschaulichung. Man kann sich Situationen vorstellen, in denen Per-
sonen selbstbewusst reagieren und beispielsweise einem Streit nicht aus
dem Weg gehen, wenn sie wissen, dass sie eine Waffe am Gürtel tragen.
Das Handlungsprogramm der Waffe, das heißt mit Drücken des Abzugs
eine Kugel abzufeuern, die töten kann, verbindet sich mit den Handlungs-
programmen der Person. Es ist ein gemeinsames Agieren von Mensch und
Waffe, welches sich im Auftreten der Person im Streit zeigt, ohne dass die
Waffe je gezogen worden ist. Es gibt immer explizite sowie implizite privi-
legierte Handlungsprogramme und eine Fülle von latenten Handlungspro-
grammen. Diese beeinflussen das Agieren und Reagieren von Personen in
bestimmten Situationen. In der beschriebenen Situation kann die Waffe am
Gürtel eine vormals latente Präferenz aktualisieren, was sich in der Modi-
fikation der konkreten Absicht bzw. die Wahl der Mittel zeigt. Ein verbaler
Seitenhieb des Gegenübers kann beim Waffenträger zu einer Reaktion in
Form einer Beleidigung führen, statt ignoriert zu werden, wie es die privi-
legierte Handlungsoption ohne Waffe gewesen wäre.
77Latour, 2006, S. 490.
78Latour, 2006, S. 492.
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Blackboxing
Die Komposition neuer Handlungsprogramme von Menschen und Nicht-
Menschen resultiert in hybriden Akteuren, deren Aktivitäten in sozio-
technische Kollektive eingebettet ist. Latour stellt die Frage, warum die
nicht-menschlichen Entitäten, wenn sie doch ständig in hybride Konstel-
lationen mit Menschen eintreten, nicht in ihrer vermittelnden Rolle mit „ei-
niger Präzision einzuschätzen“ sind.79 Den Grund sieht Latour darin, dass
das gemeinsame Handeln der hybriden Akteure, das heißt die Komposi-
tion von Handlungsprogrammen, „völlig undurchsichtig“ sei.80 Nach La-
tour unterliegt die Komposition von Handlungsprogrammen einem Pro-
zess, den er als „Blackboxing“ beschreibt.81
Um das Blackboxing zu veranschaulichen, benutzt Latour als Beispiel
die Verwendung eines Tageslichtprojektors. „Er ist ein Punkt in einer Hand-
lungsfolge (sagen wir einmal in einer Vorlesung), eine ruhige und stum-
me Vermittlungsinstanz, die für selbstverständlich gehalten und vollkom-
men von ihrer Funktion bestimmt wird“.82 Latour führt sein Beispiel weiter
und beantwortet die Frage, was denn passiere, wenn der Projektor plötz-
lich nicht mehr funktioniere, mit der Ausführung, dass allersterst dieses
Nichtfunktionieren uns wieder an die Existenz des Projektor erinnere.83
Der Projektor wird als eine Komposition von verschiedenen Teilen mit je
„relativ unabhängigen Zielen“ (Funktionen) sichtbar. Die Blackbox, die das
gemeinsame Agieren von Mensch und Technik betraf, hat sich zu einem
bestimmten Grade aufgelöst.
Führt man die Überlegungen des Blackboxing auf die Idee der Hybri-
disierung zurück, ist das Blackboxing etwas, das mit der Hybridisierung
einhergeht. Das Verschwinden der Technik als transparente und stumme
Vermittlungsinstanz im Handlungsvollzug ist ein Symptom eines stabi-
len Mensch-Technik-Hybriden. Die Hybridisierung geht mit einer Überset-
zungstätigkeit hinsichtlich der Handlunsgprogramme der beiden Akteure
einher und resultiert in einer neuen hybriden Verbindung. Der Hybrid be-
sitzt einen eigenen strukturierten Raum an Möglichkeiten, in bestimmter
Hinsicht in ein Verhältnis mit andern sozialen menschlichen oder nicht-
menschlichen Akteuren zu treten, das heißt, er agiert auf Basis von Hand-
lungsprogrammen, die, wie Latour sagt, „keinem der Handlungsprogram-
me der Agenten entspricht“.84
79Latour, 2006, S. 491.
80Latour, 2006, S. 491.
81Latour, 2006, S. 491.
82 Latour, 2006, S. 491.
83Latour, 2006, S. 491.
84Latour, 2006, S. 487.
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Delegation
Unter dem Begriff Delegation diskutiert Latour einen weiteren Aspekt von
Vermittlung. Im Modus der Delegation werden materiellen Entitäten Be-
deutungen eingeschrieben („inskribiert“), das heißt, sie werden Träger von
Eigenschaften der Gestalter, Auftraggeber und Herstellenden.85
Ein Beispiel hierfür ist eine Bodenschwelle auf einem Campusgelände,
„die Fahrer zwingt, auf dem Campus das Tempo zu reduzieren“.86 „Das
Ziel der Fahrer wird mittels der Bodenschwelle übersetzt von »Ich fahre
langsamer, um keine Studenten zu gefährden« in »Ich fahre langsam und
schütze die Federung meines Autos«“.87 Der Fahrer, so Latour, modifiziert
sein Verhalten wie von der Rektorin der Universität gewünscht, die die Bo-
denschwelle installieren ließ, aber nicht etwa aus moralischem Gewissen,
sondern aus Eigennutz.
Das Handlungsprogramm eines Autofahrers, schnell an sein Ziel kom-
men zu wollen, wird weniger relevant hinsichtlich der neuen Präferenz,
den Stoßdämpfer schützen zu wollen, welche stattdessen aktualisiert wird.
Dass das Langsamfahren zum privilegierten Handlungsprogramm wird,
ist genau das Ziel, dass durch das Instrument der Bodenschwelle realisiert
wird.
Wendet man Latours Überlegungen auf die Praxis der Gestaltung von
Technik an – Latour würde statt von Gestaltung von einer Rekrutierung
für das Kollektiv sprechen88 –, sind alle von Menschen entworfenen und
hergestellten Dinge hybride Agenten. Im Hybriden verbinden sich Eigen-
schaften in Form bestimmter Bedeutungen, die von Gestalter und der Rek-
torin, die sich einen jeder Zeit bereiten Verkehrspolizisten wünscht, stam-
men, mit den Eigenschaften der Materie. Die Betonschwelle vereint einige
der Eigenschaften des Polizisten mit einigen des Betons, aber nicht alle.89
Die Begrifflichkeit Rekrutierung, die Latour für die Delegation wählt, soll
deutlich machen, dass gestaltete Artefakte als Techniken nicht immer an ih-
re Gestalter bzw. Auftraggeber gebunden sind, sondern dass sie ein neuer
Akteur sind und eine eigene Rolle im Kollektiv einnehmen.
Verschiedene Autoren sehen den Aspekt der Delegation kritisch, da er
für sie im Widerspruch zu dem von ihm propagierten symmetrischen Ver-
ständnis von Mensch und Technik steht.90 Problematisch am Konzept der
Delegation ist aus ihrer Perspektive der Umstand, dass die symmetrische
85Latour, 2006 S. 494.
86Latour, 2006 S. 494.
87Latour, 2006 S. 494.
88Latour, 2006, S. 492.
89Latour, S. 497f.
90unter anderem Verbeek, 2005, S. 160f.
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Konzeption nicht aufrechterhalten wird und die technische Wirksamkeit
scheinbar auf die Intentionen von Entwicklern reduziert wird.
Die Delegation stellt aber für Latours Konzeption keinen Widerspruch
zu seiner symmetrischen Sichtweise dar, da auch Menschen durch ande-
re Menschen oder nicht-menschliche Agenten für bestimmte Zwecke re-
krutiert bzw. mobilisiert oder als wertvolle Mitglieder der Gesellschaft ge-
formt werden. In gleicher Weise wie bei Menschen kann man bei Techniken
im Sinne Latours davon sprechen, dass sie in ein eigenes gesellschaftliches
Leben eintreten, wo sie in einem ursprünglich intendierten und auch nicht-
intendierten Sinne wirksam werden. Mit der Zeit sind dann auch die Spre-
cher dieses technischen Aktes verschwunden.91
Als hybride Akteure versteht Latour sowohl operative Einheiten von
Mensch und Technik, wie es beispielsweise die Verbindungen von Waf-
fenbesitzer und Waffe, Chemiker und Pipette und die Verbindung Dozent-
Projektor-Studenten zeigen, aber auch Entitäten, in denen sich im beschrie-
ben Sinne der Delegation Eigenschaften und Interessen von verschiedenen
Akteuren materialisieren, ohne die Ziele des neuen hybriden Akteurs auf
die Initiative von einem der Beteiligten reduzieren zu können. In diesem
zweiten Verständnis geht die Konzeption über die in der Arbeit untersuch-
te hybride Konstellation hinaus.
Fazit: Hybride Konstellationen und deren Entstehung
In Abschnitt 3.1.2 wurde die Kritik Krämers an der avantgardistischen Po-
sition der Medientheorie im Sinne McLuhans vorgestellt, der sie vorwirft,
dass sie Medien anthropomorphisiere.92 Auch Latour könnte von Krämer
aufgrund seiner symmetrischen Anthropologie der avantgardistischen Po-
sition zugeordnet und diesbezüglich kritisiert werden. In der Beschrei-
bungssprache, mit der Latour Technik beschreibt, finden sich zweifellos ei-
ne Reihe von Begriffen, die ausschließlich in der Sphäre menschlicher Ei-
genschaften oder menschlicher Vermögen zugehörig sind.
Doch ein solcher Vorwurf würde ins Leere gehen: Nicht wie beim klassi-
schen Vorwurf einer Anthropomorphisierung, bei dem kritisiert wird, dass
der menschliche Standpunkt (die Selbstkonstruktion) implizit immer lei-
tend für eine Konzeption ist und der Standpunkt selbst nicht reflektiert
91Latour, 2006, S. 496.
92Krämer, 1998a, S. 76.
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wird, sondern die Begrifflichkeiten menschlichen Vermögens sind eine Be-
schreibungssprache für eine solche Reflexion des Standpunkts. Er anthropo-
morphisiert nicht-menschliche Akteure, aber vollzieht gleichzeitig eine Ver-
dinglichung von Menschen, indem er ihr Handeln hinsichtlich ihrer (sozia-
len) Funktionalität – im Sinne von alltäglichen Routinen – stark macht. Und
diese Routinen sind Teil eines alltäglichen gesellschaftlichen, besser kollek-
tiven Handelns. Latour sagt: „Zweckgerichtes Handeln und Intentionali-
tät mögen nicht Eigenschaften von Objekten sein, aber sie sind auch kei-
ne Eigenschaften von Menschen“.93 Damit meint er, dass Menschen nur
in ihrer sozialen Rolle existieren und Techniken überhaupt nur Techniken
sind, wenn sie in einer Austauschbeziehung stehen, die sie zur „Existenz
autorisiert und befähigt“.94 Menschliche und nicht-menschliche Operatio-
nen sind in der Form von Hantieren, Agieren, Handeln oder Funktionieren
substituierbar. Durch diese Verschiebung findet er einen Weg, Mensch und
Technik symmetrisch zu verbinden und trägt damit zu einem allgemeinen
Verständnis von Mensch-Technik-Verhältnissen bei, das eben gerade nicht
anthropomorph ist.
Hinsichtlich der bisherigen Überlegungen lässt sich sagen, dass die Hy-
bridisierung eine – immer vorläufige – Stabilisierung von Mensch-Technik-
Beziehungen ist, so dass ein selbstverständlicher Umgang mit der Technik
möglich ist, der mit einem Verschwinden der Technik als Medium einher-
geht. Mit Blick auf das Beispiel des Tageslichtprojektors sind der Dozent,
der Projektor und die Studenten in einer hybriden Konstellation, in der die
Komposition von Handlungsprogrammen, man kann sagen, die Verteilung
von Handlungsanteilen, in der Praxis der Vorlesung nicht präsent sind. Der
Projektor ist als stumme Vermittlungsinstanz in dieser Hinsicht in den Hin-
tergrund der Wahrnehmung gerückt. Die Hybridisierung ist deshalb nie
völlig abgeschlossen, da es immer neue Handlungssituationen geben kann,
in denen sich die Medialität der Technik auf neue Weise zeigt.
3.1.5 Trivialität nicht-trivialer Maschinen: Heinz von Foersters
Maschinenmetapher
Die Maschinenmetapher der trivialen und nicht-trivialen Maschine, die
Heinz von Foerster in seiner kybernetischen Theorie entwickelt, wird im
Folgenden dazu verwendet, die Hybridisierung von Menschen durch Tech-
nik aus einer weiteren Perspektive zu betrachten. Auch wenn in seiner Ab-
handlung hauptsächlich von Maschinen die Rede ist und auch Techniken
als Beispiele dienen, handelt es sich dabei nicht um eine Maschinentheorie,
93Latour, 2006, S. 503.
94Latour, 2006, S. 503.
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sondern vielmehr um ein Erklärungsmodel oder eine Metapher, die von
Foerster gleichermaßen auf Technik, Menschen, Sozialsysteme oder die Na-
tur anwendet.
F
OutputInput
ABBILDUNG 3.1: Das Übertragungsschema der trivialen
Maschine, wie es bei Heinz von Foerster dargestellt ist. Sie-
he Von Foerster, 2002, S. 245
Im Folgenden wird die Unterscheidung von trivialer und nicht-trivialer
Maschine vorgestellt, um sie im Anschluss hinsichtlich des Umgangs
von Menschen mit intelligenten Systemen zu betrachten. Die triviale
Maschine ist durch ein fest gekoppeltes Ein- und Ausgabeverhältnis
festgelegt. In Abbildung 3.1 ist die triviale Maschine schematisch darge-
stellt. Wenn man einen bestimmten Input (y) in die Maschine einbringt,
reagiert die Maschine mit einem entsprechenden Output (y). Das heißt,
die Übertragungsfunktion (F) der Maschine gewährleistet ein festes Input-
Output-Verhältnis. Heinz von Foerster definiert die Eigenschaften einer
trivialen Maschine anhand von vier Aspekten95:
(1) vorhersagbar
(2) geschichtsunabhängig
(3) synthetisch deterministisch
(4) analytisch deterministisch
In Bezug auf eine einfache Alltagstechnik kann man sagen: Wenn man
einen Knopf drückt, beispielsweise den Lichtschalter an der Schalterleiste
oben, geht das Deckenlicht an, wenn man den Lichtschalter unten drückt,
geht das Licht beim Bett an. Triviale Maschinen in diesem allgemeinen Ver-
ständnis begegnen uns überall im Alltag und die Trivialität ist, nach von
Foerster, eine Eigenschaft, für die wir Technik schätzen. Wenn man den
Lichtschalter drückt, möchte man nicht, dass man versehentlich beim Nach-
barn klingelt oder das falsche Licht anschaltet. Wenn man auf den Knopf
des Kaffeevollautomaten bei Kaffee schwarz drückt, dann möchte man einen
schwarzen Kaffee und nicht einen Cappuccino.
95Von Foerster, 2002, S. 246f.
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Die Aktivität einer trivialen Maschine ist vorhersagbar, wenn sie nicht
defekt ist und einem nach kurzer Eingewöhnung vertraut ist. Das ist sie vor
allem, weil sie nicht geschichtsabhängig ist, das heißt, dass einem bestimm-
ten Input immer ein bestimmter Output folgt. Synthetisch deterministisch
besagt, dass es eine Logik hinter dem Input-Output-Verhältnis gibt, das
heißt, dass die Maschine nicht willkürlich oder chaotisch agiert – die Lo-
gik aber potentiell von niemanden gekannt werden muss. Die letzte Eigen-
schaft, analytisch deterministisch, ist abhängig von der Perspektive. Ana-
lytisch deterministisch ist eine Maschine, wenn es einem Außenstehenden,
der nur Zugang zu den Inputs und Outputs der Maschine hat, potentiell
möglich ist, auf die Regeln der Übertragung (Übertragungsfunktion) zu
schließen. Heinz von Foerster sagt zu der letzten Eigenschaft folgendes:
„Ein besonders netter Zug dieser Maschinen ist, daß sie auch analytisch
determinierbar sind, denn man braucht ja nur für jedes gegebene x [Input]
das entsprechende y [Output] aufzuschreiben“.96 Die Unterscheidung zwi-
schen analytisch und synthetisch speziell in v. Foersters Ansatz kann mit
Blick auf technische Systeme wie folgt erklärt werden. Aus Sicht des Ge-
stalters einer Maschine sind die festen Regeln, die die Voraussetzung für
eine synthetische Determiniertheit sind, im Idealfall die, die von ihm fest-
legt sind und werden somit auch von ihm gewusst. Ein Nutzer, der keinen
Einblick in die Blackbox der Maschine hat, kann dagegen nur von außen
auf die Funktionsweise schließen. Ist das praktisch möglich, ist sie analy-
tisch determiniert.
Das gegenteilige Konzept ist die nicht-triviale Maschine. Diese zeichnet
sich dadurch aus, dass sie eine interne Funktion und einen internen
Zustand besitzt, der sich durch Inputs verändert, dessen Funktionsweise
und Wert aber nicht von außen zugänglich ist. In Abbildung 3.2 ist die
nicht-triviale Maschine dargestellt. Die interne Funktion Z ist abhän-
gig von den Inputs und verändert ihren internen Zustand z. Dieser
interne Zustand beeinflusst die zukünftige Nutzung, das heißt, wie die
Inputs in die Outputs gewandelt werden, und wird dabei selbst stetig
verändert. Es entsteht somit eine Geschichtsabhängigkeit, das Verhalten
der Maschine ist abhängig von der Historie der Nutzung. Damit ist es
schwierig, Vorhersagen zu treffen, in welcher Weise bestimmte Inputs zu
bestimmten Outputs führen, vorausgesetzt, man kennt die Funktionsweise
der internen Funktion und/oder die Nutzungshistorie nicht. Trotz einer
synthetischen Determiniertheit (durch feste interne Funktionsregeln) ist
es für Außenstehende schon bei wenigen möglichen Inputs und Outputs
praktisch unmöglich, auf die Verfasstheit dieses Systems zu schließen.
96Von Foerster, 2002, S. 247.
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Heinz von Foerster zeigt die praktische Unmöglichkeit, indem er eine
Rechnung aufstellt, die es schon bei vier zweiwertigen Inputs und einem
zweiwertigen Output 1010
4
Versuche benötigen würde, um sicher auf die
Übertagungsfunktion schließen zu können.97 Das ist mit heutigen und
auch zukünftigen Computern nicht berechenbar. Die Eigenschaften der
nicht-trivialen Maschine lassen sich wie folgt zusammenfassen.98:
(1) unvorhersagbar
(2) geschichtsabhängig
(3) synthetisch deterministisch
(4) analytisch indeterminierbar
Dazu noch einmal das Beispiel der Lichtschalter: Es wäre vorstellbar,
wenn auch unsinnig, dass man die Lichtschalter und Lichter hinter Wand
und Decke so verschaltet, dass bei jedem Drücken des oberen Schalters ein
Zähler mitläuft, der bei Wert X die Belegung der Lichtschalter umdreht. Man
könnte sich noch weitaus kompliziertere nicht-triviale Maschinen vorstel-
len.
OutputInput F
Z
z
ABBILDUNG 3.2: Das Übertragungsschema der nicht-
trivialen Maschine, wie es bei Heinz von Foerster darge-
stellt ist. Siehe Von Foerster, 2002, S. 248
Trivialitätsserwartung
Wie lässt sich diese Unterscheidung hinsichtlich der Fragestellung der Ar-
beit fruchtbar machen? Dazu wird v. Foersters weitergehendes Interesse
an dieser Unterscheidung aufgezeigt. Von Foerster argumentiert, dass sich
Menschen triviale Maschinen wünschen: „Wenn wir den Zündschlüssel des
Autos drehen, dann muss das Auto starten“ und wenn es „trotzdem nicht-
triviale Tendenzen zeigt, ein Auto also zum Beispiel nicht starten will usw.,
dann rufen wir einen Trivialisierungsspezialisten“.99 Und an anderer Stel-
le: „In der Tat zielen alle Bemühungen nur darauf, triviale Maschinen zu
97Von Foerster, 2002, 250.
98Von Foerster, 2002, 251.
99Von Foerster, 2002, S. 252.
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erzeugen, oder dann, wenn wir auf nicht-triviale Maschinen treffen, diese
in trivale Maschinen zu verwandeln“.100 Nach Heinz von Foerster ist es für
eine erfolgreiche Technik relevant, dass sie für Menschen als triviale Maschi-
nen funktionieren. Wenn das nicht der Fall ist, wird das als Problem wahr-
genommen und bei einem Spezialisten nach Hilfe gesucht. Andreas Kamin-
ski, der sich mit den Konzepten Heinz von Foersters technikphilosophisch
befasst, bezeichnet den Wunsch nach trivialer Technik als Trivialitätserwar-
tung, wobei er diese Erwartung als grundlegend für die Rolle der Technik
als u. a. verlässliche, stabile und entlastende Kraft auffasst.101 Im Folgen-
den wird diskutiert, wie es sich mit der Trivialitätserwartung im Umgang
mit intelligenter Technik verhält.
Trivialität im Umgang mit intelligenter Technik ist deshalb klärungsbe-
dürftig, da diese Techniken in ihrem Normalzustand nicht-triviale Tenden-
zen aufweist. Eine nicht-triviale Tendenz ist beispielsweise bei der technik-
basierten kontextsensitiven Interaktion zu beobachten, wenn gemäß für den
Nutzer unbekannter Mechanismen der Nutzer selbst und seine Umgebung
gedeutet werden und darauf basierend die Möglichkeiten eines Umgangs
angepasst werden (siehe den Abschnitt 2.3.1). Andreas Kaminski bezeich-
net beispielsweise Individuen „als nichttriviale Maschinen per excellence“,
da sie „auf kreative Weise lernen und [...] daher vergangenheitsabhängig“
seien.102 Intelligente Techniken sind zwar keine Individuen, könen aber in
ähnlicher Weise als geschichtsabhängig gesehen werden, da sie sich bei-
spielsweise an die Präferenzen bzw. die Nutzungshistorie von Personen
anpassen können.
Kaminski argumentiert, dass Heinz von Foerster Trivialität auf zwei
Arten gebraucht, zum einen als ein Attribut des Gegenstands, demnach
Trivialität eine „bloße Eigenschaft einer Sache“ ist und zum anderen als
Inhalt einer Erwartung.103 Eine Unterscheidung, die Heinz von Foerster
nicht explizit vornimmt, sondern vermischt. Trivialität als Erwartung kann
während der Nutzung entstehen, im „Prozess des miteinander Vertraut-
werdens“ .104 Dies ist auch dann möglich, wenn die Technik faktisch nicht-
triviales Verhalten aufweist.
Kaminski zeigt, dass sich Techniken oftmals strenggenommen nicht-
trivial verhalten, beispielsweise, wenn sie temporär kaputt sind, weil Ver-
schleißteile ausgefallen sind oder in einem Computer eine Programmschlei-
fe festgefahren ist. Handelt es sich um eine Disfunktionalität, von der be-
kannt ist, welche Mittel nötig sind, um die triviale Funktionalität wieder
100Von Foerster, 2002, S. 207.
101Kaminski, 2010, S. 176.
102Kaminski, 2010, S. 174.
103Kaminski, 2010, S. 175.
104Kaminski, 2010, S. 184.
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herzustellen, beispielsweise indem Verschleißteile ausgetauscht oder der
Computer neugestartet wird, kann trotzdem von eine Trivialität auf der
Ebene der Erwartung gesprochen werden. Es handelt sich hierbei um „Tri-
vialitätserwartungen zweiter Stufe“, da sich die Trivialitätserwartungen
nicht auf das Input-Output-Verhältnis auf die Sachebene beziehen, sondern
auf die Möglichkeiten eines zuverlässigen Managens des Funktionierens
erster Stufe.105
Diese Überlegungen lassen sich auf intelligente Techniken übertragen.
Hier besteht, wie oben gezeigt, auch eine Nicht-Trivialität auf der Sache-
bene. Eine höherstufige Trivialitätserwartung (zweiter Stufe) kann es mit
intelligenten Techniken geben, wenn die konkreten Resultate technischen
Handelns, die eventuell schwer vorhersagbar sind, hinsichtlich ihrer all-
täglichen Rolle als verlässliche und entlastende Kraft als trivial erscheinen.
Die Ausführungen zeigen, dass Trivialität und Nicht-Trivialität eine re-
levante Unterscheidung im Rahmen meiner Arbeit darstellt, wenn sie nicht
nur als Eigenschaften der Technik aufgefasst wird, sondern als etwas, dass
das Verhältnis des Menschen zur Technik beschreibt. Eine Trivialisierung,
die als Prozess eines Vertrautwerdens beschrieben werden kann, kann als
etwas aufgefasst werden, dass der Hybridisierung von Mensch und Tech-
nik entspricht. Das heißt, Prozesse der Vertrauensbildung durch Triviali-
sierungen unterstützen die Entwicklung hin zu einem stabilen Mensch-
Technik-Verhältnis, in dem die Zielerwartungen und deren Erreichung in
den relevanten Kontexten der Nutzung selbstverständlich geworden sind.
Im folgenden zweiten Teil des Kapitels werden Ansätze aus dem Be-
reich der Phänomenologie des Leibes für ein erweitertes allgemeines Ver-
ständnis dieses Prozesses der Hybridisierung des Menschen durch Technik
behandelt.
3.2 Verleiblichung im Handeln mit Technik
Im zweiten Teil dieses Kapitels werden phänomenologische Überlegungen
zum Mensch-Technik-Verhältnis vorgestellt und hinsichtlich der Konzepti-
on einer Hybridisierung von Menschen durch Technik betrachtet.
Eine zentrale Idee der phänomenologischen Theorien ist das embodi-
ment, was im Deutschen treffender als Verleiblichung bezeichnet wird. Das
Konzept der Verleiblichung hat in vielen Fachdisziplinen Karriere gemacht:
Unter anderem in der Linguistik, der Soziologie und auch in der HCI. Im
Folgenden werden zwei der wichtigsten phänomenologischen Positionen
zum Verhältnis von Mensch und Technik herausgegriffen, von Maurice
105Kaminski, 2010, S. 176.
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Merleau-Ponty und Martin Heidegger, die hinsichtlich einer Konzeption
der Hybridisierung diskutiert werden. Im Anschluss werden die Überle-
gungen um einen Ansatz der neueren amerikanischen Tradition der Phä-
nomenologie ergänzt.
3.2.1 Einführung
Mit der Phänomenologie, die am Anfang des zwanzigsten Jahrhunderts ih-
ren Siegeszug begann, gewann die Körperlichkeit des Menschen für ein
Verständnis menschlicher Weltbezüge stark an Bedeutung.106 Der Körper
wird seit je her als der Teil des Menschen gesehen, der aufgrund seiner
räumlichen Präsenz in der Welt verortet ist. Über ihn wird die Welt durch
die Sinne als Wahrnehmung vermittelt. Es ist der Körper in der Welt, der
diese sensorisch erfasst. Die sensorischen Reize werden ihrerseits im Ge-
hirn interpretiert, das heißt geordnet und bewertet. Diese Interpretation
bietet dann die Grundlage für ein Wissen über oder die Erkenntnis der Welt
und für ein bewusstes Handeln in ihr. Es gibt demnach, aus klassischer
Sicht, dabei häufig mit Verweis auf René Descartes, eine Trennung zwi-
schen dem Körper und seinen mechanisch-biologischen Aktivitäten und
dem Geist mit seinen „psychisch-reflexiven Bewusstseinsvorgängen“.107
Diese Position pflegt eine Hierarchie, die das Geistige priorisiert und den
Körper ausschließlich als unbelebten Reizempfänger und die Hauptleistung
menschlicher Wahrnehmung in der geistigen Repräsentation und deren In-
terpretation sieht. René Descartes mit seiner „scharfen Trennung von Ma-
terie und Geist“, die er als res extensa und res cogitans bezeichnet, wird im-
mer wieder als Vertreter (Strohmann) dieser, aus Sicht der Phänomenologie,
überholten Ansicht angeführt.108
In der Phänomenologie, wie sie bei Husserl ihren Anfang nimmt und
etwas später von Heidegger und Merleau-Ponty nicht weniger prominent
weitergeführt wurde, wird dieser Dualismus von Körper und Geist in Fra-
ge gestellt.109 Die Körperlichkeit des Menschen gewinnt an Bedeutung und
zwar als Leib. Der Leib ist das Sein am Menschen, das eine Körperlichkeit
aufweist, aber eben nicht ausschließlich darauf reduzierbar ist, das heißt,
nicht ausschließlich mechanisch-biologisch beschreibbar ist. Der mensch-
liche Leib ist demnach etwas, das zwischen Körper und Geist liegt bzw.
106Husserl wird üblicherweise als der Urvater verstanden, siehe Husserl, 2012.
107Waldenfels, 2000, S.30.
108HWPh Bd. 5 (Ritter, Gründer und Gabriel, 1980), S. 192.
109Damit sind ohne Frage drei prominente Vertreter genannt, die die Phänomenologie aber
nicht in ihrer Gänze repräsentieren. Sie sind in der technikphilosophischen Rezeption der
Phänomenologie von besonderer Bedeutung und werden deshalb hier behandelt.
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Eigenschaften aufweist, die beiden zugesprochen werden können. Erfah-
rungen werden ihm eingeschrieben und das nicht (nur) durch eine phy-
sische Versehrtheit (Verbrennung, Amputation), sondern als eine leibliche
Prägung durch alltägliches Handeln und Wahrnehmen. Und diese Prägung
wiederum macht die Medialität des Leibes aus, die im Sinne medialen Wir-
kens (siehe dazu der erste Teil des Kapitels) Einfluss auf zukünftige Er-
fahrungen hat. Das Konzept der Leiblichkeit erhebt seinen Anspruch auf
Gültigkeit aus der Einsicht, dass es einen blinden Fleck in Erkenntnis und
Handeln gibt, der nicht ausschließliche auf geistige oder auf körperliche
Eigenschaften zurückzuführen ist. Unter anderem ist hier von den leibli-
chen Fähigkeiten oder dem leiblichen Wissen des Menschen die Rede. Die-
se Fähigkeiten oder dieses Wissen sind nicht geistiger Natur, weil sie nicht
oder nur unvollständig geistig thematisiert (repräsentiert) werden können.
Das heißt, es liegt eine große Differenz zwischen dem Können und der Er-
klärung (Vermittlung durch Erklärung) dieses Könnens vor. Gleichzeitig
sind die leiblichen Fähigkeiten und das leibliche Wissen auch nicht rein
körperlicher Natur, da sie ebenfalls nicht als reine biologische Stimulus-
Reflex-Relation (im Sinne von Reflexen, siehe dazu110) aufgefasst werden
können. Beispiele für das Erlernen von leiblichem Wissen sind das Erlernen
von Tanzschritten oder Musikinstrumenten. Ebenso kann das Handhaben
und Bedienen bestimmter Techniken (wobei man auch Musikinstrumente
als Techniken bzw. Tanzen als Technik im Sinne einer Fähigkeit verstehen
kann) unter dem Gesichtspunk leiblichen Lernens gesehen werden.
Das Erlernen oder Erlangen leiblichen Wissens (Wissen wird klassisch
meist nur der geistigen Sphäre zugeschrieben, hier aber umgedeutet) wird
als Verleiblichung bezeichnet. International hat dieses Konzept unter dem
Begriff des embodiment in vielen Disziplinen Einzug gehalten. Im Engli-
schen gibt es keine begriffliche Unterscheidung zwischen Verkörperung
und Verleiblichung. Aus diesem Grund gibt es eine Reihe von weiteren Be-
deutungen, die dem embodiment anlasten, hier aber nicht gemeint sind. Da-
zu gehört beispielsweise Verkörperung als Umsetzung von Ideen und Kon-
zepten in konkrete Artefakte (z. B. Prototypen), Aktualisierung von Hand-
lungsintentionen in konkreten Handlungsvollzügen oder von einem Soft-
wareagenten in einer physischen Entität, beispielsweise in einen Roboter.
Um der Differenzierung gerecht zu werden, wird in einigen englischspra-
chigen Publikationen vom Leib als „living body“ oder „embodied cogniti-
on“ gesprochen.111
110Waldenfels, 2000, S. 111.
111Die Bezeichnung „living body“ ist aus meiner Sicht insofern gut gewählt, als living nicht
nur lebend oder lebendig meint (eine Eigenschaft, die ja auch der Tier- und Pflanzenwelt zu-
kommt), sondern im Sinne von Wohnen verwendet werden kann, so wie Martin Heidegger
das menschliche Dasein in der Welt charakterisiert, siehe Svanæs, 2013, Kirsh, 2013.
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3.2.2 Unterscheidung: Leib und Körper
Die Unterscheidung zwischen Leib und Körper wird wie folgt verstanden.
Der Leib gilt als Inbegriff allen Wahrnehmens und Fühlens und ist dem-
nach unser Zugang zur Welt. Er ist zugleich Empfindendes (alle sinnlichen
Wahrnehmungen sind durch den Leib vermittelt) aber auch Empfunde-
nes (die eine Hand kann die andere fühlen).112 Dagegen wird der Körper
als etwas verstanden, das im „medizinischen Sinne objektivierbar ist“.113
Er ist in der Dritten-Person-Perspektive vollständig erfassbar, unter ande-
rem untersuchbar, messbar oder aufschneidbar, das heißt, er ist mit einem
„naturwissenschaftlich-quantifizierenden“ Zugriff begreifbar.114 Der Leib
wiederum ist – auch wenn er eine körperliche (raum-zeitliche) Dimension
hat, also ein Objekt in der Welt ist – eben nicht vollständig durch einen äu-
ßeren Zugriff erfassbar. Merleau-Ponty bezeichnet den Leib als Ambiguität
und meint damit nach Waldenfels den Befund, dass der Leib „weder Geist
noch Natur, weder Seele noch Körper, weder Innen noch Außen“ ist.115
Ein wichtiger Aspekt des Leibes ist demnach der des unmittelbaren Zu-
gangs. Das heißt, im Gegensatz zu anderen Objekten der Welt ist der ei-
gene Körper spürbar und fühlbar und gleichzeitig ist er auch das womit
bzw. durch das man fühlt und wahrnimmt. Eine besondere Rolle wird hier
der taktilen Wahrnehmung zugesprochen. Doch ist sie nicht auf Körperbe-
wegungen sowie den Tastsinn beschränkt, wie es häufig in der technischen
Forschung verstanden wird.
Ein Extremfall, wie der menschliche Körper einem begegnen kann, stellt
der Leichnam dar. Er ist die räumliche Hülle des Menschen, die einen
Teil ihrer Funktionen eingebüßt hat. Auch wenn das Herz nicht mehr Blut
durch die Venen pumpt oder das Gehirn keine Reize mehr verarbeitet, kann
die wasserabweisende Funktion der Haut noch lange nach dem Tod festge-
stellt werden. Zudem kann aus der Untersuchung der nicht mehr funk-
tionierenden Systeme auf ihre frühere Funktionsweise zurückgeschlossen
werden.
Dem Leib kommt nach Merleau-Ponty eine eigene Art des Verstehens
zu. Es werden ihm Fähigkeiten zugeschrieben, die abgerufen werden kön-
nen, die gleichzeitig aber keine geistigen sind. Das ist das bereits erwähnte
leibliche Wissen. Wenn das leibliche Wissen Handeln leitet, dann kann man
davon sprechen, dass der Leib über eine „vorbewusste Form der Intentio-
nalität“ verfügt.116 Diese Intentionalität zeigt sich in situativer Spontanität,
112Wiegerling, 2008a, S. 13.
113Wiegerling, 2008a, S. 10.
114Wiegerling, 2008b, S. 85.
115Waldenfels, 2000, S. 42.
116Wiegerling, 2013, S. 221.
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in Gewohnheiten und Routinen und ist basaler Bestandteil unseres Orien-
tierens in der Welt und unseres Umgangs mit Dingen, wie es beim techni-
schen Handeln der Fall ist.
„Der Leib ist nicht im Raume, er wohnt ihm ein“.117 Diesen Aspekt des
Wohnens finden wir auch bei Heidegger, der die Trennung von Geistding
und Körperding mit dem Konzept des „In-der-Welt-seins“ aufgelöst se-
hen will.118 Der Aspekt des Wohnens zeigt sich ganz wörtlich im Begriff
der Gewohnheit. Zur Erklärung des In-der-Welt-seins sagt Heidegger: „»in«
stammt von innan-, wohnen, habitare, sich aufhalten; »an« bedeutet: ich bin
gewohnt, vertraut mit, ich pflege etwas; es hat die Bedeutung von colo im
Sinne von habito und diligo“.119
Gewohnheiten als leibliche Phänomene sind im Folgenden von beson-
derem Interesse. Das Ausbilden von Gewohnheiten wird als zentrales Ele-
ment einer Mensch-Technik-Hybridisierung gesehen.
3.2.3 Maurice Merleau-Ponty: Erwerb von Gewohnheiten als Ver-
wandlung des Körperschemas
Ein zentraler Begriff bei Merleau-Ponty ist das Körperschema. Der Leib als
Körperschema beschreibt die Tatsache, dass der eigene Körper als Leib, das
heißt beim Handeln und Wahrnehmen nicht in seinen einzelnen Segmen-
ten, beispielsweise in Form bestimmter Muskeln angesprochen wird, son-
dern in seiner Gesamtheit benutzt wird.
„Sitze ich an meinem Tisch und will nach dem Telephon greifen,
so umschließen einander die Bewegungen meiner Hand auf den
Gegenstand zu, die Aufrichtung des Rumpfes und die Kontrak-
tion der Beinmuskeln; ich will ein bestimmtes Ergebnis und von
selbst verteilen die Aufgaben sich unter den beteiligen Segmen-
ten, wobei die verschiedenen möglichen Kombinationen zum
voraus als äquivalent gegeben sind: ich kann an der Stuhllehne
angelehnt sitzen bleiben, wenn ich den Arm weiter ausstrecke,
oder mich vorbeugen, oder auch mich halb erheben. All diese
Bewegungen stehen uns von ihrer gemeinsamen Bedeutung her
zur Verfügung“.120
Die verschiedenen Segmente des eigenen Körpers als Leib sind in ih-
rer gesamten Funktion bekannt und „nicht ist ihre Koordination erlernt“.121
117Merleau-Ponty, 1966, S. 171.
118Heidegger, 1967, u. a. S. 56.
119Heidegger, 1967, S. 54.
120Merleau-Ponty, 1966, S. 179.
121Merleau-Ponty, 1966, S. 179.
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Natürlich gibt es Situationen, beispielsweise Optimierungen von Bewegun-
gen beim Sport, bei denen einzelne Muskelpartien gezielt angesprochen
werden. Meist wird beim Handeln die Verwendung der Muskeln in einem
intellektuellen Sinne aber nicht gewusst, vielmehr handelt es sich um ein
Art Körperwissen. Zu dem Körperschema gehört es auch, dass die Stellung
von Körperteilen zueinander immer (intuitiv) gewusst wird, ohne dass sie
nochmals eine Überprüfung durch die Sinne benötigen. Beispielsweise kön-
nen Personen sich mit ihren Fingerspitzen vor dem Körper berühren, ohne
dass die Annäherung durch visuelle Wahrnehmung geleitet wird.
Hier liegt es erst einmal nahe, die Erfassung der Stellung von Körper-
teilen zueinander als ein Resultat innerer Sensorik aufzufassen. Mit einer
inneren Sensorik könnten die Segmente des Körpers zueinander gefühlt
und in ihrer Koordination erfasst werden. Doch die Vorhandenheit einer
inneren Sensorik ist nach Merleau-Ponty eine falsche Annahme, weil sie
die Phänomene nicht erklären, die sich aus der Leibeserfahrung ergeben.
Das führt er am Beispiel des Phantomglieds aus, bei dem es sich um eine
Störung leiblicher Wahrnehmung handelt. Bei Personen, die einen Körper-
teil, meist einen Arm oder ein Bein verloren haben, verschwindet das Kör-
perteil nicht, zumindest scheint das Verhalten der Personen, die das Kör-
perteil verloren hatten, dies nahezulegen. Sie nehmen es noch immer wahr
und handeln in einer Weise, nach der anzunehmen wäre, dass sie glauben,
sie hätten die Gliedmaße noch immer. Die Betonung liegt auf dem Handeln
bzw. Wahrnehmen und nicht auf dem Wissen, denn auf Nachfrage wird der
Verlust des Körperteils nicht bestritten. Was ein Phantomglied ausmacht,
lässt sich weder physiologisch noch psychologisch erklären.122 Das Vorhan-
densein einer inneren Sensorik würde dazu führen, dass ein Bein sofort als
fehlend erfasst würde, da ja die Nervenreize faktisch ausbleiben. Die Frage
ist, „wie kommt es, daß das Phantomglied weiterhin zum Körperschema
zählt, obwohl die äußeren Reize [...] nirgends mehr zu finden sind“.123 Die
Antwort von Merleau-Ponty lautet: Das Phantomglied gehört weiterhin zur
Einheit des Leibes und ist demnach Teil der gesamten Vorstellung des Kör-
perschemas. Patienten wissen oft, dass ihr Arm nicht mehr da ist (indem
sie dem Arzt dies versichern), aber gleichzeitig wissen sie es auch nicht, bei-
spielsweise wenn sie Handeln. „Die Einheit des eigenen Leibes stellt sich
durch seine Tätigkeit her“.124
122Wiegerling, 2008a, S. 17.
123Waldenfels, 2000, S. 114.
124Waldenfels, 2000, S. 118.
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Leibliches Lernen
Das Verständnis des Körperschemas wird besonders im Prozess des Er-
werbs von Gewohnheiten klar. Ein Beispiel für den Erwerb von Gewohn-
heit ist der Erwerb von motorischen Gewohnheiten oder wie es Merleau-
Ponty sagt, die „motorische Erfassung einer Bewegungsbedeutung“.125 Bei
Merleau-Ponty sind unter anderem Beispiele für die Erweiterungen des
Körperschemas in der Einverleibung von Tanzbewegungen oder Bewegun-
gen beim Erlernen eines Instruments genannt. Charakteristisch für die Prä-
gung des Leibes ist es, dass es eine erlernte Prägung ist, die ohne eine men-
tale Repräsentation auskommt, das heißt, keine Reduktion auf Bewusstsein
und somit auf intellektuelles Lernen erfolgt. Tanzschritte sind, wenn das
Tanzen gekonnt ist, nur sehr schwer und immer unvollständig in Worten
repräsentierbar. Vielmehr sind die Tanzschritte nur performativ gewusst,
das heißt am besten - nicht ausschließlich - im Vormachen vermittelbar.
„Der Leib ist geradezu der Inbegriff dessen, was ’ich kann’, ohne daß ich
es mir ausdrücklich vorstellen muß, und teilweise auch, ohne daß ich es
mir ausdrücklich vorstellen kann“.126
Merleau-Ponty betont in seiner Theorie, dass es sich beim leiblichen
Lernen nicht um einen naiven Behaviorismus handelt, der sich als eine
Mischung aus reinen Stimuli und Konditionierung erklären lässt. Die be-
haviouristische Lerntheorie beschreibt „Verhaltensgewöhnung als Kondi-
tionierung“.127 Lust und Unlust bzw. Lohn und Strafe werden dabei als
Hemmung oder Verstärkung des Verhaltens eingesetzt.128 Der Behavio-
rismus geht von einem mechanischen Lernen, von einem sensorischem
Reiz (Wahrnehmungsreiz: Wie die Farbe Rot, die den Stier beim Stier-
kampf reizt) und von einer Reaktion, die reflexhaft ist, aus. Der pawlowsche
Hund wird beispielsweise klassisch konditioniert, indem eine Körperreak-
tion (Speichelfluss) in bestimmten Situationen (Geräusch der Glocke) au-
tomatisch ausgelöst wird. Bei der Konditionierung des Hundes handelt es
sich nach der Theorie von Pawlow um einen bedingten Reflex, der sich von
unbedingten Reflexen, die man nicht erlernt, wie beispielsweise der Au-
genliedreflex, unterscheidet. Der reine Behaviorismus sieht im Lernen von
Tanzbewegungen eine Reihung von Reflexhandlungen, eine „Abfolge von
partikularen Reaktionen“.129
Ein Versuch mit Kindern, den Merleau-Ponty in seinem Buch „Die
125Merleau-Ponty, 1966, S. 172: Bedeutung ist hier im Sinne von Wissen zu verstehen.
126Waldenfels, 2000, S. 169.
127Waldenfels, 2000, S. 154.
128Waldenfels, 2000, S. 155.
129Waldenfels, 2000, S. 154.
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Struktur des Verhaltens“ beschreibt, zeigt auf, wie sich menschliches Ler-
nen von dem der Tiere unterscheidet.130 Im Versuch sind einige Schachteln
aufgebaut, in denen ein Kind nach Süßigkeiten suchen soll. Nachdem das
Kind diese gefunden hat, wird eine weitere Süßigkeit der Reihe nach, im-
mer eine Schachtel weiter weg, versteckt. Das Kind sieht am Anfang zual-
lererst immer in der Schachtel nach, in der die Süßigkeit zuvor war, lernt
aber schnell die Regel, nach der die Süßigkeiten versteckt werden. Ein ähn-
licher Versuch mit Menschenaffen zeigt, dass sie nicht fähig sind, diese Re-
gel (immer eine Schachtel weiter) zu lernen. Sie sehen immer als erstes in
der Schachtel nach, in der die Süßigkeit zuvor war.131 Das Ergebnis zeigt,
dass es sich beim Lernen von Gewohnheiten, wie beim Tanzen oder wie
im Süßigkeitenversuch, nicht um eine Reiz-Reflex Kopplung handelt, son-
dern um „typische Lösungen für typische Situationen“, die je nach Aufga-
be materiell sehr unterschiedlich aussehen können.132 Die Möglichkeit, eine
solche Transferleistung vollziehen zu können, entwickelt sich im Laufe des
Erwachsenwerdens immer weiter.
Zusammenfassend kann man sagen, dass sich Gewohnheiten, unter an-
derem als motorisches Können, als ein leibliches Verstehen festsetzen. Ge-
wohnheiten lassen sich zwar intellektuell theoretisieren, so wie ich über
Tanzen und Tanzschritte im Allgemeinen, beispielsweise im Vergleich ver-
schiedener Stile, sprechen kann, man kann dies aber nicht in angemessen
vollständiger Weise repräsentieren. In den Beispielen zum Tanzen und Ler-
nen von Instrumenten wird eine Gewöhnung vor allem anhand von physi-
schen Bewegungen des Körpers veranschaulicht. Eine Verleiblichung geht
aber viel weiter: Beispielsweise erlernen Menschen bestimmte Weisen der
Organisation der visuellen Wahrnehmung, das heißt, dass sich ein Wahr-
nehmungsfeld in unterschiedlicher Weise strukturiert, wobei bestimmte
Gestalten hervortreten, die vertraut sind.
Leibliches Lernen im technischen Handeln
Die Technik spielt in den Überlegungen Merleau-Pontys zum Körpersche-
ma eine wichtige Rolle. Handeln mit Objekten und Artefakten wird als eine
Erweiterung des Körperschemas gesehen. Er bespricht unter anderem drei
Beispiele, die im Bereich motorischen Lernens angesiedelt sind: Den Stock
als Werkzeug zur Navigation eines Blinden, das Auto als Mittel zur Fortbe-
wegung und die Tastatur der Schreibmaschine als Werkzeug zur Textverar-
beitung.
130Im Folgenden beziehe ich mich auf Waldenfels Deutung von Merleau-Ponty, 1976.
131Waldenfels, 2000, S. 161f.
132Kaminski, 2010, S. 173.
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Der erfahrene Autofahrer hat die räumliche Ausdehnung seines Autos
insofern einverleibt, als dass er einfach weiß, ob er eine Engstelle passieren
kann, ohne dies explizit abschätzen oder gar eine Berechnung erstellen zu
müssen. Der Stock des Blinden ist für ihn zu einem zentralen Zugang zur
Welt geworden: „Ist der Stock zum vertrauten Instrument geworden, so
weicht die Welt der Gegenstände zurück und beginnt nicht mehr an der
Haut der Hand, sondern erst am Ende des Stockes“.133 Dass der Stock ein
Vermittler zwischen der Person und den Objekten der Welt ist, spielt in der
Nutzung keine Rolle mehr, der Stock wird vielmehr transparent im Um-
gang. Wenn man den Blinden jetzt fragen würde, wie lang der Stock denn
sei, den er jeden Tag nutze und wie weit die Gegenstände entfernt seien,
die er damit berührt, wird er es wahrscheinlich nicht angeben können. Ent-
fernung sind nicht relevant, sofern er implizit weiß, dass er das Bein beim
nächsten Schritt etwas mehr heben muss oder ob er an einer anderen Stelle
ein wenig nach links gehen muss, um an einem Tisch vorbeizukommen.
Beim Erlernen des Umgangs mit der Schreibmaschine sieht Merlau-
Ponty in ähnlicher Weise eine Einverleibung der Tastatur, die er als Kla-
viatur bezeichnet.
„Man kann Schreibmaschine schreiben können, ohne angeben
zu wissen, wo sich auf der Klaviatur die Buchstaben befinden,
aus denen man die Worte zusammensetzt. Maschinenschreiben
können heißt nicht, die Stelle jedes Buchstabens auf der Klavia-
tur kennen, noch auch für einen jeden einen bedingten Reflex
sich angeeignet haben, der sich beim Hinblick auf ihn auslös-
te“.134
Wenn die Tastatur im beschriebenen Sinne einverleibt worden ist,
kann diese Verbindung als Ergebnis der Hybridisierung eines Menschen
durch die Schreibmaschine beschrieben werden. Merleau-Ponty erklärt die-
se Verbindung, welches ich als hybride Mensch-Technik-Konstellationen
beschreibe, anhand des Konzepts des Körperschemas. Technik wird, im
Modus leiblichen Verstehens, in das Körperschema integriert bzw. führt
dazu, dass sich das Körperschema verwandelt: „[D]er Leib ist es, so sag-
ten wir, der im Erwerb einer Gewohnheit ’versteht’ “.135
Wie ist der Prozess einer Integration als Verleiblichung nun genau zu
verstehen? Der Prozess der Verleiblichung von Technik beginnt mit einer
Nutzung, die ich auch als Erprobung charakterisiert habe. Im Beispiel des
Schreibmaschinenschreibens, welches zeitgemäß auf das Schreibenlernen
133Merleau-Ponty, 1966, S. 182.
134Merleau-Ponty, 1966, S. 173f.
135Merleau-Ponty, 1966, S. 174.
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auf einer Computertastatur übertragen lässt, beginnt das Üben bzw. Er-
proben mit einer Suche. Was gesucht wird, ist der Ort der Taste mit dem
Buchstaben, den man schreiben möchte. Jeder, der das Schreiben auf einer
Tastatur gelernt hat, weiß um diese Tätigkeit. Erst wenn die dafür nötigen
Handgriffe geübt sind, entsteht ein Schreibfluss, in dem nur noch ab und
zu die Stellung der Finger überprüft werden. Der Anfang einer Verleibli-
chung ist demnach durch eine intellektuelle Leistung geprägt. Erst wenn
das Schreiben immer mehr zur Gewohnheit wird, rückt die intellektuelle
Beteiligung – das Verortung der Taste im Aktionsraum – immer mehr in den
Hintergrund. Der intellektuelle Fokus liegt dann auf dem Inhalt des Textes.
Ist die Tastatur in das Körperschema integriert und zu einem wirklichen
Teil des lebendigen Leibes geworden, ist eine Übereinstimmung zwischen
der Intention, ein Wort zu schreiben, und dem Vollzug unmittelbar gege-
ben.136 Diese Erfahrung von Übereinstimmung wird bei Merleau-Ponty als
eine verstanden, die, wie zuvor besprochen, keiner intellektuellen Leistung
mehr bedarf.
Es ist zu resümieren, dass die Hybridisierung eine Weise der Verleibli-
chung ist, eben die, die ein operatives Verbinden von Mensch und Technik
betrifft. Im Folgenden werden die leibphänomenologischen Überlegungen
zur Hybridisierung aus der Perspektive Heideggers diskutiert.
3.2.4 Phänomenologie technischen Handelns bei Martin Heideg-
ger
Bei Heidegger spielt der Leib als Konzept eine weniger prominente Rol-
le wie es beispielsweise bei Merleau-Ponty der Fall ist. Vielmehr wird der
Leib buchstäblich sogar explizit in seiner Arbeit ausgeschlossen. Er weist
an einer Stelle darauf hin, dass die Leiblichkeit kein Teil seiner Arbeit ist:
„Die Verräumlichung des Daseins in seiner »Leiblichkeit«, die eine eigene
hier nicht zu behandelnde Problematik in sich birgt“.137
Dagegen ist der zentrale Begriff in seinem Hauptwerk „Sein und Zeit“
das In-der-Welt-sein, wobei er das Sein als Wohnen auffasst, das sich in Ge-
wohnheiten manifestiert. In einem Abschnitt definiert er das In-der-Welt-
sein als geistige Eigenschaft und die Leiblichkeit als körperliche, um gleich
darauf auf sein „Zusammen-vorhanden-sein“ hinzuweisen. „Das In-Sein
in einer Welt ist eine geistige Eigenschaft, und die »Räumlichkeit« des
Menschen ist eine Beschaffenheit seiner Leiblichkeit, die immer zugleich
durch Körperlichkeit »fundiert« wird. Damit steht man wieder bei einem
136Merleau-Ponty fasst das leiblichen Verstehen so auf, dass wir eine Übereinstimmung
zwischen Intention und Vollzug erfahren. Siehe Merleau-Ponty, 1966, S. 174.
137Heidegger, 1967, S. 108.
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Zusammen-vorhanden-sein eines so beschaffenen Geistdinges mit einem
Körperding“.138
Heidegger verhandelt in seiner Arbeit, wie zuvor kurz skizziert, ähnli-
che Themen wie es Merleau-Ponty unter dem Begriff des Leibes tut.139
In-der-Welt-sein und technisches Handeln
Das In-der-Welt-sein ist bei Heidegger die zentrale Metapher, die das Ver-
hältnis des Menschen zur Welt (Umwelt, Natur, Werkzeuge) beschreibt.
Wichtig ist für ihn die Unausweichlichkeit des menschlichen Seins in der
Welt, das heißt die Unmöglichkeit eines Nichtseins in der Welt. Es gibt kein
Ich, das irgendwie unabhängig von der Welt existiert oder sich auch nur
zeitweise in einen unabhängigen Zustand versetzen kann. Damit kann sich
das Ich auch nicht isoliert betrachten, indem es sich zurückzieht und reflek-
tiert. Damit ist aber auch die Welt nicht isoliert zu erfassen, da dieses ja die
Möglichkeit eines Auseinandertretens voraussetzt. Das Sein des Menschen,
nach dem Heidegger sucht und in dem In-der-Welt-sein findet, beschreibt
eine praktische Existenz, die sich im Handeln und Verwenden von Dingen
äußert.
„Das In-Sein ist nach dem Gesagten keine »Eigenschaft«, die
es zuweilen hat, zuweilen auch nicht, ohne die es sein könn-
te so gut wie mit ihr. Der Mensch »ist« nicht und hat überdies
noch ein Seinsverhältnis zur »Welt«, die er sich gelegentlich zu-
legt.“.140
Hier schließt sich die Frage an, worauf sich Verstehen denn richtet,
wenn nicht auf die Welt. Martin Heidegger argumentiert, dass man die
perspektivische Abhängigkeit nicht einfach reflektiert, das heißt, einfach
abzieht und das, was übrigbleibt, die Welt ist, sondern dass sich Erkenntnis
gar nicht auf die Welt richtet, sondern nur das Verhältnis von Mensch und
Welt, das Sein, Gegenstand des Verstehens ist. Die Erkenntnis bezieht sich
auf das In-Sein und nicht auf die Welt selbst, die nie als solche vorhanden
ist.
Gleichzeitig ist wichtig, dass die Welt im Sinne Heideggers kein Ergeb-
nis einer Konstruktion ist, sie wird von Menschen geteilt, aber nicht in ih-
rer Dinglichkeit, sondern wie sie als Zeug vorhanden und genutzt wird.
Ein Zitat aus seinem Aufsatz zum Ursprung des Kunstwerks belegt diese
antikonstruktivistische Einstellung:
138Heidegger, 1967, S. 56.
139Mehr zur Leibproblematik bei Heidegger in Gaitsch, 2012.
140Heidegger, 1967, S. 57.
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„Welt ist aber auch nicht nur ein eingebildeter, zur Summe des
Vorhandenen hinzu vorgestellter Rahmen. Welt weltet und ist
seiender als das Greifbare und Vernehmbare, worin wir uns hei-
misch glauben. Welt ist nie ein Gegenstand, der vor uns steht
und angeschaut werden kann“.141
Martin Heidegger charakterisiert das In-der-Welt-sein mit Hilfe des all-
täglichen praktischen Handelns, wobei er explizit auf das technische Han-
deln eingeht.142 Dabei spielen die Gewohnheiten und Routinen des Ge-
brauchs von Dingen als „Zeug“ eine zentrale Rolle. Mit Zeugs bezeichnet
Heidegger Dinge jeglicher Art, die in irgendeiner Weise so verfügbar sind,
dass man sie zweckmäßig gebrauchen kann.143 Dinge sind nicht grundsätz-
lich zu thematisieren, sondern nur, wenn sie Zeug sind und dann nur in
ihrer Mannigfaltigkeit als Zeug.
„Ein Zeug »ist« strenggenommen nie. Zum Sein von Zeug ge-
hört je immer ein Zeugganzes, darin es dieses Zeug sein kann,
das es ist. Zeug ist wesenhaft »etwas, um zu...«“.144
Wenn Heidegger davon spricht, dass das Zeug nie ist, meint er, dass es
nie im Singular vorhanden ist, es demnach kein Zeug gibt, ohne dass es
nicht in einem Verweisungszusammenhang mit anderem Zeug (Zeuggan-
zes) steht. Das Zeugganze bezeichnet eine Struktur von Verweisungen, wo-
zu andere Gegenstände gehören, die für einen praktischen Gebrauch nötig
sind oder möglicherweise gebraucht werden können.
Der selbstverständliche Gebrauch von Dingen als Zeug wird von Hei-
degger unter dem Gesichtspunkt der „Zuhandenheit“ besprochen. „Die
Seinsart von Zeug, in der es sich von ihm selbst her offenbart, nennen wir
die Zuhandenheit“.145 Demnach charakterisiert er das Zeug in seiner Funk-
tion als Zuhandenes. Im technischen Nutzen des Hammers ist der Hammer
zuhanden und nur so wird der Hammer als Technik verstanden. Der Ham-
mer als Gegenstand (Objekt, Ding) ist nichts Technisches, ein Hammer ist
nur in der möglichen Praxis des Hammerns (d. h. im Gebrauch) ein Ham-
mer. Ein Charakterzug des Zuhandenen ist wiederum sein Verschwinden,
das heißt, das Verschwinden des Hammers, der im selbstverständlichen
Gebrauch nicht thematisiert wird.
141Heidegger, 1992, S. 45.
142Heidegger, 1967, S. 66ff.
143Zeug ist im Begriff des Werkzeugs zu finden, Heidegger, 1967, S. 68.
144Heidegger, 1967, S. 68.
145Heidegger, 1967, S. 69.
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Kippfigur: Vom Zuhanden zum Vorhandenen
Werkzeuge und technische Systeme sind so lange zuhanden, bis sich eine
(grundlegende) Störung einstellt. Wenn beispielsweise ein Werkzeug ka-
putt ist, erscheint es dem Nutzer in seiner Unzuhandenheit und zeigt sich
plötzlich in seiner Dinglichkeit als Vorhandenes. Diesen Moment der Stö-
rung bezeichnet Heidegger als „Auffallen“, die das zuhandene Zeug als
unzuhandenes Ding erscheinen lässt.146 Das kaputte Werkzeug ist nicht
plötzlich ein Stück Holz oder Metall, sondern wirkt in seiner vorherigen
Zuhandenheit nach. Dieses Verhältnis von Zuhandenheit und Vorhanden-
heit wird bei Heidegger wie folgt beschrieben:
„Was aber die Unverwendbarkeit entdeckt, ist nicht das hinse-
hende Feststellen von Eigenschaften, sondern die Umsicht des
gebrauchenden Umgangs. In solchem Entdecken der Unver-
wendbarkeit fällt das Zeug auf. Das Auffallen gibt das zuhan-
dene Zeug in einer gewissen Unzuhandenheit. Darin liegt aber:
das Unbrauchbare liegt nur da –, es zeigt sich als Zeugding, das
so und so aussieht und in seiner Zuhandenheit als so aussehen-
des ständig auch vorhanden war“.147
Diese Änderung des Verhältnisses kann treffend als ein „Kippeffekt“
veranschaulicht werden, der, so Kaminski, zwischen der Praxis und der Ob-
jektwahrnehmung besteht.148 Man kann die Figur des Kippens mit Heideg-
gers Worten als „Bemerken von Unzuhandenem“ beschreiben, was, wie er
sagt, neben anderen Erlebnissen von Unzuhandenheit, im Modus der Auf-
fälligkeit erfolgt.149
Wichtig für das Verständnis von Heideggers Konzeption des Zuhande-
nen und Vorhandenen ist es, zu wissen, dass seine Erzählung mit dem Zu-
handenen beginnt. In-der-Welt-sein heißt für ihn, dass Technik vorreflexiv
immer schon genutzt wird. Man kann, wenn man die Entwicklung eines
Säuglings bzw. Kleinkinds beobachtet, erkennen, dass es eine anfängliche
Zuhandenheit gibt, die im buchstäblichen Sinne von der Hand kommt. Ein
Säugling nimmt alle Dinge in die Hand, die in seiner Reichweite erschei-
nen und gebraucht sie, ohne diese bewusst zu reflektieren. Die Hand als
erstes Werkzeug – das Werkzeug aller Werkzeuge.150 Der Gebrauch eines
Hammers, um wieder auf die Beispiele von Heidegger zurückzukommen,
entwickelt sich aus dem Zuhandensein der Hand und verfeinert sich weiter
146Heidegger, 1967, S. 73.
147Heidegger, 1967, S. 73.
148Kaminski, 2010, S. 141.
149Heidegger, 1967, S. 73.
150Vgl. eine Deutung von Aristoteles Aristoteles, 1983
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im Gebrauch. Heidegger geht vom Zuhandenen aus, das heißt von einem
praktischen Agieren in der Welt als das Ursprüngliche aus. Das steht einer
instrumentell-technischen Perspektive entgegen, nach der wir ständig Din-
gen als Vorhandene begegnen und sie dahingehend bewerten, wie sie uns
zuhandensein können, das heißt, als Mittel für bestimmte Zecke praktisch
gebraucht werden können.
Heidegger geht davon aus, dass Technik nur im Gebrauch verstanden
wird:
„Je weniger das Hammerding nur begafft wird, je zugreifender
es gebraucht wird, um so ursprünglicher wird das Verhältnis
zu ihm [...] Das schärfste Nur-noch-hinsehen auf das so und so
beschaffene »Aussehen« von Dingen vermag Zuhandenes nicht
zu entdecken. Der nur »theoretisch« hinsehende Blick auf Dinge
entbehrt des Verstehens von Zuhandenheit“.151
Die Überlegungen Heideggers, nach denen er das Zeug in seiner
Zuhandenheit begrifflich beschreibt, entsprechen, der Systematik nach,
dem Ansatz der Medienphilosophie, demnach die Technik als verborgen
bzw. das verschwindend aufgefasst wird, wenn sie störungsfrei genutzt
wird (3.1.2). Die Frage nach der Entstehung des Verhältnisses von Mensch
und Technik, in der die Technik in der Zuhandenheit gebraucht wird, wird
bei Heidegger nicht thematisiert, da er dieses als das ursprüngliche Verhält-
nis tituliert. Vielmehr ist der umgekehrte Weg, dem in seiner Theorie alle
Aufmerksamkeit zukommt, eine Beschreibung dessen, wie sich die Technik
als „nächstzuhandene[s] Seiende[s]“ als „unverwendbar“ herausstellt.152
Dann erst, so Heidegger, erscheint das Zuhandene als Vorhandenes.
Hinsichtlich der Konzeption Heideggers stellt sich die Frage, ob eine
Analogie zu den Überlegungen zur medialen Erfahrung besteht, die in Ab-
schnitt 3.1.3 diskutiert wurde. Störungen in der Erprobung eines Umgangs
wurde unter bestimmten Umständen eine produktive Kraft zugesprochen,
die es ermöglicht die Verhältnisnahme zur Technik anzupassen und somit
die Verbindung enger werden lässt. Könnte das Auffallen oder Aufdrängen
der Technik als Störung des Vollzugs, die das Vorhandene erscheinen lässt,
nicht eine Grundlage bilden, um neue Möglichkeiten des Umgangs zu the-
matisieren und so in die Zuhandenheit zurückzukehren. Heidegger macht
klar, dass er das nicht so versteht: Vielmehr verabschiedet sich das Zuhan-
dene, so dass am Vorhandenen keinesfalls aufleuchtet, was das Zuhandene
„fundiert“.153 In Heideggers Konzeption verbleibt der Prozess, der zu einer
151Heidegger, 1967, S. 69.
152Heidegger, 1967, S. 73.
153Heidegger, 1967, 75.
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engeren funktionalen Verbindung führt und als eine Hybridisierung ver-
standen werden kann, athematisch ausschließlich im Bereich des Zuhan-
denen. Das obige Zitat besagt, dass je zugreifender die Technik gebraucht
wird, desto ursprünglicher wird das Verhältnis. Man kann davon ausge-
hen, dass Heidegger, kleine Störungen im Umgang als etwas auffasst, das
von Personen nicht als Unzuhandenes wahrgenommen wird, sondern zu
einer Anpassung im „gebrauchend-hantierende[n] Umgang“, das heißt in
der Sphäre des Leiblichen führt und so unreflektiert im Bereich des Zuhan-
denen verbleibt.154 Heidegger spricht hier nicht von leiblichem Verstehen,
sondern davon, dass das Hantieren nicht blind sei, sondern seine eigene
Sichtart hätte.155
Ergänzung: Vom Werkzeug zur (intelligenten) Systemtechnik
Heidegger ist in Sein und Zeit, zumindest in seinen Beispielen, auf einen
einfachen Werkzeuggebrauch beschränkt. Die moderne Systemtechnik wird
erst in seinen späteren Arbeiten relevant, vor allem wenn er in „Die Technik
und die Kehre“ von dem „Ge-stell“ spricht.156 Für meine Arbeit sind vor
allem die Überlegungen in Sein und Zeit relevant, die mit Blick auf die intel-
ligente Systemtechnik aktualisiert werden sollen. Die wesenhafte Fassung
moderner Technik als Ge-stells ist für die Arbeit von geringerem Interesse.
Bei dem Technikverständnis, wie es in Technik und die Kehre entwi-
ckelt wird, handelt es sich, anderes als bei Sein und Zeit, um eines, das
aus einer globalen Perspektive erfolgt. Das Ge-stell sieht seine ideologi-
sche Zuspitzung, wenn auch nicht von Heidegger explizit genannt, in den
kapitalistisch-technischen Gesellschaften. Zentral für seine Konzeption ist
die ständige Verpflichtung in einer technisierten Gesellschaft, alle Dinge, die
einem in der Welt begegnen, als Zeug aufzufassen, das heißt, ausschließ-
lich hinsichtlich ihrer Verwendbarkeit zu betrachten. Heidegger bezeichnet
das auf Nützlichkeit optimierte Betrachten von Dingen als ein Stellen. Da-
von ist im Speziellen auch nicht der Mensch und seine Arbeitskraft aus-
geschlossen, was mit Blick auf aktuelle Strömungen beispielhaft mit dem
Begriff des Humankapitals in Verbindung gebracht werden kann. Die Vor-
silbe Ge- steht für das Versammeln von Dingen oder Aspekten, wie dies
beispielsweise bei Gebirge als eine Versammlung von Bergen auf ähnliche
Weise der Fall ist. Das Ge-stell ist demnach das Versammeln allen Stellens,
also das Verfügbar-machen und Erhalten von Dingen zur Verwendung. Bei-
spielsweise ist der Fluss nur noch ein Reservoir, das der Gewinnung von
154Heidegger, 1967, S. 69.
155Heidegger, 1967, S. 69.
156Heidegger, 1962.
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Wasserkraft dienlich ist und wird nicht auch als ein Wert an sich oder zu-
mindest als ein ästhetischer Wert aufgefasst. Das Ge-stell ist für ihn das We-
sen neuzeitlicher Systemtechnik, das heißt der prägende Charakter moder-
ner Technik. Der Mensch als Teil des Systems (Ge-stells) kann sich aber nur
schwer dazu verhalten, weil er selbst Teil des Systems ist: Zugespitzt kann
man sagen, dass sein Umgang mit Problemen ausschließlich im Lösungs-
raum technischer Mittel erfolgen kann.
Die globale Perspektive, die Heidegger in seinen späteren Arbeiten, wie
in der hier vorgestellten Arbeit zur Technik und Kehre einnimmt, ist eine, die
hinsichtlich von Mensch-AI-Konstellationen in sozialen Systemen von ei-
nem allgemeinen Interesse ist, aber für die Beantwortung der Forschungs-
frage der hier vorliegenden Arbeit zu keiner weiteren Klärung beiträgt. Für
die Betrachtung der Mensch-AI Hybridisierung ist eine lokalere Perspektive
relevant, wie sie in Sein und Zeit im individuellen Werkzeuggebrauch be-
trachtet wurde, das heißt, in einem bilateralen Aktionsrahmen von Nutzern
und intelligenter Technik.
Im folgenden Abschnitt wird ein neuerer Ansatz aus der amerikani-
schen Tradition der Phänomenologie besprochen, der sich auch auf die
klassischen Positionen beziehen. Dieser Ansatz ist für meine Arbeit vor al-
lem von Interesse, weil er explizit auf neuere technische Entwicklungen ein-
geht, das heißt sich mit technischen Innovationen in der Informatik befasst.
3.2.5 Technik-Mensch-Verhältnisse bei Don Ihde: Eine kritische
Betrachtung
Don Ihde präsentiert in seinem Hauptwerk eine phänomenologische Kon-
zeption des Verhältnisses von Mensch und Technik. Die Stärke von Ihdes
Arbeit ist eine konkretere Bezugnahme auf aktuelle Systemtechniken, wie
sie in den technischen Visionen zum Ubiquitous Computing und zur Ro-
botik oder zum Quantified Self zu finden sind. Dabei entwickelt er, sehr
anschaulich, vier verschiedene Typen von Mensch-Technik-Verhältnissen.
Bei einigen der von ihm besprochenen Technologien handelt es sich um in-
telligente Techniken, wie sie auch in der vorliegenden Arbeit charakterisiert
sind.
Wie Martin Heidegger argumentiert auch Don Ihde, dass Technik nur
im Verhältnis zu Menschen zu verstehen ist. Don Ihde stellt vier Typen
von Mensch-Technik-Verhältnissen vor. Der erste Typ wird als „embodied
relations“ bezeichnet. Hierbei handelt es sich um ein Verhältnis, bei dem
ein technisches Artefakt oder System im oben genannten Sinne verleiblicht
wird. Ein sehr einfaches Beispiel für dieses Verhältnis ist bei ihm die Brille:
Während eine Brille genutzt wird, das kann beim Autofahren oder Lesen
sein, verschwindet diese in der Wahrnehmung des Nutzers. „My glasses
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become part of the way I ordinary experience my surroundings; they ’with-
draw’ and are barely noticed, if at all“.157 Als eine andere Beispielquelle
dient ihm, wie schon bei Merleau-Ponty, das Autofahren. Eine fortgeschrit-
tene Fertigkeit, die beim Autofahren gebraucht wird, kann z.B. sein, dass
bestimmte Vibrationen des Autos, die zum einen auf den Untergrund und
zum anderen auf eine bestimme Geschwindigkeit schließen lassen, beim
Fahren unbewusst berücksichtigt werden, ohne dass diese taktile Wahrneh-
mung bewusst thematisiert wird. Den Übergang zwischen dem Menschen
und der einverleibten Technik, nennt er „enigma position“, das heißt, es
handelt sich um eine Grenze zwischen Nutzer und technischem System,
die verschwommen ist, in gewisser Weise dunkel bleibt.158
Don Ihde sagt, dass bei Technikgestaltern der Wunsch naheliegen könn-
te, eine „total transparency, total embodiment“ zu erreichen.159 Doch hin-
sichtlich einer solchen Totalität der Verleiblichung, so seine Argumentation,
kann man dann nicht mehr von einer embodied relation sprechen, sondern
dies würde einer Verschmelzung von Technik und Mensch gleichkommen.
Konsequenterweise kann man dann auch nicht mehr von Technik sprechen,
die sich durch das Verhältnis zum Menschen definiert, welches sich in ei-
nem solchen Fall in eine Einheit auflöst. Es sagt: das wäre „equivalent to
there being no technology“.160
Die zweite Typisierung von Mensch-Technik-Verhältnissen nennt er
„hermeneutic relations". Hierbei handelt es sich um Techniken, zu denen
Menschen in ein Verhältnis treten können, die die Welt repräsentieren, ohne
dass diese Repräsentation für den Nutzer thematisierbar bzw. reflektierbar
sei. Auch hier gibt es eine Position, die für den Nutzer dunkel bleibt (enigma
position) und zwar die zwischen der Technik und der Welt.
Als Beispiel nennt er das Thermometer. Wenn es Temperaturinforma-
tionen über Orte vermittelt, die für eine Person nicht direkt zugänglich
sind, dann handelt es sich um ein solches hermeneutisches Verhältnis. Ihde
nennt das extreme Beispiel eines Atomreaktors, dessen Temperatur offen-
sichtlich aus sicherheitstechnischen Gründen von außen überwacht werden
157Ihde, 1990, S. 73.
158U. a. Ihde, 1990, S. 86.
159Ihde, 1990, S. 75.
160Ihde, 1990, S. 75.
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muss.161 Wichtig ist für dieses Verhältnis erst einmal die praktische Unmög-
lichkeit, einen direkten Wahrnehmungszugang zu haben.162 Die Deutungs-
leistung des technischen Systems bleibt, weil unzugänglich, nicht verifizier-
bar und deshalb dunkel. Die hermeneutic relation ist, so wie er sie in seinem
Beispiel veranschaulicht, doch eher ein Anwendungsfall der besonderen
Art. Dagegen vermitteln Thermometer, wie sie im Alltag gebraucht wer-
den, meist Informationen über die Temperatur von Orten, an denen man
gerade nicht ist, zu denen man aber Zugang haben könnte. Beispielswei-
se die Höhe der Außentemperatur, die von einem Thermometer im Garten
in die Küche vermittelt wird. Ist man mit diesem Thermometer oder ei-
nem Thermometer als solches vertraut, wird die Anzeige zur Vermittlung
selbstverständlich, das Thermometer als Instrument spezifischer Deutung
der physikalischen Umgebung wurde einverleibt.
Ausgenommen der extremen Beispiele von Ihde sind technische Syste-
me, die physikalische Gegebenheiten repräsentieren bzw. deuten, nicht als
eine eigene Kategorie zu sehen, sondern werden treffender als eine embodied
relation beschrieben. Im Alltag spielen technische Instrumente zur Deutung
von physikalischen Größen als eine Art ausgelagerter Sensorik eine wichtige
Rolle. Ein vertrautes Instrument der Messung kann zum Bestandteil all-
täglichen Handelns und Fühlens werden. Beispielsweise mit Blick auf die
Techniken des Quantified Self kann man beobachten, dass die Zahlenwer-
te und Graphen, die die biometrischen Daten von Personen deuten, in der
Wahrnehmung von Nutzern dominant werden. Das Verhältnis als bewuss-
tes Verhältnis, das heißt der Ursprung und die Art und Weise der Deutung,
verblassen jedoch nach einiger Zeit.
Ein dritter Typ von Verhältnissen betrifft die „alterity relations“.163 Bei
diesem Typ bezieht sich Ihde auf das Verhältnis zu Techniken, die in einer
intelligenten Weise autonom agieren. Dieses Verhältnis zeichnet sich da-
durch aus, dass diese Technik vom Menschen als etwas anderes bzw. als
ein Anderer gesehen wird, was alterity wörtlich meint. Das Erscheinen der
Technik als etwas anderes, das eventuell auch eigene Intentionen verfolgt,
ist ein zentrales Anliegen, das er in der Entwicklung der Robotik erken-
nen mag. Ihde spricht bei dem Wunsch der Entwicklung von autonomen
Agenten von einer „counterpart fantasy“.164 Ist die Idealvorstellung eines
counterparts aber erreicht, ist auch die Charakterisierung als Technik passé,
161Ihde, 1990, S. 85.
162Dieses Beispiel von Ihde erinnert an den Atomunfall in Harrisburg von 1979, bei dem
ein Tempometer, welches die richtige Temperatur anzeigte, aufgrund vorheriger Erfahrun-
gen mit der Fehleranfälligkeit des Thermometers auch diesmal als Fehlerhaft interpretiert
wurde und deshalb nicht die richtigen Maßnahmen getroffen wurden, um das Unglück zu
verhindern
163Ihde, 1990, S. 97ff.
164Ihde, 1990, S. 106.
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das heißt in seinen Worten: „extrapolates the technology into that which is
not a technology“.165
Bei dem vierten Typ handelt es sich, wie Ihde selbst sagt, im enge-
ren Sinn um kein Mensch-Technik-Verhältnis. Diesen Typ bezeichnet er als
„background relations“.166 Die Technik befindet sich nicht wie bei den an-
deren Typisierungen in einem direkten Verhältnis zu Menschen, sondern
agiert selbstständig als „automatic and semiautomatic machines“ im Hin-
tergrund.167 Er charakterisiert diesen Typ als „near-technological environ-
ment“ und als „no-longer-used technologies“.168 Er spricht hier aber nicht
von einem (subjektiven) Verschwinden von Technik während der Nutzung,
wie es bei den embodied relations der Fall ist, sondern von einer buchstäb-
lichen Abwesenheit169, die auch keine Interventionen mehr zulässt. Nach
dieser Vorstellung werden grundlegende Prozesse am Laufen gehalten, die
keine Einflussnahme durch Personen mehr nötig haben und ein Einfluss
auch nicht möglich ist. Bestimmte alltägliche Infrastrukturen könnte man
auf diese Weise deuten, beispielsweise das Stromerzeugungs- und Trans-
portnetz, das für Endnutzer größtenteils abwesend ist. Aus Sicht der Pro-
vider ist das Stromnetz aber sehr wohl vorhanden und funktioniert nicht
ohne Überwachung und Wartung. Man kann hier höchstens von einem be-
stimmten Standpunkt aus (z.B. Endverbraucher) von background relations
sprechen und nicht im generellen Sinne.
Don Ihde lotet mit seiner Typisierung von Mensch-Technik-
Verhältnissen die Grenzen dieser Beziehungen aus. Von besonderem
Interesse sind für ihn die Grenzfälle, in denen die Verhältnisse als wirkliche
Verhältnisse unklar werden (Man kann eigentlich nur von einem Verhältnis
von zwei Entitäten sprechen, wenn es eine Grenze gibt). Beispielsweise
spricht er davon, dass Techniken bestimmte Elemente der physischen
Umwelt deuten und präsentieren, ohne dass Personen Zugang zu den
Ursprüngen und Mechanismen der Repräsentation haben, sowie von
autonomen technischen Systemen, die als etwas Andersartiges erscheinen
oder im Hintergrund völlig ohne menschliche Interventionsmöglichkeiten
existieren und agieren. Er vermittelt mit seiner Typisierung eine gute
Übersicht an Tendenzen, wie Verhältnisse von Mensch und Technik wei-
tergedacht erscheinen können. Doch ausgenommen von den Grenzfällen,
die, wie er selbst sagt, Techniken darstellen, die gar keine Techniken mehr
sind, lassen sich nach meiner Ansicht alle Typen in ihrer abgeschwächten
Form als Deutungs- und Repräsentationssysteme (hermeneutic), Roboter
165Ihde, 1990, S. 106.
166Ihde, 1990, S. 108ff.
167Ihde, 1990, S. 108.
168Ihde, 1990, S. 108.
169Ihde, 1990, S. 109.
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(alterity) und ubiquitäre Techniken (background) unter dem Konzept der
Verleiblichung konzipieren, das heißt, diese können auch als eine embodied
relation beschrieben werden.
Beispielsweise sind ein Roboter, der autonome Aufgaben in einem
Haushalt übernimmt, oder ein technisches System, das im Sinne einer
Smart-Home-Anwendung im Hintergrund agiert, in ihrem Einsatz meist
ein Ergebnis von Entscheidungen, d. h. man beschließt, dass man ein sol-
ches System braucht und installieren möchte. Und während ihres Einsatzes
bleiben die Techniken immer Gegenstand einer möglichen Reflexion ihrer
Leistungsfähigkeit, indem die Resultate ihrer Unterstützung bewertet wer-
den. Es kann einen längeren Prozess der Gewöhnung geben, bis die Tech-
nik ein selbstverständlicher Teil alltäglicher Praxis geworden ist. Bei die-
sem Prozess kann es sich um eine Hybridisierung handeln, die sich als Ver-
leiblichung aktualisiert. Was die Bedingungen für die Möglichkeiten einer
Mensch-AI-Hybridisierung sind, wird im folgenden dritten Teil des Kapi-
tels diskutiert (3.3).
Die bisherigen Überlegungen aus der Medienphilosophie und der
Phänomenologie des Leibes werden im Folgenden zusammengeführt
und mit Bezug auf die Möglichkeiten und Grenzen einer Mensch-AI-
Hybridisierung diskutiert.
3.3 Philosophie der Mensch-AI-Hybridisierung
In diesem Abschnitt werden die allgemeinen Überlegungen zur Hybridisie-
rung von Menschen durch Technik zusammengeführt und diskutiert, wel-
che Konsequenzen sich daraus für die Mensch-AI-Hybridisierung ergeben.
Die Hybridisierung ist ein Prozess, der seinen Ausgang bei der ersten
Begegnung eines Menschen und einer bestimmten Technik nimmt und bis
zu einem stabilen Zustand reicht, dem Mensch-Technik-Hybriden, der sich
durch einen nachhaltigen und selbstverständlichen Umgang auszeichnet.
Im Rahmen der hier geführten Diskussion der theoretischen Ansätze gab es
viele Beispiele für Mensch-Technik-Verhältnisse, die hinsichtlich der Mög-
lichkeit einer Hybridisierung diskutiert wurden. Dabei handelte es sich u. a.
um den menschlichen Umgang mit Hämmern, Karten, Blindenstöcken, Ta-
geslichtprojektoren, Schreibmaschinen oder Automobilen. Der erfahrene
Autofahrer und das eingefahrene Auto bilden einen solchen Hybriden in
einem vorläufig stabilen Zustand.
Es ist nicht allein aus technikphilosophischer Sicht relevant, diesen Pro-
zess zu erklären, sondern dient auch dem interdisziplinären Interesse der
Arbeit. Aus Sicht der Informatik (im Speziellen des Ubiquitous Compu-
ting) ist es relevant zu verstehen, wie Personen einzelnen Techniken begeg-
nen, die für sie neu sind und zu ergründen, wie aus dieser Begegnung ein
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selbstverständlicher und langanhaltender Umgang werden kann. Die phi-
losophischen Überlegungen zur Hybridisierung können die Grundlage da-
für bilden.
3.3.1 Zusammenführung: Hybridisierung von Menschen durch
Technik
Die Hybridisierung von Menschen durch Technik wurde unter der Berück-
sichtigung medienphilosophischer Ansätze und Rückbezüge zur Phäno-
menologie des Leibes diskutiert.
Im medienphilosopischen Teil dieses Kapitels wurde deutlich, dass
Techniken hinsichtlich ihrer medialen Wirksamkeit konzipiert werden kön-
nen. Ein systematisches Verständnis des Medialen der Technik lässt sich nur
im Verhältnis zum Menschen entwickeln, dessen Handeln dadurch vermit-
telt ist. Sybille Krämer, deren Medienphilosophie in Abschnitt 3.1.2 disku-
tiert wurde, spricht in ihrer Arbeit von operativen Einheiten, die Menschen
und Medien bilden können. Die sich im Mediengebrauch bildende Einheit
zeichnet sich dadurch aus, dass das Medium in seiner Rolle als Vermitteln-
des oder Ermöglichendes für den Menschen in seiner Wahrnehmung ver-
schwindet. Das Verschwinden des Mediums im störungsfreien Vollzug ist
eine medientheoretische Position, die Krämer von anderen Autoren über-
nimmt.170 Die Frage, die sich für das Interesse der hier vorliegenden Arbeit
daran anschloss, war, wie diese operative Einheit, die ich als hybride Kon-
stellation verstanden sah, genauer zu beschreiben und vor allem, wie das
Entstehen dieser Verbindung zu erklären ist.
Um diese hybride Konstellation genauer zu verstehen, wurde ein An-
satz von Bruno Latour diskutiert (3.1.4). In Latours soziologischen Überle-
gungen nimmt das hybride Zusammenwirken von Menschen und Nicht-
Menschen eine zentrale Rolle ein. Bei Technik handelt es sich nach La-
tour um einen Spezialfall nicht-menschlicher Akteure, deren Beschreibung
er viele Beispiele widmet. Hybride aus Menschen und Technik sind nach
seiner Ansicht nicht nur funktionale Verbindungen, obwohl er einige Bei-
spiele in dieser Hinsicht diskutiert. Sie sind vielmehr als der grundlegen-
de Teil eines sozialen Netzwerks zu verstehen, in dem Eigenschaften des
einen im anderen wirksam werden und sich in der wiederholten Perfor-
manz bzw. Aktivität dieser Einheit sich der Hybrid stabilisiert und als
neuer sozialer Akteur mit eigenen Zielen etabliert.171 Dieser Aspekt der
170U. a. Heider, 1927,Luhmann, 2001, Mersch, 2003.
171Siehe dazu die Überlegungen von Latour, 2006, S. 504.
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Stabilisierung (oder auch Punktualisierung) findet sich in Latours Überle-
gungen zum Blackboxing, welches ein Verbinden von Menschen und Tech-
nik als einen (reversiblen) Prozess beschreibt, der die „vereinte Produkti-
on [die das Agieren] von Akteuren und Artefakten völlig undurchsichtig
macht“.172 Das Blackboxing ist ein erster Aspekt im Zuge der Konkretisie-
rung der Hybridisierung von Menschen durch Technik. Beispiele für funk-
tionale Hybride sind der Dozent und der Tageslichtprojektor oder Chemi-
ker und Pipetten, die sich jeweils in der Praxis eines wiederholten gemein-
samen Agierens in einer stabilen Verbindung zusammenfinden.
Die Entstehung hybrider Verbindungen wurde des Weiteren unter Be-
rücksichtigung von Christoph Hubigs medienphilosophischen Ansatz kon-
kretisiert. Hubig erklärt die Hybridisierung von Mensch und Technik an-
hand des Konzepts medialer Rekonstruktion (3.1.3). Bevor die Technik als
Medium im störungsfreien Vollzug verschwinden kann, muss die Media-
lität im Erproben bzw. Erlernen eines Umgangs erfahren bzw. erlebt wer-
den. Diese Erfahrung ist Grundlage dafür, dass die Technik als Medium
hinsichtlich ihres möglichen Wirksamwerdens Gegenstand einer partiellen
Vorstellung wird.
Die Erfahrung des Mediums erklärt Hubig anhand des Konzepts von
Spuren. Die Konzeption besagt, dass die Nutzung einer Technik Spuren
ihrer Medialität hinterlässt. Diese Spuren können erfahren, das heißt gelesen
werden und hinsichtlich einer praktischen Vorstellung des Mediums der
Technik gedeutet werden. Was Hubig hier unter Spurenlesen versteht, lässt
sich detailliert erklären, wenn man die Begegnung von Personen mit einer
neuen Technik sequenziell als das Erproben eines Umgangs beschreibt.
Personen haben Erwartungen an den Umgang mit einer Technik, die
den Einsatz der Technik für einen bestimmten Zweck betrifft. Erwartungen
im Umgang mit Technik sind keine einzelnen Intentionen, die das Handeln
leiten, sondern eine Fülle von Aspekten, die größtenteils nur implizit mit-
vorliegen und oft erst im Enttäuschungsfalle den Nutzern bewusst wird.
Im Umgang mit einer neuen Technik kann ein Gefühl der Enttäuschung
eintreten, wenn nicht das erwartete Ergebnis erzielt wurde. Ebenso können
die Erwartungen erfüllt, eventuell sogar übererfüllt werden – wenn mehr
erreicht wurde als erwartet. Diese Erfahrungen im Umgang mit Technik
nennt Hubig die „Enttäuschungs-, Überraschungs- oder Gelingenserlebnis-
se“.173
Diese Erlebnisse bilden die Grundlage für Spuren, welche anhand von
Enttäuschungserlebnissen weiter veranschaulicht werden. Im Zuge eines
Enttäuschungserlebnisses wird die Differenz zwischen der Erwartung und
172Latour, 2006, S. 491.
173Hubig, 2006, S. 221.
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dem beobachteten Resultat als Störung empfunden. Störungen sind Erfah-
rungen, die im Erproben eines Umgangs auf die Verfasstheit der Technik
als Medium verweisen. Das ist aber nur der Fall, wenn die Störungen iden-
tifizierbar sind. Die identifizierte Störung – als eine Art von Differenzerfah-
rung – begreift Hubig als Spur. Das Spurenlesen ist eine Form der Abduk-
tion, demnach aufgrund der Spuren auf eine Erklärung geschlossen wird,
wie der strukturierte Möglichkeitsraum (das Medium), den die Technik
aufspannt, beschaffen sein muss, so dass das vorangegangene Agieren im
Umgang mit der Technik zu dem beobachteten Ergebnis und nicht dem ge-
wünschten Ziel geführt hat. Die beobachtete Differenz wird von Hubig als
ein Lesen der Spuren von bezeichnet, die zu einer (erweiterten) Vorstellung
der Technik als einem Möglichkeitsraum führt und auf die Bedingungen
möglicher (zukünftiger) Nutzung als Spuren für verweist.
So sind z. B. bei Werkzeugtechniken die Spuren insofern augenscheinlich,
als die Handlungen und ihre Ergebnisse (Effekte) seitens des Handelnden
oft unmittelbar miteinander verknüpft werden können. Wenn ich mir auf
den Finger schlage und nicht auf den Nagel, verweist die Schramme am
Finger auf die Materialität des Hammerkopfes und die Schwungkraft, die
durch den Stiel mitbedingt ist und somit auf die Möglichkeit, fest zuzu-
schlagen. Eine Potenzialität, die bei einer Anpassung des Schwungbogens
genau die gewünschte Wirkung entfalten kann. Hubig beschreibt das wie
folgt: „Direktes Feedback über Zustand und Leistung des Mittels erlaubt
kontinuierliche und variable Intervention zum Zwecke der Optimierung
des gewünschten Effekts“.174
Diese Erfahrung des Medialen auf Basis eines Spurenlesens wird in ers-
ter Linie nicht als eine bloße intellektuelle Praxis verstanden, was heißen
würde, dass die Differenz zwischen Erwartungen und Resultat qualitativ
reflektiert und Spuren zielgerichtet interpretiert werden. Das unterschei-
det das beschriebene Lesen von Spuren von der Praxis, die Krämer dar-
unter fasst. Bei ihr handelt es sich um eine wissenschaftlich-theoretische
Auseinandersetzung mit dem Medium (3.1.2). Spuren sind in meiner Inter-
pretation Hubigs nicht etwas, das quantifizierbar ist, obwohl die Begriff-
lichkeit Differenz dieses nahelegt, sondern das Spurenlesen ist in erster Li-
nie eine leibliche Erfahrung, die zu einem leiblichen Verstehen führt (Vgl.
dazu 3.2.3). Merleau-Ponty betont in seiner Arbeit, dass ein leibliches Ver-
stehen keiner Berechnungen oder expliziten Vergleiche bedarf, wie er es
hinsichtlich von Technik u. a. anhand der Praxis des Autofahrens veran-
schaulicht. Eine intellektuelle Praxis spielt zu Beginn der Nutzung sehr
wohl eine Rolle, um erste Erfahrungen des Umgangs einzuordnen, wenn
174Hubig, 2015, S. 135.
3.3. Philosophie der Mensch-AI-Hybridisierung 83
auch dabei meist keine Berechnungen angestellt werden. In Abschnitt 3.2.3
habe ich das anhand von Merleau-Pontys bekanntem Beispiel des Erlernen
des Schreibmaschinenschreibens, darstellt.
3.3.2 Schwierigkeiten einer Mensch-AI-Hybridisierung und
Möglichkeiten eines Vertraut-werdens
Hinsichtlich des Verhältnisses von Menschen und intelligenten Techniken
wird im Folgenden argumentiert, dass eine Hybridisierung problematisch
ist. Christoph Hubig spricht mit Bezug auf intelligente Techniken (er nennt
sie auch „transklassische Technik“) von einem Verlust von Spuren.175 Da-
mit meint er, dass im Umgang mit intelligenten Techniken Nutzungsspuren
nicht wahrnehmbar sind und somit auch „die Möglichkeit der Rekonstruk-
tion medialer Voraussetzungen verloren“ ginge.176
Mit dem Ziel, die Schwierigkeit der Spurenwahrnehmung systematisch
zu verstehen, wird im Folgenden wieder auf die Konzeption von Hubig
Bezug genommen. Das anfängliche Aufeinandertreffen von Personen und
neuer Technik wurde als das Erproben eines Umgangs beschrieben. Wenn
Personen mit Techniken allgemein in ein Verhältnis eintreten, erscheinen
die Möglichkeiten und Grenzen der Technik als zunächst unklar. Die ba-
salen Vorstellungen über die Nutzungsmöglichkeiten einer im Speziellen
neuen intelligenten Technik werden u. a. von früheren Erfahrungen mit ei-
ner vergleichbaren nicht-intelligenten Technik abgeleitet. Die Erwartungen
an einen Umgang sind oftmals impliziter Natur und werden den Nutzer
selbst häufig erst im Moment einer Enttäuschung bewusst.
Kommt es beim Umgang mit Techniken zu einer Nichterfüllung von
Erwartungen, werden diese als Enttäuschungen empfunden. Das Auffin-
den der Ursache für eine Enttäuschung kann, wie im Abschnitt zuvor resü-
miert, die Grundlage für weitere praktische Schlüsse bilden, die es in Fol-
ge ermöglichen, dass die gewünschten Ziele erreicht werden. Identifizierte
Enttäuschungen sind deshalb Spuren des Mediums, weil sie auf die Mög-
lichkeiten und Grenzen der Nutzung verweisen. Die Schwierigkeit einer
Spurenwahrnehmung zeigt sich oftmals darin, dass es gar nicht zu Enttäu-
schungen während des Umgangs kommt, weil die Technik beispielsweise
Fehlbedienungen selbstständig verbessert oder die Erwartungen der Nut-
zer hinsichtlich des intelligenten Agierens zu unspezifisch sind. Bei länge-
rer Nutzungsdauer kann eine Enttäuschung dann oftmals doch eintreten,
wenn sich beispielsweise verschiedene Nutzer über die Leistungsfähigkeit
des Systems austauschen.
175Hubig, 2006, S. 185.
176Hubig, 2006, S. 184.
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Bei einer Enttäuschung zeigt sich die intelligente Technik genauso wie
jede Technik in ihrer Begrenzung. Nur ist die Erfahrung eines Misslingens
der Zielerreichung oftmals ohne Kontext. Das heißt, es bleibt für den Nut-
zer weitgehend unbestimmbar, wie das eigene Handeln mit den aktuell
hervorgerufenen Systemeffekten zusammenhängt, die nicht der eigenen
Erwartung entsprechen, oder welchen Einfluss andere Aspekte wie z. B.
ein für den Umgang mit Technik als irrelevant erachtetes Verhalten oder
die bisherige Nutzungshistorie haben. Im Erproben eines Umgangs mit
Technik sind es gerade diese Enttäuschungen, die es Nutzern ermöglichen,
das eigene Agieren damit zu verfeinern oder Erwartungen an die tatsächli-
che Leistungsfähigkeit des Systems anzupassen. Im Umgang mit intelligen-
ten Techniken erfährt der Nutzer im Fall einer Enttäuschung häufig nicht,
warum die Technik nicht im erwarteten Sinne funktioniert, und hat somit
keine Erfahrung gemacht, die auf die Möglichkeiten eines zukünftig gelin-
genden Umgang verweist. Die Erfahrung einer Differenz zwischen Erwar-
tung und Resultat ist demnach keine Spur des Mediums, da die Differenz
ohne Kontext erscheint.
Mit anderen Worten kann man sagen, dass eine Differenzerfahrung
nicht qualifizierbar ist. Das ist so, weil die Differenzen ausschließlich bi-
näre Qualität besitzen, das heißt, sie lassen nur die Bewertung zu, ob die
Erwartungen erfüllt worden sind oder nicht („Gelingen oder Misslingen
der Zielrealisierung und das Funktionieren des Prozesses (ja/nein)“, sie er-
möglichen darüber hinaus jedoch keine weiteren Differenzierungen.177
Zum Beispiel ist es gängige Praxis, dass intelligente Nutzerinterfaces
übliche Eingabe- oder Bedienungsfehler automatisch korrigieren, beispiels-
weise nach der Verfahrensmaxime, dass etwas in dem von der Technik ge-
deuteten Kontext gar nicht so gemeint sein kann. Ist es aber kein Eingabe-
fehler, sondern ein vom Nutzer intendierter Input – z. B. weil der Nutzer
Informationen hat, für die das System sensorisch blind ist – wird das au-
tomatische Ausbessern zu einer Störung, da die Erwartungen des Nutzers
enttäuscht wurden. Besitzt der Nutzer keine Informationen, die es ihm er-
laubt, die Störung zu identifizieren, bleibt die Erfahrung des misslungenen
Umgangs ohne Bezugsrahmen.
In dem Abschnitt zu Heinz von Foersters Maschinenmetapher (3.1.5)
habe ich argumentiert, dass es sich bei intelligenten Techniken auf der Sa-
chebene um nicht-triviale Maschinen handelt, da sie u. a. geschichtsabhän-
gig sind und dies ein Grund ist, warum sie in ihrem Verhalten nicht vorher-
sagbar sein können. In ebendiesem Abschnitt wurde Kaminskis Beschäf-
tigung mit von Foersters Ansatz diskutiert. Kaminski argumentiert, dass
177Hubig, 2015, S. 136.
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Personen in ein Verhältnis mit der Technik treten können, in dem das Ver-
halten der Technik erwartbar bzw. trivial erscheint, obwohl die Technik auf
der Sachebene zumindest zeitweise nicht-trivial prozessiert.
Kaminski argumentiert, dass auch klassische Techniken, u. a. durch zeit-
weise Disfunktionalitäten, häufig nicht-triviale Tendenzen aufweisen. Bei-
spielsweise ist das bei ausgefallenen Verschleißteilen oder festgefahrenen
Programmschleifen der Fall. Solche Disfunktionalitäten werden im Alltag
akzeptiert, wenn Nutzern bekannt ist bzw. sie eine Routine entwickelt ha-
ben, um die Trivialität wiederherzustellen (Verschleißteile wechseln oder
Computer neustarten). Es handelt sich hierbei um die Erwartung eines tri-
vialen Verhaltens, die nicht nur das Prozessieren auf der Sachebene betrifft,
sondern auch die Möglichkeiten, die Trivialität erster Ordnung (Sachebene)
zu sichern bzw. zu managen („Trivialitätserwartungen zweiter Stufe“).178
Eine solche triviale Einstellung zur Technik muss nach Kaminski aber erst
im Umgang entstehen, das heißt, das Verhältnis muss sich im Modus des
miteinander Vertraut-werdens allererst entwickeln. Eine höherstufige Tri-
vialitätserwartung (zweiter Stufe) kann es mit intelligenten Techniken ge-
ben, wenn Personen beispielsweise ein Gefühl dafür entwickeln, welche sys-
temischen Deutungen in der Regel richtig und welche fehlerbehaftet sind
bzw. noch einmal überprüft werden sollten. Die Möglichkeit und Dauer ei-
nes Vertraut-werdens hängt aber von der Beschaffenheit der Technik ab.
Kaminski sagt: „Durch die vorab in Sachen inkorporierte Trivialität kann
es schneller und leichter zur Vertrautheit mit Technik [...] kommen als bei
komplexeren, weniger trivialen Gegenständen“.179
Intelligente Techniken können nicht so gestaltet werden, dass sie zu tri-
vialen Maschinen auf der Gegenstandebene werden – das heißt, das Trivia-
lität einfach inkorporiert wird –, da sie sonst ihre Leistungsfähigkeit verlie-
ren. Vielmehr müssen Bedingungen geschaffen werden, damit ein Vertraut-
werden ermöglicht wird. Damit ist der Bogen zurück zu den Spuren und
der medialen Erfahrung geschlagen, da die Hybridisierung im beschriebe-
nen Sinne als ein Vertraut-werden gesehen werden kann.
3.3.3 Die Hybridisierung hinsichtlich der zwei Typen von
Mensch-AI-Verhältnissen im Ubiquitous Computing
Die Überlegungen zu den Grenzen einer Mensch-AI-Hybridisierung wer-
den im Folgenden anhand der zwei Typen von Mensch-AI-Verhältnissen
im Ubiquitous Computing, wie sie im Abschnitt 2.3 vorgestellt wurden,
178Kaminski, 2010, S. 176.
179Kaminski, 2010, S. 184.
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diskutiert. Dieser Diskussion werden allgemeine Überlegungen zur Hybri-
disierung aus Sicht des Ubiquitous Computings vorangestellt.
Die Überlegungen zur Hybridisierung hinsichtlich der Designstrategien
im Ubiquitous Computing
Eine Intelligentisierung von Technik hat unter anderem das Ziel, die Anfor-
derungen an den Nutzer hinsichtlich seines Umgangs mit der infrageste-
henden Technik möglichst gering zu halten. Das ist u. a. in der Vision des
Ubiquitous Computings zu finden (2.2). Dieses Ziel wird vor allem bei Sys-
temen verfolgt, die bei der Lösung vielschichtiger Aufgaben unterstützen
sollen und die, wenn sie mithilfe klassischer Techniken, die per Definition
nicht-intelligente Techniken sind, erledigt werden sollten, aufwendig zu
bedienen sind. Propagiert wird das Ideal intuitiver Bedienung, was eine
unmittelbare Selbstverständlichkeit und das bereits Erfüllen von benötig-
ten Fähigkeiten sowie die richtigen Vorstellungen über die Leistungsfähig-
keit und Bedienung meint. Dagegen benötigt der Umgang mit klassischen
Techniken, beispielsweise das Schreiben auf einer Tastatur, eine feinfühlige
motorische Koordination, die erst erlernt werden muss und dabei nur in
geringem Maße auf ein existierendes Repertoire an Fähigkeiten zurückge-
griffen werden kann.
Ein unmittelbarer, selbstverständlicher Umgang mit Technik ist eine
Illusion, da die Selbstverständlichkeit immer das Ergebnis eines Gewöh-
nungsprozesses ist. Bei jedem neuen Technikgebrauch können Nutzer Er-
fahrungen machen, die dazu führen, dass ihre Erwartungen in ein konkre-
tes Handlungsziel oder allgemeine Erwartungen an den Einsatz der Tech-
nik enttäuscht werden, das heißt, dass der Umgang gestört ist. Die Möglich-
keit, eine Störung als solche zu identifizieren, das heißt, Gründe für eben-
diese zu eruieren und gegebenenfalls Schlüsse daraus zu ziehen, wie eine
solche in zukünftiger Nutzung zu vermeiden ist, beispielsweise auch durch
die Anpassung der eigenen Erwartung, macht ein Vertraut-werden aus.
Die Überlegungen zur Hybridisierung können nicht nur die Problem-
lagen im beschriebenen Sinne erklären, sondern lösungsorientiert zu ei-
ner Designstrategie führen, um Wege zu finden, das Ziel eines langanhal-
tenden selbstverständlichen Umgangs zu erfüllen, ohne auf die intelligen-
te Funktionalität zu verzichten. Ein zentrales Moment einer solchen Desi-
gnstrategie ist es, dass intelligente Techniken so gestaltet werden, dass, z. B.
durch die Möglichkeit, Störungen zu identifizieren, die Möglichkeit erhal-
ten bleibt, Spuren zu lesen.
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Kontextsensitive Interaktion
Eine kontextsensitive Interaktion findet mit technischen Systemen dann
statt, wenn diese sich infolge von Nutzerinputs und einer Deutung der
Interaktionsumgebung Handlungen anpassen. Die Forschungsagenda des
Ubiquitous Computing sieht es als eines ihrer Ziele an, ursprünglich nicht-
technische Umgebungen intelligent zu technisieren oder klassische Technik
mit intelligenten Fähigkeiten zu erweitern.
Ein Beispiel für kontextsensitive Systeme sind mit einer Reihe an digi-
talen Sensoren vernetzte Smart-Home-Umgebungen, in denen Situationen
und Bedürfnisse von Bewohnern automatisch gedeutet werden und darauf
basierend ein bestimmtes Systemverhalten ausgewählt wird. Kontextsen-
sitive Systeme haben u. a. die Aufgabe, sich an die alltäglichen Gewohn-
heiten von Nutzern anzupassen. Ein intelligentes Heizsystem hat die Auf-
gabe, die Heiztemperatur zu regulieren und dabei das persönliche Tempe-
raturempfinden der Bewohner, die Zeit ihrer An- und Abwesenheit sowie
bestimmte Aktivitäten der Bewohner zu berücksichtigen. Anfängliche Er-
wartungen der Nutzer an die Funktionsweise und Leistungsfähigkeit des
Systems sind durch die bisherigen Heizgewohnheiten der Bewohner fest-
gelegt.
Im Idealfall ist die Beziehung von Menschen zu einem solchen System
als background relation aufzufassen, das heißt, dass es sich um ein Mensch-
Technik-Verhältnis handelt, in dem die Technik aus Sicht der Nutzer im bes-
ten Fall nie in Erscheinung tritt. Die Technik hängt wie beispielsweise das
kommerzielle intelligente Thermostat Nest an der Wand und ein Interface
zeigt ausschließlich die Zieltemperatur, die aktuelle Temperatur und die
Tatsache an, dass es eingeschaltet ist. Im ersten Umgang und auch darüber
hinaus kann das Thermometer die Bedürfnislage der Nutzer nicht immer
hinreichend einschätzen. Daher werden die Erwartungen an das System
nicht immer erfüllt.
Solange das Heizsystem auf gewünschte Weise funktioniert, agiert es im
Verborgenen und hängt im beschriebenen Sinne unbeachtet an der Wand.
Erst wenn die Wohnung als zu kalt oder zu warm empfunden wird, wird es
als Störung empfunden. Die aktuelle Temperatur und die Zieltemperatur,
die auf dem Display des Geräts angezeigt wird, verweist zwar auf die Ak-
tivität, die gerade ausgeführt wird (Heizen oder nicht Heizen), doch weist
nichts darauf hin, warum das System auf diese Weise agiert. Eine Lang-
zeitstudie, die in echten Haushalten über den Umgang mit dem genannten
intelligenten Heizsystemen Nest durchgeführt wurde, zeigte die Probleme
auf, die sich daraus ergeben, wenn Personen mit Effekten eines intelligen-
ten Systems konfrontiert sind, sie die Effekte aber nicht hinsichtlich ihrer
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Entstehung bzw. Verursachung kontextualisieren können (dazu ausführ-
lich in Abschnitt 4.2.3). Bei den meisten Teilnehmern führten die wieder-
kehrenden Erlebnisse von Störungen dazu, dass der Umgang mit dem Sys-
tem abgebrochen oder eine Nutzungspraxis entstand, die darin bestand,
das System immer wieder auf die Werkseinstellung zurückzusetzen. Auch
im zweiten Fall kam es nicht dazu, dass die Nutzung des Systems im Sin-
ne der Hybridisierung zur Selbstverständlichkeit wurde, sondern dass sich
die Nutzer vielmehr mit der Widerspenstigkeit des Systems gewöhnt hatten.
Die beschriebenen Beobachtungen zeigen, dass es zu einem Verlust von
Spuren kam, die sich daraus ergaben, dass die Ergebnisse des Technikver-
haltens nur hinsichtlich eines Erfüllens und Nicht-Erfüllens von Erwartun-
gen bewertet werden konnten, somit keine Qualifizierung der Ergebnis-
se jenseits von Ja/Nein möglich war. Die Störungen sind in diesem Sin-
ne nicht identifizierbar und somit keine bloßen Irritationen, die als Spuren
wirksam werden können. Vielmehr können die Störungen im Sinne eines
Nicht-Erfüllens von Heizerwartung eine Reihe von nicht identifizierbaren
Ursachen haben. Es könnte sich um eine Fehlfunktion des Systems handeln,
an den falschen Erwartungen des Nutzers gegenüber den Leistungen des
Systems liegen oder ein Fehler in der Bedienung vorliegen. Zugespitzt kann
man sagen: Wenn die Nutzer die Gründe für eine Störung nicht nachvoll-
ziehen können, erscheint ihnen das System entweder als Schrott (bei Heinz
von Förster: als nicht-triviale Maschine, die nach einem Trivialisierungsspe-
zialisten verlangt) oder manchen sogar als ein Anderes mit widerspenstigem
Charakter (vgl. alternate Relation).
Ein anderes Beispiel für ein kontextsensitives System sind Fahrerassis-
tenzsysteme in einem Auto. Hier werden der Fahrer, das Fahrzeug, die
Umgebung des Fahrer-Auto-Systems und andere Verkehrsteilnehmer sen-
sorisch erfasst und im Sinne der Fahrsituation gedeutet. Zur kontextuel-
len Deutung der anderen Fahrer gehören oftmals nicht nur deren aktuelle
relative Position zum eigenen Auto und deren Geschwindigkeit, sondern
auch Vorhersagen hinsichtlich zukünftiger Situationen basierend auf den
angenommenen Intentionen der Fahrer. Eine mögliche situationsbeding-
te Aktion des intelligenten Assistenzsystems kann es sein, in Situationen,
die als gefährlich eingeschätzt werden, die Bremskraftverstärkung zu erhö-
hen, um den Fahrer bei einer gemäß den vorgenommenen Berechnungen
anstehenden Bremsung zu unterstützen. Wenn sich das Auto selbststän-
dig in einen solchen Alarmzustand versetzt, ändern sich die Bedingungen
der Interaktion. Schon ein leichter Bremsdruck, der sonst nur eine leich-
te Bremsung verursachen würde, wird jetzt zu einer Vollbremsung. Wenn
nach dem Bremsvorgang, der zwar durch den Fahrer ausgelöst wurde, bei
dem das System bei der Durchführung allerdings auch mitgewirkt hat, die
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Anteile des Systems nicht vermittelt werden, kann es zu falschen Zuschrei-
bungen hinsichtlich der Ursache von Handlungen kommen. Eine Konse-
quenz kann sein, dass der Fahrer aufgrund seiner Erfahrungen von seinen
schnellen Reflexen überzeugt ist und gefährliche Situationen auch in Zu-
kunft nicht vermeidet.
Wie im ersten Beispiel gezeigt, kann ein Thermostat an der Wand hän-
gen und bei einer Irritation ist an ihm nichts erkennbar, was auf die Ursache
dieser Irritation schließen lässt. Damit weist auch nichts auf die Bedingun-
gen einer gelungenen Nutzung hin, das heißt, es erscheint nicht im Lichte
des Zuhandenen. Die Spuren vergangener Nutzung, die als gelungen oder
nicht gelungen bewertet wurden, verweisen immer auf die Bedingungen
möglicher Nutzung.
Self-Tracking-Techniken
Der zweite Typ von intelligenten Systemen im Ubiquitous Computing, die
in Abschnitt 2.3 besprochen wurden, sind die Self-Tracking-Techniken. Der
praktische Teil der Arbeit, vgl. dazu Kapitel 5, ist im Feld der Self-Tracking-
Techniken verortet. Aus diesem Grund ist die Diskussion an dieser Stelle
im Vergleich zur Diskussion der kontextsensitiven Systeme kürzer gehal-
ten. Als Self-Tracking-Techniken werden technische Systeme verstanden,
die personenbezogene Informationen aufzeichnen, diese hinsichtlich be-
stimmter Kriterien deuten und diese Deutung an die Personen, deren In-
formationen gedeutet wurden, zurückmelden. Die Rückmeldung kann un-
ter Mithilfe von graphischen Visualisierungen auf einem Display Personen
ermöglichen ihre alltäglichen Gewohnheiten besser zu verstehen und gege-
benenfalls ihr Verhalten zu ändern.
Intelligente Self-Tracking-Systeme zeichnen sich dadurch aus, dass sie
nicht nur personenbezogene Daten sensorisch erfassen – wie bei der Auf-
zeichnung von Vitalwerten (Herzschlag, Blutdruck) – sondern auch schon
eine bestimmte Deutung auf Basis eines maschinellen Lernansatzes vorneh-
men. Dies ist unter anderem bei der Technik der Aktivitätserkennung der
Fall, die der hier vorliegenden Arbeit als Anwendungsbeispiel dient. Bei
der Technik der Aktivitätserkennung werden meist Bewegungssensoren (u.
a. Beschleunigungssensoren), die am Körper getragen werden, als Grund-
lage für die Deutung bestimmter Handlungen verwendet. Die Kriterien für
diese Deutung werden durch die Auswahl der Algorithmen und der Featu-
res in den Sensordaten und vor allem durch die Auswahl der Trainingsda-
ten bzw. der Settings zur Erzeugung der Trainingsdaten festgelegt. Beispie-
le für ein solches System ist die Deutung von Sport- und Freizeitaktivitäten.
Die Motivation, die hinter der Entwicklung vieler solcher Systeme steht,
ist ein Gewohnheitsmanagement im Sinne eines Ausbildens, Änderns und
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Analysierens von Gewohnheiten. Bei Geräten der Aktivitätserkennung wie
beispielsweise Fitnessarmbändern oder Anwendungen auf Smartwatches
wird das alltägliche Fortbewegungsverhalten aufgezeichnet und als gelau-
fene Kilometer oder Schritte gedeutet bzw. angezeigt. Bei Anwendungen
im Bereich der Medizin bzw. bei pseudo-medizinischen Geräten wird das
gedeutete Verhalten zusätzlich als gesund oder ungesund klassifiziert.
Mit Blick auf die Hybridisierung taucht die Frage auf, ob der Um-
gang mit der Self-Tracking-Technik selbst zur Gewohnheit wird. Eine Ge-
wöhnung im Sinne einer Hybridisierung setzt ein, wenn die technisch-
vermittelte Perspektive auf die eigene Aktivität selbstverständlich wird. So
wie die Brille beim Sehen verschwindet oder der Stock eines Blinden zum
transparenten Zugang zur Welt wird, kann auch die automatische Deutung
der eigenen Aktivität von einem vermittelten Zugang zu einem unmittelba-
ren werden, wenn das Gerät hinsichtlich seiner Medialität, das heißt seine
Vermittlungsleistung, verschwindet. Genauso wie bei der kontextsensiti-
ven Interaktion ist es für die Möglichkeiten einer Hybridisierung relevant,
dass das maschinelle Deutungssystem hinsichtlich der Möglichkeiten und
Grenzen erfahren wird.
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Kapitel 4
Verstehbarkeit intelligenter
Systeme: Kandidaten zur
Vermittlung von
Systemmechanismen
Das Verbinden von Mensch und Technik in einem funktionalen Verhältnis
wurde im vorherigen Kapitel hinsichtlich der Hybridisierung erörtert. In
diesem Kapitel wird die Hybridisierung von Menschen durch Technik, im
Speziellen durch intelligente Technik, aus Perspektive der Technikgestal-
tung betrachtet.
Die gelungene Hybridisierung von Mensch und Technik stellt, so meine
Annahme, ein für das Design von technischen Systemen mit intelligenten
Befähigungen erstrebenswertes Ziel dar. Die Hybridisierung, verstanden
als eine selbstverständliche und fortwährende Integration der Technik in
den Alltag der Nutzer, deckt sich in zentralen Aspekten mit Designstrate-
gien in der HCI und des Ubiquitous Computing, wie es in Abschnitt 2.2
gezeigt wurde.1
Im vorherigen Kapitel wurde diskutiert, warum eine Verbindung im
Sinne einer Hybridisierung von Menschen durch intelligente Systeme nicht
möglich oder zumindest problematisch ist (siehe dazu ausführlich in Ab-
schnitt 3.3). Unter anderem war das Konzept der Spur dazu geeignet, die
Möglichkeiten und Grenzen einer Hybridisierung zu erklären. Spuren wer-
den als Hinterlassenschaften einer Nutzung von Techniken verstanden, die,
wenn sie gelesen werden, es Personen in der Rolle des Nutzers ermög-
lichen, das technische Systems hinsichtlich seiner Medialität zu erfahren.
Spuren sind dabei aber keine konkreten Effekte, die wahrgenommen wer-
den können, sondern Erfahrungen einer Differenz von Erwartungen und
1Die Überlegungen in der HCI-Forschung und im Ubiquitous Computing zur „seam-
less integration“ und zur „embodied interaction“ beinhalten diesen Aspekt, siehe dazu Ab-
schnitt 2.2.
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Resultat einer Nutzung. Eine Störung im Umgang mit der Technik verur-
sacht beispielsweise eine solche Differenz und verweist auf das Medium als
Handlungsraum, in dem ein bestimmtes Agieren möglich oder nicht mög-
lich ist. Ein mediales Verständnis des technischen Systems ist die Grundla-
ge dafür, dass Nutzer in ein stabiles Verhältnis zur Technik eintreten, das
heißt, dass sie u. a. praktisch wissen, worin die mögliche Wirksamkeit
in verschiedenen Anwendungskontexten besteht und wie mit bestimmten
Störungen umzugehen ist. Ich sprach bei dem Prozess der Hybridisierung
von einem Vertraut-werden, der zu einer Selbstverständlichkeit des Um-
gangs führt.
Aufgrund dieser Konzeption einer Hybridisierung ergibt sich die Frage
aus Sicht der technischen Gestaltung, wie intelligente Techniken gestaltet
werden müssen, damit ein Lesen von Spuren als Grundlage für die mediale
Erfahrung möglich bleibt. Das heißt, wie ist eine Hybridisierung möglich,
ohne auf die intelligenten Befähigungen zu verzichten.
Im Umgang mit intelligenten Techniken kann es, wie bei herkömmli-
cher Technik, zu Differenzerfahrungen kommen, die als Störungen emp-
funden werden. Zum Beispiel macht ein intelligentes Assistenz, beispiels-
weise ein recomendation system für Restaurants nicht die Vorschläge, die
im Erwartungsraum möglicher Antworten des Nutzers liegt oder ein in-
telligentes Heizsystem verändert die Raumtemperatur auf nichtgewünsch-
te Weise. Der Unterschied liegt in der Möglichkeit einer Kontextualisie-
rung der Differenzerfahrung. Die Kontextualisierung bzw. Identifizierung
ist schwierig, da die Technik so beschaffen ist, dass die Mechanismen, das
heißt, die Grundlagen ihrer Ergebnisproduktion, sich einer Zugänglichkeit
entziehen.
Diese Unzugänglichkeit der Mechanismen des Systems, das heißt, die
Prozesse konkreten Wirkens, müssen bis zu einem bestimmten Grade auf-
gehoben werden. Dabei ist es aber nicht das Ziel, die Systeme in ihrer Funk-
tionalität, die zweifelsohne determiniert ist und ich deshalb von einem (di-
gitalen) Mechanismus spreche, für den Nutzer vollständig verständlich bzw.
nachvollziehbar zu machen, indem z. B. Pläne zur Sensorik und Verschal-
tung und der gesamte Code in Textform offengelegt werden. Vielmehr soll
nach Aspekten der Mechanismen gesucht werden, das heißt nach Aspek-
ten, die den Weg der Ergebnisproduktion (die maschinelle Deutung und
daran anschließende Aktionen der Technik) in einer konkreten Nutzungs-
instanz betreffen. Für eine systematische Untersuchung wird auf eine Dis-
kussion im Feld in der Informatik Bezug genommen, die sich mit der Dis-
kussion zur Verstehbarkeit (im engl. intelligibility) von Lernalgorithmen be-
fasst.
In diesem Kapitel wird die Verstehbarkeit von intelligenten Systemen
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auf Basis maschineller Lernansätze aus zwei Perspektiven diskutiert. Be-
gonnen wird mit einer Diskussion der Verstehbarkeit von Ansätzen maschi-
nellen Lernens aus der Perspektive der technischen Informatik, was exem-
plarisch anhand von zwei Lernansätzen erfolgt (4.1). Anschließend werden
Konzepte aus dem Forschungsfelds der HCI diskutiert, in dem sich anhand
von Konzepten und Nutzerstudien mit der Verstehbarkeit von intelligenten
Systemen aus Sicht der Nutzer befasst wird (4.2). Im letzten Teil des Kapi-
tels wird ein Framework entwickelt, welches die bestehenden Ansätze hin-
sichtlich des Interesses und den Voraussetzungen meiner Arbeit erweitert
(4.3). Das Framework versammelt eine Reihe von Kandidaten zur Vermitt-
lung von Systemmechanismen, die im folgenden Kapitel die Grundlage für
die Nutzerstudien bilden.
4.1 Verstehbarkeit intelligenter Systeme im maschi-
nellen Lernen
Das maschinelle Lernen ist ein weites Forschung- und Anwendungsfeld
der Informatik, welches auch in vielen anderen Disziplinen Einfluss erlangt
hat. In Kapitel 2 wurde sich mit dem maschinellen Lernen im Rahmen ei-
ner Auseinandersetzung mit der Intelligenz technischer Systeme befasst. In
Abschnitt 2.1.2 wurde auf die grundlegende Unterscheidung hingewiesen,
nach der Ansätze maschinellen Lernens üblicherweise unterteilt werden.
Demnach wird im maschinellen Lernen zwischen dem überwachten (super-
vised), unüberwachten (unsupervised) und dem bestärkenden (reinforcement)
Lernen unterschieden.2
Im Folgenden wird auf das überwachte Lernen fokussiert, da aus-
schließlich dieser Typus für den späteren praktischen Teil von Interesse ist.
Die grundlegenden Überlegungen aus diesem Kapitel lassen sich auch zum
Teil auf die anderen Typen maschinellen Lernens übertragen, da viele Algo-
rithmen in modifizierter Weise auch in den anderen Bereichen Anwendung
finden.
4.1.1 Ein Datensatz und zwei gängige Lernstrategien
Es existiert eine nahezu unendliche Anzahl von Lernstrategien, die sich auf
jeder Fachkonferenz erweitern. In diesem Abschnitt werden zwei sehr un-
terschiedliche Lernstrategien, zum einen die Entscheidungsbäume (decision
tress) und zum anderen die künstlichen neuronalen Netze (neural networks)
vorgestellt. Die Fülle von Ansätze im maschinellen Lernen können in dieser
Arbeit nicht präsentiert werden, so dass sich auf diese verschiedenartigen
2Eine Einführung, siehe beispielsweise Alpaydın, 2008.
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Strategien beschränkt wird. Grundlage dieser Vorstellung ist eine Arbeit
von Kotsiantis3, der das heterogene Feld in einem survey strukturiert hat.
Ein Ergebnis seiner Arbeit ist eine Übersicht in tabellarischer Form, die die
unterschiedlichen Lernstrategien bezüglich ihrer Eigenschaften sortiert. Es
ist für die Fragestellung dieses Kapitels von besonderem Interesse, wie die
Lernansätze hinsichtlich ihrer Verstehbarkeit einzuschätzen sind. Kotsian-
tis bezeichnet diese Eigenschaft von maschinellen Lernansätzen als „Expla-
nation ability/transparency of knowledge/classifications“.4 Die vollständi-
ge Tabelle ist in Abbildung 4.1 dargestellt. Die beiden Lernstrategien befin-
den sich hinsichtlich der Verstehbarkeit am oberen und unteren Ende der
Skala. Die Bewertung der Eigenschaften folgt einer relativen Bewertungs-
skala von einem Stern bis zu vier Sternen.
ABBILDUNG 4.1: Eigenschaften unterschiedlicher Ansätze
maschinellen Lernens, übernommen von Kotsiantis, 2007,
(S. 263)
Die Diskussion der beiden Lernansätze erfolgt anhand eines Anwen-
dungsbeispiels botanischer Pflanzenbestimmung. Das Beispiel wurde aus-
gewählt, da es sich auf anschauliche Weise dafür eignet, die Ansätze zu
3Kotsiantis, 2007.
4Kotsiantis, 2007, S. 263.
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vergleichen. Ein überwachter Lernansatz ist dadurch charakterisiert, dass
das Lernen anhand eines Trainingsdatensatz mit gelabelten Daten erfolgt.
Der Datenansatz, der die Grundlage für das Anwendungsbeispiel bildet,
ist das iris dataset. Dabei handelt es sich um einen klassischen Datensatz im
maschinellen Lernen, der zu Test- und Demonstrationszwecken Bekannt-
heit erlangt hat.
Der Datensatz basiert auf Pflanzenbeobachtungen des Biologen Ronald
Fischer auf der Halbinsel Gaspésie, dessen Aufzeichnungen die Basis für
einen 1936 veröffentlichten Artikel bildete.5 Dieser Datensatz dokumentiert
Funde der Pflanzengattung Iris in drei Arten (Iris Setosa, Iris Virginica and
Iris Versicolor). Das Datensatz besteht aus 150 Stichproben (Samples), die
neben dem Namen der Art auch die Länge und Breite der Kelchblüte (bi-
ol. Sepalum oder äußere Blütenhülle) und des Kronblattes (biol. Petalum
oder innere Blütenhülle) beinhaltet. Insgesamt besteht der Datensatz aus
vier Merkmalen (Features), die genannten Längen und Breiten der inneren
und äußeren Blütenhülle, und drei Klassen, die durch die drei Arten der
Iris gebildet werden.
Länge
Sepalum
Breite Sepa-
lum
Länge Peta-
lum
Breite Peta-
lum
Art
4.6 3.6 1.0 0.2 I. Setosa
4.4 3.0 1.3 0.2 I. Setosa
... ... ... ... I. Setosa
5.1 2.5 3.0 1.1 I. Versicolor
5.6 2.5 3.9 1.1 I. Versicolor
... ... ... ... I. Versicolor
6.2 2.8 4.8 1.8 I. Virginica
6.4 2.8 5.6 2.1 I. Virginica
... ... ... ... I. Virginica
TABELLE 4.1: Ausschnitt aus dem klassischen Iris Daten-
satz. Insgesamt gibt es 150 Samples. Der Datensatz kann
u. a. hier gefunden werden: (IrisDataset, 1937)
4.1.2 Entscheidungsbäume
Ein Entscheidungsbaum besteht aus einer Reihe an Entscheidungsknoten,
bei denen in der Laufzeit des Algorithmus (Klassifikation) ein Sample an
einem Knoten anhand eines bestimmten Merkmals (feature value) geprüft
wird und je nach Ergebnis dieser Prüfung eine Verzweigung gewählt wird,
die zu einem weiteren Knoten führt, der ein weiteres Merkmal prüft oder
5Fisher, 1936.
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ein Klassifikationsergebnis darstellt (Blattknoten). Der Prozess beginnt im-
mer bei der Wurzel (root node) und wird so lange fortgesetzt, bis ein Blatt-
knoten erreicht wird. Ist der Blattknoten erreicht, ist eindeutig bestimmt,
welcher Kategorie das Sample zugehörig ist. Das Merkmal, anhand dessen
im Knoten entschieden wird, kann ein bestimmter Schwellenwert (thres-
holds) sein oder eine Frage, die mit ja oder nein beantwortet werden kann
bzw. mehr Auswahlmöglichkeiten hat.
Hinsichtlich der Erstellung eines Entscheidungsbaums, das heißt dem
Training, wird zwischen manuellen und automatischen Ansätzen unter-
schieden. Für einfache Datensätze können manuelle Bäume erstellt werden,
das heißt, die Entwickler legen die gesamte Struktur, das heißt die Knoten,
Verzweigungen und die Entscheidungsmerkmale fest. Bei manuellen Bäu-
men handelt es sich im engeren Sinne nicht um einen maschinellen Ler-
nansatz, sondern ist vielmehr als ein hard-coding zu verstehen. Ein System
auf Basis eines manuellen Baumes erfüllt damit nicht das Charakteristikum
eines intelligenten Systems, wie es schon in der Vorarbeit definiert wurde
(2.1.2). Das ist nicht der Fall, wenn die Baumstruktur das Ergebnis eines
automatischen Prozesses ist. In der Trainingsphase wird demnach ein au-
tomatischer Prozess durchlaufen, der zu einer geeigneten Architektur von
Knoten und Merkmalen führt. Der automatische Prozess kann anhand von
unterschiedlichen Strategien ablaufen, die im Feld des maschinellen Ler-
nens als Heuristiken bezeichnet werden. Die gängigste Heuristik ist die so-
genannte „Teile- und-Herrsche-Strategie“: Das Ziel dieser Strategie ist es,
nach Features zu suchen, die die Trainingsdaten an jedem Knoten am bes-
ten in zwei gleichgroße Gruppen aufteilt.6 Das Feature, das die Menge al-
ler Trainingsdaten am besten in zwei Teile aufteilt, bildet die Wurzel des
Baums. Im nächsten Schritt wird in den jeweiligen Hälften wieder nach
dem Feature gesucht, welches die Daten dieses Strangs am besten aufteilt.
Dieser Prozess wird fortgesetzt, bis alle Samples eindeutig ihrer Klasse zu-
geordnet worden sind.
Beispiel
Das iris dataset dient als Grundlage, um die Implementierung eines Ent-
scheidungsbaums zu veranschaulichen. Wollte man eine Baumstruktur ma-
nuell erstellen, könnte man die Tabelle dahingehend untersuchen, welche
Merkmale oder Merkmalskombinationen charakteristisch für eine Art der
6Siehe beispielsweise Alpaydın, 2008, S. 183.
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Petal Länge (cm) 
≤ 2,45
Samples = 150
Petal Breite (cm) 
≤ 1,75
Samples = 100
Samples = 50
Klasse = Setosa
Petal Länge (cm) 
≤ 4,85
Samples = 46
Petal Länge (cm) 
≤ 4,95
Samples = 54
Petal Breite (cm) 
≤ 1,55
Samples = 6
Petal Breite (cm) 
≤ 1,65
Samples = 48
Sepal Länge (cm) 
≤ 6,95
Samples = 3
Samples = 3
Klasse = 
Virginica
Samples = 47
Klasse = 
Versicolor
Samples = 1
Klasse = 
Virginica
Sepal Länge (cm) 
≤ 5,95
Samples = 3
Samples = 2
Klasse = 
Versicolor
Samples = 1
Klasse = 
Virginica
Samples = 1
Klasse = 
Versicolor
Samples = 2
Klasse = 
Virginica
Samples = 43
Klasse = 
Virginica
ABBILDUNG 4.2: Hierbei handelt es sich um einen Entschei-
dungsbaum, der aus dem Iris Datensatz automatisch er-
stellt wurde. Die gelben Felder markieren die Blattknoten
des Entscheidungsbaumes.
Gattung Iris sind. Beispielsweise hat die Iris Virginica vergleichsweise lan-
ge Blüten und die Iris Setosa vergleichsweise kurze. Eine zuverlässige Fest-
legung der Grenzwerte in den Knoten ist manuell schwierig. Eine auto-
matische Erstellung, die nach der oben beschriebenen Teile- und-Herrsche-
Strategie abläuft, ist besser geeignet. Das Ergebnis eines solchen automati-
schen Prozesses ist in Abbildung 4.2 dargestellt.7 Man kann sehen, dass die
Länge des Petalum ein geeignetes Feature (oberster Knoten) ist, um zwi-
schen der Iris Setosa und den anderen beiden Gattungen zu unterscheiden.
Die Unterscheidung zwischen den beiden übriggebliebenen Gattungen ist
dann schwieriger und hängt von einer Kombination von Merkmalen ab.
Das Ziel des Trainings ist ein Algorithmus, der dem Anspruch einer
Generalisierung gerecht wird, das heißt, dass das System nicht nur hin-
sichtlich der Trainingsdaten, sondern auch bei unbekannten Samples aus
dem Bereich eine zuverlässige Einschätzung bzw. Klassifikation möglich
macht. Es besteht der Anspruch, dass, wenn man dem im Beispiel gezeig-
ten Klassifikationssystem die Werte von Messungen der Blüten und Blätter
von aktuellen Funden übergibt, das System richtig einschätzt, um welche
Art der Pflanze es sich handelt. Voraussetzung ist, dass die Funde, die in
7Die Abbildung orientiert sich an einer Darstellung in ScikitLearn, 2017.
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den Trainingsdaten versammelt wurden, repräsentativ sind, und die rele-
vanten, weil diskriminierenden, Merkmale dokumentiert wurden.
Verstehbarkeit
Entscheidungsbäume werden als Algorithmen gesehen, die einfach zu ver-
stehen sind, dass heißt, die Entscheidungen des Algorithmus gelten als po-
tentiell einfach nachvollziehbar (höchste Bewertung in der Kategorie „Ex-
planation ability“ in der Abbildung 4.1). Der Grund liegt darin, dass es sich
um eine hierarchische Entscheidungsfindung handelt, die Schritt für Schritt
nachverfolgt werden kann. Deshalb wird dieser Ansatz da, wo Verstehbar-
keit wichtig ist, Verfahren mit höherer Genauigkeit vorgezogen.8
Bei Entscheidungsbäumen mit einer sehr großen Anzahl von Merkma-
len gilt diese Charakterisierung nur bedingt. Die Schritte der Klassifika-
tion nachzuverfolgen kann zu einem langwierigen Unterfangen werden.
Es hängt hier, wie allgemein, wenn es um eine Verstehbarkeit von Algo-
rithmen geht, davon ab, in welchem Detailgrad ein Verständnis ermöglicht
werden soll. Auch bei Systemen mit vielen relevanten Merkmalen ist der
Entscheidungsbaum nur bedingt geeignet, detailliert jedes Klassifikations-
ergebnis nachzuvollziehen, kann aber geeignet sein, die wurzelnahen und
damit die in besonderer Weise diskriminierenden Merkmale zu nutzen, um
ein erstes Verständnis über die Mechanismen, die zu einem bestimmten
Klassifikationsergebnis führen, zu erlangen.
Es ist Ziel dieses Kapitels zu diskutieren, wie Aspekte von Mechanis-
men, die einem intelligenten System zugrundeliegen, vermittelt werden
können, damit ein Spurenlesen und damit eine mediale Erfahrung mög-
lich ist. Auf Grundlage des iris datasets wäre es vorstellbar, ein intelligentes
System auf Basis eines Entscheidungsbaums für Endnutzer zu entwickeln.
Bei dem System könnte es sich um eine Smartphone-Applikation handeln,
die Wissenschaftler oder Laien dazu nutzen können, die Arten der Gattung
Iris zu bestimmen. Nach Eingabe der Messdaten, d. h. der Länge und Breite
der Blätter und Blüten, würde die Bennenung der zugehörigen Irisart auf
dem Bildschirm erscheinen. Eine zusätzliche Vermittlung von Aspekten der
Baumstruktur, die für die Kategorisierung der Gattung ausschlaggebend
war, könnte zum Verständnis des Klassifikationsergebnisse beitragen.
4.1.3 Künstliche neuronale Netze
Eine Einführung in die künstlichen neuronalen Netze beginnt meist mit
einem Verweis auf das menschliche Gehirn. Das Konzept, wonach das
menschliche Gehirn als neuronales Netze zu erklären versucht, diente als
8Alpaydın, 2008, S. 184.
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Inspiration für die Entwicklung dieses maschinellen Lernansatzes. Die
künstlichen neuronalen Netze sind ein eigenes Forschungs- und Anwen-
dungsfeld, welches sich unabhängig von der Hirnforschung entwickelt hat.
Im Folgenden wird sich ausschließlich mit künstlichen neuronalen Netzen
als effizienten Lernalgorithmen befasst, welche in verkürzter Weise als neu-
ronale Netze bezeichnet werden.
Eine zentrale Eigenschaft neuronaler Netze ist es, dass sie in elemen-
tarer Weise von einem Autoadaptionsprozess abhängen. Das heißt, es gibt
eine Struktur, die sich während der Trainingsphase in einer Vielzahl von
Optimierungsschritten selbst ausbildet.
Ein neuronales Netz besteht aus sogenannten Perzeptronen, wobei es
sich dabei um Knoten handelt, die netzförmg angeordnet sind: „A neural
network consists of large number of units (neurons) joined together in a
pattern of connections“.9 Die Perzeptronen sind dabei in Schichten ange-
ordnet, wobei jedes Perzeptron in einer Schicht mit allen Perzeptronen der
vorherigen sowie der nächsten Schicht verbunden ist. Bei einem zweilagi-
gen Netzwerk gibt es die Inputs, die selbst nicht als Schicht gesehen wer-
den, die Perzeptronen, die die versteckte Schicht (hidden layer) bilden und
die Schicht von Outputs.
Jedes Perzeptron im Netz besitzt einen Wert. Der Wert eines Perzep-
trons ist sein Gewicht und berechnet sich aus der Summe aller Eingangs-
werte („activation values“), das heißt den Gewichten der Perzeptronen der
vorherigen Schicht anhand einer Schwellenwertfunktion („activation func-
tion“).10 Der so berechnete Wert eines Perzeptrons ist der Eingangswert für
die Berechnung der Perzeptronen in der nächsten Schicht oder der Aus-
gangsperzeptronen der letzten Schicht. Die Ausgangsperzeptronen reprä-
sentieren das Klassifikationsergebnis. Die Schwellwertfunktion wird vor-
her festgelegt und ist für die Berechnung aller Perzeptronenwerte in einem
Netz gleich. Die Schwellenwertfunktion kann unterschiedlich aussehen: Es
kann sich beispielsweise um eine binäre Funktion handeln, die den Wert 1
zurückgibt, wenn ein bestimmter Schwellenwert überschritten wurde und
0 wenn er nicht überschritten wurde. Wenn ein Ausgangsperzeptron für ein
bestimmtes Klassifkationsergebnis steht, ist dies der Fall, wenn der Schwel-
lenwert überschritten wurde und nicht der Fall, wenn er nicht überschrit-
ten wurde. Eine weitere gängige Schwellwertfunktion ist die sogenannte
Sigmoid Funktion. Die Schwellenwertfunktion, die Auswahl der relevan-
ten Parameter aus den Trainingsdaten (Eingangswerten) und die Anzahl
der Schichten werden in der Initialisierung festgelegt. Dazu gibt es vie-
le Publikationen, die die Vor- und Nachteile von Schichtanzahl und der
9Kotsiantis, 2007, S. 255.
10Kotsiantis, 2007, S. 255.
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Schwellenwertfunktionen diskutieren. Diese Architektur des Netzes bildet
die Grundlage für das Training. Ziel des Trainings ist es, die Gewichte in
den Knoten so anzupassen, dass das System für die Eingangsgrößen des
Trainingsdatensatzes die zugehörigen Ausgangswerte besitzt, das heißt,
die bestmögliche Klassifikation für alle Trainingsdaten zu erreichen. In je-
dem Schritt des Prozesses der Autoadaption werden die Gewichte in den
Perzeptronen angepasst. Die Anpassung erfolgt aufgrund der Evaluierung
der Ergebnisse des aktuellen Netzes. Da sich die Gewichte erst während
dieses Prozesses einstellen und man zu Beginn also noch nichts über sie
weiß, müssen Startwerte eingestellt werden. Eine gängige Praxis für die
Festlegung der Startwerte ist es, kleine zufällige Werte im Intervall [-0,01;
0,01] anzunehmen.11
Die Autoadaption kann unterschiedlichen Strategien folgen, die gän-
gigste ist die Backpropagation. Wie diese abläuft, wird im Folgenden skiz-
ziert.
Ein Schritt im Prozess der Autoadaption wird als Epoche bezeichnet.
Folgt man der Beschreibung von Kotsiantis, hat eine Epoche sechs Schritte,
die sich wiederholen, bis eine als ausreichend erachtete Qualität der Klassi-
fikation erreicht wird.12 Was für ausreichend gehalten wird, hängt von der
Anwendung ab, beispielsweise der Qualität der Trainingsdaten und den
Anforderungen an die Leistungen des Systems.
1. Ein Sample der Trainingsdaten wird initialisiert.
2. Der Output des Netzes wird mit dem wahren Label verglichen. Für
jeden Ausgangswert (Outputperzeptron) wird der Fehler berechnet.
Handelt es sich bei der Anwendung um eine Klassifikation, ist das
Ergebnis richtig oder falsch, das heißt der Fehler ist entweder eins
oder null.
3. Für jeden Ausgangswert wird die Differenz zwischen dem vom Sys-
tem klassifizierten und dem wahren Wert berechnet (Skalierwert). Da-
bei handelt es sich um den sogenannten lokalen Fehler.
4. Die Gewichte, die zu jedem Ausgangsneuron führen, werden so an-
gepasst, dass sich der Fehler verringert. Das heißt, die Gewichte in
der vorherigen Schicht werden so verändert, dass sich für das aktuel-
le Sample das zugehörige Klassifikationsergebnis einstellt.
5. Mit Blick auf die vorherige Ebene, deren Fehler man nicht direkt be-
rechnen kann (es gibt ja keinen wahren Wert), werden deren Gewichte
11Vgl. Alpaydın, 2008, S. 263.
12Kotsiantis, 2007.
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über das Konzept der Verantwortlichkeit („blame“) für die Werte der
Ausgabeschicht berechnet.
6. Der Vorgang wird auf der vorherigen Ebene wiederholt, wobei die
Verantwortlichkeit hier als lokaler Fehler angenommen wird.
Die genannten Schritte werden in einem Autoadaptionsprozess viel-
mals durchlaufen, bis zu einem Zeitpunkt, bei dem der Klassifikationsfeh-
ler als klein genug angenommen wird.
Beispiel
Das iris dataset kann auch anhand eines neuronalen Netzwerks repräsen-
tiert werden. Auch wenn das neuronale Netz genauso wie ein Entschei-
dungsbaum Knoten besitzt, die bestimmte Schwellwerte haben, ist die
Funktionsweise eine ganz andere. Das Netz ist nicht hierarchisch struktu-
riert und ist zudem komplexer, da es mehr Knoten und Verbindungen gibt,
die alle einen Einfluss auf das Gesamtergebnis haben.
In einem Autoadaptionsprozess, wie er im Abschnitt zuvor beschrieben
wurde, könnte ausgehend von zufälligen Gewichten in den Knoten und
mithilfe eines Samples im Datensatz eine erste Klassifikation erfolgen. Für
jedes Sample im Trainingsdatensatz würden die lokalen Fehler berechnet
und die Gewichte so angepasst, dass die Fehler möglichst verschwinden.
Schritt für Schritt werden die Knoten so optimiert, dass ein Klassifikator
auf Basis eines neuronalen Netzes entsteht.
Um das Potential von neuronalen Netzen aufzuzeigen, wird ein weite-
res Beispiel skizziert, das auf einem möglichen anderen Iris-Datensatz beru-
hen könnte. Man könnte sich vorstellen, dass es einen Iris-Datensatz gibt,
der nicht auf den genannten Abmessungen von Blüten und Blättern ba-
siert, sondern auf einer Reihe von Fotos der Gattung Iris. Fotos als Grund-
lage für eine Klassifikation von Inhalten auf dem Foto ist ein klassisches
Anwendungsgebiet der computer vision. Die Features sind dann nicht die
Zahlenwerte, die für die Abmessungen der Blüten und Blätter der Pflanze
stehen, sondern die Pixel der Fotos. Damit sind es nicht nur vier Eingangs-
features, wie beim klassischen iris dataset, sondern je nach Bildauflösung
und Farbbandbreite viele Millionen. Je nach verwendeten Lernalgorithmus
kann es üblich sein, die Features in den Bildern zu reduzieren, indem Pixel
zusammengefasst, nur die Farbverläufe verwendet (Farbhistogramm) oder
das Bild auf seine Kanten reduziert werden. Aktuelle leistungsstarke neu-
ronale Netze könnten aus den Bilder lernen, welche Art der Iris auf dem
Foto dargestellt ist. Die Art der Aufnahmen legen fest, welche Merkmale in
den Bildern überhaupt für den Algorithmus zugänglich sind. Sind die Fo-
tos alle aus einem bestimmten Winkel aufgenommen, der die Längen von
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Blüten und Blättern in der richtigen Relation darstellt, kann es sein, dass
auch auf Basis dieses Datensatzes die Abmessungen der Blüten und Blätter
die diskriminierten Merkmale sind, welches der neuronale Klassifikations-
algorithmus vermittelt als Grundlage nutzt, um die Arten der Iris auf den
Bildern zu unterscheiden.
Verstehbarkeit
Algorithmen auf Basis von neuronalen Netzen eignen sich nur wenig für
einen verstehenden Zugriff und somit sind auch Aspekte des Mechanis-
mus, die die Entscheidungsfindung betreffen, schwer darstellbar. Werden
die Perzeptronen und ihre Gewichte in einer Grafik visualisiert, ist schon
bei nur vier Features, wie es im klassischen iris dataset der Fall ist, nicht
abzulesen, welche Features für ein bestimmtes Ergebnis ausschlaggebend
sind. Da jedes Perzeptron in einer Schicht mit allen anderen der nächsten
Schicht verbunden ist, beeinflusst jedes Perzeptron das Ergebnis und macht
den Zusammenhang zwischen Features und Ergebnis nur schwer nachvoll-
ziehbar.13
4.1.4 Fazit: Verstehbarkeit maschineller Lernalgorithmen
Lernende Algorithmen hinsichtlich ihres Wirkens anschaulich darzustellen
und somit zu ermöglichen, dass das algorithmische Prozessieren in der An-
wendung verstehbar bzw. nachvollziehbar ist, ist vor allem für die Gestal-
tern solcher Systeme von Interesse.
Ein Verständnis darüber, wie der Prozess der Klassifikation abläuft,
kann helfen aufzuzeigen, welche Merkmale in den Daten die Grundlagen
für die Klassifikation bilden. Ein solches Wissen kann wichtig sein, wenn es
bestimmte Eigenschaften in den Trainingsdaten gibt, die nicht repräsentativ
für das ganze System sind und deshalb auch nicht den resultierenden Al-
gorithmus determinieren sollen. Beispielsweise könnten die Fotos für den
alternativen Iris-Datensatz mit unterschiedlichen Kameras produziert wor-
den sein und das Lernsystem nicht eine Eigenschaft der Gattung als Grund-
lage für die Klassifikation verwendet haben, sondern in Wirklichkeit die
Eigenschaft der Kamera. Kameras haben Charakteristiken, die in die Bilder
eingehen (Kameras produzieren beispielsweise einen bestimmten Look). So
13Es gibt Methoden, neuronalen Netzen zu entlocken welche Feature in den Sensordaten
für das Funktionieren das neuronalen Netzes von besonderer Relevanz sind. Beispielswei-
se kann eine solche Analyse ergeben, dass ein System, das Fotos dahingehend klassifiziert,
welche Sportart auf dem Bild praktiziert wird, vor allem die Hintergrundfarben verwen-
det, um zwischen den Sportarten zu unterscheiden. Für solche Methoden siehe Zeiler und
Fergus, 2014, Grün et al., 2016.
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kann es passieren, dass ein Algorithmus, der auf Basis dieser Bilder trai-
niert wird, fälschlicherweise nicht Merkmale des Dargestellten als Diskri-
miniertem auffasst, sondern Merkmale der Kamera verwendet. Wenn die
verschiedenen Spezies beispielsweise mit verschiedenen Kameras aufge-
nommen wurden, könnte es sein, dass das System scheinbar optimal zwi-
schen den Gattungen der Iris unterscheiden kann. Wenn die Gestalter die
diskriminierenden Features als falsch erkennen, können sie Schritte unter-
nehmen, die ein Training auf Basis der Kameraeigenschaften verhindert,
beispielsweise durch ein Filtern der Daten oder ein gezieltes Verrauschen
der Daten. Letzteres wäre zum Beispiel hilfreich, wenn die Kameras große
Qualitätsunterschiede haben und die Fotos durch die Rauschaufschaltung
auf ein niedrigeres, aber einheitliches Level gesetzt werden können.
In das Framework, das ich im letzten Abschnitt dieses Kapitels entwer-
fe, werden die Überlegungen zur Verstehbarkeit von Algorithmen einflie-
ßen. Dass die Endnutzer eines intelligenten Systems dieses vollständig ver-
stehen, ist praktisch nicht möglich. Trotzdem werden hinsichtlich des Fra-
meworks Überlegungen angestellt, wie einzelne Aspekte der maschinellen
Klassifikation für den Nutzer in bestimmten Handlungssituationen darzu-
stellen sind.
Die Verschiebung hin zu einer Nutzerperspektive wird in dem folgen-
den Abschnitt (4.2) vorbereitet. Auch in der HCI-Forschung sind die Pro-
bleme, die sich aus einem nicht vorhandenen Zugang zu den Mechanis-
men für eine erfolgreiche Nutzbarkeit von intelligenten Systemen ergeben,
thematisiert worden. Es gibt eine Reihe von Ansätzen, die sich konzeptu-
ell und empirisch mit dieser Problemlage befassen. Im Folgenden werden
diese Konzepte diskutiert, um im letzten Teil des Kapitels in eine eigene
Konzeption, die sich im Framework (4.3) kondensiert, vorzustellen.
4.2 Verstehbarkeit intelligenter Systeme in der HCI
Im Forschungsbereich der HCI gibt es eine Reihe von Ansätzen, die sich
mit den Herausforderungen auseinandersetzen, die angesichts von intel-
ligenten Systemen, die für alltägliche Nutzer als Black-Boxes erscheinen,
entstehen. Als Herausforderungen werden u. a. ein mangelndes Vertrauen
und eine geringe Akzeptanz genannt, wie das folgende Zitat zeigt.
„Context-aware intelligent systems employ implicit inputs, and
make decisions based on complex rules and machine learning
models that are rarely clear to users“. Such lack of system intelli-
gibility can lead to loss of user trust, satisfaction and acceptance
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of these systems“.14
In der Forschung werden Designstrategien diskutiert, die es möglich
machen sollen, dass das intelligente Systemverhalten für die Nutzer nach-
vollziehbar wird. Der Fokus liegt dabei vor allem auf zusätzlichen, erklä-
renden Informationen, die den Nutzern während der Interaktion vermit-
telt werden. Die testweise Realisierung der Designansätze findet im Bereich
sogenannter webservices statt, wozu Suchmaschinen, Spamfilter sowie reco-
mendation systems gehören.
Im Folgenden werden zwei Ansätze präsentiert, die sowohl konzeptu-
elle Vorschläge unterbreiten als auch empirische Untersuchungen durch-
führen, um die Wirksamkeit ihrer Konzepte aufzuzeigen.
4.2.1 Verstehbarkeit durch Erklärungen
Eines der ersten Artikel zu diesem Thema ist das von Lim et al., aus dem
auch das eingangs verwendete Zitat stammt.15 Sie entwickeln einen An-
satz, der es ermöglichen soll, dass Nutzer während des Umgangs mit ei-
nem intelligenten System ein weitergehendes Verständnis der Systeme ent-
wickeln. Dieses soll durch die Vermittlung von Erklärungen, die das Sys-
tem als Ganzes bzw. das aktuelle Verhalten betreffen, während der Laufzeit
des Systems, erreicht werden. Das intelligente System, das sie in der Veran-
schaulichung und dem Testen des Ansatzes verwenden, stammt aus dem
Bereich kontextsensitiver Systeme. Genauer gesagt handelt es sich um ein
einfaches System zur Aktivitätserkennung, das aufgrund bestimmter Mess-
werte erkennen kann, ob eine Person gerade sportliche Übungen macht
oder nicht. Der zugrundeliegende maschinelle Lernansatz ist ein Entschei-
dungsbaum.
Im konzeptuellen Teil der Arbeit wird die theoretische Dimension von
Verständlichkeit (sie sprechen von einer „intelligibility“) durch die Vermitt-
lung von Erklärungen aufgespannt. Dabei beziehen sie sich auf Konzep-
te aus dem Bereich des Wissensmanagements und der Expertensysteme.16
Die Autoren nennen mehrere Kategorien zur Systematik von Erklärungen,
wobei sie für ihren Ansatz den Typus „reasoning trace“ als besonders re-
levant erachten. Reasoning trace meint eine Abfolge von Ursachen und Wir-
kungen bzw. Schlüssen auf Basis bestimmter Kriterien, die letztendlich zu
einem Ergebnis führen. Die Erklärungen, die diese Abfolge nachvollzieh-
bar machen sollen, sind die Antworten auf die sogenannten W-Fragen. Das
heißt, wie und warum kommt das System zu einem bestimmten Ergebnis
14Lim, Dey und Avrahami, 2009, S. 2119.
15Lim, Dey und Avrahami, 2009.
16Siehe Lim, Dey und Avrahami, 2009, S. 2120.
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(Deutung oder Handlungsentscheidung). Zudem werden Erklärungen zu
einem alternativen Verhalten des Systems gegeben, die sich in warum-nicht-
Erklärungen äußern und Erklärungen, die die Randbedingungen betreffen,
das heißt, wenn ein bestimmtes Ergebnis der Fall wäre, dann müssten die
Eingangsgrößen so beschaffen sein.
Auf Basis dieses Ansatzes, der ein Verständnis durch verschiedene Er-
klärungen erzeugen soll, präsentieren die Autoren eine Nutzerstudie. Die
Studie basiert auf dem eingangs erwähnten System zur Klassifizierung
von Aktivitäten in einem binären Klassifikationssystem. Das System klas-
sifiziert menschliche Aktivität entweder als eine Sportübung („exercises“)
oder als keine Sportübung („no exercises“).17 Grundlage für die maschinel-
le Kategorisierung sind drei Typen von Inputs und zwar Körpertemperatur,
Puls und Tempo (Als Tempo wird die Geschwindigkeit von Körperbewegun-
gen verstanden). Die Klassifikation im Testszenario erfolgte auf Basis eines
einfachen Entscheidungsbaums, der aus vier Knoten aufgebaut war.
In der Studie konnten die Teilnehmer das Verhalten des Systems be-
obachten, das aus den Eingangswerten, die Klassifikation Sportübung oder
keine Sportübung vornahm. Zusätzlich zu den Eingangs- und Ausgangsgrö-
ßen wurden den Nutzern Erklärungen präsentiert, die den konkreten Nut-
zungsfall betrafen. Bei den Erklärungen wurde zwischen verschiedenen Er-
klärungstypen unterschieden, wobei jeder Typus eine Antworten auf eine
der W-Fragen lieferte. Zudem gab es eine Testgruppe, die keine Erklärung
zu sehen bekam. Ein Beispiel für eine solche Erklärung ist: Die Aktivität
wurde als keine Sportübung eingeschätzt, weil die Körpertemperatur unter
X Grad lag und das Tempo kleiner als Y war.
Am Ende wurde evaluiert, ob ein Verständnis vermittelt wurde und ob
sich durch Vermittlung das Vertrauen in das System verändert hatte. Ein
Verständnis des Systems wurde auf zwei Arten getestet: Zum einen muss-
ten die Teilnehmer fehlende Werte ergänzen und zum anderen bei einem
„reasoning test“ die Klassifikationen des Systems begründen.
Die Auswertung zeigte, dass es eine klare Steigerung des Verständnis-
ses gab, wobei die Warum- und Warum-nicht-Erklärungen die beste Unter-
stützungen lieferten. Zudem gab es eine klare Steigerung im Empfinden
von Vertrauen, wenn den Personen Erklärungen vermittelt wurden: „The
Why and Why Not explanations improved participants understanding, in-
creased their trust in the system, and their task performance“.18
17Lim, Dey und Avrahami, 2009, S. 2120.
18Lim, Dey und Avrahami, 2009, S. 2126.
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Die Arbeit von Lim et al. wird in diesem Abschnitt skizziert, weil sie ei-
ne grundlegende Arbeit zur Vermittlung von Systemmechanismen zur Ver-
stehbarkeit aus Sicht der HCI ist. In der Arbeit von Lim et al. werden An-
sätze entwickelt, die im praktischen Teil der hier vorliegenden Arbeit von
Relevanz sind (Kapitel 5). Den Grenzen bzw. Schwächen ihres Ansatzes,
die in den nächsten Paragraphen besprochen werden, gilt es, in meinem
Framework zu begegnen.
Die Grenzen ihres Ansatzes liegen zum einen in der konzeptuellen
Schwäche, vor allem der Einschränkung auf Erklärungen als Vermittlungs-
instanz. Zum anderen ist die Aussagekraft ihres empirischen Teils begrenzt,
da, wie die Autoren selbst immer wieder betonen, es sich bei ihrer Studie
nur um eine Laborstudie handelt, der ein vereinfachtes Testszenario zu-
grunde liegt. Das heißt, dass das System, mit dem die Teilnehmer der Studie
interagierten, nur wenige einfache Fälle abbilden kann. In dem Abschnitt
ihres Artikels „From the Lab to the Real World“ werden diese Einschrän-
kungen behandelt und in diesem Zuge die Grenzen der Aussagekraft der
Ergebnisse besprochen:
„Real context-aware applications are more complex and sever-
al issues would have to be handled regarding the provision of
intelligibility type explanations. Firstly, applications that use de-
cision tree models tend to have much larger trees learned from
possibly hundreds of features, and it would not be scalable to
generate explanations from them“.19
Reale maschinelle Algorithmen sind meist komplexer als in der oben ge-
nannten Studie dargestellt und folgen beispielsweise einer autoadaptiven
Lernstrategie, die nicht den Anspruch auf Verstehbarkeit erhebt, sondern
auf die Qualität der Vorhersage optimiert ist. Erklärungen, wie sie bei Lim
et al. vorgestellt wurden, sind dafür nicht geeignet, da eine verständliche
sprachliche Vermittlung, die dem oben genannten Schema folgt, bei kom-
plexeren zugrundeliegenden Algorithmen schnell an ihre Grenzen kommt.
Das Framework, das Aspekte von Systemmechanismen versammelt,
die für den Nutzer vermittelt werden können, wird in Abschnitt 4.3 ent-
worfen. Das Framework soll sich für reale Systeme mit State-of-the-Art-
Algorithmen eignen und geht damit über die Überlegungen in diesem Ab-
schnitt hinaus. Einen Schritt in diese Richtung gehen die Autoren der Ar-
beiten, die im Folgenden diskutiert werden.
19Lim, Dey und Avrahami, 2009, S. 2127.
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4.2.2 Verstehbarkeit im Zuge praktischer Erfahrung
Eine Weiterführung des ersten Ansatzes wurde von Todd Kulesza und Kol-
legen in die Diskussion eingebracht20 Sie argumentieren, dass ein Verständ-
nis eines intelligenten Systems vor allem in der Interaktion in einem itera-
tiven Prozess entsteht. Ein weiterer Aspekt in ihrem Ansatz ist es, dass ein
Verständnis des Systems durch eine aktive Teilhabe, das heißt, durch die
Möglichkeiten, auf die Leistungen und Aktionsmöglichkeiten des Systems
Einfluss zu nehmen, indem beispielsweise die Kategorien des Klassifizie-
rungssystems angepasst werden bzw. verbessert werden.
Kaluesza et al. binden ihre Überlegungen an ein Konzept von mentalen
Modellen. Dabei handelt es sich um explizite und implizite Vorstellungen
über den adäquaten Umgang mit technischen Systemen. Damit ist mehr
als ein explizites Wissen über die Funktionen gemeint, sondern auch ein
praktisch implizites Aktionswissen.
„Mental models are internal representations that people build
based on real world experiences. These models allow people to
understand, explain, and predict phenomena, and to then act
accordingly“.21
Auch hier spielen Erklärungen als eine Vermittlungsinstanz eine Rol-
le, es wird aber das Konzept von in-situ explanations verwendet, das heißt,
die Erklärungen haben nicht die Struktur von ausführlichen Argumenta-
tionsketten, sondern sie werden, wie sie sagen, häppcheweise („bit by bit“)
während der Interaktion vermittelt.
Sie präsentieren in ihrem Ansatz ein konzeptuelles Framework, das der
Gestaltung hinsichtlich der Vermittlung von Systemmechanismen folgen
soll. Diese werden als Prinzipien bezeichnet und im Folgenden vorgestellt:
• Prinzip 1: Be Iterative
Die Erklärungen zu den System-Mechanismen sollen während der
Interaktion wiederholt in kleinen Happen präsentiert werden („easi-
ly consumable ’bites’ of information“22).
• Prinzip 2: Be Sound
Nach diesem Prinzip sollen die Erklärungen nicht auf wesentliche
Weise weniger komplex sein, als sie in Wirklichkeit sind. „Sound“
20Kulesza et al., 2013 und auch Kulesza et al., 2015, auf die ich mich hier vor allem bezie-
hen werde.
21Kulesza et al., 2013, S. 3.
22Kulesza et al., 2015, S. 127.
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meint, dass die Erklärungen aussagekräftig und auch wahrheitsge-
mäß sind. “Soundness means that everything an explanation says is
true“.23
• Prinzip 3: Be Complete
„Be Complete“ zielt darauf ab, dass die gesamte Struktur des Systems
vermittelt werden soll und nicht nur Teilbereiche. „A complete expla-
nation does not omit important information about the model“.24
• Prinzip 4: But Don’t Overwhelm
Das vierte Prinzip schränkt den absoluten Anspruch der vorherigen
Prinzipien ein: die drei Prinzipien sollen nur soweit eingehalten wer-
den, dass die Nutzer im Umgang mit dem System durch zusätzliche
Informationen nicht überfordern werden.
Kueleza et al. präsentieren zwei Studien, anhand derer sie die Prinzi-
pien veranschaulichen. Eine davon, die sich mit einem intelligenten Sortie-
rungssystem von E-Mails befasst, wird kurz rezipiert (Kulesza et al., 2015):
Das Klassifikationssystem scannt den Inhalt und Betreff von eingehenden
E-Mails und klassifiziert die E-Mails anhand dessen in bestimmte Kategori-
en. Beispielsweise wird eine E-Mail dem Themenbereich Baseball zugeord-
net, weil der Name einer Baseballmahnschaft und der Name eines Base-
ballwettbewerbs im Betreff vorkommt. Das zugrundeliegende maschinelle
Lernsystem zur Sortierung vom E-Mails ist ein Naive Bayes Classifier, wie er
auch in der Abbildung 4.1 aufgeführt ist und sich durch eine gute Versteh-
barkeit auszeichnet.
Um die oben genannten Prinzipien zu evaluieren, werden zusätzliche
Informationen an die Nutzer vermittelt, um das zugrundeliegende System-
verhalten zu verstehen. Dazu werden neben den Ergebnissen der Sortie-
rung auch die Features angezeigt, die für die Klassifizierung ausschlagge-
bend waren. Eine Prozentzahl zeigt zudem für jede sortierte E-Mail an, mit
welcher Überzeugung (in diesem Zusammenhang wird von confidence ge-
sprochen) das System die Sortierung vorgenommen hat. Diese Information
wird mit einem Hinweis auf alternative Klassifizierungen, die aufgrund ge-
ringerer Wahrscheinlichkeit nicht berücksichtigt wurden, kombiniert.
Ihre Prinzipien sahen die Autoren wie folgt umgesetzt. Die Erklärungen
waren „sound“, weil alle Features, die der Klassifikator nutzt, offengelegt
wurden („by accurately disclosing all of the features the classifier used to
make its prediction“), „complete“, weil immer auch auf alternative Mög-
lichkeiten der Zuordnung verwiesen wurde und „iterative“, weil Nutzer
23Kulesza et al., 2015, S. 127.
24Kulesza et al., 2015, S. 128.
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aktiv die Darstellung anpassen konnten und die zusätzlichen Informatio-
nen immer, wenn eine Klassifikation stattfand, präsentiert wurden. Dabei
war das Design so gewählt, dass eine Überforderung der Nutzer nicht ein-
trat. Wenn die Anzahl der darzustellenden Features zu groß wurde, wur-
den die, die für die Klassifikation kaum eine Rolle spielten, weggelassen.
Bei der Durchführung der Studie wurde den Teilnehmern Klassifikatio-
nen der E-Mails und die Informationen über die Gründe präsentiert. Eine
Kontrollgruppe bekam keine zusätzlichen Informationen. Das Verständnis
der Nutzer über das System wurde in einem Fragebogen getestet.25 Auch
in dieser Studie gab es eine deutliche Steigerung des Verständnisses des
Systems.
Als Ergänzungen zu den konzeptuellen Arbeiten, die den Herausforde-
rungen eines Umgangs mit intelligenten Systemen begegnen wollen, wird
im Folgenden eine Studie vorgestellt, die die Problemlage in einer qualita-
tiven Studie unter realen Bedingungen zeigt und diskutiert.
4.2.3 In the Wild: Interaktion mit einem intelligenten Heizsystem
In diesem Teil der Rezeption des aktuellen Forschungsstand in der HCI
wird eine Studie vorgestellt, die sich mit den Herausforderungen eines Um-
gangs mit alltäglichen intelligenten Systemen befasst.26 In der Diskussion
der Ergebnisse dieser Studie wird auch der Bedarf einer Vermittlung von
Systemmechanismen für eine Verständlichkeit des Systems besprochen und
auf die zuvor diskutierten Ansätze verwiesen.
Bei der Studie handelt es sich um eine Langzeitbeoachtung, die drei
Wochen umfasste und in einem realen Smart-Home-Setting stattfand, in
dem Sinne, wie Kaluesza et al. von einem „real world“ Szenario spre-
chen. Die Studie wird von den Autoren als eine wild study charakterisieren
(siehe Abschnitt 5.0.5). Die Studie veranschaulicht die Herausforderungen,
die schon mit einem einfachen lernenden Systemen in einem alltäglichen
Smart-Home-Kontext auftreten können.
In der Studie wurde der Umgang mit einem lernenden Thermostat,
Nest, („first mass-market thermostat, feature machine learning“) unter-
sucht, welches schon als kommerzielles Produkt in Privathaushalten im Ge-
brauch ist.27 Im Rahmen der Studie wurde das Thermostat für drei Wochen
in Privathaushalten installiert. Die Bewohner führten in dieser Zeit ein Ta-
gebuch über ihre Erfahrungen mit dem Thermostat, zudem gab es mehrere
Interviews der Wissenschaftler mit den Bewohnern.
25Kulesza et al., 2015, S. 133.
26Yang und Newman, 2013, S. 93.
27Yang und Newman, 2013, S. 93.
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Das intelligente Thermostat hat nach Herstellerangaben das Ziel, sich
an das Verhalten (die Präferenzen) ihrer Nutzer anzupassen, um optimal
heizen zu können. Dabei kann es die Umgebung mit einem Bewegungs-
sensor erfassen und gegebenenfalls auf die An- und Abwesenheit der Be-
wohner schließen. Zudem registriert es die Temperaturvorgaben der Nut-
zer, aus denen es Präferenzmuster schließt. Nach einer Initialisierungszeit
passt sich das System, so die Idee, automatisch an die Wünsche bzw. an die
Gewohnheiten der Nutzer an. Die Basis für die Anpassung ist ein interner
Algorithmus, der weder für den Nutzer noch für die Wissenschaftler der
Studie zugänglich war. Der Anspruch des Algorithmus ist es, dass er die
Temperatur so regelt, dass eine Nachregulierung des Nutzers in der Regel
nicht nötig ist und gleichzeitig so viel Energie wie möglich gespart wird.
In der Studie wurde untersucht, wie Personen über einen längeren Zeit-
raum mit einem intelligenten System umgehen. Dazu wurde das Gerät in
zehn Haushalten installiert und die Erfahrungen in Interviews und tägli-
chen Tagebüchern dokumentiert.
Die Ergebnisse zeigten, dass die meisten Teilnehmer große Probleme
mit dem System hatten, auch wenn sie größtenteils eine positive Grund-
haltung mitbrachten. Hauptkritikpunkt waren die Irritationen, die immer
wieder während der Nutzung auftraten und nicht oder nur schwer aufge-
löst werden konnten:„Participants had trouble understanding how the Nest
interpreted their input when creating a schedule and how the Nest sensed
their movement or occupancy“.28
Ein Teilnehmer beschreibt einen Fall, in dem eine Temperaturanpas-
sung nur in einem spezifischen Fall vorgenommen wurde, vom System
allerdings als Präferenz für jeden Tag aufgefasst wurde („had a pregnant
daughter [visiting], and she doesn’t like hot weather, so we turned it down
for her“29). Daraufhin zog es der Teilnehmer in Erwägung, das Gerät abzu-
bauen: „It makes assumptions, and I don’t like the assumptions, and I can’t
train it to make different assumptions“.30 Ein anderer Kommentar zeigt,
dass die Person Probleme hatte nachzuvollziehen, wann und wie das Sys-
tem feststellt, dass niemand mehr im Haus ist.
Der Umgang mit Irritationen erfolgte bei einem Teilnehmer durch das
Zurücksetzten des gesamten Systems, damit der Lernprozess von neuem
starten konnte („I erased the whole schedule and we started again“31). Um
28Yang und Newman, 2013, S. 97.
29Yang und Newman, 2013, S. 97.
30Yang und Newman, 2013, S. 97.
31Yang und Newman, 2013, S. 98.
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das Lernen danach in seinem Sinne zu gestalten, passte er sein eigenes Ver-
halten an, indem er Temperaturänderungen nicht mehr so frequentiert an-
passte, wie es seinem üblichen Umgang mit einem Thermostat entsprach.
In der Diskussion der Ergebnisse schlagen die Autoren mögliche Lö-
sungen vor, wie Systeme gestaltet werden sollen, dass es keine Missver-
ständnisse über die Leistungen des Systems und ein Nachvollziehen des
Systemverhaltens möglich ist. Dazu wird auf die in den Abschnitten zuvor
besprochenen Ansätze zur Vermittlung von Informationen über das Sys-
temverhalten für eine bessere Verständlichkeit verwiesen.
Die Studie zeigt und veranschaulicht einige Aspekte, die sich unter an-
derem mit den Überlegungen zum Verlust von Spuren und zum Irritati-
onsmanagement decken.32 Das in der Studie untersuchte intelligente Ther-
mostat ist eines, welches nur zwei Inputvariablen besitzt (Temperaturän-
derung und der Bewegungssensor). Es ist naheliegend, dass es in Zukunft
komplexere Systeme geben wird. Doch schon bei diesem Produkt war es
vielen der Teilnehmenden nur schwer oder gar nicht möglich, die Unklar-
heiten über die Anpassung oder das Nichterfüllen von Erwartungen, die
sich im Umgang mit dem System einstellten, hinsichtlich ihrer Verursa-
chung bzw. Gründe einzuordnen.
4.2.4 Fazit: Verstehbarkeit intelligenter Systeme
Die Auseinandersetzung mit den beiden konzeptuellen Ansätzen und der
Smart-Home-Studie zeigte, dass es in der HCI-Forschung ein Bewusstsein
dafür gibt, dass eine Unzugänglichkeit von Systemmechanismen intelligen-
ter Systeme zu einer Verringerung der Nutzungsqualität bis hin zu einer
Ablehnung führen. Ein Lösungsvorschlag besteht darin, Nutzern während
des Umgangs Erklärungen über das aktuelle Systemverhalten anzubieten.
Die Autoren, die diesen Lösungsvorschlag erarbeiteten, konnten die
Wirksamkeit ihrer Ansätze zeigen, aber nur in einem Laborsetting mit kon-
trollierten Randbedingungen und auf Basis einfacher lernender Algorith-
men. Explizite Erklärungen des Systemverhaltens sind beispielsweise nicht
mehr wirkungsvoll, wenn es sich um komplexere maschinelle Klassifikati-
onssysteme handelt, da längere Beschreibungen nötig wären, um das Ge-
schehene in Worte zu fassen. Kaluesza et al. weisen selbst darauf hin, indem
sie die Grenzen ihres Konzepts mit Bezug auf „multiclass-classifier“- und
„deep-learning“-Ansätzen hervorheben.33 Da es das Ziel der Arbeit ist, ei-
ne gelungene Hybridisierung von Menschen durch intelligente Technik auf
32Siehe Abschnitt 3.3.
33Yang und Newman, 2013, S. 135.
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Basis aktueller komplexer Lernsysteme zu ermöglichen, sind Erklärungen
nicht der richtige Ansatz.
4.3 Kandidaten zur Vermittlung von Systemmecha-
nismen
In den vorherigen Abschnitten wurde diskutiert, wie den Herausforderun-
gen einer Nichtverstehbarkeit intelligenter Systeme durch ein besseres Sys-
temdesign begegnet werden kann. Ein Lösungsvorschlag bestand darin,
dem Nutzer während des Gebrauchs Erklärungen über das algorithmische
Prozessieren anzubieten (4.2). Eine der aus den Diskussionsergebnissen ge-
zogene Konsequenzen ist die, dass der Erklärungsansatz, der schon bei ein-
fachen Lernalgorithmen an seine praktische Grenze kam, für aktuelle kom-
plexe maschinelle Lernansätze, wie sie im ersten Teil des Kapitels (4.1) be-
sprochen wurden, nicht geeignet ist.
Der Anspruch der besprochenen Erklärungs-Ansätze war es, ein weit-
gehend vollständiges Verständnis des Systemverhaltens beim Nutzer zu
erzeugen. Von diesem Anspruch, so meine Auffassung, muss sich verab-
schiedet werden, vielmehr muss es Ziel sein, einzelne Aspekte des Mecha-
nismus für den Nutzer in bestimmten Handlungssituationen darzustellen,
um Schritt für Schritt eine Vorstellung über die Möglichkeiten und Grenzen
der Technik zu entwickeln.
In diesem Abschnitt wird ein Framework vorgestellt, das diesem neuen
Anspruch gerecht werden soll. Das Framework beinhaltet eine Typisierung
von Elementen lernender Algorithmen, die sich je nach Anwendung dazu
eignen können, den Nutzern im Umgang mit der Technik visualisiert zu
werden. Die Aspekte werden mit Bezug auf die Gestaltungspraxis als Kan-
didaten bezeichnet und im Folgenden anhand von vier Gruppen typisiert.
Je nach Anwendung kann es sinnvoll sein, nur einen Kandidatentypus zu
verwenden oder eine Kombination. Die vier Kategorien orientieren sich da-
bei vor allem an den Überlegungen zum überwachten Lernen, wie sie in
Abschnitt 4.1 diskutiert wurden.
Die folgenden Kategorien sortieren die Kandidaten zur Vermittlung von
Systemmechanismen. Die Beispiele beziehen sich auf lernende Algorith-
men, die dahingehend gelernt wurden, bestimmte Sensordaten anhand von
festgelegten Klassen zu deuten. Man spricht von einer sensorbasierten ma-
schinellen Klassifikation. Diese Zusammenstellung wird als Kandidaten-
Framework bezeichnet. Das Kandidaten-Framework bildet die Grundlage
für ein Systemdesign, das in den Studien im folgenden Kapitel (5) Verwen-
dung findet.
• Schritte der maschinellen Klassifikation - Chronologie
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• Quellen
• Metadaten
• Semantische Modelle: Domainwissen
4.3.1 Schritte der maschinellen Klassifikation - Chronologie
Der erste Kandidat betrifft die Schritte einer Klassifikation in ihrer Chrono-
logie. Ein Klassifikator durchläuft in seinem Entscheidungsprozess meist
eine Reihe von Schritten. Dieser Prozess kann dabei je nach dem zugrun-
deliegenden Ansatz systematisch sehr unterschiedlich aussehen. Mit Syste-
matik ist vor allem gemeint, welches Paradigma der Optimierung als Basis
dient, beispielsweise ein probabilistischer Ansatz oder ein Konzept neuro-
naler Netze. Dabei eignet sich nicht jeder Schritt für eine Vermittlung.
Die Klassifikation ist zu einem Ergebnis gekommen und hat auf dem
Weg mehrere algorithmische Entscheidungsinstanzen (Stationen) durch-
laufen. Diese Stationen können Gegenstand einer Visualisierung für den
Nutzer werden, nicht allgemein, sondern individuell, abhängig vom Klas-
sifikationsergebnis. Hinsichtlich eines Entscheidungsbaums können es die
relevanten Knoten und die geprüften Merkmale sein (siehe 4.1.2). Es ist
dabei wichtig, dass diese Information über das Durchlaufen von Entschei-
dungsinstanzen im maschinellen Deutungsprozess nicht für sich allein, das
heißt, anhand einer Klassifikation für einen potentiellen Nutzer, der diese
Schritte zu sehen bekommt, vollständig verstehbar sein muss, sondern wird
als ein Indikator verstanden, der immer nur unvollständig auf die Funkti-
onsweise des Gesamtsystems verweist.
Ein Entscheidungsbaum ist ein Beispiel für eine Klassifikation in meh-
reren Schritten, welche tendenziell in einem hohen Maße nachvollziehbar
sein kann. Doch sind Entscheidungsbäume aufgrund sonstiger schlechter
Leistungsfähigkeit für viele Anwendungen nicht geeignet (siehe die Be-
wertungen von Entscheidungsbäumen in der Tabelle 4.1). Wird stattdessen
ein Random-Forest-Ansatz verwendet, bei dem es eine große Anzahl von
parallel laufenden Bäumen gibt, deren Parameter der Instanziierung vari-
ieren.34 Jeder Baum kommt zu einem individuellen Klassifikationsergeb-
nis. Die Klassifikation mit den meisten Votes wird dann als Gesamtergebnis
übernommen. Ein Zwischenschritt der Klassifikation ist demnach das Er-
gebnis des Votings der einzelnen Bäume, das auf den Systemmechanismus
verweist und beispielsweise auch als Indikator für die Verlässlichkeit der
Ergebnisse dienen kann.
34Siehe Abschnitt 4.1.2.
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Ein Random-Forest-Ansatz ist ein Beispiel für ensemble methods, bei de-
nen mehrere Klassifikatoren, die parallel laufen, eingesetzt werden, um die
Ergebnisse zu optimieren.35 Dabei muss es sich nicht um die gleichen Ty-
pen von Lernalgorithmen mit unterschiedlicher Parametrisierung handeln,
sondern es können auch mehrere ganz andere Ansätze gewählt werden. Bei
dem Dense-Motifs-Ansatz, der im praktischen Teil dieser Arbeit verwendet
wird, handelt es sich auch um eine ensemble method, bei der auch ein Voting-
Zwischenschritt stattfindet (siehe 5.2.2).
4.3.2 Quellen
Ein zweiter Bereich von Kandidaten wird als Quelle bezeichnet. Gegen-
stand der Vermittlung ist der Ursprung dessen, auf dem die Klassifikati-
on des Systems fußt. Je nach Anwendung können die Quellen eine Reihe
von Sensorquellen sein sowie externes Wissen, das mit den Sensordaten
kombiniert wird. Die Quellen könnte man auch als den ersten Schritt der
Klassifikation bezeichnen, das heißt der Ausgangspunkt der Chronologie.
Die Quellen repräsentieren den Wahrnehmungsraum eines Systems
und sind somit das Element, das die Möglichkeiten und Grenzen des Wir-
kens grundlegend festlegt. Die Quelldaten sind ein wichtiger Indikator für
den Nutzer, seine eigene Erfahrung der Situation mit der des Systems abzu-
gleichen. Die Möglichkeit eines zumindest teilweisen Abgleichs ist wichtig
für das Akzeptieren vor Ergebnissen einer Klassifikation und den darauf
basierenden Aktionen des Systems.
Bei vielen Systemen maschinellen Lernens im Bereich der HCI liegen
unterschiedliche Datenquellen, das heißt Sensoren oder externe Informatio-
nen, zu Grunde, die zu bestimmten Entscheidungen (Klassifikationen) des
Systems führen. So kann eine Darstellung nützlich sein, die anzeigt, wel-
cher Sensor in einer bestimmten Anwendung, beispielsweise dem adapti-
ven Agieren des Systems, gerade aktiv ist oder aktiv war. Bei Smartphones
mit einem Android Betriebssystem erscheint ein Symbol, wenn eine An-
wendung auf GPS-Informationen zugreift. Das kann helfen, das Verhalten
der Anwendung zu verstehen.
So ist beides vorstellbar, zum einen zu vermitteln, dass eine Informa-
tionsquelle gerade verwendet wird bzw. verwendet wurde, als die Ent-
scheidung getroffen wurde, zum anderen den Inhalt der Informationsquel-
le selbst darzustellen.
35Siehe unter anderem in der Dokumentation des scikit von python: http://scikit-
learn.org/stable/modules/ensemble.html.
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4.3.3 Metadaten
Die dritte Kategorie von Kandidaten wird unter der Bezeichnung Metada-
ten zusammengefasst. Hierbei wird eine Unterteilung in zwei Typen vorge-
nommen. Zum einen Metadaten, die das Training betreffen und zum ande-
ren solche, die während der Laufzeit des Systems anfallen. Beim Training
fallen beispielsweise Metadaten an, die die Qualität der Klassifizierung na-
türlich nur hinsichtlich der Trainingsdaten (Lern- und Testdaten) betreffen.
Klassische Bewertungskonzepte von maschinellen Lernansätzen hinsicht-
lich ihrer Qualität sind unter anderem precision und recall oder bei autoa-
daptiven Lernsystemen die convergence time, das heißt, die Zeit bzw. die
Anzahl der Iterationen, bis ein System zu einem ausreichend optimierten
Zustand kommt. Die Qualität der Erkennung ist eine Art von Kontextinfor-
mation, die es ermöglicht, die Anwendung des Systems in verschiedenen
Nutzungssituationen bezüglich der Verwendbarkeit einzuordnen. Metada-
ten, die währen der Laufzeit des Systems anfallen, sind Daten der indivi-
duellen Nutzung im Sinne einer persönlichen Nutzungshistorie.
Im Folgenden wird eine Zusammenfassung der „performance measures
for classification tasks“ präsentiert.36 Übliche Mechaniken zur Bewertung
der Genauigkeit im maschinellen Lernen sind, wie oben angesprochen, pre-
cision und recall, welche häufig als F1 score kombiniert werden. Unterschied-
liche Performanzskalen sagen etwas anderes über die Leistungsfähigkeit
des Systems in bestimmten Kontexten oder Aufgaben aus. Diese Perfor-
manzdaten sind Aspekte des Systemmechanismus, die für den Nutzer ver-
mittelt werden können.
Bei der Bewertung der Performanz eines Systems berechnet man mit
einer Formel einen Prozentsatz aus den richtig und falsch klassifizierten
Daten. Hierfür gibt es eine vierfache Unterscheidung: Zum einen gibt es
Samples, die einer Klasse richtig zugeordnet worden sind (true positives),
zum anderen gibt es Samples, die richtigerweise der Klasse nicht zugeord-
net wurden (true negatives). Zudem gibt es Samples, die einer Klasse zuge-
ordnet wurden, aber nicht dazu gehören (false positiv) und schlussendlich
Samples, die einer Klasse nicht zugeordnet worden sind, obwohl sie eigent-
lich dort hinein gehören (false negatives).
Beispielsweise ein System, das ein Foto dahingehend klassifiziert, ob
sich ein Mann, eine Frau oder keins von beiden auf dem Bild befindet. Ein
Bild mit einer Frau der Klasse Frau zuzuordnen, ist ein true positiv, einen
Mann nicht der Klasse Frau zuzuordnen, ist ein true negativ. Einen Mann
der Klasse Frau zuzuordnen, ist false positiv und eine Frau nicht der Klasse
Frau zuzuordnen, ist false negativ.
36Sokolova und Lapalme, 2009.
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Die Bewertung von Samples hinsichtlich ihrer richtigen und falschen
Zuordnung kann unterschiedlich gewichtet werden, so dass man zu an-
deren Genauigkeitswerten kommen kann. Ein Artikel von Sokolova und
Lapalme vergleicht 24 Bewertungskonzepte. Hier sollen nur vier gängige
vorgestellt werden und hinsichtlich ihrer Bedeutung verglichen werden.37
Das Naheliegendste ist die sogenannte accuracy, bei der die Samples,
die richtig klassifiziert wurden, und alle, die richtigerweise nicht als Teil
der Klasse gesehen wurden, durch alle stattgefundenen Klassifikationen
geteilt werden. Ein anderer wichtiger Messmodus ist precision, wobei hier
nur die richtig klassifizierten Samples durch die Summe der richtigen und
falschen Klassifikationen geteilt werden. Alle anderen Samples, die fälsch-
licherweise nicht klassifiziert worden sind, beeinflussen das Ergebnis nicht.
Ist dieser Wert hoch, möchte man sicherstellen, dass alle Samples, die po-
sitiv sind, auch hier mit dem Kompromiss zugeordnet werden, dass auch
einige Samples fälschlicherweise in diese Kategorie gelangen. Das könn-
te sinnvoll sein, wenn man einen Klassifikator hat, der Frauen erkennen
soll und sichergehen möchte, dass man kein Bild mit einer Frau verpasst,
auch wenn die Folge ist, dass es einige Fotos gibt, die fälschlicherweise als
Frauen erkannt worden sind. Ein Algorithmus, der hinsichtlich des Qua-
litätsmaßes Precision optimiert wurde, soll dagegen nur wirklich das klas-
sifizieren, bei dem er einen hohes Maß an Sicherheit besitzt. Das kann bei
sicherheitsrelevanten Fragen besonders relevant sein, beispielsweise wenn
die Klassifikation die Grundlage für eine automatisch Entscheidungen bil-
det, die, wenn sie falsch ist, großen Schaden anrichten kann. Eine weitere
gängige Bewertungseinheit ist der F1 score, der eine Kombination aus den
beiden Vorherigen ist, wobei der Fokus auf der Ausgeglichenheit der bei-
den Aspekte liegt.
Bewertungsskalen werden üblicherweise genutzt, um in der Autoop-
timierung die Ergebnisse zu bewerten und die Parameter anzupassen. Je
nach Anwendung möchte man am Ende den einen oder anderen Wert mög-
lichst hoch haben oder eine Ausgeglichenheit erreichen. Es sollte demnach
auch klar ein, dass ein solcher Wert als eine Vermittlungsinformation für
Nutzer dienen kann, um Entscheidungen und Deutungen des Systems zu
kontextualisieren.
Es gibt auch noch andere Größen zur Messung der Performance. Dazu
gehören beispielsweise die convergence time, das ist die Zeit oder besser ge-
sagt die Menge der Durchläufe (number of iterations), bis sich beispielsweise
ein neuronales Netz einstellt.
37Sokolova und Lapalme, 2009.
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4.3.4 Semantische Modelle: Domainwissen
Der vierte Typ von Kandidaten betrifft das Bereichswissen, welches bei
der Implementierung eines Lernsystems häufig als Grundlage dient. Die-
ses kann, wenn es vorhanden und Grundlage des maschinellen Lernansat-
zes ist, Gegenstand einer Vermittlung werden.
Im maschinellen Lernen wird zwischen domain-abhängigen und
domain-unabhängigen Ansätzen unterschieden.38 Letzteres sind rein sta-
tistische Lernverfahren, bei denen kein Wissen über den Anwendungsbe-
reich in Form von Modellen eingebracht wurde, sondern der Algorithmus
ausschließlich die Beschaffenheit der Daten berücksichtigt. Der Vorteil sol-
cher Ansätze ist es, dass sie relativ einfach von einem Anwendungsbereich
in einen anderen übertragen werden können.
Mit Blick auf das grundlegende Schema des überwachten Lernens han-
delt es sich um einen domain-unabhängigen Ansatz, wenn die gelabelten
Daten, das heißt, beispielsweise Sensordaten als Input (Features) und die
Labels als gewünschte Outputs, dem Systems vorliegen und ausschließlich
basierend auf diesen Daten der Algorithmus implementiert wird. Wenn zu-
sätzlich zu den Trainingsdaten Informationen über das Verhältnis von Ein-
gangsdaten und Ausgangsdaten vorliegen, unter anderem Gewichtungen
der verschiedenen Inputs oder eine Hierarchie der Labels, dann ist die Lö-
sung domain-abhängig.
Beispielsweise haben Berlin und Learhoven einen Lernalgorithmus zur
Erkennung menschlicher Aktivität auf die Erkennung von Zugtypen, auf-
grund ihrer charakteristischen Vibration beim Fahren auf einem Gleis,
übertragen.39 Die Trainingsdaten für den Anwendungsfall der Aktivitätser-
kennung sind üblicherweise die Daten eines Sensors, beispielsweise Daten
eines Beschleunigungssensors, wie es das technische Setup für den prak-
tischen Teil dieser Arbeit ist, zusammen mit den zugehörigen Labels, die
besagen, in welchem Zeitraum eine Aktivität wirklich stattgefunden hat. Be-
stimmte Features in den Sensordaten dienen als Indikatoren dafür, ob eine
Aktivität stattgefunden hat. Nur aus den Trainingsdaten ergibt sich die As-
soziation zwischen Sensordaten und den zugehörigen Aktivitäten. Mit dem
gleichen Ansatz, nur mit anderen Trainingsdaten, können die Sensordaten
als Indikatoren für einen Zugtypen dienen, dessen Vibration von einem Be-
schleunigungssensor am Gleis, über den der Zug fährt, aufgezeichnet wur-
den.
38Z.B. in dem Artikel von Ye et al. wird argumentiert, dass ein Domainwissen oder Ex-
pertenwissen, das in den Algorithmus eingebracht wird, die Qualität verbessert: „Learning-
based approaches can benefit if the more accurate local domain knowledge applies“ (Ye,
Dobson und McKeever, 2012).
39Berlin und Laerhoven, 2012.
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Bei den domain-abhängigen Ansätzen werden Modelle, das heißt,
schon existierendes Wissen über den Anwendungsbereich mit eingebracht,
um die Qualität zu verbessern. Grundlage für ein Bereichswissen können
andere Wissenschaften oder das Domainwissen der Entwickler selbst sein,
wobei man allgemein von einem expert knowledge spricht. Beispielsweise
ist es naheliegend, Wissen zur Physiologie des menschlichen Körpers in
eine Aktivitätserkennung einzubringen, um die Qualität der Deutung zu
verbessern. Dabei wird beispielsweise das Wissen über das Verhältnis von
Aktivitäten in einem bestimmten Kontext, beispielsweise dass bestimmte
Subaktivitäten zu einer höherstufen Aktivität gehören für die Aktivitätser-
kennung genutzt.40 So kann dieses Wissen über einen bestimmten Zusam-
menhang von bestimmten Subaktivitäten, die wiederum Teil einer höher-
stufigen Aktivität sind („complex activity“), die Erkennung verbessern.41
Ist ein solches semantisches Modell (im Gegensatz zu einem statistischen
Modell) Grundlage eines Lernalgorithmus, kann es nützlich sein, Elemente
dieses Models an die Nutzer zu vermitteln.
40Siehe beispielsweise bei Helaoui, Riboni und Stuckenschmidt, 2013, bei der eine Onto-
logie für allgemeine Haushaltstätigkeiten in die Aktivitätserkennung eingebracht wurde.
41Ein anderes prominentes Beispiel ist die maschinelle Spracherkennung, bei der gram-
matikalisches Wissen und Bedeutungswissen in die Erkennung mit eingebracht wird.
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Kapitel 5
Konsequenzen für die
Gestaltung von
Self-Tracking-Techniken
In diesem Kapitel werden die bisherigen Überlegungen hinsichtlich ihrer
Konsequenzen für eine technische Gestaltung intelligenter Self-Tracking-
Techniken diskutiert.
Die beiden Studien sind im Anwendungsfeld der Self-Tracking-
Techniken verortet. Bei den Systemen, die zum Zweck des Self-Trackings
zum Einsatz kommen, handelt es sich um Techniken der sogenannten Ak-
tivitätserkennung.1 Beide Studien folgen jeweils eigenen Subzielen, die Fra-
gestellungen im Forschungsbereich der HCI behandeln. Die Überlegungen
zur Vermittlung der Systemmechanismen spielen aber im Untersuchungs-
design eine zentrale Rolle. Am Ende des Kapitels werden die theoretischen
Konzepte zur Hybridisierung anhand der Ergebnisse der Studien reflek-
tiert.
Die erste Studie (5.2) befasste sich als Subziel mit der Systemgestaltung
zur möglichen Nutzung der Technik der Aktivitätserkennung in der psy-
chologischen Therapie. Die zweite Studie (5.3) befasst sich als Subziel mit
der Frage nach den Möglichkeiten und Grenzen einer Selbstreflexion mit
Self-Tracking-Techniken. Die Subziele werden in den jeweiligen Einführun-
gen zu den Studien besprochen, wobei in diesem Zusammenhang auch der
aktuelle Forschungsstand (Related Work) vermittelt wird.
5.0.5 Methodische Ausrichtung
Die beiden Studien unterscheiden sich hinsichtlich ihrer Untersuchungs-
methode. Bei der ersten handelt es sich um eine lab-based Studie und bei
der zweiten um eine wild-study. Beide Ansätze sind gängige Methoden im
1Eine medienphilosophische Betrachtung der Technik der Aktivitätserkennung ist hier
zu finden: Dietrich und Laerhoven, 2016a.
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Forschungsbereich der HCI mit ihren Vor- und Nachteilen. Studien in ei-
nem Laborsetting (lab-based) entsprechen dem klassischen experimentellen
Design. Die experimentelle Umgebung ist kontrolliert, so dass die Bedin-
gungen für alle Teilnehmenden so weit wie möglich gleich sind und nur
einzelne zu untersuchende Größen variiert werden. Die wild-studies sind
unter dem Einfluss der Ethnomethologie entstanden. Die Motivation für
diesen alternativen Ansatz lag in der Künstlichkeit einer Laborumgebung,
die, so die gängige Kritik, wenig Aussagekraft bezüglich des realen Einsat-
zes von computertechnischen Systemen in alltäglichen Anwendungen hät-
te. Demnach versuchen die wild-studies, die Versuchsanordnung vom Labor
in alltägliche Nutzungsumgebungen zu verlegen. Ein Beispiel für ein sol-
ches Studiendesign ist eine Untersuchung der Nutzung eines technischen
Systems über mehrere Wochen im Haushalt einer Familie.2 Bei den wild-
studies werden keine detaillierten Hypothesen aufgestellt, die dahingehend
untersucht werden, ob sie zutreffen oder nicht. Vielmehr sind es unerwar-
tete Ergebnisse, die bewusst angestrebt werden.
„lab-based research often do not map onto the messy human-
computer interactions in the real world. People are much mo-
re unpredictable—for example, they get distracted and are con-
stantly interrupted or interrupt their own activities by talking to
others, taking breaks, starting new activities, resuming others,
and so on“.3
Selbstverständlich können auch in einer klassischen Versuchsanord-
nung unerwartete Ergebnisse auftreten, die die Angemessenheit der Hy-
pothese beispielsweise gänzlich in Frage stellt. Bei wild-studies sind die Hy-
pothesen von Anfang an vage, so dass von den Untersuchungsergebnissen
nicht erwartet wird, dass sie die Hypothese als wahr oder falsch heraus-
stellen, sondern immer nur mögliche Erklärungen und Hinweise und so
Ideen zum Weiterdenken liefern. Der Nachteil liegt aber auf der Hand; die
erschwerte Reproduzierbarkeit der Ergebnisse und die begrenzten Mög-
lichkeiten der Verallgemeinerung.
In der ersten Studie war eine Laborstudie geeignet, weil die Datenbasis,
anhand derer die Teilnehmenden verschiedene Visualisierungen von Akti-
vitätsdaten betrachteten, schon vorlag und damit für alle gleich sein konn-
te. In der zweiten Studie wurde ein wild-Ansatz gewählt, weil es für die
Untersuchung der Möglichkeiten und Grenzen der Selbstreflexion wichtig
war, dass die Teilnehmenden sehr individuelle Erfahrungen auf Basis ihres
eigenen Verhaltens machten.
2Ein Beispiel für eine solche Langzeitstudie in einem Privathaushalt: Houben et al., 2016.
3Rogers, 2011, S. 62.
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Bei den beiden Studien handelt es sich um Anwendungen im Feld des
sogenannten long-term activity recognition. Das technische Setup besteht aus
einem Sensorsystem mit dem Namen Hedgehog, das die Grundlage für die
Deutung der Aktivitäten bildete. Im folgenden Abschnitt wird das techni-
sche Setup ausführlich beschrieben, bevor im Anschluss die erste Studie
präsentiert wird.
In den Studien wird im Gegensatz zum Rest der Arbeit eine andere
Sprachregelung gewählt, die die weibliche Form als die festlegt, die sowohl
für die männlichen als auch die weiblichen Teilnehmenden gilt.
5.1 Technisches Setup
In diesem Abschnitt werden das Sensorsystem und der maschinelle Lern-
ansatz vorgestellt, die die technische Grundlage für beide Studien bilden.
Teil dieser Vorstellung ist eine kurze Einführung in die Technik der Aktivi-
tätserkennung mit Beschleunigungssensoren, die an die grundlegende Be-
sprechung der Ansätze maschinellen Lernens aus Abschnitt 4.1 anknüpft.
5.1.1 Das Sensorsystem: Der Hedgehog
Das Sensorsystem, das in meinen Studien Verwendung findet, basiert auf
einem schon existierenden System mit dem Namen Hedgehog, welches maß-
geblich in der Embedded Sensing Systems Group an der Technische Universi-
tät Darmstadt entwickelt wurde. Das Sensorsystem befindet sich in einem
Kunststoffgehäuse und kann mit einem Armband am Handgelenk befestigt
werden. Siehe dazu Abbildung 5.1.
Das Sensorsystem besteht aus einem Beschleunigungssensor
(ADXL345), der Beschleunigungen in drei Achsen und in einer Frequenz
von bis zu 2 kHz aufzeichnen kann. Die Beschleunigungsdaten werden
mit einem low-power microcontroller (Microchip 18F46j50) verarbeitet, der
im Wesentlichen die Aufgabe hat, die Sensordaten zu komprimieren
und anschließend auf einer micro-SD-Karte, die sich im Gerät befindet,
abzuspeichern. Das Sensorsystem kann über einen mini-USB-Anschluss
mit einem Computer verbunden werden, um die Daten herunterzuladen.
Der USB-Anschluss dient zudem dazu, den internen 180mAh Akku
aufzuladen.
Der Hedgehog ist als Bauplan für das Gehäuse, als Schaltplan für die
Platinen und der Software zum Aufzeichnen und Visualisieren der Daten
für die Forschungscommunity auf Github veröffentlicht worden.4 Das An-
wendungsgebiet, für den das Gerät entwickelt wurde, liegt im Bereich des
4http://kristofvl.github.io/HedgeHog/.
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ABBILDUNG 5.1: Das Sensorsystem Hedgehog, das wie ei-
ne Armbanduhr am Handgelenk getragen werden kann. Es
kann Beschleunigungsdaten mit einer Frequenz von bis zu
2 kHz aufzeichnen.
long-term activity trackings. Aufgrund dessen ist das Sensorsystem auf eine
lange Laufzeit von bis zu 2 Wochen optimiert, ohne dass ein Aufladen nötig
ist. In den Studien ist eine kontinuierliche Aufzeichnung der Sensordaten
von einer Woche nötig.
In beiden Studien wird das Sensorsystem am Handgelenk getragen. Die
physischen Bewegungen des Arms dienen als Indikatoren für eine Vielzahl
von alltäglichen Aktivitäten wie Sport- und Freizeitaktivitäten. Die Vorstel-
lung der Grundlagen der Technik der Aktivitätserkennung auf Basis von
Beschleunigungssensoren erfolgt im folgenden Abschnitt.
5.1.2 Die Technik der Aktivitätserkennung auf Basis von Be-
schleunigungssensoren
Der Beschleunigungssensor, der im Sensorsystem verwendet wird, kann in
jeder Achse bis zu 2000 Datenpunkte pro Sekunde (2 kHz) aufzeichnen,
wobei in den Studien eine geringere Aufzeichnungsfrequenz (100 Hz) ver-
wendet wurde.
Der Beschleunigungssensor gehört zu den sogenannten inertialen Sen-
soren. Wenn mehrere inertiale Sensoren in einer Messeinheit zusammen-
wirken, spricht man von IMUs (inertial measurement units), wozu neben dem
Beschleunigungssensor meist ein Gyroskop und seltener ein Magnetome-
ter gehört. IMUs sind oft schon als eine Sensoreinheit günstig verfügbar, so
dass im Unterschied zu dem hier vorliegenden System die ganze Einheit
Verwendung findet und nicht nur die Beschleunigungssensoren alleine.
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Die Technik der Aktivitätserkennung mit Beschleunigungssensoren
wird klassisch wie folgt charakterisiert:
„We formulate activity recognition as a classification problem
where classes correspond to activities and a test data instance is
a set of acceleration values collected over a time interval“..5
Was im Zitat als classification problem bezeichnet wird, bezieht sich auf
die Anwendung überwachten Lernens für die Deutung von Aktivität (sie-
he Abschnitt 4.1). Ein zentrales Element der Deutung von Aktivität ist die
automatische Selektion von Features in den Rohdaten, wobei es sich um
einen hochfrequenten und diskreten Datenstream (time-series) handelt. Die
Features bilden die Grundlage für die Implementierung eines Klassifika-
tors.
Viele wissenschaftliche Arbeiten haben sich mit der Auswahl von Fea-
tures in diskreten Datenstreams befasst. Das Isolieren von Features geht
meist mit einem preprocessing einher, welches das Ziel hat, die Datenmenge
zu verringern, ohne dass die charakteristischen Eigenschaften des vollstän-
digen Datenstreams verloren gehen. Nur durch das preprocessing der Daten
ist es in der Folge überhaupt möglich, dass ein Klassifikator auf die Daten
angewandt wird und dieser in vertretbarer Zeit ein Klassifikationsergebnis
liefert.6
Für das preprocessing eignet sich unter anderem der sliding window An-
satz. Ziel dieses Ansatzes ist es, Datenpunkte innerhalb eines Fensters zu-
sammenzufassen, wobei der Begriff sliding besagt, dass das Fenster in Be-
wegung ist. Jedes Fenster, das eine Reihe von aufeinanderfolgenden Daten-
punkten zusammenfasst, endet nicht da, wo das Fenster zuvor aufgehört
hat, sondern es findet immer eine Überschneidung statt. So zeigt sich bei-
spielsweise mit Blick auf eine Arbeit von Ravi at al., dass sich ein „window
size of 256 with 128 samples overlapping between consecutive windows“
bewährt hat und zwar unter der Voraussetzung, dass eine Messrate von 50
Hz gewählt wurde.7
Die Bewertung der zusammengefassten Datenpunkte in einem Fens-
ter erfolgt aufgrund statistischer Größen wie Mittelwert und Varianz. Die
Ergebnisse dieser Bewertung bilden im engeren Sinne den Feature-Raum.
Hinsichtlich des Verständnisses dieser Bewertungseinheiten für die Deu-
tung von Aktivität kann man sich vorstellen, dass es Aktivitäten gibt, die
5Ravi et al., 2005, S. 1543.
6Eine Übersicht zu den Verfahren des preprocessing bzw.der Featureselektion in der Tech-
nik der Aktivitätserkennung ist in der Dissertation von Berlin, 2014 zu finden.
7Ravi et al., 2005, S. 1542.
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sich durch spezifische Mittelwerte, Varianzen und Frequenzen der Bewe-
gungen (beispielsweise eines Armes) auszeichnen.8
Wie zuvor angesprochen spielt das preprocessing und die Auswahl der
Features eine wichtige Rolle für die Performance der Erkennung. Die Klas-
sifikation erfolgt anhand der Eigenschaften des Feature-Raumes. Sehr viele
der klassischen Konzepte kommen auch hier erfolgreich zur Anwendung.
Dazu gehören Naïve Bayes, Bayesian Networks, Hidden Markov Models
(HMMs) oder Support Vector Machines (SVMs).9
Die Auswahl des geeigneten Klassifikators hängt unter anderem von
der Art der Aktivitäten ab und auch von der Qualität der Trainingsdaten.
In den Studien spielt die Deutung von Aktivitäten, die in einer längeren
Zeitspanne stattfinden, eine zentrale Rolle, das heißt Freizeit- und Sportak-
tivitäten sowie grundlegende Aktivitäten der Fortbewegung (Laufen, Rad-
fahren, Bus- und Bahnfahren). Eine Liste von Aktivitäten, die in der ersten
Studie Teil der Aktivitätserkennung sind, befindet sich in Tabelle 5.1.
Der Ansatz maschinellen Lernens, der in der ersten Studie Verwendung
findet und im Speziellen für längere Aktivitäten geeignet ist, ist die „dense
motif discovery“.10 Es ist ein Ansatz, der in der Aktivitätserkennung weni-
ger präsent ist und ursprünglich aus der DNA-Analyse stammt, sich aber
für den hier vorliegenden Anwendungsfall der Klassifikation von alltägli-
chen Aktivitäten gut eignet.
5.2 Studie 1: Intelligentes Self-Tracking-System zur
möglichen Anwendung in der psychologischen
Therapie
In der ersten Studie wird ein intelligentes Self-Tracking-System implemen-
tiert und die Möglichkeiten und Grenzen der Vermittlung von Systemme-
chanismen untersucht. Bei der Vermittlung der Aktivitätsinformation wird
eine Strategie verfolgt, die sich an dem Framework der Kandidaten aus
dem vorherigen Kapitel orientiert (4.3). Als maschineller Lernansatz, der
die Klassifikation von Aktivitäten übernimmt, wird die sogenannte dense
motif discovery verwendet.
8Huynh und Schiele, 2005, Lester et al., 2005.
9Philipose et al., 2004,Oliver und Horvitz, 2005,Stiefmeier et al., 2008,Holleczek et al.,
2010,Partridge und Begole, 2011,Amft, Junker und Troster, 2005,Chang, Chen und Canny,
2007,Lester et al., 2005,Mahdaviani und Choudhury, 2008,Donald J. Patterson und Philipo-
se, 2005.
10Berlin und Van Laerhoven, 2012.
5.2. Studie 1: Self-Tracking-System in psychologischer Therapie 125
Die Gestaltung der Studie orientiert sich an einem potentiellen Anwen-
dungsszenario für die Technik der Aktivitätserkennung, das im Folgenden
vorgestellt wird.
5.2.1 Szenario: Aktivitätserkennung für die psychologische The-
rapie
Die Studie befasst sich mit der Aktivitätserkennung in ihrer möglichen An-
wendung in der psychologischen Therapie. Informationen über alltägliche
Aktivitäten als Routinen und Gewohnheiten dienen in der Therapie häufig
als Indikatoren für Psychiater/Psychologen, um psychische Erkrankungen
zu diagnostizieren und zu behandeln. Berlin und Laerhoven haben eine
Reihe an Kriterien aufgestellt, nach denen ein System zur Therapieunter-
stützung gestaltet werden könnte.11
Demnach ist es bisher gängige Praxis, dass Patienten self-reports über
bestimmte Aktivitäten in dem Zeitraum zwischen zwei Therapiesitzungen
anfertigen, die dem Therapeuten in den Gesprächen als Grundlage dienen
können. Eine automatische Deutung der Aktivität mit Hilfe eines Sensor-
systems könnte als eine weitere Informationsquelle dienen, die ein Bild
über den Zustand des Patienten vermittelt. Dabei ist nicht der Umstand
wichtig, dass ein umfassendes Aktivitätsprofil erstellt wird, sondern dass
Patient und Therapeut bestimmte Schlüsselaktivitäten auswählen, die von
besonderer Aussagekraft bezüglich der aktuellen Verfassung des Patienten
sind. Die Regelmäßigkeit hinsichtlich der Durchführung einer bestimmten
Sportaktivität kann viel darüber aussagen, in welcher psychischen Verfas-
sung sich eine Person, beispielsweise mit einer Bipolaren Störung befin-
det.12
Bei den Schlüsselaktivitäten handelt es sich vor allem um Sport- und Frei-
zeitaktivitäten. Sind die Aktivitäten bekannt, kann das System gezielt auf
diese Aktivitäten trainiert werden. Eine solche gezielte Auswahl macht es
möglich das System hinsichtlich der Erkennung zu optimieren und verrin-
gert das Gefühl umfassender Überwachung. In einer zukünftigen Imple-
mentierung könnten die self-reports als Labels für die Trainingsdaten die-
nen, die ohnehin Teil der gängigen Therapiepraxis sind.
Wie weiter oben erwähnt, handelt es sich bei der Studie um keine Un-
tersuchung, die zeigen soll, ob sich die Technik der Aktivitätserkennung
11Berlin und Van Laerhoven, 2012, S. 251.
12Personen mit Bipolarer Störung haben phasenweise depressive Episoden, die sich mit
manischen Episoden, die sich meist durch ein Stimmungshoch und erhöhte Aktivität aus-
zeichnen, abwechseln. „Bipolar disorder, also known as manic-depressive illness, is a brain
disorder that causes unusual shifts in mood, energy, activity levels, and the ability to carry
out day-to-day tasks“ (von der Homepage des „National Institute of Mental Health“ aus
den USA: https://www.nimh.nih.gov/health/topics/bipolar-disorder/index.shtml).
126 Kapitel 5. Konsequenzen Self-Tracking-Techniken
Muster-
erkennung
Bewegungs-
sensor 
Rohdaten
Klassiﬁkation
Visualisierung
Charakteristische
Muster System-
interpretation
Rolle: 
Psychologe/
Psychiater
(15 Teilnehmer)
Rolle: 
Patient
(33 Freiwillige)
Maschinelle Deutung physischer Aktivität
A: mSWAB B: motifs C: dense motifs
ABBILDUNG 5.2: Übersicht über die grundlegende Struktur
der Studie
für eine psychologische Therapie eignet. Eine solche Frage seriös zu beant-
worten wäre nur möglich, wenn eine umfassende Kooperation mit Psycho-
logen/Psychiatern eingegangen würde, was hier nicht der Fall war. Unter-
sucht wurden vielmehr nur die Möglichkeiten der Darstellung von Aktivi-
tätsinformationen auf Basis der maschinellen Deutung und wie Personen
mit dem Dargestellten umgehen können. Das ist ein Aspekt der, so die An-
nahme, zentral für eine mögliche Nutzung in der psychologischen Therapie
gesehen wird. Mit Bezug auf dieses Anwendungsszenario ist es wichtig für
das Studiendesign, dass die Teilnehmenden der Studie keine Experten in
der Analyse solcher Daten sind.
In der Studie wird untersucht, inwiefern Personen (in der Rolle von
Psychiatern/Psychologen) die Aktivitäten anderer Personen (Patientenda-
tensatz) anhand verschiedener Typen von Visualisierungen interpretieren
können. Dabei werden neben der Ergebnisdarstellung der Aktivitätser-
kennung auch bestimmte Zwischenschritte der Erkennung vermittelt. Eine
Übersicht hinsichtlich der Gestaltung der Studie ist in Abbildung 5.2 dar-
gestellt. Das in der Studie verwendete Datenset (Patientendaten), welches
33 einwöchige Aufzeichnung von Bewegungsdaten beinhaltet, wird in Ab-
schnitt 5.2.4 (Studiendesign) detailliert vorgestellt.
5.2.2 Lernansatz: Dense Motif Discovery
Der maschinelle Lernansatz mit dem Namen dense motif discovery folgt in
seinem Prozess der Deutung von Beschleunigungsdaten als Aktivitäten
drei wesentlichen Abstraktionsschritten. Der erste Schritt ist das sogenann-
te preprocessing, bei dem die Menge der Rohdaten reduziert werden, ohne
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dass die Gestalt des Graphen verloren geht. In einem zweiten Schritt wer-
den die so vorbearbeiteten Rohdaten nach charakteristischen Mustern (die-
se werden auch als Motifs bezeichnet) durchsucht. Charakteristische Muster
sind typische Substrings der Aktivität, die dem System im Training beige-
bracht wurden. Im letzten Schritt findet die eigentliche Klassifikation statt,
in dem untersucht wird, ob in einem bestimmten Zeitabschnitt die Dichte
(Density) von charakteristischen Mustern über einem bestimmten Grenz-
wert liegt. Ist dies der Fall, wird angenommen, dass die Aktivität in diesem
Abschnitt stattgefunden hat. Eine detaillierte Beschreibung der Schritte fin-
det im Folgenden statt.
Mit Blick auf die Typen von Kandidaten zur Vermittlung von System-
mechanismen (4.3), bieten sich die Ergebnisse der Zwischenschritte, wobei
der erste Zwischenschritt auch als Quelle gesehen werden kann, und das
Ergebnis der Klassifikation als Grundlage für eine Visualisierung für den
Nutzer an. Demnach gibt es drei Typen von Visualisierungen (siehe Abbil-
dung 5.2).
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ABBILDUNG 5.3: Die Rohdaten des Beschleunigungssen-
sors (oberer Graph) wurden durch eine schrittweise Linea-
risierung (sliding window) in Segmente transformiert (mitt-
lerer Graph), wobei die Gestalt bewahrt wurde. Die Seg-
mente wurden dann abschnittsweise in diskrete Symbole
abstrahiert (Buchstaben, unten)
Vorverarbeitete Rohdaten (mSWAB)
Das Sensorsystem zeichnet die Beschleunigungsdaten mit 100 Hz auf, was
eine große Menge an Daten zur Folge hat. Da eine so große Datenmen-
ge als Eingangsgröße für die folgenden Schritte zu umfangreich ist, müs-
sen die Daten vorverarbeitet werden. Die Herausforderung einer Vorver-
arbeitung besteht darin, die Menge der Daten zu verringern, aber dabei
die Gestalt des Datengraphen und damit den Informationsgehalt möglichst
zu bewahren. Für eine gestaltbewahrende Vorverarbeitung bietet sich der
sliding-window-Ansatz an, wie er zuvor in Abschnitt 5.1.2 beschrieben wur-
de. Dieser Ansatz wurde in der Studie mit einem Buttom-Up-Algorithmus
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kombiniert, was zusammen unter der Bezeichnung mSWAB zu finden ist.13
Das Ergebnis dieses preprocessing bietet die Grundlage für den ersten Ty-
pen von Visualisierungen, der als Rohdatengraph bezeichnet wird. Die Be-
zeichnung Rohdaten ist, wie gezeigt wurde, nicht ganz richtig, da ja eine
Bearbeitung stattfand. Das ist aber insofern gerechtfertigt, weil sich die Da-
ten erst durch die Verringerung der Datenmenge im Bereich des sinnvoll
Darstellbaren befinden und weil die Gestalt des Graphen im Rahmen der
Möglichkeiten bewahrt wurde.
Erkennung charakteristischer Muster Motifs
Nach der Vorverarbeitung der Rohdaten werden die so entstandenen re-
duzierten Datenpunkte symbolischen Repräsentationen zugeordnet. Be-
stimmte Ketten von symbolischen Repräsentationen, als Words bezeichnet,
bilden die charakteristischen Muster. Die Zuordnung zu den symbolischen
Mustern basiert auf dem Winkel der Steigung zwischen einem Datenpunkt
zum nächsten. Die Symbole der Repräsentation sind Buchstaben (eine zu-
gehörige Tabelle strukturiert, welche Steigung welchen Buchstaben hat),
die in ihrer Reihenfolge bestimmte Wörter bilden und damit die charakte-
ristischen Muster repräsentieren. Abbildung 5.3 zeigt, wie aus der Zeitreihe
der Rohdaten durch eine lineare Segmentierung eine Vereinfachung vorge-
nommen wird und wie diese schlussendlich zu der symbolischen Reprä-
sentation in Form von Buchstaben kommt, die sich aus den Steigungen
zwischen den Datenpunkten ergeben.
Die charakteristischen Muster bilden die Grundlage für den zweiten Ty-
pus von Visualisierungen. Ein schwarzer Balken zeigt, ob an dieser Stelle
ein charakteristisches Muster für eine gesuchte Aktivität gefunden wurde.
Klassifikation: Dense Motifs Discovery
In der Trainingsphase lernt der Algorithmus, welche Ketten von Symbo-
len (Muster) charakteristisch für eine Aktivität sind, das heißt am besten
hinsichtlich ihrer Unterscheidbarkeit zu anderen Aktivitäten ist. Ein bag of
words classifier durchsucht die symbolische Repräsentation in ihrer Chrono-
logie nach bestimmten Wörtern. Ist die Dichte von charakteristischen Mus-
tern als Wörter in einem Fenster hoch genug – auch hier wurde der sliding-
window-Ansatz mit einer Fenstergröße von 10 Minuten verwendet – wird
die entsprechende Aktivität diesem Zeitfenster zugeordnet.
13Van Laerhoven, Berlin und Schiele, 2009.
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5.2.3 Visualisierung der Zwischenschritte
Die drei Abstraktionsschritte (oder Zwischenschritte) bieten die Grundlage
für die Typen von Visualisierungen. Bei den drei Schritten handelt es sich
um die Rohdaten als Quelle (die vorverarbeitet wurde, aber unter Einhal-
tung der grundlegenden Gestalt), den charakteristischen Mustern als Zwi-
schenschritte der Erkennung sowie um die Klassifikation als Ergebnisse der
maschinellen Deutung.
ABBILDUNG 5.4: Die drei grundlegenden Typen von Vi-
sualisierungen, die jeweils alleine und in Kombinationen
den Studienteilnehmern gezeigt wurden: (oben, A) vorver-
arbeitete Rohdaten des dreiachsigen Beschleunigungssen-
sors, (Mitte, B) Auftreten von charakteristischen Mustern
der Aktivität, (unten, C) maschinelle Klassifizierung der
Aktivität im schwarz dargestellten Zeitabschnitt. Das Bei-
spiel in der Abbildung zeigt das Beispiel Badminton in ei-
nem Zeitfenster von ca. 1,5 Stunden
Für die Studie wurde eine Darstellungsweise gewählt, die auf wesent-
liche Aspekte reduziert ist. Zum einen wurde auf eine Achsenbeschriftung
verzichtet und die Daten in einer 24-Stunden-Ansicht vereinheitlicht. Die
drei Typen von Visualisierungen sind in Abbildung 5.4 dargestellt, das
heißt die Rohdaten, die sich oben befinden, in der Mitte die charakteris-
tischen Muster und unten die Ergebnisse. In der Studie werden die Typen
von Visualisierungen in der gleichen Reihenfolge mit den Buchstaben A,
B und C bezeichnet. Die Typen können in der Studie alleine oder in Kom-
bination gezeigt werden, wobei sie bei letzterem mit einem + verbunden
werden (beispielsweise A+C, wenn die Rohdaten und die Ergebnisse der
Klassifikation gezeigt werden).
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5.2.4 Übersicht: Studiendesign
Das Szenario in der Studie orientiert sich an einer möglichen Verwendung
der Self-Tracking-Technik in der psychologischen Therapie. Dabei wird an-
genommen, dass Psychiater/Psychologen keine Erfahrung mit der Tech-
nik der Aktivitätserkennung und der Interpretation von komplexen Zeitrei-
hen haben. Basierend auf dieser Annahme wurden die Teilnehmenden so
ausgewählt, dass sie diesen Voraussetzungen möglichst entsprachen und
weder einen technischen noch einen naturwissenschaftlichen Hintergrund
hatten. Den Teilnehmenden der Studie, insgesamt 15 Personen, wurde ei-
ner der Typen von Visualisierung oder eine Kombination vorgelegt und sie
mussten einschätzen, wo im Graphen eine ihnen genannte Aktivität statt-
fand.
Die Daten, die die Grundlage für die Visualisierungen bildeten, stamm-
ten aus dem sogenannten Patientendatensatz. Dieser Datensatz basierte auf
den Daten von 33 Freiwilligen, die keine Überschneidung mit den 15 Teil-
nehmenden der Studie hatten und entstand zum Teil im Zusammenhang
mit einer anderen Studie, die von Berlin und Laerhoven angefertigt wur-
de.14 Der Patientendatensatz wurde erzeugt, indem die 33 Freiwilligen eine
Freizeittätigkeit, die sie regelmäßig ausübten (Schlüsselaktivität), mehrmals
in einer Woche durchführten. In dieser Woche trugen sie das Sensorsys-
tem 24 Stunden am Tag. Ein Aktivitätsprotokoll, in das die Freiwilligen
Start und Endpunkt ihrer Schlüsselaktivität eintrugen, diente als Label für
die Sensordaten. Die Idee der Erkennung einer einzelnen Schlüsselaktivität,
die die Personen regelmäßig ausübten, deckte sich mit den Annahmen in
dem Szenario eines Einsatzes in der Therapie, wie es zuvor beschrieben
wurde.
Tabelle 5.1 zeigt eine Übersicht des Patientendatensatzes, indem neben
Alter, Geschlecht und Art der Aktivität auch die durchschnittliche Qualität
angegeben wird, mit der die Aktivitäten mit dem zuvor vorgestellten Ler-
nansatz gedeutet wurden.15 Die Qualität wird dabei in Prozent hinsichtlich
drei gängiger Messungsmethoden der Performance von Klassifikatoren an-
gegeben. Eine Erklärung dieser Methoden wurde im Abschnitt 4.3 vorge-
stellt. Insgesamt hatte das System eine durchschnittliche Erkennungsrate
von 76 %.
14Berlin und Van Laerhoven, 2012.
15Ein Teil des Patientendatensatzes diente immer als Trainingsdatensatz und der andere
als Testdatensatz.
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TABELLE 5.1: Für jeden Freiwilligen im Patientendatensatz
wurde eine Schlüsselaktivität ausgewählt, die eine Woche
lang einmal am Tag durchgeführt wurde. Die Qualität der
Aktivitätserkennung mit dem Dense-Mmotifs-Ansatz ist in
drei gängigen Bewertungsmethoden precision, recall, und
F1-score (in %) angegeben. Die Labels der Aktivitäten im
Datensatz wurden einheitlich in englischer Sprache festge-
legt und in der Studie auch so genutzt
Teilnehm. Geschlecht Alter Schlüsselaktivität precision recall F1
1 männlich 30 badminton 95.2 90.0 92.5
2 männlich 32 badminton 94.4 89.6 91.9
3 männlich 31 basketball 96.2 92.4 94.3
4 weiblich 26 canoeing 82.5 76.5 79.4
5 männlich 32 cooking 38.9 42.0 40.4
6 männlich 35 cycling 87.8 89.0 88.4
7 männlich 30 dancing 92.2 92.0 92.1
8 weiblich 14 dancing 84.6 86.4 85.5
9 weiblich 16 dancing 44.9 63.5 52.6
10 männlich 20 drums 91.5 97.6 94.4
11 männlich 31 fishing 62.6 77.0 69.1
12 männlich 53 fishing 47.0 81.1 59.5
13 weiblich 26 flamenco 62.7 61.1 61.9
14 männlich 27 guitar 83.7 79.8 81.7
15 weiblich 27 guitar 94.2 91.0 92.6
16 männlich 23 guitar 77.6 73.3 75.3
17 männlich 28 gym 61.6 67.6 64.5
18 männlich 32 gym 86.1 77.5 81.6
19 männlich 30 gym 59.6 62.7 61.1
20 weiblich 28 gym 76.4 52.2 62.0
21 männlich 31 ironing 93.4 84.5 88.7
22 weiblich 27 keyboard 91.7 85.6 88.6
23 weiblich 28 knitting 58.8 73.7 65.4
24 männlich 30 lunch 26.7 30.1 28.3
25 männlich 25 soccer 98.1 93.2 95.6
26 weiblich 25 squash 92.0 74.1 82.1
27 männlich 27 squash 90.4 77.4 83.4
28 männlich 29 streetdance 66.4 65.8 66.1
29 weiblich 30 streetdance 58.4 69.1 63.3
30 männlich 32 washing car 81.3 79.9 80.6
31 weiblich 28 xbox 95.5 96.2 95.9
32 weiblich 28 yoga 66.6 43.2 52.4
33 weiblich 30 zumba 96.8 97.6 97.2
Durchschnitt 76.8 76.1 76.0
Demographie und Methodologie
Insgesamt 15 Personen (10 Frauen, 5 Männer) nahmen an der Studie teil.
Der größte Teil der Teilnehmenden wurde an der Universität und aus-
schließlich an nicht-technischen Fakultäten rekrutiert. Das Alter lag zwi-
schen 23 und 57 Jahren, im Durchschnitt bei 32 Jahren.
Die Studie lief wie folgt ab: Jedem Teilnehmenden wurde wiederholt
ein einzelner Typ von Visualisierung oder eine Kombination gezeigt und
die Teilnehmenden mussten anhand dessen einschätzen, wo in dem Dar-
gestellten eine ihnen genannte Aktivität zu finden ist. Die Visualisierungen
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wurden auf Basis des Patientendatensatzes erzeugt.
Der Ablauf, bei dem die Typen von Visualisierungen oder eine Kombi-
nation gezeigt wurden, verlief in Phasen. Die erste Phase beinhaltete nur
einzelne Typen von Visualisierungen, die zweite eine Kombination von
zwei Typen und in der dritten Phase die Kombination von allen drei Ty-
pen. Innerhalb der Phase war die Reihenfolge der Typen zufällig ausge-
wählt, wobei im Laufe des Versuchs jeder Typ von Visualisierung und jede
Kombination den Teilnehmenden jeweils zweimal gezeigt wurde. Insge-
samt musste jede Teilnehmende 14 Visualisierungen bearbeiten.
Zur Vorbereitung der Studie wurde jedem Teilnehmenden erklärt,
worum es sich bei dem Dargestellten handelt. Bei der Erklärung handelte
es sich nicht um eine ausführliche Erläuterung des Lernansatzes, wie sie in
den vorherigen Absätzen durchgeführt wurde, sondern hauptsächlich um
die Benennung der Visualisierung als Rohdaten als charakteristische Mus-
ter und Klassifikationsergebnisse. Zudem wurden sie informiert, dass die
durchschnittliche Erkennungsrate bei 76 % liegt.
Die zentrale Aufgabe für die Teilnehmenden bestand darin, einzuschät-
zen, wo in den ihnen vorliegenden Visualisierungen eine bestimmte Aktivi-
tät zu finden ist. Der Name der Aktivität und die ungefähre Dauer der Prä-
sentation wurde den Teilnehmenden genannt, wobei die Dauer zwischen
einer halben Stunde und vier Stunden lag, im Durchschnitt ca. 1,5 Stun-
den. Dazu wurden die Visualisierungen ausgedruckt und die Teilnehmen-
den hatten die Aufgabe, direkt einzuzeichnen, wo sie die Aktivität vermu-
teten. Die Einschätzungen der Teilnehmenden wurden am Ende mit den
Labels der Trainingsdaten verglichen. Wenn das eingezeichnete Zeitfens-
ter mit dem Zeitfenster aus den Trainingsdaten eine Überschneidung von
50 % hatte, wurde angenommen, dass die Einschätzung richtig war, falls
nicht, wurde sie als falsch gewertet.16 Nachdem die Teilnehmenden eine
Aktivität eingezeichnet hatten, wurden sie gefragt, wie sicher sie mit ihrer
Einschätzung sind und für wie intensiv sie die eingezeichnete Aktivität ein-
schätzen. Diese Bewertung erfolgte anhand einer Skala von sehr sicher/sehr
intensiv bis sehr unsicher/wenig intensiv in sieben Abstufungen, einer soge-
nannten 7-point Likert-scale.
Nachdem die Teilnehmenden alle 14 Visualisierungen bearbeitet hat-
ten, wurde eine Reihe von allgemeinen Fragen zur Bewertung der Typen
von Visualisierungen gestellt. Es wurde gefragt, wie nützlich sie die Ty-
pen von Visualisierungen und ihre Kombinationen fanden. Die Frage nach
der Nützlichkeit bezog sich auf die Möglichkeit, etwas über die Aktivitä-
ten der Personen zu erfahren, die die Daten repräsentierten. Zudem wurde
16Dieser großzügige Grenzwert wurde verwendet, da auf den ausgedruckten Visualisie-
rungen keine sehr präzisen Einzeichnungen möglich waren.
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gefragt, wie sehr sie den Typen bzw. den Kombinationen vertrauten. Für
beide Fragen mussten die Teilnehmenden die Visualisierungen anhand ei-
ner Rangfolge von 1 bis 3 – vom Besten zum Drittbesten – bewerten. Den
Abschluss machte eine freie Frage, in der die Teilnehmenden einschätzen
sollten, welche Arten von Aktivitäten ihrer Meinung nach von ihnen am
besten erkannt worden sind. Alle Fragen wurden sehr allgemein gestellt,
das heißt, es wurden sowohl Nützlichkeit als auch Vertrauen nicht weiter
charakterisiert. Damit ist anzunehmen, dass teilweise ein unterschiedliches
Verständnis der Begriffe bei der Beantwortung vorgeherrscht hat. Auf ei-
ne weitere Ausdifferenzierung der Begriffe wurde verzichtet, da diese die
Komplexität erhöht hätte.
5.2.5 Ergebnisse der Studie
Die Ergebnisse der Studie sind zum einen die quantitative Auswertung der
eingezeichneten Schätzungen der Teilnehmenden, deren Selbsteinschät-
zung hinsichtlich der Qualität ihrer Einzeichnungen und das abschließende
Ranking der Typen von Visualisierungen und ihrer Kombinationen. Zum
anderen die qualitativen Ergebnisse, die sich aus den Aussagen der Teil-
nehmenden ergab, die während der Durchführung gemacht wurden. Eine
weitere qualitative Quelle waren die freien Antworten am Ende des Frage-
bogens.
Die Ergebnisse sind in den folgenden fünf Stichpunkten zusammenge-
fasst und basieren auf den quantitativen Auswertungen, die in den Abbil-
dungen 5.5 bis 5.8 dargestellt sind.
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ABBILDUNG 5.5: Die Genauigkeit (accuracy), mit der die
Teilnehmenden die Aktivitäten schätzten und einzeichne-
ten. Eine vergleichende Darstellung hinsichtlich der Typen
von Visualisierungen (A-C) und deren Kombinationen
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ABBILDUNG 5.6: Ein Vergleich der Selbsteinschätzungen
der Teilnehmenden hinsichtlich ihrer Einzeichnungen. Die
Selbsteinschätzung erfolgte anhand einer 7-point Likert-scale
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ABBILDUNG 5.7: Die Top-3 Visualisierungen, die von den
Teilnehmenden als besonders nützlich benannt worden
sind, um die Aktivitäten zu interpretieren
• Die Visualisierung auf Basis der Systemklassifikation bietet die
beste Schätzgrundlage:
Die Auswertung der eingezeichneten Schätzungen, die von den Teil-
nehmenden vorgenommen wurden, zeigt, dass die Visualisierung bei
der es sich ausschließlich um die Klassifikation des Systems (C) han-
delt, am besten abgeschnitten hat. Abbildung 5.5 zeigt das Ergebnis
dieser Auswertung. Auf dem zweiten Platz liegt die Kombination von
allen drei Typen von Visualisierungen (A+B+C), gefolgt von der Kom-
bination der Systemergebnisse zusammen mit den charakteristischen
Mustern (B+C). Alle Einschätzungen, in denen die Rohdaten (A) ei-
ne Rolle spielten, haben relativ zu den anderen Ergebnissen schlecht
abgeschnitten.
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ABBILDUNG 5.8: Die Top-3 Visualisierungen, die von den
Teilnehmenden als besonders vertrauenswert herausge-
stellt worden sind
• Die Selbsteinschätzung der Teilnehmenden stimmte größtenteils
mit den Ergebnissen des Einzeichnens überein:
Die Beantwortung der Frage, wie sicher sich die Teilnehmenden mit
ihrer Einzeichnung sind, ergab einen ähnlichen Trend. Abbildung
5.6 zeigt die Ergebnisse der Auswertung der 7-point Likert-scale. Die
Selbsteinschätzung war in dem Sinne gut, da auch hier die drei
Topplatzierten mit denen der Auswertung der Einzeichnung überein-
stimmten. Ein bemerkenswerter Unterschied ist, dass die Reihenfolge
in der Top 3 dagegen eine andere ist und die Kombination von allen
drei Visualisierungstypen (A+B+C) am besten abschneidet. Auch sind
die Visualisierungen, die den Typen Rohdaten (A) beinhalten, besser
eingeschätzt worden als sie tatsächlich waren. Aufgrund der gerin-
gen Teilnehmerzahl ist der Unterschied hier aber nicht so groß, so
dass keine Signifikanz festzustellen ist.
• Die Teilnehmenden favorisieren Rohdaten und charakteristische
Muster:
Nach den Durchläufen, in denen die Teilnehmenden die Aktivitäten
einzeichnen mussten, wurden sie anhand eines Fragebogens gebeten,
ihre drei favorisierten Typen von Visualisierungen beziehungsweise
Kombinationen in Form eines Rankings auszuwählen. Dieses Ran-
king betraf zum einen die Frage, welche Visualisierungen sie am nütz-
lichsten fanden und zum anderen, wie sie das Dargestellte hinsicht-
lich des Vertrauens bewerten. Die Abbildungen 5.7 und 5.8 zeigen das
Ergebnis in einem gestapelten Balkendiagramm (stacked bar plot). Das
Ergebnis kann wie folgt zusammengefasst werden: Die Rohdaten zu-
sammen mit den Klassifikationen des Systems (A+C) und die Kom-
bination aus allen drei Visualisierungstypen (A+B+C) wurden als am
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nützlichsten eingeschätzt, gefolgt von den Rohdaten zusammen mit
den charakteristischen Mustern (A+B). Es ist auffallend, dass das, was
im Ranking als am nützlichsten genannt wurde, den vorherigen Er-
gebnissen entgegenstand, das heißt, in Relation zu der Qualität der
eingezeichneten Aktivitäten und wie die Teilnehmenden die Qualität
des Eingezeichneten selbst bewertet haben. Vor allem, da die System-
klassifikationen als am wenigsten nützlich bewertet wurden, wo sie
doch die beste Qualität bei den eingezeichneten Schätzungen produ-
ziert hatten. Eine weitere wichtige Beobachtung ist es, dass alle Kom-
binationen, die Rohdaten beinhalten (A, A+B, A+B+C), sowohl bei
der Nützlichkeit als auch beim Vertrauen gute Ergebnisse erzielten,
vor allem relativ zu den Ergebnissen der vorangegangen Auswertun-
gen.
• Intensive Aktivitäten sind aus Sicht der Teilnehmenden am charak-
teristischsten:
Auf die Frage, welche Arten von Aktivitäten nach ihrer Ansicht von
den Teilnehmenden am besten erkannt wurden, nannten der größte
Teil sport activities (6).17 Zudem nannten die Teilnehmenden, dass sie
Aktivitäten mit großer Intensität (4) oder schnellen Bewegungen (2)
gut erkennen konnten. Nur zwei der Teilnehmenden sagten, dass Ak-
tivitäten, die keine durchgehende Bewegung (wie das Bügeln) oder
ganz unterschiedliche Richtungen beinhalteten, am besten zu erken-
nen waren. Eine Person sagte, dass sie nicht darüber nachgedacht ha-
be, wie die Bewegungen der Aktivitäten aussehen könnten, sondern
dass sie nur auf das Vorhandensein von erkennbaren Mustern (Pat-
terns) geachtet hätte.
5.2.6 Diskussion der Ergebnisse
Die Studie beinhaltet keine tiefgehende Auseinandersetzung mit den Her-
ausforderungen einer psychologischen Therapie. Das Studiendesign bietet
aber die Möglichkeit, sich mit den Möglichkeiten und Grenzen der Vermitt-
lung von Aspekten der Systemmechanismen hinsichtlich eines möglichst
realistischen Anwendungsszenarios zu befassen.
Das signifikanteste Ergebnis der Studie war, dass es eine große Diffe-
renz gab zwischen den eingezeichneten Schätzergebnissen und dem, was
die Teilnehmenden am Ende als nützlich bewerteten. Das konnte man un-
ter anderem bei Visualisierungen sehen, die den Typus Rohdaten beinhalte-
ten, deren zusätzliche Präsenz keine Verbesserung in den Einschätzungen
17Die Zahl in Klammern zeigt die Anzahl der Personen, die eine solche Aussage getroffen
haben.
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brachte, wann eine Aktivität stattgefunden hat. Vielmehr war das Gegenteil
der Fall und die Ergebnisse wurden sogar schlechter. Gleichzeitig besagten
die Ergebnisse des Fragebogens am Ende der Studie, dass die Teilnehmen-
den die zusätzlichen Informationen nützlich fanden und vor allem mehr
Vertrauen in das System hatten.
Im ersten Moment scheint es widersprüchlich zu sein, dass sich die
Qualität der Einschätzungen verringert, wenn eine zusätzliche Informa-
tionsquelle bereitgestellt wurde. Doch eine mögliche Erklärung liegt auf
der Hand: Die Möglichkeit, überhaupt erst Zugang zu einer Quelle zu ha-
ben, die eine alternative Lesart zulässt, motiviert dazu, diese Möglichkeit
in manchen Fällen auch zu realisieren. Natürlich war es in manchen Fäl-
len wirklich besser, die systemische Klassifikation zu überstimmen und die
eigene Einschätzung an den anderen Informationsquellen zu orientieren.
Wenn dagegen nur die Klassifikationen des Systems vorlagen und man kei-
nen anderen Anhaltspunkt hatte, musste die Teilnehmende diesen glauben
oder völlig zufällig tippen. Da letzteres irrational gewesen wäre, folgten
die Personen in solchen Fällen den Systemeinschätzungen, was im Durch-
schnitt dann die beste Lösung war.
Dies könnte ein Argument dafür sein, gar keine zusätzlichen Informa-
tionen zu visualisieren. Doch zeigten die guten generellen Bewertungen
der Visualisierungstypen, die Aspekte der Systemmechanismen darstell-
ten, dass die Teilnehmenden einen Wert darin sahen. Dieser Bedarf wurde
in der Studie nicht durch weitere Fragen elaboriert, so dass nur Vermutun-
gen angestellt werden können. Ich nehme an, dass der Vertrauensaspekt
hierbei wichtig ist, der vor allem mit dem Vorhandensein von Rohdaten
zusammenhängt. Wie sich gezeigt hat, waren die Rohdaten alleine keine
gute Grundlage für eine Schätzung, wie die Auswertung der eingezeichne-
ten Schätzungen zeigte. Gleichzeitig wurden die Rohdaten in ihrer Gestalt
als durchgängiger Datenstrom, der zumindest ein Indikator für mehr oder
weniger Aktivität war oder in bestimmten Abschnitten Regelmäßigkeiten
aufwies, als etwas aufgefasst, das die Klassifikationen des Systems unter-
mauern könnte.
Hier wäre es ohne Frage interessant zu sehen, wie sich ein längeres Ar-
beiten mit den Visualisierungen auswirken könnte. Beispielsweise, indem
auch Lerneffekte untersucht würden. In dieser Studie wurde versucht, Ler-
neffekte möglichst zu verhindern, was dadurch realisiert wurde, dass die
Visualisierungen in zufälliger Reihenfolge gezeigt wurden, um damit allen
Visualisierungstypen gleichermaßen gerecht zu werden. Mit Blick auf das
beschriebene Szenario wird angenommen, dass zusätzliche Informationen
wie die Rohdaten dabei helfen können, Vertrauen aufzubauen. Die Visua-
lisierung der charakteristischen Muster kann beispielsweise dazu dienen,
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zu bewerten, wie sicher das System ist, dass eine bestimmte Aktivität in ei-
nem Zeitraum stattgefunden hat. Zudem ist die Intensität der Aktivitäten
beispielsweise nur in den Rohdaten zu erkennen - das ist eine weitere qua-
litative Information, die beispielsweise in der Therapie nützlich sein kann.
5.2.7 Fazit: Erste Studie
Es hat sich gezeigt, dass es zielführend sein kann, Nutzern Visualisierungen
anzubieten, die Aspekte der Systemmechanismen vermitteln. Im Interesse
der zentralen Fragestellung der Arbeit war es wichtig, eine Vermittlung von
Systemmechanismen an dem Kandidaten-Framework zu orientieren und
sich dabei auf einen realistischen State-of-the-Art-Algorithmus zu beziehen.
Teil des realistischen Ansatzes war es auch, dass keine Vereinfachungen für
die Darstellung vorgenommen wurden, sondern nur Aspekte visualisiert
wurden, die Teil des realen Prozesses der maschinellen Deutung sind.18
Bezüglich der Anforderungen, die sich aus den Überlegungen zur Hy-
bridisierung ergaben, lässt sich folgendes sagen: Es wurden Bedingungen
geschaffen, in denen das potentielle Lesen von Spuren möglich ist. Die
Einschätzungen (Klassifikationen) des Systems sind nicht einfach gegeben,
sondern es besteht die Möglichkeit, dass sie im Lichte der Rohdaten und
der charakteristischen Muster als Zwischenschritt der Erkennung erschei-
nen. Ich argumentiere, dass die zusätzlichen Informationen dazu führten,
dass die Teilnehmenden ein partielles Verständnis über die Möglichkeiten
und Grenzen des Systems entwickelt hatten. In diesem Sinne war eine indi-
viduelle mediale Erfahrung möglich, die in ihrer Folge einem Prozess der
Hybridisierung zuträglich sein kann.
5.3 Studie 2: Self-Tracking-Techniken und die Mög-
lichkeiten und Grenzen einer Selbstreflexion
In der zweiten Studie geht es darum zu untersuchen, inwiefern ein intelli-
gentes Self-Tracking-System dazu geeignet ist, das Personen auf Basis des-
sen ihr eigenes Verhalten reflektieren können. Die Möglichkeiten und Gren-
zen einer Selbstreflexion mit Hilfe von Self-Tracking-Techniken ist das Sub-
ziel dieser Studie. Wie Selbstreflexion in diesem Zusammenhang zu verste-
hen ist, wird im nächsten Abschnitt diskutiert. Dabei wird die Reflexion
hinsichtlich der Rezeption in der HCI-Forschung behandelt und nicht in
einem grundlegenden philosophischen Verständnis.
18Entspricht den Prinzipien sound und complete, die von Kulueza et al. hinsichtlich einer
Vermittlung von Systemmechanismen formuliert wurden und die in Abschnitt 4.2.2 disku-
tiert wurden.
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Die Untersuchung der Möglichkeiten und Grenzen der Selbstreflexion
wird in Abhängigkeit von der Darstellung von Systemmechanismen durch-
geführt. Dazu werden zwei Arten von Visualisierungen von Aktivitätsda-
ten hinsichtlich des Aspekts der Selbstreflexion verglichen, wobei es sich
bei dem einen Visualisierungstypen um einen handelt, der den Vorgaben
des Kandidaten-Frameworks folgt.
5.3.1 Das Ziel ist die Reflexion: Eine Diskussion der Konzepte
Der Zweck, für den die Nutzung von Self-Tracking-Techniken als Mittel
dienen soll, ist es, folgt man der gängigen Auffassung in der technischen
Forschung, dass eine Selbstreflexion ermöglicht wird. In Abschnitt 2.3.2
wurden Überlegungen vorgestellt, die in den Bereichen Personal Informatics
sowie Quantified Self verortet sind. Unter anderem in einem Artikel zum
Thema Personal Informatics sprechen die Autoren davon, dass es das Ziel
ihres Artikels ist, Entwicklern ein besseres Verständnis zu vermitteln, wie
Techniken zur Selbstreflexion genutzt werden können: „developers and de-
signers can better take advantage of Ubicomp technologies to help users
self-reflect“.19
An dieser Stelle werden die Überlegungen aus dem Abschnitt 2.3.2 er-
weitert und sich intensiver mit den Konzepten von Selbstreflexion hinsicht-
lich der Technik des Self-Tracking befasst.20 Ausgangspunkt für die Diskus-
sion ist der weiter oben genannte Artikel von Li et al., indem der Reflexion
in ihrem „stage based model“ der Personal Informatics eine zentrale Rolle zu-
kommt. Dieses Model besteht aus einer Reihe von Phasen, die den Prozess
beschreiben, wie Nutzer Techniken des Ubiquitous Computings im Rah-
men eines Self-Trackings verwenden. Folgt man ihrem Phasenmodell, be-
ginnt der Prozess beim Auswählen der relevanten Daten, gefolgt vom Sam-
meln der Daten sowie der Kombination der gesammelten Daten. In der ab-
schließenden „reflection stage“ sind die so aggregierten Daten Gegenstand
einer bewussten Auseinandersetzung: „looking at lists of collected personal
information or exploring or interacting with information visualizations“.21
Das Modell ist Ergebnis einer Reihe von Interviews mit Personen, die unter-
schiedliche Techniken nutzen, um personenbezogene Daten aufzuzeichnen
und auswerten zu können. In dem Artikel ist die Reflexion bzw. Selbstre-
flexion darüber hinaus nicht weiter konzeptualisiert.
19Li, Dey und Forlizzi, 2011, S. 405.
20Eine philosophisch-handlungstheoretische Betrachtung von Self-Tracking-Techniken ist
nicht das Interesse dieses Kapitels, wurde aber auch hinsichtlich der Technik der Aktivitäts-
erkennung in Dietrich und Laerhoven, 2016b diskutiert.
21Li, Dey und Forlizzi, 2010, S. 562.
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Eine ausführliche Betrachtung von Reflexion ist von Eric P. S. Baumer
in die Diskussion in der Forschung der HCI eingebracht worden.22 Baumer
stellt in seinem Framework drei Dimensionen bzw. Verständnisse von Refle-
xion vor, die er als breakdown, inquiry und transformation bezeichnet. Hier-
für verweist er auf eine ganze Reihe von Theorien aus unterschiedlichen
Disziplinen, unter anderem aus Psychologie, Philosophie und Pädagogik.
Baumers Ansatz wird vor allem mit Bezug auf seine Konzeption und nicht
auf die theoretischen Grundlagen, auf die er sich bezieht, vorgestellt. Sein
Ziel ist es, Methoden und Strategien für ein technisches Design von Self-
Tracking-Techniken zu entwickeln, die auf einem tieferen Verständnis von
Reflexion beruhen.
Den ersten Typus von Reflexion bezeichnet er als breakdown. Der Be-
griff breakdown bezeichnet eine Störung von Abläufen, die zu einem (menta-
len) Zusammenbruch führt, der mit Bezug auf die Reflexion nicht nur eine
negative Konnotation hat, sondern einen Beginn markiert, den Anfang ei-
ner Neuordnung. Diese Art der Reflexion ist dadurch charakterisiert, dass
durch einen explizierenden Akt etwas auffällig wird und in deren Folge
eine implizite Konzeption der Welt fraglich wird.
Er exemplifiziert breakdown mit Bezug auf Forschungskonzepte aus dem
Feld der Ethnologie. Ein klassischer Ansatz der Ethnologie ist es, dass Per-
sonen einer sozialen Gemeinschaft dazu aufgefordert werden, die Struk-
turen und Regeln ihres sozialen Zusammenlebens einem Fremden (plau-
sibel) zu erklären („tacit, implicit social structuring of interaction must
be explicated by its interactors“23). Das Explizieren ist ein Akt, bei dem
Selbstverständliches fraglich werden kann. Hinsichtlich der Self-Tracking-
Techniken, die alltägliche Routinen über einen längeren Zeitraum aufzeich-
nen und deuten, könnte es dazu kommen, dass implizites Verhalten explizit
und damit die bisherigen Bewertungen dieses Verhaltens als beispielsweise
gesund/ungesund oder moralisch gut/schlecht fraglich werden. Was Bau-
mer nicht als Teil einer solchen Reflexion sieht, ist die Folge eines solchen
Auffällig-werdens bzw. die Bedingungen, unter denen diese Irritation in
Richtung eines produktiven Ergebnisses im Sinne einer Erkenntnis oder ei-
ner Verhaltensänderung kanalisiert werden können.
Der zweite Typus von Reflexion wird als inquiry bezeichnet, was als
Nachforschen übersetzt werden kann. Während das Ergebnis des ersten
Typus ein unerwartetes Ereignis ist, wenn auch meist Ergebnis eines be-
wussten Handelns, wird bei der inquiry der Prozess des bewussten Suchens
22Baumer, 2015.
23Baumer, 2015, S. 590.
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nach Zusammenhängen in den persönlichen Daten als Reflexion bezeich-
net. Das Prozedere des Nachforschens charakterisiert er als planvolles Vor-
gehen, das sich analog zu der Methode des wissenschaftlichen Arbeitens
durch das Aufstellen von Hypothesen und das Testen dieser und daran
anschließend der Anpassung der Hypothesen auszeichnet. Wiederum auf
den Anwendungsfall der Aktivitätserkennung bezogen kann es Ziel der
Nutzer sein, ihr Verhalten in bestimmter Hinsicht ändern zu wollen, indem
sie etwas über die Kontexte von ungewolltem, weil beispielsweise unge-
sundem Verhalten, erfahren wollen. Ein Beispiel für einen solchen Kontext
könnte eine gesellige Runde sein, die mit Rauchen und dem Konsum von
fettigem Essen einhergeht. Selbstverständlich ist es möglich, dass auch bei
einem gezielten Nachforschen das Ergebnis überraschen kann und sich bei-
spielsweise die Hypothese als falsch gestellte Frage herausstellt und völlig
andere Faktoren hervortreten.
Eine dritte Dimension von Reflexion ist die transformation. Reflexion
wird demnach als ein geistiger Prozess betrachtet, der Beobachtungen nicht
als Indikatoren für Wirkliches deutet, sondern als Basis für die Vorstellung
von Möglichem. Zentral ist demnach nicht das, was ist, sondern das, was
sein könnte, eine Variation der aktuellen Verfasstheit. Baumer sagt: „It is
not only about examining the current state of the world or one’s self but
also about envisioning alternatives“.24
Die drei Dimensionen, wie sie in dem Artikel beschrieben sind, weisen
keine scharfen Grenzen auf, so dass Beobachtungen von reflexivem Verhal-
ten, teilweise sowohl dem einen, wie dem anderen Typus zugeschrieben
werden könnten. Der Fokus von Baumers Framework liegt auch nicht auf
einer generellen theoretischen Fundierung einer technisch-vermittelten Re-
flexion, sondern auf einer konzeptuellen Diskussion, die das Ziel hat, die
Perspektive der technischen Community zu erweitern.
Baumers Konzeption ist für meine Arbeit geeignet, weil sie disziplinär
in der HCI-Forschung diskutiert wird und dabei vielschichtig genug ist, um
den interdisziplinären Ansprüchen der Arbeit gerecht zu werden.
5.3.2 Übersicht: Studiendesign
In der Studie wurden, wie weiter oben erwähnt, zwei Arten von Visualisie-
rungen von Aktivitäten der Teilnehmenden verglichen. Dabei war es Ziel,
die beiden Arten von Visualisierungen hinsichtlich der Konzeption von Re-
flexion aus dem vorherigen Abschnitt zu vergleichen, wobei die eine Dar-
stellungsart Systemmechanismen vermittelt und die andere nicht.
24Baumer, 2015, S. 591.
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In der Studie nahmen insgesamt 15 Personen teil, wovon 10 weiblich
und 5 männlich waren. Das Alter lag zwischen 26 und 53 Jahren (im Durch-
schnitt 33 Jahre). Rund die Hälfte der Teilnehmenden (7) wurden in Lon-
don an der UCL rekrutiert und die übrigen Teilnehmenden fanden sich in
Darmstadt an der Technischen Universität (8). Die meisten der Teilnehmen-
den hatten keinen technischen oder naturwissenschaftlichen Hintergrund
und kamen hauptsächlich aus den Fakultäten der Geistes- und Sozialwis-
senschaften.
Die Aufgabe der Teilnehmenden bestand darin, das Hedgehog-
Sensorsystem eine Woche lang, nach Möglichkeit Tag und Nacht, zu tra-
gen. Insgesamt ergab das am Ende in Summe aller Teilnehmenden rund
1470 Stunden an aufgezeichneten Aktivitätsdaten. Im Anschluss wurden
die Daten scheinbar, so glaubten zumindest sie, maschinell gedeutet (da-
zu gleich mehr) und hinsichtlich der zwei Arten von Visualisierungen dar-
gestellt. Die Teilnehmenden wurden dann gebeten, die Daten anhand der
Visualisierungen zu betrachten, wobei die Betrachtung durch eine Reihe
von Aufgaben sowie eines semi-structured Interview, begleitet wurde. Diese
Kombination aus Betrachtung und Interview dauerte ungefähr eine Stun-
de, was mit Hilfe einer Audioaufzeichnung dokumentiert wurde.
Circa die Hälfte der Teilnehmenden hatten keine Erfahrung mit Self-
Tracking-Techniken. Die andere Hälfte hatte schon einmal ein Gerät ver-
wendet, was im weitesten Sinne als Technik zur Aktivitätserkennung be-
zeichnet werde kann. Dazu gehörten Schrittzähler und Joggingassistenten
auf dem Smartphone. Die Verwendung eines Systems zur maschinellen
Deutung einer umfassenden Menge von Aktivitäten war für alle neu.
5.3.3 Versuchsaufbau
Ein zentraler Aspekt des Versuchsaufbaus der Studie war die Gestaltung
der zwei Typen von Visualisierungen, die verglichen werden sollten. Ein
wichtiges Kriterium für eine Vergleichbarkeit der Visualisierungen war es,
dass beide in ihrer Erscheinung und ihren Nutzungsmöglichkeiten mög-
lichst symmetrisch sind. Das betrifft vor allem die Rohdaten, die wie in der
Studie zuvor als eine Art der Vermittlung von Systemmechanismen auch in
dieser Studie zur Anwendung kam. Es musste nach einer adäquaten ähnli-
chen Darstellungsform (Graphen in Form einer Zeitreihe) gesucht werden,
die einen Aspekt der Daten darstellt, aber nicht als eine Vermittlung von
Systemmechanismen aufgefasst werden kann. Die geeignete Darstellung
wurde in der Gestalt des Mittelwertgraphen gefunden. Im Folgenden wer-
den die beiden Typen von Visualisierungen, die als simple type und insights
type bezeichnet werden, getrennt voneinander besprochen.
5.3. Studie 2: Selbstreflexion 143
Die Systemklassifikationen: Ein Wizard of Oz Ansatz
Bei dieser Studie wurde, anders als in der ersten Studie, kein maschinel-
les Erkennungssystem verwendet, um die Aktivitäten der Teilnehmenden
zu deuten. Vielmehr wurde ein Wizard-of-Oz-Ansatz gewählt, bei dem die
Deutungen der Aktivitäten manuell erstellt wurden. Der Grund dafür lag
in der Anforderung, dass trotz des wild-Ansatzes ein Maß an Kontrollier-
barkeit bewahrt werden sollte, um aussagekräftige Ergebnisse zu erhalten.
Anders als bei der ersten Studie machten die Teilnehmenden sehr unter-
schiedliche Erfahrungen im Umgang mit den Aktivitätsvisualisierungen,
da das Dargestellte davon abhing, was die Personen in der Woche erlebt
hatten, in der sie den Sensor trugen. Da die maschinelle Deutungsqualität
bei nicht individuell gelernten Systemen sehr unterschiedlich ist (eine indi-
viduell gelerntes System war vom Aufwand her nicht möglich), wären die
Erfahrungen der Teilnehmenden noch einmal unterschiedlicher gewesen.
Eine manuelle Deutung, die von mir erzeugt wurde und auf den Erfahrun-
gen mit realen Deutungssystemen basierte, war dahingehend konsistenter
und zuverlässiger.
Die manuelle Klassifikation, die einer Systemklassifikation, wie sie in
der ersten Studie zur Anwendung kam, nachempfunden ist, wird im Fol-
genden als Systeminterpretation bezeichnet. Die Bezeichnung Systeminter-
pretation wurde auch in der Kommunikation mit den Teilnehmenden der
Studie verwendet.
Visualisierung A: simple type
Bei Visualisierung A handelt es sich um eine einfache Darstellung, wel-
che die Systeminterpretation sowie einen Mittelwertgraphen enthält (Ab-
bildung 5.9, oben). Der Mittelwertgraph ist eine Fusion der Rohdaten, die
die Beschleunigungen der drei Achsen zu einer mittleren Bewegung zu-
sammenfasst. Es handelt sich hierbei nicht um eine Vermittlung von Sy-
stemmechanismen, sondern um eine zusätzliche Auswertung. Der Mittel-
wertgraph zeigt das Aktivitätslevel abhängig von der Tageszeit.
Es ist eine Darstellungsweise, wie sie auch ähnlich in gängigen kommer-
ziellen Techniken zur Aktivitätserkennung zur Präsentation von Aktivität
genutzt wird. Aus diesem Grund wird dieser Typ von Visualisierung als
simple type bezeichnet. In der Studie wurde die Bezeichnung Visualisierung
A gebraucht und nicht simple type, um keine Bewertung nahezulegen.
Visualisierung B: insights type
Bei Visualisierung B handelt es sich um den Typus, der zusätzlich zu
der Systeminterpretation Aspekte der Systemmechanismen darstellt (Ab-
bildung 5.9, unten). Dieser wird im Folgenden als insights type bezeichnet.
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ABBILDUNG 5.9: Ein Beispiel für beide Arten von Visuali-
sierungen. Der obere Graph zeigt ein Beispiel für den simple
type, im unteren Graphen für den insights type. Es handelt
sich um eine Sequenz von Aktivitäten in einem Zeitraum
von 18.00 Uhr bis 24.00 Uhr. Beide Visualisierungen zeigen
die gleiche Sequenz
Die Systemmechanismen werden auf zwei Arten vermittelt: mithilfe der
Darstellung der Quelldaten, das heißt, wie zuvor die Rohdaten des drei-
achsigen Beschleunigungssensors und anhand einer Darstellung der Qua-
lität der Systeminterpretationen. Die Rohdaten sind in einer dreifarbigen
Zeitreihe visualisiert, die mit der Darstellung in der ersten Studie iden-
tisch ist. Die Qualität der Deutung ist für jeden Typen einer Aktivität unter-
schiedlich. Dem Nutzer wurde die Qualität als ein Prozentwert vermittelt.
Die Werte entsprechen der durchschnittlichen Genauigkeit, mit der eine
Aktivität gedeutet wird, die sich aus den Daten der Evaluierung in der Trai-
ningsphase ergibt. Da es keine wirkliche Interpretation des Systems gab,
wurde die Qualität aus den Ergebnissen von Studie 1 und weiteren Erfah-
rungen mit der maschinellen Erkennung und deren Erkennungsrate über-
nommen (siehe: Aktivitätentabelle Studie 1 in Abschnitt 5.1).
In den folgenden Abschnitten werden die zwei Sektionen, Interaktion
und Fragebogen beschrieben, die die Teilnehmenden im Rahmen der Be-
trachtung ihrer Aktivitätsdaten durchlaufen mussten. Es lagen 2 bis 4 Tage
zwischen dem Ende des Tragens und der Betrachtung der gedeuteten Da-
ten.
Sektion: Interaktion
Nachdem die Teilnehmenden das Sensorsystem für eine Woche getragen
hatten, wurden die Daten zur weiteren Bearbeitung heruntergeladen. Ba-
sierend auf diesen Daten wurden die Visualisierungen, die wie beschrieben
aussehen, erzeugt.
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Die Visualisierungen wurden den Teilnehmenden in einem Tool prä-
sentiert, das ein Interagieren zuließ. Die Teilnehmenden hatten die Mög-
lichkeit, frei zwischen den Aktivitätsdarstellungen der Tage hin und her zu
wechseln, sowie in dem Mittelwertgraph und dem Rohdatengraph hinein
und heraus zu zoomen. Ausgehend von einer 24-Stunden-Übersicht, die
bezüglich der Rohdaten identisch mit der aus Studie 1 ist, konnte drei Mal
der Ausschnitt vergrößert werden, so dass eine Skalenweite von zwei Mi-
nuten möglich war (in der Übersichtsdarstellung lag die Skalenweite bei 4
Stunden).
Damit es den Teilnehmenden möglich war, die zwei Arten von Visuali-
sierungen zu vergleichen, wurden die einzelnen Tage entweder in der einen
oder in der anderen Weise dargestellt. Das heißt, wenn beispielsweise am
Montag der insights type präsentiert wurde, konnten die Teilnehmenden
nicht auch noch den simple type für den gleichen Tag sehen. Der simple type
war dann die Darstellungsweise für den Dienstag. Mit welchem Typen von
Visualisierung begonnen wurde, war Ergebnis einer Losung.
Vor Beginn dieser Sektion wurde den Teilnehmenden eine kurze Ein-
führung in das Tool und die Visualisierungen gegeben. Das beinhaltete die
zuvor beschriebenen Funktionen des Tools, die Benennung der Graphen als
Rohdaten beziehungsweise Mittelwert sowie die Qualität der Erkennung in
Prozent.
Die Aufgabe der Teilnehmenden bestand darin, ihre Tage zu rekapitu-
lieren und dabei zu bewerten, ob sie mit den Deutungen des Systems ein-
verstanden sind. Zudem wurden sie gebeten, sich mit Hilfe der Daten zu
erinnern, was sie am Morgen als erstes auf der Arbeit gemacht haben. Zu-
dem wurden die Teilnehmenden schon bevor sie das Sensorsystem für eine
Woche trugen, nach einem speziellen Interesse hinsichtlich ihres Verhaltens
gefragt. Hatten sie ein solches Interesse angegeben, wurden sie während
des Interaktionsteils der Studie danach gefragt.
Sektion: Fragebogen
Nach Abschluss der Sektion, die eine Interaktion mit dem Tool beinhalte-
te, gab es einen Fragebogen, in dem generelle Fragen zu den Erfahrungen
der Teilnehmenden mit dem System zu beantworten waren. Der Fragebo-
gen bestand aus vier Teilen: Als erstes mussten die Teilnehmenden beant-
worten, welche der zwei Arten von Visualisierungen sie bevorzugen. Die
Bewertung erfolgte anhand einer 7-point Likert-scale, die das Spektrum von
wenig hilfreich bis sehr hilfreich repräsentierte. Zusätzlich mussten sie ih-
re Entscheidung begründen. Der zweite Teil der Fragen zielte auf einzelne
Elemente der Visualisierungen ab. Einige Elemente kamen in beiden Arten
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von Visualisierungen vor und manche nur in einer von beiden. Diese wur-
den anhand der selben siebenstufigen Skala bewertet. Die Elemente waren:
Rohdatengraph, Mittelwertgraph, Zoomen, Systeminterpretationen (Deu-
tungen des Systems) und die Genauigkeiten (Qualität der Erkennung). Die
dritte Sektion von Fragen bezog sich auf das Empfinden von Vertrauen hin-
sichtlich der zwei Arten von Visualisierungen. Auch hier wurde die 7-point
Likert-scale verwendet, die von wenig Vertrauen bis viel Vertrauen reichte.
Der letzte Teil des Fragebogens beschäftigte sich mit Aspekten der Privat-
sphäre und der Kontrolle von persönlichen Daten (zusammenfassend als
Privacy bezeichnet). Die Teilnehmenden wurden gefragt, welche Daten, die
in den Visualisierungen zu finden sind, sie im engen Freundeskreis oder
mit der Öffentlichkeit teilen würden. Sofern die Teilnehmenden Erfahrun-
gen mit Self-Tracking-Techniken hatten, wurde an dieser Stelle darauf Be-
zug genommen und nach ihrer bisherigen Praxis zum Teilen bzw. Veröf-
fentlichen von personenbezogenen Daten gefragt.
5.3.4 Ergebnisse der Studie
Die meisten der Teilnehmenden haben das Sensorsystem Tag und Nacht
getragen, wie es gefordert war. Eine Teilnehmende brach die Studie nach
drei Tagen vorzeitig ab, weil sie das Gefühl ständiger Überwachung hat-
te. Die Teilnehmende erklärte sich bereit, die Studie mit den vorhandenen
Daten in der zweiten Phase, das heißt der Sektion Interaktion und Frage-
bogen, fortzuführen. Dies geschah Selbstverständlich auf freiwilliger Basis,
da die Teilnehmenden auch ohne Angabe von Gründen und ohne weite-
re Verpflichtungen den Versuch jederzeit abbrechen konnten.25 Eine andere
Person machte davon Gebrauch und brach die Studie schon nach einigen
Stunden ab, so dass eine Bitte um ein Interview wenig sinnvoll gewesen
wäre. Diese Person ist nicht Teil der schlussendlich 15 Teilnehmenden der
Studie. Es gab eine Reihe von Gründen, warum einige Personen das Sen-
sorsystem für einen kurzen Zeitraum abgenommen haben. Beispielsweise
gaben diese Teilnehmenden an, auf der Geburtstagsfeier der Mutter oder
bei einem Treffen mit einem alten Freund, den sie schon lange nicht mehr
gesehen hatte, gewesen zu sein. Die Vorstellung, mit dem Sensor gesehen
zu werden, wäre ihnen unangenehm gewesen.
Grundlegender Vergleich der Visualisierungen
Für die Darstellung der Ergebnisse der Studie wird mit der quantitativen
Auswertung des Fragebogens begonnen. Hier wurden drei Fragen gestellt,
25Sie wurden vor Beginn der Studie in einer Teilnehmererklärung darüber aufgeklärt.
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ABBILDUNG 5.10: Evaluierung der Typen von Visualisie-
rungen und der einzelnen Elemente: (a) Nützlichkeit, Typen
von Visualisierungen; (b) Nützlichkeit, einzelne Elemente;
(c) Vertrauen, Typen von Visualisierungen
die anhand einer 7-point Likert-scale bewertet wurden. Die Ergebnisse dieser
Bewertung sind in Abbildung 5.10 anhand eines Boxplots dargestellt.
Charakteristika Visualisierung A, der simple type
„More clear to understand“ (P03)
„Pro: Übersichtlichkeit“ (P14)
„Hilfreich für die Tagesanalyse auf einen Blick, sonst zu ungenau“ (P15)
„Für einen schnellen Blick besser“ (P13)
„Simple, less mental work“ (P05)
„More clear, easy to understand“ (P02)
„It is like the Fitbit - its more boring“ (P03)
„The blue one doesn’t make so much sense to me“ (P06)
„Ich habe das Gefühl, da fehlt etwas“ (P09)
TABELLE 5.2: Eine Sammlung von Kommentaren, die den
simple type betreffen
Die erste Frage, die die Teilnehmenden zu beantworten hatten, betraf
die Einschätzung der beiden Typen von Visualisierungen hinsichtlich ihrer
Nützlichkeit. In Abbildung 5.10a sind die Ergebnisse zu sehen. Die Abbil-
dung zeigt, dass die meisten Teilnehmenden den Visualisierungstypen be-
vorzugten, der zusätzlich zu den Systeminterpretationen auch Aspekte der
Systemmechanismen vermittelt (insights type). Zudem wurden die Teilneh-
menden explizit nach den Gründen ihrer Präferenz befragt. In den Tabellen
5.3 und 5.2 sind die Charakterisierungen der beiden Typen zusammenge-
fasst, die von den Teilnehmenden als Begründung ihrer Entscheidungen
genannt wurden. Die eher positiven Charakterisierungen sind in der jewei-
ligen Tabelle der Typen weiter oben zu finden und die negativen weiter
unten.
Es gibt auch einige Teilnehmende, die argumentierten, dass es gut wäre,
beide Typen von Visualisierungen zu haben. Eine solche Meinung findet
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sich zum Beispiel in diesem Kommentar einer Teilnehmenden wieder:
„Am Anfang habe ich gedacht, dass ich mit dem blauen [Gra-
phen] mehr anfangen kann; bei dem anderen habe ich anfangs
nichts erkannt. Wenn man in beide reinguckt, sieht man dann,
dass man mit denen unterschiedliche Sachen sehen kann“ (P08).
Charakteristika Visualisierung B, der insights types
„More appealing“ (P03)
„More serious, more scientific, more legit“ (P03)
„Shows characteristics of activity“ (P01)
„Hübscher, differenzierter“ (P11)
„Durchgängiger Datenstrom, mehr Information“ (P10)
„Gut geeignet für die Aktivitätsanaylse in feiner Form“ (P15)
„In the raw data it is easier to see patterns“ (P06)
„Die Rohdaten sind detaillierter“ (P07)
„Eine Ablenkung durch andere Daten kommt bei diesem
Typen öfter vor als bei dem anderen“ (P14)
„Looks scientific reasonable but I do not see the value“ (P02)
TABELLE 5.3: Eine Sammlung von Kommentaren, die den
insights type betreffen
Des Weiteren wurden die Teilnehmenden gebeten, einzelne Elemente
der Visualisierungen zu bewerten. Das Ergebnis ist in Abbildung 5.10b dar-
gestellt. Der Vergleich zwischen den Elementen zeigt deutlich, dass es vor
allem die Rohdaten sind, die die Teilnehmenden an dem insights type schät-
zen. Ein weiteres exklusives Element des insights types ist die Genauigkeit
der Deutung, die aber als deutlich weniger hilfreich bewertet wurde. Das
spiegelt sich auch in den Kommentaren aus Tabelle 5.3 wider, in der fast
ausschließlich der Rohdatengraph in der positiven Charakterisierung des
insights types Erwähnung findet. Eine wichtige Erkenntnis hinsichtlich ei-
ner systemischen Umsetzung ist die Tatsache, dass die Teilnehmenden die
Möglichkeit, zoomen zu können, das heißt, zwischen einer detaillierteren
und einer allgemeineren Ansicht wechseln zu können, sehr schätzten. Da-
zu ist anzumerken, dass bestimmte charakteristische Muster von Aktivi-
täten in den Rohdaten nur in einer bestimmten Granularität des Graphen
sichtbar sind. Dieser Aspekt wird in der anschließenden qualitativen Aus-
wertung des Verhaltens der Teilnehmenden näher behandelt.
Im dritten Teil des Fragebogens wurde nach dem Vertrauen gefragt, das
die Teilnehmenden mit den unterschiedlichen Visualisierungen verbinden.
Abbildung 5.10c zeigt die Ergebnisse. Hier liegt, wie bei der Frage nach
der Nützlichkeit, der insights type auf dem ersten Platz. Es ist anzunehmen,
dass ein Zusammenhang zwischen der Charakterisierung des insights types
als wissenschaftlich und exakt und dem Gefühl von Vertrauen besteht.
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Detaillierte qualitative Auswertungen
Während der Studie konnten eine Vielzahl von Beobachtungen gemacht
werden, bei denen die Teilnehmenden die Spezifika der Darstellungswei-
sen nutzten, um Informationen zu extrahieren, die über die Systeminter-
pretationen hinausgingen.
• Ausdifferenzieren von Aktivitätsmustern
Im Folgenden werden die Beobachtungen vorgestellt, bei denen die
Teilnehmenden die Visualisierungen nutzten, um Aktivitäten, in den
Beispielen Schlafen und Laufen auszudifferenzieren.26.
Bewegungsdaten als Schlafen zu deuten, gilt als eine Standardaufga-
be für Systeme zur Aktivitätserkennung. Es gibt eine Reihe von Bei-
spielen, in denen die Teilnehmenden, die Spezifika der Visualisierun-
gen nutzten, um ihr Schlafverhalten auszudifferenzieren.
In Abbildung 5.11 ist ein Beispiel dargestellt, in dem eine Teilnehmen-
de deutete, wann sie Schwierigkeiten hatte, gut zu schlafen und in
welchem Zeitraum die Teilnehmende tief schlief.
"Yes, you can see that, I was a little bit active, and then I fall
asleep finally, but only for one hour. It is so interesting that
you can say that is deep sleep". (P02)
ABBILDUNG 5.11: Die Zeit nach dem ins Bett gehen bis kurz
vor 2 Uhr nachts schlief die Teilnehmende nicht gut, danach
gab es längere ruhige Phasen
Andere Teilnehmende hatten die Intensität und die Frequenz von Be-
wegungen in den Graphen als Indikatoren für schlechten oder guten
Schlaf gedeutet. Oft war nach einer bestimmten Zeitspanne, beispiels-
weise jede Stunde, ein deutlicher Peak zu sehen. War das Erscheinen
von Peaks regelmäßig und nicht zu oft und zu stark, oder gab es sogar
überhaupt keine beobachtbare Bewegung, wurde das als guter Schlaf
gewertet. Es ist gut vorstellbar, dass auch bestimmte Schlafphasen,
26In der Studie als sleeping und walking gelabelt.
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wie sie in der Schlafforschung definiert sind, in den Daten teilweise
erkennbar wären. Unabhängig davon, ob die Graphen von den Teil-
nehmenden richtig gedeutet wurden, gab es in jedem Fall eine quali-
tative Auseinandersetzung mit dem eigenen Schlafverhalten.
Üblicherweise wird die Aktivität Laufen von kommerziellen Sys-
temen zur Aktivitätserkennung als gelaufene Zeit, Distanz oder in
Schritten repräsentiert. Selbstverständlich kann sich Laufen qualita-
tiv stark unterscheiden, was sich auch bei den Beobachtungen in der
Studie widerspiegelt. Die folgenden Beispiele beziehen sich auf Beob-
achtungen, bei denen die Teilnehmenden mit dem insights type kon-
frontiert waren. Bei diesem Typen gab es einige Situationen, in denen
Personen ihr Verhalten differenzierten, das heißt, Wissen erlangten,
das über die Erkenntnis hinausging, dass es sich um Laufen handelt.
Es war einer Teilnehmenden zum Beispiel möglich, das Laufen mit
einem Kinderwagen von einem Solo-Laufen zu unterscheiden. Dabei
handelte es sich um einen Besuch im Park, bei dem sie sich mit ihrem
Partner beim Schieben abgewechselt hatte. Das zeigt sich im ersten
Teil des unten genannten Zitats. Da sie das Muster einmal identifiziert
hatte, fand sie das Muster an einer anderen Stelle wieder, als sie ihr
Kind vom Kindergarten abgeholt hatte (siehe Abbildung 5.13). Am
Ende der Studie, das heißt im Frageteil, erwähnte die Teilnehmende,
dass das Laufen mit dem Kinderwagen etwas sehr Charakteristisches
ist, das sich in den Daten zeigt.
„Dazwischen wechseln wir uns immer ab mit dem Kinder-
wagen. Deshalb gibt es hier solche Unterbrechungen zwi-
schen dem Laufen“. [...] „Und dann noch das Laufen mit
Kinderwagen. Das war ja vor allem in der Ansicht mit den
drei Farben sehr charakteristisch“. (P09)
Ein anderes Beispiel, dargestellt in Abbildung 5.12, zeigt eine Episo-
de, die vom System als Laufen gedeutet wurde, die sich aber optisch
in zwei Abschnitte teilt. Die Teilnehmende war erst irritiert über den
Bruch in der Darstellung in den Rohdaten, konnte sich dann aber er-
innern, dass sie auf dem Hinweg mit ihrem Handy gespielt hatte und
auf dem Rückweg nicht.
„Doch ich weiß was es sein kann. Es ist meistens so, dass ich
beim Hinweg mit dem Handy rumspiele und beim Rück-
weg laufe ich ganz normal“. (P09)
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ABBILDUNG 5.12: Laufend mit dem Smartphone in der
Hand (links) und laufend ohne Smartphone
ABBILDUNG 5.13: Links: Auf dem Weg zum Kindergarten,
Links: Auf dem Weg zurück mit dem Kinderwagen
ABBILDUNG 5.14: Laufen auf dem Laufband im Fitnessstu-
dio
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Die Erkenntnisse folgten nicht aus der Betrachtung der Daten alleine,
jedoch ermöglichte die Betrachtung der Daten eine neue Perspekti-
ve, indem beispielsweise durch die Verwunderung über das Darge-
stellte eine Erinnerung ausgelöst wurde. Es gibt noch andere Beispie-
le in denen Teilnehmende eine Ausdifferenzierung eines bestimmten
Laufverhaltens vornahmen, beispielsweise als eine Teilnehmende Ab-
schnitte in dem sie mit einer Einkaufstüte lief von einem Laufen ohne
Tüte unterschied (P05).
Ein weiteres Beispiel ist eine Episode in der eine Teilnehmende ein
Laufband im Fitnessstudio benutzte (siehe Abbildung 5.14). Hier war
die Teilnehmende irritiert, wo sie denn gelaufen wären, da sie sich
zu der Zeit im Fitnessstudie befunden hatte. Die Irritation kam daher,
dass die Person nicht dachte, dass das System Laufen auf dem Laufband
als Laufen erkennen könnte, da man sich doch nicht wirklich fortbe-
wegt. Ein Vergleich mit anderen Mustern normalen Laufens und der
genauen Erinnerung an die Zeit auf dem Laufband überzeugte die
Teilnehmende, dass es dem System grundsätzlich möglich ist auch
Laufen auf dem Laufband als Laufen zu erkennen.
Die Beispiele zeigen, dass vor allem die Rohdaten zu einem Nachden-
ken über die Aktivitäten beziehungsweise des Dargestellten anregen.
• Identifizieren von Aktivitätsmustern
Zu Beginn waren die Teilnehmenden insbesondere von den Rohda-
ten überfordert und fragten sich unter anderem, was jede Farbe re-
präsentiert. Während der Interaktion mit dem Tool hat eine Mehr-
zahl der Teilnehmenden zumindest teilweise gelernt, die Graphen in
verschiedenen Hinsichten zu deuten. Den Rohdaten als eine Art der
Vermittlung von Systemmechanismen wurde in der Studie die meiste
Aufmerksamkeit geschenkt.
Zentral war dabei die visuelle Erscheinung von Regelmäßigkeiten,
die sich von Segmenten ohne Regelmäßigkeit oder von Segmenten
mit anderer Regelmäßigkeit unterschieden. Wie damit umgegangen
wurde, zeigten teilweise schon die vorangegangenen Beispiele. Dies
wird im Folgenden aber noch einmal vertieft.
In diesem Abschnitt werden die Beispiele zusammengefasst, in denen
die Teilnehmenden lernten, einzelne Muster oder generell Muster in
den Rohdaten zu verstehen. Das erste Beispiel befasst sich mit einem
Abend im Fitnessstudio, in dem die Teilnehmende unterschiedliche
Übungen an verschiedenen Geräten durchführte. Das Beispiel, das in
Abbildung 5.15 dargestellt ist, wurde von ihr wie folgt kommentiert:
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„Die ist die Übung für die geraden Bauchmuskeln. Die ma-
che ich etwas länger. Dann mache ich kurz Pause, und dann
links und rechts jeweils einen Satz. Dann mache ich eine
Pause. Dann wieder die geraden ein bisschen länger, Pau-
se, links und rechts, Pause, die geraden, links und rechts“.
(P15)
ABBILDUNG 5.15: Übungen im Fitnessstudio
Ein anderes Beispiel befasste sich mit einem Arbeitstag an der Uni-
versität. Die Teilnehmende hatte eine Reihe von Meetings im Verlauf
des Tages. Mit Blick auf die Rohdaten fand sie Hinweise, welcher Ab-
schnitt ein Treffen mit Studenten zeigte und welcher ein Treffen mit
dem eigenen Betreuer (Supervisor). Das folgende Zitat stammt von
dem Zeitpunkt, an dem sie erkannte, dass es sich bei einem Zeitab-
schnitt um ein Treffen mit Studenten handelte. Sie war überrascht,
wie aktiv sie in dem Treffen war, so dass sie es fast als demütigend
empfand, wie viel sie gestikuliert hatte, wenn sie mit den Studenten
sprach bzw. ihnen etwas erklärte (siehe Abbildung 5.16). Die Optik
der Rohdaten unterschied sich grundlegend von einem späteren Tref-
fen mit ihrem Betreuer an dem sie weniger gestikuliert hatte. Auf die-
se Unterscheidung kam sie mehrmals in der Betrachtung der aufge-
zeichneten Woche zurück.
„I had that meeting with a group of students, around 11.30.
This is really active, which makes sense, because when I
talk, I gesticulate a lot. An that was an hour meeting, pret-
ty much that is me talking. That is almost embarrassing“.
(P03)
154 Kapitel 5. Konsequenzen Self-Tracking-Techniken
ABBILDUNG 5.16: Um 11.30 traf sich die Teilnehmende mit
Studenten, die sie betreute
Privatsphäre und Datenschutz
Der letzte Teil des Fragebogens befasste sich mit Fragen zur Bereitschaft der
Teilnehmenden, personenbezogene Daten zu teilen. Die Herausforderun-
gen, die die Privatsphäre sowie den Datenschutz betreffen, sind mit Blick
auf die Techniken des Self-Tracking von besonderer Brisanz. Alltägliche
Aktivitäten, die heute schon mit kommerziellen Geräten gedeutet werden
können, sagen viel über das Leben von Personen aus, wie es zu Beginn mit
Blick auf die Anwendung in der psychologischen Therapie angesprochen
wurde.
Ein System, wie es hier verwendet wurde, das potentiell ein sehr breites
Spektrum an Aktivitäten erkennen könnte, ist besonders kritisch. Mit Be-
zug auf die Vermittlung von Systemmechanismen liegt der Schluss nahe,
dass davon ein positiver Effekt für die Privatsphäre ausgeht, weil sie dem
Nutzer Informationen über den Umgang mit den Daten vermittelt.27
In diesem letzten Frageteil wurden die Personen gebeten, anzugeben,
welche Elemente in den Visualisierungen sie gewillt wären, zum einen mit
der Öffentlichkeit und zum anderen mit Freunden zu teilen. Einige der
27Es gibt eine rege wissenschaftliche Diskussion zum Konzept der Privatsphäre (Priva-
cy), die sehr heterogen ist. Als eine prominente Vertreterin nennt Nelen Nissenbaum die
richtigen Vorstellung über den Informationsfluss von persönlichen Daten als eine zentrale
Forderung einer Bewahrung von Privatsphäre. Zu diesem Informationsfluss können meiner
Meinung nach auch die Systemmechanismen gehören. Siehe dazu Nissenbaum, 2009.
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Teilnehmenden erwähnten, dass sie denken, dass sich doch niemand für
ihre Aktivitätsdaten interessieren würde. Bei genauerer Nachfrage wurde
jedoch eingeräumt, dass solche Daten unter anderem für Versicherungen
sowie zukünftige Arbeitgeber relevant sein könnten:
„I think, data tells a lot and the problem is, someone has the
data, you do not trust. I think your future employer has a look
on your data. This would be really weird“. (P02)
Einige Teilnehmende, die angaben, dass sie nicht gewillt seien, ihre Da-
ten zu teilen, wurden bezüglich ihrer Self-Tracking-Historie und damit zu-
sammenhängend mit ihrer Praxis zum Teilen von Daten befragt. Zwei Zi-
tate zeigen die Reaktionen der Teilnehmenden auf diese Nachfrage:
„I think this is something I would share, because I already share
it, and I completely forgot that. Maybe I should just log in and
change it“. (P03)
„Naja gut, ich benutze häufig dieses Runtastic, das sehen An-
dere natürlich schon, aber das ist eigentlich kein bewusstes Tei-
len“. (P13)
Ein anderer interessanter Aspekt ist der Informationsgehalt von Be-
schleunigungsdaten, die erst durch eine maschinelle Deutung ihr Potential
entfalten können. Sensordaten von einem Beschleunigungssensor sind im
Gegensatz zu beispielsweise visuellen Sensoren (Kameras) für sich alleine
erst einmal nicht sehr aussagekräftig. Eine der Teilnehmenden bezog sich
auf diesen Aspekt der Potenzialität.
„Ja, wenn man sich damit auskennt, kann man eine Menge aus
den Daten herauslesen. Wenn ich es mit der Öffentlichkeit teile,
dann teile ich es ja mit jedem, dann teile ich es auch mit dir und
du kannst ja was damit anfangen oder irgendein anderer Ex-
perte auf diesem Gebiet. Da hätte ich jetzt nicht so Bock drauf“.
(P09)
5.3.5 Diskussion der Ergebnisse
Die Auswertungen der Studie in quantitativer und qualitativer Hinsicht
wurden in den vorherigen Abschnitten vorgestellt. Diese Ergebnisse wer-
den im Folgenden hinsichtlich der Konzepte zur Selbstreflexion (5.4) disku-
tiert, insbesondere mit Bezug auf Baumers Arbeit. Die Möglichkeiten und
Grenzen der Selbstreflexion werden dabei in Abhängigkeit von den beiden
Visualisierungstypen betrachtet. Eine Diskussion der Ergebnisse mit Bezug
auf die Hybridisierungstheorie folgt im abschließenden Abschnitt dieses
Kapitels.
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Diskussion anhand der Dimensionen von Selbstreflexion
In der folgenden Diskussion dienen die drei Dimensionen von Selbstrefle-
xion, wie sie Baumer vorstellt, als Grundlage. Den Anfang macht ein Ver-
ständnis von Reflexion als breakdown. Dieser Typ bezeichnet ein auffällig
werden von impliziten Strukturen, das heißt, eine Störung des Gewohnten
als Ergebnis einer bewussten Explikation. Mit Bezug auf die Technik der
Aktivitätserkennung werden Verhalten und Gewohnheiten in der Weise ex-
plizit gemacht, indem eine konkrete Deutung durch das System nahegelegt
wird.
In der Studie gab es eine Reihe von Beobachtungen, die diese Merkmale
aufwiesen, beispielsweise wenn eine der Teilnehmenden sagte: „it is a little
depressing; my days are all the same“ (P06). Diese Aussage war mit Blick
auf die Übersichtsdarstellungen der Visualisierungen hinsichtlich der all-
täglichen Routinen, vor allem der Aktivitäten bei dem alltäglichen Weg zur
Arbeit und zurück, gemacht worden. Die Beobachtung der Teilnehmenden
bezog sich auf beide Typen von Visualisierungen, zwischen denen sie auf
der Übersichtsebene hin- und herwechselte.
Häufiger wurde ein reflexiver breakdown beim insights type, vor allem
hinsichtlich dem Visualisierungselement Rohdaten, beobachtet. Ein Bei-
spiel aus der Studie war das Meeting mit Studenten, bei dem es die Teilneh-
mende nahezu beschämend („embarrassing“) empfand, als sie herausfand,
dass die Ausschläge des Graphen mit den Bewegungen des Armes zusam-
menhängen müssen, der sich augenscheinlich sehr viel bewegt, wenn sie
mit Studenten spricht. Bei beiden Beobachtungen einer Reflexion im Sinne
eines breakdown ist es nicht klar, ob die Erkenntnisse hinsichtlich der Ak-
tivität dazu führten, dass die Teilnehmenden etwas am eigenen Verhalten
ändern wollten.
Der zweite Typus von Reflexion wurde als inquiry bezeichnet. Die Refle-
xion beschreibt demnach die aktive Praxis des Nachforschens in der Form
eines Aufstellens und Testens von Hypothesen. Die meisten Anwendun-
gen, die im Bereich des Quantified Self diskutiert werden, können diesem
Typus zugeordnet werden. Das heißt, die Beobachtung von bestimmtem
alltäglichem Verhalten, das quantitativ erfasst werden soll, um es mit ande-
ren Aspekten zu vergleichen oder Langzeittrends zu erfassen. Die Quanti-
fizierung beinhaltet diesen wissenschaftlichen Aspekt, nachdem das alltäg-
liche Verhalten Gegenstand einer quantitativen Repräsentation sein kann,
wobei einzelne Aktivitäten andere bedingen. Ein gezieltes Eingreifen kann
dann gegebenenfalls zu einer Optimierung im Sinne einer Vermeidung ei-
nes bestimmten Verhaltens oder einer Änderung des Verhaltens führen.
Mit Blick auf die Ergebnisse der Studie kann man sehen, dass die Ver-
mittlung von Systemmechanismen zu einem Wissen über die Bedingungen
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der Zuordnung von einzelnen Labels zu bestimmten Daten, unter anderem
Laufen und Schlafen, geführt hat. Dieses Wissen konnte dann in andere
Situationen übertragen werden, wie es im Beispiel mit dem Kinderwagen
der Fall war. Ein Ausdifferenzieren hin zu einzelnen Typen von Aktivitä-
ten könnte dann Grundlage für ein weiterführendes Nachforschen werden.
Basis für ein Ausdifferenzieren ist es, dass Personen Abschnitte mit ver-
schiedenen Erscheinungen unterscheiden, vor allem die Übergänge zwi-
schen verschiedenen Aktivitätsmustern erkennen. Die Regelmäßigkeit, mit
der ein Muster erscheint, ist immer abhängig von der Perspektive. Aus die-
sem Grund war es sinnvoll, dass Nutzer die Granularität der Visualisierung
der Graphen durch Zoomen verändern konnten. In der Studie konnte man
beispielsweise beobachten, wie eine Person die Übungen im Fitnessstudio
schnell in den Rohdaten wiederfinden konnte, ohne dass sie gelabelt waren.
Ein solches Erkennen von Mustern könnte dann Grundlage für ein händi-
sches Labeln sein, wobei die gelabelten Daten dann dem System als Trai-
ningsdaten dienen können, was den Raum des Quantifizierbaren erweitern
kann.
Bei der transformation handelt es sich um eine Reflexion, die eine media-
le Vorstellung eines Bereichs als Ergebnis hat, das heißt, nicht nur die Inter-
pretation von Beobachtungen als Ergebnis von tatsächlich Passiertem, son-
dern als Basis für alternative Vorstellungen. Inwiefern die Deutungen von
alltäglichen Aktivitäten eine alternative Vorstellung beispielsweise über
das Leben der Personen angeregt haben, lässt sich schwer aus den Ergeb-
nissen der Studie ableiten. Ich argumentiere, dass die Vermittlung von Sy-
stemmechanismen die Ergebnisse (Systeminterpretationen) hinsichtlich der
Bedingungen der Deutung kontextualisiert und so die Möglichkeit eröffnet,
eine alternative Bewertung des eigenen Verhaltens zu erdenken. Zu wissen,
wie das System arbeitet, sensibilisiert den Nutzer auch dafür zu begreifen,
was nicht quantifizierbar ist und trotzdem Bedeutung hat.
Es hat sich gezeigt, dass alle Dimensionen der Reflexion in der insights
type-Visualisierung, vor allem auf Basis von Rohdaten, beobachtet werden
konnten oder zumindest vorstellbar sind.
Möglichkeiten und Grenzen dieses Ansatzes für ein Systemdesign
Es wurde gezeigt, dass die Vermittlung von Systemmechanismen, wie es
anhand des insights type realisiert wurde, die Selbstreflexionen wie defi-
niert befördern kann. Man kann sich vorstellen, dass der insights type in
vielen Aspekten nachhaltiger sein kann, als der simple type, da er eine sehr
individuelle Anwendung ermöglicht.
Aus praktischer Sicht kann es Gründe geben, die dafür sprechen, dass
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bei einer realen Implementierung einer Darstellung von Systemmechanis-
men die Nutzer überfordert sind, vor allem dann, wenn sie nicht, wie in der
Studie, durch die Rolle als Teilnehmende motiviert sind, sich mit den Gra-
phen auseinanderzusetzen. In den Kommentaren, die die Teilnehmenden
für die Bewertung der beiden Visualisierungstypen verfasst haben und die
in den Tabellen (Tab. 5.2 und Tab. 5.3) zusammengefasst wurden, kann man
auch herauslesen, dass nicht alle gewillt sind, sich mit der vielschichtigen
Darstellung der Rohdaten auseinanderzusetzen.
Für die Teilnehmenden, die sich auf Muster konzentrierten und dabei
nicht jeden Peak überbewerteten, hatte die Vermittlung von Systemmecha-
nismen den größten Nutzen. Die Teilnehmenden waren alle Mitarbeiter
oder Studenten an der Universität, so dass davon auszugehen ist, dass ihre
Bereitschaft, sich mit komplexen Daten auseinanderzusetzen, höher ist als
bei der durchschnittlichen Bevölkerung. Diese Tatsache ist relevant für eine
Kontextualisierung der Ergebnisse.
Zudem ist anzunehmen, dass die Grenzen dessen, was Nutzer beispiels-
weise an Rohdaten verarbeiten können, mit den dreiachsigen Sensordaten,
die in drei Farben visualisiert wurden, erreicht ist. Beispielsweise 6- bis
9-achsige Bewegungssensoren, wie sie bei aktuellen IMUs zu finden sind
(siehe Abschnitt 5.1.2), übersteigen in ihrer Rohform eine verstehbare Dar-
stellbarkeit. Da die so entstehende große Menge an Daten für die automati-
sche Deutung durch den Klassifikator vorverarbeitet werden müssten, las-
sen sich auch hier Zwischenschritte finden, die vermittelt werden könnten.
Der Ansatz zur Vermittlung von Systemmechanismen kann als viel-
versprechend gesehen werden, um eine nachhaltige Nutzung von Self-
Tracking-Techniken zu ermöglichen. Doch ist ein solches Systemdesign si-
cher nicht für jede Anwendung geeignet. Ein großes Potenzial kann man in
Anwendungen sehen, in denen Personen gewillt sind, die zu Beginn viel-
schichtigen Visualisierungen verstehen zu lernen. Eine mögliche Anwen-
dung könnte der Gesundheitsbereich sein, wie es beispielsweise als Szena-
rio in der ersten Studie gezeigt wurde. Neben den schon angesprochenen
Anwendungsszenarien, unter anderem in der psychologischen Therapie,
ist die Therapie von chronischen Schmerzen ein möglicher Bereich. Eine der
Teilnehmenden der Studie hatte einen psychotherapeutischen Hintergrund
und erwähnte in der Diskussion ihre Einschätzung zu einem möglichen
Nutzen für die Schmerztherapie.
„Oft ist es ja mit den Schmerzen so, dass Leute sich eben über-
wältigt fühlen und sich vom Schmerz leiten lassen. Aber wenn
sie das Problem aktiv managen können, dann haben sie wieder
das Heft in der Hand. Das ist ein wesentlicher psychologischer
Gesichtspunkt“. (P08)
5.4. Die Ergebnisse der Studien aus Sicht der Hybridisierungstheorie 159
Man kann die Aussage so verstehen, dass ein einfaches oder sogar spie-
lerisches Feedback, wie es bei gängigen Self-Tracking-Geräten häufig der
Fall ist, bei Patienten ein Gefühl produzieren könnte, dass sie in ihrer Er-
krankung nicht ernst genommen werden. Eine Beteiligung des Patienten
bei der Deutung der eignen Daten könnte ein geeigneterer Weg sein.
5.4 Die Ergebnisse der Studien aus Sicht der Hybridi-
sierungstheorie
In beiden Studien wurde untersucht, ob die Vermittlung einzelner Aspek-
te der Systemmechanismen aus Sicht der Nutzer im Rahmen verschiede-
ner Anwendung intelligenter Self-tracking-Systeme als hilfreich empfun-
den wurde. Verglichen wurden dabei Visualisierungen, die Aspekte der
Mechanismen vermittelten, mit solchen, die keine Vermittlung von Aspek-
ten enthielten. Der Vergleich zeigte, dass die Teilnehmenden in der Tat ers-
tere präferierten (5.2.5 und 5.3.4). Die Präferenz konnte anhand der Fra-
gebögen, in denen die Teilnehmenden ihre Erfahrungen mit den Visuali-
sierungstypen resümierten, aufgezeigt werden. Neben dieser Auswertung
wurden in der zweiten Studie zusätzlich Audiomitschnitte angefertigt, die
den Umgang der Teilnehmenden dokumentierten und als Grundlage dafür
dienten, die Möglichkeiten einer Selbstreflexion qualitativ zu untersuchen
(5.3.5). Diese qualitativen Ergebnisse werden im Folgenden aus Sicht der
Überlegungen zur Hybridisierung von Menschen durch Technik diskutiert.
Die Hybridisierung gilt als ein Prozess, der je nach System, Anwendung
und Nutzer von unterschiedlicher Dauer sein kann. Der Beobachtungszeit-
raum der Studie, in dem der Umgang der Teilnehmenden mit der Tech-
nik untersucht wurde, war dagegen stark begrenzt – alles andere hätte den
Rahmen der interdisziplinären Arbeit gesprengt. Man kann den in der Stu-
die untersuchten Zeitraum als eine erste, intensive Begegnung mit dem Sys-
tem charakterisieren. Als eine zentrale Bedingung für den möglichen Erfolg
einer Hybridisierung wurde die Möglichkeit einer medialen Erfahrung aus-
gearbeitet, die hinsichtlich von intelligenter Technik als schwierig erachtet
wurde, weil eine Wahrnehmung bzw. Erfahrung von Spuren nicht mög-
lich sei. Der Visualisierungstyp mit dem Namen insights type, der als einer
von zwei Typen in der Studie Verwendung fand, hatte den Anspruch, die
Schwierigkeiten einer Spurenwahrnehmung zu kompensieren. Auf Basis
dieser Studienkonstellation stellt sich die Frage, ob es Beobachtungen gab,
die als Hinweis aufgefasst werden können, dass es Teilnehmenden mit Hil-
fe dieser Visualisierungstypen möglich war, die Medialität des Systems zu
erfahren.
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Die Überlegungen von Christoph Hubig, die in Abschnitt 3.1.3 disku-
tiert wurden und in Abschnitt 3.3 hinsichtlich intelligenter Techniken ver-
tieft wurde, bilden den Rahmen zur Beantwortung dieser Frage. Er nennt
„Überraschungs-, Enttäuschungs-, Widerfahrnis- und Gelingenserlebnis-
se“ im Erproben eines Umgangs mit Technik, die in bestimmter Hinsicht
als Spuren des Mediums erfahren werden können. Die mediale Erfahrung
ist aber nur möglich, so die Theorie, wenn die genannten Erlebnisse im
Kontext ihrer Verursachung betrachtet werden. Um die Ergebnisse der Stu-
die hinsichtlich der Möglichkeit der Hybridisierung zu untersuchen, sind
in erster Linie die Fälle von Interesse, in denen davon ausgegangen wird,
dass die Teilnehmenden bezüglich ihrer Erwartungen enttäuscht wurden
bzw. sie von den Nutzungsergebnissen überrascht waren.
Die transkribierten Audioaufnahmen bildeten die Datengrundlage für
die Auswertung der Studie zu den Möglichkeiten und Grenzen der Selbs-
treflexion mit Self-Tracking-Techniken. Es war Aufgabe der Teilnehmen-
den, Auskunft über das eigene Verhalten zu geben und ihre Erfahrungen
zu erklären. Da das Verhalten von den Teilnehmenden verbalisiert wur-
de, handelte es sich dabei um eine bewusste bzw. reflektiertes Aktivität.
Im Rahmen der Diskussion der phänomenologischen Ansätze wurde argu-
mentiert, dass die Hybridisierung vor allem im Modus leiblichen Lernens
erfolgt und gerade keine intellektuelle Leistung ist. In dieser Diskussion
wurde aber auch hervorgehoben, dass sich das Erlernen bzw. Erproben ei-
nes Umgangs durch einen gewissen kognitiven Akt auszeichnet. Damit ist
das Studiendesign prinzipiell geeignet, die Hybridisierungstheorie in die-
ser Hinsicht zu reflektieren.
In der Diskussion der Ergebnisse zur Selbstreflexion zeigte sich, dass
die Teilnehmenden in vielen Fällen auf Basis der insights typ-Visualisierung
Erfahrungen machten, die als eine mediale Erfahrung aufgefasst werden
kann. Einige Situationen, die in dieser Hinsicht aufgefasst werden können,
werden im Folgenden noch einmal dargestellt.
Zum Beispiel gab es Situationen, in denen Teilnehmende irritiert waren,
dass die Ergebnisse, die das System nach Auswertung ihrer Aktivitäten
visualisierte, nicht mit ihren Erinnerungen übereinstimmten. Da die Teil-
nehmenden eine adäquate Deutung ihres Verhaltens erwarteten, charakte-
risiere ich diese Fälle als enttäuschte Erwartungen. In einem Teilabschnitt
in 5.3.4 wurden Nutzungssituationen beschrieben, in denen Teilnehmende
Aktivitäten, die als Laufen gedeutet wurden (in der Studie walking), aus
verschiedenen Gesichtspunkten weiter ausdifferenzierten. Es handelte sich
dabei in einigen Fällen um enttäuschte Erwartungen, weil die Personen die
Systemdeutung nicht teilten.
Das zeigte sich am Beispiel der Nutzungssituation, in der eine Teilneh-
mende sich wunderte, warum das System behauptet, dass sie über einen
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längeren Zeitraum gelaufen sei, was sich aber nicht mit ihren Erinnerun-
gen deckte. Vielmehr erinnerte sie sich, dass sie in der Zeit im Fitnessstudio
gewesen sei. Als sie sich mit den Mustern in den Rohdaten auseinander-
setzte, erkannte sie deutlich das Muster für Laufen, dass sie an vielen ande-
ren Stellen zuvor schon gesehen hatte und sich dort mit ihren Erinnerungen
gedeckt hatte. Dabei wurde ihr klar, so die Deutung ihrer Aussagen, dass
es sich um ein Laufen nicht nur handeln könnte, sondern geradezu han-
deln musste. Es musste demnach das Laufen auf dem Laufband sein, was
hier erkannt wurde. Etwas, dass ihr deshalb nicht in den Sinn gekommen
war, weil sie Laufen mit einem zurückgelegten Weg verknüpft hatte, was
ja auf dem Laufband nicht der Fall war. Als Folge revidierte bzw. passte sie
ihrer Vorstellung über die Systemleistungen an. Es waren die Rohdaten als
ein Element der insights typ-Visualisierung, die dazu dienten, die Störung
in der Erwartungshaltung schnell aufzulösen.
Zudem gab es in den Studien Situationen, in denen Personen selbst
Muster in den Rohdaten herauslesen konnten und einmal identifizierte
Muster zu einem anderen Zeitpunkt in den Daten wiedererkannten (Buggy-
Beispiel in 5.3.4). Charakteristische Muster (im engl. Patterns) im zeitlichen
Verlauf von Sensordaten bilden die Basis dessen, wie physische Aktivitäten
von einem maschinellen Lernsystem gedeutet werden. Die entwickelten Fä-
higkeiten, Muster zu erkennen und zu vergleichen, zeigt, dass die Personen
einen grundlegendes Prinzip des lernenden Systems praktisch verstanden
hatten.
Es war zu beobachten, dass die Vermittlung einzelner Aspekte der Sy-
stemmechanismen vor allem in Form der Rohdaten eine partielle Rekon-
struktion der Medialität des Systems zuließ. Das heißt, die Möglichkeiten
und Grenzen technischer Wirksamkeit wurde in bestimmter Hinsicht bes-
ser erfahren als es dies ohne den Zugang zu diesen Elementen der Sy-
stemmechanismen der Fall gewesen wäre. Eine weitreichende Erfahrung
der Fülle möglichen Wirkens wird als Basis eines Vertraut-werdens mit der
Technik mit dem Ziel einer gelingenden Hybridisierung verstanden.
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Kapitel 6
Schluss und Ausblick
In diesem abschließenden Kapitel werden die Ergebnisse der Arbeit zusam-
mengefasst und in Form eines Ausblicks Überlegungen angestellt, wie die
Hybridisierung von Menschen durch intelligente Techniken aus normati-
ver Perspektive zu bewerten ist.
6.1 Zusammenfassung
Ziel dieser Arbeit war es, das Verhältnis von Mensch und intelligenter Tech-
nik als eine Form der Hybridisierung begrifflich zu bestimmen und daraus
Konsequenzen für eine praktische Gestaltung zu erörtern.
Die Hybridisierung des Menschen durch Technik wurde in der Arbeit
hinsichtlich des Verständnisses eines Prozesses, der die Genese der funk-
tionalen Beziehung beider Entitäten betrifft, behandelt. Mensch-Technik-
Hybride sind funktionale Verbindungen von Menschen und Technik in all-
täglichem Handeln und Wahrnehmen. Ausgehend von einem allgemeinen
Verständnis der Hybridisierung des Menschen durch Technik wurde die-
ses Verständnis auf die Rolle und Bedeutung der intelligenten Techniken
hin erweitert bzw. spezifiziert. Ermöglicht wurde dies in erster Linie durch
den interdisziplinär motivierten Bezug auf konkrete intelligente technische
Systeme. Dieser bot sich an, da so die philosophischen Überlegungen am
Gegenstand geschärft und die philosophischen Konzepte gleichzeitig für
die technische Forschung greifbar gemacht werden konnten.
Intelligente Techniken sind in dieser Arbeit als Systeme charakterisiert
worden, die Muster in Daten, beispielsweise Sensordaten, im Rahmen eines
festgelegten Kategoriensystems deuten und darauf aufbauend bestimmte
Aktionen vollziehen können. Eine zentrale Bedingung dabei ist, dass die
Deutungskompetenz der intelligenten Techniken nicht auf expliziten Fest-
legungen der Gestalter basiert, sondern das Resultat eines Lernprozesses
ist, in dem die Techniken Trainingsdaten sowie ein bestimmtes Bereichs-
wissen akkumulierten und auszuwerten lernten (siehe Abschnitt 2.1.1).
Das philosophische Verständnis der Hybridisierung wurde ausgehend
von der Medienphilosophie der Technik und der Leibphänomenologie ent-
wickelt.
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Die Rolle der individuellen Erfahrung von Medialität für die Hybridi-
sierung
Aus Sicht der Medientheorie sind Medien keine neutralen Vermittler, Mit-
tel oder Instrumente, die vollständig unter menschlicher Kontrolle stehen,
vielmehr werden Medien – je nach theoretischem Ansatz – eine autonome
oder teilautonome Wirksamkeit zugeschrieben. Sybille Krämer (3.1.2) argu-
mentiert, dass Medien, zu denen sie auch eine Vielzahl an Techniken zählt,
eine Eigenständigkeit zugesprochen werden kann, die sich aber nur im Zu-
sammenspiel mit dem menschlichen Handeln entfaltet. Sie beschreibt das
gemeinsame Wirken von Menschen und Medien als eine „operative Ein-
heit“’, wobei es sich stets um eine Aktualisierung der Potentialität beider
Entitäten handelt.1 Krämer spricht davon, dass sich die Einheit aus Mensch
und Medium, die ich als eine hybride Konstellation verstehe, dadurch aus-
zeichnet, dass die Technik als Medium in der Nutzung verschwindet und
eine Neutralisierung des Mediums im „störungsfreien Vollzug“ stattfin-
det.2 Dabei bezieht sie sich auf andere populäre Autoren der Medientheorie
wie Heider, Luhmann oder Mersch, die hinsichtlich des Verschwindens der
Technik ein ähnliches Bild entwerfen.3
Der Fokus meiner Arbeit liegt auf der Entstehung dieser operativen Ein-
heit, verstanden als eine in individuellen und lokalen Situationen entstehen-
de hybride Konstellation von Mensch und Technik. Bei Krämer spielt die
Entstehung, das heißt der Prozess der Hybridisierung, selbst keine Rolle,
vielmehr betrachtet sie Konstellationen, die sich, so kann man ihre Ausfüh-
rungen deuten, in ihrer Hybridität verfestigt haben. Dem gegenüber wurde
in der Arbeit argumentiert, dass das Verschwinden des Mediums im Voll-
zug nicht einfach gegeben, sondern bereits das Ergebnis einer Hybridisie-
rung von Mensch und Medium darstellt.
Diese Hybridisierung als Prozess einer Verbindung von Mensch und
Technik wurde mit Bezug auf Überlegungen von Christoph Hubig (3.1.3)
und Bruno Latour (3.1.4) untersucht. Latours soziologisches Interesse
richtet sich auf hybride Konstellationen aus menschlichen und nicht-
menschlichen Akteuren, wobei es sich bei Nicht-Menschen vor allem um
Techniken handelt (präziser: materielle Dinge, die als Techniken verstan-
den werden bzw. im Umgang mit dem Menschen zu Techniken werden).
Er spricht in diesem Zusammenhang von Kollektiven, in denen Techniken
als (materielle) Dinge mit Menschen ein hybrides Verhältnis eingehen und
so eine soziale Rolle einnehmen.4 Hybride aus Menschen und Technik sind
1Siehe u. a. Krämer, 2008, Karte als technisches Medium, S. 334.
2Krämer, 2008, S. 335, S. 27.
3Krämer, 2008, S. 273f verweist auf: Heider, 1927,Luhmann, 2001, Mersch, 2003.
4Latour, 2006, S. 504.
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nach seiner Ansicht nicht nur funktionale Verbindungen, obwohl er einige
Beispiele in dieser Hinsicht diskutiert (u. a. Mensch-Waffe, Pipette-Pasteur),
sondern sind grundlegender als Teil eines sozialen Netzwerks zu verste-
hen, in dem Eigenschaften des einen im anderen wirksam werden.5 In La-
tours Überlegungen findet sich das Konzept des „Blackboxing“, welches
ein Verbinden von Menschen und Technik als einen (reversiblen) Prozess
beschreibt, der die „vereinte Produktion [Agieren] von Akteuren und Ar-
tefakten völlig undurchsichtig macht“.6 Das „Blackboxing“ ist ein erster
Aspekt bei der Konkretisierung der Hybridisierung von Menschen durch
Technik.
Christoph Hubigs Ansatz ist geeignet, die im alltäglichen Gebrauch
vonstattengehende Verbindung von Menschen und Technik als einen Pro-
zess in einer bilateralen funktionalen Hinsicht zu vertiefen. Für seine Kon-
zeption spielt die Medialität als Gegenstand einer individuellen Erfahrung
eine entscheidende Rolle. Eine mediale Vorstellung, die vom Nutzer ent-
wickelt wird, besteht in dem praktischen Wissen über die Möglichkeiten
und Grenzen des Wahrnehmens und Handelns im Medium der Technik.
Die Medialität einer Technik kann dabei partiell, in der Form eines „negati-
ve[n] Sich-Zeigen[s]“ in der Nutzung Schritt für Schritt erfahren werden.7
Die Medialität als Möglichkeitsraum kann aber laut Hubig nie Gegenstand
einer abschließenden Vorstellung werden. Als Resultat dieses Prozesses,
der als eine mediale Erfahrung bzw. Rekonstruktion verstanden wird, zeigt
sich, wie die Technik im alltäglichen Umgang als Vermittelndes, als Genutz-
tes, als Mittel zu einem Zweck für den Nutzer zu verschwinden scheint. Die
Rekonstruktion des Mediums erfolgt laut Hubig infolge bestimmter Erfah-
rungen wie z. B. Erwartungsenttäuschungen der Nutzer.
Der Ausgangspunkt für eine Hybridisierung ist die erste Begegnung
von Mensch und Technik. Lernt eine Person eine Technik neu kennen8, fasst
die Person, je nach Vorwissen, das sich aus einem vorherigem Umgang mit
ähnlichen Dingen speist, den Gegenstand in einer bestimmten Weise auf –
sie deutet ein Element des Gegenstands etwa als Griff oder als Taste. Be-
stimmte, mehr oder weniger explizite Zwecke und Vorstellungen über die
Umgangsmöglichkeiten mit der Technik führen bei den Techniknutzern zu
der Ausbildung bestimmter Erwartungen und Handlungsweisen. Entspre-
chen die Ergebnisse der Nutzung nicht den Erwartungen, passt der Nutzer
als Reaktion darauf seine Aktionen an oder korrigiert seine Erwartungen.
Schritt für Schritt erfährt eine Person auf diese Weise die Medialität der
5Siehe dazu die Überlegungen von Latour, 2006, S. 504.
6Latour, 2006, S. 491.
7Hubig, 2006, S. 160.
8Bei Latour ein erstes Interesse oder bei Callon ein interessement, Callon, 1986.
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Technik, d. h. alles das, was mit und durch eine bestimmte Technik mög-
lich und ermöglicht wird. Unter Medialität der Technik lassen sich insofern
die Möglichkeiten und Grenzen einer Technik verstehen, die im Rahmen
konkreter Handlungskontexte erfahrbar werden. Im gleichen Zuge verfei-
nern sich eventuell auch die Fähigkeiten der Nutzer im Umgang mit der
Technik. Die Erfahrung ist dabei nicht als eine explizite Thematisierung zu
verstehen, sondern als ein implizites Abgleichen von Erwartung und Re-
sultat.
Die Hybridisierung als eine Weise der Verleiblichung
Die Überlegungen zur Hybridisierung aus medientheoretischer Sicht lie-
ßen sich in der Arbeit unter Rückbezug auf die Phänomenologie des Lei-
bes erweitern. Unter Bezug auf Merleau-Ponty kann die Hybridisierung als
eine Weise der Verleiblichung charakterisiert werden. Merleau-Ponty be-
schreibt die Verleiblichung mithilfe des Konzepts des Körperschemas. Das
Körperschema ist eine Konzeption menschlich-körperlicher Existenz, die
die Tatsache beschreibt, dass der eigene Körper als Leib beim Handeln und
Wahrnehmen nicht in seinen einzelnen Segmenten, beispielsweise in Form
bestimmter Muskelgruppen angesprochen wird, sondern in seiner Gesamt-
heit bekannt ist und erfahren wird. Dabei gilt das Körperschema nicht nur
für die Glieder des Körpers, die sich als Leibliches versammeln, sondern
Merleau-Ponty versteht auch Dinge, die als Technik gebraucht werden, als
Teil dieses Schemas. Ein Beispiel für eine Technik, die in das Körperschema
integriert und als Erweiterung des Gliedersystems dient, ist der Stock des
Blinden, der maßgeblich den Zugang zu dessen Welt mitbestimmt (3.2.3).
Eine so entstandene funktionale Verbindung von Mensch und Technik als
Ergebnis einer Verleiblichung kann als ein Hybrid beschrieben werden. Im
Zuge einer Verleiblichung mündet der Umgang mit Technik in einer Selbst-
verständlichkeit, was Merleau-Ponty neben dem Blindenstock auch anhand
der Schreibmaschine oder des Automobils veranschaulicht. Demzufolge ist
die Verleiblichung eine Konzeption, die dazu geeignet ist, die Hybridisie-
rung von Mensch und Technik zu charakterisieren.
In Abschnitt 3.2.4 wurde Heideggers phänomenologische Technikphi-
losophie hinsichtlich der Hybridisierung von Menschen durch Technik
diskutiert. Bei Heidegger ist das technische Handeln ein basales Element
menschlichen Seins in der Welt. Der Terminus In-der-Welt-sein wird in Be-
zug auf das Wohnen in der Welt verstanden, welches maßgeblich durch die
unhintergehbare körperliche Präsenz (als Leib des Menschen) und dessen
6.1. Zusammenfassung 167
vorreflexives, gewohntes Agieren in der Welt bestimmt wird.9 Das leibli-
che Sein des Menschen, wenn auch nicht explizit von Heidegger als Leib
benannt, schließt das Verwenden von Dingen im Sinne eines technischen
Handelns nicht nur mit ein, sondern ihm kommt eine grundlegende Be-
deutung zu. Dinge, die in diesem Sinne hinsichtlich ihrer Verwendung als
Technik erscheinen, bezeichnet er als Zeug und das vorreflexive Verhältnis
der Technik zum Menschen als Zuhandenheit.
Die Überlegungen Heideggers zeigen eine Verwandtschaft zu dem An-
satz der Medienphilosophie, demnach die Technik im störungsfreien Ge-
brauch verschwindet bzw. darin verborgen ist. Die Frage nach der Genese
des Verhältnisses von Mensch und Technik, in der die Technik als zuhan-
dene gebraucht und nur so überhaupt verstanden wird bzw. im engeren
Sinne Technik ist, spielt bei Heidegger keine Rolle, da er dieses Verhältnis
als das ursprüngliche tituliert. Vielmehr ist für ihn der umgekehrte Weg
von Interesse, wenn er eine Erklärung dafür sucht, wie sich die Technik als
„nächstzuhandene[s] Seiende [...] als unverwendbar, als nicht zugerichtet
für seine bestimmte Verwendung“, herausstellt. Dann erscheint sie als Vor-
handene und ein gebrauchender Umgang ist nicht mehr möglich.
Die Möglichkeiten und Grenzen einer Mensch-AI-Hybridisierung
Die zentrale Aufgabe dieser Arbeit bestand darin, ein Verständnis für die
Hybridisierung von Menschen durch intelligente Technik zu erarbeiten. Es
schloss sich die Frage an, welche Konsequenzen sich daraus für die techni-
sche Gestaltungspraxis ergeben.
Dabei wurde gezeigt, dass eine mediale Erfahrung gar nicht oder nur
schwer möglich ist, wenn das technische System intelligentes Vermögen
besitzt (3.3). Demnach erscheint aus Sicht eines Nutzers ein intelligentes
System auch nach fortgesetztem Lernen eines Umgangs unklar hinsicht-
lich der Möglichkeiten und Grenzen des Wirkens. Die Hybridisierung ist,
wie weiter oben dargestellt, durch die Möglichkeiten einer partiellen Erfah-
rung der Medialität festgelegt und damit hinsichtlich intelligenter Technik
problematisch. Wie in Abschnitt 4.2 dargestellt, zeigten empirische Unter-
suchungen zum Nutzerverhalten die symptomatische Problemlage im Um-
gang von Menschen und intelligenter Technik auf.
Um die Hybridisierung hinsichtlich des Verhältnisses von Mensch und
9Das Wohnen steht nach Heidegger in terminologischer Verwandtschaft mit Gewohn-
heiten.
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intelligenter Technik präzise zu bestimmen und so die Probleme zu analy-
sieren, wurden die Überlegungen zum Konzept der Spur verwendet. Sy-
bille Krämer verwendet diesen Begriff in ihrem medientheoretischen An-
satz (3.1.2) wie auch Christoph Hubig, auf dessen Arbeit zur Medialität der
Technik in Abschnitt 3.1.3 Bezug genommen wurde. Die Spur ist ein Kon-
zept, das dabei helfen kann, den Übergang von der Erfahrung der Nutzer
während des Vollzugs hin zu einer medialen Vorstellung zu verstehen. Die
Idee ist, dass jede Nutzung eines technischen Systems Spuren des Mediums
hinterlässt, das heißt Effekte der Nutzung, die auf die mediale Verfasstheit
der Technik verweisen. Die Medialität der Technik wird in der Nutzung
Schritt für Schritt, wie oben beschrieben, durch den Abgleich von Erwar-
tungen und den Beobachtungen der Ergebnisse der Nutzung erschlossen.
Eine mediale Vorstellung besteht in dem praktischen, mithin leiblichem
Wissen über die Möglichkeiten und Grenzen des Wahrnehmens und Han-
delns im Medium der Technik. Im Handeln mit Technik sind die Spuren die
Hinterlassenschaften realer Nutzung (Spuren von) und verweisen damit auf
Mögliches, das heißt auf die Bedingungen möglicher zukünftiger Nutzung
(Spuren für).
Wie in Abschnitt 3.1.3 dargestellt, werden Spuren üblicherweise als Hin-
terlassenschaften eines realen Ereignisses verstanden, sie verweisen auf
Wirkliches, das zeitlich zurückliegt. Die Spuren, wie sie hinsichtlich von
Medien verstanden werden (siehe Abschnitt 3.1.3), sind zwar anteilig auch
Hinterlassenschaften als Effekte wirklicher Nutzung, verweisen aber nicht
nur auf Wirkliches, sondern auch auf Mögliches, das heißt, auf die Mediali-
tät der Technik als einem Raum möglichen Wirkens. Demnach sind die Spu-
ren nicht die Effekte einer Nutzung alleine, beispielsweise die Schramme in
der Wand als Ergebnis eines fehlgeschlagenen Hammergebrauchs oder die
Wärme des Computers als Nebeneffekt der Nutzung. Vielmehr verweisen
die Effekte nur dann auf die Medialität und sind damit Spuren, wenn sie
vom Nutzer hinsichtlich seiner Erwartung und im Kontext der Entstehung
der Effekte, das heißt z. B. hinsichtlich des Wissens über bzw. der Beobach-
tung von zugrundeliegenden (u. a. physischen oder elektronischen) Wirk-
zusammenhängen, interpretiert werden können.
Mit Blick auf intelligente Techniken wurde argumentiert, dass ein Spu-
renlesen problematisch wird. Die Spuren als Voraussetzung für eine Re-
konstruktion von Medialität werden nicht mehr in der Nutzung hinterlas-
sen. Dieser Verlust von Spuren entsteht dadurch, dass die Differenzerfahrung
zwischen den erwarteten Effekten (Ergebnissen, Zielen) und den realen Ef-
fekten nicht mehr im Kontext ihrer Entstehung erscheint. Das heißt, der
Nutzer erfährt eine Abweichung von dem, was er zu erreichen hoffte oder
beobachtet zusätzliche, unerwartete Effekte, wobei er keine Anhaltspunkte
dazu findet, warum dies der Fall ist. Der Nutzer kann nicht erkennen, was
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die Differenz verursacht hat.
Mit Bezug auf nicht-intelligente Techniken aus dem Bereich der Elek-
tronik oder der Computertechnik stellte sich die Frage, ob nicht in glei-
cher Weise gilt, dass Spuren verlustig gehen, da die Hauselektronik hinter
der Wand oder die Platinen im Gehäuse nicht für den Nutzer zugänglich
sind (3.1.5). Bei diesen Techniken gilt: Wenn der Umgang damit Effekte zei-
tigt, die direkt auf das eigene Verhalten zurückzuführen sind, wie z. B. das
Drücken einer Taste auf der Computertastatur zur Darstellung des Buch-
stabens auf dem Bildschirm führt oder das Drücken des Lichtschalters zum
An- oder Ausschalten des Lichts, so lassen sich die Zusammenhänge im
iterativen Prozess schnell erschließen. Das Licht und der Bildschirminhalt
eignen sich als Effekte, um sie im Kontext ihrer Entstehung (Bedienung der
Taste) als Spuren zu lesen und um damit auf die Medialität als Möglichkei-
ten und Grenzen der Nutzbarkeit zu verweisen.
Kandidaten zur Vermittlung von Systemmechanismen
Die bisherigen Überlegungen zeigten, dass die Möglichkeit, die Medialität
auf Basis von Spuren zu rekonstruieren, zentral für den Prozess der Hy-
bridisierung ist. Hinsichtlich des Designs von intelligenten Systemen wur-
de untersucht, wie auf der gestalterischen Ebene Bedingungen geschaffen
werden können, bei denen ein Lesen von Spuren möglich ist, ohne auf in-
telligente Funktionalitäten zu verzichten.
Es wurde angenommen, dass dazu die Mechanismen, denen gemäß ein
intelligentes System agiert bzw. prozessiert, in der Nutzung vermittelt wer-
den müssen. Mechanismen sind in einem allgemeinen Verständnis als die
Funktionsweisen zu verstehen, nach denen der maschinelle Algorithmus,
meist ein Klassifikator, als Grundlage des intelligenten Systems eine Situa-
tion deutet und darauf basierend bestimmte Effekte erzeugt. Je nach Ler-
nalgorithmus, der zum Einsatz kommt, können die Systemmechanismen
sehr unterschiedlich aussehen und eignen sich auf bestimmte Weise dazu,
sie in ihrem Wirken darstellbar zu machen.
Das Feld maschinellen Lernens als ein Teilbereich der Informatik befasst
sich mit der Veranschaulichung algorithmischer Funktionalität im Rahmen
einer Diskussion zur Verstehbarkeit von Lernalgorithmen. Dabei wird un-
ter der Verstehbarkeit meist eine Nachvollziehbarkeit verstanden, das heißt
die Möglichkeit, zu verstehen, wie ein Ergebnis des Algorithmus (Klassifi-
kationsergebnis) auf Basis der Eingangsgrößen zu Stande kommt.
In der vorliegenden Arbeit wurden die Überlegungen zur Verstehbar-
keit als Grundlage genommen, maschinelle Lernansätze hinsichtlich der
Möglichkeit der Vermittlung von Systemmechanismen zu vergleichen. Die
Möglichkeiten und Grenzen der Verstehbarkeit wurden anhand von zwei
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sich grundlegend unterscheidenden Lernansätzen, den Entscheidungsbäu-
men und den neuronalen Netzen, dargestellt (siehe die Abschnitte 4.1.2 und
4.1.3). Entscheidungsbäume gelten als einfach verstehbar, da die Ergebnis-
se auf Basis einer hierarchischen Struktur entstehen, was ein Nachvollzie-
hen leicht möglich macht. Einzelne Instanzen einer Klassifikation, beispiels-
weise im Rahmen einer Situationsdeutung oder Optionsentscheidung der
Technik, können anhand der Merkmale in u. a. Sensordaten nachvollzogen
werden. Bei neuronalen Netzen ergeben sich die Ergebnisse auf Basis einer
komplexen Struktur von Neuronen aus den Eingangswerten. Die Struktur
ist komplex, weil die Neuronen in mehreren Schichten angeordnet sind,
wobei jedes Neuron das Gesamtergebnis beeinflussen kann. Einzelne, das
Ergebnis beeinflussende Schwellenwerte und relevante Merkmale in den
Sensorwerten können nicht oder nur schwer herausgelesen werden.
Mit Blick auf Systeme maschinellen Lernens, die in intelligenten Syste-
men zum Einsatz kommen, zeigt sich, dass aktuelle leistungsstarke Algo-
rithmen keine Lernansätze verwenden, die im besprochenen Sinne leicht
verständlich sind. Beispielsweise sind Random-Forest-Ansätze Erweiterun-
gen der Entscheidungsbäume, wobei bei diesem Ansatz eine ganze Reihe
von Entscheidungsbäumen mit unterschiedlichen Konfigurationen zusam-
menwirken und somit Ergebnisse deutlich schwerer nachvollziehbar sind.
Auf Basis der Diskussion zur Verstehbarkeit von lernenden Algorith-
men wurde nach Typen von Elementen aktueller Algorithmen gesucht, die
für den Nutzer vermittelt werden können, um das interne Prozessieren in-
telligenter Technik zugänglich zu machen. Diese Elemente bezeichne ich als
Kandidaten, die am Ende von Kapitel 4 in einem Kandidaten-Framework
zusammengefasst wurden (4.3).
Die Kandidaten wurden nicht dahingehend ausgewählt, den Anspruch
zu erfüllen, den Algorithmus vollständig zu repräsentieren, was schlicht
nicht möglich wäre, sondern sie wurden als Indikatoren verstanden, die zu-
nächst nur auf einzelne Instanzen des Wirkens der Mechanismen verwei-
sen. Die Indikatoren lassen die Systemmechanismen nur im Kontext der
konkreten Anwendung, der Historie vorheriger Anwendungen und erst
nach mehreren Nutzungsinstanzen erscheinen. Im Rahmen dieses Prozes-
ses des Schritt-für-Schritt-Erschließens werden die Kandidaten als Spuren
im Zuge bestimmter Differenzerfahrungen wirksam und somit eine teilwei-
se Rekonstruktion der Medialität möglich.
In dieser Arbeit wurden vier Kandidatentypen ausgearbeitet. Die vier
Typen bilden ein Suchraster, das, je nach Algorithmus und Anwendung,
unterschiedlich genutzt werden kann. Der erste Typ von Kandidaten ver-
sammelt Elemente des Algorithmus, die die Chronologie der maschinellen
Klassifikation betreffen, das heißt die Zwischenschritte, die letztendlich zu
einem Klassifikationsergebnis führen. Das sind beispielsweise die Votings
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parallel laufender Klassifikatoren, wie beim Random-Forest-Ansatz und die
Schwellenwerte, die die Anzahl von Stimmen (Votes) als ausreichend für
eine Klassifikation auszeichnen. Der zweite Typ betrifft die Quellen der ma-
schinellen Deutung, das heißt die Messdaten bzw. bestimmte Aspekte der
Messdaten sowie sonstige Grundlagen, beispielsweise von Wissensdaten-
banken, die die Grundlage für eine Klassifikation bilden. Die Quellen reprä-
sentieren den Wahrnehmungs- und Erkenntnisraum der Technik, welcher
dem Nutzer durch Abgleich mit dessen eigener Erfassung den Kontext der
Entstehung von Ergebnissen erfahrbar macht. Der dritte Typ versammelt
Kandidaten, die als Metadaten gelten, das heißt, er umfasst alle Informati-
on über die Beschaffenheit des Systems, unter anderem Daten zur allgemei-
nen Leistungsfähigkeit des Systems, beispielsweise die durchschnittliche
Genauigkeit, mit der bestimmte Situationen klassifiziert werden können.
Der vierte Typ von Kandidaten bezieht sich auf das allgemeine Bereichs-
wissen, das als Grundlage für eine Modellierung des Algorithmus dienen
kann, beispielsweise das Wissen über die Physiologie von Menschen als
Grundlage zur maschinellen Deutung von menschlicher Aktivität.
Abschluss des interdisziplinären Bogens: Nutzerstudien und deren phi-
losophische Reflexion
Die im praktischen Teil der Arbeit dargestellten Untersuchungen bezogen
sich auf Anwendungen im Feld der Self-Tracking-Techniken. Die Technik
der Aktivitätserkennung bildet die Grundlage für die computertechnisch
vermittelte Selbstbeobachtung. Die Technik zeichnet sich dadurch aus, dass
Sensorsysteme zum Einsatz kommen, die der Mensch am Körper trägt bzw.
die sich in seiner Umgebung befinden, mit deren Hilfe menschliche Akti-
vitäten maschinell gedeutet werden können. Die Nutzung lernender Algo-
rithmen als Grundlage der Deutung qualifiziert die Systeme als intelligente
Techniken.
In zwei Studien wurde in erster Linie untersucht, inwieweit die Vermitt-
lung von Systemmechanismen, die sich an dem Kandidaten-Framework
orientieren, für einen Umgang mit intelligenten Self-Tracking-Systemen für
die Anwendung in verschiedenen Bereichen eignet. Des Weiteren wurden
die Ergebnisse aus Sicht der theoretischen Überlegungen zu den Möglich-
keiten einer Hybridisierung reflektiert.
Das technische Setup der Studien basierte auf einem System mit dem
Namen Hedgehog, welches maßgeblich in der Embedded Sensing Systems
Group an der Technischen Universität Darmstadt entwickelt wurde. Da-
bei handelte es sich um ein Sensorsystem, das am Handgelenk getragen
werden kann und intern hauptsächlich aus einem dreiachsigen Beschleuni-
gungssensor besteht (5.1.1). Der Hedgehog wurde vor allem für ein long-term
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activity tracking entwickelt, das heißt, er kann eine ununterbrochene Mes-
sung der Bewegungsdaten in einem Zeitraum von über zwei Wochen rea-
lisieren. Der Beschleunigungssensor bildet die Grundlage für die Deutung
der Aktivität. Die Bewegungen des Arms, die in den Sensordaten repräsen-
tiert sind, dienen als Indikatoren für eine Vielzahl von täglichen Aktivitä-
ten, u. a. Fortbewegungsarten wie Laufen, Treppensteigen und Radfahren
sowie eine Reihe von Sport- und Freizeitaktivitäten.
In der ersten Studie (5.2) wurden verschiedene Visualisierungstypen
verglichen, die sich hinsichtlich der Darstellung von Aspekten von System-
mechanismen unterschieden, wobei es bei den Aspekten um Zwischen-
schritte im Prozess maschineller Klassifikation mit dem Namen dense mo-
tif discovery handelte. Das Studiendesign orientierte sich an einem Anwen-
dungsszenario, das die Möglichkeit eines Einsatzes von Techniken der Ak-
tivitätserkennung in der psychologischen Therapie betraf. Das Szenario be-
einflusste das Studiendesign u. a. dahingehend, dass das System der Ak-
tivitätserkennung nur einzelne Schlüsselaktivitäten erlernte, da eine ver-
lässliche maschinelle Deutung einzelner Aktivitäten in einer Therapiesi-
tuation für Psychologen/Psychiater von Interesse sein könnte. Die Studie
zeigte vor allem zwei Dinge: Zum einen, wie das Kandidaten-Framework
in einem realistischen Anwendungsszenario systemisch umgesetzt wer-
den kann und zum anderen, dass Visualisierungen, die bestimmte Aspekte
des Systemmechanismus darstellten, von den Teilnehmenden als nützlicher
eingeschätzt wurden und dem Dargestellten mehr vertraut wurde (Im De-
tail: 5.2.5).
Für die zweite Studie (5.3) wurde ein Studiendesign gewählt, bei dem
die Aktivitäten der Teilnehmenden in einer einwöchigen Phase mit Hil-
fe des Sensorsystems Hedgehog aufgezeichnet wurden. Die Sensordaten
wurden in der Folge hinsichtlich eines definierten Satzes von Aktivitäten
wie Freizeit- und Sportaktivitäten sowie hinsichtlich alltäglicher Beweg-
lichkeitsaktivitäten gedeutet (Bei dem System handelte es sich um einen
Wizard-of-Oz-Ansatz, der in Abschnitt 5.3.3 ausführlich beschreiben wur-
de) und den Teilnehmenden anhand von zwei Visualisierungstypen prä-
sentiert wurde. Bei den Visualisierungstypen handelte es sich zum einem
um eine einfache Darstellungsweise, die als simple type bezeichnet wurde,
zum anderen um eine, die auf dem Kandidaten-Framework basierte und
als insights type bezeichnet wurde. In der Studie wurden die Möglichkei-
ten einer technik-vermittelten Reflexion alltäglichen Verhaltens untersucht.
Dabei handelte es sich um eine Forschungsfrage, die im Ubiquitous Com-
puting aktuelle Relevanz besitzt und auch im Rahmen der disziplinären
Konzeptionen von Selbstreflexion besprochen wurde (Es wurde definiert,
dass es sich u. a. um eine gelungene Selbstreflexion handelte, wenn durch
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den Technikgebrauch ein systematisches Nachforschen hinsichtlich des ei-
genen Verhaltens möglich war bzw. wenn ein Perspektivenwechsel angeregt
wurde).
Die Aufgabe der Teilnehmenden bestand darin, die maschinell gedeu-
tete Aktivitätshistorie der vergangenen Woche in einer einstündigen Sit-
zung anhand der Visualisierungen auf einem Computerbildschirm anzu-
sehen und auf Basis dessen versuchen, verschiedene Begebenheiten bzw.
Ereignisse der Woche, private und berufliche, ins Gedächtnis zu rufen. Die
Sitzung beinhaltete zudem eine anschließende Beantwortung eines Frage-
bogens. Die Teilnehmenden hatten die Vorgabe, die Erfahrungen im Um-
gang mit den Visualisierungen zu kommentieren, was in einer Audioauf-
nahme aufgezeichnet wurde. Die transkribierten Aufnahmen bildeten die
Grundlage für die qualitative Auswertung der Studie.
Die Auswertung der Fragebögen zeigte, dass die Teilnehmenden den
insights type besser bewerteten als den simple type, sowohl hinsichtlich der
allgemeinen Nützlichkeit als auch des Vertrauens in die Systemleistungen.
Die Elemente des insights type, die sie als besonders nützlich bzw. vertrau-
ensfördernd erachteten, waren die sogenannten Rohdaten. Die Rohdaten
sind die der Deutung zugrundeliegenden Sensordaten, die bezüglich des
Kandidaten-Frameworks zu dem Typus Quellen gehören. In der Visualisie-
rung des insights type wurden die Rohdaten in einer mehrfarbigen Darstel-
lung vermittelt (Im Detail: 5.3.4).
Die qualitative Auswertung der Audioaufnahmen bildete die Grundla-
ge, um die Möglichkeiten einer Selbstreflexion in Abhängigkeit von den Vi-
sualisierungstypen zu bewerten. Die qualitativen Ergebnisse zeigten, dass
eine Selbstreflexion vor allem in der Form eines systematischen Nachfor-
schens und der Möglichkeit eines Perspektivenwechsels mit dem insights
type besser möglich war. Dabei spielten vor allem die Rohdatenvisualisie-
rung des insights types eine Rolle: Diese bot den Teilnehmenden die Mög-
lichkeit, die Deutungen des Systems zu hinterfragen und diese gegebenen-
falls in ihrem Sinne weiter auszudifferenzieren.
Eine ergänzende Auswertung der Studienergebnisse wurde in Ab-
schnitt 5.4 vorgenommen, indem die Ergebnisse hinsichtlich der Möglich-
keit einer Hybridisierung bewertet wurden. Dabei wurde die Frage ge-
stellt, ob es Beobachtungen gab, die den Schluss zulassen, dass der Verlust
von Spuren erfolgreich kompensiert wurde und durch die Vermittlung von
Aspekten der Systemmechanismen in Form der Kandidaten eine media-
le Rekonstruktion und somit die Bedingungen für die Möglichkeit einer
Hybridisierung erfüllt waren. Die Beobachtungen, die im Rahmen einer
Bewertung der Möglichkeiten der Selbstreflexion gemacht wurden, zeig-
ten eine ganze Reihe von Fällen, in denen im Umgang Erwartungen an die
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Leistungen des Systems enttäuscht wurden oder es zu Überraschungserleb-
nissen kam. In vielen Fällen konnten Nutzer beispielsweise die Ursachen
nicht erfüllter Erwartungen identifizieren, indem sie sich auf die Quell-
daten (Rohdaten) bzw. Informationen zu der Qualität der Systemdeutung,
stützten.
In der beschriebenen Studie wurde gezeigt, dass es Personen aufgrund
der Vermittlung von Aspekten der Systemmechanismen in einer ersten Be-
gegnung möglich war, die Technik in medialer Hinsicht zu erfahren. Die Er-
klärungen und Beschreibungen der Teilnehmenden bildeten die Grundlage
der qualitativen Bewertung. Das schränkt die Aussagekraft hinsichtlich der
medialen Erfahrung insofern ein, als dass hier nur bewusst Verbalisiertes
und somit in gewisser Hinsicht reflektiertes Verhalten ausgewertet werden
konnte. Wie im theoretischen Teil der Arbeit herausgearbeitet, kommt dem
impliziten Sich-Verhalten beim Lernen eines Umgangs mit Technik eine
zentrale Rolle zu, doch ist gerade das erste Kennenlernen durch bewusstes
Agieren und Reflektieren geprägt. Ob eine erste Begegnung zu einem hy-
briden Verhältnis führt, hängt von vielen weiteren Faktoren ab, die in den
Studien nicht abgebildet werden konnten. Doch war der Umfang der Studie
ausreichend, um zu zeigen, dass die Medialität des Systems von den Nut-
zern teilweise erschlossen wurde und somit die Annahme getroffen werden
kann, dass die Grundlage für eine gelingende Hybridisierung gelegt wurde
(3.3).
6.2 Ausblick: Die Hybridisierung aus einer normati-
ven Perspektive
In diesem Ausblick wird die Frage behandelt, inwiefern die Hybridisierung
eine Verbindung von Menschen und intelligenter Technik darstellt, die aus
moralischer Sicht erstrebenswert ist.10
Eine Richtung, die Hybridisierung aus einer moralischen Perspektive
zu bewerten, kann anhand des Konzepts der Transparenz erfolgen. Das nor-
mative Argument lautet, dass die Vermittlung von Systemmechanismen ei-
ne gewisse Transparenz herstellt, was moralisch erstrebenswert ist und so-
mit in der Gestaltung berücksichtigt werden sollte. Transparenz wird hin-
sichtlich vieler Aspekte sowohl in wissenschaftlichen Arbeiten als auch in
10In der Forschung zur HCI gibt es eine ganze Reihe an Ansätzen, in denen Methoden
entwickelt werden, die die Technikgestaltung nach moralischen Werten organisiert. Beispie-
le sind das „value-sensitive design“ sowie das „critical design“, siehe u. a. Bardzell, 2011,
Friedman, Kahn Jr. und Borning, 2013.
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der politischen Diskussion als ein normatives Ziel genannt, da sie in ei-
ner ersten Charakterisierung als eine Offenlegung von Prozesses und Inhal-
ten für alle ist, einen gerechten Zugang zu Wissen gewährleistet und eine
Grundlage für autonome Entscheidungen bietet. Ein Mangel an Transparenz
von technischen Entscheidungssystemen ist eines der zentralen Bedenken,
die in Hinblick auf die Entwicklung intelligenter Systeme und ihrer zuneh-
menden Wirksamkeit in vielen Lebensbereichen hervorgebracht wird.11
Der Begriff der Transparenz wird metaphorisch – ursprünglich aus dem
Bereich der Optik – gebraucht und wurde in keiner der im Absatz zuvor ge-
nannten Arbeiten klar definiert. Die Herausforderungen einer Konzeption
von Transparenz liegt darin, dass es zu klären ist, was durchsichtig gemacht
werden soll und was das andere ist, was dadurch erscheinen soll. Im Fol-
genden wird die Transparenz hinsichtlich möglicher Bedenken, die sich aus
einem Mangel an Transparenz ergeben, anhand von Beispielen verschiede-
ner Mensch-Technik-Konstellationen weiter präzisiert.
In einer Nutzer-System-Konstellation, wie sie für diese Arbeit zentral
ist, stehen Personen in einem Verhältnis zu intelligenten Systemen, wenn
sie mit ihrem intelligenten Auto ein Fahrziel erreichen wollen, sie am Com-
puter mit einer Suchmaschine bestimmte Informationen suchen oder mit
personalisierter Werbung konfrontiert sind. Neben diesen Konstellationen
gibt es auch Beispiele, in denen (intelligente) Algorithmen Aufgaben in so-
zialen Institutionen übernehmen. Beispielsweise werden Algorithmen ein-
gesetzt, um in den USA die Vergabe von Greencards zu regeln oder über die
Gewährung von Bankkrediten und deren Höhe zu entscheiden. Einige Pu-
blikationen haben sich in diesem Zusammenhang mit der Fairness solcher
autonomen Entscheidungssysteme befasst und fordern in diesem Zuge eine
Transparenz dieser Systeme.12 Auch der weltgrößte Verband der Ingenieure
(IEEE) hat sich mit den ethischen Herausforderungen intelligenter und au-
tonomer Systeme befasst und Transparenz und Nachvollziehbarkeit als eine
wichtige Forderung hervorgehoben.13
Hinsichtlich des Einsatzes algorithmischer Entscheidungen in sozia-
len Institutionen sind es Fragen sozialer Gerechtigkeit, die die Forderung
nach Transparenz rechtfertigen.14 Aus Sicht eines individuellen Verhältnis-
ses von Menschen und intelligenten Systemen kann die Forderung nach
11Siehe unter anderem hier: Dwork et al., 2012, IEEE, 2016, Charisi et al., 2017.
12Dwork et al., 2012.
13Eine Veröffentlichung des „ Institute of Electrical and Electronics Engineers“, besser
bekannt als IEEE. Siehe dazu: IEEE, 2016, erster Entwurf. Weitere Arbeiten, die sich unter
dem Begriff „accountable algorithms“ versammeln, befassen sich mit diesem Thema. Siehe
dazu: Goodman, 2016, Kroll et al., 2016.
14Dwork et al., 2012.
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mehr Transparenz in Hinblick auf den ethischen Anspruch einer Gewähr-
leistung menschlicher Autonomie gerechtfertigt werden. Das Autonomie-
Argument besagt, dass Menschen jederzeit autonom im Sinne einer Selbst-
gesetzgebung, das heißt auf Basis von sich selbst gegebenen Normen han-
deln können sollten.15 Demnach sollten aus Sicht von System-Designern
Bedingungen geschaffen werden, die ein autonomes Handeln im Umgang
mit der Technik gewähren. Hinsichtlich intelligenter Systeme kann es sein,
dass sich Personen nicht in ein Verhältnis dazu setzen können, in welcher
Beziehung sie zu dem System stehen, weil die undurchsichtigen Mecha-
nismen beispielsweise Handlungsanteile verschleiern. Zentral für ein auto-
nomes Agieren mit Technik ist es, sich ablehnend und anerkennend zu ei-
ner Technik bzw. einem technischen System, das einen umgibt, verhalten
zu können. Hubig spricht hinsichtlich dieses bewussten Eingehens einer
Beziehung von der Kontrolle, die potentiell erhalten bleiben sollte. Es geht
hier nicht um eine ständige Kontrolle aller Prozesse, sondern um ein Poten-
tial oder ein Vermögen als „Kontrollkompetenz“.16 Wiegerling argumen-
tiert in einer ähnlich gelagerten Einschätzung mit Bezug auf intelligente
Systeme, dass es Möglichkeiten geben sollte, „aus der Systemunterstützung
bzw. Systembegleitung aussteigen zu können“.17 Er weist hinsichtlich einer
normativen Gestaltungspraxis auf eine Transparenz im Sinne einer Aufklä-
rung über Funktionsweisen hin:
„Es wird in intelligenten Handlungsumgebungen darauf an-
kommen, dem Menschen Handlungsoptionen zu vermitteln,
ihm Eingriffsmöglichkeiten in ein autonom agierendes System
sichtbar zu machen und ihn soweit wie möglich über die Funk-
tionsweisen des Systems aufzuklären.“.18
Wenn man sich der Transparenz aus Sicht des Autonomiearguments nä-
hert, wird das Bild klarer und es kann begründet werden, welche Aspekte
einer Technik sichtbar gemacht werden sollen. Die Forderung nach Trans-
parenz ist in diesem Zusammenhang erfüllt, wenn die Eingriffsmöglich-
keiten disponibel bleiben. Im Fall einer hybriden Verbindung von Mensch
und Technik sind Eingriffe möglich, da die Möglichkeiten eines damit Um-
gehens, im Prozess der Entstehung der Verbindung zum Gegenstand ei-
ner praktischen Vorstellung wurden. Im Prozess einer Hybridisierung wird
nutzerseitig die Funktionsweise als Möglichkeit eines zweckgebundenen
15Hubig, 2015, S. 131f, unter Bezugnahme auf Kants Autonomiebegriff in der „Grundle-
gung der Metaphysik der Sitten“ Kant, 2012.
16Hubig, 2015, S. 134.
17Wiegerling, 2011, S. 203.
18Wiegerling, 2011, S. 72.
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Umgangs praktisch bzw. leiblich verstanden. Eine so entstandene Verbin-
dung ist im Fall einer Krise, das heißt einer Störung der gewöhnlichen Nut-
zung, im Prinzip reversibel.19 Eine Vorstellung über die für den Nutzer re-
levanten Funktionsweisen hinsichtlich der unterschiedlichen Handlungs-
optionen, die auch Ausstiegsoptionen sein können, wie sie Wiegerling for-
dert, haben sich in der Erfahrung der Medialität der Technik während des
Prozesses der Hybridisierung entwickelt.
Ein alternatives Mensch-Technik-Verhältnis beschreibt beispielsweise
ein Agieren in einer technischen Infrastruktur, auf die man angewiesen ist,
die aber in der Gesamtheit ihres potentiellen Wirkens unklar bleibt. Man
kann zwar einen Umgang damit finden, der auch zu einer Gewohnheit
werden kann, der aber nicht selbstverständlich oder vertraut ist. Don Ih-
de, dessen Arbeit zu Mensch-Technik-Verhältnissen in Abschnitt 3.2.5 dis-
kutiert wurde, beschreibt Extremfälle solcher Typen von Verhältnissen, u.
a. background relations oder die Verschmelzung als total embodiment, bei de-
nen nicht mehr von einem Verhältnis zur Technik gesprochen werden kann,
weil die Grenze zwischen den Entitäten nicht mehr als solche erfahrbar ist.
Eine Designstrategie, die eine Hybridisierung mithilfe der Vermittlung
von Systemmechanismen gewährleistet, ist ethisch erstrebenswert, da sie
die Handlungsautonomie von Nutzern berücksichtigt. Eine weitere Ausar-
beitung des ethischen Arguments ist Aufgabe einer zukünftigen Arbeit.
6.3 Fazit
In der vorliegenden Arbeit wurde das Verhältnis von Mensch und intel-
ligenter Technik aus einer interdisziplinären philosophisch-informatischen
Perspektive betrachtet. Die Arbeit beinhaltete zum einen eine Auseinan-
dersetzung mit philosophischen Konzepten, die hinsichtlich neuer Bezie-
hungsgeflechte zwischen Mensch und Technik erweitert und vertieft wur-
den. Zum anderen wurden neue Ideen für eine technische Gestaltungs-
praxis entwickelt, die die aktuelle Landschaft erweitern und Herausfor-
derungen begegnen. Die interdisziplinäre Ausrichtung bedurfte einer star-
ken Fokussierung, sowohl auf der Ebene der Theorie als auch hinsichtlich
der praktischen Umsetzung, so dass bestimmte philosophische und infor-
matische Diskussionen und Forschungsfragen, die eng mit dem Thema in
Verbindung stehen, nicht behandelt werden konnten. Zudem beschränkten
sich die praktischen Konsequenzen in ihrer Umsetzung auf nur einen An-
wendungsbereich intelligenter Techniken. Eine Erweiterung dessen könnte
wiederum Aufgabe einer zukünftigen Arbeit sein.
19Hubig, 2007, S. 180.
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