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INTRODUCTION 
Since Hilbert posed the problem of systematically counting and locating 
the limit cycle of polynomial systems on the plane in 1900. much effort has 
been expended in its investigation. A large body of literature-chiefly by 
Chinese and Soviet authors-has addressed this question in the context of 
differential equations whose field is specified by quadratic polynomials. In 
this paper we consider the class of quadratic differential equations which 
admit a unique equilibrium state, and establish sufficient conditions, 
algebraic in system coefficients, for the existence and uniqueness of a limit 
cycles. The work is based upon insights and techniques developed in an 
earlier analysis of such systems 111 motivated by questions from 
mathematical control theory. 
Until the fifties, work on quadratic systems chiefly concerned the existence 
of a center. In 1952, Bautin [2] showed that a given equilibrium state can 
support as many as but no more than three limit cycles under a quadratic 
field. Three years later, a paper by Petrovskii and Landis [3] purported to 
show that a quadratic system could support no more than three cycles on the 
entire plane. Although this result was called into question by several 
researchers (and the authors later acknowledged an error in the proof [4]) it 
apparently inspired a number of attempts to complete the Hilbert program 
for quadratic differential equations [j-7]. A useful survey of the general 
literature was given by Coppel [S] in 1966, and Ye Yanquian [15] has 
recently summarized the last decade’s contributions to the quadratic limit 
cycle problem. Notably, Shi Songling [lo] has presented a quadratic 
differential equation with four limit cycles, finally demonstrating the 
invalidity of the result in [3]. Thus, the Sixteenth Hilbert Problem remains 
unsolved, even for quadratic systems. 
By a “quadratic system” we mean the differential equation 
i=Ax+ xrGx I I x=Hx ’ 
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where A, G, HE IRzxz (and X*GX denotes the scalar product of the vectors x 
and Gx E R’). We adopt the convention 
xTGx 
Be) 4 xTHx ; [ 1 and f(x) h Ax + B(x), 
and will assume, throughout the paper, that neither A nor B is identically 
zero. The presentation is organized as follows. In Section 2 we state the 
central result and include an example to illustrate the conditions listed. 
Section 3 provides a brief review of some algebraic results in R2 which will 
be very helpful throughout this investigation. Section 4 establishes the 
existence of limit cycles as a geometric interpretation of the techniques from 
the preceding section. Finally, uniqueness is proven in Section 5, and a brief 
conclusion follows in Section 6. 
2. STATEMENT OF THE MAIN RESULT 
For ease of exposition. it is helpful to introduce some notation and 
terminological conventions along with the central theorem. To begin with, we 
will show (Lemma 2, in Section 3) that “almost all” quadratic systems which 
admit a unique equilibrium state at the origin may be written in the form’ 
i = Ax + c=.u Dx, (2) 
where cE IFi’ and DE RZX2. Thus, we will find it often necessary to refer to 
the affine line {A + ,uD 1 p E R}, which we will call the pencil (A, D) [ 161. A 
linear transformation of the plane is nodal if it has two real eigenvectors, 
critical if it has a unique eigenspace, and focal if its eigenvalues are complex 
conjugates. We may now state the main result. 
THEOREM 1. System (2) has one and only one limit cycle ij” 
(i) A is focal, with non-zero trace; 
(ii) the pencil (A, D) includes bounded nodal values whose eigenvalues 
have opposite sign to the real part of the eigenvalues of A, and no other 
nodal values. 
To convince the reader that these conditions are algebraic and easily 
computed, we require some more notation. Denote the skew symmetric 
matrix JA [ y ,‘I, and the symmetric part of any matrix, A, by 
’ It will be seen that no quadratic transformation with a unique singularity which may not 
be written as (2j can give rise to limit cycles. 
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A, e $[A + AT]. We will say that two symmetric matrices agree in sign if 
both are either positive definite or negative definite; they oppose in sign if 
one is positive definite and the other is negative definite. 
THEOREM 2. The conditions of Theorem 1 are equivalent to the 
follotving: 
(i) [JAI, is sign definite, tr{A} f 0; and either 
(iia) tr{A} > 0, arzd [JD], and [DTJA], agree in sign, or 
(iib) tr(A} < 0, and [JD], and [DTJA], oppose in sign. 
A few remarks are now in order. It is clear that systems of the form (2) 
are not generic within the class of general quadratic differential equations, 
since the factorization of B(x) depends upon the resultant of its coefficients 
vanishing. There are problems in control theory---e.g., adaptive control [ 181 
and bilinear systems [ 17]-wherein such systems arise naturally. However, 
Eq. (2j deserves attention from a purely mathematical point of view. Earlier 
work [ 1, 11, 12) has established that homogeneous quadratic systems which 
may not be written in the form cTx Dx must be unstable. It may be shown 
[ 1, 131, in consequence, that system (1) must have unbounded solutions if it 
cannot be written in the form (2). Imposing the added condition that the 
linear part of the field not be unstable and adjusting for special cases permits 
the following characterization of any globally asymptotically stable 
quadratic differential equation. 
THEOREM 3 (Koditschek and Narendra [ 11). System (1) is gZobal[i 
asymptotically stable if and only if 
(i) the eigenoalues of A haue non-positive real part; 
(ii) there exist a c E IF?’ and D E F?“’ such that B(x) = cTx Dx; 
(iii) the pencil (A, D) includes stable nodal values with bounded eigen- 
values, and no other nodal values; any singular value of the pencil has a 
kernel in (c,) ifand only ifA is non-singular. 
In fact, according to [ 131, conditions (ii) and (iii) of this theorem are 
essentially necessary for the boundedness of solutions to any quadratic 
system (I) as well.’ 
In the sequel, we will confine our attention to quadratic systems of the 
form (2), and specifically to those shown below (Corollary 3.2) to have a 
’ The qualification “essentially” is required since there are some special cases of bounded 
but not g.a.s. behavior, excluded by the theorem, e.g., where D is critical and singular, A is 
singular. and AD = IS. 
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single equilibrium state. It should be noted that the conditions of Theorems 
1,2, and 3 specify open sets in the space of coefficients of system (2). 
We conclude this overview of the main result with an example. Consider 
the system 
i2 =x, + ux* + x,(x, + Xl), 
which may be written as (2) with A = ol+J, D =r+J, and c = [i]. We 
note that A is focal for all values of (J, tr(A I= 20, [JD], = -1, and 
[DTJA], = (o - 1)1. When D < 0 then the system satisfies the conditions of 
Theorem 3, and, hence, is globally asymptotically stable. When (5 = 0 the 
system still satisfies the conditions of Theorem 3, even though the linear part 
of the field has pure imaginary eigenvalues. Systems of this nature, whose 
linearized equations are critical, necessitated a separate proof in [ 1, 
Lemma 4.91 precluding the possibility of a limit cycle. When 0 < o < 1, this 
system satisfies the conditions of Theorem 2: the origin is unstable; all 
trajectories may be shown to be bounded; there are no other equilibrium 
states-there exists one and only one stable limit cycle. When u = 1 the field 
vanishes on the line xi = -1: all trajectories are bounded, but there is no 
more limit cycle. Finally, for c > 1 it can be shown that all trajectories 
(excepting 0) tend to infinity. 
3. SOME ALGEBRA OF THE PLANE 
We will use the following notation throughout the paper. If X, y E R’, 
then xTy denotes the scalar product of x and J!, Ix, JJ] denotes the deter- 
minant of the array formed by the coordinates of x and ~7, x,&Jx denotes 
the orthogonal complement of x, and (x) n {ax ] (r E R } denotes the line 
through the origin containing x. The following relation between inner 
products, determinants, and quadratic forms in IR’ will be used extensively: 
LEMMA 1. The linear transformation of the plane, A, is focal, critical, or 
nodal if and onlv if [JAI, is sign definite, semi-definite, or indejkite, respec- 
tively. 
Proof: Since x is an eigenvector of A if and only if IAx, xl = 0, A has no 
eigenvectors if xTJAx never vanishes for x # 0, a unique eigenspace if xTJAx 
vanishes on a unique line, and two eigenvectors if the quadratic form 
vanishes on two lines. These are equivalent to the conditions that [JAI, be 
definite, semi-definite, or indefinite, respectively. 1 
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We may now show how Eq. (2) arises from the consideration of quadratic 
systems with a unique equilibrium state. 
LEMMA 2. If A is bijective then f(x) vanishes at a non-zero point in ip2 
unless there exist a c E R2 and D E R 2X ’ such that 
B(x) = cTx Dx. 
ProoJ If for some A E IP and x0 E P’, LAX, = B(x,) = 0 then -l/k, is 
an equilibrium state of system (1). Hence, we require that /Ax, B(x)1 = 0 
implies B(x) = 0 for any I # 0. Since IAx, B(x)1 = x:~(x~,/x,), where 4 is a 
cubic polynomial in x1/s,, there exists at least one real zero of 4 (say, rO). 
The system has a unique equilibrium state only if B = 0 on ([ ,!,I>. This, in 
turn, implies that both quadratic forms in B share a common zero line, or 
G = [cd;],, H = [cd;], where c = [ ,!,I and d,, d, E 6; ‘. Defining D = [ :[I, 
we have the desired result. 1 
Since it has been shown [8] that no limit cycles may occur in (I j unless A 
is focal, Lemma 2 implies that (2) is the only quadratic differential equation 
with a unique equilibrium state capable of supporting a limit cycle. 
The following result establishes the connection between nodal values of the 
pencil (A, D) and sign agreement or opposition of [JO], and [D’JAli. 
LEMMA 3. If x is not an eigemector of D then it is an eigenvector oj 
A + yD with corresponding eigencalue, /1, if and only if 
I& XI 
” ’ - lDey, sI in which case 
l a _ IA-u, D-xl 
- /Dx,xl . 
Proof. Define a(x) 6 IAx, .Y/ and 6(x)11 ID.\-, xl. Since 1 [&A - aD]x,.xl = 
6l~~,.+alD~s.-~l=0 for all xER’. it follows that (6.4 - aD] .Y = ~(s).u 
for some real-valued function 11. But 
xTxq = x7[aA - uD]x = 
xTAx srDx 
xTJAx xTJ Dx 
= I [x, JTx] [Ax, D.Y]\ = -.x7x /Ax, Dxl, 
Hence q(x) = -IA-x, Dxl and the result follows. 1 
COROLLARY 3.1. The conditions of Theorem Y and Theorem 2 are 
equivalent. 
Proof. According to Lemma 1 the conditions labelled (i) in each theorem 
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are equivalent. Condition (iia) of Theorem 2 gurantees that A(x)’ is bounded 
and always negative. This implies that the pencil (A, D) has bounded and 
stable and only bounded and stable nodal values according to Lemma 3. 
Since the eigenvalues of A have positive real part, this satisfies condition (ii) 
of Theorem 1. Similarly (iib) implies that the pencil has bounded and 
unstable and only bounded and unstable nodal values whose eigenvalues 
have opposite sign to be real part of the eigenvalues of A. Thus (iia) and 
(iib) both imply (ii) of Theorem 1. 
Conversely, if [JD], is not sign definite then the pencil (A, 0) has 
arbitrarily large nodal values violating (ii) of Theorem 2,” while if [DrJA], 
is not definite, a nodal value of the pencil has a zero eigenvalue, violating 
that condition as well. The necessity of the sign agreement and opposition 
condition is now evident. I 
COROLLARY 3.2. The conditions of Theorem 1 or 2 guarantee that (2) 
has a unique equilibrium state at the origin. 
Proof. f cannot vanish at y # 0 unless ]Ax, B(x)] = 0 on the line (~7). 
Since (Ax, B(x)( = cTx (Ax, Dx( = cTxxT DTJAx, and the quadratic form is 
sign definite under the hypothesis, f could only vanish on (cl). However, 
B(c,) = 0 while AC, # 0, so this is impossible. 1 
4. EXISTENCE OF LIMIT CYCLES 
We now put the algebra of the preceding section to good geometric use. 
As shown in the proof of Corollary 3.1, the assumption that p(x) is bounded 
(and that A is focal) immediately implies that D is focal. The sign agreement 
condition may be interpreted to show that the spiral curve defined by a 
single loop of the linear trajectory, etDJJ, defines a positive-invariant region in 
the phase plane for arbitrarily large values of ~1. 
LEMMA 4. Condition (iia) of Theorem 2 implies that all trajectories of 
system (2) remain bounded. 
Proof. Choose a point, y, on (cj whose sign is opposite to the sign of the 
real part of the eigenvalues of D, say, on the positive ray. Let 
A 4 (etDY / t E [O, t*]; etsDJJ = YY; 0 < y < 1) be a complete spiral loop and 
let/i & (TY / [E [y, 1 ] ) join its end-points as depicted in Fig. 1. 
’ In the sequel, we will denote the quadratic ratios in x defined by Lemma 3 as ,&j and 
+I. 
4 Note that there can be no cancellation of factors in ,u since A is focal. 
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FIGURE 1 
The normal to the curve at any point x E A lies in {JDx) and since 
.z?JDx = 1 Dx, xl, JDx is either interior directed or exterior directed, 
depending upon whether (Dx, x 1 is negative or positive, respectively. With no 
loss of generality, we assume ) Dx, XI < 0, hence JDx is the interior directed 
normal to A at x. Similarly, Jy is the interior directed normal to A for any 
y E A. We must now show that f’(x) JDx > 0 for x E A, and f’(yj Jy > 0 
for y EA. This will imply that any trajectory originating inside the spiral 
bounded region must remain within that region for all time. Since the region 
may be constructed arbitrarily far from the origin, that demonstration 
conchtdes the proof. 
Expanding the first inequality, we have 
fTJD~~=xT[Ar+cT?(.DT]JDx=xTArJD~~ 
=IDx,Axl=-(Ax,Dx/>O 
for all I E R’. Expanding the second inequality, we have 
j- ‘Jy = -y ‘Jf = -y ‘JAy - cTyy ‘JDJ 
= -IAy, y( - c’y IDy, y/ 
hence, because c’y > 0 for y E A, and 10~1, ~1 < 0, the desired inequality 
holds when the second term dominates the first term far enough away from 
the origin. 1 
LEMMA 5. Condition (iib) of Theorem 2 implies that system (2) has 
unbounded solutions for every initial condition outside a compacr 
neighborhood of he origin. 
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Prooj Let y be a point on (c) whose sign is the same as the sign of the 
real part of the eigenvalues of D, say, on the negative ray. Let d and A be as 
in the proof of Corollary 2.2, depicted in Fig. 1. Assume again with no loss 
of generality that JDx is the interior directed normal to A at x and J4 the 
interior normal to /i for y EA. We need to show that f ‘Dx < 0 for x E A 
and f ‘Jy < 0 for ~1 E /i. Since ]Ax, Dx) has opposite sign to ] Dx, x ( under 
the assumption that the pencil has positive real eigenvalues, the first 
inequality follows for every spiral loop A. The second inequality holds on A 
outside of the last loop for which 1 yc’Jj( is less than the constant 
1 y7JAy/yTJDyJ. 1 
Having elucidated the geometric implications of the apparatus developed 
in Section 3, we are now able to show that a limit cycle must exist under the 
conditions of Theorem 1 or 2. According to the results of Lyapunov, the 
local stability behavior of system (2) is entirely determined by the spectrum 
of A. According to Lemmas 4 and 5, and Corollary 3.1, the global boun- 
dedness of system (2) is determined by the spectrum of the pencil (A, D) in 
its nodal range. The following result depends crucially on the special nature 
of limit sets of planar dynamical systems established by the Poincare- 
Bendixson Theorem. 
PROPOSITION 1. The conditions (i) and (iia) of Theorem 2 guarantee the 
existence of a stable limit cycle of system (2). The conditions (i) and (iib) 
guarantee that an unstable limit cycle exists. 
ProoJ: Assume that (i) holds, and the eigenvalues of A have positive real 
parts; Then the origin is totally unstable, hence for some positive definite 
symmetric matrix, P, R’ - {x ) xTP.x < y] for any 1’ > 0 is a positive 
invariant set of system (2). If either version of (ii) holds, then the origin is 
the sole critical point of system (2), according to Corollary 3.2. By 
Lemma 4, if condition (iia) of Theorem 2 holds, then all solutions of (2) are 
bounded: in particular, the Jordan Curve A VA bounds a positive-invariant 
set, Y, containing the origin. Thus X - {x’Px < y) is a compact positive- 
invariant set, free of critical points. In consequence of the Poincare- 
Bendixson Theorem, the positive limit set of a trajectory in .Y - (xTPx < y) 
must be a limit cycle [14]. 
If the eigenvalues of A have negative real part and condition (iib) holds, 
then an identical argument concerning negative limit sets using Lemma 5 will 
establish the existence of a limit cycle. 1 
While the question of necesssity is not formally addressed in this paper, it 
is useful to remark upon the existence of limit cycles of (2) when the 
conditions of Theorem 2 are not met. Assuming (ii), condition (i) of 
Theorem 1 or 2 is certainly necessary according to the results of Coppel [8]. 
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Note that when A has purely imaginary eigenvalues and nodal values of the 
pencil (A, 0) have negative eigenvalues, Theorem 3 guarantees global 
asymptotic stability, while a similar argument establishes that all non-zero 
solutions of (2) grow without bound when the pencil (A, D) has positive 
eigenvalues in this case (see the example). If (i) holds and A + ,u(x)D has a 
zero eigenvalue for some x E R’ then system (2) has at least one critical 
point distinct from the origin. On the other hand, given condition (i), there is 
a case where (ii) is violated due to a nodal matrix D, while the plane is left 
free of additional equilibrium states, and the possibility of a limit cycle 
remains. As will be seen below, there is good reason to suspect that system 
(2) cannot support a limit cycle unless D has complex conjugate eigenvalues. 
If true, this would imply that the conditions of Theorem 2 are both necessary 
and sufficient for a quadratic system (1) with a single critical point to 
support a limit cycle. 
5. UNIQUENESS 
We finally show that the limit cycle established by Theorems 1 and 2 is 
indeed unique. Along the way we will restate the conditions of that theorem 
(Lemma 6, below) and provide a better intuitive sense of the mechanism 
underlying the isolated periodic solution. This is achieved by a transfor- 
mation to polar coordinates. 
Assuming A has complex conjugate eigenvalues we may always find a 
coordinate system (under linear transformation of the state) such that- 
A=al+o>J-where I=[: y], J=[i ,‘I, and u, wEP--and c=[A]. 
Then, defining the polar coordinate transformation p g [x: + of] I”. 
8 g arctan X,/X,, Eq. (2) may be written as 
&f’(-U)J-Y 
XTX 
= u + p d(8), 
where d and d are functions of 6’ only and are defined by 
d(,ej 2 cos e 
xTDTJx 
x7x . 
Under the assumptions of Theorem 2, d is sign definite for 8 E [--71/2, n/2 ] 
and we assume, with no loss of generality, that sgn LC) = sgn d > 0. We define 
r(e) a ad(e) - od(0) and assert the following. 
LEMMA 6. The following conditions are equitlalent to those stated in 
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Theorem 2, and hence are sufficient for the existence of a limit cycle of 
system (3): either 
(a) o>Oandy<Oor, 
(b) o<Oandq>O 
for 8 E [-s/2,742]. 
ProoJ Since A = aI + cuJ, condition (i) of Theorem 2 is equivalent to 
one of the sign conditions on cr. From Lemma 2, the eigenvalues of 
A +,u(x)D are given by 
- IAx, Dxj 
l(x)= ,Dx,x, =~(~Ix,DxI+oIJ~~:DxI)=~. 
Thus, for 8 E [--~t/2,742], the sign conditions on d and q are equivalent to 
condition (ii) of Theorem 2. 1 
As reported in [S], limit cycles of quadratic differential equations enclose 
convex regions, hence, any periodic solution of (3) must have an angular 
derivative, 4, of constant sign: no limit cycle may leave the region 
%Y a {x E IF?* 1 w + pd > 0). Consider x(t; pO), a trajectory in ‘Z? originating 
at pO, a point on the negative x2-axis. For some t, > t, > 0 we must have 
x(t, ; pO) = pl, a point on the positive x1-axis, and x(tZ; pO) = pz, a point on 
the negative x,-axis, as depicted in Fig. 2. Denote the resulting curve in the 
right half plane over the interval [0, t,] as rl, and the left half plane curve, 
over the interval [t, , t,], as r, . Evidently, r, may be expressed as x(s; p,), 
FIGURE 2 
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where s E [0, t, - tl]. We will map I-r into r, by reflecting a point in the 
right-hand curve onto the unique point in the left-hand curve which intersects 
the line through the origin containing the original point. This may be 
justified as follows: since 6 is sign definite, for every t E [0, tl] there exists a 
unique s E [0, t2 - tl] and [ > 0 such that 
For convenience we shall denote points on the right-hand curve, T,, by r(t), 
and on the left-hand curve, Tz, by I(s), letting p & ljr(t)ii and ;1 g l]f(s)]] = @. 
The chief advantage of this map is the induced functional dependence of s on 
t, hence the ability to write a differential equation for p and A using the same 






eE [-71/2,71/2]. (4) 
gIni=--- 
0-u 
The restatement of Theorem 2 in Lemma 3 lends added insight into the 
mechanism by which x(t; p,,) grows and decays on rr U Tz. Considering 
case (i) of Lemma 3, since od > 0 on (-77/2,7r/2], the condition q < 0 
necessitates d > 0 on that interval. Hence, from (4), while p must increase on 
T,, x becomes negative when Tz enters the region B 4 (X E R’ I x, < 
-a(x’Dx/xTx)~ in the left half plane. Moreover, 5? has a boundary, &??, in 
the left half plane and q < 0 implies X E G5?---i.e., that certain trajectories 
contained in P must enter 9. Since (d/dO)k + -co as Z(s) + Fg, the growth 
of a trajectory on rI is countered with increasing effect on a portion of rz* 
resulting in a limit cycle. Notice that if D has real eigenvalues then d is no 
longer sign definite, hence d may not be sign definite, and these remarks are 
no longer valid, underscoring the importance of the requirement that D be 
focal. 
The differential equations in (4) define two families of functions, p(B;p,) 
and A(f?; A,), parametrized by initial condition on the negative and positive 
xl-axes, respectively. Observing that A,, = p(n/2; p&-be., that A0 depends 
upon p,-and that the vector fields in (4) are smooth when x E %?‘, we may 
explicitly regard p and A as functions of 0 and po, continuously differentiable 
in both arguments. Since distinct integral curves of autonomous systems 
defined by smooth fields remain distinct over all time, we have (8/8po)p > 0 
and (a/lap& > 0 for all 0 E (-7c/2,71/2]. Hence, ‘the function 
v@o> 42 
k(42,Po) =442,Po) 
P(--n/29Po) PO ' 
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which reresents the ratio of the magnitudes of the end-points of the curve 
T1 U r, (both on the negative x-,-axis), is a continuously differentiable 
function of p,,. Evidently, I-I UT, is the integral curve of a limit cycle if and 
only if v = 1. The proof of uniqueness involves a demonstration that v is 
monotone in p,, over an interval of interest, and hence may pass through 1 at 
most once. That demonstration depends upon the following computation. 
LEMMA 7. Conditions (a) and (b) of Lemma 6, respectively, imp11 
ProoJ 





rl 3P --= 
3p0 88 l- (0 + p@ dPP,. 
Since d > 0, we have o/(o -Ad) > 1, and w/(o + pd) < 1, for all 
BE [-742,n/2]. H ence, if condition (i) of Lemma 3 holds then 
and 
rl P rl 
p(w+pd)2<ww+pci 
----=$lnp-o/w. 
since rl < 0 on [-n/2,71/2] and substituting from (4). 
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aPo ae < ,2$lnp--o/w 1 g 
yielding (a), above. The identical argument holds for (b) with signs reversed, 
since rj > 0. I 
We may now state the second principal result of this paper. 
PROPOSITION 2. Under the conditions of Theorem 2, system (2) has only 
one limit cycle. 
Proof. s(t; p,,) is a limit cycle of (2) if and only if w@,J = 1 in system 
(3). According to Theorem 2, 9 g (pO > 0 / I&,,) = I \ is non-empty, and 
bounded away from the origin, hence ~$6 inf Y exists and p$ > 0. We will 
show that (d/dp,)y/ is sign definite for all p0 > pt, hence x(t; pz) is the only 
limit cycle of (2). 
Note that 
We will show below that under condition (a) of Lemma 6, 
and hence 
Since o/w > 0 and I&I;) = 1, this is clearly negative for p0 > pz. Similarly, 
under condition (b) of Lemma 6 the inequalities are reversed, and D/W < 0 so 
that (d/dp,)y > 0 for all p. > pz. 
To obtain the bound on (6/apo);l(n/2,po) we recall that A(-79’2.~~) = 
pW,p,) and P(-~~,P,)=P,, hence 
-, 
[ 
r r > 
In 2 A(rr/2, p,) = In g 1(x/2, PO) & P(d2~ PO) 1 r 
- In 
[ 
$-- A(-742, PO) $ PC+& PO) 
0 0 I 





.-lri2 ae [ 0 
-$a po) de. 1 
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Applying Lemma 7 to case (a) yields 
= In v2 - 27r0Ic1.1, 
hence (3/&+,)J(lr/2, po) < I,U’ e(-‘nu’w) as claimed. Case (b) proceeds iden- 
tically with the signs reversed. 1 
6. CONCLUSIONS 
This paper presents sufficient conditions for the existence of limit cycles of 
quadratic systems with a unique equilibrium state. The conditions guarantee 
that the limit cycle is unique. The results are based upon insights and 
techniques developed during an earlier investigation of the global stability 
properties of (1) [I], facilitated by the expression of that system in the form 
(2). They strongly suggest that these conditions are necessary as well, hence, 
that no quadratic system with a unique equilibrium state can support more 
than one limit cycle. That result, the uniqueness of a limit cycle around any 
equilibrium state of (2) the relation of limit cycles of (2) to those supported 
by general quadratic systems (l), all remain to be rigorously established. 
ACKNOWLEDGMENTS 
This research was supported in part by Office of Naval Research Contract N00014-76-C 
0017 and in part by an NSF graduate research fellowship for the first author. 
REFERENCES 
1. D. E. KODITSCHEK AND K. S. NARENDRA, The stability of second order quadratic 
differential equations, IEEE Trans. Automat. Control AC-27 (4)(1982), 783-798. 
2. N. N. BAUTIN, On the number of limit cycles which appear with the variation of coef- 
ficients from an equilibrium position of focus or center type, Mar. Sb. (N.S.) 30 (72) 
(1952), 181-186; 4M.S Transl. No. 100 (1954). 
3. I. G. PETROVSKII AND E. M. LANDIS, On the number of limit cycles of the equation 
dy/dy = P(x, ]‘)/Q(x, 4’) where P and Q are polynomials of the second degree, Mar. Sb. 
37 (79) (1955) 209-250; AMS Transl. Series 2, 10 (1958). 
4. I. G. PETROVSKII AND E. M. LANDIS, A letter to the editors, Maf. Sb. 73 (1967), 160. 
LIMIT CYCLES OF PLANAR QUADRATIC EQUATIONS 195 
5. YE YAN-QIAN. A qualitative study of the integral curves of the differential equation 
!dJ’jdX) = (400 + 4,o” + 40, ?’ + 420x* + 411-v + qo2 YZ/Poo + Plox + PO1 j’ + p20xd + 
p,&xy + po2 $) I, Chinese Mach. 3 (1963), l-18; II, Uniqueness of limit cycles, Chinese 
Math. 3 (1963), 62-70. 
6. DENG YAO-HUA AND Luo DING-JUN, A qualitative study of the integral curves of the 
differential equation (&/dx) = (qoO + q,0x + qO, y + q?Ox2 + q, ,xy + q02 $/PO0 i PLO” f 
pu, J’ +p2,,xZ + p,,xy + pvz r*) III. The number of limit cycles of type 1. Chinese Math. 
5 (1964), 129-138. 
7. DUENG JEN-ZHU (TUNG CHIN-CHU), Positions of limit cycles of the system dxjdr = 
~O~i+k~Zaik.ri.vk, d.v/dt= Lci kiz T _ bik.yiyp. Sci. Sinica 8 (2) (1959). 151-171; The 
structure of the separatrix cycles of the system ~,nci+k6Luik.~i~k, rOCi+kc2 giks’~~k. 
Chinese Math. 3 (1963). 277-284. 
8. W. A. COPPEL. A survey of quadratic systems, J. D(fferentia1 Equations 2 (I966), 
293-304. 
9. I. M. PERKO. Rotated vector fields and the global behavior of limit cycles for a class of 
quadratic systems in the plane, J. Differential Equarions 18 (1975). 63-86. 
10. SHI SONGING, A concrete example of the existence of four limit cycles for plane quadratic 
systems, Sci. Sinica 23 (2) (1980): 153-158. 
11. L. MARKUS, Quadratic differential equations and non-associative algebras, .4nn. of.Math. 
Stud. 45 (1960), 185-213. 
12. 7. DATE. Classification and analysis of two-dimensional real homogeneous quadratic 
differential equation systems, J. Dtfirenfial Equations 32 (1979), 31 l-334. 
13. R. J. DICKSON AND L. M. PERKO, Bounded quadratic systems in the plane, J. D&%remia/ 
Equations 7 (1970), 25 l-273. 
14. S. LEFSCHETZ, “Differential Equations: Geometric Theory,” Dover, New York, 1977. 
15. YE YANQIAN, Some problems in the qualitative theory of ordinary differential equations, 
J. Differeniial Equations 46 (1982), 153-164. 
16. F. R. GANTMACHER, “The Theory of Matrices,” Chelsea, New York, 1959. 
17. D. E. KODITSCHEK AND K. S. NARENDRA, Stabilizability of second order bilinear 
systems, IEEE Trans. Auromat. Control AC-28 (10) (1983), 987-989. 
18. G. LARDERS AND K. S. NARENDRA, Lyapunov functions for quadratic differential 
equations with applications to adaptive control, IEEE Trans. Automar. Control AC-17 
(6) (1972). 798-801. 
