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Abstract. This paper presents a reliable on-line re-optimization control of a fed-
batch fermentation process using bootstrap aggregated extreme learning ma-
chine. In order to overcome the difficulty in developing detailed mechanistic 
models, extreme learning machine (ELM) based data driven models are devel-
oped. In building an ELM model, the hidden layer weights are randomly assigned 
and the output layer weights are obtained in a one step regression type of learning. 
This feature makes the development of ELM very fast. A single ELM model can 
lack of robustness due the randomly assigned hidden layer weights. To overcome 
this problem, multiple ELM models are developed from bootstrap re-sampling 
replications of the original training data and are then combined. In addition to 
enhanced model accuracy, bootstrap aggregated ELM can also give model pre-
diction confidence bounds. A reliable optimal control policy is achieved by 
means of the inclusion of model prediction confidence bounds within the optimi-
zation objective function to penalize wide model prediction confidence bounds 
which are associated with uncertain predictions as a consequence of plant model-
mismatch. Finally, in order to deal with unknown process disturbances, an on-
line re-optimization control strategy is developed in that on-line optimization is 
carried out while the batch process is progression. The proposed technique is 
successfully implemented on a simulated fed-batch fermentation process. 
Keywords: Fed-batch processes, Fermentation, Neural networks, Extreme 
learning machine, Re-optimization. 
1 Introduction  
Fermentation is an important processing step in biochemical and pharmaceutical indus-
try and is generally carried out in batch or fed-batch mode. In general, common prod-
ucts such as antibiotics, proteins, food cultures, and more, are manufactured through 
bioprocessing techniques [1]. Nowadays, the biochemical industry has been developed 
through modern and sophisticated technologies, specially designed for process contro l 
and automation purposes. Coupled with an increase in the demand of products and 
quality requirements, competitive markets have arisen not only on a local scale, but also 
worldwide. Hence, the optimization of biochemical processes becomes increasingly 
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more important. However, the biotechnological process such as fermentation process 
is difficult to control, in as much as the sensibility of the micro-organism demands ac-
curate control strategies. Thus enhancing fermentation process operation is an im-
portant means to improve product quality and process profit. The massive consumption 
of biochemical products results in a competitive market, making the maximization of 
biomass production a key target to be achieved. The complexity of the fermentation  
processes dynamics makes this a non-trivial and challenging but also very interesting 
optimization problem. 
For the optimal control of biochemical processes , which are typically highly non-
linear systems, accurate models capable of providing good long range predictions are 
required. Due to the complex dynamics of the growing microorganisms in biochemical 
processes, mechanistic models are usually very difficult to be developed. To overcome 
this problem, data-driven modelling techniques based on process operation data have 
been recently developed to provide accurate solutions for process modelling [2, 3]. 
However, the collection of process operational data is typically limited partly because 
of the high costs involved in the experiments for data acquirement, coupled with the 
physical limitation to measure certain key process variables. 
In the past a few years, neural networks have been widely accepted as an effective 
way to build accurate data-driven models from process operation data [4-7]. The main  
advantage of neural networks is their ability to model complex non-linear processes by 
learning the nonlinear relationship between model inputs and outputs from the process 
operation data. This is perhaps achieved through their parallel structure that provides 
them with excellent capabilities to store knowledge. Artificial neural networks resem-
bles the human brain in the sense that knowledge is learnt from observations and stored 
in the form of inter-neuron connection strengths [8]. 
A common problem of neural networks is the over fitting of the training data leading 
to poor generalization capabilities in that the neural network model gives excellent per-
formance on the training data but considerably large prediction errors on unseen vali-
dation data. The speed of conventional neural network training is also a concern as 
training with the traditional backpropagation training algorithm is typically very slow 
due to the iterative procedure. In order to address those common drawbacks  with con-
ventional neural networks , a novel algorithm developed by Huang et al. [9], called Ex-
treme Learning Machine (ELM), has been shown to be able to provide an extremely  
fast learning speed and better generalization capabilities in comparison to traditional 
learning algorithms. In ELM hidden layer weights  are randomly chosen and the output 
layer weights are obtained in a one step regression like approach. This significantly 
reduces the computational efforts in neural network training. However, single ELM 
models can lack robustness and give varying performance due to random nature in as-
signing the hidden layer weights. To address this issue, the idea of bootstrap aggregated 
neural networks [10] can be used in developing bootstrap aggregated ELM. The use of 
bootstrap aggregated neural networks is widely recognized as an effective method to 
improve the robustness of neural network models and enhance the model generalization  
capabilities [11-15]. 
Zhang [16] proposed a reliable optimization strategy based on bootstrap aggregated 
neural network models , where a reliable optimal control policy is obtained by means of 
penalizing wide model prediction confidence bounds within the objective function of 
the optimization problem. The modified optimization objective function penalizes wide 
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model prediction confidence bounds. By such a means, the obtained optimal control 
policy can be successfully implemented in the actual process without suffering from 
performance degradation, which is commonly caused by plant-model mismatches. 
The paper is organized as follows. A feed-batch fermentation process is presented 
Section 2. Section 3 introduces the proposed bootstrap aggregated ELM. Section 4 pre-
sents the modelling of the feed-batch fermentation process using bootstrap aggregated 
ELM. Reliable optimization control of the feed-batch fermentation process  is presented 
Section 5. Both off-line optimization and on-line re-optimization control are presented. 
Finally, Section 6 draws some concluding remarks. 
2 A Fed-Batch Fermentation Process 
The fed-batch fermentation process considered in this paper uses Baker’s yeast as the 
basis reactant. The kinetic and dynamic model is taken from [17] and includes a dy-
namic model based on mass balance equations for glucose, ethanol, oxygen and bio-
mass concentrations. The kinetic model contains the following equations [17]: 
 
Glucose uptake rate: 
𝑄𝑠 = 𝑄𝑠,𝑚𝑎𝑥
𝐶𝑠
𝐾𝑠 + 𝐶𝑠
(1 − 𝑒
−𝑡 𝑡𝑑
⁄
) 
(1) 
 
Oxidation capacity: 
𝑄𝑜,𝑙𝑖𝑚 = 𝑄𝑜,𝑚𝑎𝑥
𝐶𝑜
𝐾𝑜 + 𝐶𝑜
𝐾𝑖
𝐾𝑖 + 𝐶𝑒
 
(2) 
 
Specific growth rate limit: 
𝑄𝑠,𝑙𝑖𝑚 =
𝜇𝑐𝑟
𝑌𝑥/𝑠
𝑜𝑥  
(3) 
 
Oxidative glucose metabolism: 
𝑄𝑠,𝑜𝑥 = 𝑚𝑖𝑛 (
𝑄𝑠
𝑄𝑠,𝑙𝑖𝑚
𝑄𝑜,𝑙𝑖𝑚 𝑌𝑜/𝑠⁄
) 
(4) 
 
Reductive glucose metabolism: 
𝑄𝑠,𝑟𝑒𝑑 = 𝑄𝑠 − 𝑄𝑠,𝑜𝑥 (5) 
 
Ethanol uptake rate: 
𝑄𝑒,𝑢𝑝 = 𝑄𝑒,𝑚𝑎𝑥
𝐶𝑒
𝐾𝑒 + 𝐶𝑒
𝐾𝑖
𝐾𝑖 + 𝐶𝑒
 
(6) 
 
Oxidative ethanol metabolism: 
𝑄𝑒,𝑜𝑥 = 𝑚𝑖𝑛 (
𝑄𝑒,𝑢𝑝
(𝑄𝑜,𝑙𝑖𝑚 − 𝑄𝑠,𝑜𝑥 𝑌𝑜/𝑠)𝑌𝑒/𝑜
) 
(7) 
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Ethanol production rate: 
𝑄𝑒,𝑝𝑟 = 𝑄𝑠,𝑟𝑒𝑑 𝑌𝑒/𝑠 (8) 
 
Total specific growth rate: 
𝜇 = 𝑄𝑠,𝑜𝑥𝑌𝑥/𝑠
𝑜𝑥 + 𝑄𝑠,𝑟𝑒𝑑 𝑌𝑥/𝑠
𝑟𝑒𝑑 + 𝑄𝑒,𝑜𝑥 𝑌𝑥/𝑒 (9) 
 
Carbon dioxide production rate: 
𝑄𝑐 = 𝑄𝑠,𝑜𝑥𝑌𝑐/𝑠
𝑜𝑥 + 𝑄𝑠,𝑟𝑒𝑑 𝑌𝑐/𝑠
𝑟𝑒𝑑 + 𝑄𝑒,𝑜𝑥 𝑌𝑐/𝑒  (10) 
 
Oxygen consumption rate: 
𝑄𝑜 = 𝑄𝑠,𝑜𝑥 𝑌𝑜/𝑠 + 𝑄𝑒,𝑜𝑥 𝑌𝑜/𝑒 (11) 
 
Respiratory Quotient: 
𝑅𝑄 = 𝑄𝑐 𝑄𝑜⁄  (12) 
 
The mass balance equations describe the dynamic of glucose, ethanol, oxygen and 
biomass concentrations as follows [17]: 
 
     
𝑑𝐶𝑠
𝑑𝑡
=
𝐹
𝑉
(𝑆𝑜 − 𝐶𝑠) − (
𝜇
𝑌𝑥/𝑠
𝑜𝑥 +
𝑄𝑒,𝑝𝑟
𝑌𝑒/𝑠
+ 𝑄𝑚) 𝐶𝑥           (13) 
     
𝑑𝐶𝑜
𝑑𝑡
= −𝑄𝑜𝐶𝑥 + 𝑘𝐿𝑎𝑜 (𝐶𝑜
∗ − 𝐶𝑜) −
𝐹
𝑉
𝐶𝑜              (14) 
     
𝑑𝐶𝑒
𝑑𝑡
= (𝑄𝑒,𝑝𝑟 − 𝑄𝑒,𝑜𝑥 )𝐶𝑥 −
𝐹
𝑉
𝐶𝑒                (15) 
     
𝑑𝐶𝑥
𝑑𝑡
= 𝜇𝐶𝑥 −
𝐹
𝑉
𝐶𝑥                     (16) 
     
𝑑𝑉
𝑑𝑡
= 𝐹                          (17) 
     𝑘𝐿𝑎𝑜 = 113 (
𝐹𝑎
𝐴𝑅
)
0.25
                    (18) 
where Cs, Co, Ce, and Cx represent, respectively, the concentrations of glucose, oxy-
gen, ethanol and biomass , F and Fa stand for feed rate and air feed rate respectively, 
and AR denotes the cross-sectional area of the reactor. The other symbols and values of 
model parameters are given in Tables 1 and 2. 
Based on the mechanistic model, a simulation program is developed in MATLAB 
[18]. The simulation program is used to generate process operational data and to test 
the developed models and optimization control policies. The batch initial conditions 
considered for the simulation are taken from [17] and are summarized as follows: 
 Initial conditions: 𝐶𝑠(0) = 7g L
−1; 𝐶𝑜(0) = 7.8 𝑒
−3g L−1;  𝐶𝑒(0) = 0g L
−1; 
𝐶𝑥(0) = 15g  L
−1;  𝑉(0) = 50000  𝐿 
 Volume of the fermentor Vf = 100𝑚
3   
 Concentration of feed S0 = 325 𝑔 𝑔𝑙𝑢𝑐𝑜𝑠𝑒  𝐿
−1 
 Final time: tf = 16.5 ℎ 
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Table 1. Definition of process variables and parameters. 
variables definitions Superscripts 
and subscripts 
definitions 
kLao total volumetric mass transfer coefficient (h
-1) * interface 
Ke saturation constant for ethanol (gL
-1) cr critic 
Ki inhibition constant (gL
-1) e ethanol 
Ko saturation constant for oxygen (gL
-1) lim limitation 
Ks saturation constant for substrate (gL
-1) o oxygen 
Yi/j yield of component i on j (gg
-1) ox oxidative 
V volume (L) pr production 
μ specific growth rate (h-1) red reductive 
  
s substrate 
(glucose) 
  up uptake 
  x biomass 
 
Table 2. Numeric values of the parameters in the fed-batch model [18]. 
parameters values parameters values 
Ke 0.1 gL
-1 Yx/e 0.7187 gg-1 
Ki 3.5 gL
-1 Qe,max 0.238 gg-1h-1 
Ko 9.6×10
-5 gL-1 Qo,max 0.255 gg-1h-1 
Ks 0.612 gL
-1 Qs,max 2.943 gg-1h-1 
OX
SXY /  
0.585 gg-1 Qm 0.03 gg
-1h-1 
red
SXY /  
0.05 gg-1 So 325 gh
-1 
Yo/s 0.3857 gg-1 *
oC  
0.006 gh-1 
Yo/e 0.8904 gg-1 AR 12.56 m
2 
Ye/s 0.4859 gg-1 μcr 0.21 h
-1 
Ye/o 1.1236 gg-1   
 
3 Bootstrap Aggregated Extreme Learning Machine 
3.1 Extreme Learning Machine 
Fig. 1 shows a typical feedforward neural network, which can be used to model com-
plex nonlinear systems and is capable of representing the nonlinear relationships be-
tween process input and output variables by learning from the training data presented 
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to the network using a network training algorithm. Although the development of neural 
network models is significantly more practical and easier to implement than the classi-
cal mathematical modelling approaches  based on first principles , the time required to 
train neural networks using traditional network training algorithms is considerably 
high, making the neural network training a slow process [9]. 
Many researchers have worked on enhancing the generalization capabilities of neu-
ral networks. However, most of the neural network training methods still involve the 
tuning of all network weights and biases, and in many cases , still require iterative com-
putations until convergence or a pre-defined maximum iterations has been reached. To 
reduce the computational burden in neural network training, Huang et al. [9] propose 
the ELM, a novel learning algorithm for single hidden layer feedforward networks 
(SLFN). In ELM, some of the network parameters are chosen randomly and this  sig-
nificantly reduces the training time while achieving good generalization capabilities. 
 
 
Fig.1. A single hidden layer feedforward network [18]. 
In the ELM algorithm proposed by Huang et al. [9], a SLFN is built from 𝑁 distinct 
pair of samples (𝑥 𝑖 , 𝑡𝑖 ) with 𝑥𝑖 = [𝑥 𝑖1,𝑥 𝑖2,… , 𝑥 𝑖𝑛]
𝑇 ∈ 𝑅𝑛  and 𝑡𝑖 = [𝑡𝑖1, 𝑡𝑖2 , … , 𝑡𝑖𝑚]
𝑇 ∈
𝑅𝑚. Let this SLFN have Ñ hidden neurons. The 𝑖th neuron in the hidden layer is con-
nected with the input layer through a weighting vector, 𝑤𝑖 = [𝑤𝑖1, 𝑤𝑖2 , … , 𝑤𝑖𝑛 ]
𝑇, and 
has activation function 𝑔(𝑥)  and bias 𝑏𝑖. The nodes in the output layer are connected 
to the 𝑖th hidden neuron through the weighting vector 𝛽𝑖 = [𝛽𝑖1, 𝛽𝑖2 , … , 𝛽𝑖𝑚 ]
𝑇, and they 
use a linear activation function as follows. 
∑ 𝛽𝑖𝑔𝑖 (𝑥𝑗) = ∑ 𝛽𝑖𝑔(𝑤𝑖 ∙ 𝑥𝑗 + 𝑏𝑖) = 𝑜𝑗
Ñ
𝑖 =1
Ñ
𝑖=1
 
             𝑗 = 1,2, … , 𝑁 
(19) 
As long as 𝑔(𝑥)  is infinitely differentiable, the SLFN can learn 𝑁 distinct observa-
tions, which can be written as ∑ ‖𝑜𝑗 − 𝑡𝑗‖ = 0
Ñ
𝑗=1 . Then there should exist finite values 
of 𝛽𝑖, 𝑤𝑖 , and 𝑏𝑖 that can meet the following: 
∑ 𝛽𝑖 𝑔(𝑤𝑖 ∙ 𝑥𝑗 + 𝑏𝑖) = 𝑡𝑗
Ñ
𝑖 =1
 (20) 
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𝑗 = 1,2, … , 𝑁 
The relationship given in Eq(20) can be written in matrix notation as Eq(21), where 
𝑯 is called the hidden layer output matrix: 
 
𝑯𝛽 = 𝑻 (21) 
𝐻(𝑤1, … , 𝑤Ñ ,𝑏1, … , 𝑏Ñ , 𝑥1,… , 𝑥𝑁) = 
[
𝑔(𝑤1 ∙ 𝑥1 + 𝑏1) ⋯ 𝑔(𝑤Ñ ∙ 𝑥1 + 𝑏Ñ)
⋮ ⋱ ⋮
𝑔(𝑤1 ∙ 𝑥𝑁 + 𝑏1) ⋯ 𝑔(𝑤Ñ ∙ 𝑥𝑁 + 𝑏Ñ)
]
𝑁×Ñ
 
(22) 
𝛽 = [
𝛽1
𝑇
⋮
𝛽Ñ
𝑇
]
Ñ×𝑚
 and    𝑻 = [
𝑡1
𝑇
⋮
𝑡𝑁
𝑇
]
𝑁×𝑛
 (23) 
The ELM algorithm proposed in [9] suggests setting the parameters 𝛽𝑖 and 𝑤𝑖  ran-
domly and compute the matrix H. Then the remaining unknown variable in Eq(21), 𝛽, 
can be calculated as:  
𝛽 = 𝑯†𝑻 (24) 
In the above equation, 𝑯†  corresponds to the Moore-Penrose generalized inverse of 
the matrix 𝑯, which can be found through several methods  such as the orthogonal pro-
jection, singular value decomposition (SVD), orthogonalization method, and iterative 
method. The last two methods are avoided since iterations are undesired as they can 
increase the computation times of the ELM algorithm. Instead, if 𝐻𝑇 𝐻 is non-singular, 
the orthogonal projection method can be used, so 𝑯† = (𝐻𝑇 𝐻)−1𝐻𝑇. As in many cases 
the matrix 𝐻𝑇 𝐻 tends to be singular, the SVD method generally performs well under 
those circumstances. 
 
3.2 Bootstrap Aggregated ELM 
Regarding to the techniques for developing multiple neural networks, Noor et al. [8] 
identifies three basic kinds of stacked neural networks where individual networks are 
combined using a particular method. The first type is the multiple model neural net-
works, characterized for using different training data to build the individual networks. 
The training data can relate to different inputs and include information about a wider 
process operation region. This approach also allows different training algorithms to be 
used for each individual neural network. On the other hand, the second category em-
ploys the same data to train the individual networks, but  the data are re-sampled or 
divided using one of the following methods: bootstrap re-sampling [19], adaboost, 
“adaptive boosting”, or randomization. Finally, the third category involves a selective 
combination of neural networks in order to reduce the error induced by those neural 
networks with poorest generalization capabilities. In this paper, a bootstrap aggregated 
ELM, known as BA-ELM, is proposed. 
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As mentioned in [10], the principle of bootstrap aggregated neural networks, shown 
in Fig. 2, is to develop several neural networks to model the same relationship and them 
combining them. By this means, model generalization capability and accuracy can be 
improved as a result of proper combination of all networks, instead of just selecting the 
“best” individual neural network. The final output of a BA-ELM, expressed in Eq(25), 
is a weighted combination of the individual ELM outputs. 
 
                                      𝑓(𝑋) = ∑ 𝑤𝑖𝑓𝑖 (𝑋)
𝑛
𝑖=1  (25) 
In the above equation, 𝑓(𝑋)  is the BA-ELM predictor, 𝑓𝑖 (𝑋) is the 𝑖th ELM, 𝑤𝑖  is 
the aggregating weight corresponding to the 𝑖th ELM, 𝑋 is the vector of inputs , and 𝑛 
is the number of individual ELM models. The selection of aggregating weights is fun-
damental to achieving good performance. In general, the simple approach taking equal 
weights is usually sufficient to attain enhanced model prediction performance. How-
ever, aggregating weights can also be obtained by using principal component regression 
(PCR), since it is less sensitive to highly correlated data, which is the case for the indi-
vidual network predictions. 
 
 
Fig. 2. Bootstrap aggregated ELM [18] 
A further advantage in using BA-ELM is that model prediction confidence bounds 
can be calculated from the individual network predictions as follows [10]: 
 
𝜎𝑒 = {
1
𝑛 − 1
∑[𝑦(𝑥 𝑖; 𝑊
𝑏 ) − 𝑦(𝑥 𝑖; ∙)]
2
𝑛
𝑏=1
}
1 2⁄
 (26) 
where 𝜎𝑒  corresponds to the standard error of the 𝑖th predicted value, 𝑦(𝑥 𝑖; ∙) =
∑ 𝑦(𝑥 𝑖; 𝑊
𝑏 )𝑛
𝑏=1 𝑛⁄  and 𝑛 is the number of ELM models. Under the assumption that 
prediction errors are normally distributed with zero mean, the 95% prediction confi-
dence bound can be found as 𝑦(𝑥 𝑖; ∙) ± 1.96𝜎𝑒 . More reliable predictions are associated 
with small values of 𝜎𝑒 , i.e. narrower confidence bounds . 
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4 Process Modelling Using Bootstrap Aggregated ELM  
4.1 Data generation and pre-processing 
The detailed mechanistic model described in Section 2 is used to generate simulated 
process operational data. All together 75 batches were simulated with the feed profiles 
obtained by adding random variations to a base feed profile. The batch duration in di-
vided into 17 equal intervals and the substrate feed rate is kept constant in each interval. 
Thus the feed profile can be represented by a vector of 17 elements. The developed 
ELM model is of the following form: 
y=f(x1, x2, …, x17) (27) 
where y is the biomass concentration at the end of a batch, x1 to x17 are the substrate 
feed rates over a batch.  
Data pre-processing is carried out to remove undesired information such as noise, 
outliers, non-representative samples, etc. Data pre-processing tools include for example 
normalization to scale the data, filtering to cope with measurement noise, removing  
trends and outliers to eliminate inconsistent data that potentially will lead to wrong 
results, etc. 
 
 
Fig. 3. Normalization, Case A  
Normalization of data to zero mean and unit variance is used in this study. As the 
model inputs are the substrate feed rates at different time stages over a batch, two dif-
ferent cases of normalization are considered here. In Case A, as illustrated in Fig. 3, the 
substrate feed rate at a particular time is normalized using the local mean and standard 
deviation at that particular time. In Case B, as illustrated in Fig. 4, the global mean and 
standard deviation across all the time stages are used.  
 
4.2 BA-ELM modelling 
Once the data have been scaled to zero mean and unity variance, 80% (60 batches) of 
data are randomly selected for model building and the remaining 20% (15 batches) are 
used as the unseen validation data. Then, the original training set is here re-sampled  
using bootstrap re-sampling with replacement [19] to produce 𝑚 = 50 different boot-
strap replication data sets. On each bootstrap replication data set, an ELM model is 
developed. The bootstrap re-sampling is a simple technique for generating different 
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replications of the original data set in that random samples (batches) from the original 
data are picked. As a consequence, some samples can be picked more than once and 
some others may not be picked at all. In this way, the learning data set presented to each 
ELM is slightly different, which is the powerful concept of BAGNET [10]. As the in-
dividual ELM models do not learn exactly the same information, they can complement  
to each other. The model development procedure is shown in Fig.5. 
 
 
Fig. 4. Normalization, Case B 
 
 
Fig. 5. Model predictions on validation data 
Fig. 6 shows model predictions on the 15 unseen batches (validation data) and their 
respective confidence bounds  for the two different cases of normalization, Case A and 
Case B. Table 3 gives the minimum SSEs for the best individual ELM, stacking 50 
ELMs, and stacking 44 ELMs on the training and validation data sets with the two 
normalization cases. When stacking 44 ELMs, the 6 worst performing ELMs on the 
training data in the original 50 ELMs are eliminated. It can be seen from Fig. 6 that the 
model predictions are reasonably accurate. The model with normalization Case A gives 
better prediction performance as indicated by Fig. 6 and Table 3. Thus, the BA-ELM 
model with normalization Case A is adopted.  
The SSE of the individual networks on training and validation data are shown in Fig. 
7. In general, it can be seen from Fig. 7 that network prediction performance on the 
training data is not always consistent with that on the unseen validation data. It can be 
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noticed that an individual network with a small SSE value on the training data can have 
a large SSE value on the unseen validation data or vice versa. Therefore it is evident 
that a single neural network is not robust enough to always produce accurate predic-
tions. 
Table 3. Minimum SSEs of individual and BA-ELM. 
 data Best individual 
ELM 
Stacking 50 ELM Stacking 44 ELM 
Case A Training 0.0767 0.0530 0.0492 
 Validation 0.1501 0.2207 0.2191 
Case B Training 3.05E-04 1.81E-04 1.75E-04 
 Validation 5.26E-04 4.04E-04 4.04E-04 
 
 
Fig. 6. Model predictions on validation data [18] 
 
Fig. 7. Model errors of individual networks [18] 
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Some individual networks with poor performance on the training data, highlighted 
in color red in Fig. 7, were removed from the stacked network. Here only 6 such net-
works are chosen because bad performing on training data does not necessarily imply  
poor performance on the unseen data. For example, networks #12 and #21 are in the 
worst group based on the performance on the training data. However, they actually have 
good performance on the unseen validation data. For this reason, it is not advisable to 
remove a lot of those “poor” performing networks as some of those may give quite 
good performance on the unseen validation data. Conversely, networks #13, #32 and 
#38 performed bad in both cases, thus it is appropriate to remove the influence of those 
networks. Highlighted in color green in Fig. 7, network #45 gives the minimum SSEs  
(0.0767) on the training data and network #50 gives the minimum SSEs (0.1501) on 
the unseen validation data. 
 
 
Fig. 8. Model error of stacked networks [18] 
In contrast to the performance of individual networks, Fig. 8 clearly shows the ad-
vantage of stacking multiple neural networks. The model performance of aggregating 
different numbers of ELM models, from 1 (the first single ELM) to 50 (aggregating all 
50 ELM models), are shown in Fig. 8, which shows the SSE values of BA-ELM with 
different numbers of ELM models on the training data and the unseen validation data. 
It can be seen that the highest error in both cases  occurs, as is expected, when just one 
network is used. Then, the errors on both training data and unseen validation data are 
significantly reduced while more networks are being combined. It is important to notice 
the consistent pattern of SSE reduction on the training data and on the unseen validation 
data. Additionally, the influence of the removed networks can be seen in color red, 
which corresponds to the SSEs before those networks were eliminated. Before remov-
ing the worst networks, the minimum SSEs on training data was 0.0530 with the con-
tribution of 47 networks, and 0.2207 for the unseen validation data with 28 networks 
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combined. After removing the bad performing networks, the minimum SSE values de-
crease to 0.0492 with the combination of 37 networks on the training data, and 0.2191 
on the unseen validation data with 37 networks combined. On balance, the SSEs were 
reduced in both training and validation data just by means of combination of multiple 
non-robust models. 
5 Process Optimization Using Bootstrap Aggregated ELM 
5.1 Off-line optimization 
In this fed-batch fermentation process, the operation objective is to produce as much 
product as possible subject to operational constraints . The objective function J is for-
mulated using the ELM model. In order to enhance the reliability of optimization, min-
imizing the width of the model prediction confidence bounds is incorporated in the 
objective function. The optimization problem can be written as follows: 
 
min
𝐹
𝐽 = −𝑓𝑁𝑁 (𝐹) + 𝜆𝜎𝑒  
 𝑠𝑢𝑏𝑗𝑒𝑐𝑡  𝑡𝑜: {
0 ≤ 𝐹 ≤ 3000   [𝐿 ℎ⁄ ]
𝑉 ≤ 𝑉𝑓 = 100000 [𝐿]
                                                      (28) 
where 𝑓𝑁𝑁 (𝐹) is the BAGNET output, which specifically corresponds to the predicted 
biomass concentration at the end of the batch 𝐶𝑥(𝑡𝑓 ), 𝐹 = [𝑓1 , 𝑓2 , … , 𝑓17 ] is the vector 
of substrate feed rates divided in hourly intervals; 𝜎𝑒  is the standard error of model 
prediction, and 𝜆 is a penalty factor for 𝜎𝑒 . Operational constraints are imposed, for 
instance, the feed flow rate is bounded to maximum 3000 [L/h] and the volume of the 
total biomass is restricted by the fermenter volume 𝑉𝑓 . This objective function is aimed  
to maximise the amount of product while minimise the width of the model prediction 
confidence bounds to achieve a reliable optimal control policy. 
The optimization problem given in Eq(28) was solved using the Interior-Point al-
gorithm, available in Matlab® Optimization Toolbox, which is an effective non-linear 
programming method, especially for constrained problems .  
Different values of 𝜆 were considered, in order to analyse the effect of penalising 
wide model prediction confidence bounds. The optimal control policies  obtained for all 
the cases were tested the mechanistic model based simulation. Table 4 presents the 
simulation results. The first row in Table 4 corresponds to 𝜆 = 0, which is equivalent 
to the optimization problem without considering the confidence bounds in the objective 
function. In that case, the neural network prediction for the final biomass is 75.788 
[g/L] while the actual value (from mechanistic model) is significantly lower at 51.583 
[g/L], and 𝜎𝑒 =0.182. The notable difference between the aggregated ELM model pre-
diction and the actual value is in fact what motivated the researchers to penalize wide 
confidence bounds in the objective function [16, 20, 21].  
The value of 𝜆 is gradually increased in order to analyse the effect of the penaliza-
tion term in the objective function. It can be seen from Table 4 that with 𝜆 = 1 a con-
siderable improvement of the actual value of biomass is achieved (59.544 [g/L]), ac-
companied with the reduction of  𝜎𝑒  to 0.167. After trying with further values of 𝜆, the 
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actual final biomass concentration reached 71.236 [g/L] when 𝜆 = 12, and the confi-
dence bounds were reduced to half its initial value; at the same time, the neural network 
prediction decrease to 75.409 [g/L]. Therefore, from Table 4 it is possible to appreciate 
that by means of increasing the penalization of wide model prediction confidence 
bounds, the optimal substrate feeding profile becomes more reliable, since the perfor-
mance on the actual process is not degraded. 
Table 4. Final biomass concentrations and 𝝈𝒆 with respect to λ [18]. 
λ Mechanistic model BA-ELM σe 
0 51.583 75.788 0.182 
1 59.544 75.781 0.167 
2 65.733 75.763 0.155 
3 68.959 75.739 0.145 
5 70.203 75.682 0.130 
6 70.521 75.650 0.125 
9 71.163 75.520 0.107 
12 71.236 75.409 0.096 
45 71.163 74.549 0.059 
120 70.943 72.702 0.036 
 
However, as the value of 𝜆 increases, the objective function, Eq(28), gives more 
importance to the reduction of  𝜎𝑒 , which as a consequence, will sacrifice the maximi-
zation of the final product concentration. Therefore, there is an inherently trade off be-
tween the two terms in the objective function. To make this point clear, further higher 
values of 𝜆 were tried, corresponding to the last two rows of Table 4. For 𝜆 = 120, the 
value of  𝜎𝑒was notably reduced as well as the relative error between the model predic-
tion and the actual value. However, this was achieved with a reduction in the final bio-
mass production. For this reason, the value of 𝜆 = 12 is selected as the optimal 
weighting factor, since it offers a balance between both objectives . 
Fig. 9 presents the optimal feeding profiles  corresponding to the “unreliable” optimal 
control policy when 𝜆 = 0 (continuous blue line) and the improved one when 𝜆 = 12 
(red dashed line). Fig. 10 and Fig. 11 show the profiles of biomass, glucose, oxygen, 
ethanol and volume when the optimal substrate feeding profile is applied to the process, 
i.e. mechanistic model based simulation. 
Fig. 10 shows the actual biomass profile and the corresponding predictions from the 
aggregated ELM model. The poor performance obtained with the unreliable contro l 
policy (continuous blue line) can be seen from this figure, where the final biomass con-
centration value of 51.583 [g/L] is quite far away from the prediction by the aggregated 
ELM model ( ) of 75.788 [g/L]. Conversely, with the feeding profile obtained 
when  𝜆 = 12 (red dashed line), although the final value 71.236 [g/L] is not exactly the 
same as that predicted by the aggregated ELM model 75.409[g/L], the control policy is 
more reliable since it is shown to have good performance on the actual process. The 
small box at the top left of the graph is a zooming out window that shows closely the 
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final value of biomass with the enhanced profile, and shows that the target without 
considering the confidence bounds ( ) was slightly higher than the target given by the 
reliable profile ( ). 
 
 
Fig. 9. Optimization results: control policy [18] 
 
 
 
Fig. 10. Optimization results: biomass [18] 
Fig. 11 shows the concentrations of glucose, oxygen, ethanol and the reaction vol-
ume during the batch. Particularly, it is interesting to analyze the ethanol formation , 
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since is considerably high under the control policy with 𝜆 = 0, with a final concentra-
tion around 30 [g/L], which is perhaps what is causing the drop of the final biomass 
concentration. It must be realized that Ethanol formation is undesirable, since it is a by-
product which can deteriorate the amount and quality of the product. On the other hand, 
the reliable control profile obtained with 𝜆 = 12, gives better performance because the 
ethanol formation is successfully reduced to around 10 [g/L]. Although this is  not di-
rectly included in the objective function, it is implicitly related with the confidence 
bounds. In other words, when increasing the penalization of wide prediction confidence 
bounds, the optimization algorithm tries to find an optimal profile closer to the 
knowledge of the network, which was trained with data with reduced ethanol concen-
tration. Therefore, the optimal control policy is more reliable also in the sense that it 
tries to generate a control policy that is well known by all the individual networks. 
 
 
 
 
Fig. 11. Optimization results: glucose, oxygen, ethanol, and volume [18] 
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5.2 On-line Re-optimization 
In addition to plant model mismatch, unknown disturbances can also lead to poor per-
formance of the process. To cope with this situation, an on-line re-optimization strategy 
[12] is implemented by means of taking on-line measurements of the process every 4 
hours and re-calculating the optimal control profile for the remaining batch period. 
Initially, the optimal profile is calculated off-line for the entire batch time, 𝐹0 =
[𝑓1 , 𝑓2 , … , 𝑓17 ], with 𝜆 = 12. The process is operated with the first two values f1 and f2 
of 𝐹0  being applied to the process (mechanistic model based simulation). Then, when 
two hours have elapsed, a measurement of the process is taken and, a new optimal pro-
file is re-calculated for the remaining stages in the batch, which now starts from the 
third interval, and the result is given as 𝐹1 = [𝑓3 , 𝑓4 , … , 𝑓17 ]. Note that the values in F1 
will generally be different from those in F0. Then, the process is fed with the new 
𝑓3 , 𝑓4 , 𝑓5 , 𝑎𝑛𝑑  𝑓6 , and 4 hours later the process is measured again. Similarly, a new op-
timal profile is estimated but now starting from the seventh interval 𝐹2 =
[𝑓7 , 𝑓8 , … , 𝑓17]; just 𝑓7 , 𝑓8 , 𝑓9 , 𝑎𝑛𝑑  𝑓10  are actually used because at the end of tenth inter-
val the process is measured once again, and another re-optimized profile is found  𝐹3 =
[𝑓11 , 𝑓12 , … , 𝑓17 ]; 4 hour later the last re-optimization is executed and the batch is fin-
ished with this profile 𝐹4 = [𝑓15 , 𝑓16 , 𝑓17 ]. 
In order to perform the on-line re-optimization, it is necessary to develop four ad-
ditional BA-ELM models that include as inputs the current process measurements and 
the feeding profile for the remaining batch period. All these models are aimed to predict 
the final biomass concentration at the end of the batch. Therefore, the new BA -ELM 
models can be written as follows: 
 ?̂? =  𝑓𝑁𝑁1 (𝐶𝑥(2),𝐹1 ), where 𝐶𝑥(2) is the biomass concentration measurement 
at 𝑡 = 2ℎ and  𝐹1 = [𝑓3, 𝑓4 , … , 𝑓17 ] are the feed flow rate intervals in [𝐿/ℎ]. 
 ?̂? =  𝑓𝑁𝑁2 (𝐶𝑥(6),𝐹2 ), where 𝐶𝑥(6) is the biomass concentration measurement 
at 𝑡 = 6ℎ and  𝐹2 = [𝑓7 , 𝑓8 , … , 𝑓17 ] are the feed flow rate intervals in [𝐿/ℎ]. 
 ?̂? =  𝑓𝑁𝑁3 (𝐶𝑥(10), 𝐹3), where 𝐶𝑥(10) is the biomass concentration measure-
ment at 𝑡 = 10ℎ and  𝐹3 = [𝑓11 , 𝑓12 ,… , 𝑓17 ] are the feed flow rate intervals in  
[𝐿/ℎ] . 
 ?̂? =  𝑓𝑁𝑁4 (𝐶𝑥(14), 𝐹4 ), where 𝐶𝑥(14) is the biomass concentration measure-
ment at 𝑡 = 14ℎ and  𝐹4 = [𝑓15 , 𝑓16 , 𝑓17 ] are the feed flow rate intervals in 
[𝐿/ℎ] . 
The four BA-ELM models have a similar structure comprising 44 ELMs and the 
number of hidden nodes in each ELM is selected individually through cross validation. 
Fig. 12 shows the model performance of the four models for on-line re-optimization. It 
can be seen from Fig. 12 that all the four models give good prediction performance, 
especially NN3 and NN4 which also give very tight model prediction confidence 
bounds. This is expected as NN3 and NN4 use on-line measured process information 
closer to the end of batch.   
Once the four BA-ELM models were developed, the process was simulated but a 
disturbance was introduced by modifying one of the mechanistic model parameters. 
The initial substrate concentration 𝑆𝑜 was change from its nominal value of 325 g L
−1 
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to 305 g L−1, to pretend an unknown behavior of the process and validate the on-line 
optimization strategy.  
 
 
 
Fig. 12. On-line optimization results: control policy 
Table 5. Final biomass concentration [18]. 
 Off-line On-line 
Mechanistic model 71.236 – 
Model + disturbance 67.4971 71.1244 
Neural Network 75.409 73.7741 
 
It can be seen from Table 5 that, by means of on-line updating the control policy, it 
is possible to compensate the initial deviation of the process due to the unknown dis-
turbance, to achieve the same final biomass concentration as was obtained with the 
reliable off-line profile. The BA-ELM model prediction for the on-line case in Table 5 
is given by the fourth neural network. Moreover, it is natural that, although the fourth 
neural network is the most accurate of all, an error between the actual process and the 
network prediction occurs, since the process is under the influence of the unknown 
disturbance and the BA-ELM model was not trained to learn any observation with that 
kind of mismatch. However, what is important rather than the error in the prediction is 
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that the target final biomass was modified and reached a closer value to the desired 
target. 
 
 
Fig. 13. On-line optimization results: control policy [18] 
 
Fig. 14. On-line optimization results: biomass [18] 
Fig. 13 shows the initial control policy calculated off-line (continuous blue line) and 
the re-optimized control profile (dashed red line) that was updated every four hours 
starting in the second hour, according to the division lines in the graph. Fig. 14 shows 
the biomass concentration profile and it can be seen that during the first two hours both 
profiles are equal as no re-calculation has been performed. After the second hour, the 
feed flow rate is successfully modified through on-line re-optimization to drive the bi-
omass concentration towards the desired optimal value. The small box at the top left 
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corner is a zooming out window illustrating closely the difference between the off-line 
control policy applied on the process under disturbance (continuous blue line) and the 
on-line re-optimized profile (dashed red line). 
Fig. 15 shows the profiles of the concentrations of glucose, oxygen, ethanol and 
volume profiles under on-line re-optimization. With respect to ethanol concentration, 
there is an extra amount of ethanol production, when the on-line re-optimization is per-
formed, which perhaps is due to the efforts to achieve the biomass production target, 
since the substrate feed rate remains in the upper bound most of the time after the 10th 
interval. 
 
 
 
 
 
Fig. 15. On-line optimization results: glucose, oxygen, ethanol, volume [18] 
Finally, Fig. 16 shows all the re-optimized control profiles and highlights the time 
interval that is actually applied to the process with a thick line. For example, the off-
line control policy denoted as 𝐹0  ( ) is just applied for the first two hours, which 
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are represented with a thick line. Then, after the second hour, the new optimal profile 
𝐹1  ( ) is applied for the next four hours. Then, again a new re-calculation is made, 
and the profile 𝐹2  ( ) is applied for four hours, when is replaced by 𝐹3  ( ). 
The last re-optimization corresponds to 𝐹4  ( ), which is entirely applied, since it  
is the ending period of the batch. Consequently, although all the feeding profiles are 
calculated for the entire batch time, the resulting optimal profile, which is denoted as 
𝐹𝑓𝑖𝑛𝑎𝑙  ( ) is built just with the first four intervals of each profile. 
 
 
 
Fig. 16. On-line optimization results: detailed control policy [18] 
6 Conclusions  
Reliable modelling and on-line re-optimization control of a fed-batch fermentation pro-
cess using bootstrap aggregated extreme learning machine (BA-ELM) is presented in 
this paper. It is shown that aggregating multiple ELM models can enhance model pre-
diction performance. As the training of each ELM is very quick, building BA-ELM 
models does not introduce significant computation burden. Model prediction confi-
dence bounds, a measure of model prediction reliability, can also be obtained for BA -
ELM. Minimizing the width of model prediction confidence bound is incorporated in 
the optimization objective so that the reliability of the calculated optimal control policy 
can be enhanced. In order to overcome the detrimental effect of unknown disturbances, 
on-line re-optimization is carried out to update the off-line calculated optimal control 
policy when the batch process is in progress . Applications to a simulated fed-batch 
fermentation process demonstrate the effectiveness of the proposed modelling and re-
liable optimization control technique. 
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