Abstract-A zero-mean homogeneous random field is defined on a discrete polar raster. Given sample values inside a disk of finite radius, we wish to estimate the field's power spectral density using linear prediction. Issues arising here include estimation of covariance lags and extendibility of a finite set of lag estimates into a positive semidefinite covariance extension (required for a meaningful spectral density). We give a generalized autocorrelation procedure that guarantees positive semidefinite covariance estimates. It first interpolates the data using Gaussians, computes its Radon transform, and applies familiar 1-D techniques to each slice. Some numerical examples are provided to justify the validity of the proposed procedure. We also propose a correlationmatching covariance extension procedure that uses the Radon transform to extend a given set of covariance lags to the entire plane, when this is possible, and discuss circumstances for which this is impossible.
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I. INTRODUCTION N many applications, such as tomographic imaging prob-
I lems solved by filtered back-projection [ 11 and spotlight synthetic aperture radar [2] , data are collected on a polar raster of points, rather than on a rectangular lattice. To process such data, e.g., remove undesired frequency components, we need to estimate the power spectral density for data defined on a polar raster.
The obvious approach of simply estimating the 1-D power spectral density independently along each slice will give an incorrect answer, since the 2-D Fourier transform on a polar raster is not given by the 1-D Fourier transform along each slice. One approach, the 2-D periodogram, is to interpolate the data onto a rectangular lattice and then take the 2-D Fourier transform of the resampled values. We note here that for a rectangular raster, 1-D spectral estimation techniques have been applied, first by columns, then by rows, in some "separable" 2-D spectral estimators [3] , [4] . While these separable estimators do compute the 2-D Fourier transform correctly, they neglect correlation between rows and columns.
A major problem with the 2-D periodogram is the poor resolution of spectral estimates based on a small amount of data [5]. This is due to truncation of the covariance lags, since only a finite number of data samples is available. To overcome this difficulty in I-D, parametric modeling is used to extend the Manuscript received July 10, 1991; revised April 12, 1993 finite set of covariance lags. Linear prediction (AR modeling) is the most common approach, due to its simplicity and highresolution spectral estimates. To specify the contribution of this paper, we must first review 2-D linear prediction on a rectangular raster.
A. Review of 2 -0 Linear Prediction on a Rectangular Raster
Many aspects of I-D linear prediction have been shown to generalize to the 2-D case defined on a rectangular raster [6] . For example, stability and minimum phase properties are still related to reflection coefficients [ 6 ] . However, two vital aspects do not generalize to the 2-D case:
Causality, which has a clear definition in the 1-D case, has been defined in at least two different ways on a 2-D rectangular raster. Asymmetric halfplane causality [6] splits the 2-D raster into "past" and "future" half-planes; the 2-D AR model has support in the "past." Quarterplane causality [7] means that the 2-D autoregressive (AR) model has support in a quarter-plane, e.g., to the "southwest" of the present point. Since quarter-plane causality is a special case of asymmetric half-plane causality, we consider only the latter in the sequel. An essential feature of 1-D linear prediction is covariance extendibility. Given a finite positive semidefinite (psd) set of covariance lag estimates, it is always possible to extend this set into an infinite psd set of covariance lags. This is important, since a non-psd set of covariance lags will lead to negative values in the estimated power spectral density. However, this property does not extend to the 2-D case on a rectangular raster. For asymmetric half-plane causality, the region of support for the 2-D AR model is infinite, so that truncation is clearly necessary. This truncation is the cause of much of the difficulty in 2-D linear prediction; it results in a discontinuous region of support, and even in the I-D case a discontinuous region of support creates problems. In ([6] , p. 59) a 1-D example with discontinuous support results in a nonminimum-phase AR filter that does not satisfy the correlation-matching property. Indeed, a finite set of 2-D psd covariances with discontinuous support may not even have a psd extension over the entire plane [SI.
The cause of the difficulties can be seen by examining the Yule-Walker equations for determining the AR filter coefficients from the covariance lag estimates. These equations have block-Toeplitz form, so that the number of covariance lag estimates exceeds the number of AR filter coefficients (see 1053-587X/94$04 An infinite number of different covariance lag estimates can be associated with the same AR model. Hence, the correlation matching property, which guarantees that the spectral estimate will be consistent with the finite set of lag estimates, no longer holds. Covariance extension from a finite set of estimated lags requires recursion using the 2-D AR model, over an asymmetric half-plane. Since the region of support is infinite, and only a finite set of lags estimates are given, truncation is necessary, and this may result in a non-psd covariance extension.
B. 2 -0 Linear Prediction on a Polar Raster
In this paper we address, for the first time, similar questions for a random field defined on a polar raster. On a polar raster, causality is defined unambiguously in terms of increasing radius; the region of support for an AR model at any point on a given circle is the disk inside the circle. Since this disk is a continuous region of support, the result of [8] is inapplicable.
Indeed, we give an explicit procedure that inputs discrete sample values inside a finite disk and outputs a set of psd covariance lags. We call this covariance extension, although strictly speaking we are not extending a set of covariance lags, but creating an extended set of psd lags from a finite set of data. In Appendix B, we propose another algorithm that explicitly extends a set of 2-D lags to the entire plane, provided this is possible.
In this paper, we propose using the Radon transform to decouple the 2-D spectral estimation problem into a set of 1-D problems. The projection-slice theorem tells us that there are two ways to compute the 2-D Fourier transform: (1) we can either compute it directly by taking the 2-D Fourier transform; or (2) we can take the Radon transform first and then apply the 1-D Fourier transform along each direction in the spectral domain. This suggests the following algorithm for 2-D spectral estimation: (1) take the Radon transform of the data; (2) extrapolate the I-D covariance lags in the Radon transform domain along each direction, using I-D linear prediction; and then (3) superposing the I-D spectral estimates to form a 2-D spectral estimate, defined on a polar raster.
The above procedure was first proposed in [9] , but there are several issues not raised in [9] that require discussion. In particular, note that the available data are discrete samples, but the projection-slice theorem only holds for continuous data, so we need to find some interpolating functions to interpolate the discrete data. Since the sampling theorem on a polar raster is very different from that on the rectangular lattice, the interpolating functions for a band-limited signal are quite complicated [lo] , [ I l l . In this paper, we propose using Gaussian interpolating functions to compute the Radon transform of the given discrete data. A complete discussion of the merits of Gaussian versus other interpolating functions is also addressed. It should be noted that our proposed "interpolating" function does not produce the same values as the original specified discrete data points; indeed, it should more properly be termed a "defocusing" function. To make it easier for the reader, we give "interpolating function" a definition slightly different from the usual: see Section 111.
C. New Contributions of this Paper
New contributions of this paper include the following: 1) An "autocorrelation" 2-D spectrum estimation procedure that uses the Radon transform to transform the 2-D problem into an uncorrelated set of 1-D spectrum estimation problems. It is an autocorrelation method in that all unknown values are windowed to zero, as in the autocorrelation method for the 1-D linear prediction, for computing the Radon transform. It differs from the previous Radon-based 2-D spectrum estimation procedure [9] in the following four ways:
It applies to data points on a polar raster, not a rectangular raster.
A discussion of various interpolating functions used to compute the discrete Radon transform, and implications of their use for 2-D spectrum estimation, is included.
Using b), the Radon transform is computed differently from [9] , in a manner that ensures a nonnegative estimate of power spectral density.
Discussion of the significance of positive definiteness and the effects of the I-D covariance extension along each slice of the 2-D covariance (viz., correlation matching holds in the Radon transform domain, but not in the 2-D domain).
2) A new 2-D covariance extension procedure that extends a set of 2-D covariance lags defined in a finite disk to the entire plane, when this is possible. Unlike the first procedure and that of [9] , this procedure has the correlation-matching property of preserving the given covariance lags in the spatial domain. Some discussion of when and why such an extension is impossible is also included. This paper is organized as follows. Section I1 proposes a psd covariance extension method using the Radon transform. The covariance lags, whether given or computed from the data, are preserved in the Radon domain but not the spatial domain. Section 111 discusses the choice of interpolating functions to transform the discrete data samples into continuous data. The analytically explicit procedure using the Gaussian interpolating functions is then given in Section IV. This procedure can be used to provide a high-resolution spectral estimate for points defined on a polar raster. Some numerical examples are given in Section V. Section VI concludes with a summary. Appendix A provides some important properties of the Radon transform for the reader's convenience. Appendix B presents a 2-D psd covariance extension technique that also has the correlation matching property in that covariance lags, whether given or computed from data, are preserved in the spatial domain, provided that a 2-D psd extension exists. It also discusses when such an extension may not exist. 
where 3 t -k denotes a 1-D Fourier transform taking t into wavenumber IC, and f ( t , 13) is computed using (1). To illustrate this, we note here that a discrete version of the projectionslice theorem has been used to develop a fast algorithm for computing 2-D discrete Fourier transforms: first, the discrete Radon transform is computed, and then 1-D discrete Fourier transforms are computed along each slice of the Radon transform [ 131. Since both transforms are parallelizable, this can save computation time.
For a homogeneous random field, it may be shown that the Radon transform is a whitening transform: each slice of the Radon transform of a homogeneous random field is uncorrelated with each other slice [14] . This suggests that the 2-D linear prediction problem can be decoupled into a set of independent I-D linear prediction problems by Radon transforming the data. This approach was taken in [9] ; however, [9] did not consider the implications of using linear correlation matching and psd covariance extension.
prediction on a polar raster with a finite disk of data, viz., 
on the polar raster, as shown in Fig. I ; i is integer radius from the origin, 5, is the radial spacing, and m is the integer index of angular position, corresponding to an angle of 2mn/M radians. The goal is to compute a psd set of covariance lags everywhere in the plane from this given data.
The assumption of discrete samples is required, since any numerical procedure will ultimately require discretization. We point out here that if the data are generated from an isotropic random field bandlimited in wavenumber to a disk of radius 7r, and M > 27rN, then the discrete sampled points { f ( i , n ) , 0 5 i 5 N , 1 5 n 5 M } may be interpolated to give the exact value of the random field everywhere in the disk of radius N [IO].
B . The 2 -0 Radon Transform and Projection-Slice Theorem
In order to decouple the 2-D linear prediction problem into a set of I-D linear prediction problems along each slice, it is necessary to first compute the Radon transform of the data. The 2-D Radon transform is defined as
so that the Radon transform is the set of projections or line integrals of f ( z , y ) along all possible lines.
An important property of the Radon transform is the projection-slice theorem, which states that the 2-D Fourier Clearly, computation of the Radon transform from the data will require interpolation. In the next section, we will discuss how to choose an interpolating function to transform data from the discrete domain into the continuous domain. At present, for convenience we assume that the data are continuous and inside a disk of finite radius.
Since we have data only inside a disk of finite radius, we propose an "autocorrelation" method in which the unknown data outside the disk of finite radius are windowed to zero for purposes of computing the Radon transform. The Radon transform is then computed analytically. Finally, the 1-D autocorrelation form of linear prediction is used on each slice of the Radon transform to get a set of psd covariance estimates.
The term "autocorrelation method," in the linear prediction sense of the term, is justified due to the following two properties of the Radon transform: 1) Let ?(t, 4) be the Radon transform of the random field 2(r, 0) (using polar coordinates throughout). Note from ( I ) that for any T > 0 { 2 ( t , 4), t > T } depends only on {Z(T, B ) , T > 7'). Hence, windowing the data to zero for i > N is equivalent to windowing its Radon transform to zero for t > N . and then forming the covariance lag estimates from these Radon transforms; and b) Forming the covariance lag estimates directly from the windowed data (the autocorrelation method of linear prediction) and then Radon transforming the lag estimates. This is the basic approach. We next address computation of the Radon transform.
COMPUTATION OF DISCRETE RADON TRANSFORM
In this section we discuss the computation of the Radon transform of a function defined on a discrete lattice of points. We call such a transform a discrete Radon transform. The discrete Radon transform will be used in the spectral estimation technique proposed below. To facilitate comparison of our method with various other definitions of the discrete Radon transform, we consider first a rectangular lattice of discrete points and then a polar raster of discrete points (the latter is the actual case of interest). 3) The Radon transform g ( t . 8 ) of a psd discrete 2-D Note that ease of invertibility of the discrete Radon transform is not an issue here, since the projection-slice theorem states that the 2-D spectrum on a polar raster is immediately determined from the 1-D spectra of the Radon transforms. Hence, ease of computation of the forward transform, not the inverse transform, is significant. Our approach is to interpolate g ( i , j ) into a continuous function ?j(x,y), defined as little time and storage as possible.
A . Rectangular Lattice
property.
function g ( i , j ) is psd in t for each 8.
where 4(z,y) is defined here as an interpolating function (it can also be viewed as a defocusing function). The discrete Radon transform g ( t , 8 ) of g ( i , j ) is then defined to be the same as the Radon transform of its interpolation g(z, y), which
where R { 4 ( z , Y ) l = 4c4 6) and we have used the shifting property of the Radon transform (see Appendix A or [12] ). This definition clearly possesses the projection-slice property. To follow, we consider some common interpolating functions; for other interpolating functions see [15] . Some choices of interpolating function 4(z,y) and the resulting discrete Radon transforms are:
) Impulses:
Choosing for the interpolating function the
For this choice of interpolating function, the discrete Radon transform is zero unless the line passes precisely through a lattice point; hence g(t, 8) is zero except for a finite set of t and 8 (excluding values found from only a single lattice point).
This makes this choice unsuitable for 2-D spectral estimation. This is the discrete Radon transform defined by Beylkin [16] . Note that on an infinite 2 -0 lattice of integers ( M + m), the set of lines through the origin for which the discrete Radon transform is nonzero is precisely the set of lines with rational slopes.
2) Square Pixels: A common method of computing the Radon transform of a sampled function is to assume that g ( i , j ) represents the value of the square 1 x 1 pixel centered at coordinates ( 5 , y) = ( i , j). The Radon transform is then computed as follows. For each line, multiply the length of the line within a pixel by the value g ( i , j ) of that pixel and sum over all pixels through which that line passes. This method was used in [9] to compute the Radon transform for 2-D spectral estimation. This pixel assumption is clearly equivalent to using for the interpolating function 4(x. y) = rect(z) rect(y), where I o .
otherwise.
It is clear that this requires a considerable amount of computation, in violation of condition #1 above. It should be noted that the value of this definition of discrete Radon transform is that its inverse Radon transform may be computed by solving a linear (but large) system of equations. However, this is not valuable to us in the context of 2-D spectral estimation, since the 2-D spectrum can immediately be found from the 1-D spectrum using the projection-slice property. Hence, there is no reason to make the choice of interpolating functions implicitly made in [9] . A more serious problem is that there is no guarantee that the resulting g(t, 8) will be psd, in violation of condition #3.
3) Sinc Functions: Now regard g ( 2 , j ) as samples of a continuous function bandlimited in radial wavenumber to [ -T , T ] (note that this may or may not actually be the case). The choice
where . J~( Z ) is a Bessel function of order one, leads to
This discrete Radon transform is easily computed, satisfying condition #l. The projection-slice property (condition #2) is automatically satisfied. Condition #3 that g(t, 8) be psd in t may not seem at first glance to be satisfied, but if g ( i . j ) is psd and regarded as samples of a bandlimited function sampled above the Nyquist rate, then its interpolation G(x,y) is also psd. This means that the 2-D Fourier transform of jj(x,y) is non-negative, and by the projection-slice property the 1-D Fourier transform of g(t; 8) is non-negative for each 0, so that ij(t,6') is psd, as required.
Alternatively, g(t, 8) can also be seen to be psd as follows. First, consider the j = 0 terms. These can be interpreted as the interpolation of sampled values g ( i , 0) using a discretization length A, = cos 6' < 1 (corresponding to a sampling rate above the Nyquist rate). Repeating this argument for each value of j,,G(t,0) can be interpreted as a sum of delayed signals, each of which is bandlimited and psd. Hence, these sums must be psd. Furthermore, the projection-slice property also implies that G(t. 0) is bandlimited to [ -T . T ] 
B . Polar Raster
We now consider the same problem, but on a discrete polar raster of points having radius N and M radial slices. This is the problem of interest, since our data are given on such a discrete lattice.
The major difference between the rectangular and polar rasters is that, on a polar raster, translation must be described in terms of polar coordinates. Hence g(i,:j) becomes f ( 2 , n ) , where integer i denotes radius and integer n denotes an angle 27rn/M radians from the horizontal (i.e., the nth radial slice). Equation (4) since R{ e?' } = &e-t2. This is easy to compute, satisfying condition #1, and the projection-slice property (condition #2) holds automatically. However, unlike the sinc interpolating functions, a set of psd f ( i , n ) guarantees that f ( t , Q ) will be psd in t , so that condition #3 is also satisfied. This is true since: ( I ) the Fourier transform of a Gaussian function is also Gaussian; and (2) a Gaussian function is always positive. We now prove that condition #3 is satisfied.
Recall that the interpolated function f(x), where x is a vector, is defined by 
where k is a wavenumber vector and @(k) = F F { 4 ( x ) } . 
C . Choice of Interpolating Function
At one extreme we have the impulse interpolating function, and at the other extreme we have the sinc interpolating function. The Gaussian interpolating function occupies a middle ground. Although there is no firm basis for choice, we have chosen the Gaussian interpolating function because it occupies the middle ground.
By varying the variance, we can control the width of the Gaussian interpolating function in both space and wavenumber. Note from ( 17) that the interpolation operation plays the role of filtering and that the resulting spectrum depends proportionally to the spectrum of the interpolating functions.
More specifically, the Fourier transform of a Gaussian function g(x,y) = e -( x 2 + Y 2 ) / 2 u 2 is equal to -ua(w:+w2) , which means that the spectrum of the Gaussian interpolating function is still a Gaussian function with bandwidth inversely proportional to c2 (variance). So if we choose a large U , the interpolating function has a slowly decaying tail and behaves like a low-pass filter. Hence, we can get a smooth spectrum with low fluctuations. However, the high-frequency components would be highly degraded. On the other hand, if we choose a small 0 , the interpolating function approaches an impulse and behaves like an all-pass filter. However, in this case the evaluation of the Radon transform in some directions does not account for enough data points to fully reflect the nature of the desired spectrum; therefore, large fluctuations are likely to occur. Note that due to the bell shape of the spectrum of the Gaussian interpolating function, low-frequency components are expected to be less degraded and provide better resolution. If we have a priori information about the nature of the spectrum, we can choose a suitable U accordingly.
In view of the effect of U on the resulting spectrum, in the following we propose the following Gaussian interpolating functions with different U and normalization constants (c is a constant) The function (18) is the most basic one. The functions (19) and (20) take into account the fact that for data points farther away from the origin, the superposition effect using interpolation will not be the same if we use a constant 0 . If c increases proportional to the radius, the interpolating function would decay more slowly as the radius increases, so that the weighting can be kept the same, independent of the radius. The interpolating function of (21) is a normalized one in the sense that the weighting of the available data point is normalized to 1. as in the discrete case.
IV. HIGH-RESOLUTION SPECTRAL ESTIMATION
We now focus on the Gaussian interpolating functions and use them to derive an analytically explicit procedure for spectral estimation with data points defined on a polar raster. Following the notation used in Section 111, we obtain
A. Complete Procedure
The complete procedure for estimating the power spectral density of a zero-mean homogeneous random field given 
For each 4, fit a 1-D AR(p) (11 may vary for different 4) model to the projection data using the autocorrelation estimates, so we can get a set of linear prediction coefficients, say { h ( k ) } , corresponding to r d ( j ) . j = 0: "
For each 4, use the I-D AR@) model to extend the
Take 1-D Fourier transforms along each slice. This is the estimated 2-D spectral density.
B. Comments
The "autocomelation" assumption of windowing data to zero for z > N is required in order to compute the Radon transform of the data, since even .
t(O,4) depends on
It is therefore consistent to make the same assumption in fitting the 1-D AR models to each slice of the Radon transform; As noted above in (3), the Radon transform and autocorrelation operations commute, so the above procedure can properly be termed an "autocorrelation" procedure; The covariance function of the interpolated function (22) can be shown to be
.
e-[(u+r, c o s~, -r k cose,)'+(v+r, sin8,-rk sin8,)A]/4uA
which is a Gaussian-weighted sum of the available discrete data sample-the weighting depends on the distance vector between two points. Equation (26) also provides a method to compute the covariance for data defined on a polar raster: 5 ) A significant advantage of this procedure over that of [9] is that it guarantees a psd covariance extension of the finite set of lag estimates computed from the data. This is required to ensure a non-negative power spectral density estimate; 6) Since the correlation matching property holds for the 1-D linear prediction technique along each slice of the Radon transform, it also must hold for the entire 2-D spectral estimate, in that the 2-D covariance function derived from the 2-D spectral estimate will match the estimated covariance lags in the Radon transform domain.
v. SIMULATION AND DISCUSSION
In this section we provide some examples to demonstrate the proposed spectral estimation procedure. The data are assumed to be available on a polar raster ( N x M , where N is the number of points along each direction (with radial spacing &), and M is the number of angular partitions). As pointed out in Section I, there are no available methods to estimate the spectrum for points defined on a polar raster. Here we compare two approaches: taking the 2-D periodogram; and our Radon-transform approach. For both methods, we need to interpolate the data points first, where a Gaussian function
4(x, y) is used as the interpolating function.
The first approach is to take the 2-D periodogram. To compute the 2-D periodogram, we resample the interpolated data on a rectangular lattice (with spacing S,, 6, along the abscissa and ordinate, respectively), zero-pad the points along each axis from the prespecified L points to 128 points, and then take a 128 x 128 2-D discrete Fourier transform. The second approach is to use the proposed new spectral estimation algorithm. We first compute the Radon transform of the interpolated data and then sample it on N' x M' polar raster, where N' is the number of points along each direction (with radial spacing S,,), and M' is the number of angular partitions.
The proposed spectral estimation procedure is then performed independently along each slice.
The determination of 0 of the interpolating function depends on the a priori information of the nature of the data. If the data are narrow-band, e.g. sinusoids in example 3, then a small 0 is adopted; otherwise, larger values of ~7 will be used. Several simulations have been performed, and they suggest using 0.016,i < ~7 < 0.036,i for the sinusoids and-0.5&1 < ~7 < 1.56,i for other signals, where 6, is the radial spacing of the available data points and i is the integer representing radius from the origin.
Note that in the following figures, the abscissae and ordinates denote the 5 and y axis for the 2-D periodograms, and radius and angles for the proposed method, respectively. For clarity, only one quadrant or one-half of the spectrum is shown in the following figures. This is appropriate since the proposed method generates the spectral estimate slice-byslice. However, the figures for the proposed method must be visually interpreted differently.
We also adopt the following notation for the examples: The resulting spectral estimates are shown in Figs. 6 (2-D periodogram) and 7 (spectrum using the proposed method). Note that the proposed procedure provides better transition performance on the discontinuity of the original spectrum. However, the 1-D extrapolation of the 1-D covariance also causes a slight increase of the high-frequency components in Fig. 7 . Note that the choice of the interpolating function is a Gaussian function whose spectrum is also a Gaussian function. The overshoot of the spectrum may be explained by the nonuniform weighting (the Gaussian function has a bell shape) of the frequency components of the input signals.
Example 2b: The algorithm of [17] was used to generate a single realization of an isotropic random field with power spectrum density SZ(w1, w2) (same as for Example 2a) plus a white Gaussian noise field at a SNR equal to 7 dB. Again (T = 0.32 is used in the interpolating function (19); all other parameters are the same as in Example 2a. IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 42, NO. 3, MARCH 1994 Fig. 8. tinuous region is still completely smeared. Two-dimensional periodogram for Example 2b. Note that the disconradial Fig. 9 . Spectrum using the proposed method for Example 2b. Note that the spectrum still shows better transition performance. However, due to the additive white noise, the overshoot becomes larger.
The resulting spectral estimates of power spectral density are shown in Figs. 8 (2-D periodogram) and 9 (spectrum using the proposed method), respectively.
Note that the estimated spectrum in Fig. 9 is not as good as that in Fig. 7 , due to the additive white noise. However, it is still better than the 2-D periodogram shown in Fig. 8 .
Example 3a: Here, the random field whose power spectral density is to be estimated is the deterministic 2-D signal (T is chosen to be 0.02i, which is much smaller than the spacings of the interpolated points, so the interpolating function is close to an impulse function. This is a reasonable choice, since if (T is too large, the spectrum will be smeared by those of the adjacent directions, which will reduce the overall resolution. An AR(3) model is used to extrapolate the 1-D covariances in the proposed method. Fig. 10 . interpolating function. Note that only one "lumped" peak appears.
Dl(2,
Two-dimensional periodogram for Example 3a using normalized Fig. 12 . interpolating function. Note that there is still only one peak apparent.
Two-dimensional periodogram for Example 3b using normalized radial Fig. 1 1. Spectrum for Example 3a using normalized interpolating function and the proposed method. Note that two peaks, which correspond to original two closely-spaced sinusoids, are clearly distinguishable.
The resulting spectral estimates are shown in Fig. 10 (2-D periodogram) and 11 (spectrum using the proposed method). Note that the 2-D periodogram in Fig. 10 shows only one peak, so that it fails to resolve two sinusoids. In contrast, for the proposed method in Fig. 11 , two peaks are apparent and are located at (0.175~, 0 . 1 0 9~) and (0.117~; 0 . 2 0 3~) , respectively, which are very close to the true frequencies. More accurate results were achieved using more points along each direction. Also note that the artifacts in Fig. 10 are exaggerated in appearance, due to the nature of the plotting axes. A radial, rather than rectangular, plot of axes radius T versus angle 0 would reduce the visibility of the artifacts.
Example 3h: Here, the random field whose power spectral density is to be estimated consists of the deterministic signal from Example 3a plus a single realization of a white Gaussian noise field with unit power &(5, y) = cos(w1Iu + wzy) + cos(w35 + wqy) + w(z,y).
We use the normalized interpolating function defined in (21) with o = 0.022 and AR(3) modeling along each slice in the Radon transform domain. All other parameters are the same as in Example 3a.
The resulting spectral estimates are shown in Figs. 12 (2-D periodogram) and 13 (proposed method). Although some spurious peaks appear in Fig. 13 , due to the additive white noise, the two peaks for the sinusoidal input signals are still obviously distinguishable in Fig. 13 . The 2-D periodogram in Fig. 12 not only contains many spurious peaks, but also fails to resolve the two sinusoids. Fig. 13 . Spectrum for Example 3b using normalized interpolating function and the proposed method. Note that two peaks are distinguishable. However, due to the additive white noise, some spurious peaks appear.
VI. CONCLUSION
A procedure for estimating the power spectral density of a homogeneous random field from discrete data inside a disk of finite radius has been presented. Unlike spectral density estimators using 2-D linear prediction on a rectangular raster, the estimated spectral density is guaranteed to be non-negative, since the extended (in the Radon transform domain) covariance is guaranteed to be psd.
The procedure operates by employing a novel interpolation technique, using Gaussian basis functions to compute the Radon transform analytically from a few discrete data points. One-dimensional linear prediction is then used along each slice to compute spectral density estimates along each slice of the Radon transform. The procedure can be viewed as an "autocorrelation" method, since the unknown data is windowed to zero both for purposes of computing the Radon transform and for fitting the 1-D AR models to each slice of the Radon transform. This procedure also provide a highresolution spectral estimates for the data on the polar raster. Some numerical examples are provided to demonstrate the validity of this procedure.
APPENDIX A

PROPERTIES OF THE RADON TRANSFORM
For the reader's convenience, this appendix provides some important properties of the Radon transform along with their proofs. Only the 2-D case is considered; higher dimensional cases can be found in [12] .
Property A.1: Projection-Slice Theorem -y sin 6')e-jkt dt dx dy
6(t -x cos 0 -y sin 6') dx dy e -j k t dt
.2: Transform of Convolution
Applying the projection-slice theorem to f (x , y) * * g (z , y )
Then, taking the 1-D inverse Fourier transform of both sides of the above expression results in (28) where we have used the projection-slice theorem again on
Changing the variables to 2' = x -a, and y' = y -u ,~ yields
f(x', y')6( ( t -a, cos 6' -ay sin 0) -z' cos B = .I. Ll -y' sin 6')dx'dy'. 
A. Introduction
The above 2-D spectral estimation method may be used to estimate 2-D spectra on a polar raster, either directly from data or from given covariance lags. However, the above method does not preserve specified covariance lags; i.e., the inverse 2-D Fourier transform of the 2-D power spectral density (the full estimated 2-D covariance) does not match the given covariance lags specified inside the disk of finite radius. Hence it does not satisfy correlation matching in the 2-D plane.
In this appendix, we propose a procedure that extends a given set of 2-D covariance lags, specified inside a disk of radius R, into a 2-D covariance function specified everywhere in R2 and which matches the given 2-D covariance lags.
When the procedure works, it guarantees that the extended covariance is a 2-D psd function, ensuring that the power spectral density will be non-negative everywhere. Although the procedure is applied to functions defined continuously on R2, it may also be applied to discrete covariance lags on a polar raster interpolated into a continuous function, as discussed above. We also discuss when such an extension is impossible, and how this is manifested in the algorithm.
Covariance Extension Problem with Correlation Matching:
Given a set of covariance lags { S ( T ,~' ) , T < R } for some radius R, The problem addressed is as follows:
B. Causality and Anticausality of Radon and Backprojection Transforms
To explain the procedure and to explain why it is necessary for correlation matching, we define the Radon and backprojection transforms and note some causality and psd-preserving properties of each. ( T , 4) ; any such line must pass closer to the origin than T , so :hat any such line will have r < T . It is also true that given { f ( t , $ ) , t < T } , it is possible to reconstruct { f ( r . Q ) . r < T } (see [19] 
) Radon Transform in Polar Coordinates
: Let f (x) = f ( r ,
C . Procedure for Covariance Extension with Correlation Matching
We propose the following procedure for extending a given set of covariance lags { f ( x ) . x E R 2 , 1x1 < R } into a psd function {f(x),.r E R2}, which agrees with the given set of covariance lags: It might seem at first glance that this constructive procedure allows any 2-D set of covariance lags specified inside a disk of radius R to be extended into a 2-D psd covariance function. This seems to contradict the known fact [6] that some sets of covariance lags are not extendible into a 2-D psd covariance function. The resolution of this paradox is found by noting that it may not be possible to form a 1-D psd function The heart of the above proof is the conclusion that g(R/t, 4) = 0 for f > 1 implies that R-l{g(R/t, $)} = 0 for r > 1. Although this seems obvious, it is not in fact true unless R -l { g ( R / t . 4 ) } is also known to go to zero sufficiently fast as T + W . This is why we also need the condition g(r, 0) = 0 for r < f, so that $(r, 0) = R-l{g(R/t, 4)}r+R,r is known to be zero for r > R/t. r < R. The result follows immediately.
4)).
The major point of this appendix is that the inability of our proposed procedure to specify all of the 2-D psd extensions Of the given covariance lags* due to the nonempty nullspace of B, is not as bad as it may first appear.
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