Abstract. In this paper we give an analytic interpretation of free convolution of type B, and provide a new formula for its computation. This formula allows us to show that free additive convolution of type B is essentially a re-casting of conditionally free convolution. We put in evidence several aspects of this operation, the most significant being its apparition as an "intertwiner" between derivation and free convolution of type A. We also show connections between several limit theorems in type A and type B free probability. Moreover, we show that the analytical picture fits very well with the idea of considering type B random variables as infinitesimal deformations to ordinary non-commutative random variables.
the notions of type B free convolutions of type B laws, together with an appropriate linearizing transform (the R-transform of type B,) and so on. Later in [18] , M. Popa showed that there is a natural notion of type B semicircular law and a type B central limit theorem.
Type B freeness can be considered unusual in that there seemed to be no obvious notion of positivity. For a single random variable of type B, its law can be viewed as being described by a pair of measures (μ, μ ). Unfortunately, although it is clear that μ should be positive, there was no obvious positivity condition on μ ; and indeed, the measure μ associated to a type B semicircular variable need not be positive (as remarked in [18] for the central limit and Poisson limit distributions). To find a reasonable positivity assumption, we chose to introduce a notion of infinitesimal law of a family of random variables, which is a weakening of the notion of a type B law (this notion is almost implicit in the work of Biane, Goodman and Nica; indeed, they show that type B probability is related to freeness with amalgamation over the algebra C + Ch of power series inh taken modulo terms of orderh 2 or higher).
More precisely, there is an infinitesimal law associated to every family of type B random variables (though some information is lost when passing to the infinitesimal law). This weakening, however, is of no consequence in a single-variable case, and amounts to interpreting the pair (μ, μ ) as the zeroth and first derivative of a family of laws μ t (i.e., μ = μ 0 and μ (f ) = d dt t=0 μ t (f ) for sufficiently nice f ). One natural notion of positivity is then to require existence of a family μ t of positive laws whose derivative is μ . One can then check that the obvious notion of infinitesimal freeness (which requires that freeness conditions are fulfilled to order o(t)) are compatible with type B freeness. In particular, it turns out (Theorem 28) that free convolution of type B is intimately related to free convolution of type A: if (η, η ) = (μ, μ ) B (ν, ν ) then η = μ ν and η = d dt (μ t ν t ) (usual free convolution), where μ t and ν t are any two families of laws having as their derivatives at t = 0 μ and ν , respectively.
Although the notions of infinitesimal law, infinitesimal freeness add to the proliferation of different notions of non-commutative random variables, freeness and so on, we feel that these notions are justified since they simplify our presentation and look rather natural. For example, the rather mysterious type B semicircular law is nothing by the infinitesimal law associated to the family of laws of variables x + ty where x and y are two free semcirculars (Example 33).
The notion of infinitesimal freeness is in spirit related to the notion of secondorder freeness introduced by Mingo and Speicher [14] , but is different from it (our notion is related to a first derivative, and Speicher's is related to a second derivative, defined in the case the first derivative vanishes).
A very rich source of infinitesimal laws is given by random matrix theory. Indeed, if X N is an N × N random matrix, its moments typically have an expansion in powers of 1/N . Keeping the zeroth and first order terms in 1/N then gives rise to an infinitesimal law. Unfortunately, we were unable to find a direct connection between ordinary random matrices and type B freeness. The natural guess -taking X N to be a real Gaussian random matrix and looking at its law to order 1/N as N → ∞ does not produce an infinitesimal (i.e., type B) semicircular variable. Indeed, as was shown by [11, 9] , the law of an N × N real random matrix is approximately
On the other hand, the type B semicircular law is associated with the following infinitesimal law:
where μ 0 is the semicircle law and ν is the arcsine law. Because of the type B free central limit theorem, it is not clear that such independent real Gaussian matrices become in any way asymptotically B-free. We show, however, that if we instead start with an N × N self-adjoint matrix X N whose entries are semicircular variables, then the infinitesimal law associated to X N by keeping expressions of order 0 and 1 in 1/N does converge to a type B semicircular variable (in fact, the law of X N is semicircular of variance (1 + 1/N ) for all N ). Note that X N is "symmetric" in the sense that it is equal to the matrix obtained from X N by transposing all rows and columns, and is thus a free probability analog of a real Gaussian random matrix (Corollaries 40 and 41.) The matrix X N no longer possesses a unitary symmetry, but rather an orthogonal one. It would be interesting to investigate if a direct connection to the combinatorics of the hyperoctahedral group (related to the orthogonal Lie groups) can be made in this way.
One of the main goals of this paper is to give an analytic framework for type B free probability. Namely, we show that the operation B of free additive convolution of type B is well defined on a product of two spaces, the first of which is the space of Borel probability measures on R, and the second is essentially the space of distributions on the real line which are derivatives of positive finite measures, not necessarily probability measures. (We find in fact three such second coordinate spaces which are stable under B .) In this context, it turns out that B is a re-casting in terms of derivatives of Boolean cumulants of another operation, C , the conditionally free convolution introduced by Bożejko, Leinert and Speicher in [7] . We prove this result in Theorem 24, thus answering an open problem from [6] . Surprisingly, there is no counterpart of this correspondence for multiplicative convolutions.
The paper is organized in seven sections. In Section 1 we introduce the main notions and tools used in our proofs. Section 2 establishes the connection between infinitesimal freeness and freeness of type B, for both single and multi-variable cases. Section 3 is dedicated to the description of free additive convolution of type B from an analytic perspective. In Sections 4-5 we use results from Sections 2 and 3 to describe some limit measures, namely several type B stable distributions and the type B Poisson distribution. In Section 4 we provide a matricial model for type B freeness, and in Section 7 we discuss the operation B of free multiplicative convolution of type B. Definition 1. A noncommutative probability space of type B is a system (A,τ,V,ϕ,Φ), where (1) (A,τ ) is a type A noncommutative probability space (i.e. A is a unital algebra over C and τ is a linear functional carrying the unit of the algebra into 1);
(2) V is a complex vector space and ϕ : V → C is a linear functional; (3) Φ : A × V × A → V is a two-sided action of A on V. We will denote Φ(a, ξ, b) simply by aξb, for any a, b ∈ A,ξ ∈ V.
For our purposes, we will need additional structure. Thus, from now on we will assume that A is a C * -algebra, τ is positive, V is seminormed, ϕ is continuous, and the action Φ is separately continuous.
It was observed in [6] that one can define a structure of unital algebra on A × V as follows. We represent any vector (a, ξ) ∈ A × V as a ξ 0 a . Then
The unit is simply (1, 0), where 1 is the unit of A. As observed in [18] , we can view A × V as an operator-valued noncommutative probability space over the scalar (commutative) algebra
with the conditional expectation E((a, ξ)) = (τ (a),ϕ(ξ)). (As observed in the introduction, this algebra is isomorphic to the algebra C +hC of power series taken modulo terms of order higher than two.) Since C is in the center of A × V, the notion of joint moments generalizes in the obvious way to the context of probability space over C (see also [18, 21] ). We will next define the non-crossing cumulants of type A and B. Definition 2. The type A free cumulants associated to a noncommutative probability space (A,τ ) are the family of multilinear functionals (κ
determined by the equation
for all a 1 ,... ,a n ∈ A, n ∈ N. Here, F ∈ π means "F is a block of π", |F | denotes the cardinality of the block F , and if
We observe immediately that for a given k-tuple of random variables a = (a 1 ,a 2 ,... ,a k ) ∈ A k , the free cumulants of type A of a represent simply a family of numbers uniquely determined by the joint moments of a and relation (2) .
Following [6] , we define the free cumulants of type B the following way:
Definition 3. Let (A,τ,V,ϕ,Φ) be a noncommutative probability space of type B. The type B free cumulants associated to it are the family of multilinear C-valued
, uniquely determined by the equation
where the notations correspond to the ones in Definition 2.
Thus, the free cumulants of type B are defined according to the same equation as the ones of type A, but viewed over the algebra C. If one looks at the second coordinate of κ (B) n ((a 1 ,ξ 1 ),... ,(a n ,ξ n )), one sees that, while the first coordinate equals the type A free cumulant, the second is quite different.
The definition of freeness of type B coincides thus with the definition of freeness of type A for the first coordinate (i.e. for the pair (A,τ )) and the novelty element is brought by the second coordinate. More precisely, Definition 4. Let (A,τ,V,ϕ,Φ) be noncommutative probability space of type B. Let A 1 ,... ,A k be unital subalgebras of A and V 1 ,... ,V k be linear subspaces of V so that V j is invariant under the action of A j , 1 ≤ j ≤ k. We say that
holds whenever
• m, n ∈ N, and i m ,... ,i 1 ,h,j 1 ,... ,j n ∈ {1,... ,k} are such that any two consecutive indices in the list are different from each other;
This definition appears as Definition 7.2 in [6] . Obviously, two type B random variables are free if they live in pairs (algebra, linear space) which are B-free.
Example 5. (We thank Benoît Collins for indicating this example to us.) A simple, and yet very useful, example can be obtained from type A freeness. Consider the type B probability space (A,ϕ,A,ϕ,Φ), where Φ is the action by multiplication from the left and by multiplication with elements from A op from the right, and (A,ϕ) is simply a type A noncommutative probability space (we will denote such a space just by (A,ϕ,A,ϕ).) It follows easily from the definition of type A freeness that if
For the purpose of studying free convolutions of type B, the following two observations are essential. First, in the world of formal power series with coefficients in C, the type B R-transform of a type B random variable linearizes type B free additive convolution:
Second, the type B combinatorial structure behaves identically to the type A structure viewed over the algebra C. These results appear in [6] , as Theorem 7.3 and Proposition 6.5. An immediate consequence of these results is that all formal power series operations and properties used in type A free probability have a natural counterpart with the same properties in type B free probability when replacing complex numbers with elements from C as coefficients (more details below). This fact has been used massively in [6] in order to describe, among others, type B distributions of sums (see above) and products of B-free random variables. Of course, these correspond to certain operations, defined on the space of type B distributions, which we will call free additive (respectively multiplicative) convolution of type B, and denote them B and B , respectively. In order to better capture the analytic structure of type B convolutions, it is helpful to view the operations on formal power series corresponding to B and B as operations on analytic maps from C to itself. The following setup turns out to be the appropriate one: Define
We immediately observe that
and thus
For any formal power series in one variablef (z) = ∞ n=0 A n z n , with coefficients A n = a n b n 0 a n ∈ C, as defined in [6, Section 5.2], we define the function
where Ω is some open set in C. Such an f typically needs not make sense for any Z ∈ C, so we must analyze carefully the two components of this complex map. We
, where
and
We observe immediately that when we compare this to the formal power series, we obtainf
It is to be noted that only the first coordinate of Z is restricted by possible issues related to the radius of convergence of f 1 ,g. The natural power series operations obey this correspondence. The main advantage of using maps of C instead of formal power series is that it allows a notion of inverse map with respect to composition.
Indeed, although the variable w seems to play a minor, rather inconvenient, role, in many circumstances it will allow us to define the inverse with respect to composition of a function f , noted f −1 , by the obvious condition
We immediately observe that for f to be invertible we need f 1 as a one-variable function to be invertible and then, if
Thus, whenever the one-variable complex function f 1 is well defined and (locally) invertible, and g is well defined, we can define the composition inverse f −1 of f . Now let us observe that the formal power seriesf is uniquely determined by the function f whenever f has a nonzero radius of convergence (meaning f 1 and g have, as one-variable complex analytic functions, non-zero radius of convergence each). Indeed, knowing f on any open set in C means knowing in particular f 1 and g in some open set in C, and hence knowing the coefficients a n ,b n for all n ∈ N, i.e. knowing all A n . Moreover, the set of such functions forms an algebra which is commutative and embeds in the algebra of formal power series with coefficients in C. (Observe that the embedding is given by ( 
(Here Cf (i 1 ...,i n );π (f ) denotes the product of coefficients of f indexed by the blocks of the partition π, where the coefficient corresponding to the block β = {j(1),... ,j(r)} is Cf (i j (1) ...,i j(r) ) (f ), the coefficient of z i j(1) ··· z i j(r) in the expression of f .) We apply this theorem in the case s = 1 to formal power series with coefficients in C to obtain 
We will denote the first component by G a (z) and the function ∞ n=0 b n z n+1 by g ξ (z) (or, when they will be viewed as corresponding to a distribution pair (μ, ν) having the corresponding moments (a n ,b n ), by G μ (z) and g ν (z)).
It will be seen later that, while for the first coordinate of a type B distribution the appropriate object is indeed a Borel probability measure on the real line, there are several appropriate possible choices for the second. The definition below will provide the largest convenient framework, from which we will particularize as needed.
Definition 9. Denote M the set of all Borel probability measures on R and M 0 the set of linear functionals ν defined on the complex vector space generated by the functions R t → (z − t) −n , n ≥ 0, ℑz = 0, satisfying the following conditions:
, and (b) lim y→+∞ (iy) n ν((iy − t) −n ) = 0. We will define the support of ν to be the complement of the (open) subset of C ∪ {∞} on which z → ν((z − t) −n ) has a unique analytical extension satisfying (a).
(As an example, Schwartz distributions with compact support on R satisfying condition (i), satisfy also (ii).) Also, denote C + = {z ∈ C : ℑz > 0}, the upper half-plane of the complex plane.
There are several justifications for defining M 0 this way, in terms of the functions t → (t − z) −n (beyond the obvious reason that "it works".) As the reader might recall from the introduction, one expects the second coordinate of a type B distribution to be in a certain sense a derivative of a probability measure. The theory of distributions allows one to extend the notion of derivative to more general objects than differentiable functions, roughly by using integration by parts. As a relevant example, for a compactly supported finite measure ν on R, if f is a smooth enough function, then f dν = − f dν . This kind of derivative is known as distributional derivative. (The reader can find more information about the origins of this very rich subject in [20] .) On the other hand, possibly up to a sign, the derivative of (t − z) −n with respect to z coincides with the derivative with respect to t. Thus, "philosophically" one can view in the above definition the requirement that ν is defined on all functions t → (t − z) −n together with (b), (ii) as knowing (and allowing) the derivatives of all orders of ν, condition (a), (ii) as requiring that ν is in a certain sense real, and condition (i) as conveniently generalizing the demand that ν is a derivative of a probability on R. Requiring that ν is defined on functions t → (t − z) −n for all z ∈ C \ R corresponds to requiring that ν be supported on the real line. When ν is the distributional derivative of a Borel probability measure on R, the above statements are precisely true.
Also, finite measures ν on the real line are fully recoverable from the Cauchy transform z → (t − z) −1 dν(t), ℑz = 0, in terms of the nontangential limit of this function at points of the real line. This fact has been used with considerable success before in free probability, for ex. in [22, 4, 23, 3] etc. (For a very rich and detailed discussion of this problem, we refer the reader to the classical text of Akhiezer [1] .) However, it is not only finite measures on R that are described by their actions on functions t → (t − z) −1 . While we do not plan to pursue the subject here, we will mention that linear functionals defined on spaces of functions with L p derivatives can also be recovered from the nontangential limits at points of R of their evaluation on t → (t − z) −1 , as shown in [13] .
Remark 10. Let us observe that, when we consider distributions which are compactly supported in R, these objects will be defined, and completely described by their action, on monomials t n , n ∈ N. Indeed, this fact is well-known for measures (see, for example, [1, Theorem 2.6.4]). For objects ν ∈ M 0 , we will show first that one can define the values ν(t n ), and then that these values determine uniquely the functions
for |z| > |t|, to find ν(t) one can, using (i) and the standard methods provided in [1, Chapter 3] , start by formally writing
Now recalling the hypothesis of compact support for ν, it follows that z → ν((z − t) −1 ) is analytic on a neighborhood of infinity. From this hypothesis, together with the linearity of ν, it follows that all the numbers ν(t n ), n ≥ 0, are well-defined, and moreover, they uniquely specify ν((z − t) −n ) for all n ≥ 0. Thus, provided it converges on some neighborhood of infinity, the series
Next we shall recall some useful facts related to Cauchy transforms of free additive convolutions of probability measures on the real line. These results have been proved first by Voiculescu in [23] under some mild restrictions, and later in full generality by Biane in [5] .
THEOREM 11. For any measure λ, let G λ be its Cauchy transform and
F λ = 1 G λ . Assume μ 1 ,μ 2 ∈ M and denote μ 3 = μ 1 μ 2 . Then there exist two analytic maps ω 1 ,ω 2 : C + → C + ,
uniquely determined by the following properties:
( 2. Type B free probability vs infinitesimal free probability theory.
Infinitesimal laws of non-commutative random variables. Let
be a family of non-commutative random variables in a non-commutative probability space (A,τ ). Here j = 1,... ,n and t is a parameter lying in the set K ⊂ R having zero as an accumulation point. We now define an object that captures the behavior of the moments of the family {X
to order t (ignoring orders higher than t).
Definition 12. An infinitesimal law of n variables is a pair of linear functionals μ, μ : C t 1 ,... ,t n → C defined on the algebra of non-commutative polynomials in n indeterminates. We require that μ(1) = 1 and μ (1) = 0.
The intuitive idea is that if we have a family X (j) t as above, we would set, for
These could also be written as
where μ t denotes the law of the n-tuple (X (j) t : j = 1,... ,n). Given μ, μ , one can define a natural one-parameter family of laws having the infinitesimal law (μ, μ ), namely, μ t = μ + tμ (note that this is a family of laws since μ (1) = 0 and thus μ t (1) = 1 for all t).
Freeness for infinitesimal laws.
There is also an obvious notion of freeness. Namely, we say that two families X (j,1) t , j = 1,... ,n 1 and X (j,2) t , j = 1,... ,n 2 are free (to order t) if one has, for arbitrary polynomials
.., and we have set X
Thus we make the following definitions: Definition 13. Let (A, τ ) be a non-commutative probability space, and τ : A → C be a linear functional with the property that τ (1) = 0. Then we call (A, τ, τ ) an infinitesimal non-commutative probability space. Definition 14. Let A be a unital algebra over C and τ t ,t ∈ (0, 1) be a family of states on A. We call a family {A i } i of unital subalgebras of A free (to order t) if one has, for any indices i 1 ,... ,i n ,
Definition 15. Let (A, τ, τ ) be an infinitesimal non-commutative probability space. We shall call a family {A i } i of unital subalgebras of A infinitesimally free with respect to (τ, τ ) if it is free to order t with respect to τ + tτ .
In other words, let (μ, μ ) be an infinitesimal law defined on n + m variables t 1 ,... ,t n+m . Then (t 1 ,... ,t n ) and (t n+1 ,... ,t n+m ) are infinitesimally free with respect to (μ, μ ) if (t 1 ,... ,t n ) and (t n+1 ,... ,t n+m ) are freely independent to order t with respect to the law μ + tμ .
It is not hard to see that this condition translates into two requirements: (i) that (t 1 ,... ,t n ) and (t n+1 ,... ,t n+m ) be freely independent with respect to the law μ and (ii) that
PROPOSITION 16. Assume that A 1 and A 2 are infinitesimally free in C t 1 ,... ,t n+m with respect to the law (μ, μ ). Then the restriction of (μ, μ ) to the subalgebras A 1 and A 2 determines (μ, μ ).
Proof. Indeed, this is the case for μ (because of freeness); and (7) together with linearity and the requirement that μ (1) = 0 defines μ in terms of its restriction to A 1 and A 2 .
Remark 17. It is immediate from the definition that if two families X (j,1) t , j = 1,... ,n 1 and X (j,2) t , j = 1,... ,n 2 are actually freely independent (for all t), then they are also infinitesimally free.
In particular, if we are given two infinitesimal laws (μ, μ ), (ν, ν ), and we set
(here μ * ν denotes the free product of two laws) gives rise to an infinitesimal law (η, η ) of n+m variables so that its restrictions to the first n and the last m variables are exactly (μ, μ ) and (ν, ν ). We denote this law by (η, η ) = (μ, μ ) * (ν, ν ). This is the (unique because of Proposition (16)) free product of (μ, μ ) and (ν, ν ).
Connection with type B free independence. Let now (X (j)
,ξ (j) ) be type B random variables in a non-commutative type B probability space (A, τ, V,f,Φ). Associated to them we consider an infinitesimal family of (type A) random variables
whereh is a formal variable satisfyingh 2 = 0. In other words, we consider the infinitesimal law (μ 0 ,μ 0 ) given by
We shall call this the infinitesimal law associated to the type B family (X (j) ,ξ (j) ). Note that (μ 0 ,μ 0 ) does not capture all of the type B law of the original family but only certain averages of moments (it does, however, capture the "type A part" of the law of (X (j) ,ξ (j) ), which is exactly μ 0 ). For example,
Even if we assume some traciality of f , e.g. f (Aξ j B) = f (BAξ j ) = f (ξ j BA), the four terms on the right reduce to two terms 2(f (X 1 X 2 X 1 ξ 2 ) + f (X 2 X 1 X 2 ξ 1 )) but the equation still cannot be used to determine fully the type B law of the family (X j ,ξ j ).
Nonetheless we have:
,ξ (n+m) )) are two families of type B variables in (A, V,τ,f,Φ) which are free, then the infinitesimal law (η, η ) associated to ((X (1) ,ξ (1) ),... ,(X (n+m) , ξ (n+m) )) is the free product of the infinitesimal laws (μ, μ ) and (ν, ν ) associated to the families ((X (1) ,ξ (1) 
Proof. We first note that η = μ * ν, because type B freeness entails (type A) freeness of the families (X (1) ,... ,X (n) ) and (X (n+1) ,... ,X (n+m) ).
Next, define a derivation D : A → V given on monomials by
Thus
because the sums cancel term-by-term owing to type B freeness.
Single variable case.
In the case that we have a single type B random variable X in a type B non-commutative probability space (A, V,τ,f,Φ) satisfying a traciality condition, the infinitesimal law associated to X determines its type B distribution.
In the single variable case, τ is a trace. We will make the assumption that the linear map f satisfies
for all k, l. In this case, the infinitesimal family μh = μ 0 +hμ 0 determines f and τ completely by the formulas:
Free additive convolution for infinitesimal laws.
Given two infinitesimal laws (μ, μ ) and (ν, ν ) defined on algebras C[t 1 ] and C[t 2 ] we define their infinitesimal free additive convolution by
In other words, the additive free convolution is the push-forward (under the addition map (t 1 ,t 2 ) → t 1 + t 2 ) of their free product.
We note that there are two ways to compute this, in view of Proposition 18 and Remark 17: 
Analytic computation of free additive convolution of type B.
3.1. Type B free additive convolution. We observe [6] that if (a 1 ,ξ 1 ) and (a 2 ,ξ 2 ) are B-free, then the distribution of their sum depends only on the distributions of the two summands. Thus, it is possible to define a type B free additive convolution, as an operation on the space of sequences of pairs of complex numbers (a n ,b n ), n ∈ N, by using the moment-cumulant formula given in Definition 3 and the linearizing property of the type B free cumulants. We will denote this operation by B . However, as in the case of the free convolution of type A, one would like to find the appropriate analytic object which will be stable under B . There are several relevant answers to this question. We shall first describe in the proposition below the analytic interpretation for the operation B as described in [6] . (For the notation M 0 used below we refer the reader to Definition 9.) PROPOSITION 
Proof. It will follow from the Corollary 7 and the corresponding type A theory that one can find two subordination functions Ω 1 , Ω 2 so that
(recall that we denote by F the multiplicative inverse of G). Indeed, we will prove this fact by directly finding a formula for Ω j ; the proof will provide simultaneously the part (b) of our proposition. Let us first observe that part (a) follows directly from [6, Section 7.2]. Moreover, from (a), Theorem 11, and Remark 8, it follows that, if existing, the first coordinate of Ω j depends only on the first coordinate of Z and coincides with the subordination function ω j provided by Theorem 11. So denote o j (z, w) ). The subordination relation requires then for the second coordinate that
The second coordinate of the first relation in (8) (the analogue of Theorem 11 (b)) gives
We shall isolate from the above two equations o 1 . Indeed, it follows easily that
Amplifying the right-hand term by ω 2 (z) and then replacing in the equation above yields
and thus, by the chain rule and Theorem 11,
This provides the complete formula for the subordination function Ω 1 . To conclude the proof of part (b) of the proposition, one needs only to replace the above formula for o 1 in (9), for j = 1:
multiplication by ω 1 (z) and an application of Theorem 11 yields the desired formula
The compacity of the support of μ 3 is known. It follows from the compacity of the supports of ν 1 ,ν 2 , the above formula, and Theorem 11 that g ν 3 is analytic on a neighborhood of infinity, that g ν 3 (z) = g ν 3 (z) and that lim z→∞ zg ν 3 (z) = 0. Expanding g ν 3 in power series around infinity provides the values ν 3 (t n ), n ≥ 0, as seen in Remark 10, and makes possible to define ν 3 as a linear functional on the space of functions t → (z − t) −n in the obvious way. The property (ii), (b), of Definition 9 follows easily from the above and is left as an exercise. This concludes the proof of our proposition.
3.2.
A connection with conditionally free convolution. We follow next with a rather surprising application of the result above, namely we show that the type B free additive convolution encodes, up to translation, the conditionally free convolution (abbreviated c-free convolution) C introduced by Bożejko, Leinert and Speicher in [7] . This operation is defined on pairs of probability measures on the real line (μ, ρ) ∈ M × M, and on the first coordinate acts as the free additive convolution:
(It is customary in the theory of conditionally free convolution for the second coordinate to be chosen as the one on which C acts as , the usual free additive convolution. We have reversed this convention in our paper in order to emphasize the connection with B .) In particular, the Cauchy transforms for the first coordinate satisfy Theorem 11.
For any λ ∈ M we shall denote h λ (z) = F λ (z)− z, z ∈ C + . It is a consequence of [1, Equation 3 .3] that h λ takes values in the closure of the upper half-plane, and is real if and only if λ is a point mass.
Remark 21. The following representation for h λ , called the Nevanlinna representation, will be used in stating and proving our next result: for any λ ∈ M there exist a ∈ R and a positive finite Borel measure σ on the real line so that
Observing that 2 , it follows that one can write
provided that σ has finite second moment (i.e. R t 2 dσ(t) < +∞.) It is shown in [1, Chapter 3] that this happens whenever λ has finite second moment (for the convenience of the reader, we will provide a sketch of the proof in the lemma below.) Assume for now that this condition holds. Then we can define an object σ ∈ M 0 by the relation Gσ (z) = −G σ (z), i.e.
In particular, we observe thatσ is the distributional derivative ofσ, and in particular it indeed belongs to M 0 . For convenience, we shall denote by M d the space of distributional derivatives of positive finite measures on the real line.
Proof. We mostly follow [1, Chapter 3] . Let us first observe that for a given positive finite measure ρ, we have
provided both these numbers exist (these results are proved in [1, Theorem 3.2.1].) In particular, for a probability ρ, we have
Using the monotone convergence theorem, we obtain Combining (11) and (12), we get
Also, by using Remark 22, we obtain that h ρ (z) = a + R 1+tz t−z dτ (t). Under the hypotheses that the first moment of ρ is zero and the second moment of ρ is finite, we claim that τ must also have finite second moment. Indeed, assume this is not the case. According to Section 1 of [1, Chapter 3], there is a sequence y n → +∞ so that lim n→∞ |y n h ρ (iy n )| = ∞. But, using the fact that the first moment of ρ is zero,
, we can apply the same methods as before to argue that
On the other hand,
Thus, dσ 0 (t) := (1 + t 2 )dτ (t) is a finite measure on the real line, and by our previ-
Now proving the converse statement is easier. Indeed, if σ ∈ M d , then there exists at least one positive finite measure σ 0 so that σ 0 = σ in distribution. Imposing the condition of finiteness specifies this measure uniquely. So we can define ρ a ∈ M by F ρ a (z) = a + z − G σ 0 (z). It follows easily from the previous computations that in order for ρ a to have first moment zero, it is required that a = 0. Similarly, the second moment of ρ 0 will be lim y→+∞ iyG σ 0 (iy) = σ 0 (R). We will take ρ = ρ 0 . Details are left to the reader as an exercise.
In our proof we will need the following result [2, Corollary 4].
where ω j is the subordination function corresponding to μ j , provided by Theorem 11 (j ∈ {1, 2}.)
The following theorem answers an open question mentioned in the introduction of [6] . 
Proof. We assume first that (μ 1 ,ρ 1 ), (μ 2 ,ρ 2 ) have all compact support. It follows then that σ 1 ,σ 2 also have compact support (as described in Definition 9.) Propositions 20 and 23 guarantee then that
Lemma 22 concludes the proof for the case of compactly supported measures. The general case follows by using the denseness of the set of probabilities with compact support in the space of all probabilities and Lemma 22.
Remark 25. (1) We observe immediately that one can generalize Theorem 15 to arbitrary pairs of probabilities (μ j ,ρ j ), but at the cost of losing a significant analytic object on the second coordinate in the world of type B distributions. Indeed, relation (b) in Proposition 20, in which g ν j is replaced by h ρ j , is easily seen to be stable when we consider weak limits ρ
The theorem above together with the results of Krysztek [12] and of Wang [25] on conditionally free infinite divisibility and c-free limit theorems gives a complete characterization of infinite divisibility for pairs in M × M d .
(3) We can also conclude from the above theorem and [2, Proposition 6] the existence of the type B analogue of the Nica-Speicher partial semigroup with respect to free additive convolution. Indeed, if we denote (μ t ,ρ t ) = (μ, ρ) C t , it follows easily from Theorem 24 and the corresponding formula h ρ t (z) = th ρ (ω t (z)) that (μ t ,σ t ) = (μ, σ) B t exists for t ≥ 1 and is defined by
for all (μ, σ) ∈ M × M d . Here the function ω t is the subordination function corresponding to the semigroup μ t , provided by [3] : F μ t (z) = F μ (ω t (z)). We observe immediately that equation (16) allows one to extend (μ, σ) B t to pairs (μ, σ) ∈ M × M 0 .
Theorem 24 suggests a more restricted space of distributions of type B that is stable under B . Consider f : R → R to be a (bounded) function of bounded variation, so that f (t)dt = df (t) is a signed finite measure. We shall define ν by g ν (z) = R z−t would be more appropriate; however, for our purposes and methods, we believe our notation to be more suggestive.) We observe that one can recover the distribution ν from the boundary values of g ν in an appropriate topology. For details we refer to [8] (see also [13] .) Denote M 2 the subset of M 0 formed by functionals ν defined this way.
THEOREM 26. The set M × M 2 is stable under the operation B . Moreover, for any
where ω j are the subordination functions corresponding to μ j , j ∈ {1, 2}.
Proof. The result follows quite easily from Proposition 20. Indeed, in order to prove our theorem, we need to show that, given f 1 ,f 2 generating ν 1 ,ν 2 as above, the formula g ν 1 (ω 1 (z))ω 1 (z) + g ν 2 (ω 2 (z))ω 2 (z) has the form g ν 3 (z) for ν 3 = f 3 in the sense of distributions, f 3 being a real function with finite variation. We first argue in the case when ν 1 ,ν 2 have compact support.
Consider the primitive H ν 1 (z) of g ν 1 (z) which satisfies the condition lim z→∞ H ν 1 (z) = 0. We shall prove that H ν 1 (z) = R 1 z−t df 1 (t), z ∈ C + . Indeed, since H ν 1 (z) = g ν 1 (z), the uniqueness of the primitive under the hypothesis regarding the behavior of H ν 1 at infinity, the definition of distributional derivative and the relations
complete the proof of our statement. Let σ be a monotone function on the real line with finite variance. Since the function z → R 1 ω 1 (z)−t dσ(t) maps C + into the lower half-plane and lim y→+∞ iy R 1 ω 1 (iy)−t dσ(t) = 1, it follows from Section 1 of [1, Chapter 3] that for any such σ and ω 1 as in Theorem 11, there exists another monotone function τ with finite variance on R so that R
Moreover, the variance of the two functions coincides (i.e. the total mass of the real line is the same under both measures dσ(t) and dτ (t).) Since the bounded function f 1 takes real values and has finite variance, it can be written as the difference of two positive nondecreasing functions f + 1 and f − 1 ; applying the previous observation separately to f + 1 and f − 1 guarantees the existence of a real valued functionf 1 with finite variation so that H ν 1 (ω 1 (z)) = R 1 z−t df 1 (t), z ∈ C + . As g ν 1 (ω 1 (z))ω 1 (z) = H ν 1 (ω 1 (z))ω 1 (z), we conclude that there existsν 1 =f 1 ∈ M 2 so that gν 1 (z) = g ν 1 (ω 1 (z))ω 1 (z). By the same method we findν 2 =f 2 ∈ M 2 so that gν 2 (z) = g ν 2 (ω 2 (z))ω 2 (z). It follows now easily that f 3 =f 1 +f 2 provides a ν 3 = f 3 ∈ M 2 so that g ν 3 (z) = g ν 1 (ω 1 (z))ω 1 (z) + g ν 2 (ω 2 (z))ω 2 (z), z ∈ C + , and so, by Proposition 20, (μ 3 ,ν 3 ) = (μ 1 ,ν 2 ) B (μ 2 ,ν 2 ). This holds for any ν 1 ,ν 2 ∈ M 2 with compact support.
The general case follows by approximating df j (t) with compactly supported measures df
For convenience, we shall collect in the corollary below the three spaces of distributions that have been shown to be stable under free additive convolution of type B. Of course, we do not claim these are all possible choices of such spaces, but only the ones that we consider of particular importance for the purposes of this paper. 
The space M is the space of all Borel probability measures on the real line.
Infinitesimal freeness.
We establish next the appropriate analytic framework for the correspondence between type B free additive convolution and the infinitesimal freeness introduced in the previous section. Consider a path γ : [0, 1] → M. Each probability γ(t) has a unique nondecreasing distribution function f t ; following the above notations, we write dγ(t)(x) = f t (x)dx. We shall say that the path γ is differentiable if lim t→t 0
is a (bounded) function of bounded variation for any t 0 ∈ [0, 1], where the limit is taken in the norm topology. We have then
One can easily observe that differences of probability measures belong to M 2 . Thus, it follows from the above that γ (t) ∈ M 2 . We exploit this observation in the following result, which generalizes Proposition 19 to distributions which need not have moments: 
Proof. Let us derivate in the subordination formula:
for any t ∈ (0, 1), z ∈ C + . (Here ω t j is the subordination function provided by Theorem 11 corresponding to γ j (t).) Part (2) of Theorem 11 implies
Combining these two relations gives
We multiply the two right-hand terms by (ω t 1 ) (z) and (ω t 2 ) (z), respectively and use Theorem 11 to get
We multiply both sides of the equality by G γ 1 (t) γ 2 (t) (z):
Formula (2) of Theorem 11 together with the equation above assures us that
so an application of Theorem 26 concludes the proof.
An obvious consequence of the above theorem is the following:
In the following two sections we shall apply Theorem 28 and the corollary above to certain explicit type B analogues of some important distributions in free probability.
Some limit laws.
We shall start with a discussion of the stable laws, first identified in the free context by Bercovici and Voiculescu. Recall [4, Section 7] that two probability measures μ, ν on the real line are said to have the same type if there are s > 0,b ∈ R so that ν(A) = μ(sA + b) for any borel set A ⊆ R. We will say that μ is stable relative to free additive convolution if ν ν has the type of μ whenever ν and ν have the type of μ.
We shall define the Voiculescu transform φ ν of the probability measure ν by ( 
, then the following formulas for s(t) and b(t) correspond to the five cases above:
Cases 1 and 2: s(t) = 1/t, b(t) = 0 for all t > 0; Cases 3 and 4:
Thus, without loss of generality, we will restrict ourselves to the case when a = 0; this simply corresponds to translating our distributions a units, or, equivalently, convolving with either δ −a , in Cases 2-4, or with δ −ℜa
Stable distributions can be obtained as limits of special triangular arrays: consider a type A noncommutative probability space (A,ϕ); if X 1 ,X 2 ,X 3 ,... are free identically distributed random variables in (A,ϕ), if S n,α =
and lim n→∞ μ S n,α exists, then its Voiculescu transform is of one of the five forms listed above (we denote by μ Y the distribution of Y with respect to ϕ.) It is known that, except for the first case (corresponding to Dirac measures δ a ,) the numbers α from the expression of S n,α and from the exponent in the expression of φ are the same; thus, in particular, α = 1, corresponding to Case 2, provides the Cauchy distribution, and α = 2, covered by Case 3, gives us the semicircular law (the free central limit). The last case is remarkable among all others. Even though it corresponds to α = 1, as the Cauchy distribution, the variables X j are 'uncentered': it is impossible to obtain a limit in this case if we try to take b n,α = 0. For details, we refer to the work of Pata [17] .
Let us consider first Cases 3-4. We let μ be so that φ μ (z) = bz 1−α . If X j , j ∈ N, are free (with respect to a state ϕ,) possibly unbounded, selfadjoint random variables distributed according to μ, then we observe that S j n,α = n − 1 α (X nj+1 + X nj+2 + ··· + X n(j+1) ), j ∈ N, are free, identically distributed, and, as observed above, tend in distribution also to μ when n tends to infinity. Thus, not surprisingly,
Letting n (and hence r) tend to infinity, we obtain the obvious relation μ q (A) = μ(q 
where for any fixed z ∈ C + , we have denoted f z (x) = (z − x) −1 , x ∈ R. It is very easy to see that this equality holds also in Cases 1 and 2 (with α = 1.) It is less trivial to observe this for Case 5, and we will give a proof below. Assume that, in a context similar to the one described above for Cases 1-4, the random variables
(We observe once again that
, so the translation by b log n is necessary.) As in the previous four cases, with z ∈ C + and f
Let us now consider the setup provided by Example 5 for a type B probability space. Corresponding to Cases 1-4 above, and with the same notations, let
and passing to the limit when n → ∞ provides, together with Example 5, stability for the type B distribution (μ, ν). We will prove that
, where we remind the reader that the lower case g refers to the Cauchy transform of a distribution corresponding to a second coordinate in a type B probability space. Indeed, let us write, for Z ∈ C,
Applying (ϕ, ϕ) on the above, we obtain
evaluating this relation in q = 1 of course proves our claim. We focus next on Case 5. For this we shall let
(thus, on the second coordinate we shift each X j with a b) and leave the rest of notations/conventions as before. Then
−b log(qn)+b logb+
Obviously, as for the first four cases, we have
Evaluating in q = 1 provides the desired result.
It is worth mentioning that ∂ q G μ q (z) can be expressed in terms of G μ q (z) and its derivative with respect to z: for Cases 1-4, we have
while for Case 5,
These two formulae guarantee us that 
, and similarly for ω 2 ,ν and c. So, according to Theorem 26, , λ) . Thus, B behaves well with respect to simple translations.
We can now prove the following corollary of Theorem 28: COROLLARY 32. Let (A,ϕ) be a * -probability space of type A, and X = X * ∈ A be selfadjoint random variable whose distribution μ is stable with respect to free additive convolution. Let (A,ϕ,A,ϕ) be the type B noncommutative probability space obtained from (A,ϕ) as in Example 5. Then there exists b ∈ R so that (μ, ν) B q = (μ q ,∂ t | t=1 (μ tq )), where (μ, ν) denotes the distribution of (X, X + b) with respect to (ϕ, ϕ).
Proof. The result follows from the above considerations, Remark 31 and Theorem 28.
While the first coordinate does not raise any issues, it is far from clear whether its interaction with the second should be allowed to include the addition of A way to answer this question would be to follow the one-variable results and consider limits of sums ξ 3 ) ,... are B-free identically distributed in some type B probability space (A,ϕ,A,ϕ), with selfadjoint components, and the distribution belongs to M × M 2 . Thus, we implicitly require that our probability space is of the form provided by Example 5. It is clear that the first component tends to one of the freely stable laws described by Bercovici and Voiculescu. The second coordinate has a Cauchy transform given by
One can observe that, provided
converge in distribution, our choice in the previous corollary corresponds to having X j and ξ j belong to the same domain of attraction. Under these circumstances, one can consider the problem of the stable laws answered. However, it is a different, and considerably more complicated, matter when these two variables belong to different domains of attraction, or especially when
does not converge in distribution, and we will not attempt to solve these problems here (the correspondence invoked in Remark 25 part 2 would be useful provided that the nature of the limit laws, not only their existence, could be identified.)
We discuss next in more detail several aspects of Popa's central limit theorem. 
For distributions of type B, one can speak a priori of two versions of the heat equation, depending on whether one considers the parameter t to be a positive number (identified in C with the matrix having t on the diagonal and zero elsewhere), or one takes t = t s 0 t with t > 0, s ∈ R instead. We shall see that in fact (probably not surprisingly) there is no difference between these two versions. To prove this statement, we shall consider the second case, and show it reduces to the first. Using the essential observation of Biane, Goodman and Nica that "type B freeness = type A freeness over C" (see Corollary 7 and remarks following it) and analyticity of the correspondences t → G μ γ t (z) and z → G μ γ t (z), it is easy to observe that equation (17) holds when we replace z with Z = z w 0 z ∈ C, z ∈ C + , and t with t from above. The meaning of ∂ Z is quite clear when one uses the power series formalism: if, as in introduction,
For functions (maps) f (Z, t) : C × C → C, we have then t) ) and similar for t. Thus writing the complex Burgers equation for f in Z and t on components gives the usual complex Burgers equation for f 1 (z, t), while for the second one obtains
Here both f 1 ,f 2 are functions of two variables (z, t). As f 1 satisfies the complex Burgers equation, it follows trivially that B 1 = B 2 = 0. Thus, the only nontrivial component is Q. The complex Burgers equation on C should thus be written as
What is remarkable is that the second coordinates of the variables do not appear at all in the equation. Thus, assume (γ t ,λ t ),t ≥ 0 is the one-parameter semigroup of the type B free central limit law, and (μ, σ) ∈ M × M 2 is fixed. If we denote (γ t ,λ t ) B (μ, σ) = (G(t), L(t)), then the type B free analogue of the heat equation is given by
with initial conditions
It might be of interest to record the fact that if P is a one-variable analytic function defined on a neighborhood of the closed upper half-plane in C, then
5. Some families of laws and the type B central limit theorem. As observed above, the (single variable) central limit theorem for infinitesimal free convolution is equivalent to the central limit theorem for type B free convolution. Such a theorem was obtained by M. Popa [18] . The associated "infinitesimal semicircle law" is one for which μ is the semicircle measure and μ (t n ) = 0 if n is odd and μ (t 2k ) = 2kμ(t 2k ) (the moments of the difference of the arcsine and semicircular laws).
Combinatorial interpretation of type B semicircle law.
As for the type A central limit distribution, a particular case of interest in this context among noncrossing partitions of type B is a noncrossing pairing:
Definition 34. A type B non-crossing pairing of size n is a type B non-crossing partition π of {1,... ,n,−1,... ,−n}, so that either (i) all blocks of π, except for the zero block, consist of two elements and (ii) either π has no zero block, or its zero block has the form {i, j, −i, −j}.
Clearly, n has to be even for such a non-crossing pairing to exist. In either case, the absolute value of π is a non-crossing pairing (of type A). In particular, exactly one of i, j must be even. (which is non-crossing, since we have applied a cyclic permutation of the set underlying π ) and by the condition that blocks of π are preserved by inversion. It is clear from this description that π is non-crossing. Moreover, it is clear from this description that this is the unique B non-crossing partition π with zero block {i, j, −i, −j} and absolute value π .
Since there are k choices of a block of π , we have constructed k type B pair partitions with absolute value π (and all having a specified zero block). We can construct one more type B partition, by stating that {i, j}, {−i, −j} are both blocks of π whenever {i, j} is a block of π . This partition has absolute value π and no zero block, and hence is the unique type B non-crossing pairing with this property. To conclude the proof, we set ρ(π , / 0) = π.
Let C n be the number of non-crossing pairings of {1,... ,2n} (thus C n is the Catalan number Let C(i 1 ,. .. ,i k ) be the number of all non-crossing pairings of {1,... ,k} for which i p = i q whenever p π ∼ q (i.e. these are color-preserving partitions of {1,... ,k} in which the p-th digit is colored by the color i p ). Let B(i 1 ,. .. ,i k ; j) be the number of type B non-crossing pairings of {1,... ,k} for which i p = i q whenever |p| π ∼ |q| and for which the zero block contains j. Note that B(i 1 ,. .. ,i k ; j) = C(i 1 ,... ,i k ), since Abs(π) together with the designation of which pair in Abs(π) comes from the zero block of π determines π fully, and since the parity of j determines uniquely whether it can be the smallest or largest element in a class of Abs(π).
Families of type B semicircular variables.
By analogy with the single-variable case, we shall call a family of type B non-commutative random variables ((X 1 ,ξ 1 ) ,... ,(X n ,ξ n )) in a type B probability space (A, V,τ,f,Φ) a type B semicircular family if its law is given by
In particular, note that the variables (X 1 ,... ,X n ) form a free semicircular family.
LEMMA 37. Let ((X 1 ,ξ 1 ) ,... ,(X n ,ξ n )) be type B non-commutative random variables as above. Then they are (type B) freely independent.
Proof. Since the joint (type A) law of (X 1 ,... ,X n ) is that of a semicircular family, it follows that X 1 ,... ,X n are (type A) freely independent. 
Since X 1 ,... ,X n are (type A) semicircular and free we also have a similar formula for τ :
It follows from formula (6.13) on p. 2292 of [6] that the (A ) cumulants of the type B family X 1 ,... ,X n are exactly the functionals κ that we defined above. Since κ obviously satisfies the condition that mixed cumulants vanish, it follows that our family is indeed type B freely independent (see Theorem 6.4 on p. 2293, Proposition on p. 2298 and Corollary on p. 2300 of [6] 0 α 1 . The formula is valid for all n ≥ 1 (for n = 0 the correct answer is the identity in C). Thus explicitly we have
Let now
where p t is a family of projections so that τ (p t ) = λ 1 + tλ 2 . (Of course, we could modify X t by removing higher order terms in t, so for example we could use
so that X t has the desired infinitesimal law. Thus, one can re-interpret Popa's type B Poisson summation theorem as essentially a direct consequence of the free Poisson summation theorem, since for each fixed t, appropriately rescaled free sums of X n t will have a free Poisson law with parameters (α 1 exp(tα 2 /α 1 ),λ 1 + tλ 2 ) as a limit. (We remind the reader that a free Poisson law with parameters (α, λ) is the result of applying the homotethy by α to the law with R-transform λz(1 − z) −1 In the spirit of the above corollary, we recall that, as shown by Nica and Speicher in [15] , for an arbitrary probability measure on the real line μ, one can define the t th free additive convolution power μ t for any t ≥ 1; moreover, [15] provides also an operatorial representation of μ t . If X = X * ∈ (A,ϕ) is distributed according to μ, and p(t) = p(t) 2 
Thus, in a certain sense, derivating along the path t → μ t with respect to t corresponds at an operatorial level to derivating along a path of free projectors. This observation holds in particular for the stable laws described in Corollary 32. 1 + δ i=j ) . The matrix X N is a free probability analog of a real Gaussian random matrix (the free probability analog of a complex Gaussian random matrix differs in that the off-diagonal entries X ij N , i < j, are circular rather than semicircular). Note in particular that X N = X t N if by the latter we denote the a kind of transpose of X N obtained by switching its rows and columns.
Although X N has in the N → ∞ limit a semicircular law of variance 1, its law varies with N (in fact, we'll show that the law of X N is semicircular of variance (1 + 1/N ) for all N ). Thus one has a canonical infinitesimal law associated to X N . Indeed, every moment of X N admits an expansion in powers of 1/N . Thus moments taken to order t = 1/N give rise to an infinitesimal law, and the main result of this section (Corollary 41) states that the infinitesimal law associated to the matrices X N as N → ∞ is the same as the infinitesimal law associated to a type B semicircular variable.
6.1. Matrices with entries free creation operators. Let (i, j, k) be a family of * -free creation operators in a non-commutative probability space (A, ψ). We thus assume that (i, j, k) * (i ,j ,k ) = δ i=i , j=j , k=k 1 and ψ(w) = 0 whenever w is a word involving (i, j, k)'s and their adjoints that cannot be reduced to a scalar using the relation above. It is well-known (see e.g. [24] ) that these two requirements completely determine the joint * -distribution of this family and moreover that the operators { (i, j, k)} i,j,k are * -free. 
and let L N (k) t be its "transpose": 
Moreover, if w is a word in {L

Proof. LetX
X N (k) is self-adjoint and its i, j-th entry, for i ≤ j is equal to N −1/2 ( (i, j, k) + (j, i, k) + (i, j, k) * + (j, i, k) * )/ √ 2. Since l(i, j, k) = ( (i, j, k) + (j, i, k))/ √ 2 is a free creation operator for i = j and is √ 2 times a free creation operator for i = j, it follows that the joint law of the entries of {X N (k) : k = 1, 2,...} and {X N (k) : k = 1, 2,... } are the same. Thus the laws of these matrices are the same as well. (μ, μ ) . Furthermore, the restriction of (μ, μ ) to any variable t k yields an infinitesimal (i.e., type B) semicircular law.
Proof. Indeed, the joint law of {X N (k) : k = 1, 2,... } with respect to ψ N is that of a free semicircular family of covariance (1 + 1/N ). The statement of the corollary now follows using Corollary 32 applied to the case of the semicircular distribution and from Proposition 18.
As we noted in the introduction, it is necessary to start with a matrix X N with semicircular entries; a real Gaussian random matrix will not work.
Multiplicative free convolution of type B.
It has been shown in [18] that one can define a natural multiplicative analogue of the operation B , which we will denote by B . Surprisingly, the main additive results have a formal multiplicative analogue, with the notable exception of Theorem 24. Unlike in the additive case, it is far from clear what would be the narrowest appropriate class of analytic objects for the second coordinate in the multiplicative case. Since proofs are identical to the ones from the previous section, we will provide only the statements of our results.
First we shall introduce several notations. For any probability measure μ, let
be its moment generating function. If μ is supported on the unit circle T in the complex plane, then ψ μ is defined and analytic inside the unit disc D and takes values in the half-plane {z : ℜz ≥ −1/2}. If μ is supported on the positive halfline [0, +∞), then ψ μ is an analytic self-map of C \ [0, +∞) which preserves the upper and lower half-planes and increases the argument: π > arg ψ μ (z) ≥ arg z for 0 < arg z < π. In the following we shall denote by M T the set of Borel probability measures supported on the unit circle and by M + the set of Borel probability measures supported on the positive half-line. Biane [5] has shown that a subordination result holds also for free multiplicative convolution:
THEOREM 42. Let μ 1 ,μ 2 be two Borel probability measures, and denote by μ 3 = μ 1 μ 2 their free multiplicative convolution.
( 
= ω 1 (z)ω 2 (z), (20) for z in the domain of ψ μ 1 μ 2 .
Using this result and the work of Popa [18] , one can prove the following results: PROPOSITION 43. Consider two type B random variables (a 1 ,ξ 1 ), (a 2 ,ξ 2 ) which are B-free and distributed according to (μ 1 ,ν 1 ) and (μ 2 ,ν 2 ), respectively. Assume all these distributions are compactly supported. Denote by (μ 3 ,ν 3 ) the distribution of (a 1 ,ξ 1 )(a 2 ,ξ 2 ) = (a 1 a 2 ,a 1 ξ 2 + ξ 1 a 2 ) . Then, with the notations from Theorem 42, we have
