Abstract: A new class of minimax Stein-type shrinkage estimators of a multivariate normal mean is studied where the shrinkage factor is based on an p norm. The proposed estimators allow some but not all coordinates to be estimated by 0 thereby allow sparsity as well as minimaxity.
Introduction
Let Z ∼ N d (θ, σ 2 I d ). We are interested in estimation of the mean vector θ with respect to the quadratic loss function L(δ, θ) =
Obviously the risk of z is d. We shall say one estimator is as good as the other if the former has a risk no greater than the latter for every θ. Moreover, one dominates the other if it is as good as the other and has smaller risk for some θ. In this case, the latter is called inadmissible. Note that z is a minimax estimator, that is, it minimizes sup θ E[L(δ, θ)] among all estimators δ. Consequently any δ is as good as z if and only if it is minimax. Stein (1956) showed that z is inadmissible when d ≥ 3. James and Stein (1961) (1.1) with 0 < c ≤ 2(d − 2) which dominates the James-Stein estimator. A problem with the James-Stein positive-part estimator is, however, that it selects only between two models: the origin and the full model. Zhou and Hwang (2005) overcome the difficulty by utilizing the so-called p -norm given by
and in fact proposed minimax estimatorsθ + ZH with the i-th component given bŷ
When α > 0, the i-th component of the estimator with
becomes zero. Hence the choice between a full model and reduced models, where some coefficients are reduced to zero, is possible.
In this paper, we establish minimaxity of a new class of p -norm based shrinkage estimatorsθ + LP with the i-th component given bŷ
When α is strictly positive in (1.5), sparsity happens as in (1.4). In Zhou and Hwang (2005) , p = 2 − α was assumed and the p -norm with
was treated. From their proof, the choice of p = 2 − α seemed only applicable for constructing estimators with minimaxity and sparsity simultaneously. We produce such minimax estimators based on the p -norm for all p > 0. As an extreme case (p = ∞), we can show that
A more general result of minimaxity, corresponding to the result of Efron and Morris (1976) , where c is replaced by φ( z p /σ) in (1.5), is given in Section 2. In Section 3, the corresponding results for unknown σ 2 are presented.
Minimaxity with sparsity: known scale
In this section, we assume that σ 2 is known and establish conditions under which estimatorsθ φ of the formθ
as the i-th component, are minimax. Note the shrinkage factor of (2.1), 1 − σ 2 φ( z p /σ)/ z 2−α p |z i | α is symmetric with respect to z i . As shown in Theorem 4 of Zhou and Hwang (2005) , the shrinkage estimator with the symmetry is dominated by the positive-part estimator. Hence the minimaxity ofθ + φ follows from the minimaxity ofθ φ .
Recall that the risk of z is equal to d or finite. Hence a straightforward application of Schwarz's inequality shows that the risk of z + ξ(z) is finite if and only if
In that case, Stein's (1981) identity states that if ξ(z) is absolutely continuous, we have
and each expectation exists.
In this paper, we assume 0 ≤ α < 1 and φ is bounded, say |φ| ≤ M for some M > 0. Under these assumptions, (2.2) follows with ξ = (ξ 1 , . . . , ξ d ) and
In fact, we have
and further
Hence under the assumption of bounded φ, the risk ofθ φ given by (2.1) is finite. Further, with an additional assumption that φ is absolutely continuous, Stein's (1981) identity given by (2.3) is available for derivation of Stein's (1981) unbiased risk estimator.
Lemma 2.1. Assume that φ(v) is bounded and absolutely continuous and that 0 ≤ α < 1.
1. The risk function of the estimatorθ φ is
where
Proof. From the invariance with respect to the transformation, z → cz, we can take c = 1/σ and hence, without the loss of geniality, assume σ 2 = 1 in the proof.
[Part 1] Let v = z p . Componentwisely we have
For the third term of the right-hand side of (2.8), the Stein identity given by (2.3) is applicable. Note
Then the differentiation of φ(v)v α−2 |z i | −α z i with respect to z i is given by
and Part 1 follows by taking summation with respect to i.
[Part 2] Recall 0 ≤ α < 1 and p > 0. By Part 2 of Lemma A.1 in Appendix, we have
and, by Part 3 of Lemma A.1,
s i = 1 and s i ≥ 0 for any i. By applying these inequalities to (2.6), Part 2 follows.
By Lemma 2.1, a sufficient condition for
as well as the assumption of Lemma 2.1. When φ is monotone non-decreasing, we easily have a following result for minimaxity, which corresponds to the result by Baranchik (1970) with α = 0 and p = 2.
is absolutely continuous, monotone non-decreasing and
where γ(d, p, α) is given by
Under known σ 2 , the shrinkage estimatorθ φ , with the i-th component,
More generally, by the derivative,
(2.14)
we have a following sufficient condition as in Efron and Morris (1976) .
is absolutely continuous and
is assumed to be non-decreasing. Further if there exists v * > 0 such that
Recall that p norm with any positive p is available in Lemma 2.1 and Theorem 2.2. As an extreme case (p = ∞), we have lim
Remark 2.1. The solution of Ψ φ (v) = 0 or g φ (v) = 1/λ for any λ > 0, is
under which Dasgupta and Strawderman (1997) showed the risk of the estimator with φ DS (v) is exactly equal to d when p = 2 and α = 0. Actually it is related to the concept of "near unbiasedness" or "approximate unbiasedness" in the literature of SCAD (smoothly clipped absolute deviation) including Antoniadis and Fan (2001) . Since φ DS (v) is monotone decreasing and approaches 0 as v → ∞, unnecessary modeling biases are effectively avoided with φ DS (v).
Minimaxity with sparsity: unknown scale
In this section, we assume that σ 2 is unknown and that S ∼ σ 2 χ 2 n is additionally observed. We establish minimaxity result of the shrinkage estimatorsθ φ with the i-th component given bŷ
Lemma 3.1. Assume that φ(u) is, non-negative, bounded and absolutely continuous and that 0 ≤ α < 1. Then the risk function of the estimatorθ φ is
where u = z p / √σ 2 and Ψ φ (u) is given by (2.7).
Proof. From the invariance with respect to the transformation, z → cz and s → c 2 s, we can take c = 1/σ and hence, without the loss of generality, σ 2 = 1 is assumed in the proof. Let v = z p and u = v/ √σ 2 . Componentwisely we have
For the third term of the right-hand side of (3.4), the Stein identity given by (2.3) is applicable. By (2.9), the differentiation of
By the inequality (2.10) and the Stein identity, we have
For the second term of the right-hand side of (3.4), a well known identity for chi-square distributions (see e.g. Efron and Morris (1976) )
, with respect to s, is
(3.6)
Hence, by the identity (3.5) with (3.6), we have
Further, by (2.11) and (3.7), we have
By Lemma 3.1, a sufficient condition for
as well as the assumptions of Lemma 3.1. When φ is monotone non-decreasing, as in Theorem 2.1 for the known scale case, we easily have a following result for minimaxity.
where γ(d, p, α) is given by (2.13). Under unknown σ 2 , the shrinkage estimator θ φ , with the i-th component,
is minimax.
Hence Theorem 3.1 guarantees that Theorem 2.1 remains true if σ 2 is replaced by the estimatorσ 2 = s/(n + 2). By following Efron and Morris (1976) and using the relation (2.14), a more general theorem corresponding to Theorem 2.2 is given as follows. We see that Theorem 2.2 for known σ 2 guarantees minimaxity ofθ φ with φ which is not monotone non-decreasing. As I mentioned in Remark 2.1, even a monotone decreasing φ DS (v), which is the solution g φ (u) = λ, leads minimaxity. In unknown variance case, however, the solution of g φ (u) = λ in Theorem 3.2, is not tractable. An alternative to φ DS (v) is , By straightforward calculation, g φ (u) withφ DS (u) is increasing.
