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Eshelby tensor for radial eigenstrainsIn this paper a variational formulation of the equivalent eigenstrain method is established. A functional of
the Hashin–Shtrikman type is proposed such that the solution of the equivalent eigenstrain equation is a
unique minimizer of the functional. Moreover, it is also shown that the equivalent eigenstrain equation is
the Euler–Lagrange equation of the potential energy of the inclusions. An approximate solution of the
equivalent eigenstrain equation is then found as a minimizer of the functional on a ﬁnite dimensional
span of basic eigenstrains. Special attention is paid to possible symmetries of the problem. The variational
formulation is illustrated by determination of effective linear elastic properties. In particular, material
with a simple cubic microstructure is considered in detail. A solution for the polynomial radial basic
eigenstrains approximation is found. In particular, for the homogeneous eigenstrain approximation,
the effective moduli are derived in an exact closed form.
 2014 Elsevier Ltd. All rights reserved.1. Introduction
The equivalent eigenstrain method/principle is a cornerstone of
micromechanics. It states the equivalence of the stress state in a
heterogeneous linearly elastic solid and in a homogeneous solid
of the same shape, under the same loading, when the heterogene-
ities are replaced by an appropriate distribution of eigenstrains
(transformation strains). The method, also known as the equivalent
inclusion method (Mura, 1991), was ﬁrst formulated and used by
Eshelby in his seminal paper (Eshelby, 1957). However, the result-
ing equivalent eigenstrain equation is exactly solvable only for an
isolated ellipsoidal inhomogeneity in an inﬁnite solid. As a conse-
quence, numerous approximate approaches have been developed.
The most direct approach uses Taylor series expansions of the
eigenstrains (Moschovidis and Mura, 1975). In addition to a con-
vergence problem, a drawback of the expansion is that the exterior
part of the Eshelby operator does not map polynomial eigenstrains
into polynomial strains. Therefore, another level of approximation,
another Taylor series expansion, collocation method or ﬁnite
element method, is needed. Another pertinent problem with the
Eshelby operator is that its action is explicitly known, apart from
some special cases, only for an ellipsoidal inclusion in an inﬁnite
domain. Thus non-elliptical inclusions and ﬁnite domains must
be treated by approximate methods. To simplify the problem, the
homogeneous eigenstrain approximation is commonly used as
the ﬁrst level of approximation. Examples of higher order Taylorseries expansion are Fond et al. (2001) and Benedikt et al. (2006).
For problems with periodic micro-structure a Fourier series expan-
sion is a viable alternative (Nemat-Nasser and Hori, 1999); how-
ever, not without difﬁculties. The problem is that a Fourier series
expansion of a discontinuous function, and here the eigenstrain
and elasticity tensor are discontinuous across the material inter-
faces, is not absolutely convergent, and thus convergence of the
Cauchy product of Fourier series expansions of the eigenstrain
and elasticity tensor is not guaranteed. This problem is usually
avoided by using a homogeneous eigenstrain approximation. The
rather slow convergence of the Fourier series expansion can then
be improved by using Fast Fourier Transformations (Moulinec
and Suquet, 1998). A recent review of different approaches is given
in Zhou et al. (2013).
The aim of this paper is to overcome the difﬁculties mentioned
above. First, to ﬁnd in principle a convergent approximation of the
eigenstrains, and then to demonstrate, by a particular example of
an application of the equivalent eigenstrain principle, that an exact
solution can be found without further simpliﬁcations. The ﬁrst aim
is achieved by a variational formulation of the equivalent eigen-
strain equation, and the second aim by taking into account the
symmetry of the problem and developing an analysis that replaces
a ﬁnite domain by an inﬁnite domain.
The paper has the following structure. Section 2 sets out the
mathematical notation. In Section 3 a variational formulation of
the eigenstrain equation is established. A functional, similar to
the Hashin–Shtrikman functional, is deﬁned such that a solution
of the equivalent eigenstrain equation is a unique minimizer of this
functional. Then, restricting the minimization of the functional to a
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approximate solution of the equivalent eigenstrain equation is
found. It is shown that the eigenstrain approximation inherits
the symmetry of the problem. The section is concluded with an
observation that several functionals, each having its own merits,
give rise to an equivalent eigenstrain equation. In Section 4 the
determination of the effective linear elastic material properties is
discussed. It is explained what modiﬁcations are needed to justify
the replacement of the ﬁnite domain Eshelby tensor with the inﬁ-
nite domain tensor. In Section 5 the method is illustrated for the
example of a simple cubic structure of spherical inclusions. Using
a radial eigenstrain approximation the Eshelby tensor of the simple
cubic structure is found in a closed form. Computation of the inﬂu-
ence tensor is also explained in detail. It is proved that a general
radial eigenstrain approximation gives the same effective bulk
modulus of the cubic structure as the homogeneous eigenstrain
approximation. Determination of the effective shear moduli is
developed in Section 6 where a polynomial radial eigenstrain
approximation is used. It is shown that the optimal radial approx-
imation is given by a linear span of the homogeneous and qua-
dratic eigenstrains. Using only the homogeneous approximation,
the effective moduli ﬁrst given by Cohen and Bergman (2003) are
recovered, but here in an exact form. The paper concludes with a
list of possible generalizations. Two appendices derive the Eshelby
tensors and their volume averages for radial eigenstrains.
2. Notation preliminaries
Direct tensor notation is used throughout the paper. Vectors,
second and fourth order tensors are denoted by a; a, and A. In com-
ponent notation with respect to the Cartesian basis vectors ei they
are a ¼ aiei; a ¼ aijei  ej and A ¼ Aijklei  ej  ek  el. The summa-
tion convention over repeated tensor indices is used. A vector
space of n-th order tensors is denoted by T n.
The identity second order tensor is denoted by i and the fourth
order symmetric identity by I. The symmetric tensor product of
two vectors a and b is denoted by sym a bð Þ ¼ 12 a bþ b að Þ.
Symmetrization of a tensor A with respect to indices i and j is de-
noted by symijA. In particular sym12A ¼ Aijklsym ei  ej
 
ek  el.
Transposition of a tensor Awith respect to indices i and j is denoted
by tranijA. Thus tran24A ¼ Aijklei  el  ek  ej. If tranijA ¼ A, we say
that A is i $ j symmetric. Symmetric fourth order tensors have
by deﬁnition 1$ 2 and 3$ 4 symmetry. The symmetric part of
a second order tensor a is denoted by syma. The dot product of
two tensors, a single contraction, is denoted by a single dot, and
a double contraction by a colon. The gradient of a tensor ﬁeld
a ¼ aðxÞ is given by grada ¼ @a=@x. In Cartesian coordinates xi we
have grada ¼ @a=@xi  ei. The divergence of a tensor ﬁeld is given
as diva ¼ grada : i. For example, diva ¼ aij;jei where the index j after
the comma denotes partial differentiation with respect to xj.
A group of orthogonal second order tensors is denoted by O. Its
subgroup of rotations that rotates a cube into itself is called the octa-
hedral or cubic group and is denoted by C. (Bradley and Cracknell,
2010). For example, Rðei;p=2Þ and Rððe1 þ e2 þ e3Þ=
ﬃﬃﬃ
3
p
;2p=3Þ are
among its elements. Here Rðe; hÞ is a rotation with the axis e and
the angle of rotation h. The Rayleigh product (e.g. Bertram, 2005,
Ch. 1) of tensor A with Q 2 O is denoted by Q  A and is deﬁned by
Q  A ¼ Q  Aijkl ei  ej  ek  el ¼ Aijkl Qei  Qej  Qek  Qel:
By direct calculation it follows that
Q  A : a
 
¼ Q  A
 
: Q  a
 
¼: Q  A : Q  a ð1Þ
for arbitrary tensors A; a and Q 2 O. Let G be a subgroup of O. A ten-
sor function x# AðxÞ is G symmetric if AðQxÞ ¼ Q  AðxÞ for allQ 2 G. In particular, if G ¼ O or G ¼ C, it is called an isotropic or a cu-
bic tensor function, respectively. IfA is a linear operator that maps a
tensor ﬁeld a : y# aðyÞ into a tensor ﬁeld Aa : x# AaðxÞ 2 T 2, then
A is called a G symmetric operator if
AaðQxÞ ¼ Q  AQT  aðQÞ
 
ðxÞ ð2Þ
for all a and x. If a is a constant tensor, then A acts as a fourth order
tensor ﬁeld AðxÞwhich is a G symmetric tensor function. Needless to
say, all the above deﬁnitions naturally extend to tensors of arbitrary
orders.
The space of fourth order tensors with the minor symmetry is
an algebra where the multiplication is understood as the double
contraction. It is well known, see for example Walpole (1981)
or Jaric´ et al. (2008), that the subalgebra of tensors with both
the cubic and major symmetry is three dimensional. However,
assumption of major symmetry is redundant as the cubic and
minor symmetry imply the major symmetry. Symmetric fourth
order tensors with cubic symmetry are called cubic tensors. The
space of cubic tensors is thus three dimensional. Its basis tensors
are denoted by Ei; i ¼ 1;2;3, chosen such that the components of a
cubic tensor A are just its Cartesian components A1111;A1122 and
A1212. Thus
A ¼ A1111E1 þ A1122E2 þ A1212E3:
Multiplication is given by
aiEi : bjEj ¼ ða1b1 þ 2a2b2ÞE1 þ ða1b2 þ a2b1 þ a2b2ÞE2 þ 2a3b3E3;
ð3Þ
where the summation convention over the repeated indices i and j
is used. Therefore the algebra of fourth order symmetric tensors
with cubic symmetry is isomorphic to an algebra ðR3;þ; :Þ with
multiplication given by
a1; a2; a3Þ : ðb1; b2; b3Þ ¼ a1b1 þ 2a2b2; a1b2 þ a2b1 þ a2b2;2a3b3ð Þ:
ð4Þ
Clearly, the algebra is commutative. In the cubic basis an isotropic
tensor ki iþ 2lI has a representation
ðkþ 2lÞE1 þ kE2 þ lE3: ð5Þ
A cubic tensor Z ¼ ziEi has three eigenvalues, f1 ¼ z1 þ 2z2; f2 ¼ z1  z2
and f3 ¼ z3. The corresponding eigentensors are w1 ¼ i for
f1;w
ð1Þ
2 ¼ e1  e1  e2  e2 and wð2Þ2 ¼ e1  e1  e3  e3 for f2 and
wð1Þ3 ¼ sym e1  e2ð Þ, wð2Þ3 ¼ sym e1  e3ð Þ and wð3Þ3 ¼ sym e2  e3ð Þ for
f3. Note that the eigentensors are universal; all cubic tensors have the
same eigentensors. They are called cubic eigentensors. To simplify the
notation we now write w2 and w3 instead of w
ð1Þ
2 and w
ð1Þ
3 . Expressing
the components zi with the eigenvalues we have
Z ¼ 1
3
f1 þ 2f2ð ÞE1 þ
1
3
f1  f2ð ÞE2 þ f3E3: ð6Þ
The space of the symmetric fourth order isotropic tensor func-
tions is six dimensional. Here we use the following base:
X1 ¼ i i;
X2 ¼ I;
X3ðrÞ ¼ i r  r;
X4ðrÞ ¼ r  r  i;
X5ðrÞ ¼ sym r  eið Þ  sym r  eið Þ;
X6ðrÞ ¼ r  r  r  r: ð7Þ
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First we derive the concept of equivalent eigenstrain. In the ﬁrst
part we closely follow Gross and Seelig (2006, 8) Let X be a
bounded open connected set in R3 with a Lipschitz boundary such
that the Gauss divergence theorem applies, and Xi : i ¼ 1; . . . ;nf g a
set of inhomogeneities within X, see Fig. 1. A union of sets Xi is de-
noted by XI. Although a more general problem can be considered, it
is assumed that Xi are open sets in R3 and have a Lipschitz bound-
ary. A set X0 ¼ X nXI is called the matrix. On X is deﬁned the elas-
ticity tensor C ¼ CðxÞ. It is assumed that it is piecewise constant
with a constant value Ci on each Xi; i ¼ 0; . . . ;n and that C0 and
Ci are positive deﬁnite (C0 > 0;Ci > 0). Thus, voids are not allowed.
It is said that the solid is G symmetric if fX0;X1; . . . ;Xng is invariant
for every Q 2 G and CðxÞ is G symmetric. Hence, if Q maps Xi onto
Xı^, then Ci ¼ Cı^.
A given displacement ﬁeld u onX deﬁnes an inﬁnitesimal defor-
mation tensor e ¼ eðuÞ ¼ ðgraduþ ðgraduÞTÞ=2 to which is associ-
ated a stress tensor r ¼ C : e. The stress tensor is statically
admissible if the equilibrium equation is satisﬁed. If in an addition
boundary displacements u0 are imposed, a displacement ﬁeld u^ is
uniquely determined by the boundary value problem
divC : eðu^Þ þ f ¼ 0; in X; u^ ¼ u0 on @X: ð8Þ
Here f is a body force deﬁned on X.
Associated with (8) is a comparison boundary value problem for
a homogeneous solid: ﬁnd ub such that
divC0 : eðubÞ þ f ¼ 0; in X; ub ¼ u0 on @X: ð9Þ
The difference displacement is deﬁned as u0 ¼ u^ ub. Then u0 ¼ 0 on
@X; e0 ¼ e^ eb, and
r0 ¼ r^ rb ¼ C : e^ C0 : eb ¼ C : e^ C0 : ðe^ e0Þ
¼ C0 : e0  C10 : C0  C
 
: e^
 
: ð10Þ
Now, deﬁning
 ¼ C10 : C0  C
 
: e^; ð11Þ
it follows from (10) and (11) that
CðxÞ : e^ ¼ C0 : e^ 
 
: ð12Þ
Note that by (11)  is zero in the matrix phase and that  is com-
patible in inclusions. For voids  ¼ e^. The tensor  is called the
eigenstrain and (12) or (11) is the equivalent eigenstrain equation.
For a given strain it replaces an original heterogeneous solid with aFig. 1. Heterogeneous domain with inclusions.homogeneous solid together with an appropriate distribution of
eigenstrains such that both solids have the same stress.
Substituting (11) into (10) and taking into account the bound-
ary condition, we obtain: ﬁnd u0 such that
divC0 : e0  
 
¼ 0; in X; u0 ¼ 0 on @X: ð13Þ
It follows from (11) that the eigenstrain is discontinuous across the
inclusion boundaries. Thus (13) should be understood in distribu-
tional sense with additional requirements that the tractions and
displacements are continuous across the inclusion boundaries.
These imply thatZ
X
e0  
 
: C0 : eðw0ÞdV ¼ 0 ð14Þ
for every w0 with zero trace on @X that is continuous on X and
smooth on each Xi; i ¼ 0; . . . ;n. By the continuity argument it also
holds for e0 ¼ S.
A solution of (13) is linear with respect to , hence there exist a
linear operator S such that e0 ¼ S. It is an integral operator called
a Dirichlet Eshelby operator. If instead a Neumann boundary con-
dition is imposed in 8,9, then the homogeneous boundary condi-
tion on the displacement in (13) is replaced with a traction free
boundary condition and the operator S :  # e0 is called a Neu-
mann Eshelby operator. Since (13) is a linear problem, S is given
as a superposition of the Eshelby operators Si of individual inclu-
sions. Thus S ¼Pni¼1Sii where i is the restriction of  on Xi.
If the eigenstrain is uniform within the inclusion Xi, the Eshelby
operator acts as a fourth order tensor
Sii ¼ Si : i ; ð15Þ
where Si is a Dirichlet (Neumann) Eshelby tensor of the inclusionXi.
Note that
Si ¼ SiðxÞ ¼ v x;Xið ÞSIiðxÞ þ 1 v x;Xið Þð ÞSEi ; ð16Þ
where SIi and S
E
i are interior and exterior Eshelby tensors and v x;Xið Þ
is a characteristic function of Xi.
We show now that S inherits the symmetry of the problem. Let
C have G-symmetry and let XI be invariant for G. Then S is a G-lin-
ear operator. Indeed, S has a form (Mura, 1991)
SðxÞ ¼
Z
XI
Hðx yÞ : ðyÞdy;
where H has G-symmetry. Then for Q 2 G,
SðQxÞ ¼
Z
XI
HðQx yÞ : ðyÞdy ¼
Z
XI
HðQx QyÞ : ðQyÞdy
¼ Q 
Z
XI
Hðx yÞ : QT  ðQyÞdy ¼ Q  S QT  ðQÞ
 
ðxÞ: ð17Þ
Introducing the Eshelby operator into the equivalent eigen-
strain Eq. (11), gives an integral equation
 ¼ C10 : C0  CðxÞ
 
: eb þ S
 
: ð18Þ
Since (8) and (13) are uniquely solvable, (18) is also uniquely solv-
able. Its solution is linear in eb. Thus there exists a linear operator Z
such that  ¼ Zeb solves (18). As expected, Z also inherits the sym-
metry of the problem. From the deﬁnition of ZeC : ebðxÞ ¼ ZebðxÞ  eC : SZeb ðxÞ; ð19Þ
where eC ¼ C10 : C0  C . Then, using (17),eC : ebðQxÞ ¼ ZebðQxÞ  eC : SZeb ðQxÞ
¼ ZebðQxÞ  Q  eC : S QT  ZebðQÞ ðxÞ  ð20Þ
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positive deﬁnite tensors. Its product is always positive if they commute. However,
they always commute only if they are isotropic or cubic.eC : QT  ebðQxÞ ¼ QT  ZebðQxÞ  eC : S QT  ZebðQÞ ðxÞ: ð21Þ
Comparing with (19) it follows that
QT  ZebðQxÞ ¼ Z QT  ebðQÞ
 
ðxÞ; ð22Þ
which proves that Z is G-linear operator.
Of course, solvability of the equationdoesnotmean that the solu-
tion can be readily found. In fact, since e^ ¼ I þ S  Z
 
eb, ﬁnding a
solution of (18) is of the same complexity as ﬁnding a general solu-
tion of (8). The only known exceptional case is where (13) and (18)
admit aneigenstrain solution that is homogeneousoneach inclusion
Xi. It is a classical result of Eshelby (Eshelby, 1957), that for a single
ellipsoidal inclusion within the whole space, (13) and (18) admit a
uniform eigenstrain solution. Conversely, if C0 is isotropic, unifor-
mity of the eigenstrain solution for any uniform loadings eb implies
that the inclusion is ellipsoidal, see e.g. Kang and Milton (2008). In
the case of multiple inclusions the situation is less clear. Although
a uniform eigenstrain solution exists for special loadings and inclu-
sions of special shape (Liu, 2008), the equivalent eigenstrain equa-
tion (18) is in general not solvable for uniform eigenstrains.
To solve (18) for non-uniform eigenstrains, several approaches
have been proposed. For example, Moschovidis and Mura (1975)
introduced a Taylor series expansion of the eigenstrain. Then
according to Eshelby’s polynomial theorem (Mura, 1991), the inte-
rior Eshelby tensor of an ellipsoidal inclusion is a polynomial, see
also Rahman (2002). However, the exterior Eshelby tensor is not,
and thus the right-hand side of (18) is not a polynomial, and hence
(18) is not an equation for the unknown coefﬁcients of the Taylor
series expansion. To proceed, a Taylor series expansion of the right
hand side of (18) can be used (Moschovidis and Mura, 1975), or
alternatively a collocation method can be employed (e.g.Jun and
Korsunsky, 2010). However, both approaches have drawbacks.
The Taylor series expansion with respect to a central point of the
inclusion neglects boundary behavior and the collocation method
depends on the positions of the collocation points and their num-
ber. Thus, an alternative method, a variational formulation of the
equivalent eigenstrain equation, is now proposed.
We assume that C0  Ci is invertible. For an isotropic solid C0  Ci
is invertible if the shear and bulk moduli are different. Note that if
the shearmodule of C is a constant, then the solid is necessarily elas-
tically isotropic and its effective elastic tensor can be calculated ex-
actly (Hill, 1963). The aim of the variational formulation is to obtain
the equivalent eigenstrain equation as the Euler–Lagrange equa-
tion. To this end, on the space L2ðXIÞ ¼ ni¼1L2ðXiÞ of square summa-
ble symmetric tensors of second order, deﬁne a functional
IðÞ ¼
Z
XI
 : C0 : ðC0  CÞ1 : C0 :   S  2eb
 
dV : ð23Þ
Note that I closely resembles the Hashin–Shtrikman functional (Ha-
shin and Shtrikman, 1963), (e.g. Li and Wang, 2008, Ch. 5). Since S is
a linear operator the ﬁrst variation of (23) is given by
@I
@
½d	 ¼ 2
Z
XI
d : C0 : ðC0  CÞ1 : C0 :   eb
 
dV

Z
XI
Sd : C0 :  þ S : C0 : d
 
dV : ð24Þ
It follows from (14) thatZ
X
S : C0 : SddV ¼
Z
XI
 : C0 : SddV ð25Þ
and since C0 has the major symmetry the last two terms in (24) are
equal. Therefore@I
@
½d	 ¼ 2
Z
XI
d : C0 : ðC0  CÞ1 : C0 :   S  eb
 
dV : ð26Þ
Since d is arbitrary and C0 is invertible, (26) gives the equivalent
eigenstrain Eq. (11). The second variation is
@2I
@2
½d1; d2	 ¼ 2
Z
XI
d1 : C0 : ðC0  CÞ1 : C0  S
 
: d2dV : ð27Þ
Using (25) we have
0 6
Z
X
d  Sd
 
: C0 : d  Sd
 
dV ¼
Z
XI
d : C0 : ddV

Z
XI
d : C0 : SddV ð28Þ
and thus it follows that
@2I
@2
½d; d	P 2
Z
XI
d : C0 : ðC0  CÞ1 : C0  I
 
: ddV
¼ 2
Z
XI
C0 : d
 
: ðC0  CÞ1  C10
 
: C0 : d
 
dV :
ð29Þ
If C0  C is positive deﬁnite, then ðC0  CÞ1  C10 is also positive
deﬁnite.1 This follows from the fact that if A;B > 0 and A > B, then
B1 > A1 (e.g. Horn and Johnson, 1990, Corollary 7.7.4). It is here
where the assumption that C is positive deﬁnite is used. On the other
hand, if C  C0 is positive deﬁnite, then ðC  C0Þ1 þ C10 is positive
deﬁnite. Therefore, if
xðxÞ ¼ 1 : C0  CðxÞ > 01 : C0  CðxÞ < 0
(
ð30Þ
is introduced into deﬁnition (23), the functional
IðÞ ¼
Z
XI
 : C0 : ðC0  CÞ1 : C0 :   S  2eb
 
xdV ð31Þ
becomes positive deﬁnite on L2ðXIÞ, and hence I has a unique mini-
mizer  on L2ðXIÞ that solves the equivalent eigenstrain equation. It
depends linearly on eb and thus, as is already known from (18), there
exists a linear operator Z from L2ðXIÞ to L2ðXIÞ such that  ¼ Zeb.
It follows from (29) and (30) that
@2I
@2
½d; d	P c d
 2
I
; ð32Þ
where c ¼ cðC0; ðC0  CÞ1Þ is a positive number and k kI is the
norm on L2ðXIÞ. Then using the Lax–Milgram theorem (e.g. Aubin,
1979) we obtain
Zk k 6
C0
 
cðC0; ðC0  CÞ1Þ
: ð33Þ
Therefore, the norm of Z is bounded above by an expression that de-
pends only on the elastic properties of the solid. For different distri-
butions or shapes of the inclusions, the upper bound is then the same.
A similar uniform bound on Sk k is also valid. It follows from
(25) that
Sk k 6
C0
 
cðC0Þ ; ð34Þ
where cðC0Þ is the smallest eigenvalue of C0. Here S is considered as
an operator from L2ðXIÞ to L2ðXÞ. Note that the above bounds still
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space, because (25) is also valid for S1 since its kernel is of order
Oðj xj1Þ (Mura, 1991), and thus S1 2 L2ðXÞ.
The variational formulation of the equivalent eigenstrain equa-
tion does not solve the problem since a closed form of S is in gen-
eral not known. We proceed by using the variational formulation
to ﬁnd an approximate solution to the equivalent eigenstrain equa-
tion. To this end  is approximated by a linear combination of
basic eigenstrains for which Eshelby operators can be expressed
in terms of Eshelby tensors. Let us approximate  on each Xi by
a linear span of linearly independent basic eigenstrains
ikðxÞ; k ¼ 1; . . . ;m. Then
 ¼
Xn
i¼1
Xm
k¼1
aikikðxÞ ð35Þ
and I is minimized with respect to nm coefﬁcients aik. By Cea’s lem-
ma (e.g. Ciarlet, 2002) it is a good approximation if the span of the
basic eigenstrains is a good approximation for symmetric second
order tensors in L2ðXIÞ. Noting that
S ¼
Xn
i¼1
Xm
k¼1
aikSiik; ð36Þ
the stationary equations are
0¼ @I
@aik
¼2
Z
Xi
ik : C0 :
Xm
l¼1
ail C0C
 1
: C0 : ileb
 !
xdV

Xm
l¼1
Xn
j¼1
ajl
Z
Xi
ik : C0 :SjjlxdVþ
Z
Xj
jl : C0 :SiikxdV
 !
:
ð37Þ
Using (25) the last two terms are equal and thus (37) simpliﬁes to
0 ¼
Z
Xi
ik : C0 :
Xm
l¼1
ðail C0  C
 1
: C0 : il 
Xn
j¼1
ajlSjjlÞ  eb
" #
dV :
ð38Þ
Note that the term with Sj for j– i provides an interaction between
inclusions. Since I is positive deﬁnite, (38) has a unique solution,
which is evidently linear with respect to eb. Thus, there exist linear
functionals Zjl such that ajl ¼ Zjleb.
Practical application of the approximation is restricted to cases
where Eshelby operators Sj are known. This means that Xi should
be ellipsoidal inclusions and ik homogeneous, polynomial or
Gaussian eigenstrains.2 So let us assume that the basic eigenstrains
have a form ikðxÞ ¼ fikðxÞ~ikv x;Xið Þ where ~ik are homogeneous and
fikðxÞ are such functions that the corresponding Eshelby tensors Sik
are known. Thus
Sik ¼ Sik : ~ik: ð39Þ
Denoting by h ii the average over Xi and assuming that f is zero
in 8,9 and eb is homogeneous, the system (38) is rewritten as
0¼ ~ik : C0 :
Xm
l¼1
ail C0Ci
 1
:C0 : ~il fikfilh ii
Xn
j¼1
ajl fikSjl
D E
i
: ~jl
 !
 fikh iieb
" #
:
ð40Þ
The solution of (40) is linear with respect to eb. Therefore, there ex-
ist second order tensors zik such that aik ¼ zik : eb. Then
 ¼
Xn
i¼1
Xm
k¼1
fikðxÞvðx;XiÞ~ik  zik : eb ¼: Z : eb: ð41Þ2 The Eshelby tensor is also known in closed form for some other shapes, see Zhou
et al. (2013).If the problem has G symmetry, then the approximation should
also have this symmetry. Thus, if Q 2 G maps Xi onto XQðiÞ, it is re-
quired that
fik ¼ fQðiÞk and ~ik ¼ ~QðiÞk for k 2 f1; . . . ;mg ð42Þ
and
Span fikðxÞ~ik
n o
k¼1;...;m
¼ Span fikðQxÞQT  ~ik
n o
k¼1;...;m
ð43Þ
for all i 2 f1; . . . ;ng and Q 2 G. Here Span is the linear span. For a
ﬁxed Q a simpliﬁed notation QðiÞ ¼ ı^ is used. Note that
f1^; . . . ; n^g ¼ f1; . . . ;ng. Conditions 42,43 guarantee that Z is G sym-
metric. Indeed, let
i ¼
Xm
k¼1
a^ik f^ ikðxÞvðx;XiÞQT  ~ik; ð44Þ
where f^ ikðxÞ ¼ fikðQxÞ, and minimize I with respect to a^ik. The sta-
tionary equations are0¼QT ~ik :C0 :
Xm
l¼1
a^il C0Ci
 1
:C0 :Q
T ~il f^ ik f^ il
D E
i

Xn
j¼1
a^jl f^ ikbSjlD E
i
:QT ~jl
 !
 f^ ik
D E
i
eb
" #
;
ð45Þ
where bSjl : ~jl ¼ S f^ jl~jl . Calculating separately,
f^ ik
D E
i
¼ fikh i^ı ¼ f^ıkh i^ı;
f^ ik f^ il
D E
i
¼ fikfilh i^ı ¼ f^ık f^ılh i^ı
and
f^ ikbSjlD E
i
: QT  ~jl ¼ QT  f^ ikbS |^lD E
ı^
: ~jl
 
¼ QT  f^ ı^kbS |^lD E
ı^
: ~|^l
 
;
then the linear system (45) is transformed into
0 ¼ QT  ~ı^k : C0 :
Xm
l¼1
a^il C0  Ci
 1
: C0 : Q
T  ~ı^l f^ ı^k f^ i^l
D E
ı^
"

Xn
j¼1
a^jlQT  f^ ı^kS|^l
D E
ı^
: ~|^l
 !
 f^ ı^k
D E
ı^
eb
Since C is G symmetric, the system reduces to
0 ¼ ~ı^k : C0 :
Xm
l¼1
a^il C0  Ci
 1
: C0 : ~ı^l f^ ı^k f^ i^l
D E
ı^
"

Xn
|^¼1
a^jl f^ ı^kS|^l
D E
ı^
: ~|^l
 !
 f^ ı^k
D E
ı^
Q  eb
#
:
This system is equivalent to the system (40) for the right-hand ten-
sor Q  eb. Therefore, its solution is of a form a^il ¼ aı^l ¼ z^ıl : Q  eb.
Using (44) it follows that
ðxÞ ¼
Xn
i¼1
Xm
k¼1
a^ik f^ ikðxÞvðx;XiÞQT  ~ik
¼
Xn
i¼1
Xm
k¼1
fikðQxÞvðx;XiÞ QT  ~ik
 
 z^ıl : Q  eb
¼
Xn
i¼1
Xm
k¼1
f^ıkðQxÞvðx;XiÞQT  ~ı^k  z^ıl
 
: eb
¼
Xn
i¼1
Xm
k¼1
f^ıkðQxÞvðQx;Xı^ÞQT  ~ı^k  zı^l
 
: eb
¼
Xn
i¼1
Xm
k¼1
fikðQxÞvðQx;XiÞQT  ~ik  zil
 
: eb:
ll
L
Fig. 2. Domain Xh .
1606 G. Mejak / International Journal of Solids and Structures 51 (2014) 1601–1616On the other hand  is given by (41). Since eb is arbitrary, it follows
that
ZðxÞ ¼
Xn
i¼1
Xm
k¼1
fikðxÞvðx;XiÞ~ik  zik
¼
Xn
i¼1
Xm
k¼1
fikðQxÞvðQx;XiÞQT  ~ik  zil
 
and thus Q  ZðxÞ ¼ ZðQxÞ and the G symmetry of Z is established.
For homogeneous ik, the system (40) reduces to
i  eC :Xn
j¼1
Sj
D E
i
: j ¼ eC : eb: ð46Þ
This equation is already known (Rodin and Hwang, 1991) and is
called the average stress consistency condition (e.g. Sauer et al.,
2007). Thus, we have proved its variational character.
Apart from some special examples, see e.g. Li et al. (2007) or
Mejak (2011), the Eshelby tensors are calculable only for X ¼ R3.
Therefore, in practical applications they are replaced by Eshelby
tensors S1i on the whole space. Then the strain e^ ¼ ðI þ S  ZÞeb is
approximated by
e1 ¼ ðI þ S1 : Z1Þeb: ð47Þ
The corresponding displacement u1 is statically admissible. How-
ever, the approximation affects the boundary condition and thus
u1 – u0. Therefore in general
e1
D E
– e^
D E
¼ eb
D E
: ð48Þ
Here hi is the volume average over X.
It is worth remarking that there are several ways of ﬁnding var-
iational formulations of the equivalent eigenstrain equation. For
example, let us assume for a moment that the solution u^ is known
and deﬁne
JðÞ ¼
Z
XI
1
2
 :   e^ : eC :  	dV : ð49Þ
Evidently its Euler–Lagrange equation is
@J
@
ðdÞ ¼
Z
XI
  eC : e^  : ddV ð50Þ
and this again gives (11). However, e^ is not known and so is approx-
imated by e^A ¼ eb þ S. Introducing this into (50) and using the
eigenstrain approximation (35), a linear systemXm
l¼1
ail
Z
Xi
ik : 

ildV 
Xn
j¼1
Xm
l¼1
ajl
Z
Xi
Sjjl
 
: eC : ikdV ¼ Z
Xi
eb
: eC : ikdV ð51Þ
is obtained. Evidently, it is uniquely solvable if eC  is sufﬁciently
small; that is if the inclusion material properties do not differ too
much from those of the matrix. In the general case it is not easy
to prove that (51) has a unique solution. However, if the same
eigenstrain approximation as in (40) is used, (51) and (40) are
equivalent; then (51) is uniquely solvable.
Another variational formulation is obtained if the potential en-
ergy of the inclusions
JðuÞ ¼ 1
2
Z
XI
e^ : C : e^dV 
Z
XI
f  u^dV 
Z
@XI
u  t^dS ð52Þ
is rewritten as a functional of . Here t^ is a traction vector along @XI
of the solution u^, Indeed, the strain energy is
1
2
Z
XI
e^ : Ci : e^dV ¼ 12
Z
XI
 : C : dV ;where
C ¼ C0 : C0  C
 1
: C : C0  C
 1
: C0
and the work done by the tractions isZ
@XI
u  t^dS ¼
Z
@XI
u  C : e^
 
 ndS ¼
Z
XI
div u  C : e^
 
dV
¼
Z
XI
e^ : C : e f  u
 
dV ¼ 
Z
XI
e^ : B :  þ f  u
 
dV ;
where n is the exterior normal to @XI and B ¼ C : C0  C
 1
: C0.
Then
J ¼ JðÞ ¼
Z
XI
1
2
 : C :  þ e^ : B : 
 	
dV ð53Þ
and its ﬁrst variation gives (11) since eC ¼  C 1 : B. Therefore,
the solution of the equivalent eigenstrain equation is the minimizer
of the potential energy of the inclusions.
Since e^ depends linearly upon eb, the minimizer of J is also linear
with respect to eb. In particular, if J is minimized on some ﬁnite
dimensional linear space of eigentensors, then there exists a tensor
Z such that the minimizer is  ¼ Z : eb whenever the solid is sub-
jected to uniform boundary displacements ub ¼ eb:x. Let us denote
by LinZ a linear space of fourth order tensorswhich contains Z. Then
@J
@Z
½DZ	jZ¼Z ¼
Z
XI
eb : Z : C : DZ : eb þ e^ : B : DZ : eb
 
dV ¼ 0
for any DZ 2 LinZ . Hence for DZ ¼ ZZ
XI
eb : Z : C : Z : ebdV ¼ 
Z
XI
e^ : B : Z : ebdV : ð54Þ
Substituting (54) in (53) shows that the minimum is
J ¼ 1
2
eb :
Z
XI
Z : C : ZdV : eb: ð55Þ4. Determination of effective material properties
A tensor Ce is the effective elasticity tensor if it satisﬁes the
equation
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D E
¼ Ce : e
D E
ð56Þ
for every e
D E
. Here r ¼ C : e; e ¼ eðuÞ and u is a solution of (8) for
data f ¼ 0 and u0 ¼ eb  x where eb is a homogeneous tensor. For
simplicity of notation the hat symbol over r; e and u has been
dropped. Since C is constant on each Xi, it follows from (56) thatXn
i¼0
ciCi : e
D E
i
¼ Ce : e
D E
;
where ci are volume fractions ci ¼j Xi j = j X j. Using the identityPn
i¼0ci e
D E
i
¼ e
D E
we obtain
C0 : e
D E
þ
Xn
i¼1
ci Ci  C0
 
: e
D E
i
¼ Ce : e
D E
:
If the inﬂuence tensors Pi; i ¼ 1; . . . ;n deﬁned by
e
D E
i
¼ Pi : e
D E
are known, then the effective tensor is given by
Ce ¼ C0 þ
Xn
i¼1
ci Ci  C0
 
: Pi: ð57Þ
Thus the crucial step is to ﬁnd the inﬂuence tensors. If we begin
with e
D E
¼ De : r
D E
for every r
D E
then the reasoning above gives
De. If Pi are independent of the boundary conditions, then
De ¼ C1e and the method is termed self consistent.
In the Mori–Tanaka method, e
D E
i
¼ Ai : e
D E
0
is commonly used.
Then
Pi ¼ Ai : c0I þ
Xn
j¼1
cjAj
 !1
:
If the operators S and Z are known, then the inﬂuence tensors
are given by
Pi ¼ I þ S  Z
D E
i
: ð58Þ
However, S and Z are not known and are approximated as shown in
the previous section by S1 and Z1. Then, taking into account (47)
and (48), the inﬂuence tensor is approximated by
P1i ¼ I þ S1 : Z1
D E
i
: I þ S1 : Z1
D E1
: ð59Þ
It is assumed that I þ S1 : Z1
D E
is invertible. Since I þ S  Z
D E
¼ I, it
is invertible if the approximation is good enough.
As a practical application of the variational formulation of the
equivalent eigenstrain method we shall consider a well known
problem of determination of the effective linear elastic material
properties of a composite material with a periodic microstructure.
With reference to Fig. 2, L is the macro length and l is the length of
the unit cell. In the limit h ¼ l=L! 0 a periodic microstructure is
obtained. Denoting by Sh and Zh the corresponding operators on
domain Xh, the inﬂuence tensors are
Pi ¼ lim
h!0
I þ Sh  Zh
D E
i
¼ I þ S1  Z1
D E
i
: ð60Þ
Hence, for a solid with a periodic microstructure an approximation
of a ﬁnite domain Eshelby operator with an inﬁnite domain opera-
tor is not used. However, in practical computation the eigenstrain
approximation is still used, and thus the operators S1 and Z1 are
replaced by tensors S1 and Z1. Therefore, the inﬂuence tensors
are given by (59) where the average over X is replaced by the unit
cell average. Note that due to the approximation of S1  Z1 by
S1 : Z1 the boundary of X is subjected to the boundary displace-
ment u1 instead to u0. However, the effective properties of a solidwith a periodic microstructure are independent upon the boundary
conditions and thus the above approximation does not affect deter-
mination of the effective properties. Therefore, the only approxima-
tion involved is the eigenstrain approximation.
5. Simple cubic microstructure
Simple cubic microstructure consists of a periodic lattice of
identical spherical inclusions of radius a centered at lattice points
Pijk ¼ dði; j; kÞ; ði; j; kÞ 2 Z3, where 2 6 d=a ¼ d. If C has at least cubic
symmetry, then the solid is cubic symmetric. In the following the
radius a is chosen as the unit length and the problem is formulated
in non-dimensional form. Thus, the lattice points are Pj ¼ dj where
j 2 Z3 and the unit cell V is a cube with non-dimensional side
length d and a centrally placed spherical inclusion with unit radius.
Due to the translational symmetry it is evident that all inclusions
possess the same eigenstrain. Therefore, it sufﬁces to consider only
the eigenstrain on a referential inclusion Xr which is centered at
the origin. So, let  ¼ ðxÞ ¼Pmk¼1akfkðxÞ~kvðx;XrÞ be an approxi-
mation of the eigenstrain on Xr where ~k are homogeneous. Six lin-
early independent homogeneous eigenstrains ~k0 and one
weighting function f ðxÞ per linear span are adopted. Thus
 ¼
Xm0
k¼1
X6
k0¼1
a6ðk1Þþk0 fkðxÞ~k0vðx;XrÞ: ð61Þ5.1. Determination of the Eshelby tensor of the simple cubic
microstructure
The Eshelby operator action on , given by (61), is
S ¼
Xm0
k¼1
X6
k0¼1
a6ðk1Þþk0Sk : ~

k0
; ð62Þ
where for x 2 Xr
SkðxÞ ¼ SIkð0; xÞ þ
X0
j2Z3
SEkðdj; xÞ ¼ SIkð0; xÞ þ eSkðxÞ: ð63Þ
Here
P0 denotes the sum with j– 0, and for simplicity the super-
script1 is not used for the Eshelby tensors for a spherical inclusion
in R3. Note that SEkðdj; xÞ ¼ SEkð0; x djÞ and thus it sufﬁces to know
the interior and exterior Eshelby tensors only for the referential
inclusion.
Evidently, a triple series in (63) is convergent for x 2 Xr if it is
convergent for x ¼ 0. To discuss its convergence let us recall that
the exterior Eshelby tensors are given by
SEkð0; xÞ ¼ sym12
Z
Xr
tran24
@2g
@y2
ðx yÞ : C0fkðyÞdy; ð64Þ
where g is the Green function while sym12, and tran24 were deﬁned
in Section 2. Since the kernel of (64) is of order Oðj xj3Þ, it follows
that SEkð0;djÞ is of order j jj3 and thus the triple series in (63) is
not absolutely convergent. To ﬁnd out whether it is conditionally
convergent, an explicit form of the Green function is needed. To this
end it is assumed that C0 is isotropic. Since the series is not abso-
lutely convergent, the order of summation matters. Denoting by
j jq the lq norm (Rudin, 1991), q-summability is deﬁned as the limit
lim
N!1
X
jjjq6N
: ð65Þ
For q ¼ 1;2;1 we use the terms triangular, circular and cubic sum-
mability (Weisz, 2012). Using a similar argument to that applied in
the later Lemma 1, it can be shown, omitting details, that the series
is cubic summable and that it is of order OðN3Þ. Regarding different
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summability since it is well known that effective elastic properties
for a solid with periodic microstructure depends only on the unit
cell (Cioranescu and Donato, 1999). Hence, if Xh is a cube with
the side length ðN þ 1Þd consisting of ðN þ 1Þ3 unit cells, then
the limit N !1 gives the cubic summability for the centrally
placed reference inclusion Xr. Therefore, (63) is given as the limit
N !1 of
SNk ðxÞ ¼ SIkð0; xÞ þ
X0
jjj16N
SEkð0; x djÞ ¼ SIkð0; xÞ þ eSNk ðxÞ: ð66Þ
Evidently, for a ﬁxed d, the convergence is uniform with respect to
x 2 Xr and hence
fkSl
D E
r
¼ lim
N!1
fkSNl
D E
r
¼ fkSIl
D E
r
þ lim
N!1
fkeSNlD Er: ð67Þ
Although a more general case can be pursued, radial symmetry
fkðxÞ ¼ fkðj x jÞ of the weighting functions and material isotropy of
the matrix is adopted. It is assumed that the weighting functions
are independent in the sense that the matrix with elements
fkflh ir; k; l 2 f1; . . . ;m0g is non-singular. It should be noted that the
radial eigenstrains are not compatible since 0 ¼ rotrotfkðj x jÞk0
only for a constant fkðj x jÞ. Therefore, approximation with the ra-
dial eigenstrains is non-comforming.
It readily follows from the radial symmetry of the weighting
functions that fkSIl
D E
r
is an isotropic tensor and fkeSNlD Er is a cubic
tensor. Therefore, fkSl
D E
r
is a cubic tensor and is thus uniquely
determined by its three components. Regarding the isotropic part
it sufﬁces, according to (5), to calculate its E2 and E3 components.
Using (A.1) a direct, though tedious, calculation gives
fkSIl1122
D E
r
¼ 5m 1
5ð1 mÞ
Z 1
0
fkðqÞflðqÞq2dq ¼ 5m 115ð1 mÞ fkflh ir
and
fkSIl1212
D E
r
¼ 4 5m
5ð1 mÞ
Z 1
0
fkðqÞflðqÞq2dq ¼ 4 5m15ð1 mÞ fkflh ir;
here m is Poisson ratio of the matrix. Therefore
fkSIl
D E
r
¼ fkflh ir
15ð1 mÞ ð7 5mÞE1 þ ð5m 1ÞE2 þ ð4 5mÞE3
 
: ð68Þ
The cubic part of (67) is determined by three components. How-
ever, as shown in the following theorem, only one of them is inde-
pendent. We state it in a slightly more general version where Xr is
replaced with a set U 
 R3.
Theorem 1. Let ~X be an inclusion in R3; eSl the corresponding Eshelby
tensor of the isotropic material for the radial eigenstrain flðj x jÞ~ and
U 
 R3 such set that ~X \ U ¼ ;. Then, if ~X [ U is invariant for the
cubic symmetry group, the following identities holdi : fkeSlD E
U
: i ¼ 0; ð69Þ
fkeSl1122D EU ¼ fkeSl1212D EU ð70Þ
and
fkeSlD E
U
¼ bkl
1 m E1 
1
2
E2 þ E3
  	
; ð71Þ
where bkl are independent of the material, and depend only upon the
weighting functions fk; fl and the cubic structure of the solid. Here Eiare the base tensors of the cubic algebra (3) of symmetric fourth order
tensors.Proof. The theorem is proved by direct calculation of the kernel of
the exterior Eshelby tensor. The Green function g for the isotropic
material is
gðrÞ ¼ a
r3
r  r þ b
r
i;
where a ¼ 1=ð16plð1 mÞÞ and b ¼ ð3 4mÞ=ð16plð1 mÞÞ. Here l
and m are the shear modulus and Poisson’s ratio. Then
KðrÞ ¼ sym12tran24
@2
@r2
gðrÞ : C0 ¼ 14pð1 mÞ
15
2r7
r  r  r  r

3ð1 2mÞ
2r5
r  r  i 3
2r5
i r  r  6m
r5
sym r  eið Þ  sym r  eið Þ
þ1 2m
2r3
i i 2I
 	
;
from which follows
i : K : i ¼ 0
and (69) is established. Note that the radial symmetry of the weight
fk was not used here. See also Zhenga et al. (2006).
To prove (70) we deﬁneDðrÞ ¼ K1122ðrÞ  K1212ðrÞ
¼ 1
8pð1 mÞr5 ð5m 1Þr
2
1  ðmþ 1Þr22 þ 2ð1 2mÞr23
 
:
Then
fk eSl1122  eSl1212 D EU ¼ 1j U j
Z
U
Z
~X
fkðxÞflðyÞDðx yÞdxdy
and due to the symmetry,Z
U~X
fkðxÞflðxÞDðx yÞdxdy ¼
Z
U~X
fkðxÞflðxÞDðQðx yÞÞdxdy
for all Q 2 G; in particular for Q0 ¼ Rðe2;p=2Þ  Rðe1;p=2Þ and Q20.
However,
DðrÞ þ DðQ0rÞ þ DðQ20rÞ ¼ 0
and therefore (70) is proved. It follows from (70) that fkeSlD E
U
has
only one independent component and thus
fkeSlD E
U
¼ b^kl E1  12 E2 þ E3
  	
:
It remains to show that bkl ¼ ð1 mÞb^kl is independent of the mate-
rial. We have
b^kl ¼ fkðxÞeSl1111D EU ¼ 1j U j
Z
U
Z
~X
fkðxÞflðyÞK1111ðx yÞdxdy
¼ 1j U j
Z
U
Z
~X
fkðxÞflðyÞbK 1111ðx yÞdxdy;
where bK 1111 is a cubic symmetrization given by
bK 1111ðrÞ ¼ 13 K1111ðrÞ þ K1111ðQ0rÞ þ K1111ðQ20rÞ :
Direct calculation shows that
bK 1111ðrÞ ¼ r14 þ r42 þ r43  3 r12r22 þ r21r23 þ r22r23 
4pð1 mÞ r12 þ r22 þ r23
 7=2 :
A factor ð1 mÞ in the deﬁnition of bkl cancels, and bkl is therefore
independent of the material. h
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bic structure
~X ¼ X0I :¼
[
0<jjj16N
XðdjÞ; ð72Þ
where XðdjÞ is a unit sphere centered at dj. Then, according to the
theorem,
fkeSNlD Er ¼ b
N
kl
1 m E1 
1
2
E2 þ E3
  	
: ð73Þ
We proceed with the calculation of bNkl. Evidently,
bNkl ¼ ð1 mÞ fkeSNl 1111D Er ¼ ð1 mÞX0jjj16N Qj  fkSEl ðj dj j e1; Þ
D E
r
 
1111
;
where Qj is a rotation that rotates e1 into the direction of j. Then
bNkl
1 m ¼
X0
jjj16N
Qj  fkSEl ðd j j j e1; Þ
D E
r
:: e1  e1  e1  e1
¼
X0
jjj16N
QTj  fkSEl ðd j j j e1; Þ
D E
r
:: e1  e1  e1  e1
¼
X0
jjj16N
fkSEl ðd j j j e1; Þ
D E
r
:: Qje1  Qje1  Qje1  Qje1
¼
X0
jjj16N
1
j jj4
fkSEl ðd j j j e1; Þ
D E
r
:: j j j j:
Since fkSEl ðj dj j e1; Þ
D E
r
is an isotropic tensor function of d j j j e1,
it can be expressed as a linear combination of tensors Xiðe1Þ.
Hence
bNkl
1 m ¼
X0
jjj16N
1
j jj4 c^
E
i d j j j
 
Xiðe1Þ :: j j j j;
where the summation convention for index i is used. As is shown in
Appendix B, the coefﬁcients c^Ei d j j j
 
can be explicitly calculated
for an arbitrary radial eigenstrain and weighting function. Then
using the notation of (B.2) where a^kl and b^kl correspond to the
weights fk and fl, direct calculation gives
bNkl ¼
14
3
a^kld5
X0
jjj16N
j41 þ j42 þ j43  3 j21j22 þ j21j23 þ j22j23
 
j jj9
þ 2b^kld3
X0
jjj16N
j41 þ j42 þ j43  3 j21j22 þ j21j23 þ j22j23
 
j jj7 : ð74Þ
Terms in the ﬁrst sum are of order j jj5 and thus its triple sum is
absolutely convergent. Its limit is
sa ¼ lim
N!1
X
0<jjj16N
j41 þ j42 þ j43  3 j21j22 þ j21j23 þ j22j23
 
j jj9
: ð75Þ
The convergence of the second follows from the following lemma.
Lemma 1. Let
sN ¼
X
jjj1¼N
j41 þ j42 þ j43  3 j21j22 þ j21j23 þ j22j23
 
j jj7 :
Then
sN ¼ 216
243
ﬃﬃﬃ
3
p N3 þ OðN5Þ:Proof. First we note that
sN ¼ 6sN1 þ 12sN2 þ 8sN3 ; ð76Þ
where
sN1 ¼
XN1
j1¼Nþ1
XN1
j2¼Nþ1
j41 þ j42 þ N4  3 j21j22 þ j21N2 þ j22N2
 
j21 þ j22 þ N2
 7=2
¼ 1
N3
XN
j1¼N
XN
j2¼N
|^41 þ |^42 þ 1 3 |^21 |^22 þ |^21 þ |^22
 
|^21 þ |^22 þ 1
 7=2 ; ð77Þ
here |^1 ¼ j1=N and |^2 ¼ j2=N,
sN2 ¼
XN1
j1¼Nþ1
j41 þ 2N4  3 2j21N2 þ N4
 
j21 þ 2N2
 7=2
¼ 1
N3
XN
j1¼N
|^41 þ 2 3 2|^21 þ 1
 
|^21 þ 2
 7=2 ð78Þ
and sN3 ¼ 2  35=2N3. The trapezoidal rule gives
1
N
XN1
i¼Nþ1
f ði=NÞ ¼
Z 1
1
f ðxÞdx 1
2N
f ð1Þ þ f ð1Þð Þ
þ 1
12N2
f 0ð1Þ  f 0ð1Þð Þ þ OðN4Þ
for a smooth function on f ðxÞ deﬁned on ½1;1	. Applying it twice in
(77) for
f ðx; yÞ ¼ 1þ x
4 þ y4  3 x2y2 þ x2 þ y2 
x2 þ y2 þ 1ð Þ7=2
and once in (78) for
f ðxÞ ¼ 2þ x
4  3 2x2 þ 1 
x2 þ 2ð Þ7=2
;
a straightforward calculation of (76) proves the lemma.
Therefore, the second sum in (74) is convergent. Its limit is
sb ¼ lim
N!1
X
0<jjj16N
j41 þ j42 þ j43  3 j21j22 þ j21j23 þ j22j23
 
j jj7 : ð79Þ
We remark that a similar argument to that in Lemma 1 shows
that for the ﬁrst sum in (74)
sN ¼ 864
567
ﬃﬃﬃ
3
p N3 þ OðN5Þ:
Summarizing, (74) in the limit N !1 converges to
bkl ¼ 143 a^kld
5sa þ 2b^kld3sb
and thus (73) in the limit N !1 becomes
fkeSlD E
r
¼ 1
1 m
14
3
a^kld5sa þ 2b^kld3sb
 	
E1  12 E2 þ E3
  	
:
ð80Þ
Therefore, by (68) and (80), (67) is determined. Unfortunately,
closed forms for the limits sa and sb are not known, and therefore
have to be approximated in practice. Using the above convergence
rates it follows that for N ¼ 300 the error of the approximation
for the partial sums sNa and s
N
b is less than 10
5. Their approximate
values are
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 4:03576: ð81Þ5.2. Equivalent eigenstrain equation
Using the above results the system (40) is rewritten as a system
of m0 second order tensorial equations0 ¼
Xm0
l¼1
X6
l0¼1
aðl1Þ6þl0 fkflh ir C0  Cr
 1
: C0  fkSl
D E
r
 	
: ~ðl1Þ6þl0  fkh ireb ð82Þ
for 6m0 unknowns al. The solution is a linear function of eb. There-
fore, there exist symmetric second order tensors zj such that
aj ¼ zj : eb. Deﬁning
Zl ¼
X6
l0¼1
~ðl1Þ6þl0  zðl1Þ6þl0 ;
the system (82) is transformed into a system ofm0 fourth order ten-
sorial equationsXm0
l¼1
fkflh ir C0  Cr
 1
: C0  fkSl
D E
r
 	
: Zl ¼ fkh irI; ð83Þ
k ¼ 1; . . . ;m0, for the unknown tensors Zl; l ¼ 1; . . . ;m0. Then by (41)
we have Z ¼Pm0l¼1flZl. Obviously, the tensors Zl have cubic symme-
try and thus the system can be solved using the cubic algebra. Alter-
natively, the system can be solved for the eigenvalues fðlÞi of tensors
Zl by the double contraction of (83) with the cubic eigentensors. In
particular, due to (69), determination of the fðlÞ1 is straightforward.
In fact we have:
Lemma 2. Let f  fh i denote a m0 m0 matrix with components
fkflh ir; fh i a m0-tuple with components fkh ir and f1 a m0-tuple of the
eigenvalues fðkÞ1 . Thenf1 ¼
1
1 j^i 
1þ m
3ð1 mÞ
 	1
f  fh i1 fh i:
In particular, if f1 ¼ 1, then
fð1Þ1 ¼
1
1 j^i 
1þ m
3ð1 mÞ
 	1
and fðlÞ1 ¼ 0 for 1 < l 6 m0:
Here j^i is the ratio ji=j of the inclusions bulk modulus over the bulk
modulus of the matrix. It is assumed that at least one of them is ﬁnite.
Proof. Since Zl : i ¼ fðlÞ1 i and C0  Cr
 1
: C0 : i ¼ ð1 j^iÞ1i, it fol-
lows from (83) thatXm0
l¼1
fðlÞ1
fkflh ir
1 j^i I  fkSl
D E
r
 	
: i ¼ fkh iri:
Then using (69) it follows by another double contraction with i thatXm0
l¼1
fðlÞ1
3 fkflh ir
1 j^i  i : fkS
I
l
D E
r
: i
 	
¼ 3 fkh ir: ð84Þ
Using (68) a direct calculation gives i : fkSIl
D E
r
: i ¼ fkflh ir 1þm1m and thusXm0
l¼1
fðlÞ1 fkflh ir
1
1 j^i 
1þ m
3ð1 mÞ
 	
¼ fkh ir:
For 0 6 m < 1=2 the last term on the left hand side in the above
equation is different from zero for any j^i. For m ¼ 1=2; j^i ¼ 0 and
the term is again different from zero. Then dividing by it, and
recasting the system into matrix notation, proves the ﬁrst part oflemma. Assuming f1 ¼ 1 the second part of the lemma readily fol-
lows. h
As noted in the proof of Theorem 1, Eq. (69) is valid for any
weighting functions, not necessarily radial, and thus (84) holds
for any weighting functions. However, in the next step (68) is used,
and since this requires radial eigenstrains, the lemma holds only
for radial eigenstrains.
5.3. Determination of the inﬂuence tensor
Once Zl are computed the inﬂuence tensor is given by (59). That
is
Pr ¼ I þ
Xm0
l¼1
Sl
D E
r
: Zl
 !
: I þ
Xm0
l¼1
Sl
D E
V
: Zl
 !1
: ð85Þ
Here h iV is the average over the unit cell V. First we note that Sl
D E
r
is given by (67) for fk ¼ 1. That is
Sl
D E
r
¼ flh ir
15ð1 mÞ ð7 5mÞE1 þ ð5m 1ÞE2 þ ð4 5mÞE3
 
þ 1
1 m
14
3
a^ld5sa þ 2b^ld3sb
 	
E1  12 E2 þ E3
  	
: ð86Þ
Thus it remains to compute only Sl
D E
V
.
We proceed as follows. For x 2 Xr the Eshelby tensor Sl is given
by (63) and for x 2 V nXr it is
SlðxÞ ¼ lim
N!1
X
jjj16N
SEl ð0; x djÞ: ð87Þ
Hence, the average over the unit cell is
Sl
D E
V
¼ eSlD E
V
þ ð1 cÞ SEl ð0; Þ
D E
VnXr
þ c SIlð0; Þ
D E
r
; ð88Þ
where c is the volume ratio j Xr j = j V j¼ 43pd3. The ﬁrst two ten-
sors are cubic, the last one is isotropic. The last term is given by
(68) with fk ¼ 1. For the penultimate term Theorem 1 is applied
for fk ¼ 1; ~X ¼ Xr and U ¼ V nXr. Then according to the theorem
SEl ð0; Þ
D E
VnXr
¼ b
E
l
1 m E1 
1
2
ðE2 þ E3Þ
 	
: ð89Þ
Using (A.5) the coefﬁcient bEl is
bEl ¼ ð1 mÞ < SEl1111ð0; Þ>VnXr
¼ 2blj V nXr j
Z
VnXr
x41 þ x42 þ x43  3ðx21x22 þ x21x23 þ x22x23Þ
j xj7=2
dx
þ 14al
3 j V nXr j
Z
VnXr
 x
4
1 þ x42 þ x43  3ðx21x22 þ x21x23 þ x22x23Þ
j xj9=2
dx; ð90Þ
where al and bl are given by (A.3) and (A.4). Noting thatZ
jyj¼q
x41 þ x42 þ x43  3ðx21x22 þ x21x23 þ x22x23Þ
 
dS ¼ 0
and using j V nXr j¼ ð1 cÞ j V j, it follows that after the substitu-
tion x ¼ dy we have
bEl ¼
14
3ð1 cÞald
5I9=2 þ 21 c bld
3I7=2; ð91Þ
where
Ip ¼
Z
V1nB1=2
KpðyÞdy
and
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4
1 þ y42 þ y43  3ðy21y22 þ y21y23 þ y22y23Þ
j yjp : ð92Þ
Here V1 is the unit cube centered at the origin, and B1=2 is a sphere
centered at the origin with a radius 1=2. Due to the cubic symmetry
we have
Ip ¼ 16
Z
U1[U2
KpðyÞdy; ð93Þ
where
U1 ¼ y : 0 6 y2 6 y1 6
1
2
 	
^ ð0 6 y3 6 y1Þ ^ j y jP
1
2
 	
 
and
U2 ¼ y : ð0 6 y2 6 y1Þ ^ y1 6 y3 6
1
2
 	
^ j y jP 1
2
 	
 
:
Using spherical polar coordinates y1 ¼ r cosu sin h; y2 ¼ r sinu sin h
and y3 ¼ r cos h, the sets are rewritten as
U1 ¼ y : 12 6 r 6
1
2 cosu sin h
 	
^ arccos 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2þ tan2u
q 6 h 6 p
2
0B@
1CA
8><>:
^ 0 6 u 6 p
4
 9>=>;
and
U2 ¼ y : 126 r6
1
2cosh
 	
^ 06 h6 arccos 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2þ tan2u
q
0B@
1CA^ 06u6p
4
 8><>:
9>=>;:
In these spherical polar coordinates (93) is expressed as a triple
integral. It is ﬁrst integrated with respect to r, then h and ﬁnally
u where a substitution u ¼ arctan
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2  2
p
;u 2 ½
ﬃﬃﬃ
2
p
;
ﬃﬃﬃ
3
p
	 is used.
This results in
I7=2 ¼ 8p15 
4ﬃﬃﬃ
3
p and I9=2 ¼  64
21
ﬃﬃﬃ
3
p
and ﬁnally
bEl ¼
1
1 c 
128
9
ﬃﬃﬃ
3
p ald5 þ 16p15 
8ﬃﬃﬃ
3
p
 	
bld
3
 	
: ð94Þ
The computation of SEl ð0; Þ
D E
VnXr
is completed by substituting this
in (89).
It remains to compute eSlD E
V
. To this end Theorem 1 is used for
the third time, now for U ¼ V and ~X ¼ X0I; see (72); wheneSNlD E
V
¼ b
N
l
1 m E1 
1
2
E2 þ E3
  	
ð95Þ
for some constant bNl which has to be calculated. Since V is not rota-
tionally symmetric, the method of the Rayleigh products is not now
applicable. It follows from (95) and (A.5) that
bNl ¼ ð1 mÞ
X
0<jjj16N
SEl1111ðdj; Þ
D E
V
¼
X
0<jjj16N
14
3
ald5J
j
9=2 þ 2bld3J
j
7=2
 	
; ð96Þ
where
J
j
p ¼
Z 1
2j1
12j1
dy1
Z 1
2j2
12j2
dy2
Z 1
2j3
12j3
dy3KpðyÞ:
To calculate the sumof the integrals it is convenient to rewrite this asX
0<jjj16N
J
j
p ¼
Xj1¼N
j1¼N
Z 1
2j1
12j1
dy1
Xj2¼N
j2¼N
Z 1
2j2
12j2
dy2
Xj3¼N
j3¼N
Z 1
2j3
12j3
dy3KpðyÞ  J0p:After direct, though lengthy calculation, omitting details, it follows
thatX
0<jjj16N
J
j
7=2 ¼ 0 and
X
0<jjj16N
J
j
9=2 ¼
64
21
ﬃﬃﬃ
3
p 1 1
ð1þ 2NÞ2
 !
and thus in the limit N !1,
bl ¼ 128
9
ﬃﬃﬃ
3
p ald5
and
eSlD E
V
¼ 128
9
ﬃﬃﬃ
3
p
ð1 mÞald
5 E1  12 E2 þ E3
  	
: ð97Þ
Summarizing, using (68), (89), (94) and (97) in (88), we have
obtained
Sl
D E
V
¼ 1ð1 mÞd3
4p flh ir
45
ð7 5mÞE1 þ ð5m 1ÞE2 þ ð4 5mÞE3
 
þ 16p
15
 8ﬃﬃﬃ
3
p
 	
bl E1 
1
2
E2 þ E3
  		
: ð98Þ
Therefore Sl
D E
V
is of order d3. The second term in (98) represents
interactions between inclusions.
Using Lemma 2 the inﬂuence tensor for the dilatation strain is
readily determined.
Lemma 3. Using the notation of Lemma 2 we have
i : Pr : i ¼ 3ð1 mÞ þ /ð1þ mÞ1 mþ 13 c/ð1þ mÞ
;
where
/ ¼ 1
1 j^i 
1þ m
3ð1 mÞ
 	1
fh i  f  fh i1 fh i:Proof. First we note that
i : Pr : i ¼ I þ
Xm0
l¼1
Sl
D E
r
: Zl
 !
: i
 !
: I þ
Xm0
l¼1
Sl
D E
V
: Zl
 !1
: i
0@ 1A:
Calculating the terms separately, using (86) and (98),
I þ
Xm0
l¼1
Sl
D E
r
: Zl
 !
: i ¼ 1þ ð1þ mÞf1  fh i
3ð1 mÞ
 	
i
and
I þ
Xm0
l¼1
Sl
D E
V
: Zl
 !
: i ¼ 1þ 4pð1þ mÞf1  fh i
9d3ð1 mÞ
 !
i;
so that
i : Pr : i ¼ 1þ ð1þ mÞf1  fh i3ð1 mÞ
 	
i : I þ
Xm0
l¼1
Sl
D E
V
: Zl
 !1
: i
¼ 9 1þ ð1þ mÞf1  fh i
3ð1 mÞ
 	
i : I þ
Xm0
l¼1
Sl
D E
V
: Zl
 !
: i
 !1
¼ 3 1þ ð1þ mÞf1  fh i
3ð1 mÞ
 	
1þ 4pð1þ mÞf1  fh i
9d3ð1 mÞ
 !1
:
With d ¼ ð4p=3cÞ1=3 it follows that
i : Pr : i ¼ 3ð1 mÞ þ ð1þ mÞf1  fh i1 mþ 13 cð1þ mÞf1  fh i
:
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Once the inﬂuence tensor for the dilatation strain is known, the
effective bulk modulus je can be easily found.
Proposition 1. The non-dimensional effective bulk modulus j^e
relative to the bulk modulus j of the matrix is
j^e ¼ 1þ cð1 j^iÞð3j^ið1þ mÞð/^ 1Þ  3ð2ð1 2mÞ þ /^ð1þ mÞÞÞ
3ð2ð1 2mÞ þ ð1þ mÞðc/^þ j^ið1 c/^ÞÞÞ
;
ð99Þ
where /^ ¼ fh i  f  fh i1 fh i.Proof. The bulk modulus is given by
j^e ¼ 19 i : Ce : i ¼ 1þ
1
3
cðj^i  1Þi : Pr : i:
Using Lemma 3 the proposition follows by straightforward calcula-
tion. h
For /^ ¼ 1 the formula (99) reduces to the well known result ﬁrst
given by Hashin (1962):
j^e ¼ 1þ 3cð1 j^iÞð1 mÞ2ð2m 1Þ  ð1þ mÞðcð1 j^iÞ þ j^iÞ ¼ 1
c
1
1j^i 
3ð1cÞ
3þ4l=j
:
ð100Þ
Here l is the shear modulus of the matrix. It is interesting to note
that (100) holds also for the three phase model, composite sphere
model and a composite with a constant shear modulus. The value
/^ ¼ 1 is actually required, since otherwise, for /^ – 1, the limit with
rigid inclusions is
lim
j^i!1
j^e ¼ signð/^ 1Þ
signðc/^ 1Þ1
for any c. The condition /^ ¼ 1 is automatically satisﬁed if the set of
the weighting functions includes the constant. In another words, if
the homogeneous eigenstrain is included in the linear span of the
base eigenstrains.
6. Examples
The effective elasticity tensor Ce is cubic, and is thus un-
iquely determined by its 1111, 1122 and 1212 components, or
alternatively by its three elasticity moduli: the bulk modulus
je ¼ 13 Ce ;1111 þ 2Ce ;1122
 
and two shear moduli le ¼ Ce ;1212 and
Me ¼ Ce ;1111  Ce ;1122
 
=2. Their nondimensional values with
respect to the elasticity moduli j and l of the matrix are
j^e ¼ je=j; l^e ¼ le=l and bMe ¼ Me=l. The bulk and shear mod-
uli of the isotropic inclusions are denoted by ji and li, respec-
tively. Their non-dimensional values relative to the matrix are
j^i and l^i.
6.1. Homogeneous eigenstrain
In the case of the homogeneous eigenstrain approximation
(m0 ¼ 1; f1 ¼ 1), the effective moduli can be expressed in a compact
form. The bulk modulus is given by (100), and the shear moduli are
l^e ¼ 1 c1cð1 mÞc2c5=3  c3cðc4  8pð1 mÞÞ þ c5ðl^iÞ
;
bMe ¼ 1þ 2c1cð1 mÞ3c2c5=3  c3cð3c4 þ 8pð1 2mÞÞ  2c5ðl^iÞ ;where
c1 ¼ 60
ﬃﬃﬃ
63
p
p5=3;
c2 ¼ 63sa;
c3 ¼ 5
ﬃﬃﬃ
63
p
p2=3;
c4 ¼ 3sb þ 4
ﬃﬃﬃ
3
p
;
c5ðl^iÞ ¼
4
ﬃﬃﬃ
63
p
p5=3ð5ð2l^i þ 1Þmþ 8l^i þ 7Þ
1 l^i :
The constants sa and sb are given by (75) and (79). The formulae are
exact, the only approximation involved is the assumption that the
inclusion eigenstrains are homogeneous. Formulae for the shear
moduli are improved versions of Cohen and Bergman (2003) and
Cohen (2004) where the coefﬁcients of the shear moduli are calcu-
lated only approximately. In their notation
le ¼ l
cðl liÞ
1 1 c þ Gl
 
s2
;
Me ¼ l cðl liÞ1 1 c þ GMð Þs2 ;
where
s2 ¼ 6ðjþ 2lÞðl liÞ5ð3jþ 4lÞl ;
GM ¼ 3jþ ljþ 2l A1c þ A2c
5=3 
and Gl ¼ 2GM=3. For a simple cubic structure they give for the
coefﬁcients A1 and A2 the numerical values 0:92900 and 1:1422,
respectively. Here these coefﬁcients become
A1 ¼ 20
ﬃﬃﬃ
3
p
 8pþ 15sb
24p
and A2 ¼ 7
ﬃﬃﬃ
93
p
sa
8
ﬃﬃﬃ
23
p
p5=3
;
with numerical values to an accuracy of six decimal places
0:928996 and 1:142240. The approximation of Cohen and Berg-
man (2003) is therefore excellent.
6.2. Polynomial eigenstrain
In this subsection a polynomial eigenstrain approximation is gi-
ven. We begin withm0 ¼ 2 and the weights 1 and qp, where p > 3
is yet undetermined. To ﬁnd p a variational form of the equivalent
eigenstrain method is used; namely the fact that the equivalent
eigenstrain minimizes the elastic potential energy J of inclusions;
see (53). First, for a general p the equivalent eigenstrain Eq. (83)
is solved for the tensors Z1 and Z2. Deﬁne
Akl ¼ fkflh ir C0  Cr
 1
: C0  fkSl
D E
r
 	
: Zl;
where fk ¼ qk and fl ¼ ql. Evidently fkflh ir ¼ 3=ð3þ kþ lÞ, while
fkSl
D E
r
is calculated using (67), (68), (80) and Appendix B. As already
noted, solving (83) for Zl; l ¼ 1;2 is equivalent to solving the system
for the eigenvalues fðlÞi , i ¼ 1;2;3. To this end we deﬁne
Akl1 ¼
1
fðlÞ1
w1 :Akl :w1 ¼ 3ððj^i4Þmþ j^iþ2Þð1 j^iÞð1mÞðlþkþ3Þ ;
Akl2 ¼
1
fðlÞ2
w2 :Akl :w2 ¼ 3a1ðklþ4ðkþ lÞþ15Þ4ðlþ3Þðlþ5Þðkþ3Þðkþ5Þþ
3a2
4ðlþ3Þðkþ3Þ
a3
2ðlþkþ3Þ ;
Akl3 ¼
1
fðlÞ3
w3 :Akl :w3 ¼ a1ðklþ4ðkþ lÞþ15Þðlþ3Þðlþ5Þðkþ3Þðkþ5Þ
a2
ðlþ3Þðkþ3Þ
a3
lþkþ3 ;
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a1 ¼  56sa
d5ð1 mÞ ;
a2 ¼ 12sb
d3ð1 mÞ ;
a3 ¼ 4ð2l^ið5m 4Þ þ 5m 7Þ5ð1 l^iÞð1 mÞ :
Note that Akl2 and A
kl
3 are symmetric in k and l. The f
ðlÞ
1 were calcu-
lated in Lemma 2, so it sufﬁces to consider only the calculation of
fðlÞi ; i ¼ 2;3. Using the above notation the Eqs. (83) are expressed
as two sets, given by (i ¼ 2;3):A00i f
ð1Þ
i þ A0pi fð2Þi ¼ 2;
Ap0i f
ð1Þ
i þ Appi fð2Þi ¼
6
3þ p : ð101Þ
By direct calculation, or by reference to Section 3, the equations are
uniquely solvable for any real non-zero p > 3.
Having obtained the solution of (101) let us ﬁnd an optimal va-
lue of p. For uniform boundary displacements u0 ¼ eb  x, the min-
imum energy, by (55), is J ¼  12 eb : J : eb where
J ¼
Xm0
k;l¼1
fkflh irZk : C : Zl: ð102Þ
For eb ¼ wi denote the corresponding energy by Ji. Then by (102),
Ji ¼ 
1
2
fð1Þi
 2
þ 6
3þ p f
ð1Þ
i f
ð2Þ
i þ
3
3þ 2p f
ð2Þ
i
 2 	
Ci wi : wi;
where Ci is the eigenvalue of C
 corresponding to the eigentensor
wi. Since C is positive deﬁnite its eigenvalues are positive. By Lem-
ma 2, fð2Þ1 ¼ 0 and thus J1 is independent of p. On the other hand, by
direct calculation using the solution of (101), we haveJ2 ¼ 
14400ðpþ 5Þ2 a21ð6pþ 9Þ þ 100a23ðpþ 5Þ2
 
C2
a21ð6pþ 9Þ þ 30a1a3ðpþ 5Þ2 þ 50a3ðpþ 5Þ2ða2  2a3Þ
 2 ;
J3 ¼ 
2700ðpþ 5Þ2 a21ð2pþ 3Þ þ 75a23ðpþ 5Þ2
 
C3
a21ð2pþ 3Þ  15a1a3ðpþ 5Þ2  25a3ðpþ 5Þ2ða2 þ 3a3Þ
 2 :
An optimal p minimizes J2 and J3. Direct calculation shows that
p ¼ 2 minimizes both J2 and J3, and thus p ¼ 2 is the optimal value.
For p ¼ 2 the solutions of (101) are0.5
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Fig. 3. Comparison of bMe between the homogeneous (dot dashed line) and
polynomial (solid line) eigenstrain approximation for rigid inclusions with respect
to the concentration ratio c for m ¼ 0:5; m ¼ 0:4 and m ¼ 0:3.fð1Þ2 ¼
1
875D2
ð3a1  20a3Þ; fð2Þ2 ¼ 
a1
175D2
;
fð1Þ3 ¼ 
4
875D3
ða1 þ 10a3Þ; fð2Þ3 ¼
4a1
525D3
;
where
D2 ¼  a
2
1
122500
 a3ð3a1 þ 5a2Þ
5250
þ a
2
3
525
;
D3 ¼  4a
2
1
275625
þ 4a3ð3a1 þ 5a2Þ
7875
þ 4a
2
3
525
:
Let us now add another weighting function qq where q > 3 and
q R f0;2g, and consider a solution for the system of weighting
functions f1;q2;qqg. We claim that the additional unknowns fð3Þi
are all zero for i ¼ 1;2;3 so that fðlÞi ; l ¼ 1;2 coincide with the previ-
ous solution of the problem with the system of weighting functions
f1;q2g. Due to Lemma 2 – case i ¼ 1 it therefore remains to prove
fð3Þi ¼ 0 only for i ¼ 2;3. With the additional weighting function an
equation
Aq0i f
ð1Þ
i þ Aq2i fð2Þi þ Aqqi fð3Þi ¼
6
3þ q ð103Þ
is added to the system (101). Let us assume that fðlÞi ; l ¼ 1;2 already
solve (101). Then a direct calculation shows that
Aq0i f
ð1Þ
i þ Aq2i fð2Þi ¼
6
3þ q ;
and hence it follows from (103) that fð3Þi ¼ 0 and the claim is proved.
The result is readily extended to any system of polynomial weight-
ing functions. Therefore f1;q2g is the optimal system of polynomial
weighting functions and by the limit argument also for a system of
analytical radial weighting function.
The effective bulk modulus for the system of weighting func-
tions f1;q2g is by Proposition 1 given by (100). Thus it is the same
as for the homogeneous eigenstrain approximation. Closed form
formulae of the effective shear moduli are fairly lengthy so they
are given only for the most challenging case, that is for the incom-
pressible matrix m ¼ 1=2 at the maximal concentration c ¼ p=6. At
these values they have the largest difference from the homoge-
neous eigenstrain approximation. They are
l^e ¼ 1þ p
la þ
lb
2l^iþ3þ
6
l^i1
2p
3 þ 2ﬃﬃ3p ;bMe ¼ 1þ p
Ma þ Mb2l^iþ3þ 6l^i1
ﬃﬃﬃ
3
p ;
ð104Þ
where
la ¼
12
5
 7sa
2
2880
 7sa
20
þ sb
2
; lb ¼
7sa2
576
;
Ma ¼ 125 
7sa2
1280
þ 21sa
40
 3sb
4
; Mb ¼ 7sa
2
256
:
Using the approximate, but highly accurate, values (81) of sNa and s
N
b ,
the numerical values are la ¼ 2:48394;lb ¼ 0:345037,
Ma ¼ 2:01531 and Mb ¼ 0:776334. However, In the limit l^i !1
the value of bMe is ﬁnite, which contradicts the correct result of Nu-
nan and Keller (1984) that the shear modulus bMe for rigid spherical
inclusions in an incompressible matrix is unbounded. The reason is
the assumption of a radial eigenstrain which is unrealistic at a high
concentration ratio.
Comparison with the homogeneous eigenstrain approximation
shows that the l^e given by the homogeneous and the polynomial
eigenstrain approximations are very close. Their difference is neg-
ligible except at the limit values m ¼ 1=2; l^i ¼ 1 and c ¼ p=6
where it is still less than 3% relative to the homogeneous eigen-
strain approximation. The difference in bMe is greater; see Fig. 3;
1614 G. Mejak / International Journal of Solids and Structures 51 (2014) 1601–1616around 30% at the limit values. It is plausible that the homoge-
neous eigenstrain approximation is a good approximation as long
as it is close to the polynomial radial eigenstrain approximation.
Therefore, it is concluded from Fig. 3 that it is a good approxima-
tion up to c ¼ 0:3 for all values of m and l^i. For m < 1=2 and ﬁnite
values of l^i, it is a good approximation even for higher values of c.7. Final remarks and conclusion
Using a variational formulation an approximative method for
solving the equivalent eigenstrain equation was established. For
the particular case of a simple cubic structure, an approximation
with radial eigenstrains was considered in detail. For the homoge-
neous eigenstrain approximation the effective elastic moduli were
found exactly in closed form, conﬁrming the approximate results
of Cohen (2004) which were obtained by a totally different meth-
od, namely the Clausius–Mossotti approximation of electrostatics.
For a general radial eigenstrain approximation it was proved that
the effective bulk modulus of the radial eigenstrain approximation
is the same as the modulus of the homogeneous eigenstrain
approximation. Moreover, it was proved that a linear combination
of the homogeneous and quadratic radial eigenstrains is the opti-
mal one. Comparing both levels of the approximation it was found
that the effective shear moduli are very close to each other up to
the concentration ratio c ¼ 0:3, and therefore the homogeneous
eigenstrain is a good approximation up to this value of c. The qua-
dratic approximation might be good for somewhat higher values of
c, especially for moderate mis-matches between inclusions and the
matrix. Nevertheless, for a higher concentration ratio the eigen-
strain approximation should be supplemented by a polynomial
eigenstrain approximation of a form
ðrÞ ¼ f0ðrÞ0 þ f1ðrÞE  r þ f2ðrÞE : r  r;
where 0; E
 and E are homogeneous tensors of order 2;3 and 4. It is
believed that with this form of the approximation, the effective
moduli can be accurately calculated for c close to the maximal con-
centration ratio. For problems with a cubic microstructure it can be
shown that the third order term E is zero. Then a solution of the
eigenstrain equation is given as
ðrÞ ¼ f0ðrÞZ4 þ f2ðrÞZ6 : r  r
 
: eb;
where Z4 and Z6 are cubic tensors of order 4 and 6, respectively.
Generalization to higher order approximations is possible.
Besides of a simple cubic structure a body, or a face centered,
cubic structure can be considered. In the case of the body centered
cubic structure, generalization is quite straightforward as all inclu-
sions, due to the translational invariance of the structure, have the
same eigenstrain. For the face centered cubic structure, face cen-
tered inclusions have different eigenstrains from the vertex cen-
tered cubic structure. Nevertheless, using the method developed
here, this problem can also be solved.
Generalization to non-spherical inclusions is of interest. The
crucial step is to calculate the averages of the Eshelby tensors, inte-
rior and exterior, in closed forms. Then the approach presented in
the paper could be applied to microstructures with spheroidal,
cylindrical, penny shape, or even to general ellipsoidal, inclusions.
Generalization to statistically isotropic microstructures with the
above inclusions is also possible, and to problems with multi-coat-
ings (Shodja and Roumi, 2005).Appendix A. Eshelby tensor for radial eigenstrains
The Eshelby tensors of a spherical inclusion for radial
eigenstrains ðrÞ ¼ f ðrÞ~; r ¼j r j are isotropic tensor functions ofa position vector r. Therefore, they can be expressed as a linear
combination of basic tensors XkðqÞ with coefﬁcients that are
functions of q ¼j q j. Here q is a non-dimensional vector given by
q ¼ r=a where a is the radius of the spherical inclusion. The
components can be calculated using the method of harmonic and
biharmonic potentials of the inclusion (Mura, 1991). It is
convenient to assume that the weight f ðrÞ is given as a ﬁfth
derivative of a function gðrÞ. Components of the interior Eshelby
tensor with respect to the basis Xk are then
cI1 ¼
c^I1
ð1 mÞq5 ; c
I
2 ¼
c^I2
ð1 mÞq5 ;
cI3 ¼
c^I3
ð1 mÞq7 ; c
I
4 ¼
c^I4
ð1 mÞq7 ;
cI5 ¼
c^I5
ð1 mÞq7 ; c
I
6 ¼
c^I6
ð1 mÞq9 ; ðA:1Þ
where
c^I1 ¼ mq4~gð4ÞðqÞ  ð2mþ 1Þq3~gð3ÞðqÞ þ q2 ð2mþ 5Þ~g00ðqÞð
þð1 2mÞ~g00ð0ÞÞ  12q~g0ðqÞ þ 12ð~gðqÞ  ~gð0ÞÞ;
c^I2 ¼ 2ðm 1Þq4~gð4ÞðqÞ þ 2ð2m 3Þq3~gð3ÞðqÞ  2q2 ð2m 7Þ~g00ðqÞð
þ ð1 2mÞ~g00ð0ÞÞ  24q~g0ðqÞ  24ð~gð0Þ  ~gðqÞÞ;
c^I3 ¼ q4 ~gð4ÞðqÞ
 þ 7q3~gð3ÞðqÞ  3q2 9~g00ðqÞ þ ~g00ð0Þð Þ þ 60q~g0ðqÞ
þ 60ð~gð0Þ  ~gðqÞÞ;
c^I4 ¼ mq5~gð5ÞðqÞ  ð3mþ 1Þq4~gð4ÞðqÞ þ ð6mþ 7Þq3~gð3ÞðqÞ
þ q2 3ð2m 1Þ~g00ð0Þ  3ð2mþ 9Þ~g00ðqÞð Þ þ 60q~g0ðqÞ
þ 60ð~gð0Þ  ~gðqÞÞ;
c^I5 ¼ 2ðm 1Þq5~gð5ÞðqÞ þ 2ð3m 5Þq4~gð4ÞðqÞ
þ 4ð10 3mÞq3~gð3ÞðqÞ  12q2 m~g00ð0Þ  ðm 10Þ~g00ðqÞð Þ
þ 240q~g0ðqÞ þ 240ð~gð0Þ  ~gðqÞÞ;
c^I6 ¼ q5 ~gð5ÞðqÞ
 þ 10q4~gð4ÞðqÞ  55q3~gð3ÞðqÞ þ 15q2 13~g00ðqÞð
þ ~g00ð0ÞÞ  420q~g0ðqÞ  420ð~gð0Þ  ~gðqÞÞ:
Here ~gðqÞ ¼ gðaqÞ and the derivatives are with respect to q.
The exterior components are
cE1 ¼
aþ bð1 2mÞq2
ð1 mÞq5 ; c
E
2 ¼ 2
a bð1 2mÞq2
ð1 mÞq5 ;
cE3 ¼ 
5aþ 3bq2
ð1 mÞq7 ; c
E
4 ¼ 
5aþ 3bð1 2mÞq2
ð1 mÞq7 ;
cE5 ¼ 4
5aþ 3bmq2
ð1 mÞq7 ; c
E
5 ¼ 5
7aþ 3bq2
ð1 mÞq9 ; ðA:2Þ
where
a¼ 1
2
~gð4Þð1Þ  2~gð3Þð1Þ þ6~g00ð1Þ 12~g0ð1Þ 12~gð0Þþ 12~gð1Þ ðA:3Þ
and
b ¼ 1
2
~gð4Þð1Þ þ ~gð3Þð1Þ  ~g00ð1Þ þ ~g00ð0Þ: ðA:4Þ
The component SE1111 is
SE1111 ¼
3aq4 þ bð2m 1Þq6 þ 5y41 7aþ 3bq2
  6y21 5aq2 þ bðmþ 1Þq4 
ð1 mÞq9
and its cubic symmetrization is
sym SE1111
 
ðqÞ ¼ 1
3
SE1111ðq1;q2;q3Þ þ SE1111ðq2;q3;q1Þ þ SE1111ðq3;q1;q2Þ
 
¼ 14a
3ð1 mÞ f9ðqÞ þ
2b
1 m f7ðqÞ
ðA:5Þ
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fpðqÞ ¼ q
4
1 þ q42 þ q43  3ðq21q22 þ q21q23 þ q22q23Þ
qp
:A.1. Polynomial radial eigenstrain
For f ðrÞ ¼ qp; p > 3, the components of the interior Eshelby
tensor are
cIk ¼
ap
ð1 mÞðpþ 3Þðpþ 5Þ c^
I
k;
where a is radius of the sphere and
c^I1 ¼ ðmðpþ 5Þ  1Þqp; c^I2 ¼ 2ðpþ 4 mðpþ 5ÞÞqp;
c^I3 ¼ pqp2; c^I4 ¼ pðmðpþ 5Þ  1Þqp2;
c^I5 ¼ 2pðpþ 3 mðpþ 5ÞÞqp2; c^I6 ¼ ð2 pÞpqp4:
The exterior coefﬁcients are given by (A.2) with
a ¼ 1
2ð5þ pÞ and b ¼ 
1
2ð3þ pÞ :
Note that p ¼ 0 gives the well known result for a homogeneous
eigenstrain.
Appendix B. Average of the exterior Eshelby tensor over a
spherical inclusion
Let p 2 R3 be such that j p jP 2a and let SEðx; pÞ denotes the
exterior Eshelby tensor for the spherical inclusion with radius a
centered at p for the radial eigenstrain. Its components are given
in Appendix A with the average
wSEðp; Þ
D E
r
¼ 3
4pa3
Z
r6a
wðrÞSEðp; rÞdr: ðB:1Þ
Here wðrÞ is a radial weighting function, and It is assumed that
wðrÞ ¼ hð5ÞðrÞ.
Due to the spherical symmetry of the problem it sufﬁces to cal-
culate the integral for p ¼j p j e1. A general case is then given by the
Rayleigh product. The integral is an isotropic tensor function of e1
and can be expressed as a linear combination of the tensors Xkðe1Þ
given in (7). The components can be readily found after the compo-
nents 1111;1122;1212;2211;2222 and 2233 of (B.1) are calcu-
lated. Introducing spherical polar coordinates ðr;u; hÞ, integration
with respect to the azimuthal angle u is straightforward since
the integrand is a polynomial in the variables sinu and cosu.3
Next, to integrate with respect to the polar angle h a substitution
cos h ¼ ðr2  t2þ j pj2Þ=ð2r j p jÞ is introduced. It transforms the inte-
grand into an elementary integrable expression. Finally, integration
with respect to r is calculated by integration by parts. It is here
where the special form of the weighting function is assumed. The
components of (B.1) are then
c^E1 ¼
a^þ b^ð1 2mÞ j ~pj2
ð1 mÞ j ~pj5 ; c^
E
2 ¼ 2
a^ b^ð1 2mÞ j ~pj2
j ð1 mÞ~pj5 ;
c^E3 ¼ 
5a^þ 3b^ j ~pj2
ð1 mÞ j ~pj5 ; c^
E
4 ¼ 
5a^þ 3b^ð1 2mÞ j ~pj2
ð1 mÞ j ~pj5 ;
c^E5 ¼ 4
5a^þ 3b^m j ~pj2
ð1 mÞ j ~pj5 ; c^
E
5 ¼ 5
7a^þ 3b^ j ~pj2
ð1 mÞ j ~pj5 ; ðB:2Þ
where ~p ¼ p=a and3 Explanation of the integration is given because, contrary to expectation, not all
current computer algebra can perform integration of (B.1) for a general wðrÞ.a^ ¼ 3 ða bÞ~hð4Þð1Þ  2ða 2bÞ~hð3Þð1Þ þ 2ða 6bÞ~h00ð1Þ

2a~h00ð0Þ þ 24b~h0ð1Þ þ 24b~hð0Þ  24b~hð1Þ

:
Here ~hðqÞ ¼ hðaqÞ and
b^ ¼ 3bð~hð4Þð1Þ þ 2~hð3Þð1Þ þ 2~h00ð0Þ  2~h00ð1ÞÞ:
Note the similarity with (A.2).
Appendix C. Gaussian eigenstrain
A particular example of radial eigenstrain is the Gaussian eigen-
strain with f ðrÞ ¼ eg2q2 . While not used here we give the Eshelby
tensor which corrects results of Sharma and Sharma (2003) where
Gaussian eigenstrain was ﬁrst considered. The interior Eshelby ten-
sor is given by components
cI1 ¼
g2ð2m 1Þq2c 32 ;0;g2q2
 þ c 52 ;0;g2q2 
4g5ð1 mÞq5 ;
cI2 ¼
g2ð1 2mÞq2c 32 ;0;g2q2
 þ c 52 ;0;g2q2 
2g5ð1 mÞq5 ;
cI3 ¼
3g2q2c 32 ;0;g
2q2
  5c 52 ;0;g2q2 
4g5ð1 mÞq7 ;
cI4 ¼
3g2q2c 32 ;0;g
2q2
  4g2mq2 þ 5 c 52 ;0;g2q2 
4g5ð1 mÞq7 ;
cI5 ¼
2g2ðm 1Þq2  5 c 52 ;0;g2q2 þ 3g2q2c 32 ;0;g2q2 
g5ð1 mÞq7 ;
cI6 ¼
4g2q2 þ 35 c 52 ;0;g2q2  21g2q2c 32 ;0;g2q2 
4g5ð1 mÞq9 ;
where cða; x; yÞ is the generalized incomplete gamma function. The
coefﬁcients are apparently singular for q ¼ 0. However, the singu-
larity is removable and the coefﬁcients are regular functions for
qP 0. They are also regular for gP 0. The limit g! 0 gives the
homogeneous eigenstrain solution. The exterior coefﬁcients are gi-
ven by (A.2) where
a ¼ c
5
2 ;0;g
2
 
4g5
and b ¼  c
3
2 ;0;g
2
 
4g3
:
In the notation of Sharma and Sharma (2003) where only dila-
tational eigenstrains are considered
S : i ¼  1þ m
2ð1 mÞ g
2G1q q G2i
 
:
Here
GI1 ¼
c 52 ;0;g
2q2
 
q5g5
GI2;¼
c 32 ;0;g
2q2
 
q3g3
;
GE1 ¼
3c 32 ;0;g
2
 
2q5g3
GE2;¼
c 32 ;0;g
2
 
q3g3
;
correcting Sharma and Sharma (2003) where GE1 is given incorrectly.
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