Data sanitization process is used to promote the sharing of transactional databases among organizations and businesses, and alleviates concerns for individuals and organizations regarding the disclosure of sensitive patterns. It transforms the source database into a released database so that counterparts cannot discover the sensitive patterns and so data confidentiality is preserved against association rule mining method. This process strongly relies on the minimizing the impact of data sanitization on the data utility by minimizing the number of lost patterns in the form of non-sensitive patterns which are not mined from sanitized database. This study proposes a data sanitization algorithm to hide sensitive patterns in the form of frequent itemsets from the database while controlling the impact of sanitization on the data utility using estimation of impact factor of each modification on non-sensitive itemsets. The proposed algorithm has been compared with Sliding Window size Algorithm (SWA) and Max-Min1 in terms of execution time, data utility and data accuracy. The data accuracy is defined as the ratio of deleted items to the total support values of sensitive itemsets in the source dataset. Experimental results demonstrate that the proposed algorithm outperforms SWA and Max-Min1 in terms of maximizing the data utility and data accuracy and it provides better execution time over SWA and Max-Min1 in high scalability for sensitive itemsets and transactions.
Introduction
The Knowledge Discovery from Databases (KDD) [1] is an interactive, iterative and interdisciplinary process and it discovers the knowledge from the data using different methodologies, and these discoveries are useful, novel, relevant, and actionable [2] [3] . The KDD process comprises five major steps (1) data selection, (2) preprocessing, (3) transformation, (4) data mining and (5) evaluation; data mining is key step in this process, where intelligent methods are applied to extract unknown data patterns [4] [5] . In a data sharing environment, where businesses decide to share their data to other in a collaborative project to achieve some certain gain, sometimes an adversary may be able to violate the sensitive knowledge related with individual privacy or competitive advantage in businesses through abusing KDD process [6] . Privacy Preserving in Data Mining (PPDM) is a process that prevents privacy breach against data mining algorithms, it produces a modified version from database in order to alleviate concerns for individuals and businesses regarding the revelation of sensitive patterns [7] . In some applications such as market basket analysis, Association Rule Mining (ARM) [8] has recently gained more attention in businesses [9] where the regularities in the customer purchasing behavior are found. On the other hand, these discovered patterns may pose a threat to the privacy of data owner [10] ; therefore, these patterns should be hidden before data sharing in such a way that the adversaries cannot discover the regularities in customer purchasing behavior. There are two general viewpoints in the privacy preserving in ARM, (1) input privacy, the data values are perturbed randomly or the identifiers are anonymized before delivering to data mining There are two types of patterns in ARH, sensitive patterns and non-sensitive patterns. The sensitive patterns contain sensitive knowledge that show strategic patterns and trends, but the non-sensitive patterns are patterns that are general and do not disclosure the privacy of individuals. The ARH aims to achieve a solution for transforming a source database into a released database using data sanitization so that all sensitive patterns are hidden and all non-sensitive patterns are mined from released database after data sanitization; this problem is known as optimal solution. The optimal solution for data sanitization is NP-hard problem [19] and sanitization algorithms try to find this solution by minimizing undesirable effects in sanitization process. These side-effects include lost rule (misses cost), ghost rule (artifactual pattern) and hiding failure (false rule). The lost rules are non-sensitive patterns that cannot be discovered from sanitized database; this problem occurs when some corresponding transactions/ items for sensitive patterns that correspond with non-sensitive patterns are modified, and subsequently, the frequency of nonsensitive patterns are reduced and cannot be extracted from sanitized database. If number of lost patterns is reduced, the data utility is maximized. The artifactual patterns are nonsensitive patterns that are not discovered from the source database but can be mined from the released database. The hiding failure is measured in terms of the percentage of sensitive patterns that are not hidden by sanitization process and are discovered from sanitized database. For minimizing these side-effects, different approaches such as border, exact and heuristic have been presented, the border approach focuses on the maintaining the non-sensitive patterns and controls the impact of sanitization on the nonsensitive patterns and then performs the modifications with minimum impact [20] [21] . The exact approach contains very complex algorithms, which conceive the hiding process as a constraint satisfaction problem and these algorithms solve the problem by using integer and linear programming or binary integer programming [4, 22] . Both the border and exact approaches have achieved good results when hiding a set of itemsets. These approaches hide a rule by hiding its productive itemset so that all rules generated from this itemset are hidden; therefore, they are efficient in minimizing the side-effects. The heuristic approach includes efficient, fast and scalable algorithms, but involves between two conflicting requirements: data privacy and data utility [10, [14] [15] [16] [17] [18] [23] [24] [25] [26] [27] [28] . This approach does not guarantee the optimal solution; but it usually finds a solution near the best one in a faster response time. Main difference between data sanitization approaches is in the selection of victim items and transactions for modification in order to minimize the side-effects.
This study proposes an algorithm, namely Hiding based on Impact Factor (HIF), which tries to maximize data utility, data accuracy and execution time by combining optimal subsolutions in the heuristic and border approaches. This algorithm like other data sanitization algorithms includes two main phases: victim item selection and transaction selection, first phase formulates a heuristic solution to select the appropriate victim item and second phase uses the combination of border approach and Impact Factor (IF), so that appropriate transactions are selected for modification (removing victim item from transaction). We defined and formulated "IF" as a criterion for selecting transactions with minimum impact on the non-sensitive patterns so that data sanitization causes the least impact on data utility. Also, this algorithm introduces the indexing technique that reduces sanitization ratio and execution time. An experiment performed on a real dataset to show the performance of the proposed algorithm in real application terms, as well as comparisons with the previous studies. The experimental results show that our algorithm hides all sensitive itemsets in sanitized database (no hiding failure) and there is no extra pattern in the sanitized dataset (new rule) but some nonsensitive patterns are lost in released database (misses cost) that these patterns are less than other algorithms. This study provides evidence that combining optimal sub-solutions in border and heuristic approaches with indexing and IF have a harmonic combination that introduces less sideeffect on the sanitized database.
The paper is organized as follows: In section 2, problem formulations and data sanitization problem have been defined. Section 3 presents a brief review of previous works. The proposed algorithm is presented in section 4 that trade-offs between knowledge hiding and data sharing using a combinational solution. Section 5 discusses the data used in conducting experimental results, and analyzes the results of these experiments and eventually, the main contents presented in this study are concluded in section 6.
Problem definitions and notations
The process of mining the association rules from transactional data was first introduced by Agrawal et al. [29] . Let in a transactional database (D), there are n-items: I= {i1, i2,…,in}
D is sequence of m-transaction, D= (t1, t2,…, tm), where each transaction ti is a set of items in I such that ti ⊆ I . Each association rule is defined as an implication of the form X ⇒ Y, where X, Y are frequent itemsets in D, such that X⊆I, Y⊆I and X∩Y = ∅. Frequency of itemset X in D is defined as support of X, denoted by α(X), if α(X)> , then itemset X is called frequent itemset, where is the minimum support threshold given by user [30] . The support of an itemset, for example itemset X that contains {A, B}, is defined as fraction of transactions in the database that contain both items A and B, which are as follows:
where, m is the number of transactions in database. Association rule is other type of pattern in ARM that is derived from frequent itemsets using confidence, denoted by . The confidence of the rule, denoted by (X⇒ Y), is defined as the fraction of itemsets that support the rule among those that support the antecedent. If confidence of a rule exceeds
), then the rule is known as a strong association rule, where is the minimum confidence threshold given by a user. All association rules can directly be derived from the set of frequent itemsets [31] . The confidence is calculated as follows:
The ARM algorithms include levelwise algorithms [32] such as apriori, and patterngrowth methods [33] such as FP-Tree and FPGrowth. The process of ARM contains two phases. In the first phase, the frequent itemsets that satisfy are generated and then in second phase, the association rules that satisfy are derived from the frequent itemsets, the process of ARM has been shown in figure 1.
The goal of data sanitization is to transform the source transaction database (D) to a sanitized database (D ′ ) in order that either the support of sensitive itemset is reduced below or the confidence of sensitive association rule is reduced below by modifying some transactions in D, while the number of non-sensitive itemsets/ association rules with support/ confidence lower than minimum thresholds in the sanitized database is minimized. The mentioned key notations have been summarized in table 1. Now, we clearly demonstrate the defined concepts using an illustrative example. Consider the sample transaction database as shown in table 2(a), which has set of items I= {a, b, c, d}. Let minimum thresholds are =50% and = 75%, frequent itemsets with support higher than 50% have been listed in table 2(b) and strong association rules, confidence higher than 75%, that have been derived from the frequent itemsets presented in table 2(c). Let us the itemset {b, c} be sensitive for data owner and should be hidden, and therefore the support of this itemset should be decreased in D ′ to lower than by modifying items {b} or {c} in transactions #1 or #2. 
Related work
For minimizing side-effects in the sanitization process different approaches have been presented, including heuristic, border and exact. The algorithms that outperform these approaches are applied within the framework of decreasing support/confidence of itemsets/association rules and they modify the corresponding transactions using distortion or blocking techniques. In distortion, the transactions are modified via inserting or deleting items from transactions to decrease support [4, [20] [21] [22] [23] or confidence [14, 18, 25 and 28] of patterns under given thresholds. Unlike distortion, the blocking technique modifies transactions by replacing the existing values of victim items with an unknown value [26] [27] .
The idea behind data sanitization has been introduced by Atallah et al. [19] to hide some frequent itemsets selectively by modifying transactions using distortion technique so that the support of a given set of sensitive itemsets is decreased below the minimum support threshold. This work has been extended to hide both sensitive itemsets and sensitive rules [23] . Most of sanitization algorithms try to find a right balance between protection of sensitive knowledge and pattern discovery. Following this purpose, Sliding Window size Algorithm (SWA) [17] , is an efficient algorithm which outperforms sanitization process as compared to other heuristic-based algorithms in terms of speedup and it maintains data utility of the released database. Also, it hides the sensitive itemsets in only one pass through the dataset, regardless of its size or the number of sensitive itemsets that need to be protected.
The border-based approach focuses on the weight of the non-sensitive itemsets to reduce support of the sensitive itemsets while protecting the support of non-sensitive itemsets [21] . An extended approach of initial border-based approach, called Max-Min, has been proposed to decrease the sideeffects, then two algorithms namely Max-Min1 and Max-Min2 have been proposed based on new extended approach. These algorithms select an itemset from non-sensitive itemsets as Max-Min itemset and modify the victim item indicated by the Max-Min itemset in such a way that the support of Max-Min itemset, if possible, is not to be changed [20] .
The intersection lattice approach for hiding a specific set of association rules was first introduced by Hai and Somjit [34] . [31] hide sensitive rules in three steps. The first step specifies a set of itemsets satisfying three conditions that (i) contain right-hand side of the sensitive rule, (ii) are maximal sub-itemset of a maximal itemset, and (iii) have minimal support among those subitemsets specified in (ii). An item in the righthand side of the sensitive rule that is related to the specified maximal support itemset is identified as victim item. In the second step, a set of transactions supporting sensitive rule are specified. The third step removes the victim items from specified transactions until confidence of the rule is below minimum confidence threshold. In order to reduce side effects, HCSRIL sorts the set of transactions supporting the sensitive rules in ascending order of their size before sanitizing them. The AARHIL specifies the victim items based on the characteristics of the intersection lattice of frequent itemsets and identifies the transactions for data sanitization based on the weight of transactions.
Proposed algorithm
As discussed previously, the goal of sanitization process is to protect sensitive patterns against ARM techniques. In the next section, an efficient sanitization algorithm is proposed and outperforms these four sub-problems for hiding sensitive itemsets.
Sanitization algorithm
In order to hide an itemset, {A, B}, its support, (|A∪B|m), is decreased to below minimum support threshold. To decrease support count of an itemset, HIF modifies corresponding transactions by removing one item at a time in selected transactions. The HIF applies a heuristic to select an item as victim item in order to reduce the sideeffects due to modification and then using border approach and an IF criterion, it controls the impact of each modification on the non-sensitive itemsets with low support. For reducing the sideeffects using IF, the proposed algorithm is performed in two iterations, in first iteration, the modifications with IF=0 are done by removing victim item from transaction, if in first iteration, the support of sensitive itemsets do not decrease to below , then HIF algorithm employs second iteration that modifications with IF=1 are done, while the support of itemset is above , this iteration is continued. In each iteration, the HIF calculates IF for a non-sensitive itemset with minimum support that is related to victim item, instead of calculating IF for all related nonsensitive itemsets, we refer to this itemset as Minimum Support Itemset (MSI). For calculating IF, the proposed algorithm assesses the impact of each modification on the MSI, If modification affects the MSI, then IF=0, otherwise IF=1.
For selecting MSI, first the HIF selects one item from current sensitive itemset with the highest frequency as the victim item and then lists set of non-sensitive itemsets that depend on victim item, called victim item-list (vi-list), then from among all the listed itemsets, the itemset with minimum support is selected as MSI. Since the support of this itemset is closer to , it takes more effect than other related non-sensitive itemsets from modification. Therefore, the impact of data sanitization on these itemsets should be controlled. To decrease execution time and also to increase data accuracy, the HIF uses indexing technique so that the sensitive itemsets with shorter length and higher support are selected for hiding. Therefore, the number of itemsets for hiding is reduced by decreasing the support of superset itemsets and so data accuracy is improved because the HIF creates less modification and so the ratio of deleted items is reduced.
The use of optimal sub-solutions and IF minimizes the lost patterns. However, the use of indexing technique minimizes sanitization ratio and execution time. Our data sanitization algorithm has essentially five steps that are applied iteratively so that all sensitive itemsets are hidden. These steps are as follows:
Step 1: Indexing, firstly, the sensitive itemsets are sorted in ascending order of size (number of items in itemset) and then sorted itemsets are indexed based on subset itemsets. This follows from the fact that based on apriori property, similar to all level-wise search algorithms, if an itemset is infrequent then any superset of this itemset is also infrequent, this property is the basis for indexing. For example if the itemset {a, b} is hidden, then the itemset {a, b, c} is hidden subsequently.
Step 2: Selecting victim item, for each itemset in root of index table, the algorithm identifies an item with maximum support as victim item and then creates vi-list for this item, in vi-list the algorithm lists the non-sensitive itemsets that correspond with victim item.
Step 3: Selecting MSI, from among all listed itemsets in vi-list, the algorithm selects an itemset with minimum support as MSI. If there is several MSI for a victim item, the algorithm selects first itemset as final MSI.
Step 4: Sorting corresponding transactions, the algorithm finds the transactions that support the sensitive itemset and then sort those in ascending order of length. This is due to the fact that if the length of transaction is the shortest, the number of itemsets that occurs in transaction is less. For example in table 2(a) transaction {a, b} has shortest length and it supports an itemset only while transaction {a, b, c, d} is longest and it supports all itemsets.
Step 5: Calculating impact factor, the HIF starts from first transaction and calculates the impact of removing victim item in corresponding transactions on support of the MSI. If this modification affects the support of MSI, impact factor for modification is 1, otherwise impact factor is zero. This step performs in two iterations, in first iteration, the HIF performs modifications with impact factor equal to zero, and this operation is iterated while the support of sensitive itemset is reduced to below . If in first iteration the support of sensitive itemset is not decreased to below then HIF algorithm employs second iteration that modifications with IF=1 are done, while the support of itemset is above this iteration is continued.
The pseudo-code of the HIF algorithm is shown in figure 2 .
Input: Original database (D), minimum support threshold ( ), Sensitive Itemsets (SI), non-sensitive itemsets. Output: Sanitized database ( ′ ) that sensitive itemsets are hidden.
Step 1. Figure 2 . The pseudo-code of the HIF.
Illustrative example
The application of the proposed data sanitization algorithm is demonstrated via an example step by step. Let us consider the sample transactional database in table 2(a) and extracted frequent itemsets with =2 (50%) which have been shown in table 2(b). The itemsets {a, b},{a, b, c}, {a, d} are identified as sensitive itemsets, the sensitive and non-sensitive itemsets have been shown in table 3. Table 3 . Sensitive and non-sensitive itemsets.
In first step, the algorithm sorts sensitive itemsets in ascending order based on the length of itemsets and then indexes them by subset itemsets table 4(a). The HIF in second step, for itemset {a, b}, identifies the item {a} as victim item that has higher support and then non-sensitive itemsets are listed for it on table 4(b). In third step, from among listed itemsets on table 4(b) the {a, c, d} itemset has least support and it is identified as MSI. In fourth step, the algorithm finds transactions that support the sensitive itemset. The set of transactions for sensitive itemset are #1, #2 and #3. So, the support itemset {a, b} is 3(75%) and for hiding it, we need two modifications in corresponding transactions. Eventually, HIF calculates the IF for each modification, IF for transactions #1, #2 and #3 are 1, 0 and 0, respectively. Accordingly, if we modify transaction #1, this modification has undesirable effects, because transaction #1 is corresponding for MSI too. Therefore, transactions #2 and #3 are modified that introduce no-undesirable effects on the MSI. For itemset {a, d}, the item {a} is selected as victim item (Table 4 (a)) and the itemset {a, c, d} is identified as MSI (Table 4 (b)). The transactions #1 and #4 are corresponding transactions for itemset {a, d} and so we need one modification for hiding itemset, but IF for both transactions #1 and #4 is 1. therefore, HIF is performed in second iteration and transaction #1 with IF=1 is modified. After sanitizing the original data, the sanitized data have been shown on table 4(c). The algorithm hides all sensitive itemsets, but introduces itemset {a, c} as lost pattern, that cannot be extracted with =2 (50%).
Experimental results
In order to evaluate the performance of the proposed algorithm, we selected two algorithms based on several parameters. Since the HIF hides sensitive patterns in the form of frequent itemsets in the framework of decreasing support in the corresponding transactions, we selected the algorithms that are performed in this framework and since HIF tries to minimize side-effects using combining optimal sub-solutions in the heuristic and border approaches, we selected SWA from heuristic that has less computational time than other data sanitization algorithms and also MaxMin1 from border that is efficient in minimizing the side effects. The HIF, SWA and Max-Min1 were coded in Microsoft C#.net and ran on an Intel Pentium 4 with 4 GB of RAM running Windows 7 operating system at 2.53 GHz. Extensive computational tests conducted on real dataset Mushroom. In this section, we describe this dataset and analyze the results of comparisons.
Description of the dataset
Different datasets (real or synthetic) are used to evaluate the data sanitization algorithms. One of the outcomes of the first workshop on Frequent Itemset Mining Implementations (FIMI) was the creation of the FIMI repository (http://fimi.cs. helsinki.fi) that contains real datasets made available by participants; all these datasets are described in detail in [4] . Out of these, we selected Mushroom dataset from the Irvine Machine Learning Database Repository [36] that was made available by Roberto Bayardo from the University of California. It has varying characteristics in terms of the number of transactions and items contained, and in terms of the average transaction length that this information is shown in the first four columns of table 5. By applying the apriori algorithm with = 3161 (30%), the algorithm discovered 34154 frequent itemset. The minimum support threshold and the number of generated itemsets have been shown in the last two columns of table 5. The execution time of the apriori algorithm for this discovery was approximately 56 minutes.
Results and analysis
We compared the HIF algorithm with the SWA and Max-Min1 to evaluate the computational complexity and side effects such as data accuracy, data utility. The computational complexity criteria were considered to evaluate the applicability of the data sanitization algorithms in the real working context. The computational complexity is the number of operations required to transform the original database into the released database. We evaluated the complexity of these algorithms by comparing the execution time required by each algorithm vis-a-vis the number of sensitive itemsets to hide as well as the size of the dataset.
In the first case, we varied the number of sensitive itemsets to hide as 100, 500, 1000 and 1500. Figure 3 (a) shows that our algorithm scales well with the number of itemsets to hide, this scalability is mainly due to the index table that is used to index the sensitive itemsets per subset itemsets. Thus, there is no need to iteration for each sensitive itemset and algorithm modifies database for itemsets in the root of index table only. Generally, the execution time for SWA and Max-Min1 is more expensive due to the number of iterations for sensitive itemsets. In the second case, we varied the size of the database follow as 1000, 2000, 4000 and 6000 transactions, while fixed =30%, and then 2% of extracted itemsets specified as sensitive itemsets. The classes of transactions are shown in table 6. Figure 3(b) shows that HIF decreases computational complexity in terms of execution time as compared to SWA and Max-Min1. As can be seen, the HIF is approximately 0.25 times rather than Max-Min1, while for low transaction sizes the execution time for HIF is near to SWA, but there is an improvement increasingly in execution time with increasing transaction sizes. Therefore, the HIF is more efficient generally in proportion to number of transactions. Figure 4 shows that HIF produces the lowest lost patterns. In other words, HIF achieves the best results in minimizing the lost patterns compared with SWA and Max-Min1 algorithms. The HIF selects appropriate victim item based on maximum frequency; this selection ensures that modifying the victim item causes least impact on the set of non-sensitive patterns. Moreover, HIF applies IF to compute impact of modification on the MSI. Recall that the data utility represents the percentage of the non-sensitive itemsets that are concealed and therefore cannot be mined from the sanitized database. The data utility of released database is shown in figure 5 , which directly corresponds to the lost patterns. Figure 6 shows the comparison of HIF, SWA and Max-Min1 algorithms on the aspect of data accuracy of released dataset. With 100 sensitive itemsets for hiding, the accuracy of released dataset is high for three algorithms. This means that the hiding process causes few changes in the released dataset compared with the original dataset. Moreover, for the large-scale sensitive itemsets, the HIF algorithm achieves better accuracy compared to other algorithms and generates the most accurate sanitized database. Experimental results show that three sanitization algorithms produced no hiding failure and conceal all sensitive itemsets in the sanitized database; in the other words, these three algorithms achieved the same performance in minimizing hiding failure. Therefore, the HIF algorithm introduces 0% artifactual itemsets similar to SWA and Max-Min1. The artifactual itemsets is provable by Theorem1. Theorem1. A sanitization process, which conceals sensitive itemsets by deleting items from the source database does not generate any artifactual pattern. In summary, the results show that the HIF algorithm outperforms the SWA and Max-Min1 in terms of minimizing the side effects and execution time.
Conclusions
Data sanitization in association rule mining is guided by the need to minimize the impact on the data utility of the released database. In this paper we introduced a data sanitization algorithm namely HIF that incorporates optimal subsolutions in heuristic and border approaches with indexing techniques and IF creation to balance between optimal sanitization and speedup. The experimental results show that HIF outperforms previous works, SWA and Max-Min1, in terms of maximizing data utility, data accuracy and minimizing execution time. The HIF uses heuristic approach and indexing technique for achieving to better execution time; also, it uses a border approach and IF criterion for maximizing data utility by controlling the impact of modification on the database and then selects the modifications with less IF for sanitization. Also, the indexing technique maximizes data accuracy in the released database. This contribution creates more suitable situations for businesses to share their data with other for mutual benefit and provides leverage to develop their businesses.
