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Abstract We propose the Binary Geometric Process (BGP) model for longitudinal
binary data with trends. The Geometric Process (GP) model contains two components
to capture the dynamics on a trend: the mean of an underlying renewal process and
the ratio which measures the direction and strength of the trend. The GP model is
extended to binary data using a latent GP. The statistical inference for the BGP models
is conducted using the least-square, maximum likelihood (ML) and Bayesian methods.
The model is demonstrated through simulation studies and real data analyzes. Results
reveal that all estimators perform satisfactorily and that the ML estimator performs the
best. Moreover the BGP model is better than the ordinary logistic regression model.
Keywords Geometric process · Longitudinal binary data · Trend data ·
Threshold model
1 Introduction
Trend data are common, say in clinical trials and business, when longitudinal mea-
surements are made. Lam (1988b) first proposed modeling directly the monotone
trend by a monotone process called the Geometric Process (GP). Let X1, X2, . . .
be a set of positive random variables. If there exists a positive real number a such
that {Yi = ai−1 Xi , i = 1, 2, . . .} forms a renewal process (RP) (Feller 1949), then
{Xi , i = 1, 2, . . .} is called a Geometric Process (GP), and the real number a is called
the ratio of the GP. If we define
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E(Yi ) = μ and V ar(Yi ) = σ 2,
the mean and variance of a GP are given by
E(Xi ) = μ/ai−1 and V ar(Xi ) = σ 2/a2(i−1), (1)
respectively. The trend is increasing if a < 1, decreasing if a > 1 and stationary if
a = 1.
The GP model has distinct features over the common one-component generalized
linear model (GLM). Firstly it separates exogenous effects onto two components: the
underlying initial mean μ and the ratio a which measures the direction and strength of
the trend movement. Secondly, the ratio reveals trend movement, ignoring the random
noises. It makes forcast simple and straightforward by the inherent geometric structure
and the ratio function formulation. Thirdly, Eq. (1) shows that the ratio affects both the
mean and variance of a GP and hence allows heteroskedasticity. Essentially, the GP
model adopts a geometric relationship to describe a time series. Common daily life
examples include the population size within a confined community in demography
and the number of infected patients in epidemiology.
Assuming a constant initial level μ and ratio a, original GP model focuses on
modeling Xi as the inter-arrival times of a series of events. This model has been
applied predominately to the modeling of deteriorating systems and to reliability and
maintenance problem in the study of optimal replacement or repairable models (Lam
1988a,b, 1992a; Lam and Zhang 1996; Lam et al. 2002). In recent years, new methods
of inference for the GP model have been derived and successfully applied to differ-
ent areas (Wan and Chan 2009; Chan et al. 2010a,b). In statistical inference, Lam
(1992b) proposed some nonparametric (NP) methods of inference including the least
square of errors (LSE). Lam and Chan (1998) and Chan et al. (2004) considered para-
metric maximum likelihood (ML) method adopting, respectively, the Lognormal and
Gamma distributions to the RP. They derived large sample distributions for the param-
eter estimates and showed that ML method is more efficient than NP methods. Lam
et al. (2004) showed that GP model out-performed Cox-Lewis model (Cox and Lewis
1966), Weibull process model (Ascher and Feingold 1981) and homogeneous Poisson
process model and was easier to implement using NP methods. See Lam (2007) for a
brief review and further reference.
Recently, statistical models for recurrent events, including trend-RP of Lindqvist
et al. (2003), extended modulated RP of Berman and Turner (1992) and Lawless and
Thiagarajah (1996), inhomogeneous gamma process of Berman (1981) and modulated
power law process of Lakey and Rigdon (1992), have been proposed. Emphases of
these models, like the original GP model, were placed on the modeling of inter-arrival
times of a series of events. In fact, a wider class of data including binary, multi-nominal
and Poisson count data should be considered. However, none of these models, like GP
model, can be easily extended to other type of data. The objective of this paper is to
extend GP model to BGP model for longitudinal binary data and derive new modeling
methodologies, methods of inference and fields of application for the BGP model.
The paper is presented as follows. Section 2 introduces the basic BGP model and
its extensions. Section 3 describes three methods of inference. Performance of the
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three methods of inference is assessed through simulation experiments in Sect. 4.
Then the models are applied to some real data in Sect. 5 and they are compared to the
logistic regression model. Hypothesis test on a = 1 and likelihood ratio test (LRT) on
hierarchical BGP models are performed. Finally, a conclusion is given in Sect. 6.
2 The binary GP model
2.1 The basic model
To extend GP model to binary data, we assume that there is an underlying unobserved
GP {Xi } and the observed data Wi is the indicator of whether Xi is greater than certain
level b which is set b = 1, that is,
Wi = I (Xi > 1) = I (Yi > ai−1)
where I (E) is an indicator function for the event E and {Yi = ai−1 Xi } is an underlying
RP. Then
Pi = P(Wi = 1)= P(Xi > 1)= P(Yi > ai−1) = 1 − P(Yi < ai−1) = 1 − F(ai−1),
where F(.) is the cumulative distribution function (cdf) of Yi . The extended model is
called the binary GP (BGP) model. The likelihood and log-likelihood functions for
{Wi } are
L(θ) =
n∏
i=1
[1 − F(ai−1)]wi [F(ai−1)]1−wi (2)
and
(θ) =
n∑
i=1
{wi ln[1 − F(ai−1)] + (1 − wi ) ln[F(ai−1)]} (3)
respectively, where θ is a vector of model parameters. Moreover θ can also be estimated
via the nonparametric LSE approach.
2.2 Extension to lifetime distribution
By assigning some life-time distributions to the latent RP, GP models can be imple-
mented using a parametric approach including ML and Bayesian via Markov chain
Monte Carlo (MCMC) approaches. A common lifetime distribution for the RP {Yi } is
the two-parameter Weibull distribution with cdf
F(yi ) = 1 − exp[−(λyi )α]
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and mean E(Yi ) = μ = (1 + α)/λ where λ ≥ 0 and α > 0 are the scale and shape
parameters of the distribution, respectively, and (·) is a gamma function. We have
Pi = Pr(Wi = 1) = 1 − F(ai−1) = exp[−(λai−1)α]. (4)
However, if we define a new rate, λ˜ = λα , and a new ratio, a˜ = aα , then (4) becomes
pi = exp(−λai−1) (5)
which is equivalent to the probability of a BGP model with exponential distribution,
rate λ˜, ratio a˜ and α = 1. As the BGP model with Weibull distribution is over-param-
eterized, we set α = 1 so that E(Yi ) = μ = 1/λ in subsequent analyses. Using (2)
and (3), the likelihood and log-likelihood functions for the observed data {Wi } are
L(θ) =
n∏
i=1
Li (wi | θ) =
n∏
i=1
[exp(−λi ai−1i )]wi · [1 − exp(−λi ai−1i )]1−wi (6)
and
(θ) = ln L(θ) = −
n∑
i=1
wi (λi a
i−1
i ) +
n∑
i=1
(1 − wi ) ln[1 − exp(−λi ai−1i )] (7)
respectively, where the mean λ−1i = λ−1 and ratio ai = a are constant for the BGP
model and θ = (a, λ) is a vector of model parameters.
Other lifetime distributions, such as gamma and lognormal, are not considered
because their cdfs involve integration. This complicates the Newton Raphson (NR)
procedures as numerical method is required to approximate the integrals. Since this
paper focuses on establishing the BGP modelling framework, extension of GP model
to other lifetime distributions will be investigated in future research.
2.3 Extension to threshold model
Original GP model (Lam 1988a,b) with a constant initial mean μ and ratio a is limited
to data with a single trend. However, data may exhibit multiple trends showing differ-
ent stages of development for a certain event: growing (ai < 1), stabilizing (ai = 1)
and declining (ai > 1) stages. Examples include the number of daily-infected cases
during the outbreak of the severe acute respiratory syndrome (SARS) epidemic in
2003 reported in Chan et al. (2006). They assigned a separate GP to each stage of
development allowing the mean μi and ratio ai to change across stages. Suppose that
there are M underlying RPs,
R Pm = {ai−Tm0m Xi ; Tm ≤ i < Tm+1},
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where the turning points Tm, m = 1, . . . , M mark the time when the trends change
their means μi = 1/λi and/or their ratios ai . Then
λ−1i =
M∑
m=1
λ−10m I (Tm ≤ i < Tm+1), (8)
ai =
M∑
m=1
a0m I (Tm ≤ i < Tm+1) (9)
where λ−10m = exp(βμ0m), a0m = exp(βa0m), T1 = 1, TM+1 = n + 1 and m =
1, 2, . . . , M and
pi =
M∑
m=1
exp(−λ0mai−Tm0m ) I (Tm ≤ i < Tm+1). (10)
This extended model is called threshold BGP (TBGP) model. When M = 2, parame-
ters λi and ai can be alternatively written as
λ−1i = λ−101 + (λ−102 − λ−101 ) I (i ≥ T2),
ai = a01 + (a02 − a01) I (i ≥ T2),
indicating that TBGP model is nested within BGP model. Hence LRT can be applied
to test the significance of hierarchical TBGP model when M = 2 against BGP model
when M = 1.
2.4 Extension to mean and ratio functions
TBGP model implicitly assumes that the initial mean μi and ratio ai take different
values, λ−10m and a0m respectively, across the M stages but homogenous within each
stage. While this model allows different stages of development, it fails to account
for other covariate effects which are time-evolving. For example, the probability of
a positive heroin test for a methadone patient may depend on treatment factors like
the methadone dose and duration in treatment which vary over time. A natural way
to accommodate these time-evolving effects is to adopt a linear function of covariates
log-linked to the initial mean function μi
μi = λ−1i = exp(ημi ) = exp(βμ0 + βμ1zμ1i + · · · + βμqμ zμqμi ) (11)
where zμki , k = 1, . . . , qμ are covariates. Moreover, the ratio ai may adopt some
continuous functions to allow a gradual transition between stages, say from a growing
stage to a declining stage when ai changes slowly from ai < 1 to ai > 1. To allow
the transition as well as other covariate effects on the trend movement, the ratio ai is
also log-linked to a linear function of covariates:
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ai = exp(ηai ) = exp(βa0 + βa1za1i + · · · + βaqa zaqai ) (12)
where zaki , k = 1, . . . , qa are covariates. Different ratio functions ai describe differ-
ent trend movements for the probability pi
pi = exp(−λi ai−1i ) (13)
where μi = λ−1i and ai are given by (11) and (12), respectively. This extended model
with an adaptive ratio function is called adaptive BGP (ABGP) model as it allows a
broad range of applications for the BGP model.
Note that the underlying RP {Yi } under ABGP model is no longer independently
and identically distributed (IID) and is a stochastic process (SP) in general and that λi
in (8) for the TBGP model can be written as (11) when βμ0 = 0 and zμmi = I (Tm ≤
i < Tm+1), m = 1, . . . , M .
ABGP model describes trend movement on pi with different stages of develop-
ment. To investigate the characteristic of these trends, we identify six possible cases.
For cases 1–2, we set μi = 1 and let a to vary. For cases 3–6, we set ai = exp(βa0 +
βa1 ln i), μi = exp(βμ0) and let βa0 or βa1 to vary. These six cases which describe
most trend movements for pi and ai in any trend data are summarized below:
Case 1. Fixed ai = a ≤ 1 : pi is increasing at a decreasing rate (Fig. 1a). When
a = 1, pi is a constant.
Case 2. Fixed ai = a > 1 : pi is decreasing at a decreasing rate (Fig. 1b).
Case 3. Increasing ai < 1 : pi is increasing at an increasing rate and then a decreasing
rate (Fig. 2a).
Case 4. Decreasing ai > 1 : pi is decreasing at an increasing rate and then a decreas-
ing rate (Fig. 2b).
Case 5. Increasing ai from ai < 1 to ai > 1 : pi is increasing according to case 3
and then decreasing according to case 4 (Fig. 3a).
Case 6. Decreasing ai from ai > 1 to ai < 1 : pi is decreasing according to case 4
and then increasing according to case 3 (Fig. 3b).
Note that Fig. 3c illustrates the trends of pi and ai when βμ0 is varied.
3 Methodology
3.1 Least-square-error method
Least-square-error (LSE) method is perhaps the simplest method of inference. Lam
(1992b) considered log-LSE method and Chan et al. (2006) considered both log-LSE
and LSE methods for positive continuous data. In these methods, parameters are esti-
mated by minimizing the sum of squared-error (SSE) on ln Xi and Xi , respectively.
In this paper, we consider LSE method for Wi and the SSE is given by
SSE =
n∑
i=1
(Wi − pi )2 (14)
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Fig. 1 1 Probability pi for various ratio parameters a when μi = 1 and a ai = a < 1; b ai = a > 1
Fig. 2 a Probability pi and ratio ai for various βa1 when μi = exp(−8), ai = exp(−0.6+βa1 ln i) < 1 &
increasing. b Probability pi and ratio ai for various βa0 when μi = exp(10), ai = exp(βa0 + 0.1 ln i) > 1
& decreasing
where E(Wi ) = pi is a function of ai and μi given by (5), (10) and (13) for the BGP,
TBGP and ABGP models, respectively. Newton Raphson (NR) iterative procedure
θ (v+1) = θ (v) − [SSE ′′(θ (v))]−1SSE ′(θ (v)), (15)
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Fig. 3 a Probability pi and ratio ai for various βa0 when μi = exp(−5.5), ai = exp(βa0 + 0.5 ln i)
increasing from <1 to >1. b Probability pi and ratio ai for various βa1 when μi = exp(3), ai =
exp(0.6+βa1 ln i) decreases from >1 to <1. c Probability pi and ratio ai for various μi = exp(βμ0) when
ai = exp(−0.25 + 0.05 ln i)
where θ (v) denotes the vector of parameter estimates in the v-th iteration, is run
until ‖ θ (v+1) − θ (v)‖ is sufficiently small. Then the LSE estimates are given by
θ̂ L SE = θ (v+1) and their covariance matrix is given by the inverse of information
matrix, i.e. [SSE ′′(̂θ L SE )]−1 in (22) and (23). We suggest to use Bayesian estimates
as initial values. The first and second order derivatives, SSE ′(θ) and SSE ′′(θ), respec-
tively, as required in the NR procedure are given in “Appendix A”.
For data with multiple trends, there exists a problem of detecting the turning point(s)
Tm in the TBGP model. Since the LSE method cannot be applied to estimate Tm , Chan
et al. (2006) proposed a moving window technique to estimate Tm . A direct way to
estimate the turning points is to take condition on M . We first set M = 2 and search
T2 over certain interval not too close to the end points 1 and n. Condition on each T2,
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two GP models are fitted to data with time i < T2 and i ≥ T2, respectively. Optimal
T2 is chosen to minimize the SSE in (14). Then M is set to 3 and the search for T3
given T2 is similarly repeated from the remaining time points not too close to T2, 1
and n. This method is essentially a partial LSE method where θ is obtained by LSE
method but {Tm} by searching.
3.2 Maximum likelihood method
In parametric inference, the log-likelihood function (θ) to be maximized is given by
(7) where ai and λ−1i are given by (8) and (9) for TBGP model and (11) and (12)
for ABGP model, respectively. Again the NR procedure is used to solve for the ML
estimates in ′(θ) = 0. The turning points for the TBGP model are estimated via a
partial ML method similar to that of the partial LSE method. The first and second
order derivatives, ′(θ) and ′′(θ), respectively, as required in the NR procedure are
given in “Appendix B”. Then the ML estimates are given by θ̂ M L = θ (v+1) when v
is sufficiently large so that θ (v+1) converges and their covariance matrix is given by
the negative inverse of information matrix, i.e. −[′′(̂θ M L)]−1 given in (25) and (26).
Large sample properties for the ML estimates θ̂ M L are given in the following theorem:
√
n(̂θ M L − θ) L→ N (0, n−1) (16)
where n−2 is the large sample covariance matrix for θ̂ M L and  is given in (27)
in “Appendix C”. With these asymptotic distributions, we can construct confidence
intervals and perform hypothesis testing on θ .
3.3 Bayesian method
Comparing to the classical likelihood approach, Bayesian approach using MCMC tech-
niques converts an optimization problem into a sampling problem, thus avoiding the
numerical difficulties associated with the maximization of complicated high-dimen-
sional likelihood functions. This is done by iterative simulation of model parame-
ters from the posterior distributions. In case of nonstandard posterior distributions,
MCMC method (Smith and Roberts 1993; Gilks et al. 1996) with Gibbs sampling and
Metropolis Hastings algorithm (Hastings 1970 and Metropolis et al. 1953) produce
samples from the intractable posterior distributions of all unknown parameters. More-
over, WinBUGS, a Bayesian software using MCMC techniques, enables easy model
implementation (Spiegelhalter et al. 2004).
To implement the MCMC techniques, we derive the conditional posterior densities
from which parameters are sampled. The conditional posterior densities are propor-
tional to the joint density f (w, θ) of data f (w| θ) and priors f (θ). Parameter estimates
θ̂ B and their standard error (SE) are given by the posterior means (or median) and
standard derivations of the posterior samples. Command codes for the three proposed
models are given in “Appendix D”.
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Unlike the LSE and ML methods, the turning points Tm are set as model parameters
in Bayesian method and are estimated from simulation. In this way, the uncertainty
due to the estimation of Tm is measured simultaneously with the uncertainty due to
the remaining model parameters. This offers an advantage over LSE and ML methods
because the SE of Tm can be obtained and the SE of other parameters will not be
underestimated. Without specific information on the parameters, we assign non-infor-
mative priors with large variances to all parameters, for example, we fix M and assign
uniform priors to Tm . Then the number of turning points M can be chosen by some
model selection criteria.
The Bayesian hierarchies for the three models are
w ∼ bernoulli( p),
p = h(μ, a),
β j ∼ MV Nq j (0, j ), j = a, μ,
Tm ∼ U (Tm−1 + b, n − b), m = 1, . . . , M, for TBGP model,
where w and p are n × 1 vectors of wi and pi , respectively, pi is a function of ai
and μi given by (5), (10) and (13), respectively for BGP, TBGP and ABGP models,
priors for the q j × 1 vectors of parameters β j , j = a, μ are multivariate normal with
means 0 (a vector of zeros) and covariance matrices  j , j = diag(τ jq ′j ), q ′j =
1, . . . , q j , j = a, μ are diagonal matrices with large diagonal values τ jq ′j and b
is the minimum width for any trend. Parameters for BGP and ABGP models are
drawn from Gibbs sampler from the posterior conditional distributions [βμ|βa,w]
and [βa |βμ,w] whereas they are drawn from [βμ|βa, Tm,w], [βa | Tm,βμ,w] and
[Tm |βμ,βa,w] for TBGP model.
For each model, 55000 iterations are run and the first 5000 iterations are set as
the burn-in period to ensure that convergence has reached. Thereafter parameters are
sub-sampled from every 50th iteration (h = 50) to reduce the auto-correlation in the
sample. Simulated values from the Gibbs sampler after the burn-in period are taken to
mimic a random sample of size 1000 from the joint posterior distribution for posterior
inference. History and ACF plots show that the posterior samples have converged and
are close to independence.
4 Simulation experiment
In this simulation experiment, we consider three models:
BGP model: (ai , 1/λi ) = (a0, 1/λ0)
TBGP model: (ai , 1/λi ) =
{
(exp(βa01), exp(βμ01)) if i < T ;
(exp(βa02), exp(βμ02)) if i ≥ T (17)
ABGP model: (ai , 1/λi ) = (exp(βa0 + βa1 ln i), exp(βμ0 + βμ1zμi ))
and pi are given by (5), (10) and (13), respectively. We set the number of realizations
N = 200 and the sample size in each realization n = 100 unless otherwise stated.
For each realization, we first simulate ui , i = 1, . . . , 100 from a uniform distribution
U (0, 1) and set wi = I (ui < exp[−λi ai−1i ]). For each parameter, the reported θ̂ is
123
Binary geometric process model for the modeling 515
the mean of 200 estimates θ j where j indicates the realization and θ denotes the true
parameter value. We compare the performance of different parameter estimates by
four goodness-of-fit (G O F) measures:
P E = θ̂ − θ|θ | ,
M SE = 1
N
N∑
j=1
(θ j − θ)2,
R = SD
SE
=
⎡
⎣ 1
N − 1
N∑
j=1
(θ j − θ̂ )2
⎤
⎦
1
2
⎡
⎣ 1
N
N∑
j=1
SE(θ j )
⎤
⎦
−1
,
PC = 1 − 1
N
N∑
j=1
I [θ ∈ (θ j − 1.96 SE(θ j ), θ j + 1.96 SE(θ j ))],
where SE(θ j ) are square roots of diagonal elements in the large sample covariance
matrix n−2, is given in (16) and (27). The first two measures reveal the accuracy
and precision of θ̂ while the last two statistics measure the reliability of SE(θ j ). The
ratio R compares the mean of standard deviations SD(θ j ) to the mean of the asymp-
totic standard errors SE(θ j ). If SE(θ j ) are good estimates of SD(θ j ), R should be
close to 1 and the proportion of confidence intervals PC which do not contain θ should
be close to 0.05.
We conduct the simulation experiment using all three methods of inference, namely
ML, LSE and Bayesian. We report all results using ML method in Tables 1, 2, and
3 but a subset of results using LSE and Bayesian methods for comparison in Table 4
due to limited space. We do not report R and PC in Table 4 because large sample
covariance matrix cannot be obtained for LSE and Bayesian methods. In general, the
performance of ML method is better than those of LSE and Bayesian methods but the
size of effects for each parameter are similar. Hence we focus on the results using ML
method in the following sections.
4.1 The BGP model
We set the mean μi = 1λ0 and ratio ai = a0 to be constant across time i . We consider
the following combination of parameters: λ0 = 0.2, 0.5, 1.0, a0 = 0.96, 0.98, 1.0,
1.02, 1.04 and n = 50, 100. Results are reported in Table 1 and 4.
Table 1 shows that aˆ0 is good under all conditions, especially, when a0 is close to
1 which indicates a more gentle trend. On the other hand, performance of λ̂0 depends
on values of a0: it is better when λ0 is large but a0 is small and when λ0 is small but
a0 is large. Both cases indicate a moderate level of pi = exp(−λ0ai−10 ). In summary,
ML estimators perform satisfactorily for BGP models and that longer trend (larger n)
gives better estimates.
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4.2 The TBGP model
For simplicity, we set the number of trends M = 2, n = 200 and T = T2 = 101.
We vary the pair of parameters (βμ01, βμ02) for the mean function and (βa01, βa02)
for the ratio function before and after the turning point T . Results from Table 2 show
that the performance of ML estimators for the TBGP model as revealed by all the four
G O F measures is satisfactory under all conditions.
4.3 The ABGP model
We set the covariate zμi to be cyclic with values 0, 1, 2, 3 in each cycle. The set of
parameters chosen for the initial mean and ratio functions are βμ0 = 0.00, βμ1 =
1.00, βa0 = 0.01, βa1 = 0.00. We vary the value of one parameter in the set at a time
to detect changes in the four G O F measures.
Again, Table 3 shows that the performance of ML estimators for the ABGP model
is satisfactory. The only exception is on the parameters βa0 and βa1 when βa1 varies.
It is clear that pi in (13) for the ABGP model is more sensitive to changes in βa0 and
βa1 as the ratio ai = exp(βa0 + βa1 ln i) in (13) is raised to the power of i − 1. This
sensitivity of pi to changes in βa0 and βa1 becomes more pronounced when the trend
is long, for example, n = 100 in the simulation experiment. Hence the performance
of ML estimators for βa0 and βa1 is better for smaller n.
5 Example
The three proposed BGP models are applied to two data sets and each model is esti-
mated by three methods, namely the LSE, ML and Bayesian. We compare BGP models
with the logistic model given by
pi = exp(ηi )1 + exp(ηi )
where ηi is a linear function of covariates. SE of parameters using the LSE and ML
methods are given by the square root of the diagonal elements in the information matrix
− [SSE ′′(̂θ L SE )]−1 and −[′′(̂θ M L)]−1, respectively and for Bayesian method, the
posterior standard deviations.
To choose between models, we consider two goodness-of-fit (GOF) measures:
Mean squares of error: M SE = 1
n
n∑
i=1
(wi − pi )2, (18)
Posterior expected utility: U = 1
n
n∑
i=1
ln[Li (wi | θ̂)] (19)
where the likelihood function Li (wi | θ̂), evaluated at θ̂ , is given by (6), λi = 1/μi , μi
is given by (11) and ai is given by (12). The measure U is simplified from U ′ (Walker
and Gutiérrez-Peña 1999) which is defined as
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U ′ = 1
Rn
R∑
r=1
n∑
i=1
ln[Lir (wi | θr )]
where the likelihood function Lir (wi | θr ) is evaluated at the r -th set of posterior
parameter estimates θr and R is the number of posterior samples. Obviously, a model
with the largest U and/or the least M SE is chosen to be the best model as it indicates
the highest likelihood and/or the least errors of the data given the model. For each type
of BGP model, Tables 5 and 6 show that ML estimates often give the largest U while
LSE estimates often provide the least M SE because the former maximize the sum of
ln[Li (wi | θˆ)] while the latter minimize the sum of (wi − pi )2.
Apart from the two GOF measures, models can also be compared using the plots of
observed Wi and predicted Pi = E(Wi ) in Figs. 4a, 5a, 6a and 7a and their sums,
SWi = ∑ii ′=1 Wi ′ and S Pi =
∑i
i ′=1 Pi ′ in Figs 4b, 5b, 6b and 7b. If the data points
are densely (sparsely) located along the line y = 1, Pi will be large (small) and SWi
and S Pi will rise up rapidly (slowly). In particular, if the points are located with equal
density along y = 1, Pi will stay at a constant level and SWi and S Pi will rise up
linearly showing a very gentle trend. On the other hand, if the points are becoming
more densely (sparsely) located along y = 1, Pi will rise up (drop down) and SWi
and S Pi will rise up along a concave (convex) curve.
5.1 Coal mining disasters data
5.1.1 The data
The Coal mining disasters data, reported in Andrews and Herzberg (1985) , contain
190 interarrival times between successive disasters in Great Britain. It was originally
reported in Maguire et al. (1952) and was studied by Cox and Lewis (1966) in the
analysis of trend. Afterward, the data were extended so that it covers the period from
15th May 1851 to 22nd March 1962, a total of 40,550 days or 112 years. Lam (1992b),
Lam and Chan (1998), Lam et al. (2004) and Chan et al. (2004) analyzed the data using
GP models and showed that the interarrival times between successive disasters follow
an increasing trend.
In this study, we define the outcomes Wi to be the indicator of whether a disaster
occurs during the i-th quarter of 112 years. We have totally 448 observations. In real-
ity, binary outcomes of hazards or failures for a monitored system often arise. If the
likelihood of a system failure is high during certain period regardless of the intensity
of failures, certain control policies should be implemented. Hence models for binary
trend data are useful for the studies of reliability and system maintenance.
5.1.2 Result and comment
Since the data contain no information of covariate effects, we adopt the mean function
μi = exp(βμ0) for all three BGP models in (17). Plot of SWi in Fig. 4b shows the
presence of two trends: SWi rises nearly linearly before i = 147 but it rises at a lower
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Table 6 Parameter estimates and standard errors in italic for the methadone clinic data
Patient 119 509 513
Model Par. Est. SE GOF Est. SE GOF Est. SE GOF
BGP βμ0 3.9054 3.4678 0.1839 −0.2126 0.9532 0.2193 0.2010 0.4637 0.1614
LSE βμd −0.0358 0.0534 −0.0132 0.0271 −0.0005 0.0075
a0 1.0517 0.0376 0.9768 0.0155 1.0042 0.0018
BGP βμ0 2.8574 1.7092 0.1850 −0.0286 0.6382 0.2196 0.2127 0.2854 0.1617
ML βμd −0.0211 0.0304 −0.5599 −0.0155 0.0191 −0.6324 0.0004 0.0043 −0.4902
a0 1.0494 0.0218 0.9773 0.0104 1.0048 0.0010
BGP βμ0 3.6450 1.6660 0.1869 −0.0251 0.6154 0.2198 0.2269 0.2889 0.1619
Bay βμd −0.0399 0.0273 −0.5668 −0.0151 0.0181 −0.6325 0.0005 0.0044 −0.4903
a0 1.0330 0.0132 0.9774 0.0096 1.0050 0.0011
TBGP βμ0 5.1244 5.4491 0.1631 0.7958 1.3040 0.2003 1.6594 0.7396 0.1321
LSE βμd −0.0525 0.0848 −0.0147 0.0322 −0.0132 0.0097
a01 1.0562 0.0703 1.0235 0.0235 1.0775 0.0442
a02 2.5479 3.2227 0.9666 0.0341 1.0160 0.0050
T 35 46 69
TBGP βμ0 0.8360∗ 1.6993 0.1720 0.9574∗ 0.5422 0.2004 0.9847∗ 0.2138 0.1354
ML βμd −0.0027∗ 0.0263 −0.4973∗ −0.0185∗ 0.0102 −0.5823∗ −0.0081∗ 0.0043 −0.4336∗
a01 0.5256∗ 0.2842 1.0237∗ 0.0078 1.0318∗ 0.0044
a02 1.0409∗ 0.0106 0.9627∗ 0.0081 1.0105∗ 0.0008
T 13∗ 46∗ 69∗
TBGP βμ0 3.7010 1.9470 0.1865 0.5311 0.7151 0.2096 0.9589 0.3507 0.1373
Bay βμd −0.0510 0.0338 −0.5609 −0.0148 0.0178 −0.6085 −0.0076 0.0050 −0.4373
a01 0.9856 0.0263 1.0100 0.0217 1.0310 0.0061
a02 1.0290 0.0190 0.9686 0.0142 1.0100 0.0017
T 21.57 12.06 36.99 12.00 67.75 1.7080
ABGP βμ0 5.4410 5.4005 0.1706 1.2674 1.3920 0.2054 0.1592 0.5086 0.1572
LSE βμd −0.1208 0.1423 −0.0329 0.0346 −0.0117 0.0107
βa0 −0.2985 0.3903 0.0233 0.0332 −0.0119 0.0109
βa1 0.0062 0.0072 −0.00060 0.00040 0.00007 0.00005
ABGP βμ0 4.5101 2.2267 0.1729 1.2927 0.8963 0.2070 NA NA
ML βμd −0.0864 0.0550 −0.5307 −0.0300 0.0215 −0.5990
βa0 −0.1674 0.1365 0.0355 0.0209
βa1 0.0036 0.0023 −0.00071 0.00025
ABGP βμ0 5.6120 2.4100 0.1742 1.7640 0.9852 0.2063 0.0749 0.2939 0.1587
Bay βμd −0.1078 0.0594 −0.5341 −0.0451 0.0245 −0.5960 −0.0034 0.0049 −0.4846
βa0 −0.1976 0.1464 0.0259 0.0226 −0.0025 0.0041
βa1 0.0041 0.0024 −0.00071 0.00027 0.00003 0.00001
Logistic βμ0 3.8942 0.9481 0.2048 −2.0754 0.1798 0.2146 −0.0916 0.0991 0.1470
ML βμd −0.0694 0.0075 −0.5975 0.0178 0.0057 −0.6230 0.0061 0.0018 −0.4616
βμt −0.0539 0.1101 0.1064 0.0451 −0.4222 0.0243
βμp 0.8384 0.3958 1.1343 0.3490 1.6067 0.1801
The chosen model is indicated by ‘*’
The two GOF measures are M SE and U (in italic), respectively
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Fig. 4 a Observed and predicted disaster indicator and b their sum in the coal mining diseaster data
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Fig. 5 a Observed and predicted heroin use and b their sum for patient 119 in the methadone clinic data
Methadone patient no. 509
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Fig. 6 a Observed and predicted heroin use and b their sum for patient 509 in the methadone clinic data
rate and subject to higher variability from i = 147. Hence we set M = 2 for the TBGP
model. For model comparison, logistic model with a lag-1 autoregressive (AR1) term:
logit(pi ) = βμ0 + βμt ln i + βμp wi−1
to allow autocorrelation is also fitted to the data. Table 5 shows that the three estimation
methods give similar estimates for each type of BGP model. Across the three BGP
models, TBGP model using ML and LSE methods give the best fit according to U
123
Binary geometric process model for the modeling 529
Methadone patient no. 513
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1 51 101 151 201 251
time
he
rio
n
e
 
ta
ki
n
g
TBGP - ML BGP - ML ABGP - LSE
Logistic - ML observed
Methadone patient no. 513
0
10
20
30
40
50
60
70
1 51 101 151 201 251
time
su
m
 o
f h
er
o
in
 ta
ki
ng
TBGP - ML BGP - ML ABGP - LSE
Logistic - ML observed threshold
(a) (b)
Fig. 7 a Observed and predicted heroin use and b their sum for patient 513 in the methadone clinic data
and M SE , respectively. TBGP model using the ML method is the chosen model as its
M SE is the second best. For this model, threshold occurs at time T̂M L = 147 and the
two ratio parameters are âM L ,01 = 0.998 and âM L ,02 = 1.002. They are close to 1 and
statistically significant showing a gentle increasing trend of Pi from p1 = 0.481 and
then a gentle decreasing trend of Pi from a lower level of p147 = 0.276 after i = 147.
Thresholds using other methods are close to T̂M L(T̂L SE = 147; T̂B = 151.5).
The trends of the observed Wi and its predicted Pi for various models are shown
in Fig. 4a. All Pi are smooth and drop continuously except the logistic and TBGP
models. The former drops rapidly at the beginning according to the logit function and
it frustrates ‘up and down’ due to the AR1 term in the model. The latter, the cho-
sen TBGP model, is set to have two different ratios ai giving an increasing and then
a decreasing trends of Pi . It provides nearly perfect fit of SWi during the increasing
trend. The Pi for both BGP and ABGP models are very similar: ai in the ABGP model
decreases slowly from a1 = 1.009 to a448 = 1.003 whereas ai = 1.003 in the BGP
model when ML method is used. This is probably because the increasing trend before
T is not strong. Hence the ABGP model detects an overall decreasing trend rather
than an increasing and then a decreasing trend. The logistic model gives the worst fit
according to both M SE and U . This shows that the one component logistic model
fails to account for the trend effect in the data even though an AR1 term is included
to account for autocorrelation.
5.1.3 The test
To test for the existence of trends in the data, we test whether a = 1 in the BGP
model using the ML estimator. Using the limiting distribution of (16), the asymptotic
standard error ASE (̂aM L ,0) using (27) is found to be 0.00054. The test statistic is
Z = âM L ,0 − 1
ASE (̂aM L ,0)
= 5.88
which is significant. Hence we conclude that there is a trend in the data.
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To test for the significance of the TBGP and ABGP models against the BGP model,
the LRT is used. The test statistics are
χT BG P = 2(448)(UT BG P − UBG P ) = 10.21 and
χABG P = 2(448)(UABG P − UBG P ) = 0.40
and their p-values are 0.006 and 0.819, respectively, showing that the TBGP model
should be chosen.
5.2 Methadone clinic data
5.2.1 The data
The data contain results of weekly urine drug screens, positive or negative for heroin
use, from 136 patients in a methadone clinic in Western Sydney in 1986. Previous
analyzes were performed using a restricted data set of all 136 patients including only
results of urine screens collected in the first 26 weeks of treatment to avoid the drop-
out effect of patients (Chan et al. 1997, 1998). The aim of this analysis is to study the
trend of heroin use over time and we use the whole series of observations from three
selected patients (patient number 119, 509 and 513) who exhibit special trend patterns
as shown in the plots of Wi in Figs. 5a, 6a and 7a.
In Fig. 5a, patient 119 (n = 49) shows a high density of data points along y = 1
before i = 13 and a decreasing density of points along y = 1 after i = 13. Hence
SWi increases linearly and then along a convex curve after i = 13. In Fig. 6a, patient
509 (n = 98) shows a sparse density of points along y = 1 at the beginning. Then
the density decreases further and then increases again after i = 45. Accordingly SWi
increases along a convex curve and then along a concave curve after i = 45. Lastly, for
patient 513 (n = 285), Fig. 7a shows that the density of points decreases along y = 1
from i = 1 and i = 69 but it decreases at a slower rate from i = 69. Consequently,
SWi increases along two convex curves. We demonstrate that BGP models can model
these trends well.
5.2.2 Result and comment
Previous studies showed that methadone dose di in mg and the log of treatment time,
ln i , in weeks are significant treatment factors. Interaction effect between dose and
time was found to be insignificant and hence was dropped subsequently. As a result,
we set the initial mean function to be
μi = exp(βμ0 + βμd di ) (20)
to account for the dose effect (βμd ) and let the ratio ai to account for the time effect
for all BGP models. With the incorporation of dose effects, μi is no longer a constant
over time. As Figs. 5, 6 and 7 show the presence of 2 trends for the three patients,
we set M = 2 for the TBGP models and let the ratio parameter a0m to change after
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the threshold T but the initial mean function μi remains unchanged in (20). For the
ABGP models, we set ai = exp(βa0 + βa1 ln i). The logistic model
logit(pi ) = βμ0 + βμd di + βμt ln i + βμp wi−1
as in Chan et al. (1997, 1998) is also adopted for comparison.
Previous studies on all patients showed that the dose effect was always significant
and negative. In the current studies in which analyzes are done separately for each
patient, the dose effect is insignificant for most BGP models. One possible reason is
that part of the dose effect is accounted for by the trend effect in the ratio ai . Results
from Table 6 show that across all BGP and logistic models, TBGP model using ML
method is always the best model according to U for all the three patients. The thresh-
olds T are 13, 46 and 69, respectively, for the three patients.
For patient 119, the two ratio parameters for the chosen TBGP model are âM L ,01 =
0.526 and âM L ,02 = 1.041, respectively, indicating an increasing and then a decreas-
ing trends of Pi , the heroin use, before and after i = T̂M L = 13. Thresholds using
other methods are T̂L SE = 35 and T̂B = 21.6, respectively. In fact i = 35 is the second
choice of T according to U for the ML method. BGP and ABGP models give similar
results: both show a decreasing trend of Pi in general. The ratio ai = 1.049 for the
BGP model whereas ai increases from a1 = 0.849 to a49 = 1.009 in the ABGP model.
According to ai in the ABGP model, Pi should be increasing at a decreasing rate. How-
ever, Pi shows a general decreasing trend. This is possibly because the trend effect is
out-weighted by the dose effect (βμd ) which acts adversely to the increasing trend. For
the chosen model, the dose effect is insignificant and hence the trends of Pi are clear.
For patient 509, the chosen TBGP model shows a decreasing and then an increasing
trends of Pi after i = T̂M L = 46 since the two ratio parameters are âM L ,01 = 1.024
and âM L ,01 = 0.963, respectively. Thresholds using other methods are T̂L SE = 46
and T̂B = 37, respectively. Again i = 37 is the second choice of T according to U
for the ML method. The Pi in BGP model is increasing in general as ai = 0.977. On
the other hand, ai decreases from a1 = 1.035 to a98 = 0.967 in ABGP model. As ai
passes through 1, Pi in ABGP model follows a U -shape, in general. The dose effect
is not negligible for all BGP models. Hence Pi curves often show a ‘kink’ whenever
the dosage changes levels.
Lastly, for patient 513, the two ratio parameters for the chosen TBGP model are
âM L ,01 = 1.032 and âM L ,02 = 1.011, respectively showing two decreasing trends
throughout the period. However, Pi drops to zero at a faster rate before i = 69. Thresh-
olds using other methods are T̂L SE = 69 and T̂B = 67.8 which are close. Note that
parameters for the ABGP model using ML method do not converge and hence Pi
and S Pi in Fig. 7 are estimated from LSE method. Experience shows that parameter
βa1 which accounts for different non-monotone trend patterns will be unstable when
the ratio function ai does not apply to the whole time series, particularly when the
time series is long (n = 285). For BGP model, the ratio ai = 1.005 indicates a gen-
eral downwards trend of Pi whereas ai in ABGP model using LSE method changes
slightly from a1 = 0.988 to a285 = 1.008 indicating a gentle inverted U -shape trend
for Pi . The dose effect for the BGP model is very weak and hence Pi drops nearly
continuously. Logistic model gives nearly the worst fit to all three data.
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6 Conclusion
Original GP model was limited to the modeling of inter-arrival times of a series
of events where the underlying RP has a constant mean μ and a constant ratio a.
Studies on this model were focused on inference and application to reliability and
maintenance problems. This paper generalizes the GP model to a broader class of
models with different modeling methodologies, methods of inference and fields of
application.
Firstly, we consider a wider class of data and binary data is the focus in this paper.
Following the methodology, extension to other type of data, say the Poisson counts,
within the framework of GP model, is straightforward (Wan and Chan 2009, 2010;
Chan et al. 2010a,b). Secondly, three methods of inference, namely the LSE, ML and
Bayesian methods, are derived for the basic and extended BGP models which incor-
porate threshold and covariate effects to the initial level μi and/or the ratio ai . Lastly,
BGP models are applied to two different types of data, the coal mining disasters data
for industrial application and the methadone clinic data for medical application.
Results from simulation studies show that all three methods of inference provide
good parameter estimates. Performance of BGP models is also demonstrated through
real data analyses. Results show that BGP models perform better than the logistic
model in all analyzes and they also identify trend patterns clearly through the ratio
parameters. Among the three BGP models, TBGP model is often chosen. Regarding
statistical inference, ML method provides the best model fit according to U and LSE
method according to M SE . Bayesian method also provides similar model fit. Model
selection can be performed using the likelihood ratio test on hierarchical BGP models.
Significance of trend patterns and covariate effects can be tested using the limiting
distribution of the corresponding ML estimates.
In summary, proposed BGP models offer a good modeling alternative to longitudinal
binary data and hence widen the scope of application of GP models considerably.
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Appendix A: First and second order derivatives of the SSE for LSE method
We set E(Wi ) = pi in the three BGP models defined as
BGP model : pi = exp[−λi ai−1i ], ai = a0, λ−1i = λ−10 = exp(βμ0),
TBGP model : pi = exp[−λi ai−Tmi ], ai = a0m,
λ−1i = λ−10m = exp(βμ0m) if Tm ≤ i < Tm+1,
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ABGP model : pi = exp[−λi ai−1i ], ai = exp
(
βa0 +
qa∑
k=1
βak zaki
)
,
λ−1i = exp
(
βμ0 +
qμ∑
k=1
βμk zμki
)
.
Alternatively, the initial mean function for TBGP model can be written as λ−1i =
exp(βμ0 +
qμ∑
k=1
βμk zμki ), βμ0 = 0, βμk = βμ0k, qμ = M, zμki = I (Tk ≤ i <
Tk+1) = Iki and k = m = 1, . . . , M .
Then the sum of squared errors SSE(θ) and its first and second order derivatives
are
SSE(θ) =
n∑
i=1
(wi − pi )2,
∂SSE(θ)
∂β jk
= −2
n∑
i=1
(wi − pi )z∗jki pi ln pi , (21)
∂2SSE(θ)
∂β j1k1∂β j2k2
= −2
n∑
i=1
z∗j1k1i z
∗
j2k2i pi ln pi [(wi − pi )(1 + ln pi ) − pi ln pi ] (22)
where j, j1, j2 = a, μ; k, k1, k2 = 0, . . . , q j ; z j0i = 1, z∗aki = (i − 1)zaki and
z∗μki = −zμki .
When ai = a0 or a0k , they replace βa0 and βak , respectively, z∗a0i = (i − 1)/a0 and
z∗aki = (i − Tk)Iki/a0k in (21). Moreover (21) becomes
∂2SSE(θ)
∂a20k
= −2
n∑
i=1
z∗aki pi ln pi
× [zaki (wi − pi ) + z∗aki (wi − pi ) ln pi − z∗aki pi ln pi
] (23)
where zaki = (i −Tk −1)Iki/a0k . When the parameter is a0 for BGP model, set k = 0
and Tk = T1 = 1 in (23).
Appendix B: First and second order derivatives of the log-likelihood function
for ML method
The log-likelihood function (θ) and its first and second order derivatives are
(θ) = −
n∑
i=1
[wi ln pi + (1 − wi ) ln(1 − pi )],
∂(θ)
∂β jk
=
n∑
i=1
z∗jki ln pi
(
wi − 1 − wi1 − pi pi
)
, (24)
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∂2(θ)
∂β j1k1∂β j2k2
=
n∑
i=1
wi z
∗
j1k1i z
∗
j2k2i ln pi
−
n∑
i=1
1 − wi
1 − pi z
∗
j1k1i z
∗
j2k2i pi ln pi
(
pi ln pi
1 − pi + ln pi + 1
)
, (25)
where j, j1, j2 = a, μ; k, k1, k2 = 0, . . . , q j ; z∗aki = (i − 1)zaki , z∗μki = −zμki and
z j0i = 1. When ai = a0 or a0k for TBGP model, they replace βa0 and βak , respec-
tively, z∗a0i = (i − 1)/a0 and z∗aki = (i − Tk)Iki/a0k When λi = λ, λ replaces βμ0,
and z∗μi =
1
λ
. Moreover (25) becomes
∂2(θ)
∂a20k
=
n∑
i=1
wi z
∗
aki z

aki ln pi
−
n∑
i=1
1 − wi
1 − pi z
∗
aki z
∗
aki pi ln pi
(
pi ln pi
1 − pi + ln pi + 1 −
1
i − 1
)
(26)
where zaki = (i −Tk −1)Iki/a0k . When the parameter is a0 for BGP model, set k = 0
and Tk = T1 = 1 in (25).
Appendix C: Limiting distribution for the ML estimators
Taking E(wi ) = pi in (25), we have
suv = −E
[
∂2(θ)
∂θu∂θv
]
=
n∑
i=1
z∗ui z∗vi
pi (ln pi )2
1 − pi (27)
where suv is the element in the u-th row and v-th column of the covariance matrix
. The parameter θu and θv may represent any of the model parameters β jk , where
j = a, μ; k = 0, . . . , q j and k = 0, . . . , M for TBGP model. Accordingly, the
variables z∗ui and z∗vi may represent any of the z jki .
Appendix D: WinBUGS code for the BGP models
model
{ c < − 10000
for (i in 1:N){
ai1[i] < − pow(a,i-1) # for BGP
ai1[i] < − step(turn-i)*pow(a01,i-1)+(1-step(turn-i))* pow(a02,i-turn)
# for TBGP
ai1[i] < − pow(exp(betaa0+betaa1*log(time[i])),time[i]-1) # for ABGP
mu[i] < − 1/lam # for BGP
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mu[i] < − step(turn-i)/lam1+(1-step(turn-i))/lam2 # for TBGP, M=2
mu[i] < − exp(betam0+betam1*z[i]) # for ABGP
e[i] < − exp(-1*ai1[i]/mu[i])
ones[i] < − 1
ones[i] ∼ dbern( p[i] )
p[i] < − pow(e[i],w[i])*pow(1-e[i],1-w[i]) / c
}
lam ∼ dgamma(0.001,0.001) # for BGP
a ∼ dunif(0.95,1.05) # same
lam1 ∼ dgamma(0.001,0.001) # for TBGP, M=2
lam2 ∼ dgamma(0.001,0.001) # same
a01 ∼ dunif(0.95,1.05) # same
a02 ∼ dunif(0.95,1.05) # same
turn ∼ dunif(150,200) # same
betam0 ∼ dnorm(0,0.00001) # for ABGP
betam1 ∼ dnorm(0,0.00001) # same
betaa0 ∼ dnorm(0,0.00001) # same
betaa1 ∼ dnorm(0,0.00001) # same
}
Note: when one model is run, comment commands for other models by inserting # in
front.
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