The quality of the ECMWF operational analyses is evaluated against independent upper-air sounding data collected during the Joint Air-Sea Monsoon Interaction Experiment (JASMINE; April-May 1999) and the Indian Ocean Experiment (INDOEX; February-March 1999).
Introduction
The operational analyses of European Centre for Medium-Range Weather Forecasts (ECMWF) are commonly used for numerical studies of a wide variety of atmospheric phenomena. Applications include meso-␤-scale numerical simulation of tropical cloud clusters over long and short time scales. Mesoscale models initialized with ECMWF operational analyses have been employed to study the long-term (1 week to 10 days) evolution of tropical cloud clusters (e.g., Grabowski et al. 1996; Su et al. 1999) as well as the life cycle of mesoscale convective systems (MCSs) over tropical oceans (Nagarajan et al. 2001) .
Numerical studies in the past have demonstrated that the time evolution of an MCS is very sensitive to the specification of the initial conditions, particularly the moisture field (e.g., Zhang and Fritsch 1986; Stensrud and Bao 1992; Nagarajan et al. 2001) . In this regard, it is important to evaluate the quality of the gridded analyses that are used to initialize numerical models in order to create a reference base that can be used to improve the quality of simulations. For instance, Nagarajan et al. (2001) subjectively improved the initial moisture field in a numerical study of MCSs observed during the Tropical Ocean Global Atmosphere Coupled Ocean-Atmosphere Response Experiment (TOGA COARE; Webster and Lukas 1992) by addressing the deficiencies in the ECMWF analyses reported by Nuret and Chong (1996) , Lin and Johnson (1996) , and Guichard et al. (2000) .
While the limitations of the ECMWF operational analyses have been well documented for the Pacific Ocean using upper-air data collected during TOGA COARE (e.g., Nuret and Chong 1996) , a similar assessment of the analyses over the tropical Indian Ocean is still lacking. Although the quality of the ECMWF global humidity field has been evaluated using 2-weekaveraged Special Sensor Microwave Imager (SSM/I)
observations (Vesperini 1998) , a direct comparison of upper-air humidity, temperature, and winds analyses against independent radiosonde observations over the Indian Ocean has hitherto not been feasible because of the paucity of observations.
The issue of sparse observations over the Indian Ocean has been somewhat mitigated by two recently concluded observation campaigns, namely, the Joint Air-Sea Monsoon Interaction Experiment (JASMINE; April-May 1999; Webster et al. 2002) and the Indian Ocean Experiment (INDOEX; January-March 1999; Ramanathan et al. 2001) . One of the objectives of JAS-MINE is to study the evolution of MCSs, while one of the aims of INDOEX is to develop an accurate climatology of the vertical distribution of water vapor over the Arabian Sea and Indian Ocean. The ECMWF analyses are expected to be used in diagnostic studies to address the aforementioned goals of both JASMINE and INDOEX, and it is desirable to assess the quality of the analyses for these two periods. The extensive collection of radiosonde data from JASMINE and INDOEX provides us with such an opportunity.
The organization of this paper is as follows. Section 2 describes the sources of the data used in this study. Section 3 outlines the method and scores used to evaluate the analyses. Section 4 presents the results of the comparison of the analyses against the upper-air data, and section 5 contains the conclusions.
Sources of data

a. The ECMWF operational analyses
The ECMWF operational analyses are produced using a four-dimensional variational data assimilation (4DVAR) scheme with a substantially improved ECMWF model Klinker et al. 2000; Gregory et al. 2000) . The improvements to the ECMWF model included revisions to the cumulus parameterization scheme (CPS), the longwave (LW) radiation, and the cloud scheme. Specifically, a convective available potential energy (CAPE)-based closure in the CPS, an improved treatment of the water vapor continuum in the LW radiation, and a numerically accurate scheme for ice fallout from clouds were introduced (Gregory et al. 2000) . While the refinements to the CPS, LW radiation, and cloud schemes were incorporated in the model during December 1997, other refinements were introduced between December 1997 and May 1999 (ECMWF 1999 . These include an increased spectral resolution (T213 to T L 319), introduction of a two-time-level semiLagrangian scheme, an improved representation of orography and sea ice limits (model cycle 18r5), incorporation of a two-way coupling between the atmospheric and an ocean wave model (model cycle 18r6), an increase in the number of vertical levels to 50 (model cycle 19r2), and the assimilation of raw Television Infrared Operation Satellite (TIROS) Operational Vertical Sounder (TOVS) radiance data (model cycle 21r1). Thus the model versions pertinent to this study are 18r6 (between January-February 1999 ), 19r2 (9 March-5 May 1999 , and 21r1 (5-31 May 1999).
The 4DVAR entails running a high-resolution model with full physical parameterization to compute the departure of the model state from the observations and is followed by the evaluation of a cost function. The cost function measures the distance between the model trajectory and the available information (e.g., background and observations). The cost function is then minimized using a low-resolution model with simplified physics. To reduce the cost of physics during this process, the first minimization with simplified physics is followed by a second minimization with linearized physics . The minimization of the cost function yields analyses increments, which when added to the background state (3-h model forecast) result in the upper-air analyses. 4DVAR uses a 6-h time window for assimilation. Variational quality control of the observations is done during the minimization process Andersson and Jarvinen 1999) .
Various types of observations are used by the assimilation system. These include the categories SYNOP (surface pressure, 10-m wind, 2-m relative humidity), AIREP (wind, temperature), SATOB (wind), DRIBU (surface pressure, 10-m wind), TEMP (geopotential height, wind, specific humidity; all upper air), PILOT (wind), TOVS (cloud-cleared radiances), SATEM (polar-orbiting satellite data), PAOB (surface pressure), and SCAT (ambiguous winds). Important preanalyses quality control checks are applied to these data prior to being used by the analysis process (see Table 1 of Courtier et al. 1998 ).
b. Upper-air observations
1) DATA SOURCES
Upper-air measurements of temperature (T), mixing ratio (q ), and the wind speed using rawinsonde and dropsondes were collected during JASMINE and IN-DOEX. The rawinsonde data were obtained aboard the research ships Ronald H. Brown and Sagar Kanya. Dropsonde data were obtained aboard the National Center for Atmospheric Research (NCAR) C-130 aircraft. Figure 1 shows the spatial distribution of the data used in the study.
2) QUALITY CONTROL
The presence of a low-level ''dry bias'' in radiosonde humidity measurements during TOGA COARE has been documented in several studies (e.g., Loehrer et al. 1996; Zipser and Johnson 1998; Lucas and Zipser 2000) . The dry bias was apparently caused by contamination of the polymer material used in the relative humidity sensor and increased with the age of the radiosonde
The distribution of upper-air data obtained using rawinsondes launched from research vessels Ronald H. Brown and Sagar Kanya and dropsondes from NCAR Electra aircraft during the 1999 JASMINE (Apr-May) and INDOEX (Jan-Mar) campaigns. The JASMINE and INDOEX data are denoted by ''J'' and ''I,'' respectively, and are located over the Indian Ocean. (Guichard et al. 2000) . The bias was evident from a large drop in relative humidity from an independent surface measurement to the first point in the sounding data (see Fig. 11 of Loehrer et al. 1996) . The dry bias was also identified by comparing the CAPE computed using an actual surface observation and the same obtained by averaging over the lowest 50 hPa of the sounding (Loehrer et al. 1996) . It was concluded that a dry bias existed in the sonde data whenever it was found that the surface-based CAPE was significantly higher than the 50-hPa averaged CAPE from the sounding. Such CAPE computations on the INDOEX radiosonde data did not reveal any dry bias (S. Loehrer 2002, personal communication) . In addition, since the radiosonde instruments were only about 3 months old when they were deployed and used better packaging in order to reduce contamination of the sensor, the INDOEX humidity data are not expected to have any significant dry bias.
During JASMINE, the relative humidity from the sonde was compared against four independent surface humidity measurements-a self-aspirating psychrometer, two digital humidity sensors, and the ship's Improved Meteorological Instrument (IMET) humidity sensor (C. Fairall 2002, personal communication) . Although during the JASMINE period the mean dry bias was about 2.5%, the older sondes did exhibit higher dry bias. Since the sondes measure relative humidity accurately within about 3%, measurements showing dry bias in excess of 3% are excluded in this study. Loehrer et al. (1996) developed an extensive quality control procedure for the TOGA COARE sounding dataset. A set of automated internal consistency checks and visual examination of each sounding yielded information on the quality of the sounding pressure, temperature, dewpoint, and wind data. In particular, the automated gross error and vertical consistency checks were used to determine the quality of the pressure and temperature data while the visual checks were designed to determine the quality of the dewpoint and winds. The gross checks verified that the values of each variable were within reasonable limits for a tropical atmosphere (Table 3 of Loehrer et al. 1996) . The vertical consistency checks included fall of pressure with height and identification of superadiabatic lapse rates and inversions below the 150-hPa level in the sounding data (see Table VOLUME The vertical distribution of the number of observations used to compute the mean bias and rms.
4 of Loehrer et al. 1996) . The visual checks for wind data included identification of large changes in the speed and/or direction over small distances and appearance of ''pinwheel'' winds over the lowest 150 hPa. For the dewpoint temperature, the visual check included unrealistic changes of dewpoint with height and appearance of low-level dry bias. In this study, the JASMINE and INDOEX sounding data were subjected to the aforementioned internal consistency and visual checks before being compared against the ECMWF analyses.
Methodology and scores
The ECMWF operational analyses used in this study are on 1.125Њ latitude-longitude grids with 11 pressure levels in the vertical. During TOGA COARE, Nuret and Chong (1996) reported high data reception rate at the ECMWF for the 0000 and 1200 UTC sounding data compared to the 0600 and 1800 UTC sounding data. Assuming the same was true during JASMINE and IN-DOEX, only the 0000 and 1200 UTC ECMWF analyses are compared against the corresponding quality controlled upper-air data over the Indian Ocean region (see Fig. 1 ). Since the 4DVAR system includes all sounding data over a 6-h time window centered about the analyses time (Courtier et al. 1998; Rabier et al. 2000) , we take all soundings that occurred between 0900 and 1500 UTC to be valid at 1200 UTC and those that occurred between 2100 and 0300 UTC to be valid at 0000 UTC. In this study, a total of 274 soundings (112 from JAS-MINE and 162 from INDOEX) are used in evaluating the quality of the ECMWF analyses. As mentioned earlier, only those soundings are utilized that conform to internal consistency and visual checks developed by Loehrer et al. (1996) .
To perform the intercomparison, first the ECMWF analyses are horizontally interpolated to the location of the radiosonde stations and then vertically interpolated to the sounding pressure levels. The interpolation in the horizontal is performed using a bicubic scheme. The interpolation in the vertical is linear in pressure for temperature and mixing ratio and linear in the logarithm of pressure for wind (Courtier et al. 1998 ). The quality of the analyses is evaluated in terms of mean bias (observation minus analyses averaged over all soundings) and root-mean-square (rms) of the difference. The bias and rms values are computed on the sounding levels and interpolated to every 25 hPa between 1000 and 100 hPa.
Results
a. Temperature
The results for the intercomparison of temperature are shown in Fig. 2 . The bias profile shows that the analyses are colder between 1000 and 800 hPa and warmer between 300 and 150 hPa. Furthermore, the analyses exhibit a cold bias above 150 hPa.
The cold bias between 1000 and 800 hPa is likely caused by the overestimation of the longwave clear-sky cooling associated with the water vapor continuum in the analyses, as described by Gregory et al. (2000) . The 300-150-hPa warm bias can arise because of the combined effects of a stronger descending branch of the Fig. 2 , except for mixing ratio.
Hadley cell (stronger model intertropical convergence zone) and warming due to cloud microphysical processes. However, the results of Gregory et al. (2000) suggest that the warm bias is mainly due to latent heating associated with the increased cloud microphysical processes. This has also been linked to increased cloud cover in the upper troposphere that causes enhanced radiative cooling and leads to a cold bias above 150 hPa (Gregory et al. 2000) . Gregory et al. (2000) reported significant reduction in the temperature biases in seasonal simulations performed using the ECMWF model with improved representation of convective, radiative, and cloud processes. However, there was only one-third reduction in the temperature bias in the short-range forecasts. Despite this, the temperature bias between 700 and 350 hPa during INDOEX and JASMINE (Fig. 2a) is lower than the temperature bias during TOGA COARE reported in Nuret and Chong (1996) . Further comparison with results of Nuret and Chong (1996) reveal significant differences in the temperature bias at other levels. Near the tropopause, between 250 and 100 hPa, the analyses for TOGA COARE exhibit a cold bias. On the other hand, during INDOEX and JASMINE, the analyses exhibit a warm bias between 300 and 150 hPa and a cold bias above 150 hPa.
The rms difference profile (Fig. 2b) is almost constant (about 1ЊC) with height up to 300 hPa and increases above 300 hPa. This is similar to the finding in Nuret and Chong (1996) for TOGA COARE.
b. Mixing ratio
The bias and rms profiles for mixing ratio are presented in Fig. 3 . It can be seen that near the surface, between 1000 and 950 hPa, the analyses exhibit a dry bias. Mahfouf and Rabier (2000; their Fig. 9) show that, within the latitude bands 2Њ-10ЊN, 2Њ-8ЊS, and 10Њ-20ЊS, the 4DVAR analysis increments are generally small near the surface (i.e., very little correction to the short-term forecast). Recall from section 2 that the analyses increments are added to the background state to yield the upper-air analyses. Since about 50% of the upper-air data used in this study are distributed at these latitudes (Fig. 1) , it is possible that the dry bias seen between 1000 and 950 hPa is a result of the small analysis increments in this region. The mean bias between 1000 and 950 hPa is reduced when we exclude soundings from the above latitude bands (not shown). This suggests that some of the dry bias in the lowest 50 hPa arises because of the smaller analysis increments. Figure 3a also shows that there is a moist bias in the analyses between 950 and 750 hPa. The maximum moist bias is about 1.0 g kg Ϫ1 and occurs at about 875 hPa, which is near the level of the highest forecast error in specific humidity in the ECMWF model . As described earlier, during 4DVAR, the cost function is minimized in two steps. The first utilizes simplified physics while the second uses linearized physics. The first minimization with simplified physics excessively moistens the low-level because of the absence of moist convective processes, leading to the moist bias in the analyses . Thus, it is likely that the 4DVAR scheme yields a poor fit to specific humidity observations in the lower troposphere leading to this moist bias.
The vertical profile of the mixing ratio bias is similar to the findings of Nuret and Chong (1996) of the dry bias correction to their results, as reported by Guichard et al. (2000) . However, a significant dry bias existed between 600 and 300 hPa in the TOGA COARE operational analyses that does not appear in the present analyses over the Indian Ocean. The dry bias arose because of the use of a diagnostic cloud scheme in the operational model in use at that time. Specifically, Tiedtke (1993) demonstrated that by using a prognostic cloud scheme, the moistening by evaporation of rain from the anvil cloud resulted in the reduction of the midlevel dry bias. The rms difference profile decreases with pressure from a maximum of about 2.5 g kg Ϫ1 at 925 hPa, a finding also reported by Nuret and Chong (1996) .
c. Wind speed
The results for the intercomparison of the wind speeds are presented in Fig. 4 . The mean bias in the wind speed is less than 0.5 m s Ϫ1 over much of the troposphere (Fig.  4a) . The reduction of the model precipitation spindown problem in the equatorial region through assimilation of the specific humidity observations yields better lowlevel winds (Gregory et al. 2000) . From Fig. 4a , it can be seen that the analyses exhibit a negative wind bias near the tropopause (Fig. 4a) . This may be a manifestation of the easterly wind bias of the ECMWF model at this level (Gregory et al. 2000) . Although Gregory et al. (2000) noted a significant reduction in the easterly bias at the tropopause level in their seasonal simulations with improved physics package, the short-range forecasts exhibited higher easterly biases.
From Fig. 4a we also find that between 800 and 700 hPa, the analyses exhibit slightly increased negative bias. Since tropical circulations are intimately related to the distribution of diabatic heating, the quality of the low-level winds in short-range forecasts is a function of the humidity analyses. In the preceding section, we noted that the the 4DVAR assimilation yields a poor fit to low-level humidity observations. This is likely related to the higher 800-700-hPa wind speed bias seen in Fig.  4a . Mahfouf and Rabier (2000) suggested that improving the statistics of forecast errors and tuning the background variances used in the 4DVAR scheme would lead to reduction of the wind bias through a better fit to humidity observations in the Tropics.
During INDOEX and JASMINE, through much of the troposphere, the analyses exhibit significantly reduced bias in wind speeds compared to the TOGA COARE analyses, in which the wind speed bias was on the order of 1 m s Ϫ1 (Nuret and Chong 1996) . The rms difference profile is almost constant with pressure between 750 and 250 hPa (Fig. 4b) . However, between 1000 and 750 hPa as well as above 250 hPa, the rms difference shows an increase with height. The rms profile in Fig. 4b is similar to that reported for the TOGA COARE region (Nuret and Chong 1996) .
We computed separate bias and rms profiles for the 0000 and 1200 UTC data (not shown). Overall the 0000 and 1200 UTC vertical profiles of bias and rms for temperature, mixing ratio, and wind speed are similar to their mean (i.e., 0000 and 1200 UTC taken together) with the quality of the 0000 UTC analysis relatively better than the 1200 UTC analysis.
Conclusions
The 0000 and 1200 UTC ECMWF operational analyses are compared against upper-air data collected over January-May 1999 during the INDOEX and JASMINE campaigns. The quality of the analyses is evaluated in terms of bias and rms of the differences between observations and analyses. The vertical profiles of the mean bias and rms were computed using 274 soundings. The results suggest that the ECMWF operational analyses exhibit a dry and cold bias in the lowest 50 hPa. We also find that the analyses exhibit a cold and moist bias between 950 and 750 hPa and a warm bias between 350 and 150 hPa. The analyses' wind speeds show little bias in the troposphere except for stronger wind speeds near the tropopause. The quality of the 0000 UTC analysis is relatively better than the 1200 UTC analysis.
The occurrence of a cold and dry bias in the lowest 50 hPa and a moist bias between 950 and 750 hPa in the ECMWF analyses was also reported over the Pacific warm pool during TOGA COARE (Nuret and Chong 1996) . Seasonal simulations using the ECMWF analyses are likely to show increased surface sensible and latent heat flux due to the low-level cold and dry bias, respectively. On the other hand, the moist bias between 950 and 750 hPa may imply increased precipitation. Krishnamurti et al. (1997) reported the occurrence of excessive precipitation and increased surface fluxes in seasonal simulation of the winter monsoon season (December 1992-March 1993) using the ECMWF reanalysis . Thus, it is speculated that the seasonal simulations of the winter monsoon over the tropical Indian Ocean with the ECMWF operational analysis will likely exhibit excessive precipitation and increased surface fluxes.
The cold and dry bias in the Indian Ocean atmospheric boundary layer also suggests reduced CAPE in the analyses over this region. The smaller CAPE can render difficult the initiation and development of convection in numerical studies of MCSs, which use these analyses for their initial conditions. Since the cold bias arises from the excessive longwave cooling by the ECMWF radiation scheme and the dry bias arises because of poor fit to humidity observations, future improvements to the model radiation package and the assimilation scheme should alleviate this problem. In addition, a better fit to observed moisture profiles through improved specification of the forecast error statistics and background variances in the 4DVAR system will yield an accurate climatology of the vertical distribution of vapor over the Arabian Sea and Indian Ocean.
