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ONE NONCOMMUTATIVE DIFFERENTIAL CALCULUS
COMING FROM THE INNER DERIVATION
BO ZHAO
Abstract. We define a noncommutative differential calculus constructed from
the inner derivation, then several relevant examples are showed. It is of inter-
est to note that for certain C∗-algebra, this calculus is closely related to the
classical one when the algebra associates a deformation parameter.
Introduction
Noncommutative geometry is developed by Alain Connes. In his work [8], the
cyclic cohomology, which is considered to be the classical differential calculus coun-
terpart, is introduced. In this paper, we are dealing with one new noncommutative
differential calculus. When considering some C∗-algebra Aθ which is parametrized
by a number θ ({Aθ} is a family of continuous field of C∗-algebra, when θ = 0, A0 is
commutative, for instance, quantum tori, quantum plane etc), this differential cal-
culus will be deforming to the classical one when θ goes to 0. The important point
to note here is that the definition is trivial if the underlying algebra is commutative.
When combining the condition (2) of the following definition from Rieffel [12],
it is very easy to see that applying this noncommutative differential calculus for
the strict deformation quantization algebra, it will be deforming to the classical
differential calculus.
Definiton [12] 0.1. A strict deformation quantization of A in the direction of Λ
means an open interval I of real numbers containing 0, together with, for each
~ ∈ I, an associative product ∗~, an involution ∗~ , and a C∗-norm || · ||~ on A,
which for ~ = 0 are the original pointwise product, complex conjugation involution,
and supremum norm, such that
(1) for every f ∈ A, the function ~ 7→ ||f ||~is continuous
(2) for every f, g ∈ A, ||(f ∗~ g − g ∗~ f)/i~− {f, g}||~ converges to 0 as ~ goes
to 0.
The notation Λ means a skew 2-vector field and {, } is a Poisson bracket. For
a full treatment of the strict deformation quantization theory, we refer the reader
to [12].
This paper is organized as follows. In the first section, we define carefully this new
noncommutative differential calculus and its basic properties. In the second section,
we proceed to the study of the Dirichlet form constructed from the inner derivation.
We will show this Dirichlet form is symmetric, Markov, conservative, completely
positive and strongly local. In section 3, 4, 5, 6, 7, we apply this calculus for
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Mn(C), graph C
∗ algebra, quantum tori, quantum plane, and quantum Heisenberg
manifolds. The last three are the examples of the deformation quantization C∗-
algebra. In the case of quantum tori, the exterior derivative is realized as a finite
difference operator. It is also worth pointing out that in section 7, we will look
more closely at the structure of the quantum Heisenberg manifolds, it turns out
the von Neumann algebra of the quantum Heisenberg manifolds is nothing but a
3-dimensional quantum tori.
I wish to thank Nik Weaver. Without his many helpful suggestions this work
could not have been done.
1. Noncommutative differential calculus
We are dealing with a differential calculus on some non-commutative algebras,
for instance, C∗-algebra, Banach algebra, von Neumann algebra. In order to gen-
eralize this differential calculus idea, we put the definition in the context of C∗-
algebra. The reason to choose C∗-algebra is because it always has the adjoint, and
consequently we define in the same way as from the complex differential calculus.
Let’s review first about the complex calculus. Suppose Ω ⊂ Cn is an open set
and f ∈ C∞(Ω), we have the first order calculus form
df =
n∑
j=1
∂f
∂zj
dzj +
n∑
j=1
∂f
∂z¯j
dz¯j ,
here zj , z¯j are the coordinate basis. Having this complex calculus in mind, we come
up the definition below.
Definiton 1.1. Given a noncommutative C∗-algebraA, the elements U1, . . . , Un ∈ A
is called a differential basis if the following two conditions are satisfied:
(I) Each Uj is non self-adjoint;
(II) The elements U1, U
∗
1 , . . . , Un, U
∗
n mutually commute.
We emphasize that the condition (I) above is not necessary, at least for certain
algebra which has no adjoin, even in the C∗ algebra situation. The reason we put
here is to make it similar as z,z¯ from the complex calculus. The condition (II) is
crucial in order to prove δ2 = 0 in Proposition 1.4. The differential basis can always
be achieved from A, one good method is to choose non self-adjoint elements from
any maximal abelian subalgebra of A. Besides the differential basis defined above,
we also need to have a derivation operator associated with the differential calculus.
Definiton 1.2. A derivation of a C∗-algebra A is a linear map δ : A → A such that
it satisfies the Leibniz’s rule, i.e. δ(xy) = δ(x)y + xδ(y). The derivation is called
inner, if ∃U ∈ A, such that δa = [U, a] = Ua− aU, ∀a ∈ A.
We find inner derivation is a good choice. The advantage of using it lies in the
fact that in certain algebra, for instance, the von Neumann algebra, the derivation
is always inner[11]. Equipped with the differential basis and the inner derivation,
we define the first order calculus form δU1,...,Un (we omit the subscript U1,...,Un if
it’s clear in the context) on A as below
δa =
n∑
j=1
[Uj , a]dUj +
n∑
j=1
[U∗j , a]dU
∗
j .
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The symbol dUj , dU
∗
k above is merely for the notation convenience, it can be viewed
as the basis of δa which belongs to a direct sum of 2n copies of A. For the high
order, assume eσ(1) ∧ . . . ∧ eσ(r) = sgn(σ)e1 ∧ . . . ∧ er, where σ is any permutation
of r numbers and e1, . . . , er ∈ {dU1, . . . , dUn, dU∗1 , . . . , dU
∗
n}. Then we put
ΩrA =
⊕
p+q=r
Ωp,qA,
where Ωp,qA = {space spanned by dUi1 ∧ . . . ∧ dUip ∧ dU
∗
j1
∧ . . . ∧ dU∗jq}. Ω
p,qA is
called type (p, q)-form and its dimension is
dimΩp,q(A) =
(
2n
p+ q
)
=
(2n)!
(p+ q)!(2n− p− q)!
, 0 ≤ p+ q ≤ 2n.
Having disposed of the above information, the definition for the high order differ-
ential calculus is immediately obtained, namely if
α =
∑
aI,JdUI ∧ dU
∗
J ∈ Ω
p,qA,
where I = (i1, . . . , ip), J = (j1, . . . , jq) and dUI = dUi1 ∧ . . . ∧ dUip , dU
∗
J = dU
∗
j1 ∧
. . . ∧ dU∗jq , then
δα =
∑
I,J
δaI,J ∧dUI ∧dU
∗
J =
∑
I,J
(
n∑
j=1
[Uj, aI,J ]dUj +
n∑
j=1
[U∗j , aI,J ]dU
∗
j )∧dUI ∧dU
∗
J .
Definiton 1.3. The exterior product, or wedge product, of a type (p, q)-form α =∑
aI,JdUI∧dU
∗
J and a type (r, s)-form β =
∑
bM,NdUM∧dU
∗
N is a type (p+s, q+t)-
form defined by
α ∧ β =
∑
aI,JbM,NdUI ∧ dU
∗
J ∧ dUM ∧ dU
∗
N .
The preceding definition for wedge product shows the relation
α ∧ β = (−1)(p+q)(t+s)β ∧ α
need not hold in general if the algebra A is not commutative.
Proposition 1.4. δ2 = 0
Proof. It is based on the condition (II) from definition (1.1), and we have
[Uj , [Uk, a]] = [Uk, [Uj , a]], [U
∗
j , [Uk, a]] = [Uk, [U
∗
j , a]], [U
∗
j , [U
∗
k , a]] = [U
∗
k , [U
∗
j , a]]
. 
Propostion 1.5. Let α be a (p, q)-form and β be a (s, t)-form, then δ(α ∧ β) =
δα ∧ β + (−1)p+qα ∧ δβ.
Proof. This follows from the derivation property [U, ab] = [U, a]b+ a[U, b]. 
For each (p, q)-form α =
∑
aI,JdUI ∧ dU∗J , we have a ∗ operation defined by
α∗ =
∑
a∗I,JdU
∗
I ∧ dUJ .
Proposition 1.6. The set Ωp,qA of type (p, q)-forms on A is a (left)A −module, it
has the following properties:
(1) If α ∈ Ωp,qA, then α∗ ∈ Ωq,pA.
(2) If α ∈ Ωp,qA and β ∈ Ωr,sA, then α ∧ β ∈ Ωp+r,q+sA.
(3) If α ∈ Ωp,qA, then δα ∈ Ωp+1,qA
⊕
Ωp,q+1A.
(4) Ωp,qA = 0, if min{p, q} > n.
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Proof. The proof is straightforward by the easy computation. 
The point of the proceeding proposition (3) is that it allows one to define the
operators
∂ : Ωp,qA → Ωp+1,qA
and
∂∗ : Ωp,qA → Ωp,q+1A
through the direct sum projection, namely,
∂α =
∑
I,J
n∑
j=1
[Uj , aI,J ]dUj ∧ dUI ∧ dU
∗
J ,
∂∗α =
∑
I,J
n∑
j=1
[U∗j , aI,J ]dU
∗
j ∧ dUI ∧ dU
∗
J .
From the relation
δ = ∂ + ∂∗,
and the property δ2 = 0, we have 0 = (∂ + ∂∗)2 = ∂2 + ∂∂∗ + ∂∗∂ + ∂∗2, hence
∂2 = ∂∗2 = ∂∂∗ + ∂∗∂ = 0.
Definition 1.7. A form α is called closed if δα = 0 and is called ∂∗ closed if ∂∗α = 0.
Let Cp,q(A) = {α ∈ Ω
p,qA : δα = 0}, HCp,q(A) = {α ∈ Ω
p,qA : ∂∗α = 0},
then Cp,q(A) is the set of closed (p, q)-forms and HCp,q(A) is the set of ∂∗ closed
(p, q)-forms. The property δ2 = 0 gives us a deRham complex,
0−→Ω0A
δ0−→ Ω1A
δ1−→ Ω2A
δ2−→ . . .
δ2n−1
−→ Ω2nA
δ2n−→ 0.
And the k-th deRham cohomology is defined by
HkdR(A) = ker δk/img δk−1.
The property ∂∗2 = 0 gives us a Dolbeault complex,
0−→Ωp,0A
∂∗0−→ Ωp,1A
∂∗1−→ Ωp,2A
∂∗2−→ . . .
∂∗n−1
−→ Ωp,nA
∂∗n−→ 0.
And the (p, q)-th Delbeault cohomology is defined by
Hp,qD (A) = ker ∂
∗
q /img ∂
∗
q−1.
Remark 1.8. The cohomology groups depend on the choice of the differential basis.
In general, H0dR(A) contains the algebra generated by the basis. If the basis gen-
erates a maximal abelian subalgebra, then H0dR(A) is the same algebra generated
by this basis. If A is a chosen differential basis and B ( A, then the cohomology
groups computed by A and the cohomology groups computed by B need not have
the subgroup relation. This can be shown by computing H1dR(A).
Theorem 1.9. H0dR(A) = H
p,0
D (A) = C0,0(A).
Proof. The proof is based on Fuglede-Putnam theorem which says that aUi =
Uia ⇔ aU∗i = U
∗
i a if U is normal. Then it is a simple matter to check that
H0dR(A) = C0,0(A), H
p,0
D (A) = HCp,0(A) = Cp,0(A) and HCp,0(A) = HC0,0(A),
and the proof is complete. 
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The interest of the above theorem is that C0,0 = HC0,0. Considering the classical
complex differential calculus, if f ∈ HC0,0 ⇒
∂f
∂z¯i
= 0 ⇒ f is holomorphic. So
HC0,0 is the set of holomorphic functions, and C0,0 is the set of constant functions,
therefore in the classical case C0,0 6= HC0,0. The reason for this difference lies in
the fact that in the Fuglede-Putnam theorem above, U need to be bounded. On
the other hand, if we require f to be bounded, then by the Liouville’s theorem, f
is constant.
2. Dirichlet forms
Dirichlet form, in C∗-algebras setting, is introduced by Albeverio and Høegh-
Krohn[2], it shares a flavor of geometry in the sense of Connes’ noncommutative
geometry[9]. For a recent account of the theory, we refer the reader to[6][7]. From
the classical complex case, we have the Laplace operator defined by
∑ ∂2
∂zi∂z¯i
. When
transformed to the inner derivation [U, ·], the Laplace operator of the counterpart
is
(2.1) △ =
n∑
j=1
[U∗j , [Uj , ·]].
If on this C∗-algebra A, it has the following additional assumption:
(III) It has a lower semicontinuous faithful trace τ .
Then we denote by L2(A, τ) (〈, 〉L2(A,τ)) the Hilbert space of the GNS representa-
tion πτ associated to τ , and by L
∞(A, τ) or M the von Neumann algebra πτ (A)′′
in B(L2(A, τ)) generated by A in the GNS representation. 1M stands for the unit
of M.
Definition 2.1. Given a strongly continuous semigroup Φt(t ∈ R+) of operators
defined on L∞(A, τ),
(1) it is symmetric, if τ(Φt(x)y) = τ(xΦt(y)).
(2) it is Markov, if 0 ≤ x ≤ 1M implies that 0 ≤ Φt(x) ≤ 1M.
(3) it is conservative, if Φt(1M) = 1M.
(4) it is completely positive, if for any n we have
∑n
i,j=1 b
∗
iΦt(a
∗
i aj)bj ≥ 0 where
ai, bi ∈ M, i = 1, . . . , n.
Proposition 2.2. △ is the generator of a norm continuous, completely positive,
symmetric, conservative Markov semigroup.
Proof. Let Φt = e
−t△, then Φt is norm continuous because △ is bounded.
Φt is symmetric and conservative:
τ(△(a)b) =
∑n
j=1 τ([U
∗
j , [Uj , a]]b) =
∑n
j=1 τ(a[U
∗
j , [Uj , b]]) = τ(a△(b))⇒ τ(△
n(a)b) =
τ(a△n(b))⇒ τ(Φt(a)b) = τ(aΦt(b)), also Φt(1M) = 1M.
Φt is completely positive:
−△a =
∑n
j=1(U
∗
j aUj + UjaU
∗
j − U
∗
j Uja − aUjU
∗
j ), let K1(a) =
∑n
j=1(U
∗
j aUj +
UjaU
∗
j ) and K2(a) = Aa+aA where A = −
∑n
j=1 U
∗
j Uj = A
∗. As K1 is completely
positive, so is Kn1 , hence e
tK1 is completely positive. (1 + txn )
n → etx, for x ∈ R.
From the functional calculus theorem, Am = (1 +
tK2
m )
m → etK2 in norm. Since∑n
i,j=1 b
∗
iK2(a
∗
i aj)bj is self-adjoint, 1 +
tK2
m is completely positive when m large
enough⇒ Am is completely positive⇒ etK2 is completely positive. Then from the
Trotter product formula, (e
t
n
K1e
t
n
K2)n → e−t△ in the strong operator topology.
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Hence Φt is completely positive.
Φt is Markov:
From above, in particular, Φt is positive, then for 0 ≤ a ≤ 1M, e−t△(a − 1M) ≤
0⇒ 0 ≤ e−t△a ≤ 1M. 
From [2], E(a, b) = 〈△
1
2 a,△
1
2 b〉L2(A,τ) is the Dirichlet form with the corre-
sponding generator △. With this Dirichlet form, we can construct a C∗-Hilbert
A-bimodule A⊗A [13] and a sesquilinear form with values in A by the formula
(2.2) 〈a⊗ b, c⊗ d〉A = b
∗(a∗△c+△(a∗)c−△(a∗c))d.
Definition[13] 2.3. A completely positive Markov semigroup (Φt)t≥0 and its infin-
itesimal generator △ are strongly local if there exists a Hilbert space H and an
isometry W in LA(A⊗A,H⊗A).
Replacing △ defined in (2.1) to (2.2), we have
〈a⊗ b, c⊗ d〉A =
n∑
j=1
b∗([Uj , a]
∗[Uj, c] + [U
∗
j , a]
∗[U∗j , c])d.
Take H to be C2n, and define the mapping W : A⊗A → C2n ⊗A by
a⊗ b 7→ [U1, a]b⊕ . . .⊕ [U
∗
n, a]b,
and the A-bimodule structure by
〈[U1, a]b⊕. . .⊕[U
∗
n, a]b, [U1, c]d⊕. . .⊕[U
∗
n, c]d〉A = b
∗
n∑
j=1
([Uj , a]
∗[Uj , c]+[U
∗
j , a]
∗[U∗j , c])d.
It’s not hard to seeW turns out to be an isometry, and this is precisely the assertion
of the following theorem.
Theorem 2.4. △ defined in (2.1) is strongly local.
Since Φt is conservative, by theorem (4.7)[7], this Dirichlet form has a represen-
tation
(2.3) E(a, a) = τ(〈δa, δa〉A).
3. Matrix algebra
For the n×nmatrix algebraMn(C), the diagonal matrices is its maximal abelian
subalgebra. The elements p1, . . . , pn where pj is the n × n matrix with 1 in en-
try (j, j) and 0 elsewhere are the generators of the diagonal matrices. Therefore
p1, . . . , pn can be chosen as the differential basis. Thus we actually have constructed
the noncommutative differential calculus on Mn(C). Its first order differential cal-
culus becomes
δna = [p1, a]dp1 + . . .+ [pn, a]dpn.
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The inner derivation has the form
[pj , a] =


−a1,j
...
−aj−1,j
aj,1 . . . aj,j−1 0 aj,j+1 . . . aj,n
−aj+1,j
...
−an,j


.
For the matrix algebra Mn(C), we have the matrix trace Tr defined by Tr(a) =∑n
i=1 ai,i. Since Tr satisfies the condition (III) from section 2, we actually have
defined a Dirichlet form on Mn(C). Now let’s compute it explicitly. In the propo-
sition below, the notation a˜ means a˜i,j = ai,j when i 6= j and a˜j,j = 0, i.e., a˜ kills
the diagonal entries of a. We will keep using this notation in this section.
Proposition 3.1. The Dirichlet form onMn(C) constructed from Tr and the Laplace
operator
∑n
j=1[pj , [pj , ·]] is
En(a, b) = 2Tr(a˜
∗b˜).
Proof. Given the Laplace operator and Tr, from (2.3), this Dirichlet form defined
on Mn(C) is
En(a, b) = Tr(
n∑
j=1
[pj , a]
∗[pj , b]).
As
Tr([pj , a]
∗[pj , b]) =
n∑
i=1,i6=j
(a∗i,jbi,j + a
∗
j,ibj,i) =
n∑
i=1
(a˜∗i,j b˜i,j + a˜
∗
j,ib˜j,i),
therefore, En(a, b) =
∑
i,j(a˜
∗
i,j b˜i,j + a˜
∗
j,ib˜j,i) = 2Tr(a˜
∗b˜). 
So far, we have defined the Dirichlet form En on Mn(C). Regard Mn(C) as a
subalgebra of Mn+1(C) via the embedding
a→
(
a 0
0 0
)
,
we see that δn+1 is compatible with δn, i.e., δn+1(a) = δn(a), ∀a ∈ Mn(C), and
En+1 is compatible with En, i.e., En+1(a, b) = En(a, b), ∀a, b ∈Mn(C). We are thus
led to define the differential calculus, Dirichlet form on ∪nMn(C). As the norm
closure of ∪nMn(C) is K(l2), i.e, the compact operators on l2, we have the following
theorem after this extension. In the theorem below, we use the notation HS(l2) to
represent the Hilbert-Schmidt operators on l2, i.e., x ∈ HS(l2)⇔ Tr(x∗x) <∞.
Theorem 3.2. E(a, b) = 2Tr(a˜∗b˜) is a Dirichlet form on HS(l2), the corresponding
Laplace operator is
∑∞
j=1[pj , [pj , ·]]. The restriction of E on Mn(C) is En.
Proof. We see at once that L∞(K(l2), T r) = B(l2), L2(K(l2), T r) = HS(l2), and
Dom(E) = HS(l2). If we let ∆ =
∑∞
j=1[pj , [pj , ·]], then ∆(a) = a˜ for a ∈ B(l
2).
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In this way, the semigroup Φt(a) = e
−t∆a = a − a˜ + e−ta˜. An easy computation
shows Tr(a˜∗b˜) = Tr(∆(a)∗b) and
−∆(a) = 2
∞∑
i=1
pjapj − 2a.
By using the same argument as from proposition (2.2), △ is seen to be the gen-
erator of a symmetric, conservative, completely positive Markov semigroup, which
completes the proof. 
If we regard M2n(C) as a subalgebra of M2n+1(C) via the embedding
a→
(
a 0
0 a
)
,
and consider the fact there exists a unique tracial state tr, we can perform the same
construction as above and define a Dirichlet form on hyperfinite II1 factor. [16]
provides a detailed study for this construction.
The following is the deRham complex of Mn(C) with the differential basis
p1, . . . , pn.
0
δ
−→Mn(C)
δ
−→ Ω1Mn(C)
δ
−→ Ω2Mn(C)
δ
−→ . . .
δ
−→ ΩnMn(C)
δ
−→ 0.
The 0-th deRham cohomology group of Mn(C), which we will show from section 4,
is
H0dR(Mn(C)) = C
n.
4. Graph C∗-algebras
For a more detailed introduction to graph C∗-algebras we refer to [3],[10] and
the reference therein. A directed graph E = (E0, E1, r, s) consists of countable sets
E0 of vertices and E1 of edges, and maps r, s : E1 → E0 identifying the range and
source of each edge. The graph is row-finite if each vertex emits at most finitely
many edges. We write En for the set of paths µ = µ1µ2 . . . µn of length |µ| := n;
that is, sequences of edges µi such that r(µi) = s(µi+1) for 1 ≤ i < n. The map
r, s extend to E∗ := ∪n≥0En in an obvious way, and s extends to the set E∞ of
infinite paths µ = µ1µ2 . . .. A sink is a vertex v ∈ E0 with s−1(v) = ∅, a source is
a vertex w ∈ E0 with r−1(w) = ∅.
A Cuntz-Krieger E-family in a C∗-algebra B consists mutually orthogonal pro-
jections {pv : v ∈ E0} and partial isometries {se : e ∈ E1} satisfying the Cuntz-
Krieger relations
s∗ese = pr(e) for e ∈ E
1 and pv =
∑
{e:s(e)=v}
ses
∗
e whenever v is not a sink.
It is proved in [10] that there is a universal C∗-algebra C∗(E) generated by a non-
zero Cuntz-Krieger E-family {se, pv}. A product sµ := sµ1sµ2 . . . sµn is non-zero
precisely when µ = µ1µ2 . . . µn is a path in E
n. Since the Cuntz-Krieger relations
imply that the projections ses
∗
e are also mutually orthogonal, we have s
∗
esf = 0
unless e = f , and words in {se, s∗f} collapse to products of the form sµs
∗
ν for
µ, ν ∈ E∗ satisfying r(µ) = r(ν). Indeed, because the family {sµs∗ν} is closed under
multiplication and involution, we have
(4.1) C∗(E) = span{sµs
∗
ν : µ, ν ∈ E
∗ and r(µ) = r(ν)}.
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We adopt the conventions that vertices are paths of length 0, that sv := pv for
v ∈ E0, and all the paths µ, ν appearing in (4.1) are non-empty; we recover sµ, for
example, by taking ν = r(µ), so that sµs
∗
ν = sµpr(µ) = sµ.
For simplicity, we will only consider the graph which has the finite vertices. It is
then easily seen that {pv : v ∈ E
0} satisfies the condition (I)(II) from definition 1.1,
in this way, we have defined the noncommutative differential calculus on C∗(E).
Lemma 4.1. Fix a vertex v0 ∈ E0 and a path µ. If |µ| = n(n 6= 0), let µ =
µ1µ2 . . . µn, otherwise µ is a vertex.
(1) if s(µ) 6= r(µ), then
[pv0 , sµ] =


sµ if v0 = s(µ),
−sµ if v0 = r(µ),
0 otherwise.
(2) if s(µ) = r(µ), i.e., path µ is a loop, then [pv0 , sµ] = 0.
(3) δ(sµ) = sµdps(µ) − sµdpr(µ).
Proof. The case |µ| = 0 is easy. So we assume |µ| = n, and µ = µ1µ2 . . . µn. From
the identification that pv0 = sv0 , we know sv0sµ = sµ iff s(µ) = v0 and sµsv0 = sµ
iff r(µ) = v0, which proves the lemma. 
The remainder of this section will be devoted to discuss the 0-th deRham coho-
mology of C∗(E).
Proposition 4.2. C0,0 = {sµs∗ν : µ, ν ∈ E
∗, r(µ) = r(ν), s(µ) = s(ν))}
Proof. The above lemma and relation [pv0 , s
∗
µ] = −[pv0 , sµ]
∗ shows
δ(sµs
∗
ν) = δ(sµ)s
∗
ν + sµδ(s
∗
ν)
= sµs
∗
νdps(µ) − sµs
∗
νdpr(µ) − sµ(s
∗
νdps(ν) − s
∗
νdpr(ν))
= sµs
∗
νdps(µ) − sµs
∗
νdps(ν)

Corollary 4.3. If E has no loops, then C0,0 = {sµs∗µ : µ ∈ E
∗}.
Notice, sµ is a nonzero partial isometry with sµs
∗
µ ≤ ps(µ). Given a path µ, the
next proposition gives a criteria for when sµs
∗
µ = ps(µ) is true.
Proposition 4.4. Suppose µ is a path and µ = µ1µ2 . . . µn, then sµs
∗
µ = ps(µ) iff
{e ∈ E1 : s(e) = s(µj)} = {µj} for j = 1, . . . , n − 1. Intuitively, it is the kind of
path, on which all the nodes, except the range node, have only one exit.
Proof. The proof follows from the Cuntz-Krieger relations
s∗ese = pr(e) for e ∈ E
1 and pv =
∑
{e:s(e)=v}
ses
∗
e whenever v is not a sink.

The above two propositions provide a way to get the deRham cohomology
H0dR(C
∗(E)), which has special meaning behind the graph itself. If the directed
graph E has no loops, then H0dR(C
∗(E)) ∼= Cm, where m ≥ #vertices. In par-
ticular, if the graph E is a tree with only one sink, then m = #vertices. The
matrix algebra Mn(C) discussed in section 3 is a tree with one root and n − 1
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nodes connecting to the root. And we have H0dR(Mn(C))) = n. When E has loops,
H0dR(C
∗(E)) is a bit more complicated, say if E contains a simple loop with the
property that this loop doesn’t have exit, then H0dR(C
∗(E)) contains C(T). (the
loop is simple when its vertices are distinct)
5. 2n-dimensional quantum tori
Let’s look at the 2n-dimensional quantum tori, U1, . . . , U2n are its unitary gen-
erators which subject to the relation UkUj = e
iθj,kUjUk. Θ = (θj,k) is a skew
symmetric matrix which by the general spectral theorem, it can be orthogonal
transformed to a block matrix, with the entry (we use the same letter) θj,k = 0
except possibly these θ2j−1,2j and θ2j,2j−1(j = 1, . . . , n). Then the unitary opera-
tors U2j−1, j = 1, . . . , n satisfy the conditions (I) (II) from definition (1.1). So we
have defined the noncommutative differential calculus on this quantum tori. Its
first order differential form is
δA =
n∑
j=1
[U2j−1, A]dU2j−1 +
n∑
j=1
[U∗2j−1, A]dU
∗
2j−1.
Take for simplicity, let’s assume n=1, and the unitary generators U, V satisfies
the relation UV = eiθV U . In order to compute its cohomology groups, we need
first to understand the set C0,0 = {A ∈ A : [U,A] = 0}.
Define θˆs,t(U
kV l) = e−i(sk+tl)UkV l ((s, t) ∈ R2), then [15] shows θˆ defines an
action of R2 by automorphism of A.
Theorem 5.1. If θ/π is irrational, then C0,0 =< U >(the algebra generated by U).
If θ/π = pq (p 6= 2), then C0,0 =< U, V
2q >= {A ∈ A : θˆ0,pi
q
(A) = A}.
If θ/π = 2q , then C0,0 =< U, V
q >= {A ∈ A : θˆ0, 2pi
q
(A) = A}.
Proof. The prove is based on the concept of Fourier analysis method, which is
already shown from [15]. The Fourier coefficient of A is ak,l(A) = 〈Ae0,0, ek,l〉,
thereafter
ak,l(UA) = 〈UAe0,0, ek,l〉 = 〈Ae0,0, e
−iθl/2ek−1,l〉 = e
iθl/2ak−1,l(A),
ak,l(AU) = 〈AUe0,0, ek,l〉 = 〈Ae1,0, ek,l〉 = e
iθ(−l)/2ak−1,l(A),
hence if A ∈ C0,0, then UA = AU , 0 = eiθl/2(1 − e−iθl)ak−1,l, and the proof is
complete. 
The following is the deRham complex of A from this differential operator δ,
0
δ
−→ A
δ
−→ Ω1A
δ
−→ Ω2A
δ
−→ 0.
From above theorem, when θ is irrational,
H0dR(A) =< U >
∼= C(T).
The principal significance of the above introduced differential calculus is that it
allows to deform to the classical one. The remainder of this section will be devoted
to show it.
First let’s investigate the geometric meaning behind the derivation δ. Suppose
an element a ∈ A for the moment has the form a = f(U, V ) =
∑
am,nU
mV n. In
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fact, it is true that the above elements are dense in A. Take U as the differential
basis first, then the first order form is
δUf(U, V ) = U(f(U, V )− f(U, e
−iθV ))dU + U∗(f(U, V )− f(U, eiθV ))dU∗
= U(a− θˆ−θ,0(a))dU + U
∗(a− θˆθ,0(a))dU
∗
As θˆ−θ,0 is continuous in norm, for any a ∈ A, we actually have
δUa = U(a− θˆ−θ,0(a))dU + U
∗(a− θˆθ,0(a))dU
∗.
More general, we could take Uk1V k2 as the differential basis. A slight change in
the above observation actually leads to the following theorem.
Theorem 5.2. Given a ∈ A, the first order form by taking Uk1V k2 as the differential
basis is
δUk1V k2a = U
k1V k2(a− θˆ−k1θ,k2θ(a))dU
k1V k2
+ (Uk1V k2)∗(a− θˆk1θ,−k2θ(a))d(U
k1V k2)∗.
Interestingly, this derivation involves finite difference rather than derivations.
Namely, [Uk1V k2 , a] is the changing in a along the V direction by −k1θ difference
and the U direction by k2θ difference. This is a purely noncommutative phenome-
non because difference quotients can’t be used as the basis of a differential calculus
in the commutative case.
Next, coming back to the 2n-dimensional quantum tori, based on the above
theorem, we will show that the above first order form can be deformed to the
classical one on T n. In the sequel, θj denotes θ2j−1,2j 6= 0, j = 1, . . . , n. We consider
the derivative operator ∂ and C∗ subalgebra B of A generated by U2, U4, . . . , U2n.
The relation matrix Θ tells us B is commutative, and hence it is ∗ isomorphic to
C(Tn).
For our purpose, instead of taking the differential basis from the beginning of
the section, we slightly change to θ−11 U1, . . . , θ
−1
j U2j−1, . . . , θ
−1
n U2n−1. Indeed, this
again satisfies condition (I) and (II). For a = f(U2, U4, . . . , U2n) ∈ B,
∂a =
n∑
j=1
[θ−1j U2j−1, a]dU2j−1 =
n∑
j=1
1
θj
[U2j−1, a]dU2j−1.
Then,
∂f =
n∑
j=1
1
θj
(f(U2, . . . , U2je
iθj , . . . , U2n)− f(U2, . . . , U2j , . . . , U2n))U2j−1dU2j−1.
Since
f(U2, U4, . . . , U2n) ∼= f(e
ix2 , eix4 , . . . , eix2n),
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∂f
∼=
n∑
j=1
f(eix2 , . . . , ei(x2j+θj), . . . , eix2n)− f(eix2 , . . . , eix2j , . . . , eix2n)
θj
U2j−1dU2j−1
→
n∑
j=1
∂f(eix2 , . . . , eix2j , . . . , eix2n)
∂eix2j
ieix2jU2j−1dU2j−1
=
n∑
j=1
∂f(U2, . . . , U2j , . . . , U2n)
∂U2j
iU2jU2j−1dU2j−1
∼=
n∑
j=1
∂f(U2, . . . , U2j , . . . , U2n)
∂U2j
dU2j
as θj → 0, j = 1, . . . , n, which turns out to be quite similar as the classical first order
differential calculus on Tn. The same argument works for any high order. The ex-
ample from quantum tori demonstrates rather strikingly that this noncommutative
differential calculus is closely related to the classical one.
6. Quantum Plane
In physics, it has the ”quantization procedure” which from a classical Hamilton-
ian
H(p1, q1, . . . , pn, qn)
on the 2n-dimensional phase space R2n to the quantum mechanical Hamiltonian
version
H(P1, Q1, . . . , Pn, Qn).
HereQj denotes the multiplication operator on L
2(Rn) corresponding to the coordi-
nate mapping xj , and Pj = −i~
∂
∂xj
is a partial derivative operator. The procedure
for getting the differential calculus on quantum plane is quite similar as from the
quantum tori, we continue in the fashion by first investigating the simple case n = 1.
Definition 6.1. A canonical pair is informally described as a pair of self-adjoint op-
erators P,Q on a Hilbert space H, satisfying (Heisenberg’s) canonical commutation
relation(CCR)
[P,Q] = −i~I
The momentum operator defined on L2(R2) by Pf(x, y) = yf(x, y)− i~2
∂f(x,y)
∂x
and the position operator defined by Qf(x, y) = xf(x, y) + i~2
∂f(x,y)
∂y satisfy the
CCR relation.
By using the Fourier transform, we obtain the quantum observable
f(P,Q) =
1
2π
∫
fˆ(t1, t2)e
i(t1P+t2Q)dt1dt2,
where f is in the Schwartz class S(R2).
Fix k1, k2 ∈ R, we do the differential calculus with the basis
1
~
eik1P+ik2Q. Then
δf(P,Q) = [
eik1P+ik2Q
~
, f(P,Q)]deik1P+ik2Q + [
e−ik1P−ik2Q
~
, f(P,Q)]de−ik1P−ik2Q
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where f ∈ S(R2).
lim
~→0
[
eik1P+ik2Q
~
, f(P,Q)]
= lim
~→0
1
2π
∫
fˆ(t1, t2)
1
~
[eik1P+k2iQ, ei(t1P+t2Q)]dt1dt2
= lim
~→0
1
2π~
∫
fˆ(t1, t2)e
i(t1P+t2Q)eik1P+ik2Q(eik1t2~−ik2t1~ − 1)dt1dt2
=
1
2π
∫
fˆ(t1, t2)e
i(t1P+t2Q)i(k1t2 − k2t1)dt1dt2e
ik1P+ik2Q
= (k1
∂f(P,Q)
∂Q
− k2
∂f(P,Q)
∂P
)eik2P+ik2Q.
In conclusion, when ~→ 0, δf(P,Q) deforms to
(k1
∂f(P,Q)
∂Q
− k2
∂f(P,Q)
∂P
)eik2P+ik2Qdeik1P+ik2Q
− (k1
∂f(P,Q)
∂Q
− k2
∂f(P,Q)
∂P
)e−ik1P−ik2Qde−ik1P−ik2Q.
The above deformed differential calculus, comparing to the classical one, is the
linear sum in two directions.
Having disposed of the simple case n = 1, we now return to the general 2n-
dimensional quantum plane. Quite the same way as from the quantum tori, we take
the differential basis to be 1
~
eiP1 , . . . , 1
~
eiPn , it satisfies the condition (I) and (II)
from definition (1.1). We consider only the derivative operator ∂ and subalgebra B
generated by Q1, Q2, . . . , Qn. By the commutative relations of Qj, B is isomorphic
to C0(R
n). We start doing the first order calculus of the element f(Q1, . . . , Qn)
where f ∈ S(Rn).
lim
~→0
∂ 1
~
eiP1 ,..., 1
~
eiPn f(Q1, . . . , Qn)
= lim
~→0
n∑
j=1
[
1
~
eiPj , f(Q1, . . . , Qn)]de
iPj
= lim
~→0
n∑
j=1
1
2π
∫
fˆ(t1, . . . , tn)e
i(t1Q1+...+tnQn)
eitj~ − 1
~
dt1 . . . dtne
iPj
=
n∑
j=1
1
2π
∫
fˆ(t1, . . . , tn)e
i(t1Q1+...+tnQn)itjdt1 . . . dtne
iPj
=
n∑
j=1
∂f(Q1, . . . , Qn)
∂Qj
eiPjdeiPj
∼=
n∑
j=1
∂f(Q1, . . . , Qn)
∂Qj
dQj
which deforms to the classical first order differential calculus on S(Rn). We have
thus showed the above result for Schwartz class functions, combining the fact that
S(Rn) is dense in C0(Rn), we actually have showed its relation with the classical
calculus for each C0(R
n) functions.
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7. Quantum Heisenberg Algebra
The quantum Heisenberg manifolds Dcµ,ν , a continuous field of C
∗-algebra is first
introduced by Rieffel [12], recently, [1] uses the Fell bundles method to get the same
quantum Heisenberg algebra as defined in [12]. The construction here to get the
3-dimensional quantum Heisenberg manifolds follows from [1]. Let
G =



1 y z0 1 x
0 0 1

 : x, y, z ∈ R


be the Heisenberg group of 3 × 3 matrices. The Heisenberg manifold Mc is the
quotient G/Hc where Hc is the discrete subgroup of G when x, y, cz ∈ Z. To
facilitate the notation, we identify the above matrix as the vector (x, y, z) ∈ R3,
under this coordinate system, the multiplication rule is simply
(7.1) (x, y, z)(m,n, p) = (x+m, y + n, z + p+ ym)
So Mc can be described as the quotient of the Euclidean space R
3 by the right
action of Hc given by above multiplication. Denote [x, y, z] as the quotient class of
(x, y, z) in Mc.
φ(a,b)[x, y, z] = [x+ 2bµ, y + 2bν, z + 2bνx+ 2b
2µν + a/c]
defines an action ofR2 onMc. This action generates the deformation data (Z, γ, θ
~)(see
definition 4.2 [1]), the gauge action γ is an action on the circle group defined by
γe2piit([x, y, z]) = [x, y, z + t/c]
and the deformation actions θ~ of Z is defined by
θ~([x, y, z]) = [x+ 2~µ, y + 2~ν, z + 2~νx+ 2~
2µν].
For each k ∈ Z, let
Bk = {f ∈ C(Mc) : γe2piiθ (f) = e
2piiθkf, ∀θ ∈ R}
= {e2piikczf(x, y) : f(x+ 1, y) = e−2piikcyf(x, y), f(x, y) ∈ C(R× T)}.
Take fk ∈ Bk, gj ∈ Bj , define the product and involution by
fk × gj = fkθk~(gj)
f∗k = θ
−1
k~ (f¯k)
Then C(Mc)
θ
γ = (Bk, k ∈ Z,×, ∗) becomes a Fell bundle by keeping the linear,
topological and norm structure from C(Mc). Theorem (8.3) [1] shows C(Mc)
θ
γ
∼=
Dcµ,ν . We denote N~ as the von Neumann algebra of the weak operator closure of
C(Mc)
θ
γ on L
2(R × T2). For the time being, without further notice, let us assume
~ = 1 or, what amounts to the same, that µ and ν are replaced, respectively, by ~µ
and ~ν.
In order to study the structure of Heisenberg manifolds, one possible way, as
from the quantum tori, is to represent this C∗ algebra by generators. From (8) [1],
we know that C(Mc)
θ
γ is generated by B0, B1. As B0 is isomorphic to C(T
2), we
get two generators e2piix, e2piiy, if having a third generator, the generator f0(x, y)
should not vanish at any point.
Propostion 7.1. Elements in Bk(k 6= 0) always vanish somewhere.
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Proof. We give the proof only for the case k = 1, the other cases are the same.
Otherwise, assume 0 6= f0 ∈ B1 and is also smooth, then e2piicz
∂f0
∂x ∈ B1, and
f−10
∂f0
∂x ∈ C(T
2), hence we can find a function g ∈ C(T2) such that ∂f0∂x = gf0.
By solving this ODE, we have f0(x, y) = Ce
R
x
−∞
g(s,y)ds where C is some constant.
As f0 ∈ B1, f0(x + 1, y) = e−2piicyf0(x, y), this gives e−2piicy = e
R
1
0
g(x,y)dx, but we
don’t have such a function g ∈ C(T2).
For an arbitrary f ∈ B1, we find a smooth family {fn}n ∈ B1 which uniformly
converges to f . For each fn, it has a vanishing point xn. Since fn(x + 1, y) =
e−2piicyfn(x, y), there is no loss of generality in assuming xn ∈ [0, 1]. Further,
we can find a subsequence(we use the same n), such that xn → x∗. Notice f is
uniformly continuous on [0, 1]. Given ǫ > 0, ∃N, δ, such that when n > N and
|s− t| < δ,
|fn(s)− fn(t)| ≤ |fn(s)− f(s)|+ |f(s)− f(t)|+ |f(t)− fn(t)| < ǫ.
In particular, |fn(xm)− fn(x
∗)| < ǫ when |xm − x
∗| < δ and n > N .
Let n = m be large enough, we conclude |fn(x∗)| < ǫ. Let n → ∞, we have
|f(x∗)| < ǫ which shows x∗ is a vanishing point of f . 
Above proposition tells us elements in B1 always vanish somewhere, we can’t
represent C(Mc)
θ
γ simply by three generators. We have to find some other way to
represent C(Mc)
θ
γ . Notice C(Mc)
θ
γ is the closure of the direct sum
⊕
k∈ZBk, any
f(x, y, z) ∈ C(Mc)θγ can be decomposed uniquely by the Fourier transform on the
z-coordinate, namely,
f(x, y, z) =
∑
k∈Z
e2piikczfk(x, y)
where e2piikczfk(x, y) ∈ Bk, and
fk(x, y) =
∫ 1
0
f(x, y, z)e−2piikczdz
If we denote Φ(x, y, k) = fk(x, y), it turns out Φ is a function on R×T×Z, which
is the original definition of Dcµ,ν by Rieffel [12].
From [12] and above correspondence, τ(f) =
∫ 1
0
∫ 1
0
∫ 1
0
f(x, y, z)dxdydz is a faith-
ful normal finite trace state and is invariant from the Heisenberg group action. As
C(Mc)
θ
γ is the closure of the direct sum
⊕
k∈ZBk, we hence get L
2(C(Mc)
θ
γ , τ) =⊕
k∈Z B¯k, where B¯k denotes the completion of Bk under τ .
Propostion 7.2. B¯k and L
2(T2) is isomorphic.
Proof. Each element in B¯k has the form e
2piikczf(x, y), where f(x+1, y) = e−2piikcyf(x, y)
and f(x, y+1) = f(x, y), which is easy to infer from the element from Bk and com-
pletion under τ . So we define the linear map U˜ : B¯k → L
2(T2) by
U˜e2piikczf(x, y) = e2piickx{y}e2piikczf(x, y).
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Then,
τ((e2piikczf(x, y))∗ × e2piikczf(x, y))
= τ(f(x − 2kµ, y − 2kν)f(x− 2kµ, y − 2kν))
=
∫ 1
0
∫ 1
0
f(x− 2kµ, y − 2kν)f(x− 2kµ, y − 2kν)dxdy
=
∫ 1
0
∫ 1
0
f(x, y)f(x, y)dxdy.
Hence 〈e2piikczf(x, y), e2piikczf(x, y)〉B¯k = 〈U˜e
2piikczf(x, y), U˜e2piikczf(x, y)〉L2(T2)
and U˜ is an isometry. As ϕm,n = e
2pii(mx+ny)e2piikcze−2piickx{y} ∈ B¯k(see [5]),
and {U˜ϕm,n}m,n∈Z is an orthonormal basis L
2(T2), which implies U˜ is also surjec-
tive. 
From above, we know {ϕm,n}m,n∈Z is an orthonomal basis of B¯k, but the basis
doesn’t derive the multiplication structure from B¯1. Now let U = e
2piix, V =
e2piiy,W = e2piicze−2piicx{y}, where the notation {x} means the fraction part of x.
Next proposition will show {UmV nW k}m,n∈Z is an orthonomal basis of B¯k.
Propostion 7.3. {UmV nW k}m,n∈Z is an orthonomal basis of B¯k.
Proof. Still denote ϕm,n as in Proposition 7.2, and let
ψm,n = U
mV nW k
= e2piimxe2piiny(
k−1∏
j=0
e2piic(z+2jνx+2j
2µν)e−2piic(x+2jµ){y+2jν})
then ϕm,n =
ϕm,n
ψm,n
ψm,n, and |
ϕm,n
ψm,n
| = 1. ψm,n is also the orthonormal basis by the
unitary transformation. 
Corollary 7.4. {UmV nW k}m,n,k∈Z is an orthonormal basis for L2(C(Mc)θγ , τ).
Proposition 7.5. N~ ⊂ L2(C(Mc)θγ , τ).
Proof. This is because τ is a finite normal tracial state. 
As U, V,W ∈ N~ ⊂ L2(C(Mc)θγ , τ), we conclude N~ is the weak operator closure
generated by U, V,W . The relation between U, V,W is as follows:
UV = V U,UW = e−4piiµWU,VW = e−4piiνWV,
UU∗ = U∗U = V V ∗ = V ∗V =WW ∗ =W ∗W = 1.
The above relation gives more, namely, N~ is a 3 dimensional quantum tori. So we
actually have proved the following theorem.
Theorem 7.6. C(Mc)
θ
γ(or D
c
µ,ν) is not a quantum tori, while the von Neumann
algebra N~ is a 3-dimensional quantum tori.
In the language of the generators, another way to state the faithful normal finite
tracial state τ defined above is
τ(
∑
m,n,k
am,n,kU
mV nW k) = a0,0,0.
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In Dcµ,ν , it has three canonical unbounded derivation operators D1, D2, D3 de-
fined by
D1f =
∂f
∂x
=
∑
k∈Z
e2piikcz
∂fk(x, y)
∂x
,
D2f =
∂f
∂y
+ x
∂f
∂z
=
∑
k∈Z
e2piikcz(
∂fk(x, y)
∂y
+ 2πikcxfk(x, y)),
D3f =
∂f
∂z
=
∑
k∈Z
e2piikcz2πikcfk(x, y).
We can now rephrase above unbounded derivation operators on N~ in terms of
generators as follows:
D1U = 2πiU,D1V = 0, D1W =
∑
k 6=0
ck−1V kW,
D2U = 0, D2V = 2πiV,D2W = 0,
D3U = 0, D3V = 0, D3W = 2πicW.
The summation above is in the weak operator convergence sense. The elementary
relation properties of these derivative operators are listed below:
[D1, D2] = D3, [D1, D3] = [D2, D3] = 0.
So far, we studied the structure of the quantum Heisenberg manifolds, instead of
using the quantum Heisenberg C∗-algebra to apply the noncommutative differential
calculus, we find it much easier to use it in the von Neumann algebra case, as it is
nothing but a 3 dimensional quantum tori. The remainder of this section is quite
the same as from section 5 .
Suppose an element a ∈ N~ has the form
a = f(U, V,W ) =
∑
m,n,k
am,n,kU
mV nW k,
then
[Uk1V k2W k3 , f(U, V,W )]
=
∑
am,n,k(e
4piik3(mµ+nν)−4piik(k1µ+k2ν) − 1)UmV nW kUk1V k2W k3
= (f(e4piik3µU, e4piik3νV, e−4pii(k1µ+k2ν)W )− f(U, V,W ))Uk1V k2W k3
The viewpoint of above derivation sheds some light on the changing of the phase
space in three directions, namely, with 4πik3µ in x-direction, 4πik3ν in y-direction,
and 4πi(k1µ + k2ν) in z-direction. When ~ → 0, the deformed derivation is as
follows:
lim
~→0
1
~
[W, f(U, V,W )] = (4πiµ
∂f(U, V,W )
∂U
U + 4πiν
∂f(U, V,W )
∂V
V )W,
lim
~→0
1
~
[U, f(U, V,W )] = −4πiµ
∂f(U, V,W )
∂W
WU,
lim
~→0
1
~
[V, f(U, V,W )] = −4πiν
∂f(U, V,W )
∂W
WV.
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