Abstract. Partial order (PO) reduction methods are widely employed to combat state explosion during model-checking. In this paper, we develop a partial order reduction algorithm for rule-based languages, such as Murphi [5] and Unity [3] . Our algorithm is based on the simple observation that for finite-state systems, the independence conditions can be encoded as boolean propositions, which can be checked by a SAT solver. We compare the results of this algorithm against a standard, static-analysis based algorithm, with favorable results.
Introduction
Partial order (PO) reduction is a technique that curbs state explosion in model checking based on explicit state enumeration. PO reductions [14, 7] exploit a formal notion of redundant interleavings (among independent transitions), and generate a subset of all the interleavings sufficient to check a given property. Traditional partial order reduction algorithms rely on syntactic methods of counting the occurences of variables to compute the independence relation. In order to be sound, these algorithms must conservatively underapproximate the independence relation. Unfortunately, in the presence of complex data structures like records and arrays, such as are available in languages like Murphi [5] and TLC [11] , these algorithms do not work well. In this paper, we introduce a symbolic simulation and SAT based approach to compute a more precise independence relation, and show that it greatly improves the efficacy of PO reduction for rule-based systems.
Related Work
There has been extensive research on partial order reduction methods [4] , but few previous works address reduction for formalisms without processes. Partial order reduction algorithms for symbolic state exploration methods [1] are independent of the notion of processes, but are necessarily quite conservative, since they are based on a breadth-first search. An alternative to the traditional runtime ample set computation algorithm is discussed in [10] , but it suffers from the same drawback as traditional syntactic algorithms for computing independence. The technique we use to transform the Murphi language (and its sequential programming constructs) into propositional logic is similar to the well known method in which sequential programs are verified by constructing verification conditions. Several recently developed tools convert C-language programs into SAT problems, for instance, for purposes of comparing a C program and a Verilog program [9] .
Partial Order Reduction
Our partial order reduction algorithm is based on the ample-set construction method [12] , which relies on the notions of independence between transitions, and the invisibility of transitions. Two transitions are said to be independent if, whenever they are enabled together at a state, (1) firing either one does not disable the other enabledness, and (2) firing them in either order leads to the same state commutativity. A transition is invisible with respect to a property if it does not change the truth values of any of the atomic propositions occurring in the property. The ample-set method proceeds by performing a modified depth-first search where, at each state, a subset of all the enabled transitions is chosen, called the ample set. Transitions from the ample set are then the only ones followed from that state. This leads to a subset of the entire state space being explored. It is important to ensure that for each path in the full graph, there is a representative path in the reduced graph. The following conditions, adapted from [4] , guarantee the existence of such representative paths:
-C0 : An ample set is empty if and only if there are no enabled transitions. -C1: Along every path in the full state graph that starts at a state s, the following must hold -if there is an enabled transition that depends on a transition in the ample set, it is not taken before some transition from the ample set is taken. -C2 : If a state is not fully expanded, then every transition in the ample set is invisible.
-C3
1 : There is at least one transition in every ample set that leads to a state not on the current dfs stack, which ensures that at least one transition in the ample set does not create a cycle.
For a detailed motivation of the conditions, see [4, chapter 10] . In the following section, we describe our algorithms for computing the independence relation and ample sets, and sketch a proof that the algorithms satisfy the conditions above.
Implementing Partial Order Reductions for Murphi

Computing the Independence Relation
We compute the independence relation by encoding the enabledness and commutativity relations as boolean propositions, and using a SAT solver to check their validity. This is done in a few steps. First, we take the code fragments defining the guards and actions, and transform them into equivalent Lisp s-expressions. These are then combined to form sexpressions representing the enabledness and commutes relations for each pair of transitions, which are symbolically evaluated to produce formulas over finite data types. The validity of the generated formulas is decided by encoding the variables in a straightforward way into bit vectors, and using a SAT solver. Our algorithm for constructing the ample set is shown in Figure 1 . Line 2 picks an enabled, invisible transition (called the seed transition) at each state, and tries to form an ample set using this transition. Once a seed transition has been chosen, lines 5-7 compute the transitive closure of the ample set with respect to the dependence relation. Lines 11-15 check for a violation of the C1 condition. If there is no violation, lines 16-19 check whether at least one of the transitions in the ample set leads to a state not on the current stack. If this is the case, we return this ample set. Otherwise, we return the set of all enabled transitions. We encode the invisibility condition as a propositional formula whose validity can be determined by using a SAT solver, in a similar fashion to the independence checks of section 3.1.
Constructing the Ample Set
Experiments and Results
Our algorithms have been implemented in the POeM tool [2] , which extends Murphi. We have run POeM on examples of varying sizes, and the results are shown in Table 1 . Significant reduction is achieved in a number of the examples, the most dramatic of these being the dining philosophers problem, labeled DP in the table, where, for 10 philosophers, there is over 99% reduction. The symbolic PO algorithm always does better than the static algorithm in our examples, in terms of the number of states generated. Although some of our examples take slightly longer to run with PO than without, we suspect that this is due to coding inefficiencies, and not an inherent problem of the algorithm itself. 
Conclusions and Future Directions
In this paper, we have presented a new partial order algorithm based on a symbolic computation of the independence relation. Combined with a new heuristic to compute ample sets, this provides a means of applying partial order reductions to rule based formalisms, such as Murphi.
Although we currently use SAT as the decision procedure in the symbolic part of our algorithm, it might be more efficient to use a higher level decision procedure for quantifier free formulas with equality, finite arithmetic and arrays. Recently, several theorem provers have been developed that include these domains [13, 6] . It would be interesting to try these decision procedures in our algorithm. Another promising idea is that when checking independence of two transitions, it should often be possible to abstract parts of the transitions rather than expanding all of the details. We could use the logic of uninterpreted functions to express such abstractions, and use decision procedures for this logic to decide the formulas.
