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Abstract
We give a homological interpretation of Washington’s theorem about non-vanishing mod p of special
L-values twisted by Dirichlet characters with -power conductors. Then we make some conjectures to
generalize the argument to the case of elliptic modular L-values using modular symbols. The conjecture is
checked using numerical calculations.
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1. Introduction
In this paper, we discuss a homological interpretation of Washington’s classical result
about special values of Dirichlet L-functions. To state the result, let us consider two differ-
ent odd primes, p and , and two Dirichlet characters λ : (Z/NZ)× → Q of conductor N , and
χ : (Z/nZ)× → μ∞ of -power conductor, respectively. Here N is relatively prime to both p
and  and μ∞ =⋃n1 μn with the group μn of nth roots of unity. It is well known that the
special value of the Dirichlet L-function L(0, λχ), after excluding its Euler -factor, is integral.
Let B be a prime in Qp over p. Washington proved in [14] that
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Dirichlet characters χ : (Z/nZ)× → μ∞ , we have L(0, λχ) ≡ 0 (mod B).
Note that this implies the finiteness of exponents of the prime divisor  in the number h−n ,
which is the relative class number of each subfield Kn of the cyclotomic Z-extension K∞ of Q.
Using a Kummer type argument studied in [15], we also get the finiteness of hn, the class number
of Kn. The group Z× = Gal(Q(μ∞)/Q) has a decomposition Z× = μ−1 × Γ and a profinite
subgroup, Γ ∼= Z is the Galois group Gal(K∞/Q). A factor μ−1 ⊂ Z× is the ( − 1)th roots
of unity in Z× . One of the main ingredients in [14] is that the maximal subset of μ−1 which is
linearly independent over Q generates a subset of (−∞Z/Z) −12 so that it is uniformly distributed
on (0,1)
−1
2
. This will be discussed briefly in Section 2.
In [11], Sinnott invented a totally different approach to the proof of this problem. He studied
a suitable measure on Z× , which is defined by a rational function twisted by elements in μ−1,
called formal functions. Instead of uniform distribution property, he made use of the algebraic
independence of such formal functions. It was Hida who realized that Sinnott’s method can be
written in an algebro-geometric language in [4] and this (modular) version of Sinnott’s proof is
explained in Appendix A of the present paper. Let U be a maximal linearly independent subset
of μ−1 and consider the map
j :μ∞ → GUm, ζ →
(
ζ η
)
η∈U .
Here Gm(Fp) = F×p . Then the algebraic independence result can be reformulated as follows.
Proposition 2. The image of j is Zariski dense in GUm .
He generalizes this to the situation of Hecke L-values of anti-cyclotomic characters of prime
power conductors. In this context, Gm is replaced by a Hilbert modular Shimura variety and
μ∞ corresponds to various CM points of prime power conductor on it. Like the case of a ratio-
nal function on Gm, Eisenstein series are made use of to get the special L-values. For details,
see [5].
By an integral representation of L-functions, we can think of special L-values as a (cup prod-
uct) pairing of a homology class and a cohomology class defined by a power series which is
actually a rational function whose poles are roots of unity. This is an abelian version of the
Mazur’s modular symbol method, which is discussed in great detail in [6]. The crucial point of
this paper, we call it homological independence, is a mixture of Washington’s original uniform
distribution result and Hida’s Zariski density argument. Let us explain the situation briefly. We
consider a punctured cylinder C/Z − SN ∼= Gm(C) − μN(C), where SN = {j/N | 0  j < N}
for an integer N . We add two points {±i∞} to the cylinder in order to get X◦N . Let v(r) be the
vertical line r+ it , −∞ t ∞, for 0 < r < 1, r /∈ SN . Hence v(r) are in the relative homology
H1(T
0
N, {±i∞},Z). We consider a map
j :−∞Z/Z → H1
(
T 0N, {±i∞},Z
) −1
2 .
We will prove an independence result related to the above map j in Section 2 from this homolog-
ical setting and we shall give a new proof of Theorem 1 in Section 3, interpreting Washington’s
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enough to be extended to the case of elliptic modular L-values.
There have been several results concerned about non-vanishing property for prime modulus
of special L-values. In addition to the results [5,14], Vatsal considered the modular L-values
defined over the imaginary quadratic field twisted by anti-cyclotomic characters (see [12,13]).
Vatsal has used the Gross’ formula for special L-values of a modular form defined on the definite
quaternion algebra over Q [12] and the uniform distribution of Heegner points on the modular
curve associated with the quaternion algebra [13]. Using a modular symbol method, we hope to
be able to get a generalization of our method to modular L-values twisted by Dirichlet characters
of prime power conductor in near future. Having in mind this hope, in Section 4 we review briefly
the modular symbols and Manin symbols and discuss some conjecture related to the homology
group of modular curves and an analog of the above map j . In other words, we consider a map
j :−∞Z/Z → H1
(
X0(N), {cusps},Z
) −1
2
defined by modular symbols (see Conjecture 6). Even though the map j is defined geometri-
cally, we obtain many numerical evidences which suggest that verification of the homological
independence in elliptic modular setting would be algebraic. In Appendix B, using algorithmic
result in [1] we collect some numerical evidences that the behavior of j in this setting is similar
to Proposition 2.
2. Homological independence
As mentioned in the introduction, we consider T 0N , which is the cylinder C/Z punctured at
points SN and with two points {±i∞} added. Each vertical line v(r) is in the relative homology
H1(T
0
N, {±i∞},Z). Let c(k/N) ∈ H1(T 0N,Z) be the closed path on T 0N starting from a fixed
base point z0 ∈ C, then turning around k/N counterclockwise and returning to z0. The homology
H1(T
0
N,Z) is generated by such c(
k
N
). For any r ∈ ( k−1
N
, k
N
), and s ∈ ( k
N
, k+1
N
), we have c( k
N
) =
v(s) − v(r). The main idea is that given any partition of (0,1), say (0, 1
N
) ∪ · · · ∪ (N−2
N
, N−1
N
),
we can find two vertical lines from {v(r) | r ∈ −∞Z/Z}, which are on the two consecutive
partitions ( k−1
N
, k
N
) and ( k
N
, k+1
N
) to get the homology class c(k/N). To make this idea working,
the uniform distribution property should be brought into the present picture.
We consider a Q-linearly independent maximal subset U of μ−1. It is a well-known fact
[3] that the collection of points {( aξ
n
)ξ∈U | n 1} is uniformly distributed on [0,1)U for almost
all a ∈ Z× ; i.e., for all a outside of a measure zero subset of Z× . Here the -adic numbers aξn
are thought of as the element sn(aξ)
n
in T 0N for nth partial sum sn of -adic integers. From the
definition of uniform distribution, one can easily deduce that when a subset Z ⊆ Z× with non-
zero measure, a point xξ ∈ (0,1), and 	ξ > 0 are given for each ξ ∈ U , then for all sufficiently
large n, we can find a ∈ Z so that |xξ − aξn | < 	ξ for each ξ ∈ U . Roughly speaking, for a given
vector (xξ )ξ∈U , we can find a point ( aξn )ξ∈U which is close enough to (xξ )ξ∈U .
Set U = {η1 = η,η2, . . . , ηt } and μ−1/{±1} = {η1, . . . , ηt , τ1, . . . , τs}. We have an integral
s × t matrix A such that
(τ1, . . . , τs) = (η1, . . . , ηt )A.
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mη = nη′ for distinct η, η′ ∈ μ−1/{±1}, all the columns of A have at least two non-zero entries.
Now let us state a lemma.
Lemma 3. Let α1, . . . , αt be any real numbers and set
P(α1, . . . , αt ) := (α1, . . . , αt )(I |A)
for a t × t identity matrix I . For each k ∈ Z, we can find numbers α′1, α′′1 , and αo2, . . . , αot such
that (1) α′1 ∈ ( k−1N , kN ), α′′1 ∈ ( kN , k+1N ), and (2) P(α′1, αo2, . . . , αot ), P(α′′1 , αo2, . . . , αot ) are away
from ( 1
N
Z)
−1
2
. In other words, no coordinates of them are in 1
N
Z.
Proof. Consider the function P( k
N
,α2, . . . , αt ) of α2, . . . , αt . Since A is an integral matrix,
P( k
N
,0, . . . ,0) is in ( 1
N
Z)
−1
2
. The Z-multiplicative independence of μ−1/{±1} implies that
no coordinate in P(α1, . . . , αt ) is Z-multiple of α1 except itself. Hence, P( kN ,α2, . . . , αt ) is
an open map; i.e., no coordinates are constant except the first one and we can find (αo2, . . . , α
o
t )
around (0, . . . ,0) such that each coordinate of P( k
N
,αo2, . . . , α
o
t ) is not in 1N Z except the first one
that is k
N
. Since P(α1, αo2, . . . , α
o
t ) is continuous in the variable α1, we can find α′1 ∈ ( k−1N , kN ),
α′′1 ∈ ( kN , k+1N ) satisfying the condition (2). 
We define j :−∞Z/Z → H1(T 0N, {±i∞},Z)
−1
2 for −∞Z =⋃n −nZ by
j
(
a
n
)
=
(
v
(
aξ
n
))
ξ∈ −12
.
The following proposition is a homological variant of Proposition 2.
Proposition 4. H1(T 0N,Z)
−1
2 (⊆H1(T 0N, {±i∞},Z)
−1
2 ) is generated by the image (under the
map j ) of
{
a
nj
∣∣∣∣ j  0, a ∈ Z
}
for any increasing sequence {nj } of positive integers and any subset Z of Z× with non-
zero measure. In particular, H1(T 0N,Z)
−1
2 is generated by the image of j :−∞Z/Z →
H1(T
0
N, {±i∞},Z)
−1
2
.
Proof. As discussed above, the subset { ( aξ
n
)ξ∈U | n  1, a ∈ Z} is uniformly distributed on
(0,1)U . Hence it is possible to find suitable n, m in {nj } and a, b in Z such that vectors ( aξn )ξ∈U ,
(
bξ
m
)ξ∈U are close enough to two vectors (α′1, α
o
2, . . . , α
o
t ), (α
′′
1 , α
o
2, . . . , α
o
t ) previously chosen
in the lemma respectively and, therefore, all coordinates of P((aξ
n
)ξ∈U), P(( bξm )ξ∈U) are inside
of the same partitions except the first ones that are in consecutive partitions ( k−1
N
, k
N
), ( k
N
, k+1
N
),
respectively. Due to this result, we have
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(
a
n
)
− j
(
b
m
)
= ([0], . . . , [0], c(k/N), [0], . . . , [0]) ∈ H1(T 0N,Z) −12 ,
where the position of non-zero homology class corresponds to η. Since η and k are chosen
arbitrarily, we prove the proposition. 
3. Special L-values and a theorem of L. Washington
For a Dirichlet character ψ , we define
fψ(z) =
{∑
n1 ψ(n)q
n, Im(z) > 0,
−∑n1 ψ(−n)q−n, Im(z) < 0,
for q = exp(2πiz). As shown in [6, §4.2], the differential fψ(z) dz gives a cohomology class
ω(fψ) in H 1c (T 0N,C), and we have
i∞∫
−i∞
fλχ (z) dz = −G(χ)L(1, λχ)2πi = −L
(
0, λ−1χ−1
)
.
Here G(χ) is the Gauss sum defined by χ . We define a pairing between v in H1(T 0N, {±i∞},Z)
and ω in H 1c (T 0N,C) as follows:
〈v,ω〉 =
∫
v
ω.
There are operators
( 1 r
0 1
)
acting on T 0N for each r ∈ −∞Z/Z defined by
z →
(
1 r
0 1
)
· z := z + r.
For any ω ∈ H 1c (T 0N,C), we define ω |
( 1 r
0 1
)
by the natural action of
( 1 r
0 1
)
on H 1c (T
0
N,C) induced
from the one on T 0N .
From the decomposition
fλχ (z) = 1
G(χ)
∑
a∈(Z/nZ)×
χ(a)fλ
(
z + a
n
)
,
we have
−L(0, λ−1χ−1)= 1
G(χ)
∑
a∈(Z/nZ)×
χ(a)
i∞∫
fλ
(
z + a
n
)
dz (1)−i∞
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G(χ)
∑
a
χ(a)
∫
v( a
n
)
fλ(z) dz (2)
= 1
G(χ)
∑
a
χ(a)
〈
v
(
a
n
)
,ω(fλ)
〉
. (3)
By inversion formula we obtain〈
v
(
a
n
)
,ω(fλ)
〉
= −1
n−1(− 1)
∑
ψ (mod n)
ψ−1(a)L
(
0, λ−1ψ−1
)
,
and hence it is algebraic. The pairing is an element of Q(λ) because it is fixed under the
Gal(Q(λ,ψ)/Q(λ)).
Let k be the finite field over Fp generated by λ and the th root of unity. There is an integer m
such that μ∞ ∩ k = μm . Setting kj = k(μm+j ) and k∞ =
⋃
j1 kj , we have Gal(k∞/k) = Γm
with the action on μ∞ given by ζ → ζ t for t ∈ Γm.
Recall that B is a prime in Qp over p. Now assume that L(0, λ−1χ−1) ≡ 0 (mod B) for
a Dirichlet character χ of conductor n and n  2m. Multiplying χ(a) for a ∈ Γm and taking
modulus B and Trkn/k , and using the fact
Trkn/k
(
χ(a)
)= { [kn : k]χ(a) if χ(a) ∈ μm,0 otherwise
the formula (3) is reduced to
[kn : k]χ(a)
∑
η∈μ−1
∑
b∈a Γn−m
Γn
χ−1(b)
〈
v
(
bη
n
)
,ω(fλ)
〉
≡ 0 (mod B)
for all a ∈ Γm. Furthermore, writing down the representatives of the quotient aΓn−m/Γn explic-
itly, we get
∑
η
∑
c∈Z/mZ
χ−1
(
1 + n−mc)〈v(aη
n
+ ηc
m
)
,ω(fλ)
〉
≡ 0 (mod B)
Since 2(n−m) n and (1 + n−m)c ≡ 1 + n−mc (mod n), setting χ(1 + n−m) = ζm, a prim-
itive mth root of unity, we have
∑
η
〈
v
(
aη
n
)
,
∑
c∈Z/mZ
ζ cmω(fλ)
∣∣∣∣
(
1 ηc
m
0 1
)〉
≡ 0 (mod B). (4)
Define for any b ∈ Z×
fλ,b(z) =
∑mN−1
r=0, r≡b(m) λ(r)qr
q
mN − 1 .
Above equality is written as
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η
〈
v
(
aη
n
)
,ω(fλ,η−1)
〉
≡ 0 (mod B)
for all a ∈ Γm because
fλ,b(z) =
∑
c∈Z/mZ
ζ cmfλ
∣∣∣∣
(
1 bc
m
0 1
)
(z) =
∞∑
n=1
n≡b−1(m)
λ(n)qn.
The function fλ,b(z) has poles only at z = kmN for 0 k < mN and (k,N) = 1 with residues
λ(k)G(λ−1)(ζ b+1m ηN)k
Nm
.
Here ηN is a primitive N th root of unity. Note that the residues are algebraic and p-integral.
The definition of f shows that it goes to ∞ as q goes to infinity. In other words, there is no
holomorphic term in fλ,b(q). Hence, we have the partial fraction expansion
fλ,b(q) =
∑
(k,N)=1
λ(k)G(λ−1)(ζ b+1m ηN)k
Nm(q − (ηNζm)k) .
Since the pairing is a Z-linear combination of residues of fλ,b , above partial fraction expansion
of fλ,b(q) guarantees p-integrality of the pairing 〈v,ω(fλ,b)〉 for each v ∈ H1(T 0N ′ ,Z), and
N ′ = Nm, and thus ω(fλ,b) ∈ H 1(T 0N ′ ,Z(p)), where Z(p) is the localization of Z at p.
Note also that vanishing mod B of the pairing on whole homology group
〈
H1
(
T 0N ′ ,Z
)
,ω(fλ,b)
〉≡ 0 (mod B)
implies that all residues are congruent to 0 modulo B. Therefore non-existence of holomorphic
part in fλ,b(q) forces us to conclude that fλ,b ≡ 0 (mod B).
Now we prove Theorem 1. Let us assume the contrary that L(0, λχ) ≡ 0 (modB) for infinitely
many χ ’s. It implies that for infinitely many integers n and all a ∈ Γm we have
∑
η∈μ−1
〈
v
(
aη
n
)
,ω(fλ,η−1)
〉
≡ 0 (mod B).
From the identity fλ,−b(q) = fλ,b(q−1); i.e., fλ,−b(z) = fλ,b(−z), we have
〈
v
(
aη
n
)
,ω(fλ,η−1)
〉
=
〈
v
(−aη
n
)
,ω(fλ,(−η)−1)
〉
and
∑
ξ∈μ /{±1}
〈
v
(
aξ
n
)
,ω(fλ,ξ−1)
〉
≡ 0 (mod B).−1
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−1
2 → Fp , which is given by
(vξ )ξ →
∑
ξ∈μ−1/{±1}
〈
vξ ,ω(fλ,ξ−1)
〉
(mod B)
is zero. For a fixed η, we choose (vξ )ξ ∈ H1(T 0N ′ ,Z)
−1
2 such that vξ = [0] if ξ = η and vη is
arbitrary. Then we have vanishing 〈H1(T 0N ′ ,Z),ω(fλ,η)〉 ≡ 0 (mod B) and, hence, vanishing
(mod B) of fλ,η for each η ∈ μ−1, which is contradiction. So we have proved the theorem.
Remark 5. Actually, in [14] Washington chose a1, a2 ∈ Γm such that
Trkn/k
(
χ(a1)L
(
0, λ−1χ−1
)) = Trkn/k(χ(a2)L(0, λ−1χ−1)).
As expressed before, this can be rewritten as
∑
η
〈
v
(
a1η
n
)
,ω(fλ,η−1)
〉
−
∑
η
〈
v
(
a2η
n
)
,ω(fλ,η−1)
〉
= 0.
Two numbers a1, a2 are chosen specially so that above difference of the sums over μ−1 is equal
to
〈
v
(
a1η0
n
)
,ω(f
λ,η−10
)
〉
−
〈
v
(
a2η0
n
)
,ω(f
λ,η−10
)
〉
for a fixed η0 ∈ μ−1 and the last difference is nothing but a residue of fλ,η−10 . It is not a coin-
cidence that the proof of Lemma 3 is similar to the proof of Proposition 2 in [14] in choosing
suitable a1, a2.
4. Modular symbols of weight 2
In this section, we describe modular symbols and some conjectures mentioned in the intro-
duction. Main references are [1,9,16]. We consider the homology groups H1(X, {cusps},Z) and
H1(X,Z) where X is the standard modular curve X0(N) or X1(N) of level N . There is a ho-
mology class {α,β}Γ , which is called a modular symbol of weight 2 for the congruence group
Γ = Γ0(N) or Γ1(N) correspondingly as X and is corresponding to a geodesic connecting α and
β in X. They enjoy the following three properties for all α,β, δ ∈ H∗ := H ∪ P1(Q):
(1) {α,β} + {β, δ} + {δ,α} = 0,
(2) {α,α} = 0,
(3) {α,β} = −{β,α}.
The group SL2(Z) acts on the symbol canonically by the action on H∗ and the action of Γ is
defined to be trivial. It is well known that there is a surjective homomorphism φ :Γ → H1(X,Z)
defined by γ → {z, γ (z)}Γ for any z ∈ H∗.
For γ ∈ SL2(Z) and Γ = Γ0(N), a Manin symbol [γ ] is defined as
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The right action of γ ∈ SL2(Z) on Manin symbols [γ ′] is defined as [γ ′] · γ = [γ ′γ ]. With the
matrices σ = ( 0 −11 0 ) and τ = ( 1 −11 0 ), we have the following relations between Manin symbols
for all γ ∈ SL2(Z):
[γ ] + [γ ]σ = 0 and [γ ] + [γ ]τ + [γ ]τ 2 = 0.
And these are all possible relations between Manin symbols. Let {γi} be a right coset represen-
tative of Γ0(N) in SL2(Z). A Manin symbol is equal to a unique [γi] for some i. Using the
continued fraction expansion of rational numbers and their consecutive convergents, any modu-
lar symbol in H1(X0(N), {cusps},Z) can be expressed in terms of Manin symbols [1,8]. Hence
explicit generators and their rules are given for Z-free module H1(X0(N), {cusps},Z). By the
Drinfeld–Manin theorem (see [7]), we have H1(X0(N), {cusps},Z) ⊂ H1(X0(N),Q). Hence
H1(X0(N),Q) = H1(X0(N), {cusps},Z) ⊗ Q is generated by Manin symbols with complete
description of the relations.
As GL2(Q) acts on H1(X, {cusps},Z), the action of Hecke operators is also defined on it. Let
S2(Γ ) be the space of cusp forms of weight 2 for Γ and T be the subring of End(S2(Γ )) gener-
ated by the Hecke operators Tm for all m. Let f be an eigencusp form of weight 2 with respect to
the congruence group Γ . We set Kf as a finite extension of Qp containing all eigenvalues of f
and O the integer ring of Kf with maximal ideal λ. One can obtain an algebra homomorphism
φf :T →O. Let m be the preimage of λ. One can show that S2(Γ1(N),Zp)m is free over Tm
and H1(X1(N),Z)m is free of rank two over Tm when N is not divisible by p (see [2, §12.5]).
Now we consider modular symbols {0, a
n
} for some a with gcd(a, ) = 1 and n  1. Since( 1 1
0 1
) ∈ Γ and {u,v} = 0 for all integers u and v, it is of no harm to think of a as an element
of Z× . We consider the map
j :
−∞Z
Z
→ H1
(
X, {cusps},Z) −12 , a
n
→
({
0,
aη
n
})
η∈μ−1/{±1}
and the submodule M() of H1(X,Z) generated by the image of j . Then let us state the conjec-
tures which are analogs of Proposition 4.
Conjecture 6. For almost all prime p, the p-adic valuation
vp
([
H1(X,Z)
−1
2 : M()])
is 0 for all odd prime .
With the previous arguments and the Tm-module M()m := M()⊗Z Tm, we also state:
Conjecture 7. For almost all prime p, we have
H1
(
X1(N),Zp
) −1
2
m
= M()m
as Tm-modules for almost all odd prime .
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an integer a with gcd(a, ) = 1, there are integers u, v such that γ = ( u aNv n ) ∈ Γ for each n.
The image under φ of this element is {0, γ (0)} = {0, a
n
} ∈ H1(X0(N),Z). We consider the map
jn :
−nZ/Z → H1
(
X0(N),Z
) −1
2 ,
a
n
→
({
0,
aη
n
})
η∈μ−1/{±1}
.
Let Mn() be the submodule of H1(X0(N),Z) generated by the image of the map jn and ν(n) =∏
q|n(q − 1), where q is a prime divisor of the integer n. Then we consider another conjecture
related to the previous one.
Conjecture 8. For all prime p  ν(N) and odd prime , we have
vp
([
H1
(
X0(N),Z
) −1
2 ) : Mn()
])= 0
for all sufficiently large n.
Example 9. Consider the case N = 11. The modular curve X0(11) is of genus 1 with cusps 0
and ∞. Hence the rank of H1(X0(11),Z) is 2. The right coset representative of Γ0(11) in SL2(Z)
is
(
1 0
0 1
)
,
(
1 0
1 1
)
,
(
1 0
2 1
)
, . . . ,
(
1 0
10 1
)
,
(
0 −1
1 0
)
and the corresponding modular symbols are
{0,∞}, {0,1} = 0,
{
0,
1
2
}
, . . . ,
{
0,
1
10
}
, {∞,0}.
Since every elements in H1(X0(11),Z) are linear combination of the above Manin symbols
which is in H1(X0(11),Q) except the first and last ones, one can conclude that H1(X0(11),Z)
is generated by them.
One can expand the rational number a
n
in continued fractions and hence represent each
modular symbol {0, a
n
} as the linear combination of Manin symbols. For example, we have
11/73 = [0;31,5,2] and their convergents are 1/31, 5/156, 11/73. From this, one have in
H1(X0(11),Z)
{
0,
11
73
}
=
{
0,
1
31
}
+
{
1
31
,
5
156
}
+
{
5
156
,
11
73
}
=
[(
1 0
9 1
)]
+ 0 + 0.
We can verify that the index [H1(X0(11),Z) : Mk(3)] is 1 or 5 for all sufficiently large k. The
module H1(X0(11),Z) is a free module with basis
[8] =
{
0,
1
}
, [9] =
{
0,
1
}
.8 9
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sidering the continued fraction expansion of 1+a3k−23k , we have the following calculations for
sufficiently large k:
{
0,
1 + 3k−2
3k
}
= [8] + [−8′9] + [9′(3k−2 − 1)]+ [−(3k−2 − 1)′3k],
{
0,
1 + 2 · 3k−2
3k
}
= [4] + [−4′9] + [9′(3k−2 − 5)]
+ [(−3k−2 + 5)′(−1 + 2 · 3k−2)]+ [(1 − 2 · 3k−2)3k],{
0,
1 + 4 · 3k−2
3k
}
= [2] + [−2′9] + [9′(3k−2 − 7)]
+ [(−3k−2 + 7)′(2 + 3k−2)]+ [(2 + 3k−2)(−1 + 4 · 3k−2)],{
0,
1 + 5 · 3k−2
3k
}
= [−2] + [2′7] + [−7′9] + [9′(3k−2 − 2)]
+ [(−3k−2 + 2)′(1 + 4 · 3k−2)]+ [(1 + 4 · 3k−2)′3k],{
0,
1 + 7 · 3k−2
3k
}
= [−4] + [4′5] + [−5′9] + [9′(3k−2 − 4)]
+ [(−3k−2 + 4)′(1 + 2 · 3k−2)]+ [(1 + 2 · 3k−2)′3k],{
0,
1 + 8 · 3k−2
3k
}
= [−9] + [9′(3k−2 − 8)]
+ [(−3k−2 + 8)′(1 + 3k−2)]+ [(1 + 3k−2)′3k].
Here by [m] we denote [( 1 0
m 1
)]
and m′ is the inverse of m modulo 11. Since [m] depends only
on m modulo 11, we conclude that the index is 1 or 5 as follows:
(1) When k ≡ 0 (mod 5), we have {0, 1+3k−23k } = [8] + 2 · [9], {0, 1+4·3
k−2
3k } = −[8] + 3 · [9]. The
index is a divisor of 5.
(2) When k ≡ 1 (mod 5), we have {0, 1+3k−23k } = −[8] + [9], {0, 1+5·3
k−2
3k } = −[8]. The index
is 1.
(3) When k ≡ 2 (mod 5), we have {0, 1+3k−23k } = [9], {0, 1+7·3
k−2
3k } = −[8] − [9]. The index is 1.
(4) When k ≡ 3 (mod 5), we have {0, 1+3k−23k } = −[8] + 2[9], {0, 1+2·3
k−2
3k } = −[9]. The index
is 1.
(5) When k ≡ 4 (mod 5), we have {0, 1+3k−23k } = [8]− [9], {0, 1+4·3
k−2
3k } = 2 · [9], {0, 1+7·3
k−2
3k } =−3 · [9]. The index is 1.
We have the boundary map
δ :H1
(
X0(N), {cusps},Z
)→D0, {α,β} → {α} − {β}
for the group D0 of divisors of X0(N) supported on P1(Q). One can show (see [8,16]) that
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(
X0(N),Z
)= ker(δ).
From the coset representatives of Γ0(N) in SL2(Z), the explicit generators of H1(X0(N),
{cusps},Z) ⊂ H1(X0(N),Q) and hence the explicit generators of ker(δ) can be obtained us-
ing Manin symbols method [1]. Using the basis of H1(X0(N),Z) consisting of Manin symbols
and the lattice reduction algorithm for Mn(), we checked the index [H1(X0(N),Z) −12 : Mn()].
In Appendix B, we have calculated a list of possible prime divisors of the index of the submodule
generated by
{
0,
1 + a · k−3
k
}
∈ H1
(
X0(N),Z
)
for 1 a  3 − 1 when   N . In the case  | N , we consider the module generated by
{
0,
1 + a · k−3
k
}
−
{
0,
1 + (a + 1) · k−3
k
}
∈ H1
(
X0(N),Z
)
for 1 a  3 − 1. Using the criterion for the equivalence among cusps of X0(N) in [1, Propo-
sition 2.2.3], it can be verified that they are in H1(X0(N),Z) for k > 3. Although the new index
defined above should be divided by the number [H1(X0(N),Z) −12 : Mk()], in many cases of
small prime number , it turned out that both indices are the same.
It seems to be worthwhile to remark that when the level N is a prime number, the prime
divisors of the index is Eisenstein in the sense of [10]; i.e., the prime divisors of the numerator
of N−112 .
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Appendix A. Modular version of Sinnott’s proof
In this appendix, we review the modification of Sinnott’s proof [11] of Theorem 1 due to
Hida [4].
For a commutative ring R, let λ : (Z/NZ)× → R× be an odd Dirichlet character, χ :Z× →
μ∞(R) and
Φλ(t) =
∞∑
n=1
λ(n)tn =
∑N
a=1 λ(a)ta
1 − tN .
Considering the group scheme Gm = Spec(Z[t, t−1]) and the stalk OGm,1 at 1 of sheaf OGm of
regular functions on Gm, we have Φλ(t) ∈ OGm,1/R . Note that from the well-known result of
Euler, we obtain
Φλ(1) = L(0, λ).
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Z
f dμλ =
(
λ()
)−n ∑
x∈Z/nZ
f (x)Φ
(
ζ xn
)
,
where f :Z/nZ → R; i.e., f is a locally constant function on Z which factors through Z/nZ
and ζn is a primitive nth root of unity. Note that this definition is independent of Z/nZ where
f is defined. For a primitive Dirichlet character χ : (Z/nZ)× → R×, we have
∫
χ dμλ(t) =
(
λ()
)−n∑
x
∑
m
χ(x)λ(m)
(
ζ xn t
)m
= (λ())−n∑
m
( ∑
x∈Z/nZ
χ(x)ζmxn
)
λ(m)tm
= G(χ)
(λ())n
∑
m
χ−1(m)λ(m)tm.
Evaluating this sum at t = 1, we have
∫
χ dμλ = G(χ)
(λ())n
L
(
0, χ−1λ
)
.
Since χ :Z → μ∞ is trivial on μ−1, we have∫
Z
χ dμλ =
∫
Z
×
χ dμλ =
∫
Γ
χ dμΨ ,
where Γ = Z× /μ−1, and dμΨ is a measure on Γ associated with the formal function Ψ on
μ∞ such that
Ψ (t) =
∑
	∈μ−1
Φ
(
t	
)= ∑
	∈μ−1/{±1}
(
Φ
(
t	
)+Φ(t−	)).
In other words,
∫
Γ
χ dμΨ =
∑
x∈(Z/nZ)×/μ−1
χ(x)Ψ
(
ζ xn
)
.
Now we consider the case that R is an algebraic closure Fp of the finite field of characteris-
tic p. Since Γ has a topological generator g, we have a 1–1 correspondence between the set of
Dirichlet characters {χ :Γ → μ∞} and μ∞ . More explicitly, the correspondence is χ → χ(g)
and if the conductor of χ is n; i.e., ker(χ) = 1+ nZ =: Γn in Γ , then after fixing the primitive
root of unity in μn for each n, the character χ corresponds to a unique ζχ , which is an nth root
of unity and χ(g) = ζ χ . We have isomorphisms
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and g = exp(). As before, let m be the integer such that k ∩ μ∞ = μm . If n  2m and x =
exp(n−mz) ∈ Γn−m, then setting v = n−m we have 2v  n and
χ(x) = χ(exp())v−1z = ζ vzχ = ζ log(x)χ = ζ x−1χ
since log(x) = (x − 1)+O((x − 1)2) and 2v | (x − 1)2. Here we define
Φa(t) =
∑
r≡a−1(m) λ(r)tr
1 − tNm , where 0 r < 
mN
for a ∈ Z× . Then we have the following proposition.
Proposition 10. Let n be the conductor of χ and n  2m. Then we have∫
Γ
χ dμΨ = 0 if and only if
∑
	∈μ−1
Φ	y
(
ζ 	yχ
)= 0 for all y ∈ Γ.
The proof is similar with the argument in Section 3 in which the use of trace Trkn/k results in
the introduction of fλ,b .
Let A be a free Z-module of finite rank and A∗ = Hom(A,Z). Then we have a multiplicative
group tA∗ and a group ring Z[tA∗ ]. There is a torus
Gm ⊗A = Spec
(
Z
[
tA
∗])
.
Given the pairing 〈·,·〉 :A×A∗ → Z defined by 〈a,f 〉 = f (a) and a basis {wi} ⊆ A, {w∗i } ⊆ A∗
the dual basis, we have the isomorphism Gm ⊗A ∼= GrankAm . More explicitly, the isomorphism is
induced from ring isomorphism given by
Z
[
tA
∗]→ Z[t1, . . . , tn], tw∗i → ti , n = rankA,
and for a commutative ring R, we have an isomorphism R× ⊗ A ∼= (R×)rankA defined by
x ⊗ α → (x〈α,w∗i 〉)ni=1, and x ⊗ wi ← (1, . . . , x, . . . ,1) with x in ith position. We have a com-
mutative diagrams in which all the maps are injective:
Gm
x →x⊗1
(Gm ⊗ Z[μ−1])μ−1
μ∞
j
Gμ−1m .
i : x →(x ⊗ 	)	A
This diagram is commutative since ζ 	 ⊗ 1 = ζ ⊗ 	 for ζ ∈ μ∞ and 	 ∈ μ−1. Let us make
a remark that j is not an algebraic map and there is no morphism from Gm to G
μ−1
m of which
restriction to μ∞ is j . But after introducing i and having in mind the commutativity of the above
diagram, we may regard j as a restriction of an algebraic map.
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{∏
	
tn	w	 − 1
∣∣∣∑n		 = 0, w ∈ Z[μ−1]∗
}
,
then each row is factorized through V and V ∩ Gμ−1m ; i.e., the image is contained in V and we
have the diagram
Gm V (Gm ⊗ Z[μ−1])μ−1
μ∞
j
V ∩ Gμ−1m Gμ−1m .
i
Here, V ∩ Gμ−1m is the subscheme of Gμ−1m defined by the equation
S =
{∏
	
tn		 − 1
∣∣∣∑n		 = 0
}
.
Let {α1 = 1, α2, . . . , αn} be a maximal subset of μ−1 which is linearly independent over Q.
Then V ∩ Gμ−1m is isomorphic to Gnm by the isomorphism
Z
[{
t	, t
−1
	
}]
/〈S〉 → Z[t1, t−11 , . . . , tn, t−1n ], t	 →∏
i
t
ci (	)
i ,
where 	 =∑i ci(	)αi , i.e. ci(	) = 〈	,α∗i 〉. Then we restate Proposition 2:
Theorem 11. The image of j :μ∞ → V ∩ Gμ−1m ∼= Gnm, ζ → (ζ αi )ni=1 is Zariski dense.
As mentioned in the introduction, the proof is an immediate consequence of Theorem 2.2
in [11]. The proof also can be established using the Dirichlet’s theorem on linear independence
of characters by considering each formal monomial tα , α ∈ Z, as a character on μ∞ .
Now we consider the regular function
F
({t	})=∑
	
Φλ,	
(
t
α∗1
	
)
on (Gm ⊗ Z[μ−1])μ−1 and
i∗F
({t	})=∑
	
Φλ,	(t	)
on Gμ−1m . Suppose that Gm ⊆ V (F); i.e., F is identically zero on Gm. Then i∗F is identically
zero on μ∞ . Since j (μ∞) is Zariski dense in V ∩ Gμ−1m , i∗F is identically zero on it. Since
i∗F is of the form in Gnm
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	∈μ−1/{±1}
Φλ,	
(∏
i
t
ci (	)
i
)
+Φλ,−	
(∏
i
t
−ci (	)
i
)
,
and
∏
i t
ci (	)
i are pairwise Z-multiplicatively independent, they cannot be identically zero
on Gnm. Hence, Gm  V (F). We know that the equality L(0, χλ) = 0 (mod B) implies that∑
	 Φλ,	(ζ
	
χ ) = 0. Since these ζχ ’s are in the Zariski closed set Gm ∩ V (F), we can conclude
that there are finite number of such ζχ ’s.
Appendix B. Numerical calculations
In Table 1, we list possible prime factors p of the index
[
H1
(
X0(N),Z
) −1
2 : Mk()
]
in the last column according to N and  for all k  k0. The blanks in Table 1 represent for
repetition of previous numbers.
Table 1
Prime divisors of the index
N Genus  k0 p
11 1 5 100 5
7 100
11 100
13 100
17 70
2 · 7 1 5 100 3
7 100
11 100
13 70
3 · 5 1 5 100 2
7 100
11 70
17 1 5 100 2
7 100
11 100
2 · 11 2 5 100 5
7 100
11 100
23 2 5 100 11
7 100
3 · 11 3 5 100 2,5
7 100
11 70
N Genus  k0 p
5 · 7 3 5 100 2, 3
7 70
11 50
3 · 13 3 5 100 2
7 100
41 3 5 100 2, 5
7 100
2 · 5 · 7 9 5 100 2,3
7 70
11 70
71 6 5 100 5,7
7 75
7 · 11 7 5 70 2, 3, 5
7 60
103 8 5 100 17
7 100
3 · 5 · 7 13 5 80 2, 3
7 80
11 50
13 75
52 · 7 15 5 100 2, 3
7 100
11 75
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