Context. The Helioseismic and Magnetic Imager (HMI) onboard the Solar Dynamics Observatory (SDO) satellite has been observing the Sun since 2010. The uninterrupted series of Dopplergrams are ideal for studying the dynamics of the upper solar convection zone. Within the Joint Science Operations Center (JSOC) the time-distance inversions for flows and sound-speed perturbations were introduced. The automatic pipeline has produced flow and sound-speed maps every 8 hours. We verify the results of JSOC inversions by comparing the data products to equivalent results from inverse modelling obtained by an independent inversion pipeline. Aims. We compared the results from the JSOC pipeline for horizontal flow components and the perturbations of the speed of sound at set of depths with equivalent results from an independently implemented pipeline using a different time-distance inversion scheme. Our inversion pipeline allows inversion for all quantities at once while allowing minimisation of the crosstalk between them. This gives us an opportunity to discuss the possible biases present in the JSOC data products. Methods. For the tests we used the subtractive optimally localised averaging (SOLA) method with a minimisation of the cross-talk. We compared three test inversions for each quantity at each target depth. At first, we used the JSOC setup to reproduce the JSOC results. Subsequently, we used the extended pipeline to improve these results by incorporating more independent travel-time measurements but keeping the JSOC-indicated localisation in the Sun. Finally, we inverted for flow components and sound-speed perturbations using a localisation kernel with properties advertised in the JSOC metadata. Results. We successfully reproduced the horizontal flow components. The sound-speed perturbations are strongly affected by the high level of the cross-talk in JSOC products. This leads to larger amplitudes in the inversions for the sound-speed perturbations. Different results were obtained when a target function localised around the target depth was used. This is a consequence of non-localised JSOC averaging kernels. We add that our methodology also allows inversion for the vertical flow.
Introduction
There are two basic methods available to study the solar interior. The first one is numerical modelling, which has been used for the description of the convection zone (e.g. Rempel 2014; Passos et al. 2017; Nelson et al. 2018 ) but these models must be confronted with observations (see e.g. a review by Hanasoge et al. 2015) or use observations as constraints (e.g. Hazra & Miesch 2018) . The other method is helioseismology, which is the only method that connects direct observations of the Sun and the conditions in its interior. Therefore, helioseismology is an important tool in studies of the solar interior and its results may serve as constraints for numerical models.
Helioseismology has become a standard method of solar research. It is being used to study the internal structure of the Sun in a global helioseismology approach (see a review by Basu 2016) . Thanks to global inversions, the profiles of speed-of-sound, density, and the adiabatic exponent were determined (e.g. Christensen-Dalsgaard et al. 1989; Däppen et al. 1991; Gough et al. 1996; Basu et al. 2009 , and many more). In contrast to global helioseismology, local helioseismology foSend offprint requests to: David Korda, e-mail: korda@sirrah.troja.mff.cuni.cz cuses on local perturbations of the Sun with respect to the reference model (Lindsey et al. 1993) . Furthermore, local helioseismology has been successfully used in many research studies (see a review by Gizon et al. 2010 ).
Time-distance helioseismology
One of the local-helioseismic approaches is the time-distance method (Duvall et al. 1993) which is a set of tools devoted to measuring, studying, and interpreting travel times of the waves travelling through the sub-surface layers of the solar convection zone. These waves are randomly excited via vigorous convection near the surface and as they propagate throughout the solar interior, their propagation speeds and paths are affected by deeper anomalies, for example anomalies in density, sound speed, temperature, and plasma flows.
The signatures of travelling waves are observed as timedomain oscillations of solar observables. These ocillations are best observed in Doppler shifts of photospheric lines. The travel times of the waves are measured from the cross-covariance of the signals (e.g. the aforementioned Doppler velocity) at two different points on the solar surface. The travel time maximises the cross-covariance. From the difference between the measured A&A proofs: manuscript no. 36268 travel time and the modelled one obtained from the background model, we may retrieve some information about the nature of the anomalies affecting the travel time.
Time-distance heliosesmology has been used for inversions of many quantities, for example meridional circulation (Giles et al. 1997) , rotation (Giles et al. 1998) , sound-speed perturbation (Couvidat et al. 2006) , and plasma flows (Švanda 2013 ).
Motivation of the comparative study
Long-term studies require the routine availability of high-dutycycle, homogeneous data products, which is also the case for time-distance helioseismology studies. Long-term observing campaigns producing the homogeneous, relatively high-cadence series capturing the solar oscillations are necessary. This approach was successfully tested with a Dynamics-Campaign series of Dopplergrams and intensitygrams computed from the NiI 676.8 nm photospheric line from the observations by Michelson Doppler Imager (MDI; Scherrer et al. 1995) aboard the Solar and Heliospheric Observatory (SOHO) satellite. Also, longterm ground series by the Global Oscillations Network Group (GONG; Harvey et al. 1996) have produced suitable datasets. In 2010 a technological improvement to MDI was launched aboard the Solar Dynamics Observatory (SDO) satellite. The Helioseismic and Magnetic Imager (HMI; Scherrer et al. 2012; Schou et al. 2012) provides an almost uninterrupted series of Dopplergrams computed from the photospheric FeI 617.3 nm line with a cadence of 45 s.
The measurements are stored within the Joint Science Operations Center (JSOC 1 ) operated by Stanford University. Among products available within JSOC, processed products are available, including the helioseismic travel-time measurements ) and automatically processed timedistance inversion maps . A series of maps of the horizontal plasma flow and perturbations of sound speed at a set of depths are available.
These results are often used in ongoing studies to represent the plasma properties in the shallow near-surface layers of the convection zone of the Sun. The products were carefully tested, but some studies (such as DeGrave & Jackiewicz 2015) suggested that there might be biases present. Recently, we developed and validated an independent implementation of the time-distance inversion pipeline based on a multichannel subtractive optimally localised averaging approach (MC-SOLA; Jackiewicz et al. 2012; Švanda et al. 2011) . The pipeline was recently improved (Korda & Švanda 2019) . It allows us to combine inversions of plasma flows and sound-speed perturbations in one inversion. Additionally, it combines difference and mean geometries and ridge and phase-speed filters. Our pipeline provides much more information about the inversion necessary for a proper interpretation of the results.
In this study, we compare the results of our pipeline (referred to as 'our inversion' in the following) with the standard inversemodelling data products from JSOC (referred to as JSOC from now on).
Time-distance helioseismology in a nutshell

Forward problem
Time-distance helioseismology relies on measurements and interpretation of the travel times τ of solar waves. The inhomogeneities or other anomalies in the solar structure introduce the perturbations δτ to the travel times, which may be directly related to the perturbed quantities δq β , where q β indicates for example components of the plasma flow vector, speed of sound, density, and others. Index β enumerates these quantities.
The travel times and their perturbations are measured by cross-correlating the signals (in our case the Doppler shifts of the FeI 617.3 nm line) at two different spatial points on the surface of the Sun. The waves are excited by vigorous convection, therefore the travel times have a large random component -realisation noise. The level of the realisation noise is usually so large that it is not possible to properly interpret the travel time computed between two points. In order to reduce the level of random noise, four averaging geometries are used. These are based on averaging of travel times between a point r and an annulus with the centre in r and radius ∆.
The first geometry, outflow-inflow, denoted by (o-i), computes the difference between a travel time of the wave packets travelling from the point r to the rim of the annulus and a travel time of the wave packets travelling from the rim of the annulus to r.
The east-west and the north-south geometries denoted by (ew) and (n-s) are similar to (o-i) geometry but travel times on the annulus are weighted with a cosine (e-w) or a sine (n-s) of polar angle about r. Because of the annulus weights, the travel times are sensitive to waves travelling in prominent directions. Geometries (o-i), (e-w), and (n-s) are referred to as the difference geometries because they are based on the difference of the travel times of the waves travelling in the opposite directions.
The mean geometry is computed as an average of travel times in the direction from r to the rim of the annulus and travel times in the opposite direction.
The perturbed travel time δτ a can be computed from the model
where r and r ′ are the horizontal positions and z is the vertical position. P is the number of quantities considered in the model and the term n a represents a realisation of the random noise. The functions K a β are called sensitivity kernels. These are results of the forward modelling and depend on the reference background model. The upper index a contains individual travel-time measurements (e.g. different averaging geometries, different values of ∆, and different spatio-temporal filters).
Inverse problem
In the inverse modelling, we attempt to invert for δq α from Eq.
(1) when knowing the travel-time perturbations δτ a . Because of the noise term, we cannot invert this equation easily. We can compute an estimate of δq α denoted by δq inv α (α is an index of the quantity in the direction of the inversion) by invoking mathematical methods of inversions.
There are two basic methods commonly used on how to construct this estimate: the regularised least squares (RLS) method and the subtractive optimally localised averaging (SOLA) method.
The RLS method
The RLS method minimises the difference between measured travel times and theoretical travel times given by Eq. (1). The cost function is in the form
where L is regularisation operator (see Christensen-Dalsgaard et al. 1990 , for details), µ is a tradeoff parameter, M is the number of independent travel-time geometries, and σ 2 is the variance of the observed travel times. In Eq. (2) the first term is a misfit term between the measured and theoretical travel times. The second term is regularisation that is meant to ensure a smooth solution. Very often smooth second derivatives of the solution are required. The cost function is minimised according to δq β . For more details about the implementation of this method in the JSOC pipeline, please see Zhao et al. (2012) .
The SOLA method
The SOLA method is principally different from RLS. It assumes that the inverted estimate of a specific quantity δq inv α can be expressed in the form
where N is the number of horizontal positions, z 0 is the target depth, r i and r 0 are horizontal positions, and w α a are unknown weight functions. SOLA attempts to construct the localisation kernels peaking at the target depth by linearly combining the sensitivity kernels. In the end, the cost function, which is minimised, is in the form
where T α β is a user-selected target function localised around the area of interest. The inversion attempts to find a solution, which is sensitive in the considered region. The µ, ν, and ǫ are tradeoff parameters. The contribution of the random noise is assessed by the use of noise covariance matrix Λ ab , which may be either modelled or measured from a large set of travel-time measurements. The λ β are Lagrange multipliers and δ α β are the Kronecker delta functions.
The cost function is minimised with respect to w α a and λ β . The functions K α β are averaging kernels and quantify the level of smearing of the inverted quantities. The connection between δq β and δq inv α can be written using the averaging kernels as
In other words, the averaging kernels describe an area where the inversion is sensitive to the considered quantities. The implementation of this method is described in detail by Korda & Švanda (2019) . It can be seen from Eq. (5) that all the considered quantities (different βs) in principle contribute to the inverted estimate for the α-perturbation. It is only the shape of the vector averaging kernel K α β for α β that describes the contamination of the inversion by other-than-wanted quantities. Such a leakage of the components not in the direction of the inversion is called cross-talk.
The last important output from the inversion is an estimate for the variance σ 2 α of the inverted quantity δq
This value is an estimate of the level of random noise present in the inverted maps. A complete description of the MC-SOLA method can be found in Jackiewicz et al. (2012) or Švanda et al. (2011) .
The principal difference between the RLS and SOLA methods is the misfit term. In RLS, the solution minimises differences between the theoretical (forward-modelled) and observed travel times. The SOLA method minimises the difference between the targeted localisation and the localisation returned from the inversion. Compared with RLS, SOLA allows for the cross-talk minimisation, because the averaging kernel is part of the cost function. In the RLS approach, the averaging kernel may be computed, but its shape does not enter the solution of the inverse problem.
Comparison of the results of inverse modelling
The JSOC inversions
The inverted maps from JSOC were downloaded using the webbased interface from the series hmi.tdVinvrt_synopHC. In the following, we demonstrate the comparisons by using the maps near the centre of the solar disc on 16 Aug 2010. We focus on the inversions performed by using the Born-approximation sensitivity kernels (Birch & Gizon 2007; Gizon & Birch 2004) and the linearised travel times measured by the Gizon-Birch method (Gizon & Birch 2002) . The other methods available were found to produce similar results Zhao et al. 2012 ). For comparison, we downloaded two horizontal components of the vector flows and also inversions for the perturbations of sound speed. The maps from JSOC have a sample size of 0.12 heliographic degrees per pixel. The sampling in A&A proofs: manuscript no. 36268 the vertical direction is irregular with indicated depths of sensitivity. In the data products, there are maps for the depths of 0-1, 1-3, 3-5, 5-7, 7-10, 10-13, 13-17, 17-21, 21-26, 26-30, and 30-35 Mm (Zhao et al. 2012) . The standard JSOC inversion products have an averaging over 8 hours, and consecutive maps follow the same sampling. Our standard inversions, on the other hand, are averaged over 24 hours. Therefore, we averaged three consecutive JSOC maps to mimic our time resolution and averaging. Our inversions consist of Postel-projected maps near the centre of the solar disc with a pixel size of 1.4 Mm, which is roughly comparable to the resolution of JSOC data products. In the spatial domain, we carefully remap JSOC inversions to our respective coordinate system, using a cubic interpolation so that a pixel-to-pixel comparison is possible. We also do not consider about 50 Mm from the edge of each frame, where an edge effect is very strong, especially in the case of inversions for the sound speed.
The JSOC inversions of the sound speed are computed as a fractional perturbation δc s /c s , whereas our inversion returns directly δc s in velocity units. We therefore multiplied the JSOC inverted maps for the sound speed by a model sound-speed profile from model S (Christensen-Dalsgaard et al. 1996) , which was weighted by the inversion averaging kernel to account for depth sensitivity of the results. The depth weighting is explained below in a mathematical context.
Except for the inverted maps of the physical quantities, we also considered the noise levels (given by Zhao et al. 2012, in Table 3 ) and we also managed to obtain the averaging kernels for the horizontal flows for the first four depths. Therefore, in our comparison we focus on depths no larger than only a few Mm below the photosphere. Such a selection is also motivated by the findings of Švanda et al. (2011) and Jackiewicz et al. (2008) , who concluded that inversions principally similar to ours are dominated by random noise already at depths of about 5 Mm for 24h averaging for the horizontal components of the flow and even at shallower depths for the vertical component. Figures 1 and 2 show the averaging kernels for the v x inversion at 0-1 and 1-3 Mm depths. One can see that the depth sensitivity of both inversions is nearly the same. Another problem is the level of cross-talk. It is not clear how to interpret data in terms of individual quantities without cross-talk minimisation. Other JSOC averaging kernels can be found in Appendix A.
It is very difficult to objectively assess the depth sensitivity of the inversion from figures like Fig. 1 . Therefore, we defined two numerical indicators to describe the characteristic depth z and a vertical width z of the averaging kernel:
The angle brackets signify the vertical average with the weighting by the averaging kernel.
In Table 1 we give z and z for the first four considered depths of the JSOC inversions. For completeness, we also give the root-mean-square (RMS) values of the inverted maps. It can be seen that the depth sensitivity for the first three depths is nearly the same, as demonstrated also by DeGrave & Jackiewicz (2015) in their Fig. 10 . The averaging kernels for all these inversions have a similar extension between the surface to around 4 Mm of depth with a peak at 2 Mm. The inversion for the last depth 5-7 Mm has a larger sensitivity to depth of about 5.5 Mm depth. In all cases, the averaging kernel is not localised around the indicated target depth. A similar sensitivity for inversions at different indicated depths should in principle lead to a larger correlation between inversions at different depths. The matrix of the correlation coefficients can be found in Table 2 . The correlation coefficients of inverted flows at different depths are large, as expected from the shape of the averaging kernels. On the other hand, something unexpected happens between the depths of 1-3 and 3-5 in the case of inversion for the speed of sound, where the correlation coefficient with shallower depths tends to zero or even becomes negative. We do not have an explanation for such behaviour. Inversions dominated by noise or a strong but varying contribution of the cross-talk might explain such an issue.
Our inversions
Our time-distance inversion method is principally different from the JSOC inversion and is also very variable. Therefore, we have many options to obtain inverted estimates that we could use for comparisons. To demonstrate the variability, we select three approaches:
JSOC-like inversion First, we use the JSOC averaging kernels as target functions for our inversions. JSOC results were obtained by separate inversions, when flows were inverted using the difference travel-time geometries and the perturbations of the sound speed were inverted using the mean traveltime geometry only. Additionally, in agreement with JSOC inversions, we focused on phase-speed filtered travel times , that is, we use TD1 to TD11 filters with five annulus radii for each filter. In the figures, this case is labelled OUR1. JSOC-like target Second, we use the JSOC averaging kernels as the target for our inversion as in the previous case. However, the considered travel-time measurements fit our usual The columns indicate the contributions from the individual quantities considered in the inversion, the terms not in the direction of the inversion indicate the leakage of the other quantities -the cross-talk. The solid green curve corresponds to the half-maximum of the averaging kernel at the target depth, the blue solid and blue dotted lines correspond to +5% and −5% of the maximum of the averaging kernel at the target depth, respectively. In some plots of this kind the green dotted and the red solid lines are also present, which correspond to minus half-maximum of the averaging kernel at the target depth and to the half-maximum of the target function at the target depth, respectively. In the top row, there are horizontal slices of the averaging kernel at the target depth and in the bottom row, there are vertical slices perpendicular to the symmetries. approach. That is, we use not only the phase-speed filtered travel times as in the previous step but also the ridge-filtered travel times for the f -mode ridge and the first four acoustic ridges. For each ridge, we consider 16 annulus radii. We combine both the difference and the mean travel-time geometries in one inversion. In the captions of the figures, this case is labelled OUR2. Except for the selection of the target, the inversion is principally the same as described by Korda & Švanda (2019) .
JSOC-indicated target
Finally, we combine all the travel-time geometries given in the previous paragraph but use a different target function. We set the target to have a Gaussian shape in both the horizontal and the vertical directions with their respective full widths at half maximum (FWHM) to represent the depth-sensitivity indicated by the JSOC data description. In the vertical direction, the Gaussian is further multiplied by a smooth function so that it reaches zero before the surface at z = 0. The target function is localised around the selected target depth. The details of the selected target functions are For each approach, we compare the shapes of the averaging kernels and give examples for the depth of 2 Mm. For the same depth, we also give maps of inverted quantities, we select v x to represent the horizontal flow and δc s for the speed of sound. The figures for the remaining depths can be found in Appendices. We A&A proofs: manuscript no. 36268 note that the colour scales are intentionally not the same for all plots to allow for better visibility of the structure of the inverted maps.
For all four considered depths, we provide statistical properties of the inversions at each target depth, and also correlation coefficients with the JSOC inversions for each quantity.
Results
For a detailed description of the similarities and differences in the two inversion pipelines we picked up a depth of 2.0 Mm, which corresponds to the indicated depth sensitivity of 1-3 Mm in JSOC products. This depth is not so large as to be strongly influenced by random noise, but it also is not so shallow as to be strictly limited to the surface only. The results are generalised for the remaining three depths further on in the paper.
Horizontal flows
The horizontal components of the flow vector are considered to be standard products of almost any time-distance inversion pipelines. The near-surface maps are usually dominated by flows within supergranular cells (e.g. Duvall & Gizon 2000) . These supergranular flows are nearly horizontal, almost radial within a cell and have an amplitude of a few hundred meters per second. Clear signatures of the supergranules make the comparison between various time-distance results easier.
JSOC-like inversion
Figure 3 shows our averaging kernel for v x inversion at 2.0 Mm depth, to be compared with Fig. 2 from JSOC, which served as the target for our inversion. The green solid curve corresponds to the half-maximum of the averaging kernel at the target depth and the red solid curve corresponds to the half-maximum of the target function at the target depth (which again is the JSOC averaging kernel). One can see that the inversion fits the target function well but that there is an additional sensitivity at the surface in our averaging kernel. This leads to a lower z = 2.3 Mm, when compared with the corresponding JSOC inversion. The vertical width z = 2.4 Mm is slightly larger than the case of the target function. The panels in the middle and right columns indicate the leakage of the other-than-wanted flow components, which translates to the cross-talk. The level of cross-talk is much lower than that of the corresponding JSOC inversion. Because we do not know the real quantity, we cannot compute the level of the cross-talk. We can estimate magnitudes of the cross-talk components of the averaging kernel as an integral of absolute value of K x y and K x z . In the case of K x y , the ratio of JSOC to JSOC-like inversion is 4.95. In the case of K x z , the ratio of JSOC to JSOC-like inversion is 6.21. That is because our SOLA-based approach allows for cross-talk minimisation, whereas JSOC RLS-based inversion does not. The level of random noise for our inversion is about 4 m s , which is about half of the JSOC-indicated noise level.
Here we have to note that our random-noise level estimates are based on a proper estimate from the travel-time noise covariance matrix (see Eq. 6), while the noise-level estimate for JSOC is based on empirical reproducibility of the inverted flow patterns . . The correlation coefficient of these two maps is equal to 0.89. The flow structure is comparable; the lower magnitude in the case of our inversion is caused by a larger-than-expected smoothing in the horizontal direction, where our averaging kernel is more extended than that of JSOC.
JSOC-like target
In the case of our second approach, the inversion has more degrees of freedom to fit the target in a form of the JSOC averaging kernel. A new averaging kernel is shown in Fig. 4 . Despite the fact that the misfit between the averaging kernel and the target function is much smaller than was the case in Section 4.1.1, the inversion is still partially sensitive at shallower depths. Together with a low sensitivity at greater depths, the mean value of inverted depth z = 2.6 Mm is about 8% lower than expected. The vertical extend z = 2.4 Mm is equal to z of the target function. The fit of the target function by the averaging kernel is very reasonable and also the level of the cross-talk is sufficiently small. The estimated random-noise level for this inversion is 7 m s −1 , and again the JSOC random-noise estimate is about the same value. In Fig. 6 (bottom left) one can see a map of the inverted v inv x using our pipeline. The result is nearly the same as the JSOC result in both amplitude and structure. The RMS of our inversion is 48 m s . The correlation coefficient between these inversions is 0.93.
JSOC-indicated target
Lastly, for the horizontal flow we used JSOC-indicated target depth and ran a full inversion. The averaging kernel is displayed in Fig. 5 . Because of the noise minimisation, there is a higherthan-expected sensitivity at surface regions. Otherwise, the fit of the target function (a Gaussian placed at the depth of 2.0 Mm) is very good. At the same time, the level of the cross-talk is sufficiently low. The mean inverted depth, z = 1.6 Mm is in good agreement with the mean target depth. On the other hand, the vertical extent, z = 1.2 Mm, is larger than expected. The averaging kernel must be more extended than the well-localised target function because of averaging of the random noise in a larger volume. The estimate of the random noise is 6 m s The correlation coefficient is much the same also at 0.5 Mm because of similar sensitivity of the JSOC inversion at these depths. At greater depths, the correlation decreases because of different localizations of ours and the JSOC averaging kernels. At 6.0 Mm the correlation coefficient is only 0.25. At other depths, the RMS of our results is higher because of the better localised averaging kernel which is connected with lower smearing of the real quantity.
The observed similarity of the maps of the horizontal flow is a consequence of three facts. First, the sensitivity of the JSOC inversion expressed by the averaging kernels is not particularly localised in depth. The JSOC inversion takes an average of real quantity δq α in a large range of depths, from the surface up to around 4 Mm. Second, there is a small vertical gradient of the inverted quantities in the Sun. Lastly, the large amplitude of the inverted quantity plays an important role, which is reflected by the large signal-to-noise ratio. Furthermore, a leakage from the other components is negligible. These features collectively lead to very similar results of the JSOC pipeline and our pipeline in the case of inversions for the horizontal flow components.
The statistical results for all target depths can be found in Table 4 . Figures similar to Figs. 3 and 6 for other target depths can be found in Appendix B.
Sound-speed perturbations
The inversions for the sound-speed perturbations (wave-speed perturbations in the JSOC terminology) are other typical data products of time-distance helioseismology; they are often connected with temperature variations (according to the ideal gas equation of state, the sound speed is proportional to the square root of the gas temperature). From the models (e.g. Rempel 2014; DeGrave et al. 2014) it follows that the sound-speed perturbation amplitudes are about an order of magnitude smaller than the horizontal flow velocities in the quiet-Sun regions.
JSOC inversions also use principally different travel-time measurements. Whereas for the horizontal flow the difference travel-time geometries are used, for the wave-speed the mean travel-time geometry is employed. This needs to be taken into account.
JSOC-like inversion
For the JSOC-like inversions we also combined only mean travel-time sensitivity kernels in our inversion. The corresponding averaging kernel is shown in Fig. 7 . The inversion is more sensitive around a depth of 1 Mm (see red line in Fig. C.10) . The mean depth, z = 3.1 Mm is more than targeted which is also a consequence of sensitivity of the inversion at greater depths. The sensitivity at first 3 Mm is only 1.44 times larger than sensitiv-A&A proofs: manuscript no. 36268 . The cross-talk cannot be evaluated because the inversion setup does not consider contributions from other quantities.
In Fig. 10 one can see the maps of the sound-speed perturbations. The RMSs of ours and the JSOC inversion are 10 m s , respectively. The correlation between these two inversions is 0.35. The difference may be caused by different crosstalk contributions. It is not possible to minimise the cross-talk in this inversion setup, but its contribution might be important. The signal-to-noise ratios for the two inversions are also smaller than the case of the inversion for horizontal flows, which also decrease the correlation naturally.
JSOC-like target
Combined inversion of flows and sound-speed perturbations provides more information about the inversion. In the case of the sound-speed perturbations, especially information about the cross-talk between the flows and the sound-speed perturbations is given. Figure 8 shows the averaging kernels for our δc s inversion. The fit of the target function by the averaging kernels is quite convincing and the level of the cross-talk is negligible. The mean inverted depth z = 2.7 Mm is nearly the same as the mean target depth. The variation of the averaging kernel in depth, z = 2.7 Mm, is about 13% larger than the variation of the target function. The RMS of the random noise is 3 m s −1 for this inversion.
As in previous sections, the JSOC result at 1-3 Mm depth can be found in the top left corner and JSOC-like target inversion at 2.0 Mm depth in the bottom left corner of Fig. 10 , respectively. The correlation between the two maps is large with a correlation coefficient of 0.64. The significant correlation and larger RMS of the JSOC inversion than of our inversion together with a very similar localisation in the Sun is consistent with the JSOC inversions being contaminated by the positively correlated cross-talk from the other quantities. Korda & Švanda (2019) found that the cross-talk may consist of about one half of the inverted estimate in the case of the inversions for the sound speed. The differences in RMS might be explained by such cross-talk contamination.
At a shallower depth where random noise is not so important, the correlation is high. At greater depths, the correlation decreases mostly because of random noise.
JSOC-indicated target
The inversion for the sound-speed perturbations using a Gaussian target function peaking at the depth of 2.0 Mm is the last comparison we performed. Figure 9 shows the plots of the corresponding averaging kernel. The fit of the target function is poor, and the resulting averaging kernel is significantly more sensitive to the surface layers. The cross-talk is negligible. The mean inverted depth, z = 2.4 Mm, is about 14 % larger than the targeted. This is caused by the fact that the averaging kernel does not decrease quickly enough with depth, which is also expressed by the large variation of the kernel at depth, z = 2.3 Mm. The noise contribution to this inversion is estimated to be 5 m s −1 . This is a very strong constraint, which is largely responsible for the poorer-than-expected fit of the target function and the averaging kernel.
The map of the sound-speed perturbations for the JSOCindicated target inversion at 2.0 Mm depth is shown in Fig. 10 (bottom right). The JSOC result at 1-3 Mm depth is shown in the top left panel. The RMS of our result is 10 m s . This is in agreement with the positively correlated contribution of the cross-talk. The JSOC RMS is higher at all depths. The correlation coefficient of inversion at 2.0 Mm is 0.64. At other depths, the correlation coefficients are lower but still high and positive.
The statistical properties for other depths are listed in Table 5. Figures similar to Figs. 7 and 10 for other target depths can be found in Appendix C. One should note that the soundspeed perturbations in the quiet-Sun regions have small amplitudes, much smaller than the horizontal flow. As a consequence one needs to target a very low level of random noise. The inversion then leads to a very large misfit between the target function and the averaging kernels, especially for the larger depths. Virtually all the sound-speed inversions for all four investigated depths are sensitive towards the surface. Deep snapshot inversions for the sound-speed perturbations with averaging times of a few hours and signal-to-noise ratios larger than unity are not possible.
Vertical flows
To complete the story, one piece of puzzle is missing. Our inversion scheme not only provides horizontal flow components and the wave speeds, as JSOC does, but it also allows us to reliably invert for the vertical flow v z .
We can follow the same approach as for the other physical quantities described above, but we cannot compare our results with JSOC data products. The methodology in principle also allows inversion for the v z , however in the past this turned out to be unreliable (Zhao et al. 2007 ).
The vertical flow has a similar issue as the sound-speed perturbations, which is a smaller magnitude in the near-surface layers. Since again the vertical flow is mostly composed of the vertical upflows in the centres of the supergranules and downflows at their edges, its amplitude is at least an order of magnitude smaller than the magnitude of the horizontal components (e.g. A&A proofs: manuscript no. 36268 Duvall . Consequently, there is significant danger of contamination by the cross-talk from the horizontal flow components with a much larger amplitude. The cross-talk is very likely the cause of the failed validation of the RLS inversion for the vertical flow by Zhao et al. (2007) . This issue was studied by Švanda et al. (2011) in detail.
Therefore, the importance of the noise and cross-talk terms in the inversion cost function is much greater, leading naturally to a larger misfit between the target function and the averaging kernels.
That is already visible to the naked eye in Figs. 11, 12 , and 13, where the averaging kernels for the v z inversion are plotted for the three approaches we use throughout this study. Obviously, the averaging kernels are strongly peaked in the nearsurface layers and they slowly decrease toward greater depths. The mean calculated depths are z = 3.1 Mm, z = 1.5 Mm, and z = 1.4 Mm respectively, with vertical extents of z = 2.7 Mm, z = 1.6 Mm, and z = 1.3 Mm, respectively. For all these inversions the cross-talk contribution is minimised.
The above given numbers obtained for the target depth of 2.0 Mm may seem satisfactory. Unfortunately, as is evident from the summary Table 6 for all the depths, the mean depths and the estimated vertical extents are similar for all the studied target depths; that is, the noise and cross-talk terms are so strongly regularised that the averaging kernels do not accurately represent the target function. The inversion is therefore naturally sensitive to the near-surface layers only, as evident from figures available in Appendix D. This is in agreement with the validation study by Švanda et al. (2011) , where it was found that for travel times averaged over 24 hours, only flow inversions for up to 1 Mm depth yield inversion maps with the signal-to-noise ratio larger than unity. The inversions at larger depths are hopelessly buried in random noise. 
Conclusions
We compared inversion results from two independent travel-time time-distance inversion pipelines: RLS inversions implemented at the JSOC data centre and MC-SOLA inversions we developed recently. For mutual comparisons, we used three different setups for our inversion. First, we used the JSOC target function as an input and used the set of travel-time measurements comparable to those used in JSOC inversions, that is phase-speed filtered sensitivity kernels and separate inversions for flows and for the sound speed. Subsequently, we used the JSOC target function but implemented a much broader set of travel-time measurements in the inversion. Third, a full inversion was applied to the task when the target was constructed to agree to the parameters indicated by the JSOC metadata. Overall the JSOC measurements are accurately reproduced using our inversion pipeline. From the different comparisons we make the following conclusions.
-The agreement on the inverted estimates for the horizontal components of the flow is good in all cases. The correlation decreases with depth due to the increasing influence of random noise. Surprisingly, it appears that the correlation also decreases with an increasing number of degrees of freedom (the number of independent travel-time measurements combined in the inversion) and with a selection of the tar-A&A proofs: manuscript no. 36268 Fig. 1 for details. We note that compared to Fig. 11 there is an additional column because the soundspeed perturbations are also considered in this inversion. get function that does not resemble that of JSOC inversion. Both these effects are related to the increasing vertical extent of the averaging kernels. For instance, for the greatest considered depth 5-7 Mm the vertical extent of the averaging kernel is about 3.4 Mm for the JSOC inversion and about 2.3 Mm for our inversion. -As for the sound-speed perturbations, the agreement is satisfactory. The RMS of the maps inverted by our method is smaller than that from JSOC. This discrepancy may be explained as an action of the cross-talk with flows, as demonstrated recently using synthetic data (Korda & Švanda 2019) . Random-noise levels are also very important in the inversions for the sound-speed perturbations. The expected magnitudes are comparable to the magnitudes of the vertical component of the flow. Therefore, it is very difficult to target a localised inversion at a depth larger than some 1 Mm, again using the 24h averaged travel times.
The different setups of our inversions lead to quite different localisations in the Sun, expressed by the averaging kernels. To indicate such an issue we plot examples of the horizontally averaged averaging kernels for individual inversion components in Fig. 15 . It is obvious from these figures that the different localisations must lead to a difference in the inverted quantities. In general, the JSOC averaging kernels are broader, whereas kernels from our inversions do not have such a large extent. On the other hand, our inversion averaging kernels often have sidelobes outside of the expected depths. This is usually the case for the parasitic peak near the surface, which is a consequence of the noise minimisation, which affects essentially all the sensitivity kernels that have a strong sensitivity here (see e.g. Fig. 2 Švanda 2013).
It is also clearly visible that for the vertical flow v z and the sound-speed perturbations δc s it is impossible to have a meaningful (that is with the signal-to-noise ratio larger than unity) inversion at larger depths using travel times averaged over 24 hours. When the stress on the noise term in the cost function is too large, the misfit term automatically increases and the resulting averaging kernel peaks near the surface in much shallower 1.6 1.3 1.9 1.9 layers than expected. The indicated target depth is therefore misleading, giving an impression of the in-depth inversion, whereas the true localisation is near the surface. It is therefore virtually impossible to discuss the depth-dependence of the inverted quantities from such a set of inversions. We can safely conclude that the JSOC inversion maps are representative of the flows and wave speeds in the near-surface layers of the solar convection zone. One needs to bear in mind, however, that there still might be issues inherently present in the data that could possibly lead to an overinterpretation. The main weakness of the JSOC inversions is their poor localisation in depth of the solar convection zone, where the indicated depths are not well represented by the averaging kernels. As a consequence, a large positive correlation appears when comparing the inversions of the flows at various depths. Such a false correlation may for instance easily be misinterpreted as a depth coherence of flows on supergranular scales.
The strengths of JSOC inversions are their general availability within the publicly accessible data centre, where everyone can access them and use them for research. Our inversions are not available to the public as we do not have resources to make them routinely available. Furthermore, JSOC inversions have a large spatial coverage by tiling up most of the solar disc. It is possible that our inversions are only reliable near the disc centre, where the assumption of the horizontally homogeneous background holds. Foreshortening effects farther from the disc centre cause our inversions to be less reliable. Right-most column: kernel for vertical v z . We note that the averaging kernels for the v z inversion using a JSOC-like inversion (denoted as OUR1) have vanishing horizontal intergals because only the difference travel-time geometries were employed (Burston et al. 2015) . 
