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ABSTRACT 
 
In this dissertation, six artificial intelligence (AI) based methods for forecasting solar irradiance 
are presented. Solar energy is a clean renewable energy source (RES) which is free and 
abundant in nature. But despite the environmental impacts of fossil energy, global dependence 
on it is yet to drop appreciably in favor of solar energy for power generation purposes. Although 
the latest improvements on the technologies of photovoltaic (PV) cells have led to a significant 
drop in the cost of solar panels, solar power is still unattractive to some consumers due to its 
unpredictability. Consequently, accurate prediction of solar irradiance for stable solar power 
production continues to be a critical need both in the field of physical simulations or artificial 
intelligence. The performance of various methods in use for prediction of solar irradiance 
depends on the diversity of dataset, time step, experimental setup, performance evaluators, and 
forecasting horizon. In this study, historical meteorological data for the city of Johannesburg 
were used as training data for the solar irradiance forecast. Data collected for this work spanned 
from 1984 to 2019. Only ten years (2009 to 2018) of data was used. Tools used are Jupyter 
notebook and Computer with Nvidia GPU. The programming language deployed was Python. 
Historical data contained both night-time and day-time variables. Night-time variables were 
sorted out because they all have zero solar radiation. Using this dataset, three deep learning and 
three traditional machine learning algorithms were trained to forecast solar irradiance. The 
results (outputs) were compared to determine the method with the highest accuracy. Using 
normalized Root Mean Square Error (nRMSE) as a performance indicator, the Convolutional 
Long Short-Term Memory (ConvLSTM) model outperformed all the other models. With a one-
year dataset, results showed that ConvLSTM recorded nRMSE of 4.05%. ConvLSTM was 
followed by the Long Short-Term Memory (LSTM) network with nRMSE of 4.72%. Support 
Vector Regression (SVR) had 7.8%. The Artificial Neural Network (ANN) model recorded 
15.8% while the Random Forest (RF) was 19.8%. Surprisingly, Convolutional Neural Network 
(CNN) time series model produced the least results with nRMSE of 23.6%. Perhaps, a hybrid 
of CNN and LSTM would give a better performance. Analyzing these results, it is expected 
that if the solar farms in South Africa apply the LSTM network to their real-time simulations, 
they would be able to take corrective actions in advance to counter the effects of the stochastic 
nature of solar energy. This could mean establishing a more stable and smart connection to the 
power grid.  
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Chapter One 
OVERVIEW OF THE STUDY 
1.1 Introduction 
This chapter introduces the study, giving its background, significance, statement of problem, 
objectives, the research questions, and the scope/delimitation of the study. The chapter ends 
with the format or outline of the research. 
1.2 Background to the Study 
The ever-increasing global demand for solar energy is a good indicator that it is a viable 
alternative to fossil energy. Considering the contributions of fossil fuel sources to the threat of 
Climate Change on the environment, the energy released by the sun is among the favourites of 
all the renewable energy sources because it has low environmental impacts. Apart from the fact 
that it is a clean energy source, it is very abundant in nature with the magnitude of 
1017𝐽𝑜𝑢𝑙𝑒𝑠 𝑝𝑒𝑟 𝑠𝑒𝑐𝑜𝑛𝑑 as the amount of solar energy delivered by the Sun (Castro, R., 2011). 
Total World Oil Reserve is depleting, and it is estimated at 1.7 𝑥1022𝐽𝑜𝑢𝑙𝑒𝑠 which is 
equivalent to the size of solar power received by the earth in 36 hours (Ragheb, M., & Ford, 
H., 2019).  
Globally, a lot of investments have gone into improving the efficiency of Solar Power which 
has resulted in the emergence of technologies that produced new types of cell candidates to 
replace the traditional and expensive Crystal Silicon Cells (Almosni, S. et al., 2018). Examples 
of these new cell candidates are the Thin-Film (second generation solar cells) and the 
Multijunction Cells (third-generation solar cells) technologies. While the first generation 
(Crystal Silicon cells) of the solar cell was essentially a case for microelectronics, the 
development of thin films involved new growth methods and opened the sector to other fields, 
such as electrochemistry (Almosni, S. et al., 2018). Multijunction technology is used several 
applications ranging from building integration to space applications This trend in technology 
and the global quest to minimize Greenhouse effects, position Solar Power as one of the most 
feasible Renewable Energies. 
Good contextual knowledge of solar irradiance is essential to understanding the working 
principle of solar cells. Solar irradiance is measured in Watts per square meter. The intensity 
or amount of solar radiation received by photovoltaic (PV) cells determines the quantity of 
electrical energy the cells will produce. Solar radiation intensity, also known as solar 
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irradiance, is the amount of energy irradiated or released by the sun appearing as a wide 
spectrum of light with a wavelength ranging from ~400 nm to ~700 nm (Jones, A.Z., 2020). In 
brief, light waves are described as vibrations caused by electromagnetic fields. Ozone, water 
vapour, carbon (IV) oxide and nitrous oxide (𝑁2𝑂), are primarily responsible for filtering the 
solar irradiance moving through the atmosphere (Caballero, R., 2014). The effects of these 
compounds, which include absorption of radiation at varying spectrums of the light wave, have 
a direct influence in the Heating Rate which is vital in studies of global atmospheric circulation 
models and radiative balance (Shimazaki, T., & Helmle, L.C., 1979). The term used in 
describing the interaction in the form of filtration between radiation and the atmospheric matter 
is called Radiative transfer. Examples of these atmospheric matters are cloud droplets, aerosols, 
gases, etc. These interactions result in absorption, emission, and scattering of the incident 
radiation from the sun by the atmospheric matter. Absorption of incident radiation causes a 
reduction in radiative energy moving at an incident angle while scattering causes a 
redistribution of the radiative energy in every possible direction. The energy that finally reaches 
the PV cells as a result of the interaction between radiation and matter is solar irradiance which 
shall be predicted in this work using deep learning methods. Figure 1 presents the highly 
complex natural interaction between solar radiation and matter in the atmosphere which 
reduces the amount of solar radiation that finally reaches the earth surface: 
 
Figure 1.0: A simplified illustration of the natural complex interaction between solar radiation, 
the earth’s surface, and matter in the atmosphere. (source: 
https://upload.wikimedia.org/wikipedia/commons/4/47/NASA_earth_energy_budget).).  
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Despite the upsurge in the use of solar energy at both utility and residential scale, its stochastic 
nature, in terms of radiation intensity still poses a great challenge to power grid operations 
(Farayola, A. M., et al., 2018). The technology of Photovoltaic (PV) generation depends chiefly 
on the unstable and uncontrollable meteorological conditions thereby making its usage 
sometimes unattractive to consumers at different levels. And, although many forecasting 
models have been adopted in the past to mitigate the effects of a random and sudden change in 
solar irradiance, researchers are still working towards discovering a model with minimal 
forecast error rate. 
Prediction of solar irradiance for reliable electricity power output continues to be a very 
difficult task whether in the field of artificial intelligence (AI) or physical simulation (Zhang, 
R., et al., 2018). The prediction accuracy of solar radiation conditions is very crucial in 
harvesting efficient solar energy. There are various known methods applied in forecasting solar 
irradiance. Some of the methods are linear regression, support vector regression (SVR), 
multiple linear regression, fuzzy method, probabilistic methods, network monitoring data, and 
artificial intelligence methods. Each method has its characteristics and accuracy. Some 
methods are regarded as conventional while others are artificial intelligence (AI) based. 
Multiple Linear regression (MLR), which offers more accurate results than other conventional 
methods, is commonly used because its results can be analyzed using several independent 
variables (Makridakis, S., et al., 1995). In comparison to the conventional methods, the 
artificial intelligence-based techniques have several merits. AI-based models are easier to 
update and maintain, function with incomplete inputs, and have abilities to the reason 
(Kusumadewi, S., 2003). The capacity of AI tools in solving complex problems is increasing 
its popularity. This is due to improvements in the CPU/GPU of the computers as well as 
developing much more powerful algorithms and software for implementing it. This has helped 
in solving complex tasking problems in many fields of human endeavor. Presently, several 
difficult learning tasks that require artificial intelligence have been solved using DL which has 
proven to be the most efficient class of models (LeCun, Y., et al., 2015). Some of the tasks 
where AI applications have found substantial relevance are image captioning (Karpathy, A., & 
Fei-Fei., 2015), recognition of speech (Hinton, G., et al., 2012), processing of natural language 
(Collobert, R., et al., 2011), competition in Go game with expert human players (Silver, D., et 
al., 2016),  classification of image (He, K., et al., 2015), object recognition in computer vision 
(LeCun, Y., et al., 2010), pose estimation (Cao, Z., 2017), etc. See table 1 for more details. 
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Table 1.0: Some of the fields that have witnessed the AI revolution 
S/N  Field Description 
1. Information and Communication Technology 
(ICT). 
Natural Language Processing 
(NLP), image and data 
compression, automated 
information services 
2 Banking Stock exchange forecasting, 
exchange rate prediction, etc 
3 Criminology  Image/face recognition, 
fingerprint detection etc.  
4 Electronics Process control, chip failure 
analysis, etc 
5 Medicine AI-assisted surgeries with high 
accuracy, breast cancer cells 
analysis, etc 
6 Speech Natural language processing, 
Text-to-speech synthesis, 
speech recognition, etc  
7 Automotive Self-driving cars, virtual 
emission sensor, etc 
 
In the current work, Long Short-Term Memory (LSTM), convolutional neural network (CNN), 
Convolutional LSTM (ConvLSTM), Artificial Neural Network (ANN), Support Vector 
Machine (SVM), and Random Forest (RF), were applied in forecasting solar irradiance. 
Whereas the first three methods are deep learning techniques, the last three are traditional 
machine learning algorithms. LSTM, a type of recurrent neural network (RNN), is a deep 
learning (DL) network designed to overcome the limitations posed by vanishing and exploding 
gradient in a typical RNN. This is achieved by incorporating a memory-based architecture in 
its gating logic system. Having been proven as a highly efficient class of models for several 
learning tasks considered difficult, DL has also shown much usefulness in its capacity to 
retrieve structured/hierarchical information from domains having tens of millions of variables 
(Zhang, R., et al., 2018). DL’s immense ability as a tool for pattern/sequence recognition 
problem was the motivation for applying it in this work ((LeCun, Y., et al., 2015). The results 
obtained from the LSTM method for solar irradiance prediction were compared with alternate 
results from the convolutional neural network (CNN) and other machine learning methods. 
Root mean squared error (RMSE) results from the respective tests carried out were used as 
comparison performance parameters to determine which forecasting model is more accurate in 
terms of error rate.  
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The data used for this research were obtained from Johannesburg city, Gauteng province 
meteorological information, which is available on the Meteoblue website by subscription. They 
provide the public with high-quality local weather information worldwide. We used 
temperature, daytime duration, relative humidity, and solar radiation as parameters to forecast 
solar irradiance in this study. See appendix for a sample of data used. 
1.3 Statement of Problem 
The stochastic nature of solar energy has necessitated the need for predicting its radiation 
intensity so that utility can take corrective actions in advance. Although physical laws can be 
used easily to compute solar irradiance and energy, the prediction of accurate solar irradiance 
for reliable electric power continues to be a very difficult task whether in the field of artificial 
intelligence (AI) or physical simulation (Zhang, R., et al., 2018). A ramp event, caused by 
cloud movement between the sun and the photovoltaic array, lasting only a few minutes may 
result in a quick and unexpected substantial drop in solar power output. Due to their error rates, 
most of the existing forecasting methods (physical, statistical, and empirical) being 
implemented are not efficient enough to mitigate the effects of these ramp events on power 
grid operation. Hence, the need to apply more efficient methods such as Deep learning models 
which have proven to be more efficient in solving difficult learning tasks than traditional 
machine learning models (LeCun, Y., et al., 2015). During training, the accuracy of deep 
learning algorithms tends to improve with the addition of more data to their inputs. 
1.4 Aim of the Study 
The problem posed by the stochastic nature of solar energy, which sometimes results in a 
sudden drop in the generated power, was addressed in this study by using deep learning 
techniques to forecast solar irradiance. The study aimed at using Long Short-Term Memory 
Network (LSTM) and Convolutional Neural Network (CNN) time series model to accurately 
predict hourly solar radiation for the city of Johannesburg. 
1.4.1 Research Questions 
To achieve the aim stated above, this study was guided by the questions below: 
• Have deep learning methods been used for solar irradiance forecast for the city of 
Johannesburg, to accelerate the efficiency of electric power generated using solar 
energy? 
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• Is the accuracy of solar irradiance prediction obtained using machine learning methods 
enough to mitigate the challenges posed by the stochastic nature of solar energy? 
• Has the historical meteorological data for Johannesburg been used for solar irradiance 
prediction? 
1.4.2 Research Objectives 
In line with the aim and the research questions mentioned above, the objectives of this research 
were: 
• To apply Deep Learning to improve on the effectiveness, as per error rates, of other 
traditional methods of solar irradiance forecasting. 
• To forecast a highly accurate solar irradiance that would help mitigate the challenges 
posed by stochastic nature of solar energy production to power grid operations, and to  
• To use familiar historical weather information data from Johannesburg to forecast solar 
irradiance that could be beneficial to solar farms in South Africa.  
1.5 Significance of the Study 
As stated earlier, several related models have been proposed and utilized for predicting solar 
irradiance in the past. However, there is a paucity of literary evidence on the implementation 
of deep learning techniques in this area of research. 
Presently, many difficult learning tasks requiring intelligent control have been modeled and 
implemented using deep learning methods which have been proven as a highly efficient class 
of models. Deep learning algorithms used in this work improved the accuracy of these models. 
It promises the operators of solar plants solar radiation predictions that would enable them to 
schedule corrective actions ahead of any sudden drop in the generated power. 
Unlike other works done in the past, this research utilized as data, familiar weather information 
for the city of Johannesburg, to forecast solar irradiance that can easily be verified and applied 
in real-time simulations. 
1.6 Scope/Delimitation 
This research is expected to produce a design of a deep learning-based highly efficient 
forecasting model that would be essential for planning, stability, and balancing of solar power 
output to be linked to the electricity grid. Because this work involves deep learning, a computer 
with a strong GPU was needed to train the models faster. Also, there was the need to thoroughly 
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sort out night-time variables from the data since they all contained zero Watts per square meter 
solar radiation.  
1.7 Outline of the Study 
The following is an outline of the rest of the study: 
Chapter Two: Literature review and the importance of solar irradiance forecasts 
Chapter Three: Materials and methods 
Chapter Four: Results and analysis 
Chapter Five: Conclusions and Recommendation for future work 
1.8 Summary of Chapter One 
This chapter provided an overview of the study, including the clarification of the reasons why 
deep learning methods were used in this study. It also included the background of this work, 
the statement of the problem, significance, research questions, objectives, and scope of the 
study. A brief overview of the research methods was also presented. Chapter Two provides a 
review of the literature on methods already in use for solar irradiance prediction. 
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Chapter Two 
LITERATURE REVIEW 
2.1 Introduction 
The previous chapter was an overview of the study which included its background, the 
statement of the problem, significance, research questions, objectives, and scope of the study. 
A brief overview of the research methods was also presented. This chapter is not exhaustive 
review done on the application of Deep Learning (DL) in forecasting solar irradiance but rather 
provides a contextual background of DL as a better approach. It begins with the importance of 
solar power and the global overview and discusses the evolution of artificial intelligence, a 
brief history of deep learning, and why it is the state-of-the-art model to be used in this study. 
The chapter closes with a highlight of some important techniques and issues with deep learning 
models.  
2.2 The Importance of Solar Energy and Global Overview 
From the year the combustion engine was invented until now, fossil fuels have been the chief 
source of energy for most generating power plants around the globe (Chu, S., et al., 2017). 
They have been utilized for the production and supply of electricity to virtually every sector 
ranging from transport, telecommunication, hospitality, housing, etc. Apart from their use in 
electric power production they are also indispensable in powering various engines used to drive 
moving machinery for several applications. The reliance on fossil fuel sources as the major 
contributor to power generation cannot be over-emphasized because electricity holds the key 
to almost all the sectors of the world economy (Cramton, P., & Ockenfels, A., 2016).  
However, the utilization of fossil fuels poses a great danger to the ecosystem as it releases a 
huge amount of carbon (iv) oxide into the atmosphere. Carbon (iv) oxide, together with 
chlorofluorocarbons and other pollutants, is one of the anthropogenic greenhouse gases 
(GHGs) that gradually shoots up the overall temperature of the earth’s atmosphere causing 
Global Warming as shown in figure 2.1. Global warming causes the polar ice caps to melt 
gradually thereby increasing the average level of the seawater as also shown in figure 2.2. Apart 
from global warming, gases released by fossil fuels react with atmospheric moisture forming 
acid rain which in turn impacts the ecosystem negatively.  
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Figure 2.1: Global Annual Land-Ocean Temperature Index showing a gradual increase in 
overall temperature from -0.18 o C in 1880 to 0.82 o C in 2018. The points represent the Annual 
Average and the black line represents the 5-year Mean. Source: NASA’s Goddard Institute for 
Space Studies, GISS. Available: https://climate.nasa.gov/vital-signs/global-temperature. 
 
 
Figure 2.2: Global Average Sea Height Variation showing an increase from -0.5 (±0.80) mm 
in 1993 to 89.7 (±0.80) mm in 2018. Source: NASA Goddard Space Flight Centre, 
(climate.nasa.gov). 
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New measures and technologies have been adopted by various societies and governments to 
mitigate the effects of environmental degradation caused by GHGs. At the United Nations 
Framework Convention on Climate Change (UNFCCC), 1992, in Kyoto Japan, a protocol was 
raised about how to fight the menace of Global warming. This protocol which was eventually 
known as the Kyoto Protocol became a treaty when it was adopted much later by the UNFCCC 
parties in 1997 (Kyoto Protocol, 2017). But its implementation commenced in 2005. The main 
aim of the treaty was to tackle the problem of Global Warming by minimizing the emission of 
anthropogenic GHGs which are its major catalysts (Ming, T., et al., 2016). To achieve this 
objective, binding commitments must be made by the parties to reduce GHGs emissions by 
promoting the use of RES and other clean technologies in addition to protecting forests and 
other carbon sinks. 
With the creation of global awareness on the dangers of Global Warming, many technologies 
that utilize RES have started emerging worldwide.  Prominent among the RES is the solar 
power technologies which have suddenly become a popular source of electricity for many 
applications in recent times (Farayola, A.M., 2018). As a result, the cost of the PV cells per 
watts of capacity has dropped astronomically from $70/W in 1977 to $1/W in 2010 (Carr, G., 
2012). The fact that solar energy is free, and that many governments are enacting policies that 
encourage the use of RES, has boosted the relevance of solar power making it a very promising 
alternative to fossil energy sources. Consequently, investments in solar power by companies 
have also sky rocketed. 
2.3 Renewable Energy in South Africa 
Renewable energy sources in South Africa come from the sun, wind, waves, rain, biomass, etc 
(Ellabban, O., et al., 2014). Because of innovation and breakthroughs in renewable energy, the 
country’s energy sector is considered a vital component of global energy regimes (Pegels, A., 
2010). South Africa is ranked moderate in its contribution to GHG emissions (about 489,771 
kilo-Tonnes of CO2 annually) making her per capita emission status greater than the world 
average. The need for electrical energy in the country is projected to increase steadily (Pegels, 
A., 2010). 
Wind energy is another renewable energy with great potential in the country (Winkler, H., 
2005). Multiple wind farms have been implemented in Cape Town because of the high wind 
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velocity in that part of the country (Winkler, H., 2005). This wind farms have become a success 
story in that it has generated a significant amount of electricity for the residents.  
Presently, among all the renewable energy sources, biomass stands as the biggest contributor 
to electric power in the country. It contributes between 9-14% of the total energy mix (Banks, 
D., et al., 2006). In the beginning, renewable energy is expensive to implement but it promises 
high economic returns in the long run (Walwyn, D., 2015). In the long term, renewable energy 
systems are cost-effective in comparison with the non-renewable energy counterpart.  
In South Africa, the two major obstacles to the progress of renewable energy are insufficient 
innovation in the system, and the exorbitant prices of renewable energy technologies are 
(Pegels, A., 2010). According to an opinion from the Renewable Energy Independent Power 
Producers Procurement Programme (REI4P), renewable energy and non-renewable energy 
projects will be the same in terms of cost by 2030 (Walwyn, D., et al., 2015). This is because 
Renewable energy is rapidly evolving and becoming more efficient, cost-effective, and broadly 
used. Moreover, there are enough renewable resources that can reliably satisfy the energy 
demand of the country (Banks, D., et al., 2006). 
In 2011, the pioneer REI4P was inaugurated in South Africa (Walwyn, D., et al., 2015). Among 
the initiatives of REI4P was the installation of 17.8GW of a renewable energy system to be 
completed before the year 2030 (Winkler, H., 2005). REI4P also aims at reducing GHG 
emissions and bringing to the barest minimum the country's dependence on nuclear and coal-
fired power stations as well as other non-renewable energy sources (Walwyn, D., 2015). 
Presently, South Africa belongs to the International Renewable Energy Agency (IRENA). The 
goal of IRENA is to advocate the implementation of renewable energy policies and to provide 
member nations with ideas to promulgate policies vital for advancement into necessary 
technology for sustainable renewable energy (IRENA, 2019). Figure 2.3 is a chart showing the 
Total Primary Energy Supply (TPES) in South Africa as of 2016. Traditional solid biomass 
and waste are excluded from the contribution of renewable energy sources to South African 
electric power grid. 
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Figure 2.3: Figure 2.3 is a chart showing the total primary energy supply in South Africa as of 
2016. (Source: BP Statistical Review of World energy 2017). 
2.4 Solar Energy in South Africa 
Solar energy is the most promising of all the renewable energies in South Africa (Pegels, A., 
2010). The country’s geographical location is a factor that helps it to receive a good proportion 
of radiative energy which is essential for solar power generation. Solar power in the country is 
based primarily on photovoltaic crystal silicon panels. Due to the abundance of solar radiation 
here, a plant of the same capacity and capital investment installed in South Africa can produce 
up to 20% more electricity when compared to countries in Europe (Walwyn, D., 2015). The 
highest radiative energy levels, over 2,100𝑘𝑊ℎ/𝑚2,  are received at the most distant areas in 
the west (Walwyn, D., 2015). Based on estimates, only 3,000𝑘𝑚2 of land used for solar farms 
are needed to satisfy South Africa’s energy consumption capacity (Banks, D., 2006).  The 
current total electricity generation capacity of South Africa is 51,309 megawatts (MW) from 
all sources. In South Africa, solar energy prides itself as an inexpensive source of energy in 
comparison to conventional non-renewable energy resources. Despite the initial high cost of 
investment, solar energy tends to yield returns within five to eight years. According to Banks, 
D., et al., 2006, “South Africa's land cover receives an average of 2,500 hours of sunshine per 
year”.  
 
Coal 70%
Renewable energy 
sources <2%. 
(Excluding solid 
biomass and waste)
Oil 22%
Natural gas 4%
Nuclear 3%
Coal Renewable energy sources Oil Natural gas Nuclear energy
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2.5 Importance of Solar Irradiance Forecasts 
Due to the environmental impacts of fossil fuels, coupled with its progressive global depletion, 
Renewable Energy Sources (RES) are deemed as potential and promising alternatives because 
they are abundant in nature. The injection of some renewable energy-based power generations 
like the PV, wind turbines, biomass, micro-hydro, and other plants into the available grid in a 
power distribution system, known as dispersed generators (DG), greatly influence the 
distribution system (Suyono, H., et al., 2017). But improved, stable, and balanced electrical 
power supply from RES requires the implementation of reliable and high-tech tools to forecast 
the degree of their periodic and sequential availability for proper planning. Timely prediction 
of speed and direction of the wind is required for wind-driven turbines power station, while 
hydropower stations need advance information on the water level at the dam for optimum 
power production. Solar farms follow the same trajectory as the power generation capacity of 
PV panels relies heavily on the solar irradiance and the meteorological conditions at the site of 
the solar farm (Suyono, H., et al., 2018). 
 If PV generation must break the barrier into the global electric power grid, there is a great 
urgency for predicting highly accurate solar irradiance. Movement of cloud shadows between 
the sun and the photovoltaic array usually causes a ramp event to occur over the solar panels 
resulting in enormous sudden and unexpected fluctuations in its output power (Moncada, A., 
et al., 2018). Whenever a ramp event occurs, even if it lasts a few minutes, it causes a sudden 
significant drop in the output power of the solar plant. But if these undesired ramp events can 
be predicted, then the power utility can initiate some adjustments to correct its negative effects, 
thereby forestalling imminent power fluctuations. This corrective action can be achieved by 
programming intelligent control mechanisms in the active and reactive power components of 
the inverters incorporated in the solar panel. Following this process will ensure failsafe 
outcomes during cascading grid outages because the system shall then be in a better position 
to allow frequency regulation and proper load management (Moncada, A., et al., 2018). Among 
the factors influencing solar power, production is the position of the sun, the amount of solar 
radiation, and the capacity of the PV panel. Stability of the electric power grid depends heavily 
on the intelligent and correct implementation of these weather data when utilized for solar 
irradiance prediction 
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2.6 Empirical Study on the Use of Traditional Machine learning Techniques in 
Forecasting Solar Irradiance. 
This section deals with the empirical study conducted to assert the ability of machine learning 
methods in forecasting solar radiation intensity. Eight papers from indexed journals were 
reviewed to determine the research gap on the use of these methods. The location of the study, 
as well as the forecast horizon of those studies, were considered. Evaluation accuracies, 
machine learning methods used, the composition of meteorological data, and the results of their 
experiments were all reviewed to determine the best method to use in this work.  
In the study, Melzi, F.N., et al (2016) researched in Paris to forecast the hourly solar irradiance 
using Similarity machine (SIM), Support Vector Machine (SVM), Artificial Neural Network 
(ANN), Autoregressive Moving Average (ARMA) and Naïve Bayes models as machine 
learning techniques.  With sunshine duration as their only input parameter, they evaluated the 
accuracy of the five machine learning models using normalized Root Mean Square Error 
(nRMSE). They observed that ANN outperformed all the other models with nRMSE of 0.194. 
ANN was followed respectively by SVR, ARMA, Naïve, and SIM in their order of 
performance. To increase the accuracy of their prediction, the authors suggested that future 
work should integrate exogenous variables namely temperature, relative humidity, pressure, 
wind speed, etc. They also opined that using hybrid models could be a remedy to some 
situations in their experiment where ARMA performed better than ML models. 
Suyono, H., et al (2018), in Indonesia, predicted solar radiation intensity using Extreme 
Learning Machine (ELM) and Multiple Linear Regression (MLR) as methods. They used 
temperature, duration of sunshine, and solar irradiance as training data. The data were collected 
over five years period and their results showed that ELM performed far better than the 
conventional MLR with RMSE of 15.29% and MAE of 24.79%. 
According to Moosa, A., et al (2018), in their work, Extreme Gradient Boosting (XGB) with 
the coefficient of determination, 𝑅2 value of 0.9996 performed better than Random Forest (RF) 
and ANN in that order.  They carried out this research in India using input data variables such 
as temperature, precipitation, aerosol data, solar angles, relative humidity, etc to predict hourly 
solar irradiance. They observed that the complexity of ANN was pointless when predicting 
solar irradiance. But with more time spent in performing advanced parameter tuning, the ANN 
model could probably match the performance of RF. The deep neural network could also be a 
replacement for ANN for higher accuracy. 
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Using Multilayer Feed-Forward Neural Network (MLFFNN), SVR, Radial Basis Function 
Neural Network (RBFNN), Fuzzy Inference System (FIS), and Adaptive Neuro-fuzzy 
Inference System (ANFIS), Khosravi, A., et al., (2018) predicted the hourly solar radiation in 
Abu Musa Island, southern Iran. Their findings showed that SVR with a correlation coefficient 
of 0.9999 performed better than MLFFN, ANFIS, and FIS in that order. Their input parameters 
were exogenous meteorological data comprising temperature, local time, pressure, wind speed, 
and relative humidity. 
According to Li, J., et al (2016), SVM performed better for all weather conditions than Hidden 
Markov Model (HMM) in their experiment. Their work was to predict short term solar 
irradiance of 5 to 30 minutes horizon in Australia. Weather variables they utilized as input 
parameters for their models were temperature, wind speed, relative humidity, and solar 
irradiance. 
Similarly, SVM performed better than the linear model in a one-day ahead horizon solar 
radiation prediction in an experiment conducted by De Felice, M., et al., (2015) in Italy. With 
Mean absolute Percentage Error (MAPE) of 6%, the Linear model trailed SVM in accuracy 
evaluation. Their input parameters were also exogenous in composition. 
Furthermore, ANN performed better than SVM, K-Nearest Neighbour (k-NN), and Linear 
Regression respectively, with MAPE value of 11.8% in a research work conducted in Macao 
by Long, H., et al., (2014). The horizon used was a one-day ahead forecast to determine solar 
irradiance using exogenous meteorological variables. 
Finally, Sharma, A., et al., (2018) forecasted global solar irradiance using multiple horizons of 
one hour ahead, one day ahead and two days ahead. Machine learning techniques they used 
were Forward Backward (FoBa), leapForward, spikeslab, Cubist and bagEarthGCV models. 
Time series solar irradiance data from National Renewable Energy Laboratory (NREL), USA 
were used as input parameters for all the models. Using RMSE, R, and 𝑅2 as evaluation criteria, 
their findings showed that spikeslab, with runner-up cubist model, performed better than FoBa, 
leap forward, and bagEarthGCV in that order. They also observed that few hours to two days 
ahead forecasts of solar radiation intensity are precisely estimated by machine learning models 
regardless of seasonal fluctuations in weather conditions. Moreover, the performance of the 
models all depended more on the different forecasting horizons or time. They were also of the 
opinion that using machine learning methods for productive study in solar irradiance yields 
higher accuracy forecasts than conventional techniques. 
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From the above reviews, it is obvious that the solar irradiance forecast using deep learning may 
not have been carried out using the meteorological data for Johannesburg. Most of the research 
on this subject has been carried out outside Africa. Moreover, the above study/review showed 
that recurrent neural network (RNN) and convolutional neural network (CNN) were not used. 
One of the papers, Moosa, A., et al (2018), even suggested the implementation of deep neural 
networks for higher accuracy. 
Given these observations, RNN and CNN models were implemented in this work using 
historical meteorological data for the city of Johannesburg, paying attention to the quality of 
the training data. To establish its efficiency as a very reliable class of models, a comparison 
was done between the results obtained using deep learning models and the ones obtained from 
other traditional machine learning methods. The same training data were used in all the models 
applied. According to Voyant, C., et al., (2017), the accuracy of machine learning models in 
predicting solar irradiance mostly depends on the quality of the training data and the parameters 
used. That is why it is not advisable to adopt findings from other studies since their forecast 
performance depends on both the variability of weather conditions and the forecast horizons. 
 
2.7 Classes of Models for Forecasting Solar Radiation Intensity 
There are three classes of models in use for forecasting solar radiation intensity namely: 
empirical, statistical, and physical models., Both physical and statistical methods have been 
developed for the task of forecasting solar power or irradiance (Zhang, R., et al., 2018). 
Numerical weather prediction (NWP), which ranks as a kind of physical method, uses observed 
atmospheric conditions, movement of aerosol, and simulated cloud movement as data for 
computing incident solar radiation intensity. Statistical time series forecasting methods, a kind 
of statistical method, operates optimally where a very short time forecast is required (Yang, C., 
et al., 2012). Both physical and statistical methods are used in an area where satellite images 
are utilized in predicting cloud movement which in turn is used to also predict the near-term 
solar radiation intensity (Goswami, B., et al., 2011 and Radovan, A., et al., 2014). Figure 2.4 
illustrates three different models used for forecasting solar radiation intensity. To forecast solar 
irradiance with long term accuracy, the deep learning approach is crucial. 
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Figure 2.4: Block diagram illustrating various models used in forecasting solar radiation 
(Alzahrani, A., et al. (2017). 
 
2.8 Brief history of Deep Learning 
Emerging out of the research laboratories and moving straight into production environments, 
deep learning (DL) can be regarded as the most disruptive trend in today’s tech world. Although 
DL is a recent name it is an old research field that dates back to1940s when the earliest neural 
network was developed. The first mathematical model of a neural net was proposed in 1943 
through a seminal paper called A Logical Calculus of Ideas Immanent in Nervous Activity.  
Conceived as a model of biological neurons, this mathematical function represents a neural 
network. Its unit is a simple formalized neuron also known as a McCulloch-Pitts neuron. This 
concept of representing the neural network in a simplified way looks very promising as it was 
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an attempt to simulate how the human brain works (Di, W., et al 2018). Figure 2.5 illustrates a 
mathematical model of an artificial neuron: 
 
Figure 2.5: A diagram showing an artificial neuron model (Adapted from Rodriguez, F et al., 
2017) 
The artificial neuron model consists of just a few virtual neurons interconnected by a random 
number referred to as weights. The manner with which each simulated neuron transfers or 
respond to information (data with values between 0 and 1) between them is determined by these 
weights. The neural output from this mathematical representation can feature parts of an image 
in the form of an edge or a shape.  
Biologically, the artificial neuron model corresponds to the neuron of the brain where the inputs 
represent the dendrites, an activation function, that regulates the conditions for the firing of the 
neuron if the threshold is reached. Also, the weights correspond to the synapses linking the 
neurons to each other in the brain, while the output corresponds to the axon. Figure 2.6 shows 
the diagram of the biological neuron. 
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Figure 2.6: The biological neuron (Adapted from Gill, N.S., 2019) 
Early neural network models, though very instrumental in pioneering the study of artificial 
intelligence, succeeded in simulating only a few numbers of neurons at a time. Its simplicity of 
architecture made it incapable of recognizing many patterns. Consequently, the models were 
briefly abandoned during the 1970s, a period which is known as the first AI winter– a period 
most AI research donors withdrew their funds doubting the feasibility of the research. Lots of 
researchers also left the AI field for other more promising fields that attracted good funding. 
 
2.9 The Rise of Deep Learning 
From the time Rosenblatt proposed the perceptron training theorem in 1962, artificial neural 
networks (ANN) have been evolving rapidly. The explanation of today’s sophisticated deep 
learning architectures has its origin from this proposed perceptron (Moncada, A., et al., 2018). 
Typically, perceptrons are modeled after a layer of artificial neurons linked by weights to a set 
of inputs. According to Wasserman, P.D., (1989), “A perceptron is trained by presenting a set 
of patterns to its input, one at a time, and adjusting the weights until the desired output occurs 
for each of them”. Perceptron training algorithm was the first good attempt at implementing 
artificial intelligence to networks, but it could only solve a few easy tasks while failing at 
certain simple learning tasks.  
Multilayer Perceptron (MLP), which is an expansion and improvement on the then-existing 
single-layer perceptron, later became the platform on which artificial neural networks could 
employ to undertake many difficult learning tasks. One major distinction for an MLP is the 
existence of one or more hidden layers situated between its input and output layers. An MLP 
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comprises nodes connected in, at least three layers namely an input, a hidden, and an output 
layer. Excepting input nodes, every node consists of a neuron that utilizes a nonlinear activation 
function. An increase in the number of connections in MLP improves its ability to imitate 
biological networks which then results in much-improved learning of patterns of information 
embedded in the data (Moncada, A., et al., 2018). Just like a perceptron, the errors between the 
measured and forecasted values are reduced by careful and gradual selection of random 
weights. One of the best strategies for optimizing these weights is to use backpropagation.  
Backpropagation is the use of errors in training artificial neural networks (Whittington, J. C., 
& Bogacz, R.,2019). The concept was first proposed in the 1960s. The backpropagation 
algorithm is referred to as the step by step approach of building multilayer artificial neural 
networks. The basic building block for backpropagation networks is the neuron. Sigmoid 
function, a polynomial function, was the first activation function applied for backpropagation.  
The sigmoid activation function is sometimes called logistic or squashing function (Chandra, 
P., et al., 2016). It uses a slow and manual process to forward to the next layer the best 
statistically selected features from each layer. Unluckily, it was at that time that the first AI 
winter mentioned earlier kickstarted. AI programs, at that early stage, had limited capabilities 
as the most impressive ones could only tackle some simple problems. Their computational 
prowess was very limited, and the availability of big datasets was uncommon. But the major 
cause of the hard winter was the high expectations from this field of research at that infant 
stage. And when the performance fell short of the high hopes then, AI got much criticisms and 
funding vanished.  
2.10 Evolution in Artificial Intelligence 
During the first AI winter period, some dogged researchers continued significantly to evolve 
the concept of backpropagation but did not apply it to neural networks. Finally, in the mid-
1980s, Hinton, G., et al., (2006) proved that backpropagation applied in a neural network could 
yield surprising representative distribution. This interesting discovery helped spark a revival of 
interest in neural networks. Their proposed deep models made impressive use of many layers 
of neurons with more than two hidden layers. Moreover, in 1989 at Bell Labs, Yann LeCun 
succeeded in demonstrating the first application of backpropagation practically. His ideas 
gradually metamorphosed into a system that reads the numbers of handwritten checks. The 
invention of simpler but effective support vector machines (SVM) method also took place at 
that period. 
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The 2nd AI winter (between 1985 to 1990) occurred primarily because the enthusiasm for AI 
successes had spiraled out of control. Roger Schank and Marvin Minsky, two leading AI 
researchers, had forewarned the business community against such enthusiasm. At that time, 
multilayer networks could learn complicated tasks but at a very slow speed. Though the 
performance results of neural networks at that time were not that impressive the 2nd AI winter 
could be attributed more to the hype, which is common in many emerging technologies.    
 
2.11 Why Deep Learning? 
Some researchers stuck to their beliefs in AI despite the disappointments that characterized 
previous breakthroughs. But the main reason the learning of multilayer networks was very 
difficult, and the consequent underperformance, was never addressed until the year 2000 when 
the vanishing gradient problem was discovered. It was then observed for the first time that for 
some activation functions, the input is condensed. This meant that a large portion of the input 
is mapped over an insignificant small region. From this setup, when large changes or errors are 
computed from the last layer, only a little amount of input data will be reflected at the next 
lower layers. Consequently, only small or no learning signal reaches the lower/front layers 
thereby making the learned features at these layers to appear weak. This was largely responsible 
for the unimpressive results of the earlier models because there was difficulty in training the 
lower layers. 
Layer-by-layer network pre-training and Long Short-Term Memory (LSTM) model were two 
approaches proposed to solve the above problem (Tang, Z., et al., 2016). To teach individual 
layers of neurons, Hinton, G., et al (2006), developed a more efficient method called “A fast 
learning algorithm for deep belief nets”. It was in an attempt to separately teach individual 
layers of neurons. By exploiting an unsupervised learning algorithm for each layer, this neural 
network speedily trains layer after layer. They called it Deep Belief Networks (DBNs). DBNs 
results produced substantially higher accuracy than conventional machine learning methods. 
This achievement marked the take-off of deep learning although most theoretical 
breakthroughs for it were in existence by the 1980s–1990s. It is noteworthy that the success of 
deep learning is mostly attributed to its engineering innovations which deployed faster 
processing. The sophisticated Graphics Processing Unit (GPU) and networks ensure increased 
computational speeds in the range of 1000 times covering a period of 10years. The third wave 
of interest in AI research began after the 2006 breakthrough. Now, billions of dollars are being 
22 
 
invested by donor agencies to move deep learning many steps higher. Deep learning has raised 
huge expectations that were elusive with AI. 
Deep learning is a branch of artificial intelligence (AI). It is regarded as a subset of machine 
learning. See figure 2.7. It can systematically learn feature representation at multiple layers of 
abstraction. The name ‘deep’ was coined because it has more than one state of non-linear 
feature transformation. Its main aim is to move machine learning nearer the goals of AI when 
the idea was first initiated. With deep learning, high volumes of information and masterpiece 
frameworks are being published at an alarming rate. These frameworks give abstractions at 
various levels for utilizing deep learning, and for manipulating Big Data. 
 
 
 
 
 a 
 
 
 
Figure 2.7: Venn diagram illustrating deep learning as a type of representation learning 
Presently, several difficult learning tasks that require artificial intelligence have been solved 
using DL which has proven to be the most efficient class of models (LeCun, Y., et al., 2015). 
Some of these difficult learning tasks are: image captioning (Karpathy, A., & Fei-Fei., 2015), 
recognition of speech (Hinton, G., et al., 2012), processing of natural language (Collobert, R., 
et al., 2011), competition in Go game with expert human players (Silver, D., et al., 2016),  
classification of image (He, K., et al., 2015), object recognition in computer vision (LeCun, Y., 
et al., 2010), pose estimation (Cao, Z., 2017), etc. 
2.12 Distinctions between “Shallow” and “Deep” Learning 
Traditional or older machine learning is regarded as “shallow” learning in comparison with 
deep learning (Al-Qatf, M., et al., 2018). Whereas the performance/accuracy of deep learning 
algorithms in terms of learning capacity increases as the input data increases, that of traditional 
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machine learning decreases as the amount of input data increases. Figure 2.8 shows the learning 
capability of DL versus traditional machine learning: 
 
Figure 2.8: Learning accuracy of deep learning vs traditional machine learning (Source: Di, 
W., 2018). 
 
Deep learning networks tend to improve with the addition of more training data to their inputs. 
It absorbs most of the abundant huge volume of the dataset, regardless of its label status (Di, 
W., et al., 2018). When compared with the shallow learning architectures, Deep learning 
networks have demonstrated better performance at retrieving, from training data, non-local and 
global relationships or patterns. This is due to the depth of its architecture. The learned 
representations in deep learning form a hierarchical pattern with knowledge gained at various 
levels (Deng, Y., et al., 2016). Unlike shallow algorithms that feature more about engineering 
and selection, deep learning lays much emphasis on interpreting the most useful computational 
architectures (graph topology) and the methods to be applied in optimizing the parameters 
accurately and efficiently. Besides, deep learning uses Rectified Linear Unit (ReLU) to 
improve its vanishing gradient problem, unlike the traditional machine learning that utilizes 
tanh and logistic functions. ReLU is a non-saturating activation function. With the 
advancement in engineering, deep learning also employs sophisticated GPUs and networks that 
have the capacity of doing fast floating-point calculations in parallel or in a distributed way. 
To prevent overfitting, a major problem in traditional machine learning algorithms, deep 
learning uses new regularizer such as Dropout to keep the network sparse, max-out, and batch 
normalized. Moreover, training of larger and larger networks without (or with negligible) 
overfitting is possible in deep learning because it permits data-augmentation.   
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Schmidhuber, J., (2015), in his overview, made a distinction between “Shallow” and “Deep” 
learning in a multilayer perceptron involving a Credit Assignment Path (CAP) depth theory for 
the output layer which is parameterized. It should be noted that CAP depth is calculated by 
adding all the hidden layers, plus one. A universal approximator which can stand for any 
function can be produced by a CAP depth of two. A CAP depth greater than two (i.e CAP >2) 
implies that the network has extra hidden layers that apply the principle of cause and effects 
relationship to learn features and causal links. Because of this, Deep Learning has a working 
definition widely accepted to be a CAP depth more than two i.e CAP >2. Figure 2.9 illustrates 
deep learning architecture. Between the output and the input, layers are three hidden layers. 
 
 
Figure 2.9: Deep learning architecture incorporating more than two hidden layers (Source: 
Moncada, A., et al., 2018). 
 
2.13 Popular standard deep learning models 
Convolutional Neural Networks (CNN), Restricted Boltzmann Machines (RBM), and 
Recurrent Neural Networks (RNN) are three well known deep learning algorithms. Below are 
brief explanations of these networks: 
 
2.13.1 Convolutional Neural Networks (CNN) 
CNN model is a biologically inspired variant of a multilayer perceptron. Its architecture is like 
that of the connectivity pattern of neurons in the brain. They have been demonstrated to be very 
efficient in image classification and recognition problems. CNN is a deep learning algorithm 
that can be fed with an input image. It assigns learnable weights and biases to numerous objects 
in the image to classify one from the other. CNNs require much lower pre-processing in 
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comparison to other classification algorithms. They can learn filters/characteristics of an image 
unlike in primitive methods where they are hand-engineered with much training. 
CNNs have been implemented with huge success when identifying faces, traffic signs, and 
powering visions of self-driving cars and robots. CNN utilizes spatially local correlation.  
One of the very first CNNs was proposed by Yann LeCun in 1988 with the name LeNet. LeNet 
was primarily used for character recognition tasks such as reading digits, zip codes, etc. There 
are a few basic building components of CNN namely: convolutional layer, activation layer, 
pooling or sub-sampling layer (POOL), and fully connected (FC) layer. Whereas non-linear 
ReLU is applied as an activation function in CNN’s activation layer, softmax is ideal for its 
fully connected layer. See figure 2.10 for a better illustration of a typical CNN model. 
 
Figure 2.10: A typical convolution network showing all the basic building components 
(Source: Jeny, A.A., et al., 2018). 
Originally, CNN was developed for two-dimensional (2-D) image data. But it has been 
discovered to be able to model univariate time series forecasting problems. Datasets that consist 
of a single series of observations with a temporal ordering is called univariate time series. CNN 
model used for this type of datasets is expected to learn from the series of past (historical) 
observations to forecast the next value in the sequence. A univariate series must be prepared 
before it is modeled.  Learning a pattern or function that maps a sequence of past observations 
as input to an output observation is the major task required of a model for univariate time series 
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forecasting. To achieve this, the sequence of observations (historical solar irradiance data) must 
be modified into multiple examples from which the model can learn. In forecasting solar 
irradiance in this work, the sequence was divided into multiple input/output patterns called 
samples, where three-time steps are used as input, and one time-step is used as output for the 
one-step prediction that is being learned. The split-sequence () function was used to implement 
this behavior by splitting univariate sequence from historical solar irradiance into multiple 
samples where each sample has a specified number of time steps and the output is a single time 
step. 
2.13.2 Restricted Boltzmann Machines (RBM) 
Visible and hidden layers are the only layers in RBM models. Its areas of application are 
dimensionality reduction, feature learning, anomaly detection, etc. In RBM models, 
connections do not exist between the visible to visible nodes or between hidden to hidden 
nodes. Connections are only maintained between each visible to each hidden node. RBM 
models are energy-based, with the energy function producing a scalar value showing the 
probability in its configuration. According to Hinton, G., (2010), equation (1) expresses the 
energy function E (v,h) of RBM: 
𝐸(𝑣, ℎ) =  − ∑ 𝑎𝑖𝑣𝑖 − ∑ 𝑏𝑗𝑗𝜖ℎ𝑖𝑑𝑑𝑒𝑛 ℎ𝑗 − ∑ 𝑣𝑖𝑖𝜖𝑣𝑖𝑠𝑖𝑏𝑙𝑒,𝑗𝜖ℎ𝑖𝑑𝑑𝑒𝑛 ℎ𝑗𝑖𝜖𝑣𝑖𝑠𝑖𝑏𝑙𝑒 𝜔𝑖𝑗                    (1) 
This means that the parameters are adjusted over the set of inputs to learn a probability 
distribution. Although it encodes output in binary form, RBM is still a generative stochastic 
neural network. Unlike common neural networks that readily perform weight adjustments by 
gradient descent, RBM models use a contrastive divergence (CD) approach. In training RBM 
networks, two passes are involved: construction and reconstruction. The forward encoding path 
is regarded as construction while the backward decoding path is known as reconstruction. The 
basic structure of the RBM is illustrated in figure 2.11. It has one visible (v) layer and one 
hidden (h) layer. 
 
 
Figure 2.11: Basic structure of a typical RBM model (Source: Deng, Y., & Zhong, Y., 2015) 
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2.13.3 Recurrent Neural Networks (RNNs) 
RNNs are referred to as a chain of repeating models in the dimension of time representing a 
time step or sequence. Each time step is treated as a layer. The length of these time steps 
determines the depth of the RNN, with the first element being equivalent to the first layer. 
RNNs consist of cycles that supply the network activations from a past time step as inputs to 
the network to affect forecasting at the present time-step. The internal states of the network, 
which stores these activations, holds long-term temporal contextual data. This system allows 
RNNs to make use of a dynamically varying contextual window over the input sequence history 
(SAk, H., et al., 2014). Sequential, and time series, and numerical time series data are predicted 
using RNNs. An example of sequential data is a word in a sentence. Time series data include 
text, genomes, handwriting, spoken word, etc. In this type of data, it is not only their order that 
matters but also the next value in line always depends immensely on the previous context (short 
or long). This is where CNN differs from RNN.  
Unlike RNN networks, CNN models are not designed to handle inputs that come sequentially 
because they are feed-forward networks having no feedback loops. Whereas the order of 
signals/ inputs is critical for RNN models, it does not matter in CNNs. Like CNN, after the 
unroll of the networks through time, there is an extension over the time dimension known as 
backpropagation through time (BPTT). Figure 2.12 is a typical example of an RNN structure. 
 
Figure 2.12: A structure of RNN showing a repeating module (similar cells) containing a single 
layer in a timeline (Source: Ganda, R., & Mahmood, A., 2017) 
2.14 Important Techniques and Issues in deep neural networks 
Many deep neural networks encounter some very important issues which must not be ignored 
since they determine the success of the models. The depth of the architecture determines the 
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severity with which the networks suffer from these issues. Examples of these issues are 
vanishing and exploding gradients, Activation function, Overfitting, Optimization algorithms, 
batch normalization, etc. 
2.14.1 Vanishing and exploding gradients 
Weights are adjusted in proportion to the gradient during the backpropagation stage. During 
this stage, the gradients might become too small or get too large. When it becomes too small, 
it causes the learning process to be sluggish or completely stops it from updating. For instance, 
using activation function whose derivatives are often smaller than 0.25 will make the lower 
layers unable to receive useful signals from the errors after a few layers of backpropagation. 
This problem is called vanishing gradients. Sigmoid function, as an activation function, usually 
causes this problem. 
On the other hand, when the gradients get too large it makes learning to diverge causing 
exploding gradients. It occurs when the activation function is unbounded or if the learning rate 
is too large. 
2.14.2 Activation Functions 
The issue of vanishing and exploding gradients can be solved by using the right activation 
function for the network. They are differentiable features that the neural networks use to 
determine if the incoming signals have attained the threshold and therefore should output 
signals for the next level. The errors calculated at the output layer are the parameters used by 
the network to learn.  
To carry out backpropagation optimization, a differentiable activation function is required. This 
is done while propagating backward through the layers to compute the gradient, and then 
optimize weights utilizing any optimization algorithms to minimize the error. The gradient 
depicts errors in the network. Some of the popular activation functions with their equations, 
derivatives and 1-D graphs are listed below:  
• Sigmoid or logistic function:  𝜎(𝑥) =  
1
1+𝑒−𝑥
                                                        (2) 
𝜎′(𝑥) =  𝜎(𝑥)(1 − 𝜎(𝑥)) 
Logistic function, with a range between 0 and 1, is a differentiable normal function 
for any normal input value. It was used popular during the early years of AI research. 
However, its popularity has declined due to its inherent problem or characteristics. 
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This is due to its predisposition to causing saturation or vanishing gradient problems, 
including very slow convergence. Nowadays, the logistic function is no longer 
recommended because other better activation functions have been discovered. Figure 
2.13 illustrates the 1-D graph of a logistic function having a distinctive S shape: 
 
 
Figure 2.13: 1-D graph of the sigmoid activation function (Source: Gokuzum, F.S., et 
al., 2019) 
 
• Hyperbolic tangent or Tanh function:𝜎(𝑥) =  
𝑒𝑥−𝑒−𝑥
𝑒𝑥+ 𝑒−𝑥
                                         (3) 
 
𝜎′(𝑥) =  1 − 𝜎(𝑥)2 
The range of tanh function is between -1 and 1. Optimization is easier in tanh function 
than in logistic function since its output is centered at zero, hence faster convergence. 
However, the issue of vanishing gradient is still present here although at a slower rate. 
Figure 2.14 illustrates the 1-D graph of the hyperbolic tangent function: 
 
 
Figure 2.14: 1-D graph of the hyperbolic tangent activation function (Source: 
Gokuzum, F.S., et al., 2019). 
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• The Rectified Linear Unit (ReLU):  𝜎(𝑥) = max(0, 𝑥)                                    (4) 
 
𝜎′(𝑥) =  {
1, 𝑥 ≥ 0
0, 𝑥 < 0
} 
The computation of ReLU is much easier and efficient when compared to logistic and 
tanh function. This has increased its popularity in recent years. Krizhevsky, A., et al., 
2012 demonstrated that ReLU can improve convergence by 6 times faster than other 
activation functions mentioned earlier. This achievement can be attributed to the fact 
that it has a linear and non-saturating form which enables it to prevent or rectify the 
vanishing gradient problem. Unlike the other activation functions which make use of 
expensive exponential operations, ReLU can be computed by thresholding activation 
at 0. However, its limitation resides in the fact that it can only be applied in the hidden 
layer, but not the output layer because its direct output is not in the probability space. 
Therefore, when applying ReLU function in classification tasks it is required that 
softmax function be applied on the last layer to compute the probabilities for classes. 
But a linear function should simply be utilized for regression problems. Figure 2.15 
illustrates the 1-D plot of ReLU function: 
 
 
Figure 2.15: 1-D plot of ReLU activation function (Source: Gokuzum, F.S., et al., 
2019) 
             The mathematical expression for softmax function is: 
𝑝(𝑦 = 𝑗|𝑧𝑗) =  ∅(𝑧𝑗) =  
𝑒𝑧𝑗
∑ 𝑧𝑗
𝑘
𝑗
                                                                             (5) 
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From the above equation, probability scores in the form of  (0 < 𝑝(𝑦 = 𝑗|𝑧𝑗) <
1 𝑎𝑛𝑑 𝑠𝑢𝑚 (𝑝(𝑦 = 𝑗|𝑧𝑗)) = 1)  for each of the classes can be generated using 
softmax function at the output layer of a network where ReLU was used on the hidden 
layers. 
 
2.14.3 Optimization Algorithms 
A network learns through optimization. Parameter optimization is a method used in every 
machine learning approach. Some of these parameters are error, cost, loss, energy, etc. The 
process that minimizes the above parameters or finds the locus of their least values is called 
optimization. By adjusting the network coefficients step by step, optimization is achieved. 
Getting the optimal weights ω is what one aims at when implementing deep learning networks. 
Optimization choice strategy is very crucial in implementing deep learning. To minimize a 
functional J, the standard strategy is to adopt the descent with the highest slope moving from 
the present approximate value to another value in the way of the -ve gradient as shown in the 
equation (6):  
∆𝜔𝑡 = −𝛻𝐽(𝜔𝑡)                                                                                                               (6) 
There are many options provided in the Tensorflow software framework to select as optimizers. 
Examples are gradient descent, Adagrad, momentum, Adam, and RMS prop optimizers. 
Gradient descent is good for a beginner who is not sure which optimizer to choose. 
2.14.4 Overfitting 
In deep neural networks, continuous control of overfitting is a necessity because the networks 
have several parameters to learn. Overfitting is not peculiar to deep neural networks. It is a 
problem found in all other machine learning methods. Regularization is one of the methods for 
tackling the undesirable issues of overfitting. The addition of some constraints on the 
parameters to hinder the weights or coefficients of the networks from becoming too large is the 
function of a typical regularization. There are two forms of regularization: L1 and L2. 
L2 regularization is a means of forcing every weight to decay to zero during the gradient 
descent stage. This is also known as weight decay. On the other hand, L1 regularization forces 
the weight vectors to become too sparse. By changing many features to zero, L1 regularization 
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assists in discovering which features are more needed for predictions. And by so doing, it 
assists the network to be less tolerant to noise in the inputs. 
To reduce overfitting, an improved algorithm from equation 2 above applies a “learning rate” 
η and ℓ2𝑜𝑟ℓ1 regularization involving a penalty term. This penalty term can be expressed as 
𝜆2
1
2
‖𝜔‖2ℓ2𝑂𝑅𝜆1‖𝜔‖ℓ1 . From this penalty term and equation 6 above, we derive the refined 
general descent and loss functional algorithms as expressed in equations 7 and 8: 
𝐽(𝜔) =  ∑ (𝑦 − ŷ(𝜔))
2
+ 𝜆2
1
2
‖𝜔‖2ℓ2 + 𝜆1‖𝜔‖ℓ1𝑦                                                        (7) 
 
∆𝜔𝑡 =  −𝜂𝛻𝐽(𝜔𝑡) +  ⍺∆𝜔𝑡−1                                                                                         (8) 
Where, y is the actual desired value while ŷ(ω) is the forecasted value having the current 
weights ω. 
Another kind of approach used in avoiding overfitting is Dropout. It is often used together with 
L1 or L2 regularization mentioned earlier. Dropout works by only allowing a certain 
percentage of the neurons to be active while at the same time setting others to zero. Setting 
these neurons to zero simply means they have been dropped out. To obtain a random sampling 
for which neurons should be dropped out, a pre-set hyperparameter (ρ) is adopted. In practice, 
ρ = 0.5 is always used. As the only part of the network is updating during each batch, dropout 
compels the different parts of the network to learn from different information. It prevents 
overfitting by creating a method of approximately linking various neural network architectures 
exponentially and effectively (Srivastava, N., et al., 2014). 
2.14.5 Batch Normalization 
In the past, it was practically very difficult to train deep neural networks. Then, to make 
complex models converge within a reasonable timeframe would have been an uphill task. 
Today, there are a lot of tricks to make them converge, to accomplish quicker training, and to 
resolve any type of problem that comes up when we desire to train a Deep Learning model. 
Batch normalization is one of those tricks. It is an approach adopted to normalize the inputs of 
each layer, to eliminate the internal covariate shift problem in the intermediate layers of deep 
learning models. This is done by calculating the average and variance of input layers and 
normalizing the input layers utilizing the previously calculated batch statistics. Finally, scaling 
and shifting are done to get the output of the layer.  
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2.14.6 Tunable parameters in Deep Learning framework software 
Careful selection of various tunable parameters found in DL software is necessary as it helps 
to appreciably hasten the convergence of the networks and reduce probable errors. Table 2 
shows various parameter names associated with deep learning in the software. 
Table 2.0: Deep Learning Parameters with name as found in the software 
Parameter name Default Description 
Epochs 10 Number of phases through the training set 
Eta 0.005 Learning rate, η 
Alpha 0.9 Momentum learning, a factor of previous learning update to 
add 
decrease const 0.0 Decrease constant d for adaptive learning η(1+t+d) 
shuffle True Shuffle training set before every epoch to optimize 
performance. 
minibatch 200 Split training set into k mini-batches within each epoch 
I2 0.0001 Weight 𝜆2 forℓ2 regularization term 
I1 0.0 Weight𝜆1 for ℓ1regularization term 
 
 
2.15 Overview of Traditional Machine Learning (ML) Algorithms Used in this Study 
Three machine learning algorithms were used in this study viz: SVM, ANN, and Random 
forest. Below is a brief overview of their peculiarities and how they are used to predict 
information required in any tasks they are applied: 
2.15.1 Support Vector Machines (SVM) 
SVM is a kernel-based ML model which mainly used for solving classification and regression 
problems. It was first introduced in 1986 by Vladimir Vapnik. SVMs are a set of interlinked 
supervised learning methods used in pattern recognition, regression, classification, estimation, 
and operator inversion for difficult tasks (Witten, I.H, et al., 2005). The application of this 
method to time series prediction tasks has been a success story (Voyant, C., et al., 2017). The 
approach used in SVM for classification problems has the primary objective for discovering 
the hyperplane which effectively separates the class representation of data. The hyperplane is 
a generalization of a line in 2-D and a plane in 3-D. When there are several hyperplanes to 
choose from, SVM selects the one where the distance of the hyperplane from the nearest data 
points is the farthest (Maiga, A., 2011). The maximum margin linear hyperplane can be formed 
as soon as instances from the support vector have been identified as shown in figure 2.7: 
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Figure 2.7: SVM showing the optimal separating hyperplane 
By introducing a kernel, SVM can become non-linear and non-parametric as the case demands. 
From Mercer theorem, kernels are regarded as symmetric, semi-positive definite functions that 
fully support the theorem. The forecasting task done using an SVM for an input test case x is 
expressed by: 
ŷ =  ∑ ⍺𝑖𝑘𝑟𝑏𝑓(𝑥𝑖, 𝑥∗) + 𝑏
𝑛
𝑖=1                                                                                             (9) 
From the above equation, the radial basis function (RBF) kernel is defined by: 
𝑘𝑟𝑏𝑓(𝑥𝑝, 𝑥𝑞) = 𝑒𝑥𝑝 [
−(𝑥𝑝−𝑥𝑞)
2
2𝜎2
]                                                                                      (10) 
Despite its successes, SVM as a powerful classifier method is known to have some limitations 
due to its high algorithmic complexity and extensive memory demand needed for its quadratic 
programming in large scale tasks (Suykens, et al., 2003). Burgess in 1992 enumerated other 
limitations of SVMs to include: 
• It is computationally expensive, sometimes, to carry out model selection for some 
contemporary applications. The applications require new objects to be consistently 
loaded into an already large database. 
• Both in training and testing, SVMs exhibit limitations in speed and size. 
• The choice of the kernel limits supports the vector approach. 
• In SVM, discrete data are known to be difficult in finding their hyperplanes. 
 
Support vectors 
 Hyperplane separating the vectors 
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2.15.2 Artificial Neural Network (ANN) 
ANNs are a class of models inspired by the structure of biological neural networks. Like kernel 
methods, they are good for solving problems involving pattern-matching techniques.  In the 
review conducted by Mellit, A. et al; 2009, 79% of AI techniques used in weather forecasting 
data are based on ANN. Biologically, the artificial neuron model corresponds to the neuron of 
the brain where the inputs represent the dendrites, an activation function regulates the 
conditions for the firing of the neuron if the threshold is reached. Also, the weights (w) 
correspond to the synapses linking the neurons to each other in the brain, while the output 
corresponds to the axon. 
An increase in the number of connections in ANN improves its ability to imitate biological 
networks which then results in much-improved learning of patterns of information embedded 
in the data (Moncada, A et al; 2018). Just like a perceptron, the differences between the actual 
and predicted values are reduced by careful and gradual selection of random weights. One of 
the best strategies for optimizing these weights is to use backpropagation. But, while the ANN 
utilizes a non-linear activation function in calculating its output errors, the perceptron uses the 
step function. The great power of the ANN lies in its non-linearity. This accounts for the 
difference between the ANN and a perceptron. 
ANNs are multi-layer fully connected neural nets that consist of an input layer, hidden layers, 
and an output layer. Nodes in one layer are connected to other nodes in the next layer.  
In the ANN model, a node receives the weighted sum of its inputs and sends it through a non-
linear activation function, f. The input of another node in the next layer is the output of the 
node in the previous layer. The last output is determined by repeating this procedure for all the 
nodes. Training ANN means learning the weights linked with all the edges. 
Equation 11 summarizes the output (z) of a given node. The weighted (w) sum of its inputs (x) 
is passed through a non-linear activation function (f). n is the number of inputs for the node. 
𝓏 = 𝑓(𝑥. 𝜔) = 𝑓 (∑ 𝑥𝑖𝜔𝑖
𝑛
𝑖=1
) 
𝑥 ∈ 𝑑1×𝑛, 𝜔 ∈ 𝑑𝑛×1, 𝓏 ∈ 𝑑1×1                                                                                          (11) 
An input to all the nodes is called bias (b), and it always has a value of 1. Bias makes it flexible 
to shift the outcome of the activation function to the left or the right. With bias, the model can 
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still train when all the input features are 0. When a bias is included in the above equation, the 
output of the node changes to the equation (12):  
𝓏 = 𝑓(𝑏 +  𝓍. 𝜔) = 𝑓 (𝑏 +  ∑ 𝓍𝑖𝜔𝑖
𝑛
𝑖=1
) 
𝓍 ∈ 𝑑1×𝑛, 𝜔 ∈ 𝑑𝑛×1, 𝑏 ∈ 𝑑1×1, 𝓏 ∈ 𝑑1×1                                                                           (12) 
Equations (11) and (12) above illustrated how the output of the forward pass of a node is 
calculated. The forward pass is used to make the predictions after training is completed. The 
procedure below is followed to train the ANN model to learn the weights: 
• The weights are randomly initiated for all the nodes.  
• Going from left to right (forward pass), use the current weights to calculate the output 
of each node. The value of the last node is the final output. 
• The final output of the forward pass is compared with the actual target in the training 
data. The loss function is used to measure the error. 
• Use backpropagation to propagate the error to each node from right to left (backward 
pass). Use gradient descent (GD) to adjust the weights accordingly and calculate each 
weight’s contribution to the error. The error gradients must be propagated back starting 
from the last layer. 
2.15.3 Random Forest (RF) 
Random forests, also known as a random decision forest, are supervised learning algorithms 
that use ensemble machine learning methods for solving regression and classification 
problems. They operate by constructing a host of decision trees at training time and outputting 
the class that has the frequency of occurrence (mode) among the classes or predicting the mean 
(regression) of the individual trees. Random decision forests are primarily designed to handle 
the problem of over-fitting associated with decision trees (DT). 
Tim Kam Ho created the pioneer algorithm for random forests using the random subspace 
method. The random subspace method is a way to apply the stochastic discrimination approach 
to classification. Random forest employs bagging technique while running the trees in parallel. 
There is no interaction between these trees While building, random forest ensures that there is 
no interaction between the trees. With some gainful changes, it combines the result of multiple 
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predictions by aggregating many decision trees. Each of these trees extracts a random sample 
from the main dataset when generating its splits. This action further adds an element of 
randomness that eliminates overfitting.  
RF permits splitting the number of features at each node by restricting it to some percentage of 
the total before training. This hyperparameter property ensures that the RF model does not 
depend too much on any individual feature. 
Advantages of Random Forest 
• In comparison to other learning algorithms, its accuracy is regarded as very high. 
• It is efficient in handling large databases. 
• It accepts multiple input variables without deleting any of them. 
• It offers estimates of vital variables in the classification or regression. 
• As the building of the forest advances, it produces an impartial internal approximation 
of the generalization error. 
• It can effectively estimate missing data and still maintains accuracy when there is a 
large percentage of missing data. 
Disadvantages of Random Forests: 
1. They have been found to overfit for some datasets. 
2. For data with a different number of levels, they are observed to be biased in favor of 
those attributes with more levels. 
2.16 Summary of Chapter Two 
This chapter reviewed solar power and its importance in providing clean energy in South 
Africa. It also provided a brief history of deep learning and why the technique is a very efficient 
class of model for prediction tasks. An overview of three traditional machine learning models 
was done too. From the literature survey, it was observed that there is still a critical need for 
improvement in the accuracy of solar irradiance forecasts for a more stable power generation. 
Hence, the adoption of a deep learning approach to obtain better results in comparison to the 
existing machine learning techniques. The next chapter describes the materials and 
methods/procedures used in the study. 
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Chapter Three 
MATERIALS AND METHODS 
3.1 Introduction 
The previous chapter dealt with the review of literature related to the topic. This chapter deals 
with the materials and models required for the proper implementation of deep learning and 
machine learning to forecasting solar irradiance. The materials and methods mentioned here 
used for the experimental set up of the research that produced the results in the next chapter. 
Without the research following strictly to the methods outlined here, it would have been 
impossible to obtain those results. 
3.1.1 CPU/GPU requirement 
Deep learning requires large amounts of computational power. This is because it involves a 
CAP depth greater than two, which denotes a deeper representation of data. Modern CPUs, 
with a fewer number of complex cores for general-purpose computing, usually do not have the 
computational power to execute such specialized computing. In contrast, Graphics Processing 
Units (GPUs) known to have a large number of simpler cores good for specialized computing 
have excellent computational power for executing deep learning tasks. The design of a typical 
GPU makes it an excellent tool for crunching a large number of calculations in real-time. With 
functional units that contain caches and arithmetic logic unit (ALU), GPU has a higher level 
of multi-threaded optimization cores to process a large number of data points in parallel, 
resulting in massive computational throughput. NVIDIA and Intel are manufacturing modern 
GPUs, CPUs, and RAMs that are powerful and more oriented for training deep learning nets. 
In most normal settings in a single box, one Intel CPU core and NVIDIA GPU are 
recommended for most deep learning application development. 
3.1.2 RAM size 
The size of the deep learning model determines the size of GPU RAM that should be used. 
Since most deep learning applications read directly from RAM, it is always better to keep the 
size of CPU RAM equal to or greater than GPU RAM. Hence, A GPU of about 6GB RAM 
paired with about 8GB RAM for CPU will give good RAM performance for deep learning 
applications. 
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3.1.3 Hard drive 
Large sets of data in hundreds of GB are often required for a typical deep learning application. 
This size of data cannot be stored in any RAM. For deep learning applications, data are initially 
stored in a hard drive with enough memory. 
Since deep learning application software loads data in batches, GPU RAM loads mini-batch 
data to it which it continuously reads from CPU RAM. CPU RAM itself, sequentially, loads 
data directly from the hard drive. Therefore, a good solid-state driver (SSD) is always advisable 
to prevent crippling the overall application.  
3.1.4 Software framework  
There are many deep learning software frameworks available today. They provide developers 
a seamless and quick implementation framework for their applications. Examples of these 
application frameworks are Tensorflow, Caffe, MXNet, Torch, Theano, Microsoft Cognitive 
Toolkit (CNTK), and Keras. 
 In this work, Keras was used with Tensorflow backend as the application software framework 
for simulation. Keras could be perceived as a meta-framework that relates to other frameworks 
to perform its GPU interactions (Di, W., 2018). It runs on top of other frameworks such as 
Theano or Tensorflw to execute its tasks. It is user-friendly and very flexible. The community 
support, modeling flexibility, and ease of configuration in Keras is excellent. It also has strong 
speed and GPU parallelization. Python is the programming language in Keras. All these 
features informed why it was adopted as the software framework in this work.  
Designed and built by Google, Tensorflow is an open-source software library that uses data 
flow graphics for numerical computation. Its support for GPU, CPU, and mobile devices makes 
it flexible for developers to write codes against any device architecture. The ease with which it 
is configured is excellent. Tensorflow also has strong speed and GPU parallelization. 
3.1.5 Programming Language 
Having chosen Keras with Tensorflow backend as the DL software framework for simulation, 
python which is the main programming language for developing in Tensorflow was used in 
this work.  The programming shall be done locally, without deploying it to Google Cloud 
Platform (GCP) for faster training. Hence, training the model with hundreds of epochs took 
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long hours/ days to accomplish. The training was done remotely to a cluster with GPUs. Some 
of the python libraries used were SciPy, NumPy, Pandas, and Matplotlib. 
 
3.1.6 Data 
The data used in this work were sourced from the National Oceanic and Atmospheric 
Administration’s (NOAA) Meteoblue Climatology website as stated in the introduction 
section. Meteoblue provides reliable local weather information data which are available to the 
public. The provided data have a longer duration of time and an appreciable number of 
independent variables. Hourly weather information for Johannesburg city formed the test data. 
The data parameters used include temperature, solar irradiance, and duration of sunshine. For 
data composition variations, N% of the entire data was used as the dataset for training while 
(100-N)% of the entire data constituted the dataset for testing. 
3.2 Methodology/Working Principle 
This research undertaken to forecast solar irradiance using a deep learning approach followed 
a general process. Solar irradiance prediction using machine learning methods has been carried 
out in the past with varying degrees of accuracy. Most of the papers reviewed earlier showed 
that traditional machine learning algorithms were used to simulate those works. The main 
objective of this research is to forecast solar irradiance using deep learning techniques, which 
is a very effective class of models. However, to accurately predict solar irradiance better than 
other methods reviewed in this work was of utmost importance than just using deep learning 
techniques. By this, it is taken that the purpose of this work was to have the minimum error as 
possible compared to the ground-truth solar radiation.  
 
3.2.1 General Process for Implementing Deep Learning model 
In this research, the general process for implementing deep learning models used was 
developed. To determine the most accurate method, results were compared with alternate 
results obtained using traditional machine learning methods. Figure 3.0 is the flow chart 
illustrating the steps taken to forecast solar irradiance using DL approach 
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Figure 3.0: Chart showing process for predicting solar irradiance using Deep learning 
techniques 
In this research, the general process implemented in forecasting solar irradiance using deep 
learning approach is summarized below: 
• Collect, sort, and clean parameter data removing anomalies. Remove non-useful data 
e.g night hours. 
• Scaling and normalization of data. 
• Split data into a training dataset and testing dataset. 
• Design/select the neural network topology and implement it to undertake the solar 
irradiance forecasting as per specified time duration. 
• Training and testing the data. 
• Validation of data. Evaluate performance by calculating error rates applying the linear 
regression metrics. 
 
 
START 
Data collection and preparation 
Sort and split data into training and testing datasets 
Model design and development 
Forecasting hourly solar irradiance using DL 
Comparing the results obtained using Root Mean 
Square Error (RMSE) as performance evaluator 
END 
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3.2.2 General Process for Implementing Machine Learning model 
The training process adopted in the implementation of the Machine learning methods for 
forecasting solar irradiance is illustrated in figure 3.1. This process involves three important 
steps such as pre-processing, training, and testing of data (Alzahrani, A., et al., 2017). Data 
pre-processing libraries were used to divide/split the entire data into two sets - training and 
testing. The composition of data for training was 80% of the total data while that of testing was 
20% of the whole data. The main purpose of training the dataset was to build a harmonized 
model for implementing the datasets. It aims at determining the input weights, bias, and the 
system output. In the course of the training, the weighing process yields values that are then 
applied to forecast the needed solar irradiance. Forecasting is regarded as testing the data. The 
whole objective of the testing process is to establish the best forecasting model. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.1: Chart showing the general method applied in predicting solar irradiance using 
machine learning methods 
Start 
Data collection and pre-processing  
Design and development of models using ANN, or RF or SVR 
algorithms 
Predicting solar irradiance using ANN or RF or SVR 
Evaluation of model accuracy using nRMSE and MAE 
End 
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3.3 Performance Evaluators 
Evaluation metrics were used to measure the errors and to assess or judge the performance and 
improvements of different artificial intelligence techniques after some modifications, and for 
comparing the models with each other (Voyant C et al; 2017). It works by comparing the 
predicted output with the actual data linked to the error of a measure. In this paper, three error 
measure techniques viz: Mean Absolute Error (MAE), Root Mean Square Error (RMSE), and 
Normalized Root Mean Square Error were used.  
MAE is a performance metric suitable for applications where the costs arising from a poor 
prediction are proportional to the prediction error. It measures the difference between the 
predicted and actual GHI values. It also measures the nearness of predicted values to the actual 
values. However, MAE does not penalize big forecast errors when compared to the RMSE 
metric. RMSE is probably the evaluation metric that is most appreciated and utilized. RMSE 
penalizes big forecast errors and hence it is used in applications where small errors are more 
tolerable. Most times, these errors are normalized especially using the mean value of predicted 
values as shown in equations (13), (14), and (15): 
𝑀𝑒𝑎𝑛 𝑠𝑞𝑢𝑎𝑟𝑒 𝑒𝑟𝑟𝑜𝑟, 𝑀𝑆𝐸 = (1 𝑁⁄ ) ∑ (𝐴𝑡𝑡 − 𝐹𝑡)
2                                                     (13) 
Root Mean Square Error, RMSE = √𝑀𝑆𝐸 
𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑟𝑜𝑜𝑡 𝑚𝑒𝑎𝑛 𝑠𝑞𝑢𝑎𝑟𝑒𝑑 𝑒𝑟𝑟𝑜𝑟 = 𝑛𝑅𝑀𝑆𝐸 
𝑛𝑅𝑀𝑆𝐸 =  √𝑀𝑆𝐸 𝜌                                                                    ⁄                                         (14) 
Where,  
𝑚𝑒𝑎𝑛 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒𝑠, 𝜌 = µ = (𝐴𝑚𝑎𝑥 − 𝐴𝑚𝑖𝑛), and  
𝐴 = 𝑎𝑐𝑡𝑢𝑎𝑙 𝑑𝑎𝑡𝑎, 𝐹 = 𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡 𝑑𝑎𝑡𝑎, 𝑁 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛      
𝑀𝑒𝑎𝑛𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒𝐸𝑟𝑟𝑜𝑟, 𝑀𝐴𝐸 = (1 𝑁⁄ ) ∑ |𝐴𝑡 − 𝐹𝑡|𝑡                                                       (15) 
3.4 Implementing RNN (LSTM) 
In this section, a discussion on how Long Short-Term Memory (LSTM) network, a variant of 
the Recurrent Neural Network (RNN) was used to predict solar irradiance is done. LSTM is a 
deep learning system designed to overcome the vanishing and exploding gradient problems 
associated with a typical RNN. This is achieved by incorporating a memory-based architecture 
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in its gating logic system. Consequently, it develops additive gradient response instead of a 
multiplicative gradient response to training. LSTM cells consist of (a) Write to memory, (b) 
Read from memory, and Reset Memory, as three major functionalities. LSTM is usually 
supported by recurrent gates known as "forget" gates (Gers, F; et al; 2000). It hinders 
backpropagated errors from vanishing or exploding, thereby making the errors to flow 
backward via countless numbers of virtual layers unfolded in space. That is, LSTMs are 
capable of learning tasks that demand memories of events that occurred thousands or even 
millions of discrete time steps earlier (Schmidhuber, J; 2015). Figure 3.2 illustrates the core 
idea behind LSTM.  
 
 
 
 
 
 
 
 
Figure 3.2: LSTM Basic Cell Architecture (Di, W., et al.,2018). 
As can be seen from the figure above, LSTM models consist of neural network layers with 
sigmoid and tanh activation functions connected to their memory-based gating logic 
architecture to take care of vanishing and exploding gradient problems. Below steps were taken 
to implement it in this work: 
3.4.1 Experimental Set-Up for LSTM model 
• Obtaining the dataset and data cleaning: Johannesburg weather data from 1984 to 
2019 were obtained from Meteoblue. This is a company based in Switzerland. They 
provide real-time reliable weather information for almost every city worldwide. These 
data are available to the public, although a subscription is required to access historical 
data dating back as far as 1984. The data used consisted of historical hourly weather 
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information from 2009 to 2018, a total of ten years. Night-time hours (between 7 pm 
and 6 am) were sorted out and deleted from the file. These night hours all had 
𝑧𝑒𝑟𝑜𝑊𝑎𝑡𝑡/𝑚2 as measured solar radiation intensity. After cleaning, the amount of the 
data was scaled down from 92,000 to 46,000. Also, the data were split into training and 
testing datasets of 80%:20% before being utilized. Moreover, to prove that the accuracy 
of deep learning models improves while training with larger datasets, training was first 
done with only four months of data, followed by one-year data, and finally 10 years 
dataset. Below general steps were taken to code the model using python language. See 
appendix for codes. 
• Training libraries: Using Anaconda integrated development environment (IDE) and 
Tensorflow incorporated into Jupiter notebook, NumPy, pandas, and Matplotlib were 
imported into the model. 
• Importing the Training dataset: Pandas library was used to import the training dataset 
which is 80% of the total dataset. The training dataset was coded as the input of the 
model.  
• Feature Scaling: From sci-kit learn library, MinMaxScaler was imported to scale the 
features of the training data in the range of 0 and 1. With this step performed, the LSTM 
model would be able to fit or train the input dataset.  
• Creating A Data Structure with 60 timesteps and 1 output: RNN models operate 
with time-steps to give an output. In this work, the training dataset was structured to 
incorporate 60 timesteps to give one output. This meant that the training data would 
have x-train and y-train, with y-train being the output of the training dataset. With the 
NumPy library, the x-train and y-train were transformed into number arrays. Finally, 
also using NumPy, the dimension of x-train data was reshaped to be in the 3D plane, 
also in the range of 0 and 1.  
• Importing the Keras Libraries: Keras is a high-level API built on top of other deep 
learning software. It is a very powerful, cross-platform user-friendly and extensible 
deep learning software written in python. It can run on top of other deep learning 
software frameworks like Tensorflow, Theano, and Microsoft Cognitive Toolkit. In this 
work, Keras libraries with Tensorflow backend was used to build the RNN model. From 
keras.models, Sequential was imported since the work was time series regression 
problem. Also imported were LSTM, Dense, and Dropout from keras.layers. The model 
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has four layers excluding the output layer. All these libraries were imported. See 
appendix for codes.  
• Initializing the RNN: The model was Sequential with five LSTM layers. Each LSTM 
layer, excepting the output layer, has 50 units, returning sequences, and a Dropout 
regularization of 0.2. Dense was added only on the output layer with just one unit.  
• Compiling the RNN: Every network learns through optimization. Networks achieve 
optimization by adjusting the network coefficients step by step. In this step, Adam 
Optimizer and RMSE regression metrics to calculate the error rate or loss. 
• Fitting the RNN to the Training Set: To fit or train our model using the training 
dataset, the batch size was set at 32. The training dataset set was split into three 
independent groups of four months of data, one-year data, and ten years of data. Each 
of these groups was trained differently at epochs 50 and 100, with the same batch size 
of 32. 
• Importing the Testing Dataset: With the Pandas library, the testing dataset, which 
represented 20% of the entire dataset was imported.  
• Getting the forecasted Solar Irradiance: Finally, to forecast the Expected 
Johannesburg Solar radiation intensity, concatenation of the training dataset to the 
testing dataset was done, and the inputs were reset. 
• Visualizing the results: Here, the Matplotlib library was used to plot the graphs of all 
the predictions made using our RNN model. Using 4months, one year, and ten years of 
data independently at epochs 50 and 100, visualization of the accuracy of the data was 
achieved. It was observed that accuracy increases with increasing epochs and data size.  
 
3.5 Implementing Convolutional Neural Network (CNN) Time Series Model  
CNN is a type of deep learning model (Di, W., 2018). Originally, CNNs were developed for 2-
dimensional image data. But it has been discovered to be able to model univariate time series 
forecasting problems. Datasets that consist of a single series of observations with a temporal 
ordering is called univariate time series. CNN model used for this type of datasets is expected 
to learn from the series of past (historical) observations to forecast the next value in the 
sequence. A univariate series must be prepared before it is modelled.  Learning a pattern or 
function that maps a sequence of past observations as input to an output observation is the 
major task required of a model for univariate time series forecasting. To achieve this, the 
sequence of observations (historical solar irradiance data) must be modified into multiple 
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examples from which the model can learn. In forecasting solar irradiance in this research, the 
sequence was divided into multiple input/output patterns called samples, where three-time 
steps are used as input, and one time-step is used as output for the one-step prediction that is 
being learned. The split-sequence () function was used to implement this behavior by splitting 
univariate sequence from historical solar irradiance into multiple samples where each sample 
has a specified number of time steps and the output is a single time step. See the appendix for 
codes used to implement CNN to forecast hourly solar irradiance here. 
3.6 Implementing Convolutional LSTM (ConvLSTM) Network 
ConvLSTM is a variant of LSTM which is related to the CNN-LSTM hybrid model. Each 
LSTM unit in ConvLSTM has the convolutional reading of input built into it, thereby making 
its gates perform convolutions. Originally, ConvLSTM was developed for reading 2-D spatial-
temporal data but can be modified to be applied in univariate time series prediction. The layer 
in ConvLSTM expects input as a sequence of 2-D images, therefore the shape of input data 
must be reshaped as samples, timesteps, rows, columns, and features. In this work, each sample 
was split into subsequences where timesteps became the number of subsequences or n_seq. 
Columns were set as the number of time steps for each subsequence, or n_steps. The number 
of rows was fixed at 1 as training was done with 1-D data. To reshape the prepared data into 
the required input structure, n_steps was set at 4. Splitting the subsequences, the following 
steps were taken:  
X, y = split_sequence(raw_seq, n_steps) 
n_features = 1 
n_seq = 2 
n_steps = 2 
X = X.reshape((X.shape[0], n_seq, 1, n_steps, n_features)). 
ConvLSTM can be a single layer with respect to the number of filters, and a 2-D kernel for the 
rows and columns. The number of rows was always fixed to 1 in the kernel since the training 
was done with a 1-D series. The output of the model was flattened so it could be interpreted, 
and a forecast carried out. See the Appendix for the codes used here. 
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3.7 Implementing Machine Learning Methods 
Depending on data preparation and how the parameters are tuned, traditional machine learning 
algorithms are known to have, sometimes, performed better than deep learning models in some 
forecasting tasks. In this work, ANN, Random forest, and SVR models were used to forecast 
hourly solar irradiance of Johannesburg city. Historical data from 2017 and 2018 were 
separately used to determine the model with the highest accuracy. Below are the codes used to 
set up the experiments: 
3.7.1 Codes for the ANN model 
ANN codes developed and used to predict solar irradiance in this work are listed in the 
appendix section 
 
3.7.2 Codes for Random Forest Model 
Random forest codes developed and used to predict solar irradiance in this work can be seen 
in the appendix section. 
3.7.3 Codes for SVR Model 
The codes written steps to predict the solar irradiance of Johannesburg city using SVR can be 
seen in the appendix. 
3.8 Summary of Chapter Three 
In this chapter, the materials and methods for implementing the five artificial intelligence-based 
models for solar irradiance forecasts were described. The codes were systematically written in 
python language for ease of training the data. The next chapter presents a detailed analysis of 
the results obtained while training and testing the datasets used in this study.  
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Chapter Four 
 
RESULTS AND ANALYSIS 
 
4.1 Introduction 
Prediction of solar irradiance using machine learning methods has been carried out in the past 
with varying degrees of accuracy. Most of the literature reviewed in this work showed that 
traditional machine learning methods were used to simulate those works. The objective of this 
work was to forecast solar irradiance using deep learning techniques, which is a very effective 
class of models. However, to accurately predict solar irradiance better than other methods 
reviewed in this work was of utmost importance than just using deep learning techniques. By 
this, we meant to have the minimum error as possible compared to the ground-truth solar 
radiation. The forecast results obtained using the five models stated in this work are as follow: 
 
4.2 Experimental Results from RNN(LSTM) Model 
In conducting experiments using the LSTM model, the training and testing data compositions 
were in three segments namely 4months, 1year, and 10 years. The training data consisted of 
80% of the entire dataset in each of the segments. The results obtained are as follow: 
 
4.2.1 Data Composition - 4months 
Four months of data, representing a season in 2018, were used here. The total number of actual 
observations was 1,400. The model was initially trained at 50 epochs, and the normalized Root 
Mean Squared Error (nRMSE) value of 21.82% was obtained. Graphs were plotted. The 
process was performed again at epochs 100 with the same amount of training data. At 100 
epochs, the nRMSE value was 16.58%. Figures 4.1 and 4.2 are the graphs illustrating how 
increased epochs resulted in increased accuracy of the LSTM model: 
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Figure 4.1: Graphs showing the prediction of Johannesburg solar radiation at 50 epochs, 
nRMSE = 21.8%. The plot on the right-hand side shows how the data fit into the regression 
line with considerably less amount of error. 
 
  
Figure 4.2: Graphs showing the prediction of Johannesburg solar radiation at 100 epochs, 
nRMSE = 16.58%. The plot on the right-hand side shows how the data fit into the regression 
line with considerably less amount of error. 
 
4.2.2 Data Composition – 2009 to 2010 (one year and 3months) 
Here, one-year and three months of data amounting to 5,461 as the total number of observations 
were used. Training data consisted of 80% of the total dataset. This represented all the seasons 
of the year in 2018 as training data. The initial three months data (representing a season) of 
2019 were used as test dataset. The steps outlined in the research method were followed. The 
model was trained at 50 epochs and nRMSE value of 8.28% was recorded. A graph was plotted. 
The same process was performed at 100 epochs with the same amount of data. At 100 epochs, 
the RMSE value was 4.72%. Figures are the graphs that show how increased epochs resulted 
in improved accuracy of the LSTM model. 
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Figure 4.3: Graphs showing the prediction of Johannesburg solar radiation at 50 epochs, 
nRMSE = 8.28%. The plot on the right-hand side shows how the data fit into the regression 
line with considerably less amount of error. 
 
 
 
Figure 4.4: Graphs showing the prediction of Johannesburg solar radiation at 100 epochs, 
nRMSE = 4.72%. The plot on the right-hand side shows how the data fit into the regression 
line with considerably less amount of error. 
 
4.2.3 Data Composition – 2009-2018 (ten years) 
Ten years of data amounting to 45,000 as the total number of observations were used here. 
Training data consisted of 80% of the total dataset while testing data was 20%. This represented 
eight years as training data. Two years of data were used as testing data. The steps outlined in 
the research method were also followed. Again, the model was trained at 50 epochs with the 
nRMSE value being 5.85%. A graph was plotted. The process was performed at 100 epochs 
with the same amount of data. At 100 epochs, the nRMSE value recorded was 1.77%. Again, 
figures 4.5 and 4.6 show the graphs plotted using ten years of data: 
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Figure 4.5: Graphs showing the prediction of Johannesburg solar radiation at 50 epochs, 
nRMSE = 5.85%. The plot on the right-hand side shows how the data fit into the regression 
line with considerably less amount of error. 
 
 
Figure 4.6: Graphs showing the prediction of Johannesburg solar radiation at 100 epochs, 
nRMSE= 1.77%. The plot on the right-hand side shows how the data fit into the regression line 
with considerably less amount of error. 
Table 3.0: Table showing the performance of the LSTM model at 50 epochs with different 
amount of training data as input 
Performance Evaluator 
 
4-month (one season) 
dataset 
 nRMSE values for 
one-year dataset  
nRMSE values for 
Ten years dataset 
MAE 
 
14.16 2.48 1.86 
RMSE 
 
100.17 46.61 27.15 
nRMSE 
 
21.82% 4.72% 5.85% 
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Table 4.0: Table showing the performance of the LSTM model at 100 epochs with different 
amount of training data as input 
Performance Evaluator 
 
4-month (one season) 
dataset 
 nRMSE values for 
one-year dataset  
nRMSE values for 
Ten years dataset 
MAE 
 
10.84 1.61 0.371 
RMSE 
 
76.69 26.77 7.30 
nRMSE 
 
16.58% 4.72% 1.77% 
 
The chart in figure 4.7 illustrates the error rate of the LSTM model with respect to the amount 
of training data used as input. 
Figure 4.7: Chart showing how increasing epochs and datasets resulted in a decreased error in 
LSTM model 
 
4.3 Results Obtained Using CNN Model 
Table 5.0 shows the result obtained from the CNN model using ten years dataset and the one-
year dataset at 1,000 epochs: 
Table 5.0: CNN time series prediction results 
CNN model nRMSE RMSE MAE 
Ten years dataset (2009 – 2018) 17.8% 97.31 2.706 
One-year (2018) data 23.60% 106.67 5.39 
 
Plotting the actual (measured) solar irradiance against the forecasted (predicted) values 
indicates that the model performed well enough to be considered for this task although 
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traditional machine learning used for the same experiment performed better. Figures 4.8 and 
4.9 show the regression plots of the CNN model obtained using ten years and one-year data 
respectively: 
 
Figure 4.8: Regression plot of CNN model using a ten-year dataset trained at 1,000 epochs. 
The nRMSE value here is 17.8%. 
 
 
Figure 4.9: Regression plot of CNN model obtained using the year 2018 data at 1,000 epochs. 
The nRMSE value here is 23.6% 
 
  
4.4 Results obtained Using ConvLSTM Model 
Table 6.0 shows the result obtained from the ConvLSTM model using ten years dataset and the 
one-year dataset at 500 epochs: 
Plotting the actual (measured) solar irradiance against the forecasted (predicted) values 
indicates that the model performed better than the LSTM and CNN models earlier used. Figures 
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4.10 and 4.11 show the regression plots of the CNN model obtained using ten years and one-
year data respectively. 
 
Table 6.0: Results from ConvLSTM model trained at 500 epochs with different amount of 
data as input 
ConvLSTM model nRMSE RMSE MAE 
Ten years dataset (2009 – 2018) 1.51% 7.24 0.21 
One-year (2018) data 4.05% 24.82 1.52 
 
 
 
Figure 4.10: Regression plot of the ConvLSTM model using a ten-year dataset trained at 500 
epochs. The nRMSE value here is 1.51%. 
 
 
Figure 4.11: Regression plot of the ConvLSTM model obtained using the year 2018 data at 
500 epochs. The nRMSE value here is 4.05%. 
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4.5 Results Obtained using Traditional Machine Learning Models 
Three machine learning models were used in this study to predict solar irradiance. Historical 
data of Johannesburg for the years 2017 and 2018 were separately used as inputs to these 
models. Below are the results obtained: 
4.5.1 Results Obtained Using ANN Model 
Table 6.0 shows the analysis of the results obtained using the ANN model under various 
hyperparameter tuning for the two consecutive years (2017 and 2018). It shows how the ANN 
model performed in each of the years. Regression plots showing how the predicted values of 
the solar irradiance performed against the actual values are shown in figures 4.12 and 4.13. The 
results indicate that the predicted values fit the regression line with appreciable less amount of 
errors. 
 
Figure 4.12: Regression plot for 2017 using the ANN model. The nRMSE value here is 11.5%. 
 
 
Figure 4.13: Regression plot for 2018 using the ANN model. The nRMSE value here is 
15.8%%. 
Table 7.0: Results obtained from ANN model in each of the two consecutive years 
Description nRMSE RMSE MAE 
1st Model (with year 2017 data) 11.5% 44.42 2.75 
2nd Model (with year 2018 data) 15.8% 66.52 3.89 
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4.5.2 Results Obtained Using Random Forest Model 
ANN outperformed the random forest model a little bit, although much time was spent in 
performing advanced parameter tuning to achieve it. Figures 4.14 and 4.15 are the regression 
plots showing how the predicted values fit the regression line. Table 7.0 shows the performance 
of the models with the datasets in each of the years 
 
Figure 4.14: Regression plot for 2017 using Random forest model 
 
 
Figure 4.15: Regression plot for 2018 using Random forest model 
 
Table 8.0: Results from Random Forest model 
Description nRMSE RMSE MAE 
1st Model (with year 2017 data) 28.1% 118.3 4.87 
2nd Model (with year 2018 data) 19.8% 80.51 3.37 
 
4.5.3 Results Obtained Using SVR Model 
The results obtained from the SVR model are the best among the three machine learning 
techniques used for solar irradiance prediction in this work. It has the least nRMSE and MAE 
values among all the three machine models evaluated. Table 8.0 represents the different 
performance evaluator values obtained using this method. Figures 4.16 and 4.17 show the 
regression plots. 
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Figure 4.16: Regression plot for 2017 using the SVR model. The nRMSE value here is 7.2%. 
 
 
Figure 4.17: Regression plot for 2018 using the SVR model. The nRMSE value is 7.8% 
 
Table 9.0: Results of solar irradiance prediction using the SVR model 
Description nRMSE RMSE MAE 
1st Model (with year 2017 data) 7.2% 30.31 1.039 
2nd Model (with year 2018 data) 7.8% 32.84 1.459 
 
4.6 Analysis of the Results 
To measure the performance of the models used in this work, three evaluation metrics were 
used namely: Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), and 
Normalized Root Mean Squared Error (nRMSE). They are the very common measure for 
continuous variables that measure the average of the squares of the errors and how the dataset 
fits the models respectively. In this work, the best nRMSE value obtained was from the 
ConvLSTM model which gave 4.05% at 500 epochs when ten years of data were fed into it. 
To be able to evaluate the performance of all the models used, one-year (2018) data comprising 
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actual historical weather information for Johannesburg city were fed into each of the models.  
Table 10.0 shows the performance of the five models used in this work. 
Table 10: Performance evaluation of all the six models to determine the one with the least 
errors 
Models MAE RMSE nRMSE 
LSTM 1.61 26.77 4.72% 
CNN 5.39 106.67 23.60% 
ConvLSTM 1.52 24.82 4.05% 
ANN 3.89 66.52 15.8% 
RF 2.57 80.51 19.8% 
SVR 1.46 32.84 7.8% 
 
From the Table above, it could be seen that the ConvLSTM model with the least nRMSE of 
4.05% performed than all the other models used in the prediction. Next to the ConvLSTM 
model is LSTM with nRMSE of 4.72%. Surprisingly, the three traditional machine learning 
models outperformed the CNN time series model used in this work. This could be attributed to 
the pattern of the data which is highly stochastic. Moreover, from the experience of many 
developers, traditional machine learning algorithms sometimes perform better than deep 
learning models. Not all tasks require complex deep learning models for solutions. In summary, 
the order of performance of the six models is ConvLSTM>LSTM>SVR>ANN>RF>CNN. For 
a clearer illustration, figure 4.18 shows the graphical performance of the five models.  
 
 
Figure 4.18: Graph illustrating the performance of the six models used for forecasting solar 
irradiance 
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With the nRMSE value of 1.51% obtained from using the ConvLSTM model at 500 epochs 
with ten years of historical data, it is considered that the results are above expectations and 
apply to real simulations. It is important to understand that climate models are already assuming 
errors, so such a small variation on these predictions over the ground truth values given by the 
state-of-the-art model is considered enough for accepting the Deep learning model as a better 
alternative. 
Overall, the results obtained show that the SVR method gave the lowest nRMSE and MAE 
values in comparison to the other two machine learning methods used. SVR method has better 
prediction accuracy than ANN and RF in this kind of dataset. The chart in figure 4.19 gives a 
comparison of the error values of the three different methods. 
 
Figure 4.19: Comparison of nRMSE values of the three machine learning methods 
 
 
4.7 Summary of Chapter Four 
This chapter presented the analysis of the results obtained after the training and testing of the 
data using the six models implemented in this study. Ten years of data were used for the training 
of all the deep learning models.  To compare the results from the six models, one year of data 
was used to train them. It was observed that the ConvLSTM model outperformed all the other 
five models using the same dataset as input. It was also observed that the accuracy of the deep 
learning methods improved with an increasing amount of training data. The next chapter 
concludes this study with a recommendation for further work. 
 
 
61 
 
Chapter Five 
 
CONCLUSIONS AND RECOMMENDATIONS 
 
5.1 Introduction 
Throughout this work there was the possibility of learning more about Deep learning and 
machine learning techniques, and how these models could be used for predicting solar 
irradiance. 
At the outset of the work, the reader could discern or comprehend the environmental reasons 
that make a global commitment to renewable energy systems (RES) a critical need. Some 
evaluation was done as regards the work already carried out by the international organizations 
as well as the South African government in this direction. A literature review was concluded 
with a summary of the research previously done in the solar irradiance area.  
Then a theoretical view of deep learning models, as well as machine learning models, was 
presented. While discussing the points that served as motivations for researches that produced 
these models, the emphasis was made about mathematical foundations that give credence to 
them and their peculiarities. Without the use of activation functions, probabilities, logic, 
algebra, and calculus which form the mathematical process of forward and backpropagation it 
would be very difficult to develop most of these models. 
Having reviewed several papers that focused on solar irradiance prediction, it was observed 
that support vector regression (SVR) and ANN did better than most other machine learning 
methods. All the historical meteorological data used in those papers reviewed were collected 
outside Africa. Although all the papers did a good job on the matter of solar irradiance forecast, 
yet none of them applied Deep Learning as a method to predict solar irradiance. However, one 
of the papers suggested that deep learning could be a better method if applied.  
Recurrent Neural Network (RNN) and Convolutional Neural Network time series models were 
chosen as they are very good in predicting time-series sequential data. But a typical RNN is 
susceptible to over-fitting. To overcome this limitation, Long Short-Term Memory (LSTM) 
network, a variant of RNN, which was designed to overcome the limitations of vanishing and 
exploding gradient problems associated with a typical RNN was used instead. LSTM achieves 
this goal by incorporating a memory-based architecture in its gating logic system. 
In the simulation, historical weather information for Johannesburg city was used. To verify the 
behavior of the LSTM model to the amount of training dataset fed into it, training was done in 
three segments with different amounts of data. The first segment was trained with four months 
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dataset, the second segment one-year dataset, while the last segment was with ten years of 
historical data. They were trained and compared at 50 and 100 epochs. After a series of 
simulations, with ten years of data (80% used as training) at 100 epochs, nRMSE of 1.77% was 
recorded as the best result using the LSTM network. From the experiments conducted using 
the LSTM model, it was observed that the accuracy of the forecast improved with the increasing 
amount of data. This observation validates the assertion that “Deep learning algorithms tend to 
improve with the addition of more training data to their inputs. It absorbs most of the abundant 
huge volume of the dataset, regardless of its label status” (Di, W., et al., 2018). In an attempt 
to establish Deep learning as the best technique for predicting solar irradiance, other deep 
learning models were adopted. ConvLSTM, a variant of LSTM related to the CNN-LSTM 
hybrid model, was a good predictive model used. The results obtained using this model was a 
little better than that of LSTM. With ten years dataset, it gave nRMSE of   1.51%. 
Convolutional Neural Network (CNN) time series model was also used for the same historical 
data. Although the CNN model performed well, its accuracy level was below that of 
ConvLSTM, LSTM, and other well-established machine learning forecasting models used in 
this work. This goes to show that, depending on the nature of data, traditional machine learning 
methods can sometimes outperform deep learning techniques.  
In comparison, the results obtained from other machine learning methods revealed that 
ConvLSTM performed better than all of them, using the same training dataset. Using the one-
year dataset, ConvLSTM was followed in performance by LSTM, SVR, ANN, RF, and CNN 
in that order (i.e. ConvLSTM>LSTM>SVR>ANN>RF>CNN). So, one can safely deduce that 
the application of deep learning techniques to solar irradiance forecasts could be the best 
method for obtaining accurate data required by solar plants. These predicted solar irradiance 
data would enable them to plan for corrective actions, in the period of solar energy fluctuations, 
to be able to inject stable power to the electricity power grid. Hence the best model trained, 
belonging to Convolutional Long-Short Term Memory (ConvLSTM) network with five layers 
is considered the final solution for this project. This model took more than one week of training 
with 4 timesteps for one output at 500 epochs. 
 
5.2 Recommendations for Further work 
Overall, all the objectives of this dissertation have been covered. But, as this work is placed 
within the boundaries of a bigger project, some work is still yet to be done. Future work beyond 
the dissertation’s objectives that are recommended to be done are: 
• Use a hybrid of deep learning models like the CNN-LSTM model. 
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• Training with more data and with more time which is likely to improve the results. This 
could be done by generating a training dataset not only with 10 years but with a close 
to 35 years historical dataset as provided by Meteoblue for the city of Johannesburg. 
• Implementation of a distributed environment with more GPUs. The speedup in training 
may be worth it since it is still very recent. 
• The model could be validated in a real-time simulation. 
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APPENDIX 
LSTM CODES 
import numpy as np 
import matplotlib.pyplot as plt 
import pandas as pd 
dataset_train = pd.read_csv('Johannesburg_Historical_Weather_Data_Train.csv')   
training_set = dataset_train.iloc[:,4:5].values 
from sklearn.preprocessing import MinMaxScaler 
sc = MinMaxScaler(feature_range = (0,1)) 
training_set_scaled = sc.fit_transform(training_set) 
x_train = [ ] 
y_train = [ ] 
for i in range (60, len(training_set_scaled)): 
x_train.append(training_set_scaled[i-60:i,0]) 
y_train.append(training_set_scaled[i,0]) 
x_train, y_train = np.array(x_train),np.array(y_train) 
x_train = np.reshape(x_train,(x_train.shape[0],x_train.shape[1],1))  
from keras.models import Sequential 
from keras.layers import Dense 
from keras.layers import LSTM 
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from keras.layers import Dropout 
regressor = Sequential() 
# Adding the first LSTM layer and some Dropout regularisation, we used: 
regressor.add(LSTM(units = 50, return_sequences = True, input_shape = 
(x_train.shape[1],1))) 
regressor.add(Dropout(0.2)) 
# Adding the 2nd, 3rd and 4th LSTM layers and some Dropout regularisation, we used: 
regressor.add(LSTM(units = 50, return_sequences = True)) 
regressor.add(Dropout(0.2)) 
# At the output layer, we used the codes below: 
regressor.add(Dense(units = 1)) 
regressor.compile(optimizer = 'adam', loss = 'mean_squared_error') 
regressor.fit(x_train, y_train, epochs = 100, batch_size = 32) 
dataset_test = pd.read_csv('Johannesburg_Historical_Weather_Data_Test.csv') 
actual_solar_irradiance = dataset_test.iloc[:,4:5].values 
dataset_total = pd.concat((dataset_train['Solar Irradiance'], dataset_test['Solar 
Irradiance']), axis = 0) 
inputs = dataset_total[len(dataset_total) - len(dataset_test) - 60:]. values 
inputs = inputs.reshape(-1,1) 
inputs = sc.transform(inputs) 
x_test = [] 
for i in range (60,109): 
x_test.append(inputs[i-60: i,0]) 
x_test = np.array(x_test) 
x_test = np.reshape(x_test,(x_test.shape[0],x_test.shape[1],1)) 
predicted_solar_irradiance = regressor.predict(x_test) 
predicted_solar_irradiance = sc.inverse_transform(predicted_solar_irradiance) 
plt.plot(actual_solar_irradiance, color = 'red', label = 'Actual Johannesburg Solar 
Irradiance') 
plt.plot(predicted_solar_irradiance, color = 'blue', label = 'Predicted Johannesburg Solar 
Irradiance') 
plt.title('Hourly Solar Irradiance Forecasting') 
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plt.xlabel('Time') 
plt.ylabel('Johannesburg Historical Weather Data') 
plt.legend() 
plt.show() 
 
CNN CODES 
# Importing the libraries 
from numpy import array 
from keras.models import Sequential 
from keras.layers import Dense 
from keras.layers import Flatten 
from keras.layers.convolutional import Conv1D 
from keras.layers.convolutional import MaxPooling1D 
# split a univariate sequence into samples 
def split_sequence(sequence, n_steps): 
X, y = list(), list() 
for i in range(len(sequence)): 
# find the end of this pattern 
end_ix = i + n_steps 
# check if we are beyond the sequence 
if end_ix > len(sequence)-1: 
break 
# gather input and output parts of the pattern 
seq_x, seq_y = sequence[i:end_ix], sequence[end_ix] 
X.append(seq_x) 
y.append(seq_y) 
return array(X), array(y) 
# define input sequence 
historical_time_series_solar_irradiance_values = raw_seq 
raw_seq = [x1, x2, x3, x4, x5, x5, x6, x6, x7, x8, x9,…] 
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# choose number of time steps 
n_steps = 3 
# split into samples 
X, y = split_sequence(raw_seq, n_steps) 
# reshape from [samples, timesteps] into [samples, timesteps, features] 
n_features = 1 
X = X.reshape((X.shape[0], X.shape[1], n_features)) 
# define model 
model = Sequential() 
model.add(Conv1D(64, 2, activation='relu', input_shape=(n_steps, n_features))) 
model.add(MaxPooling1D()) 
model.add(Flatten()) 
model.add(Dense(50, activation='relu')) 
model.add(Dense(1)) 
model.compile(optimizer='adam', loss='mse') 
# fit model 
model.fit(X, y, epochs=1000, verbose=0) 
# predicting hourly solar irradiance 
x_input = array([x1, x2,x3]) 
x_input = x_input.reshape((1, n_steps, n_features)) 
yhat = model.predict(x_input, verbose=0) 
print(yhat) 
 
ConvLSTM Model 
# univariate convlstm example 
from numpy import array 
from keras.models import Sequential 
from keras.layers import Dense 
from keras.layers import Flatten 
from keras.layers import ConvLSTM2D 
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# split a univariate sequence into samples 
def split_sequence(sequence, n_steps): 
X, y = list(), list() 
for i in range(len(sequence)): 
# find the end of this pattern 
end_ix = i + n_steps 
# check if we are beyond the sequence 
if end_ix > len(sequence)-1: 
break 
# gather input and output parts of the pattern 
seq_x, seq_y = sequence[i:end_ix], sequence[end_ix] 
X.append(seq_x) 
y.append(seq_y) 
return array(X), array(y) 
# define input sequence 
raw_seq = [N1, N2, N3, N4, N5, …Nx] 
# choose a number of time steps 
n_steps = 4 
# split into samples 
X, y = split_sequence(raw_seq, n_steps) 
# reshape from [samples, timesteps] into [samples, timesteps, rows, columns, features] 
n_features = 1 
n_seq = 2 
n_steps = 2 
X = X.reshape((X.shape[0], n_seq, 1, n_steps, n_features)) 
# define model 
model = Sequential() 
model.add(ConvLSTM2D(64, (1,2), activation='relu', input_shape=(n_seq, 1, n_steps, 
n_features))) 
model.add(Flatten()) 
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model.add(Dense(1)) 
model.compile(optimizer='adam', loss='mse') 
# fit model 
model.fit(X, y, epochs=500, verbose=0) 
# demonstrate prediction 
x_input = array([N1, N2, N3, N4]) 
x_input = x_input.reshape((1, n_seq, 1, n_steps, n_features)) 
yhat = model.predict(x_input, verbose=0) 
print(yhat) 
 
 
ANN CODES 
# Import all needed libraries and sublibraries 
import tensorflow as tf 
from keras.models import Sequential 
from keras.layers import Dense 
from keras.optimizers import Adam 
from keras.callbacks import EarlyStopping 
import pandas as pd 
import sklearn 
from sklearn import preprocessing 
from sklearn.model_selection import train_test_split 
from sklearn.metrics import r2_score 
from matplotlib import pyplot as plt 
%matplotlib inline 
%config InlineBackend.figure_format='retina' 
# Import input (x) and output (y) data, and asign these to df1 and df1 
df1 = pd.read_csv('ANN_Ten_Year_Input_Data.csv') 
df2 = pd.read_csv('ANN_Ten_Year_Output_Data.csv') 
# Split the data into input (x) training and testing data, and ouput (y) training and testing data,  
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# with training data being 80% of the data, and testing data being the remaining 20% of the 
data 
X_train, X_test, y_train, y_test = train_test_split(df1, df2, test_size=0.2) 
# Scale both training and testing input data 
X_train = preprocessing.scale(X_train) 
X_test = preprocessing.scale(X_test) 
# Plots the results of a learning rate of 100, 1000, and 10000 respectively, with all other 
parameters constant 
LR = [100,1000,10000] 
for i in LR: 
    #Defines linear regression model and its structure 
    model = Sequential() 
    model.add(Dense(1, input_shape=(3,))) 
      #Compiles model 
    model.compile(Adam(lr=i), 'mean_squared_error') 
#Fits model 
history = model.fit(X_train, y_train, epochs = 2000, validation_split = 0.1, verbose = 0) 
history_dict=history.history 
# Runs model with its current weights on the training and testing data 
y_train_pred = model.predict(X_train) 
y_test_pred = model.predict(X_test) 
 
RANDOM FOREST CODES 
# Importing the libraries 
import numpy as np 
import matplotlib.pyplot as plt 
import pandas as pd 
# Importing the dataset 
dataset = pd.read_csv('Random_Forest_Data2.csv') 
X = dataset.iloc[:, 1:2].values 
y = dataset.iloc[:, 2].values 
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# Splitting the dataset into the Training set and Test set 
"""from sklearn.cross_validation import train_test_split 
X_train, X_test, y_train, y_test = train_test_split(X, y, test_size = 0.2, random_state = 0)""" 
# Feature Scaling 
"""from sklearn.preprocessing import StandardScaler 
sc_X = StandardScaler() 
X_train = sc_X.fit_transform(X_train) 
X_test = sc_X.transform(X_test) 
sc_y = StandardScaler() 
y_train = sc_y.fit_transform(y_train)""" 
# Fitting Random Forest Regression to the dataset 
from sklearn.ensemble import RandomForestRegressor 
regressor = RandomForestRegressor(n_estimators = 45000, random_state = 0) 
regressor.fit(X, y) 
# Predicting a new result 
y_pred = regressor.predict(X) 
#Regression plot codes 
import seaborn as sns 
import pandas as pd 
df = pd.read_csv('ANN_Regression_Plot.csv') 
sns.regplot(x='GHI Actual (W/m2)' , y='GHI Predicted (W/m2)', data=df) 
 
 
SVR CODES 
• Importing the Libraries: Using python software application, we imported the 
following libraries as the initial step: 
import NumPy as np 
import matplotlib.pyplot as plt 
import pandas as pd 
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• Importing the Dataset: Below are the codes used to import our dataset in csv format to 
the work space: 
dataset = pd.read_csv('Johannesburg_Irradiance_Data_Train2.csv') 
X = dataset.iloc[:,4:5].values.astype(float) 
y = dataset.iloc[:,6:7].values.astype(float) 
 
• Feature Scaling: The following codes were used to scale and transform our dataset to 
fit into the model: 
from sklearn.preprocessing import StandardScaler 
sc_X = StandardScaler() 
sc_y = StandardScaler() 
X = sc_X.fit_transform(X) 
y = sc_y.fit_transform(y) 
• Fitting the Support Vector Regression Model to the dataset: Here, we imported SVR 
from sci-kit learn library and selected the most important SVR parameter which is 
Kernel type. It can be linear, polynomial, or gaussian SVR since we have a non-linear 
condition. But we select RBF, a gaussian type kernel. The codes below were applied: 
from sklearn.svm import SVR 
regressor = SVR(kernel='rbf') 
regressor.fit(X,y 
•  Predicting a new result: To predict result the following codes were applied below: 
y_pred = regressor.predict(X). 
 
 
Sample of Johannesburg Meteorological Historical Data used in this work 
Hour temperature solar radiation relative humidity 
7 20.6 214.49 79 
8 22.72 431.65 71 
9 23.15 538.45 64 
10 23.38 461.02 57 
11 23.93 385.37 51 
12 26.02 747.6 51 
13 25.48 582.06 53 
14 25.35 528.66 50 
15 24.89 310.61 52 
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16 24.56 202.92 54 
17 24.69 157.53 55 
18 23.53 104.13 60 
7 18.87 43.61 79 
8 18.1 71.2 75 
9 18.03 116.59 74 
10 18.52 159.31 73 
11 19.26 204.7 72 
12 19.8 191.35 70 
13 20.15 169.99 67 
14 20.95 202.03 48 
15 20.85 165.54 43 
16 20.67 113.92 42 
17 19.99 64.97 42 
18 18.67 35.6 47 
7 16.14 34.71 74 
8 16.21 43.61 67 
9 16.26 51.62 60 
10 16.2 56.96 53 
11 16.92 118.37 47 
12 18.42 396.94 42 
13 18.77 234.07 38 
14 19.11 231.4 29 
15 19.13 204.7 30 
16 19.07 173.55 33 
17 19.13 137.95 31 
18 19.03 133.5 37 
7 17.28 154.86 73 
8 18.11 144.18 52 
9 18.88 245.64 44 
10 19.22 191.35 40 
11 19.32 190.46 32 
12 19.25 157.53 28 
13 18.94 128.16 25 
14 20.5 252.76 22 
15 20.38 233.18 20 
16 20.06 186.01 18 
17 19.63 138.84 17 
18 19.02 87.22 18 
7 13.63 88.11 80 
8 14.25 169.1 74 
9 15.16 254.54 68 
10 16.18 312.39 60 
11 17.08 347.99 52 
12 17.69 316.84 47 
13 18.39 350.66 40 
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14 19.28 294.59 40 
15 19.19 270.56 45 
16 19.04 231.4 50 
17 18.74 213.6 57 
18 18.33 124.6 83 
7 15.45 209.15 74 
8 17.04 427.2 66 
9 17.18 306.16 56 
10 19.1 501.96 50 
11 20.52 878.43 45 
12 21.51 946.07 39 
13 21.22 832.15 40 
14 20.99 559.81 40 
15 21.03 350.66 39 
16 21.04 315.95 39 
17 20.83 274.12 44 
18 20.6 215.38 68 
7 17.37 215.38 62 
8 19.74 425.42 56 
9 21.47 626.56 50 
10 22.84 788.54 45 
11 23.92 875.76 42 
12 24.65 945.18 45 
13 23.74 420.08 38 
14 24.68 695.98 36 
15 24.44 424.53 34 
16 24.13 354.22 33 
17 24.19 279.46 37 
18 22.7 162.87 74 
7 16.31 209.15 70 
8 18.23 420.08 60 
9 18.11 395.16 55 
10 17.89 216.27 49 
11 19.6 407.62 43 
12 20.2 557.14 42 
13 20.49 533.11 37 
14 21.05 250.09 38 
15 22.03 408.51 38 
16 22.26 446.78 39 
17 22.37 472.59 46 
18 21.84 308.83 78 
7 16.41 199.36 69 
8 18.93 417.41 60 
9 20.29 622.11 53 
10 20.11 639.02 45 
11 20.12 368.46 41 
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12 21.81 669.28 37 
13 21.11 537.56 34 
14 19.63 456.57 32 
15 20.01 402.28 32 
 
 
 
 
 
 
 
