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Abstract 18 
 The Day diagram is used extensively in rock magnetism for domain state diagnosis. It has 19 
been shown recently to be fundamentally ambiguous for ten sets of reasons. This ambiguity 20 
highlights the urgency for adopting suitable alternative approaches to identify the domain state of 21 
magnetic mineral components in rock magnetic studies. We evaluate ten potential alternative 22 
approaches here and conclude that four have value for identifying data trends, but, like the Day 23 
diagram, they are affected by use of bulk parameters that compromise domain state diagnosis in 24 
complex samples. Three approaches based on remanence curve and hysteresis loop unmixing, 25 
  2
when “supervised” by independent data to avoid non-uniqueness of solutions, provide valuable 26 
component-specific information that can be linked by inference to domain state. Three further 27 
approaches based on first-order reversal curve (FORC) diagrams provide direct domain state 28 
diagnosis with varying effectiveness. Environmentally important high coercivity hematite and 29 
goethite are represented with variable effectiveness in the evaluated candidate approaches. These 30 
minerals occur predominantly in non-interacting single domain particle assemblages in 31 
paleomagnetic contexts, so domain state diagnosis is more critical for ferrimagnetic minerals. 32 
Treating the high-coercivity component separately following normal rock magnetic procedures 33 
allows focus on the more vexing problem of diagnosing domain state in ferrimagnetic mineral 34 
assemblages. We suggest a move away from non-diagnostic methods based on bulk parameters 35 
and adoption of approaches that provide unambiguous component-specific domain state 36 
identification, among which various FORC-based approaches provide diagnostic information. 37 
 38 
1. Introduction 39 
 Domain state diagnosis is fundamental to paleomagnetic, rock magnetic, and 40 
environmental magnetic studies because the distribution of domain states of particles in a 41 
magnetic mineral assemblage controls the magnetic properties, including the quality of magnetic 42 
recording. The ‘Day’ diagram (Day et al., 1977) is a bi-plot (Figure 1a) of the ratio of readily 43 
measured hysteresis parameters (the ratios of the saturation remanent magnetization to saturation 44 
magnetization (Mrs/Ms) and the coercivity of remanence to coercivity (Bcr/Bc), as determined from 45 
a major hysteresis loop and a backfield demagnetization curve), and has become a standard tool in 46 
rock magnetism for diagnosing magnetic mineral domain states in the stable single domain (SD) 47 
and multidomain (MD) states, and in the intermediate so-called pseudo-single domain (PSD) state. 48 
Most published Day diagrams have data distributions that fall in the ‘PSD’ region even though the 49 
measured magnetic particle systems might not be representative of the ‘PSD’ state (Tauxe et al., 50 
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2002; Roberts et al., 2012). Many difficulties with Day diagram interpretation have long been 51 
known. Roberts et al. (2018a) recently presented a comprehensive critical appraisal of the Day 52 
diagram and pointed to ten sets of issues that produce uncontrolled unknowns that limit its use for 53 
domain state diagnosis, so that hysteresis parameters for single bulk geological samples are 54 
usually non-unique in terms of domain state interpretations. 55 
In addition to routine mis-diagnosis of domain state from data distributions, widespread 56 
use of the Day diagram has contributed to under-recognition of the importance of stable SD 57 
particles in the geological record (Roberts et al., 2012) and to reinforcement of the unhelpful 58 
‘PSD’ concept and of its geological importance (Tauxe et al., 2002; Roberts et al., 2017). In this 59 
paper, we follow Roberts et al. (2017) in referring to the ‘PSD’ state as the vortex state (Schabes 60 
& Bertram, 1988; Williams & Dunlop, 1989), which includes wide-ranging magnetic behaviors 61 
associated with single vortices, multiple vortices, anti-vortices, cross-tie walls, and Bloch points, 62 
although we use ‘PSD’ when referring to domain state designations used by other authors. 63 
In concluding that the Day diagram is fundamentally ambiguous, Roberts et al. (2018a) 64 
stated that its exceptionally wide usage is unlikely to cease unless users are convinced that it is 65 
misleading, incorrect, or counter-productively ambiguous. The present paper builds on that work, 66 
so we urge readers to engage with this extensive reasoning to understand the necessity of adopting 67 
alternative approaches for domain state diagnosis. In recognising the fundamental ambiguity of the 68 
Day diagram, Roberts et al. (2018a) also stated that it is unlikely to be superseded unless suitable 69 
alternatives exist. They suggested that adoption of approaches that enable correct domain state 70 
diagnosis should be an urgent priority for component-specific understanding of magnetic mineral 71 
assemblages and for quantitative rock magnetic interpretation. If domain state can be diagnosed, 72 
many of the factors that contribute to ambiguity in the Day diagram become less important 73 
because it is the domain state that is being identified rather than variability in other properties. 74 
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Alternative approaches to the Day diagram have been proposed in the literature for domain 75 
state diagnosis, including the Néel diagram (Néel, 1955; Tauxe et al., 2002), three-dimensional 76 
plots with axes Mrs/Ms, Bc, and Bcr (Borradaile & Lagroix, 2000; Borradaile & Hamilton, 2003), 77 
plots of Mrs/Ms versus ARM/Mrs (Lascu et al., 2010), where ARM is the susceptibility of 78 
anhysteretic remanent magnetization (ARM), plots based on parameters associated with hysteresis 79 
loop shape and transient energy dissipation from hysteresis loops (Fabian, 2003), unmixing of 80 
isothermal remanent magnetization (IRM) acquisition or backfield demagnetization curves 81 
(Robertson & France, 1994; Kruiver et al., 2001; Heslop et al., 2002), alternating field (AF) 82 
demagnetization of IRM or ARM curves (Egli, 2004a, 2004b, 2004c), hysteresis loop unmixing 83 
(Jackson et al., 2010; Heslop & Roberts, 2012a), first-order reversal curve (FORC) diagrams (Pike 84 
et al., 1999; Roberts et al., 2000), remanent, transient, and induced FORC diagrams (Zhao et al., 85 
2017), and unmixing of FORC diagrams by principal component analysis (PCA) (Lascu et al., 86 
2015; Harrison et al., 2018). The aim of this paper is to assess such potential candidate approaches 87 
to determine their suitability for routine domain state diagnosis in natural magnetic particle 88 
assemblages so that practitioners can focus their efforts on use of suitable methods that assist 89 
rather than obscure their efforts to interpret magnetic particle assemblages. 90 
 91 
2. Is magnetic domain state identification a chimera? 92 
 A chimera is a something that is hoped for but that is ultimately illusory or impossible to 93 
achieve. In a rock magnetic context, it is reasonable to ask whether routine domain state diagnosis 94 
is an unachievable ideal. On the one hand, geological samples tend to contain complex magnetic 95 
mineral mixtures, so is it possible to identify the domain states of all components in such samples? 96 
On the other hand, some materials are encountered relatively routinely in rock magnetism for 97 
which the domain state concept is challenging. For example, spin-glass behavior is observed in 98 
titanomagnetites and titanohematites, where magnetic spins of constituent atoms are not aligned in 99 
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a regular pattern (e.g., Radhakrishnamurty et al., 1980; Ishikawa et al., 1985), due to frustration of 100 
magnetic exchange interactions. Magnetic domains can be difficult to define across interface 101 
boundaries in crystals that contain lamellae or for skeletal crystal forms with irregular shapes (e.g., 102 
Harrison et al., 2002; Robinson et al., 2002; Williams et al., 2010). Likewise, identifying the 103 
magnetic domain state for some magnetic mineral configurations presents challenges, and 104 
contrasting results can be obtained when analysed with different methods, such as double or 105 
multiple magnetosome chain bundles even though individual magnetosome crystals have stable 106 
SD properties. Micromagnetic simulations of frustrated systems (Harrison, 2009), particles with 107 
complex geometries (Williams et al., 2010, 2011; Lascu et al., 2018), and strongly interacting 108 
particle assemblages/magnetofossil chains (Muxworthy et al., 2003; Evans et al., 2006; Harrison 109 
& Lascu, 2014; Chang et al., 2018) have improved our theoretical understanding of these issues, 110 
and are enabling more nuanced interpretations of domain states, which takes us beyond the simple 111 
‘SD-PSD-MD’ designation. These challenges should be grappled with when relevant; 112 
nevertheless, routine domain state diagnosis of geological materials remains fundamentally 113 
important in paleomagnetism and environmental magnetism. 114 
 115 
3. Candidate approaches for domain state diagnosis 116 
 In this paper, we evaluate results from ten approaches that have been proposed for domain 117 
state diagnosis. In section 3, we provide an overview of each method and the physical principles 118 
that underpin them. We then present results in section 5 for each approach with assessment of their 119 
respective effectiveness for domain state diagnosis. 120 
 121 
3.1 The Néel diagram 122 
The Néel diagram, as referred to here, was first used by Néel (1955) and is similar to the 123 
Day diagram, but it is a simpler plot of Mrs/Ms versus Bc rather than Mrs/Ms versus Bcr/Bc. We use 124 
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the name Néel diagram here to attribute its origin to Néel (1955); it is distinct from diagrams of 125 
grain volume versus microscopic coercive force that Dunlop & Özdemir (1997) also referred to as 126 
a Néel diagram. Néel (1955) established that Bc varies with magnetic particle size because the 127 
internal demagnetizing field –NM increases with size, where N is the demagnetizing factor and Mrs 128 
= Bc/N in MD particles. Thus, Néel (1955) used a plot of Mrs/Ms versus Bc to illustrate particle size 129 
trends for coarse geological ferrimagnetic particles. The rationale for use of Mrs/Ms on the vertical 130 
axis of the Néel diagram is as follows. Ms is a material constant for a magnetic mineral and 131 
provides a measure of its concentration, whereas Mrs provides a measure of the maximum 132 
remanence a magnetic particle can carry, although it is also influenced by the magnetic anisotropy 133 
type, including magnetocrystalline and shape anisotropy, stress, and thermal fluctuations. For 134 
populations of stable SD particles, Mrs has relatively high values with respect to an applied field 135 
direction, whereas Mrs is low for MD particles because significant internal cancellation of 136 
magnetic moments occurs due to development of domain structures. Thus, Mrs/Ms is sensitive to 137 
magnetic domain state variations (e.g., Néel, 1955; Dunlop, 1986; Hunt et al., 1995; Dunlop & 138 
Argyle, 1997; Dunlop & Özdemir, 1997). Bc and Bcr are also both sensitive to domain state 139 
variations when particles are larger (or smaller) than the stable SD threshold size (e.g., Nagata, 140 
1961; Maher, 1988; Hunt et al., 1995; Heider et al., 1996; Dunlop & Özdemir, 1997). Particle size 141 
dependence of both Bcr and Bc can mask important coercivity information associated with different 142 
magnetocrystalline anisotropy types when using Bcr/Bc, so Tauxe et al. (2002) preferred plots of 143 
Mrs/Ms versus Bc to Day diagrams. Wang & van der Voo (2004) showed that the Néel diagram 144 
provides clear discrimination of coercivity differences between Fe2.4Ti0.6O4 (TM60) and low-Ti 145 
magnetite that is obscured in the Day diagram. Micromagnetic simulations provide valuable 146 
constraints on hysteresis interpretation (Williams & Dunlop, 1995; Newell & Merrill, 2000; Tauxe 147 
et al., 2002; Muxworthy et al., 2003), but Bcr is often not determined in these simulations. Use of 148 
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the Néel diagram avoids this requirement and the complexities associated with estimating Bcr from 149 
hysteresis results (e.g., Tauxe et al., 1996; Fabian & von Dobeneck, 1997; Roberts et al., 2018a). 150 
Based on the above, Tauxe et al. (2002) suggested that the Néel diagram provides superior 151 
domain state diagnosticity than the Day diagram. Using known literature parameters and 152 
calculated values, Tauxe et al. (2002) developed a framework to guide interpretation of data 153 
variations in Mrs/Ms—Bc space. A Mrs/Ms = 0.5 limit is used for uniaxial SD (USD) particles 154 
(Stoner & Wohlfarth, 1948). Coercivity increases with particle axial ratio (length/width) in USD 155 
materials, so Tauxe et al. (2002) calculated the coercivity of magnetite particles with axial ratios 156 
of 1.3:1 and 2:1 (Figure 1b) using predictions from Stoner & Wohlfarth (1948). Intra-particle 157 
stress also increases coercivity, as indicated in Figure 1b. Uniaxial anisotropy is not the only 158 
important magnetic anisotropy type (Tauxe et al., 2002; Roberts et al., 2018a); many geologically 159 
important magnetic minerals have multi-axial anisotropy, so these possibilities should also be 160 
considered when representing domain state variability. Open squares labelled CSD are shown in 161 
Figure 1b to indicate ideal values for thermally stable cubic SD magnetite particles as predicted by 162 
Joffe & Heuberger (1974). Such high Mrs/Ms values are unlikely to occur at room temperature, but 163 
higher Mrs values and lower coercivities of CSD particles help to discriminate them from USD 164 
particles (Tauxe et al., 2002), which is obscured by use of Bcr/Bc on the horizontal axis of the Day 165 
diagram. Expected MD values of Mrs/Ms and Bc are from Dunlop & Özdemir (1997). Addition of 166 
SP contributions to a CSD component is shown following Walker et al. (1993) and a USD + SP 167 
region is indicated in Figure 1b from Tauxe et al. (1996). This region should extend to {0, 0} for 168 
SP particles and is drawn accordingly in this paper. Néel (1955) plotted data along a similar line 169 
from the origin as that for USD particles with axial ratio of 1.3:1 to indicate particle size 170 
coarsening toward the origin of the diagram. 171 
Based on the above description, data distributions in regions of the Néel diagram have 172 
clear analytical explanations for single magnetic mineral components; however, data for 173 
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geological and synthetic samples fall in other large regions that have no theoretical explanation. 174 
Tauxe et al. (2002) argued that limitations in what can be determined from analytical theory 175 
requires use of micromagnetic simulations to explain data distributions in other regions of the 176 
Néel diagram. Such results complicate interpretation of simple bi-plots such as the Néel diagram. 177 
Nevertheless, we evaluate the Néel diagram for domain state diagnosis in section 5 below. 178 
 179 
3.2 The Borradaile diagram 180 
Borradaile & Lagroix (2000) proposed a diagram with a three-dimensional representation 181 
of hysteresis parameters with axes of Mrs/Ms, Bc, and Bcr on logarithmic scales (Figure 1c), which 182 
we refer to as the “Borradaile diagram”. Borradaile & Lagroix (2000) and Borradaile & Hamilton 183 
(2003) emphasized magnetic discrimination and characterization among different limestone types, 184 
while maintaining the approach of Day et al. (1977) by designating regions for SD, ‘PSD’, and 185 
MD particles, along with a region characteristic of SP behavior. The rationale for use of the 186 
parameter spaces associated with the Day diagram are described above for Mrs/Ms and Bc. Plotting 187 
of Bcr along a third axis provides an additional dimension for visualizing data variability with a 188 
particle-size-sensitive parameter. Overall designation of spaces for respective domain states in the 189 
Borradaile diagram follows the trends of Mrs/Ms and Bcr/Bc ratios for domain state boundaries from 190 
Day et al. (1977). The Borradaile diagram has not been used widely, but it is worth considering 191 
among the other candidate approaches discussed here. 192 
 193 
3.3 The Lascu diagram 194 
 Lascu et al. (2010) proposed a plot of Mrs/Ms versus ARM/Mrs (Figure 1d) to estimate total 195 
ferrimagnetic particle concentration, particle size (domain state) variations, and inter-particle 196 
magnetostatic interactions in sediments. Ms is used to estimate ferrimagnetic mineral 197 
concentration, Mrs/Ms is a proxy for particle size, and ARM/Mrs is used to estimate interactions. A 198 
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separate measure of the ratio of the ferrimagnetic susceptibility to Ms (f /Ms) was used by Lascu et 199 
al. (2010) to calculate SP particle contents. Following the use of mixing lines in the Day diagram 200 
(Dunlop, 2002), Lascu et al. (2010) calculated binary mixing lines for MD-SD and ‘PSD’-SD end 201 
members. They tested this approach with mixtures of known end members and presented case 202 
studies to indicate the value of these often-measured bulk magnetic parameters to quantify mass 203 
fractions of ferrimagnetic minerals in different domain states. The Mrs/Ms versus ARM/Mrs space 204 
(Figure 1d) is interpreted in terms of increasing interactions to the left and coarsening of particle 205 
size from top to bottom for the SD (top) to ‘PSD’ (middle) to MD (bottom) states. 206 
 207 
3.4 The Fabian diagram 208 
 Fabian (2003) proposed a plot of hysteresis parameters associated with loop shape and 209 
transient energy dissipation to provide domain-state relevant information that was aimed at 210 
enhancing information provided by the Day diagram. The parameters used for the diagram axes 211 
are described as follows. The area between the upper and lower branches of a hysteresis loop is 212 
the total hysteresis area, Ehys. For undistorted loops, Ehys is given by 2Bc  2Ms (i.e., 4Bc Ms). 213 
Wasp-waisted hysteresis loops have Ehys > 4BcMs, and potbellied loops have Ehys < 4BcMs. Thus, 214 
the parameter 𝜎  ln  was used by Fabian (2003) as an indicator of SP particles or to 215 
indicate the presence of another mineral fraction with contrasting coercivity that can distort 216 
hysteresis loop shape (e.g., Jackson, 1990; Roberts et al., 1995; Tauxe et al., 1996). Transient 217 
energy dissipation, 𝐸∆, as discussed in section 3.9, is represented by the area between a downward 218 
branch of a major hysteresis loop and a so-called zero-FORC (Yu & Tauxe, 2005), which is a 219 
magnetization curve measured from saturation remanence (i.e., at B = 0) back to a saturating field 220 
(Fabian & von Dobeneck, 1997). This difference between the upper major loop branch and a zero-221 
FORC is due to irreversible self-demagnetization processes such as domain wall nucleation and 222 
pinning (Fabian, 2003) and vortex nucleation and annihilation (Zhao et al., 2017; Roberts et al., 223 
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2017). The vertical and horizontal axes in a Fabian diagram are given by 𝜎  and 𝐸∆/Ehys, 224 
respectively (Figure 1e). Vertical movement from bottom to top is taken to indicate increasing SP 225 
particle contents, while movement from left to right represents increasing self-demagnetization in 226 
the trend from dominantly SD to MD particles, although no cut-off values are given for particular 227 
domain states so that variations are used more in a relative than an absolute sense. 228 
 229 
3.5 IRM acquisition or backfield curve unmixing 230 
 IRM acquisition or AF/direct current (DC) demagnetization curves provide measures of 231 
the coercivity distributions of magnetic particle assemblages. When the first derivative of such 232 
curves is taken, observed variability cannot generally be described by a single component (e.g., 233 
Figure 1f). Decomposition of such curves into magnetic components (Robertson & France, 1994; 234 
Kruiver et al., 2001; Heslop et al., 2002) has become a popular way to understand magnetic 235 
mineral assemblages and has contributed significantly to routine recognition of multiple magnetic 236 
components in natural samples. To facilitate IRM curve analysis, logarithmically spaced field 237 
steps are used to impart an IRM so that many measurements are made at low applied field values 238 
and progressively fewer measurements are made at higher fields (e.g., Kruiver et al., 2001; Egli, 239 
2004a). Use of cumulative log Gaussian (CLG) functions for fitting has become dominant since 240 
Kruiver et al. (2001). A log-Gaussian distribution becomes Gaussian when plotted on a 241 
logarithmic scale, and properties of CLG distributions are quantified into coercivity-related 242 
parameters that are used to interpret coercivity distributions, the magnetization of each 243 
component, and its relative contribution to the total magnetization of a sample (Robertson & 244 
France, 1994). This information is then used to make inferences about different magnetic mineral 245 
and particle size contributions to the total magnetization. Domain state is diagnosed indirectly by 246 
comparison of coercivity ranges and coercivity distribution widths (dispersion), where the 247 
components of Egli (2004a, 2004b, 2004c) are generally used for magnetite and higher coercivity 248 
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components are associated, depending on coercivity values, with hematite or goethite. Dispersion 249 
is controlled by multiple factors, including particle size, shape, and oxidation distributions, which 250 
can create ambiguity in relating coercivity ranges to domain states. 251 
Robertson & France (1994) reported that even single-mineral samples could not be fitted 252 
with log Gaussian functions despite the limited nature of their sample set. The error introduced by 253 
such poor fits is unknown when dealing with unconstrained natural magnetic particle assemblages. 254 
Egli (2003) used the theoretical model of Egli & Lowrie (2002) for AF demagnetization of an 255 
ARM and showed that log-Gaussian coercivity distributions for noninteracting stable SD and MD 256 
particles cannot be fitted adequately because the distributions are skewed negatively. Heslop et al. 257 
(2004) also observed negative skewing in model results for magnetostatically interacting and 258 
thermally activated SD particles. To overcome limitations associated with the negatively skewed 259 
distributions that occur widely in natural samples, Egli (2003) showed that better fits are obtained 260 
with more flexible skewed generalized Gaussian (SGG) functions. SGG functions have a 261 
generalized Gaussian distribution that can have continuously variable skewness and kurtosis 262 
(where kurtosis a measure of the “tailedness” of a probability distribution). SGG fits are defined 263 
by parameters that represent the peak of the coercivity distribution (μ), its width (), and 264 
magnitude (Mrs), and by shape parameters q and p that describe the distribution’s skewness and 265 
kurtosis, respectively. Egli (2004b) investigated a range of effects, including particle size, 266 
elongation, thermal activation, defects, and surface effects, all of which introduce skewness into 267 
coercivity distributions, which supports the use of SGG rather than CLG distributions for 268 
coercivity component analysis. The form of SGG distributions has no physical meaning (Egli, 269 
2004b); it is purely a mathematical function that is suitable for fitting coercivity distributions. 270 
While better fits are obtained with fewer components using SGG functions, manual fitting of the 271 
larger number of parameters is more complicated. 272 
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Even though it is well known that SGG functions provide better fits to IRM components, 273 
use of CLG fitting remains dominant, presumably because of the ease of use of the Microsoft 274 
Excel spreadsheet provided by Kruiver et al. (2001). SGG fitting seems to have fallen into the 275 
“expert user” category that has prevented wider uptake. Given the widespread importance of IRM 276 
fitting and its evaluation here as an option for routine domain state diagnosis, we point to an 277 
illustration from Heslop (2015) who demonstrated a key issue with IRM fitting using CLG and 278 
SGG functions. Given that CLG functions cannot fit skewed data, this approach produces fits with 279 
more components than those with SGG functions. Heslop (2015) illustrated that CLG fitting 280 
produces four components for Swiss atmospheric particulates, whereas a corresponding SGG fit 281 
has only two components (Egli, 2004a). In addition to the effects of use of different fitting 282 
functions, non-uniqueness of fitted components in IRM analysis is a major weakness of this 283 
approach unless semi-supervised or supervised unmixing is performed, where independent 284 
evidence is used to constrain magnetic component identification and fitting (Heslop, 2015). The 285 
stability of SGG fitting can be enhanced considerably by simultaneous fitting of data for sets of 286 
samples that contain the same components, as illustrated for complexly mixed samples by Scheidt 287 
et al. (2017) using the approach of Egli (2003). 288 
 289 
3.6 The Egli diagram 290 
 Based on various features associated with AF demagnetization of IRM or ARM curves, 291 
Egli (2004a) proposed a diagram with axes of ARM/Mrs versus MDFARM (Figure 2a), which is 292 
referred to as the Egli diagram. AF demagnetization characteristics have a long history of use for 293 
domain state identification in paleomagnetism and rock magnetism (e.g., Lowrie & Fuller, 1971; 294 
Johnson et al., 1975). Like the Day diagram, these approaches are based on the assumption that a 295 
single magnetic component is present in natural samples, although Johnson et al. (1975) 296 
recognized that a confusing overlap of demagnetization curves occurs when samples contain both 297 
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fine and coarse magnetic particle fractions. The complexity of typical mixed natural magnetic 298 
samples has largely rendered obsolete such tests based on AF demagnetization characteristics. Egli 299 
(2004a, 2004b, 2004c) proposed an approach that resolves this issue by using detailed AF 300 
demagnetization spectra of ARM and IRM to unmix samples to recognize and characterize 301 
multiple magnetic components. ARM and IRM coercivity distributions are obtained by calculating 302 
the absolute value of the first derivative of a demagnetization curve. Derivative calculation 303 
amplifies measurement noise, which explains the pains taken by Egli (2004a) to minimize 304 
demagnetization and/or measurement imprecision or noise. With such measures it can take several 305 
days to obtain high quality data for a single sample. Automated data processing routines can also 306 
enable removal of noisy data points (caused, for example, by interference between mains power 307 
and the degaussing unit or magnetometer). 308 
 As discussed in section 3.4, Egli (2003) introduced SGG functions to provide accurate fits 309 
to the shapes of components identified from ARM and IRM acquisition and demagnetization 310 
curves. Sediments routinely contain complex mixtures of magnetic components, often with three 311 
distinct magnetite components (Egli, 2004a): the biogenic soft (BS) and biogenic hard (BH) 312 
components and an undifferentiated component consisting of detrital magnetite and inferred 313 
extracellular magnetite (D+EX). Interpretation of these components in terms of domain state is 314 
achieved via indirect inference. With the painstaking approach adopted by Egli (2004a) for 315 
minimizing the effects of demagnetization and measurement imprecision or noise, fitting errors 316 
due to differences between measured and modelled coercivity distributions are generally ~1% for 317 
ARM and less for IRM. The Egli diagram contains regions with different values for the three 318 
typical magnetite components (Figure 2a) that occur commonly in sediments. Methods that enable 319 
robust unmixing are fundamentally important for extracting paleomagnetic and environmental 320 
information carried by individual mineral magnetic components, and the component-by-321 
component specificity of the Egli diagram makes it worth assessing in the present context. 322 
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 323 
3.7 Hysteresis loop unmixing 324 
 While hysteresis parameters for natural samples provide an ambiguous measure of 325 
complexly mixed bulk magnetic properties, hysteresis loop unmixing (Jackson et al., 1990; 326 
Roberts et al., 1995; Tauxe et al., 1996; Heslop & Roberts, 2012a) can potentially separate the 327 
hysteretic responses of individual components. As discussed in section 3.1, there is an extensive 328 
analytical framework for hysteresis loop interpretation when loops represent a single magnetic 329 
component. For example, Mrs/Ms = 0.5 is characteristic of USD particles (without thermal 330 
activation), whereas higher values are indicative of multi-axial anisotropy. Likewise, MD particle 331 
assemblages have low Mrs/Ms values. In making the case for the presence of vortex states in soft 332 
magnetic minerals rather than it being an exotic magnetic state, Roberts et al. (2017) pointed out 333 
that loop shapes that are characteristic of individual vortex state particles should not be expected 334 
when averaging the response of millions of particles, and that these particles will have 335 
intermediate hysteresis properties between those of SD and MD end members. Unmixing of 336 
hysteresis loops into separate components (Heslop & Roberts, 2012a) should, thus, provide 337 
improved domain state diagnosticity compared to hysteresis parameter interpretation for bulk 338 
samples. However, in most data-driven end member (EM) unmixing approaches, an identified EM 339 
can represent a mixture rather than being a magnetically pure single component (Heslop, 2015). 340 
The most parsimonious interpretation involves the smallest simplex that encloses all measured 341 
data, but the limits of the true unmixing space may be extended beyond this empirically-defined 342 
space. It can be tempting to extend the boundaries of a mixing space to obtain EMs that represent 343 
pure magnetic mineral components; however, environmental or igneous processes often produce 344 
mixtures. EM identification can, therefore, be subjective and parsimonious interpretation is 345 
preferable because such solutions are better constrained by data. The key limitation for domain 346 
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state diagnosticity of hysteresis EMs is the extent to which the EM is a single component. Details 347 
of the benefits and limitations of hysteresis unmixing are provided by Heslop & Roberts (2012a). 348 
 349 
3.8 Conventional FORC diagrams 350 
 FORC diagrams (Pike et al., 1999; Roberts et al., 2000) are based on a class of partial 351 
magnetic hysteresis curves known as FORCs (Mayergoyz, 1986). After measuring a series of 352 
FORCs within the bounds of a major hysteresis loop, followed by calculation of the second 353 
derivative of gridded magnetization measurements, magnetization switching events are mapped in 354 
a FORC diagram (e.g., Figure 2b). The Preisach (1935)-Néel (1954) model provides a framework 355 
for interpreting responses due to USD particles, where the vertical Bi axis represents magnetostatic 356 
interactions and the horizontal Bc axis represents coercivity. This picture becomes more 357 
complicated for vortex and MD particles because magnetization processes produce different 358 
responses for such particles. The horizontal axis for particles in these domain states still provides 359 
an approximation of the coercivity, but the vertical axis no longer provides a map of magnetostatic 360 
interactions among particles. Instead, for vortex state particles, vertical distributions provide a 361 
measure of vortex nucleation and annihilation fields (Pike & Fernandez, 1999; Roberts et al., 362 
2017), and for MD particles, vertical distributions provide a measure of domain wall interactions 363 
(Pike et al., 2001a). Particles near the SP/SD threshold size commonly give rise to a secondary 364 
peak near the origin of the FORC diagram with a dominant vertical response near the Bi axis in the 365 
lower FORC half-plane (e.g., Figure 2c) (Pike et al., 2001b). In addition to providing information 366 
about domain state, Harrison & Lascu (2014) demonstrated that FORC diagrams provide 367 
information about the type of magnetocrystalline anisotropy within magnetic particles, which 368 
provides further valuable information. Details concerning FORC diagrams and the manifestations 369 
of each domain state are provided by Roberts et al. (2014). FORC diagrams have become a 370 
  16
standard approach in rock magnetism because they provide direct mapping of microscopic 371 
magnetization processes as they relate to domain state in Bi—Bc space. 372 
 373 
3.9 Remanent, transient, and induced FORC diagrams 374 
 While conventional FORC diagrams have many advantages, Zhao et al. (2017) recognized 375 
that they represent a convolution of remanent, induced, and transient magnetizations and that these 376 
components can be separated by additional measurement sequences. Measurement details are 377 
provided by Zhao et al. (2017) and involve a sequence of conventional FORC measurements, 378 
followed by a remanence measurement after each applied field step to enable calculation of a 379 
remanent FORC (remFORC) diagram, followed by a return from zero applied field to positive 380 
saturation to measure the transient-free magnetization (along a zero-FORC; Yu & Tauxe (2005)), 381 
which is subtracted from the downward-measured hysteresis loop to obtain the transient 382 
magnetization of Fabian (2003) at each field step. Transient magnetizations are then used to 383 
calculate a transient FORC (tFORC) diagram. The remFORC diagram provides a valuable 384 
measure of the properties of the remanence-bearing magnetic fraction, which is of most interest in 385 
paleomagnetism, while the tFORC diagram provides a measure of the distribution of particles with 386 
transient hysteresis behavior, which is exhibited dominantly by particles in the vortex and MD 387 
states (Fabian, 2003). These two particle types have different manifestations in tFORC diagrams 388 
and are readily distinguished from each other (Zhao et al., 2017; Roberts et al., 2017; Hu et al., 389 
2018). Induced magnetizations can also be identified by subtraction of remanent FORC 390 
measurements from conventional in-field FORC measurements (Zhao et al., 2017). The resulting 391 
induced FORC (iFORC) diagrams provide further valuable information about domain state. 392 
Domain state diagnostic information obtainable from the additional FORC measurements 393 
of Zhao et al. (2017) is illustrated in Figure 2b-2e. A conventional FORC diagram is shown in 394 
Figure 2b from Hu et al. (2018) for a clay-carbonate marine sediment with typical ‘PSD’-like 395 
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properties (Roberts et al., 2000; Muxworthy & Dunlop, 2002). A non-interacting stable SD 396 
contribution would also be inferred from the conventional FORC diagram (Figure 2b). The 397 
respective remFORC (Figure 2c), tFORC (Figure 2d), and iFORC (Figure 2e) diagrams provide a 398 
clearer view of the magnetic components in this sample. In the remFORC diagram (Figure 2c), in 399 
addition to a non-interacting SD ‘central-ridge’-like signature and a wider remanence-bearing 400 
distribution due to vortex state particles, the vertical feature along the lower Bi axis reflects 401 
thermal activation of particles that span the SP/SD threshold (Pike et al., 2001b; Zhao et al., 2017). 402 
This latter component is not evident in the conventional FORC diagram (Figure 2b), but is 403 
observed in almost all but the coarsest of natural samples in remFORC diagrams (Zhao et al., 404 
2017; Hu et al., 2018). Dominant features in the tFORC diagram (Figure 2d) are the upper and 405 
lower lobes that close about a peak at low {Bi, Bc} values that reflect nucleation/annihilation field 406 
distributions associated with vortex state particles (Zhao et al., 2017; Roberts et al., 2017). A full 407 
understanding of iFORC diagrams has yet to be developed, but Zhao et al. (2017) demonstrated 408 
that induced magnetization patterns can be indicative of domain state. For example, the indicated 409 
negative-positive-negative-positive (NPNP) feature at larger {Bi, Bc} values (Figure 2e) is 410 
associated with vortex state particles, while the negative-positive-negative (NPN) feature at lower 411 
{Bi, Bc} values is associated with SD particles. Overall, these additional FORC-like diagrams 412 
provide evidence of thermally activated particles near the SP/SD threshold, and non-interacting 413 
stable SD and vortex state particles with readily diagnosable patterns in each diagram. 414 
Collectively, this set of FORC-like diagrams provides substantial domain state diagnostic 415 
information that is more clearly discernible than in conventional FORC diagrams. Thus, while 416 
remFORC, tFORC, and iFORC diagrams are a type of FORC diagram, we distinguish them from 417 
conventional FORC diagrams because of their powerful additional diagnosticity. 418 
It is important to note that tFORC diagrams provide information about magnetic vortices 419 
with variable origins. These include vortices that form within single particles due to 420 
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micromagnetic energy minimization, and super-vortices that originate from magnetic interactions 421 
in composite particles with exsolution lamellae (e.g., Harrison et al., 2002) or through magnetic 422 
flux linking among interacting SD particles such as those that form when magnetosome chains 423 
collapse (Egli & Winklhofer, 2014; Harrison & Lascu, 2014). These vortex types are all of interest 424 
in rock magnetism; distinguishing between them requires detailed microscopic investigations. Hu 425 
et al. (2018) presented tFORC diagrams for diverse Australian soils in which magnetofossils are 426 
not expected and reported that vortex states occur in all but the coarsest materials (where only MD 427 
particles are observed). Thus, despite potential complications due to discriminating vortex from 428 
super-vortex magnetic structures, tFORC diagrams provide valuable information about domain 429 
states in coarse magnetic particles that are less clearly visualized in conventional FORC diagrams. 430 
 431 
3.10 FORC unmixing 432 
 A key motivation in developing FORC diagrams in rock magnetism was to enable 433 
magnetic component identification in complex natural samples (Roberts et al., 2000). While 434 
unmixing of the non-interacting USD component was achieved by Egli et al. (2010) and Heslop et 435 
al. (2014), Lascu et al. (2015) used PCA to unmix FORC distributions for significant sample sets 436 
using processed FORC diagrams. FORC diagrams represent the response of irreversible hysteresis 437 
processes, so that they under-represent magnetizations from particles with weak irreversible 438 
magnetizations (e.g., MD and SP particles). Harrison et al. (2018) developed an improved 439 
approach by performing PCA on local polynomial regression coefficients rather than on raw 440 
FORCs, which provides consistent representation of reversible and irreversible components to 441 
enable unbiased quantification of MD and SP contributions. They also developed feasibility 442 
metrics to guide users to obtain physically reasonable unmixing results. 443 
Elements of subjectivity exist with PCA unmixing because identified EMs often represent 444 
mixtures (Heslop, 2015) and because there is flexibility in placement of EMs. The feasibility 445 
  19
metrics of Harrison et al. (2018) provide a visual guide for EM selection to keep users from 446 
straying into regions where FORCs cross each other or where they become non-monotonic. An 447 
example of the power of the new FORC-PCA approach for understanding magnetic responses to 448 
diagenetic processes is provided by Roberts et al. (2018b). The FORC-PCA approach is illustrated 449 
in Figure 2f-2j for unmixing of a four-component data set that is representative of methanic 450 
diagenesis (Roberts et al., 2018b). The four components are evident in the tetrahedron that 451 
captures variability between the first two principal components (PCs) (Figure 2j), where EM1 is a 452 
coarse detrital iron oxide component, EM2 is stable SD greigite with strong magnetostatic 453 
interactions, EM3 is an authigenic SP/SD component, and EM4 is authigenic pyrrhotite. A key 454 
benefit of FORC-PCA unmixing is that it can help users to identify the range of domain states 455 
present in a suite of samples, which can be challenging when using conventional FORC diagrams 456 
for complexly mixed individual samples. We, therefore, evaluate FORC unmixing for domain 457 
state diagnosis in groups of samples in addition to single-sample FORC-type diagrams. 458 
 459 
4. Methods 460 
 The extended description above provides details of the methods evaluated here. We now 461 
outline briefly experimental methods used to acquire the data sets discussed in this paper. ARM 462 
parameters are presented for limited data sets, which were imparted by applying a 50-T DC field 463 
with a solenoid while a 100-mT peak AF was applied. ARM measurements were completed before 464 
IRM acquisition and backfield demagnetization measurements (used for Bcr determinations), 465 
which were obtained prior to hysteresis measurements. Mrs, Ms, and Bc were obtained from 466 
hysteresis loops. FORC measurement and processing parameters are reported in the respective 467 
figure captions. The remFORC, tFORC, and iFORC measurements of Zhao et al. (2017) were 468 
made using an irregular grid scheme and were processed using the xFORC software of Zhao et al. 469 
(2015), while FORC-PCA unmixing results were obtained using conventional regular 470 
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measurement grids. The FORC-PCA algorithm of Harrison et al. (2018) is implemented within the 471 
FORCinel software of Harrison & Feinberg (2008), which was used for FORC unmixing. IRM 472 
acquisition, backfield demagnetization, hysteresis loop, and FORC measurements were measured 473 
with various Princeton Measurements Corporation systems in laboratories around the world. Many 474 
of the data sets discussed have been published previously; further details of experimental methods 475 
can be found in the references cited in the relevant text below. 476 
 477 
5. Results 478 
 Results are presented below for all domain state diagnosis methods discussed in section 3. 479 
For most approaches, we present results from extensive datasets from our past work. In particular, 480 
we present results for lake sediment samples from a 102-m sediment core from Butte Valley, 481 
northern California, and from an Australian national soil data base. Samples from Butte Valley 482 
contain a complex mixture of magnetic minerals (Roberts et al., 1996; Heslop & Roberts, 2012a) 483 
that is useful for testing and illustrating the approaches assessed here. An extensive mineral 484 
magnetic data set also exists for the Australian soil samples, which makes it valuable for assessing 485 
approaches proposed for magnetic domain state diagnosis (Hu et al., 2018). 486 
 487 
5.1 The Néel diagram 488 
 Widespread use of hysteresis data in Day diagrams means that extensive data sets also 489 
exist for constructing Néel diagrams. In Figure 3, we compare Day and Néel diagrams for >3,100 490 
sedimentary and igneous samples. Several conclusions can be drawn from these data. First, the 491 
often-scattered data distributions in Day diagrams (Figure 3e, 3g, 3i) usually collapse into simpler 492 
near-linear trends in the respective Néel diagrams (Figure 3f, 3h, 3j). This indicates that use of a 493 
single coercivity parameter rather than the Bcr/Bc ratio provides a better sense of bulk 494 
magnetization variability. As shown below, the Bcr/Bc scatter is due to Bcr. For glacimarine 495 
  21
sediments from Victoria Land Basin, Antarctica (Figure 3f), a progressive bulk fining from older 496 
to younger inferred by Roberts et al. (2013) is evident in the Néel diagram (where the CIROS-1 497 
(lower) core contains the oldest sediment and MSSTS-1 contains the youngest). Second, most of 498 
the data fall within the USD + SP region defined by Tauxe et al. (2002). This might be taken to 499 
indicate a dominance of uniaxial anisotropies, except for our third observation, which is that data 500 
for samples dominated by SD biogenic magnetite (Figure 3a, 3b; Roberts et al., 2012) fall to the 501 
left of the USD + SP region. Biogenic magnetite is usually associated with uniaxial anisotropy 502 
(e.g., Egli et al., 2010) because of flux linking of magnetic particles into a strongly anisotropic 503 
chain arrangement (e.g., Dunin-Borkowski et al., 1998). Such chains have aspect ratios far in 504 
excess of the 2:1 ratio indicated on the right-hand side of Figure 1b, yet results for samples 505 
dominated by USD biogenic magnetite lie to the left of the USD region in Figure 3b. Why? Tauxe 506 
et al. (2002) suggested from micromagnetic model results for single particles that the area to the 507 
left of the USD + SP region could be indicative of vortex state particles. FORC diagrams for the 508 
samples shown in Figure 3b (Roberts et al., 2012; Heslop et al., 2014) contain a strong central 509 
ridge signature associated with magnetostatically non-interacting USD particles (Egli et al., 2010), 510 
as well as a more vertically spread component. Heslop et al. (2014) labelled this latter component 511 
as the (D+EX) magnetite component of Egli (2004a). If this component is due to vortex states in 512 
detrital particles — or to supervortex states in collapsed magnetofossil chains as suggested by 513 
Harrison & Lascu (2014) and Egli & Winklhofer (2014) — it could produce magnetic responses 514 
that lie to the left of the USD + SP region of the Néel diagram. We do not seek to explain these 515 
ambiguities further here. The key point is that ambiguities exist in such data representations based 516 
on bulk hysteresis parameters because we lack the specificity associated with component-by-517 
component analysis. 518 
Overall, the Néel diagram has some advantages over the Day diagram. First, it avoids the 519 
obscuring effects of the Bcr/Bc ratio, where both Bcr and Bc are sensitive to particle size variations. 520 
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In our data sets, Bcr is more variable than Bc, so that Bcr/Bc produces scatter in a Day diagram that 521 
is not present in the Néel diagram for the same data (Figure 3). Thus, a reasonable case can be 522 
made that the Néel diagram provides a more useful representation of hysteresis data than the Day 523 
diagram (see Wang & van der Voo (2004)). Its overall value is discussed more broadly in relation 524 
to other methods in section 6. 525 
 526 
5.2 The Borradaile diagram 527 
 Hysteresis data can also be represented readily in Borradaile diagrams (Figure 4). When 528 
visualized along the Bcr axis (not shown), it becomes clear that the large data scatter in the Day 529 
diagrams in Figure 3e, 3g, and 3i is due to scatter in Bcr. This scatter is not evident in the 530 
respective Néel diagrams, where Mrs/Ms is plotted versus Bc. This indicates two important things. 531 
First, use of Bcr complicates the Day diagram by adding scatter to it. Second, use of the Bcr/Bc ratio 532 
in the Day diagram complicates representation of particle size-related variations by taking a ratio 533 
of two parameters that each respond to such variations. Separation of these factors in both the Néel 534 
and Borradaile diagrams makes these lesser-used diagrams useful for visualizing data trends. The 535 
Borradaile diagrams in Figure 4 are shown in orientations that aid visualization of principal trends 536 
in each data set. This is consistent with the spirit in which these diagrams were proposed, where 537 
Borradaile & Lagroix (2000) and Borradaile & Hamilton (2003) emphasized their use for 538 
characterizing limestone types. Plotting Bcr and Bc separately has advantages for visualizing data, 539 
where changing the diagram orientation interactively on a computer screen is preferable to 540 
printing in a fixed orientation. Overall, the major limitation of the Borradaile diagram is the same 541 
as for the Day diagram because bulk hysteresis data representations are not component-specific. 542 
The same regions are used to designate SD, ‘PSD’, and MD behavior as in the Day diagram; 543 
however, these designations are not linked to particular Bc and Bcr values, and the boundaries 544 
indicated for domain state regions are based on Mrs/Ms and Bcr/Bc ratios rather than Bc and Bcr 545 
  23
values. This means that SD magnetite could have unrealistically low or high Bcr and Bc values as 546 
long as the Bcr/Bc ratio is consistent with SD behavior. We conclude that the Borradaile diagram 547 
does not provide a meaningful advantage to the Day diagram for magnetic domain state diagnosis. 548 
 549 
5.3 The Lascu diagram 550 
 Results are shown in a Lascu diagram in Figure 5a, 5b for Australian soils (Hu et al., 2018) 551 
and Butte Valley sediments (Roberts et al., 1996), respectively. By reference to the definitions and 552 
mixing lines for the Lascu diagram (Figure 1d), data trends for these sample sets are dominated by 553 
low Mrs/Ms values and low ARM/Mrs values (mainly <0.5  10-3 mA-1) that Lascu et al. (2010) 554 
suggested to be associated with coarse, interacting ferrimagnetic particle assemblages. Data scatter 555 
is indicative of variable particle size (vertical axis) and variable interactions/anisotropy type 556 
(horizontal axis). A dominance of coarse detrital particles is a reasonable overall characterization. 557 
Both data sets are plotted together in Figure 5c, which demonstrates their large overlap. As shown 558 
below, the Butte Valley data set is complex and contains different magnetic mineral components 559 
with variable domain states. 560 
Like other methods discussed above, the Lascu diagram is based on bulk parameters, with 561 
the same vertical axis as the Day diagram. It, therefore, suffers from the same major deficiency 562 
concerning lack of component-specific domain state diagnosticity. Unlike the methods discussed 563 
so far, however, the Lascu diagram was designed for complexly mixed sample sets where the aim 564 
is to characterize each component independently and then to unmix large sample sets into 565 
potential EMs. This approach is realistic in treating natural samples as complex mixtures that must 566 
be understood on a component-specific basis with quantitative determination of the concentration 567 
of each component. In reviewing the effectiveness of magnetic unmixing approaches, Heslop 568 
(2015) referred to this approach as the current state-of-the-art for supervised unmixing. Thus, even 569 
though the Lascu diagram is a plot of bulk parameter values, identification of each magnetic 570 
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component and quantifying its contribution enables definition of a magnetic mixing space. Thus, 571 
the Lascu diagram, when used as it was intended, avoids many of the pitfalls associated with use 572 
of bulk magnetic parameters. It, therefore, has potential for magnetic unmixing and its efficacy is 573 
evaluated below by comparison with other methods. 574 
 575 
5.4 The Fabian diagram 576 
 Results are shown in a Fabian diagram in Figure 5d for 20 samples from Australian soils 577 
and Butte Valley. Compared to the data trends indicated in Figure 1e, and the examples used by 578 
Fabian (2003) to illustrate the method, our data have 𝜎  values that are indicative of significant 579 
SP particle contents (i.e., 𝜎  is positive or close to zero). 𝐸∆/Ehys values are < 0.2, except for one 580 
sample, which are indicative of SD to relatively fine vortex state particles. These conclusions are 581 
consistent with those discussed below for the Butte Valley samples, and with remFORC and 582 
tFORC diagrams presented for the Australian soil samples by Hu et al. (2018). The Fabian 583 
diagram, therefore, appears to have diagnostic value. However, as stated by Fabian (2003): “… as 584 
with Mrs/Ms, it is neither possible to discriminate mixtures of SD and MD particles from PSD 585 
particles by 𝐸∆/Ehys, nor …”. He concluded that 𝐸∆/Ehys reflects the average ‘magnetic grain size’. 586 
The approach recommended here is to move away from such bulk average parameters and to 587 
identify constituent magnetic components within samples. Likewise, lack of specific 𝐸∆/Ehys 588 
values with respect to the SD, vortex, or MD states is a further limitation of the Fabian diagram. 589 
Nevertheless, the concepts of Fabian (2003) have exceptional value with respect to determining 590 
transient magnetization distributions, which contribute to domain state identification in the FORC-591 
type diagrams of Zhao et al. (2017). We discuss the value of the Fabian diagram for domain state 592 




5.5 Magnetization acquisition or demagnetization curve unmixing 596 
 Unmixing based on ARM or IRM acquisition/demagnetization seeks by definition to 597 
identify components within complex samples, so it avoids the fundamentally limited bulk 598 
parameter approaches that provide minimal domain state diagnosticity. Unmixing examples are 599 
abundant in the literature, so we only present one example here of a three-EM unmixing analysis 600 
using the software of Maxbauer et al. (2016) with SGG functions for AF demagnetization data of 601 
ARM and IRM, respectively, for 15 Australian soil samples (Figure 6a, 6b). EM1 is interpreted to 602 
represent low coercivity coarse detrital MD particles. EM2 is interpreted to represent fine, 603 
probably pedogenic, magnetite/maghemite, which overlaps the region for pedogenic magnetite 604 
defined by Egli (2004a). EM3 is a high coercivity maghemite/hematite component that is more 605 
evident in IRM than in ARM data. This is as expected because hematite will contribute to IRM 606 
while not contributing significantly to ARM (Figure 6a, 6b). 607 
The biggest issues with magnetization curve unmixing are the uniqueness of solutions and 608 
the type of mathematical function used for component fitting. Heslop (2015) emphasized the need 609 
for independent evidence about the nature of components to “supervise” unmixing because 610 
unconstrained fitting of magnetic data produces fundamentally non-unique solutions. Extensive 611 
magnetic characterization is performed in most rock magnetic studies, and this information is used 612 
to constrain unmixing interpretations so that most such attempts are at least semi-supervised. The 613 
bigger issue concerns the use of CLG versus SGG functions for component fitting, as discussed 614 
above. CLG functions have been demonstrated to produce more components than are necessary 615 
because natural magnetic particle size (i.e., coercivity) distributions are typically skewed (Egli, 616 
2003; Heslop, 2015). This makes SGGs more suitable, and we recommend their use, but the larger 617 
number of fitting parameters makes such fitting more complex so that SGG functions are not used 618 
as frequently as they should be. Regardless, we conclude that magnetization curve unmixing, 619 
when supervised with independent data, can be a highly effective method for magnetic component 620 
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identification. Such analyses do not diagnose the domain state of identified components directly. 621 
This association is made by relating the coercivity distribution of a component to those of known 622 
magnetic particle types, largely through the work of Egli (2004a, 2004b, 2004c). 623 
 624 
5.6 The Egli diagram 625 
 Results are shown in Egli diagrams in Figure 6c-6e for Australian soils (Hu et al., 2018) 626 
and Butte Valley sediments (Roberts et al., 1996). We only have sufficient data of the type 627 
recommended by Egli (2004a, 2004b, 2004c) to follow his approach rigorously for Australian soil 628 
samples. While we do not advocate use of bulk rather than component-specific approaches, we 629 
present bulk parameter values in the Egli diagram to illustrate results for these data sets. By 630 
reference to regions identified in the Egli diagram for different magnetite types (Figure 2a), 631 
Australian soils have low coercivities and bulk data fall dominantly below the D+EX region 632 
(Figure 6c). Based on extensive magnetic property evaluation of the studied Australian soils, 633 
which are dominantly dry and not water-logged, Hu et al. (2018) argued that no biogenic 634 
magnetite is present. This is consistent with data trends in the Egli diagram, where bulk 635 
coercivities are too low to be confused with those expected for biogenic magnetite. Lower than 636 
expected ARM/Mrs values are likely due to the widespread presence of hematite in these soils, as 637 
indicated by non-zero “hard” IRM (HIRM) and S-ratio values that are much less than 1 (data not 638 
shown here). Hematite will not contribute significantly to ARM, but contributes to Mrs, which 639 
produces lower ARM/Mrs values than expected for detrital magnetite alone. ARM demagnetization 640 
curves for Australian soils were subjected to EM unmixing from which we identify three EMs 641 
(Figure 6a). The studied Australian soils are dominated by coarse lithogenic magnetite (EM1) that 642 
dominates the bulk magnetic properties. Higher coercivity contributions due to fine pedogenic 643 
magnetite (EM2) and maghemite/hematite (EM3) are also identified. The clear distinction of the 644 
magnetic properties of the three EMs demonstrates the value of the Egli diagram (Figure 6d). 645 
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By contrast to Australian soils, bulk data from Butte Valley sediments (Figure 6e) straddle 646 
regions for the D+EX and BS magnetite components of Egli (2004a). FORC diagrams for Butte 647 
Valley samples suggest the presence of both detrital and biogenic magnetite (Roberts et al., 2012). 648 
So, even though bulk measurements do not comply with the measurement requirements of Egli 649 
(2004a, 2004b, 2004c), data trends for Butte Valley samples fall within reasonable parts of the 650 
Egli diagram that make sense based on other available information. When data of the type 651 
specified for the Egli diagram are available, and the requisite acquisition or demagnetization 652 
curves are unmixed as specified, magnetic component-specific diagnosticity is achieved (Figure 653 
6d). We conclude, therefore, that the method of Egli (2004a, 2004b, 2004c) is highly suitable for 654 
domain state diagnosis via linking of the coercivity properties of identified components to those of 655 
the different magnetite types indicated in the Egli diagram. However, we note that although the 656 
work of Egli (2004a, 2004b, 2004c) is cited widely in relation to unmixing and to identification of 657 
commonly identified component types, relatively few studies have adopted either the proposed 658 
rigorous measurement approach or the use of SGGs as advocated for use in the Egli diagram. 659 
 660 
5.7 Hysteresis loop unmixing 661 
 Extensive use of hysteresis loops in rock magnetism makes direct unmixing of loops a 662 
valuable approach. An example of hysteresis loop unmixing from the Butte Valley sediment core 663 
is provided in Figure 7 from Heslop & Roberts (2012a) who used it to demonstrate the method. 664 
Heslop & Roberts (2012a) identified three EMs from hysteresis unmixing, where EM1 is a 665 
mixture of detrital (titano-)magnetite and hematite derived from the local catchment, EM2 is SP 666 
glacial rock flour derived from the catchment, and EM3 is SD greigite that formed authigenically 667 
within the sediments (Figure 7a, 7b, 7c). EM1 consists of a mixture of components as indicated by 668 
the wasp-waisted hysteresis loop (Roberts et al., 1995; Tauxe et al., 1996) in Figure 7a. Heslop & 669 
Roberts (2012a) interpreted EM3 to be due solely to greigite, which occurs mainly in restricted 670 
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parts of the Butte Valley core below 90 m and at only two stratigraphic intervals above 20 m 671 
(Roberts et al., 1996). The presence of an extensive SD component throughout the core (Figure 7d, 672 
7e), therefore, needs explanation. Roberts et al. (2012) identified that a central ridge signature that 673 
is indicative of non-interacting SD particles (Egli et al., 2010) is common in the Butte Valley core 674 
(e.g., Figure 8a, 8b). Roberts et al. (2012) interpreted this non-interacting SD signature to be due 675 
to biogenic magnetite. Thus, EM3 is likely to be due in some cases to non-interacting SD 676 
magnetite and in other cases to interacting SD greigite (e.g., Figure 8e). This ambiguity is due to 677 
the non-uniqueness of hysteresis interpretation, which can be resolved by the greater information 678 
provided by FORC diagrams, where the central ridge signature (Figure 8a, 8b) is distinguishable 679 
from that due to interacting SD greigite (Figure 8e). The fact that EMs can represent mixtures 680 
requires additional magnetic characterization to facilitate interpretation. Overall, as discussed in 681 
section 3.7, a parsimonious mixing space that contains all measured data is preferable without 682 
pushing the limits of the mixing simplex toward single-component EMs because natural processes 683 
can produce mixed EMs (e.g., EM1). Quantification of relative and absolute abundances of the 684 
three Butte Valley EMs down-core (Figure 7d, 7e) enables determination of the contribution of 685 
both reversible and irreversible magnetization components. This makes hysteresis unmixing 686 
valuable for quantifying stratigraphic variations of EMs in sediment cores, which can then be 687 
related to environmental processes. Hysteresis unmixing has yet to be used widely despite the fact 688 
that hysteresis loops are measured routinely in rock magnetic studies. 689 
 690 
5.8 Conventional FORC diagrams  691 
 FORC diagrams for representative Butte Valley samples illustrate the presence of 692 
dominantly non-interacting SD magnetite (Figure 8a, 8b), dominantly vortex state magnetite 693 
(Figure 8c, 8d), and interacting SD greigite (Figure 8e). Complexly mixed samples contain non-694 
interacting SD and vortex state magnetite and higher-coercivity hematite (Figure 8f). All 695 
  29
components identified in Figure 8 have been identified in detailed magnetic characterizations of 696 
the Butte Valley core (Roberts et al., 1996, 2012). Ambiguities in hysteresis loop unmixing 697 
(Heslop & Roberts, 2012a), as discussed in section 5.7, are resolved in Figure 8. FORC diagrams 698 
provide valuable direct domain state diagnosis based on an interpretive framework provided by 699 
extensive experimental evidence from well characterized samples, theory, numerical simulations, 700 
and micromagnetic simulations (Roberts et al., 2014). Use of conventional FORC diagrams for 701 
component-specific domain state diagnosis is valuable, and is evaluated alongside the FORC-type 702 
measurements of Zhao et al. (2017) and FORC-PCA (Harrison et al., 2018), which provide further 703 
domain state diagnostic information and unmixing information, respectively, as discussed below. 704 
 705 
5.9 Remanent, transient, and induced FORC diagrams  706 
The diagnostic value of remFORC, tFORC, and iFORC diagrams (Zhao et al., 2017) is 707 
demonstrated for selected Butte Valley samples in Figure 9. Readers are also referred to an 708 
extensive characterization with these FORC-type diagrams for Australian soil samples (Hu et al., 709 
2018). As indicated in Figure 6c, Australian soils are dominated magnetically by coarse lithogenic 710 
particles. This is reflected in extensive documentation of detrital vortex state and MD particles in 711 
tFORC diagrams, along with pedogenic SP/SD particles in remFORC and iFORC diagrams (Hu et 712 
al., 2018). Significant high-coercivity hematite populations are also evident. Reference to Figure 713 
2b-e can help readers to understand interpretation of these FORC-type diagrams. 714 
For a dominantly detrital vortex state magnetite sample from Butte Valley (BV1448), a 715 
conventional FORC diagram (Figure 9a) is typical of vortex state behavior (Roberts et al., 2000; 716 
Muxworthy & Dunlop, 2002; Roberts et al., 2017). The remFORC diagram contains evidence of 717 
particles near the SP/SD threshold, a non-interacting SD component, and vertical spreading 718 
associated with remanence-carrying vortex state particles (Figure 9d). The tFORC diagram is 719 
dominated by a vortex signal (Figure 9g) with magnitude close to that of the total FORC signal 720 
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(Figure 9a). The iFORC diagram contains a dominantly NPN signal due to SD behavior, but it 721 
also has a weaker NPNP signal due to vortex state behavior at higher {Bi, Bc} values (Figure 9j). 722 
A conventional FORC diagram for magnetically interacting SD particles (BV1709; Figure 9b) is 723 
typical of greigite (e.g., Roberts et al., 2011). The remFORC diagram indicates the presence of SP 724 
and interacting SD particles, which are also typical of greigite (Roberts et al., 2011). The tFORC 725 
signature (Figure 9h) is weaker than the conventional FORC and remFORC signals, which 726 
indicates that a relatively small part of the particle size distribution extends into the vortex state. 727 
As expected, the iFORC diagram has a dominantly NPN signal due to SD behavior (Figure 9k). 728 
A complexly mixed sample (BV1725) with SD and vortex state magnetite and higher-729 
coercivity hematite (Figures 8f, 9c) provides a valuable test of the diagnostic capabilities of the 730 
FORC-type diagrams of Zhao et al. (2017). The remFORC diagram indicates a weak component 731 
close to the SP/SD threshold, a non-interacting low coercivity SD response due to magnetite, and a 732 
high coercivity component due to hematite (Figure 9f). The tFORC diagram is indicative of a 733 
vortex state magnetite component (Figure 9i), and the iFORC diagram is dominated by a NPN 734 
signal due to SD particles (Figure 9l). Overall, this set of FORC-type diagrams provides powerful 735 
confirmation of the nature of the mixed magnetic components in sample BV1725. 736 
Conventional FORC diagrams (Pike et al., 1999; Roberts et al., 2000) represent a 737 
convolution of remanent, induced, and transient components. Separate assessment of these 738 
components using the approach of Zhao et al. (2017) provides diagnostic power in addition to that 739 
provided by conventional FORC diagrams. Further development is needed to quantify information 740 
about the concentration of each component identified with the approach of Zhao et al. (2017), 741 




5.10 FORC unmixing 745 
 FORC unmixing enables magnetic component identification within sample groups. 746 
Compared to other unmixing approaches, this is appealing because it provides diagnostic domain 747 
state information about constituent magnetic particles, and about magnetostatic interactions that is 748 
not assessed reliably in other approaches. Harrison et al. (2018) presented several case studies to 749 
demonstrate the applicability of the approach, and Roberts et al. (2018b) used FORC-PCA to 750 
illustrate diagenetic processes in sedimentary environments. These papers provide additional 751 
background to the FORC-PCA unmixing example of Butte Valley sediments discussed here 752 
(Figure 10). A further example that employed the older FORC-PCA algorithm of Lascu et al. 753 
(2015) is provided by Channell et al. (2016). 754 
 Individual conventional FORC diagrams for Butte Valley sediments represent mixtures of 755 
magnetic minerals with different particle size/domain state distributions (Figure 8). Hysteresis 756 
unmixing for Butte Valley samples identified three mixed-EMs (Figure 7) before we identified a 757 
central ridge signature due to biogenic magnetite (Roberts et al., 2012), so we adopted a four-758 
component FORC unmixing for these samples using three EMs identified with PCA (Figure 10a-759 
10d) plus a greigite EM (Figure 10e) that is distinct from the other three EMs. A ternary mixing 760 
space is defined using two principal components, PC1 and PC2, where measured FORC data fall 761 
within a triangle where the three EMs (Figure 10a-c) are represented by the vertices of the triangle 762 
in Figure 10d. EM1 is a high coercivity (>300 mT), weakly interacting SD hematite with a small 763 
SP contribution (Mrs/Ms = 0.66 for the extracted FORCs, which is consistent with multi-axial 764 
anisotropy in hematite; samples were measured in maximum applied fields of 1 T). EM2 is a 765 
lower coercivity, weakly interacting SD magnetite component, with mainly uniaxial features, and 766 
a secondary SP/SD peak at the origin, which is responsible for the wasp-waisted extracted FORCs 767 
(Mrs/Ms = 0.385). EM3 is a vortex state magnetite. Contours in Figure 10d represent a zone in 768 
which FORC diagrams are physically meaningful; metrics that define these contours (Harrison et 769 
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al., 2018) guided EM placement. EM2 was placed as far as possible from EM3 to remove traces of 770 
vortex state EM3 and to isolate the SD EM2. Placement of EM1 is flexible, where the 771 
interpretation is clear regardless of its exact position. All samples fall inside the mixing triangle, 772 
which makes EM3 identification straightforward. Overall, with FORC unmixing, we identify non-773 
interacting SD magnetite (likely biogenic), non-interacting SD hematite, vortex state magnetite, 774 
and a weak SP component (all from the catchment), and interacting SD greigite (authigenic). 775 
Signals due to SP rock flour (Roberts et al., 1996; Heslop & Roberts 2012a) are represented 776 
weakly, probably because we selected samples for FORC unmixing from depths in the core where 777 
the SP component is not so strong (Figure 7e). Nevertheless, this component is identified clearly 778 
in remFORC diagrams (Figures 9d-9f), which have superior diagnosticity with respect to SP 779 
components. FORC unmixing has, therefore, identified all of the mineral magnetic components 780 
present in the analysed sample set, and with greater diagnostic power than hysteresis unmixing. 781 
FORC unmixing can be compromised by several factors, including choice of physically unrealistic 782 
or too many end members, insufficient variability of input data, and artefacts produced by 783 
incorrect FORC measurements or processing. Care is needed when using any unmixing method, 784 
which is why Harrison et al. (2018) provide feasibility metrics to help users to avoid physically 785 
unrealistic solutions. Likewise, ground-truthing of FORC unmixing results is critically important 786 
for supervising interpretations of FORC results (e.g., Roberts et al., 2012; Ludwig et al., 2013). 787 
 788 
6. Discussion 789 
6.1. Assessment of the evaluated approaches for domain state diagnosis 790 
 Based on the above evaluation of multiple methods used for domain state diagnosis, 791 
approaches that enable component-by-component specificity are clearly more suitable for routine 792 
use than those based on bulk magnetic parameters. Widespread use of hysteresis parameters in 793 
rock magnetism is based on their sensitivity to domain state variations in samples with a single 794 
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mineral and single grain size, but bulk hysteresis parameters are ambiguous when characterizing 795 
complex mixtures that are typical of natural magnetic particle assemblages. This issue is well 796 
illustrated by Tauxe et al. (2002) whose micromagnetic simulations of particles with variable 797 
anisotropy type, shape, configuration, and domain state fall in different parts of a Néel plot. 798 
Addition of other commonly important variables such as cation substitution, interactions, stress, 799 
etc., makes the situation more complex. When the response of millions to billions of magnetic 800 
particles with distributions of sizes and geometries is summed in geological samples, with 801 
potential additional contributions from different minerals with different anisotropy types, it is 802 
much less clear how bulk hysteresis parameters provide meaningful information about the domain 803 
states of constituent particles. Tauxe et al. (2002) concluded that unambiguous hysteresis 804 
interpretation in terms of particle size and shape remains a remote possibility because the same 805 
Mrs and Bc values can be obtained for particles with different size and shape. Complex mixtures 806 
appear to be the rule rather than the exception in natural samples, which makes it necessary to 807 
identify the magnetic domain state of constituent components to enable meaningful analysis of 808 
natural magnetic mineral assemblages. 809 
The above comments encapsulate the detailed arguments of Roberts et al. (2018a) about 810 
the lack of domain state diagnosticity of the Day diagram. While the simpler Néel diagram has 811 
merits that the Day diagram lacks, as a bi-plot of bulk hysteresis parameters it does not enable 812 
domain state diagnosis on a component-by-component basis for complex samples. The same 813 
limitation applies to the Borradaile diagram, although it helpfully avoids the obscuring effects of 814 
the Bcr/Bc ratio. The Lascu diagram is designed for use with extensive additional information 815 
about constituent magnetic mineral assemblages, but it is still based on bulk parameters. Data for 816 
Australian soils and Butte Valley lake sediments are largely indistinguishable in the Lascu 817 
diagram (Figure 5c), but are clearly differentiated from each other in Egli diagrams even when the 818 
latter is used with bulk instead of component-specific parameters (Figure 6c-6e). The Fabian 819 
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diagram provides a sensitive measure of SP particle contents and of transient magnetizations 820 
associated with vortex state and MD particles. Nevertheless, it provides only a bulk ‘average’ 821 
measure of variability rather than component-specific information. We conclude that the Day, 822 
Néel, Borradaile, and Fabian diagrams do not provide sufficient domain state diagnosticity for 823 
most natural sample sets because of their reliance on bulk hysteresis parameters. The Lascu 824 
diagram represents an improved design with incorporation of additional information to provide 825 
supervised unmixing, but its use of bulk parameters places it at a disadvantage for domain state 826 
diagnosis compared to component-specific approaches. We, therefore, turn our attention to 827 
methods that enable domain state identification for constituent magnetic components. 828 
 IRM and ARM acquisition/demagnetization curves in their modern form have been a 829 
mainstay of mineral magnetic investigations for nearly 20 years. Magnetization curve analyses 830 
aim explicitly to identify magnetic components that are related to domain state through coercivity 831 
comparison with known materials (e.g., Egli, 2004a, 2004b, 2004c). The principal limitations of 832 
these approaches are the non-uniqueness of solutions and selection of appropriate mathematical 833 
functions for coercivity distribution fitting. To minimize or avoid non-uniqueness, independent 834 
magnetic component identification is needed (e.g., from diagnostic high or low-temperature data) 835 
to provide supervised unmixing (Heslop, 2015). Natural magnetic particle assemblages tend to 836 
have skewed particle size/coercivity distributions (Robertson & France, 1994; Egli, 2003; Heslop 837 
et al., 2004), yet the simplicity of use of less suitable CLG functions (e.g., Kruiver et al., 2001) has 838 
dominated the more appropriate but difficult to fit SGG functions (Egli, 2003). As illustrated by 839 
Heslop (2015), CLG functions can require fitting of four components to produce a good match 840 
with a measured curve, where only two components are required with SGG functions. We 841 
recommend use of more mathematically appropriate SGG functions, which requires a significant 842 
change in user behavior. Among unmixing approaches that involve acquisition/demagnetization 843 
curves, the Egli diagram appears to have exceptional domain state specificity. Unfortunately, the 844 
  35
experimental demands associated with making measurements with the precision specified by Egli 845 
(2004a) has led to this approach not being used as much as it deserves to be. 846 
Given the extent to which hysteresis loops are measured in rock magnetism, it may be 847 
surprising that hysteresis unmixing (Heslop & Roberts, 2012a) has yet to be adopted widely. 848 
Hysteresis unmixing enables quantification of magnetization components whose contributions can 849 
be plotted, for example, throughout a stratigraphic sequence. However, as shown in section 5.7, 850 
hysteresis unmixing can suffer from similar non-uniqueness as bulk hysteresis analysis. Non-851 
uniqueness can be addressed using the greater level of information provided by FORC diagrams. 852 
 Conventional FORC diagrams are used extensively for domain state diagnosis in rock 853 
magnetism. Direct mapping of magnetization reversal signatures makes FORC diagrams highly 854 
suitable for routine domain state diagnosis. The examples shown here demonstrate their 855 
usefulness, which makes FORC diagrams a leading method for domain state diagnosis. However, 856 
the convolution of remanent, induced, and transient magnetizations means that the signals due to 857 
some components can obscure those for others in multi-component mixtures. The additional 858 
FORC-type measurements proposed by Zhao et al. (2017) separate these responses to provide 859 
markedly improved domain state specificity. Efforts are in progress to quantify the contributions 860 
from each component identified with these FORC-type diagrams, which should improve their 861 
value significantly. The long measurement time required (about three times longer than for 862 
conventional FORC measurements) means that they are most likely to be used for a subset of 863 
representative samples in any study, but the time investment will provide significant value for 864 
understanding the carriers of magnetic signals in natural samples. 865 
 FORC unmixing is a valuable approach for unmixing complex samples. It should see 866 
increased future use with improvements provided by the algorithm of Harrison et al. (2018). Like 867 
all EM unmixing approaches, individual EMs can represent mixtures and the extent to which such 868 
mixed EMs can be separated depends on the parsimony of the adopted interpretation and whether 869 
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the EM represents a naturally produced mixture that cannot be split apart. This limitation is 870 
common to unmixing approaches, and requires users to maintain a critical eye on unmixing 871 
results, but it should not detract from the value of FORC unmixing. Overall, the exceptional single 872 
sample domain state specificity provided by remFORC, tFORC, and iFORC diagrams (Zhao et al., 873 
2017) appears to make this combination of FORC-type diagrams the most suitable of the methods 874 
evaluated here for domain state diagnosis. 875 
 876 
6.2 Limitations of the evaluated methods 877 
When evaluating methods for domain state diagnosis in rock magnetism, it is recognised 878 
that most methods discussed here bias explicitly toward ferrimagnetic minerals and are generally 879 
not designed to assess the often-weak imperfect antiferromagnetic components due to hematite 880 
and goethite. For example, ARMs are imparted typically with AF demagnetization and DC bias 881 
fields that are optimized for acquisition by magnetite and other ferrimagnets, and that do not 882 
activate high coercivity hematite and goethite. ARM-based methods, therefore, bias explicitly 883 
against high coercivity mineral detection. FORC analyses are potentially more versatile, but often 884 
fail to identify hematite over the applied field ranges used. Importantly, hematite is identified 885 
using conventional FORC diagrams and remFORC diagrams in this study (e.g., Figures 8f, 9c, 9f, 886 
10a), which demonstrates that FORC diagrams do not necessarily fail to identify hematite. High 887 
coercivity components can be emphasized by manual adjustment of non-linear color scales on 888 
FORC diagrams (Zhao et al., 2017), and are often indicated by high coercivity areas over which 889 
the FORC distribution remains statistically significant at the 0.05 significance level (cf. Heslop & 890 
Roberts, 2012b), as indicated by the green dashed lines in the FORC diagrams in Figure 9. 891 
We suggest a pragmatic solution to the general bias against recognition of higher 892 
coercivity components. The issue of quantifying the relative and absolute concentrations of high 893 
coercivity minerals is a longstanding one in mineral magnetic studies, so additional parameters are 894 
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generally used to assess high coercivity components (e.g., S-ratio, HIRM, L-ratio; Robinson, 895 
1986; Bloemendal et al., 1988; King & Channell, 1991; Liu et al., 2007; Frank & Nowacyzk, 896 
2008). The problem is that the spontaneous magnetization of hematite is ~200  lower than for 897 
magnetite (O’Reilly, 1984; Dunlop & Özdemir, 1997), so that its total content must usually 898 
represent >90% by mass to be detectable magnetically when magnetite is also present (Frank & 899 
Nowaczyk, 2008). This issue is less of a weakness for domain state diagnosis because the weak 900 
spontaneous magnetization of hematite and goethite means that the SD to MD transition lies at 901 
much larger particle sizes than for ferrimagnetic minerals, so that virtually all hematite and 902 
goethite analysed in natural samples occurs in either the SP or stable SD states. Also, when tightly 903 
packed synthetic hematite and goethite samples are subjected to FORC analyses, they do not 904 
interact magnetostatically (e.g., Roberts et al., 2006). This is because, on average, interaction 905 
competes with the anisotropy energy, so that when the anisotropy is higher, and magnetization is 906 
weaker, as is the case in hematite, interactions have less influence (Muxworthy et al., 2003, 2005). 907 
Thus, these minerals almost always occur in non-interacting states so that FORC measurements 908 
are also less critical for detecting interactions. A further weakness of most of the methods 909 
evaluated here, including FORC diagrams, is that the maximum fields typically applied with 910 
standard equipment are far too small to saturate hematite and goethite magnetically. We conclude 911 
that the main challenge in rock magnetic studies is to characterize the domain state of the 912 
ferrimagnetic mineral fraction because the high coercivity component of paleomagnetic interest 913 
will almost always be in the non-interacting SD state, the contribution of which can be estimated 914 
readily using standard parameters designed for this purpose (S-ratio, HIRM, L-ratio, etc.) or using 915 
thermal demagnetization of a three-axis IRM (Lowrie, 1990). 916 
As practitioners have known for decades, robust interpretation of a magnetic mineral 917 
assemblage requires judicious use of a range of room-, low-, and high-temperature, low- and high-918 
field, and variable frequency techniques. There is no single panacea. Overall, we argue that the 919 
  38
diagnostic value of the Day diagram has been over-emphasized and we do not recommend its 920 
ongoing use. We also do not recommend other approaches that depend on bulk magnetic 921 
parameters because component-specific domain state diagnosis is desired. A particular emphasis 922 
in environmental magnetism has been the speed and inexpensive nature of bulk magnetic 923 
measurements (e.g., Thompson & Oldfield, 1986). Bulk parameters often provide outstanding 924 
information about environmental processes. However, domain state diagnosis is particularly 925 
important and use of bulk parameters in complex samples does not provide such diagnosis. Thus, 926 
diagnostic methods should be used even if it is relatively time-consuming to obtain the necessary 927 
measurements. The issues of expense and accessibility of sophisticated methods are real, but few 928 
routine magnetic measurement types are genuinely expensive considering that the highest cost 929 
involved in research is usually the time of researchers. Time invested in making non-diagnostic 930 
measurements is wasted compared to the value of diagnostic measurements. Of course, in high-931 
resolution sediment core studies, for example, it does not make sense to abandon measurement of 932 
continuous parameter profiles such as , ARM, IRM, etc.; supplementing and validating such 933 
parameter profiles with domain state specific determinations for representative samples also 934 
makes sense. Domain state diagnosis should rest on secure foundations. 935 
 936 
7. Conclusions 937 
 Our purpose here has been to evaluate the efficacy of various approaches used for domain 938 
state diagnosis to help researchers to focus on maximally valuable analyses. We conclude that 939 
bulk magnetic parameters tend not to provide sufficient specificity to allow domain state 940 
identification in mixed magnetic mineral assemblages that are studied routinely in rock 941 
magnetism. We, therefore, do not recommend routine use of the Day, Néel, Borradaile, and Fabian 942 
diagrams (Day et al., 1977; Néel, 1955; Borradaile & Lagroix, 2000; Fabian, 2003) unless they are 943 
used for pure magnetic mineral components. Reasons for this recommendation are provided by 944 
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Roberts et al. (2018a), where the focus is on the Day diagram, but most of the same issues also 945 
apply to the Néel and Borradaile diagrams. The Lascu diagram (Lascu et al., 2010) is also based 946 
on bulk parameters, but it is designed for use with extensive additional mineral magnetic 947 
information to constrain interpretation. Nevertheless, compared to component-specific approaches, 948 
it can perform ambiguously because of its dependence on bulk parameters. 949 
Several methods are recommended here for routine domain state diagnosis. Unmixing of 950 
IRM and ARM acquisition/demagnetization curves is powerful when supervised adequately by 951 
additional information to constrain choice from among an infinite number of potential solutions 952 
from this type of inversion. Non-uniqueness is a fundamental issue with unmixing (Heslop, 2015), 953 
so we stress the importance of obtaining independent information about magnetic mineral 954 
components to constrain component selection. The method of Egli (2004a, 2004b, 2004c) stands 955 
out among these methods both for its component-by-component specificity and for use of the most 956 
suitable mathematical function for component fitting. Nevertheless, the precision required for the 957 
time-consuming laboratory measurements associated with this approach, and the complexity of 958 
fitting the skewed generalized Gaussian functions recommended by Egli (2003) means that this 959 
method has not been adopted as widely as it deserves to be. 960 
Hysteresis loop unmixing (Heslop & Roberts, 2012a) is useful for extracting component-961 
specific information from large hysteresis data sets. Identified end members can represent 962 
mixtures of magnetic components, so independent information is also needed to understand such 963 
components. Hysteresis loops for mixed end members can be affected by the same ambiguities 964 
associated with other approaches that employ bulk hysteresis parameters. Thus, as is the case for 965 
all end member unmixing approaches, these limitations must be understood. FORC measurements 966 
provide more detailed information, which can generally be used to overcome these limitations. 967 
Conventional FORC diagrams (Pike et al., 1999; Roberts et al., 2000), remFORC, tFORC, 968 
and iFORC diagrams (Zhao et al., 2017), and FORC unmixing (Lascu et al., 2015; Harrison et al., 969 
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2018) all provide direct information about magnetization reversal, so they are powerful methods 970 
for domain state diagnosis. They also provide the additional benefit of approximating interaction 971 
field distributions for SD particle assemblages, which is not provided by other methods. 972 
Conventional FORC diagrams represent complicated magnetization responses that are 973 
deconvolved in remFORC, tFORC, and iFORC diagrams to provide superior domain state 974 
diagnosticity. FORC unmixing enables domain state identification for each magnetic component, 975 
which is an important advance for understanding complex samples. However, end members can be 976 
mixtures, which must always be borne in mind. Overall, while time-consuming, we conclude that 977 
the remFORC, tFORC, and iFORC diagrams of Zhao et al. (2017) provide the most detailed 978 
characterization of all domain states present within single magnetically mixed samples. 979 
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Figure 1 Illustration of the domain state diagnosis methods evaluated in this paper. (a) The 1290 
Day diagram (Day et al., 1977) with regions for SD, ‘PSD’, and MD behavior, which has 1291 
been argued to be fundamentally ambiguous (Roberts et al., 2018a) and for which alternatives 1292 
must be found. (b) The Néel diagram (Néel, 1955) with a slightly modified interpretive 1293 
framework provided by Tauxe et al. (2002). See text for explanation, where CSD = cubic 1294 
single domain, USD = uniaxial single domain, and SP = superparamagnetic. Values in 1295 
Mrs/Ms—Bc space are shown for magnetite with axial ratios of 1.3:1 and 2:1 from Tauxe et al. 1296 
(2002). The SP end member must occur at {0, 0}, so the boundaries for USD+SP mixtures 1297 
have been modified from those of Tauxe et al. (2002). (c) The Borradaile diagram (Borradaile 1298 
& Lagroix, 2000; Borradaile & Hamilton, 2003) with regions for SD, ‘PSD’, and MD 1299 
behavior. (d) The Lascu diagram (Lascu et al., 2010) with mixing lines for binary mixtures. 1300 
ISD = interacting SD; USD = as in Figure 1b. (e) The Fabian diagram (Fabian, 2003) with 1301 
trends for SP admixtures to SD particle assemblages (vertical) and for SD to MD (horizontal) 1302 
variations (see text for explanation of parameters used in the axes). (f) IRM unmixing for a 1303 
Chinese loess sample of Eyre (1996) from Heslop (2015). The gradient of the IRM acquisition 1304 
curve is fitted by log-Gaussian functions to identify four magnetic components. 1305 
Figure 2 Further illustration of the methods evaluated in this paper, particularly FORC-1306 
based approaches for domain state diagnosis (Zhao et al., 2017) and FORC unmixing 1307 
(Harrison et al., 2018). (a) The Egli diagram (Egli, 2004a, 2004b, 2004c) with regions for 1308 
extracellular (EX), detrital (D), biogenic soft (BS), and biogenic hard (BH) magnetite. The 1309 
arrows indicate decreasing ARM/Mrs ratios as lake sediments become more anoxic. (b-e) 1310 
Domain state diagnosis for a clay-carbonate marine sediment from Ocean Drilling Program 1311 
(ODP) Site 769 (from core 8H-1, 42-44 cm; see Hu et al. (2018) for details). (b) Conventional 1312 
FORC diagram in which ‘PSD’-like (cf. Roberts et al., 2000; Muxworthy & Dunlop, 2002) 1313 
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and non-interacting SD behavior is evident. (c-e) Additional FORC-like diagrams provide a 1314 
wider diagnostic view of domain states within the sample. (c) A remFORC diagram provides 1315 
information about remanence-bearing particles, including a non-interacting SD component, a 1316 
broader contribution from vortex state particles, and a feature along the lower Bi axis 1317 
produced by a thermally activated component near the SP/SD threshold (Pike et al., 2001b; 1318 
Zhao et al., 2017). (d) A tFORC diagram, where the upper and lower lobes indicate 1319 
nucleation/annihilation field distributions for vortex state particles (Zhao et al., 2017; Roberts 1320 
et al., 2017). (e) An iFORC diagram where induced magnetizations indicate SD (negative-1321 
positive-negative, NPN region) and vortex state particles (negative-positive-negative-positive, 1322 
NPNP region). For interpretive details, see Zhao et al. (2017). (f-j) FORC-PCA unmixing of 1323 
four magnetic components in sediments from Hydrate Ridge, offshore of Oregon (Larrasoaña 1324 
et al., 2007) that have been subjected to methanic diagenesis (Roberts et al., 2018b). (f) End 1325 
member 1 (EM1) is a coarse detrital iron oxide, (g) EM2 is stable SD greigite with strong 1326 
magnetostatic interactions, (h) EM3 is authigenic SP/SD greigite, and (i) EM4 is authigenic 1327 
pyrrhotite. A four-component mixing tetrahedron (red lines) is shown in (j) with respect to the 1328 
two principal components (PC1 and PC2), where green diamonds represent measured FORC 1329 
data. FORC diagrams in (b-e) were produced with the xFORC software (Zhao et al., 2015) 1330 
and those in (f-i) were produced with the FORCinel software (Harrison & Feinberg, 2008). 1331 
Figure 3 Data distributions in Day and Néel diagrams for samples from which comparisons 1332 
are made with other methods in this paper. (a) Day and (b) Néel diagrams for biogenic marine 1333 
sediments (pelagic carbonates) from ODP Holes 738B and 738C and Sites 689 and 690. (c) 1334 
Day and (d) Néel diagrams for terrigenous marine clays from ODP Holes 883D, 884D, and 1335 
887D. (e) Day and (f) Néel diagrams for glacimarine sediments from Victoria Land Basin, 1336 
Antarctica. Samples are from (older to younger) the: CIROS-1 (lower), CRP-3, CRP-2/2A, 1337 
CRP-1, CIROS-1 (upper), and MSSTS-1 drill holes. (g) Day and (h) Néel diagrams for lake 1338 
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sediments from the western USA, including Black Rock, Butte Valley, Pit of Death, and 1339 
Summer Lake. (i) Day and (j) Néel diagrams for submarine basaltic glass (SBG), and 1340 
extrusive rocks from the Azores Islands (Portugal), Mt St Helens (USA), Vesuvius (Italy), 1341 
and Lascar (Chile). Hysteresis results for the various data sets have been discussed previously 1342 
by Roberts et al. (2012, 2018a) with citation of source references. The region for USD + SP 1343 
magnetite (Figure 1b) from Tauxe et al. (2002) is indicated on the respective Néel diagrams. 1344 
Figure 4 Borradaile diagrams for a subset of locations shown in Figure 3. SD, ‘PSD’, and 1345 
MD regions, as illustrated in Figure 1c, are indicated without labels following Borradaile & 1346 
Lagroix (2000) and Borradaile & Hamilton (2003). The diagrams have been rotated by 1347 
different (arbitrary) amounts to facilitate visualization of trends in each data set. 1348 
Figure 5 Lascu diagrams for samples from (a) the Australian national soil archive (Hu et al., 1349 
2018) and (b) lake sediments from Butte Valley, northern California (Roberts et al., 1996). (c) 1350 
Results from both data sets have overlapping bulk magnetic properties in contrast to the lack 1351 
of overlap for the same data sets in the Egli diagram in Figure 6. (d) Fabian diagram for a 1352 
selection of Australian soil and Butte Valley samples. Compared to the data trends indicated 1353 
in Figure 1f, the data distribution for these samples is indicative of SD and relatively fine 1354 
vortex state particles with significant SP contents. 1355 
Figure 6 Examples of ARM and IRM unmixing and Egli diagrams for samples from (a-b) 1356 
the Australian national soil archive (Hu et al., 2018) and (e) lake sediments from Butte 1357 
Valley, northern California (Roberts et al., 1996). (a) ARM and (b) IRM unmixing was done 1358 
with SGG functions for a subset of 15 Australian soil samples using the software of Maxbauer 1359 
et al. (2016) from which three EMs are identified. Egli diagrams for (c) bulk data for the 1360 
entire Australian soil data set of Hu et al. (2018) and (d) for each EM from the subset of 15 1361 
samples (see text for discussion). Butte Valley results in (e) are also bulk measurements, 1362 
which are shown for illustration even though the Egli diagram is designed for individual 1363 
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magnetic components. Ares are labeled from Egli (2004a) for additional magnetic particle 1364 
types to those shown in Figure 2a: PD = pedogenic magnetite; ED = eolian dust; L = loess; 1365 
and UP = urban pollution. 1366 
Figure 7 Hysteresis unmixing results for samples from Butte Valley, northern California 1367 
(Roberts et al., 1996). Heslop & Roberts (2012a) identified three magnetic components from 1368 
hysteresis loop unmixing. The loops in (a-c) represent means of the three EM loops, where the 1369 
variable line thickness reflects variations in the ± 1 standard error. Mrs/Ms ratios and Bc are 1370 
given for each loop. (a) EM1 is a mixture of detrital (titano-)magnetite and hematite derived 1371 
from the local catchment, (b) EM2 is SP glacial rock flour derived from the local catchment, 1372 
and (c) EM3 is authigenic SD greigite and SD biogenic magnetite. An EM may be a mixture, 1373 
as indicated by the wasp-waisted hysteresis loop in (a) for EM1 (Jackson, 1990; Roberts et al., 1374 
1995; Tauxe et al., 1996). Bcr is estimated as the median field of the remanent component of 1375 
the loop (Brh) following Fabian & von Dobeneck (1997), as indicated in the Brh/Bc ratio (a-c). 1376 
(d) Relative and (e) absolute abundances of the three EMs for the Butte Valley sediment core 1377 
with respect to depth. Stratigraphic positions of the six samples for which FORC diagrams are 1378 
shown in Figure 8 are indicated in (e). 1379 
Figure 8 Representative FORC diagrams from the Butte Valley sediment core (Roberts et 1380 
al., 1996). Samples are shown with dominantly non-interacting SD magnetite: (a) BV1398 1381 
(88.12 m in the core) and (b) BV1718 (82.23 m); dominantly vortex state magnetite: (c) 1382 
BV1448 (30.73 m) and (d) BV1456 (99.60 m); interacting SD greigite: (e) BV1709 (100.24 1383 
m); and a mixture of vortex state magnetite, moderately interacting greigite, and higher-1384 
coercivity hematite: (f) BV1725 (14.47 m). All samples were measured with a regular 1385 
measurement grid with 200 ms averaging time and were processed with VARIFORC 1386 
smoothing parameters (see Egli (2013)) of: sc,0 = 3, sc,1 = 3, sb,0 = 7, sb,1 = 7, and c = b = 0.1. 1387 
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Figure 9 Domain state diagnosis for the Butte Valley sediment core (Roberts et al., 1996) 1388 
using the FORC-type measurements of Zhao et al. (2017). From top to bottom, conventional 1389 
FORC, remFORC, tFORC, and iFORC diagrams for samples for which conventional FORC 1390 
diagrams are shown in Figure 8: (a, d, g, j) BV1448 (dominantly detrital vortex state 1391 
magnetite), (b, e, h, k) BV1709 (magnetostatically interacting SD greigite), and (c, f, i, l) 1392 
BV1725 (mixture of non-interacting SD and vortex state magnetite and higher-coercivity 1393 
hematite). See text for discussion. Dashed green contour lines represent the 0.05 significance 1394 
level determined following Heslop & Roberts (2012b). All samples were measured using an 1395 
irregular measurement grid (Zhao et al., 2015) with 100 ms averaging time, and were 1396 
processed with SF = 5 for BV1448 and SF = 4 for BV1709 and BV1725. 1397 
Figure 10 Illustration of FORC unmixing of conventional FORC diagrams for the Butte 1398 
Valley sediment core (Roberts et al., 1996). Three EMs are identified using PCA along with a 1399 
greigite EM with behavior that is distinct and isolated from that of the other three EMs. FORC 1400 
diagrams for each EM are as follows: (a) high coercivity (>300 mT), weakly interacting SD 1401 
hematite with small SP contribution, with mainly uniaxial anisotropy, but with hints of multi-1402 
axial anisotropy (EM1) (Mrs/Ms of the extracted FORCs = 0.66, which is consistent with 1403 
multi-axial anisotropy in hematite); (b) weakly interacting SD magnetite, with mainly uniaxial 1404 
features (EM2), and a secondary SP/SD peak at the origin, which is responsible for the wasp-1405 
waisted extracted FORCs (Mrs/Ms = 0.385); and (c) vortex state magnetite (EM3). (d) The 1406 
mixing space is defined using two principal components, PC1 and PC2, where measured 1407 
FORC data fall within a ternary mixing space with vertices represented by the three EMs in 1408 
(a-c). The contours in (d) represent the zone in which FORC diagrams are physically 1409 
meaningful; metrics used to define these contours were used to guide EM placement. EM2 1410 
was placed as far as possible from EM3 to remove traces of the vortex state EM3 and to 1411 
isolate the pure SD EM2 signal. Placement of EM1 is flexible, and interpretation is clear 1412 
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regardless of its exact placement. All samples fall inside the mixing triangle, which makes 1413 
identification of EM3 straightforward. (e) FORC diagram for the isolated interacting SD 1414 
greigite component (EM4). VARIFORC smoothing parameters (see Egli (2013)) used in all 1415 
FORC diagrams are: sc,0 = 5, sc,1 = 6, sb,0 = 12, sb,1 = 12, and c = b = 0.1, with a correction of 1416 
0.0013102 for a vertical offset of the central ridge in EM1 and EM2 due to magnetic viscosity 1417 
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Figure 2 — Roberts et al.
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Figure 4 — Roberts et al.
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Figure 10 — Roberts et al.
