In this paper we study direct and inverse problems for discrete and continuous time skew-selfadjoint Dirac systems with rectangular (possibly non-square) pseudo-exponential potentials. For such a system the Weyl function is a strictly proper rational rectangular matrix function and any strictly proper rational matrix function appears in this way. In fact, extending earlier results, given a strictly proper rational matrix function we present an explicit procedure to recover the corresponding potential using techniques from mathematical system and control theory. We also introduce and study a nonlinear generalized discrete Heisenberg magnet model, extending earlier results for the isotropic case. A large part of the paper is devoted to the related discrete time systems of which the pseudo-exponential potential depends on an additional continuous time parameter. Our techniques allows us to obtain explicit solutions for the generalized discrete Heisenberg magnet model and evolution of the Weyl functions.
Introduction
A skew-selfadjoint Dirac system (also called a pseudo-canonical, ZakharovShabat or AKNS system) has the form:
y(x, z) = (izj + jV (x))y(x, z) (x ∈ R + , z ∈ C), (1.1) 2) where C stands for the complex plane, R + denotes the non-negative real semi-axis, I m k is the m k × m k identity matrix, v(x) is an m 1 × m 2 matrix function, which is called the potential of the system, and j and V (x) are m × m matrices, m := m 1 + m 2 . Note that (jV ) * = −jV , and therefore the system (1.1) is called skew-selfadjoint.
Like a selfadjoint Dirac system d dx y(x, z) = i(zj + jV (x))y(x, z), the system (1.1) is also an auxiliary system for various important integrable nonlinear wave equations and the case m 1 = m 2 corresponds to rectangular and multicomponent versions of these equations. Here we solve explicitly (in terms of Weyl functions) direct and inverse problems for the system (1.1) for the case when the rectangular (possibly non-square) potential v is pseudoexponential (see formula (2.1)). The direct problem consists in constructing the Weyl function and inverse problem is the problem to recover v from the Weyl function.
We also derive explicit solutions of direct and inverse problems for a discrete analogue of the skew-selfadjoint system (1.1), namely, for the system
This system was studied in [27] for the important subcase m 1 = m 2 and explicit solutions of direct and inverse problems were obtained for that subcase. See [18] for the discrete analogue of selfadjoint Dirac system (and its general Weyl theory). A large part of the paper is devoted to the case when the system (1.3) depends on an additional continuous time parameter. A special choice of the additional parameter allows us to introduce a generalized discrete Heisenberg magnet model. We use our results on system (1.3) with a general-type j in order to construct explicit solutions and the evolution of the Weyl functionrectangular (non-square) case. Finally, Section 4 is devoted to generalized discrete Heisenberg magnet model, which is equivalent to the compatibility condition of two systems depending on two parameters t and k where t is non-negative real and k ∈ N 0 . For the convenience of the reader the appendix Section A presents a number of general facts regarding admissible quadruples that are used throughout the paper. This theory is closely related to the triples approach [22] [23] [24] 27] and generalized Bäcklund-Darboux transformation (GBDT) method [15, 17, 37, 38, 41] (see also references therein).
Notation. We conclude with some information on notations that are used throughout the paper. As usual N 0 stands for the set of non-negative integers, i.e., the natural numbers with zero included, and R + denotes the set of nonnegative real values. The symbols C + and C − stand for the upper and lower half-plane, respectively. Furthermore, C + denotes the closed upper half-plane (i.e., C + ∪ R), and C M stands for the open half-plane {z : ℑ(z) > M > 0}. By · we denote the ℓ 2 vector norm or the induced matrix norm, Span stands for the linear span, and σ(α) stands for the spectrum of α. The class of m 2 × m 1 contractive matrix functions (Schur matrix functions) on some domain Ω is denoted by S m 2 ×m 1 (Ω). We write S > 0 when the matrix S is positive definite. The matrix (α −1 ) * is denoted by α − * and Im α stands for the image of α.
Continuous case: direct and inverse problem
We begin with introducing the notion of a pseudo-exponential potential. The starting point is a matrix function v of the form v(x) = 2ϑ * 1 e ixα * S(x) −1 e ixα ϑ 2 , x ∈ R + . (2.1)
Here ϑ 1 and ϑ 2 are matrices of sizes n × m 1 and n × m 2 , respectively, α is an n × n matrix, and S is the n × n matrix function given by S(x) = S 0 + x 0 Λ(t)jΛ(t) * dt, S 0 > 0, Λ(x) := e −ixα ϑ 1 e ixα ϑ 2 . (2.2)
Furthermore, we require the initial value S 0 in (2.2) to satisfy the following matrix identity: αS 0 − S 0 α * = i(ϑ 1 ϑ From (2.1) and (2.2) it is clear that the potential v in (2.1) is uniquely determined by the quadruple {α, S 0 , ϑ 1 , ϑ 2 }. In combination with S 0 being positive definite, the identity (2.3) implies that S(x) is also positive definite; see (2.8) below. In particular, S(x) is invertible for each x ≥ 0, and hence v is well-defined. When S 0 > 0 and (2.3) holds we call the quadruple {α, S 0 , ϑ 1 , ϑ 2 } an admissible quadruple. We call v in (2.1) the pseudo-exponential potential generated by the admissible quadruple {α, S 0 , ϑ 1 , ϑ 2 }. See appendix Section A for a brief review of properties of an admissible quadruple and the relation with the theory of S-nodes.
The definition of a pseudo-exponential potential given here is somewhat different from the definition in [23] which starts with [23, Eq. (0.2) ]. However, Proposition 1.1 in [23] tells us that a pseudo-exponential potential in sense of [23] is also a pseudo-exponential potential as defined above. With some minor modifications the reverse implication is also true (see Proposition 2.8 at the end of this section).
In the present paper, as opposed to [23] , we do not require the matrices ϑ 1 and ϑ 2 to be square, i.e., m 1 and m 2 are not required to be equal. Note that in [23] the matrix S 0 is just the n × n identity matrix but, as the next lemma shows, it is convenient to allow S 0 to be just positive definite.
Lemma 2.1. Let {α, S 0 , ϑ 1 , ϑ 2 } be an admissible quadruple, and for each x ∈ R + let Σ(x) be the quadruple defined by
where S(x) is the matrix defined by the first identity in (2.2). Then Σ(x) is an admissible quadruple for each x ∈ R + .
Proof. We first show that
To prove this identity note that the relations in (2.2) are equivalent to
Here j is the signature matrix defined (1.2). If follows that
On the other hand, using (2.3), the functions αS(x)−S(x)α * and iΛ(x)Λ(x) * have the same value at x = 0. But then (2.5) holds true. It remains to show that S(x) is positive definite for each x ≥ 0. To do this we prove the following inequality:
Using (2.7) and (2.5) we have
But then
In particular, (2.8) holds true. We note that the quadruple {α, S 0 , ϑ 1 , ϑ 2 } generating v coincides with Σ(0) in (2.4).
Using straightforward modifications of the proof of [23, Theorem 1.2] (or particular cases of the more general [37, Theorem 3] or [38, Theorem 1.2 and Proposition 1.4]) we obtain the next proposition. Proposition 2.2. Let v be the pseudo-exponential potential generated by the admissible quadruple Σ(0) = {α, S 0 , ϑ 1 , ϑ 2 }, and let Σ(x) be the admissible quadruple defined by (2.4). Then the fundamental solution u of the system (1.1), normalized by u(0, z) ≡ I m , where m = m 1 + m 2 , admits the following representation
The transfer function of the form (2.10) (the transfer function in Lev Sakhnovich form) was introduced and studied in [42] (see also [41, 43, 44] and references therein). In our case, we refer to W Σ(x) as the the transfer function associated with the admissible quadruple Σ(x); see the first paragraph of Section A. The next result is a simple generalization of [23, Proposition 1.4] . Proposition 2.3. Pseudo-exponential potentials v are bounded on the semiaxis x ≥ 0.
Proof. Assume that the potential v is generated by the admissible quadruple Σ(0) = {α, S 0 , ϑ 1 , ϑ 2 }, and let Σ(x) be the admissible quadruple defined by (2.4) . From Lemma A.1 we know that the eigenvalues of α belong to C + . Furthermore, using the identity (A.9) with Σ(x) in place of Σ, we see that
Since the resolvent (zI n − α)
From (2.1) and (2.12), it is immediate that v is bounded, that is, for some M > 0 we have
which completes the proof.
Weyl function: the direct problem. The concept of a Weyl function of Dirac system has a long history (see the Introduction). Following the definition of a Weyl function for Dirac systems with square potentials (see also [41] for the case of non-square potentials) we say that a meromorphic function ϕ satisfying (2.13) is a Weyl function of the system (1.1) whenever it satisfies the inequality
Here u is the fundamental solution of (1.1) normalized by u(0, z) = I m . We note that for skew-selfadjoint Dirac systems (1.1) Weyl functions have been introduced in [16] in an equivalent but different way. However, Proposition 2.2 and Corollary 2.8 from [16] immediately yield the following result concerning direct problem.
Proposition 2.4. Let (2.13) hold. Then there is a unique function ϕ such that (2.14) is valid. This function ϕ is analytic and contractive in C M (i.e., ϕ ∈ S m 2 ×m 1 (C M )).
For the case of a pseudo-exponential potential v we produce an explicit expression for the Weyl function.
Theorem 2.5. Consider the skew-selfadjoint Dirac system (1.1), and assume that v is a pseudo-exponential potential generated by the admissible quadruple Σ(0) = {α, S 0 , ϑ 1 , ϑ 2 }. Then the Weyl function ϕ of the Dirac system (1.1) is given by
Proof. From the proof of Lemma A.2 we know that (2.15) can be rewritten in the form:
Taking into account the equivalence of (2.15) and (2.16) and using (2.10) together with the second equality in (2.2) (both at x = 0), we derive that ϕ of the form (2.15) satisfies the relation:
Formulas (2.9) and (2.17) imply that
Using S 0 > 0 and taking inverses in (2.8), we see that 
That is, the entries of
are squarely summable with respect to x for sufficiently large values of ℑ(z). Finally, in view of (2.18) and (2.20) , the inequality (2.14) holds for ϕ given by (2.15) and for sufficiently large values of ℑ(z).
Taking into account Proposition 2.4 and the analiticity of ϕ given by (2.15), we see that (2.14) holds for all z ∈ C M \ σ(α × ) , that is, ϕ is the Weyl function.
Weyl function: the inverse problem. Theorem 2.5 presents the solution for the direct problem. We now turn to the inverse problem. The uniqueness theorem below is immediate from [41, Theorem 3.21 and Corollary 3.25] (see also [16] ). Theorem 2.6. Let ϕ be a Weyl function of a skew-selfadjoint Dirac system with a potential v which is bounded on [0, ∞). Then this v can be uniquely recovered from ϕ.
For the case of pseudo-exponential potentials we have an explicit procedure to recover the potential from the Weyl function. This procedure uses such well-known notions from control theory as realization, minimal realization and McMillan degree (see, e.g., [5, 28] or [41, App. B]). We note that, according to Theorem 2.5, the Weyl function ϕ of a skew-selfadjoint Dirac system with a pseudo-exponential potential is a strictly proper rational matrix function.
Theorem 2.7. Let ϕ be a strictly proper rational m 2 × m 1 matrix function. Then ϕ is the Weyl function of a skew-selfadjoint Dirac system with a pseudo-exponential potential v generated by an admissible quadruple. The corresponding quadruple {α, S 0 , ϑ 1 , ϑ 2 } can be obtained explicitly by using the following procedure. First, we construct a minimal realization of ϕ :
Next, we choose X to be the unique positive definite solution X of the Riccati
Proof. Given a strictly proper rational matrix function ϕ, Theorem A.3 provides the described above three step procedure to construct a quadruple {α, S 0 , ϑ 1 , ϑ 2 } such that representation (2.15) of ϕ holds. It also follows from Theorem A.3 that the procedure is well-defined and the quadruple {α, S 0 , ϑ 1 , ϑ 2 } is admissible. Then we know from Theorem 2.5 that ϕ we started with is precisely the Weyl function of the skew-selfadjoint Dirac system with the potential v generated by {α, S 0 , ϑ 1 , ϑ 2 }.
As we note in the second paragraph before Lemma 2.1 the definition of a pseudo-exponential potential given in the beginning of this section differs from the definition employed in [23] which starts from formula (0.2) in [23] . The next proposition presents the analogue of formula (0.2) in [23] , which coincides with (0.2) for the case m 1 = m 2 and S 0 = I n . The conclusion is that the two definitions lead to the same class of potentials. Proposition 2.8. Let v be the pseudo-exponential potential generated by the admissible quadruple {α, S 0 , ϑ 1 , ϑ 2 }, and let A be the 2n × 2n matrix defined by
Then the potential v is also given by
The proof of the proposition is given in Appendix (and is close to the considerations in [23] ).
Discrete case: direct and inverse problem
Recall that the discrete skew-selfadjoint Dirac system (SkDDS) has the form:
Here N 0 stands for the set of non-negative integers, the matrices U k are unitary of size m × m, where m does not depent on k, and j is the m × m signature matrix defined by (1.2) with m = m 1 + m 2 and with m 1 and m 2 not depending on k. The sequence {C k } k∈N 0 is called the potential of the system. Note that the second part of (3.1) implies that
where w k (z) is the fundamental solution of SkDDS normalized by w 0 (z) ≡ I m .
We shall consider the case when the potentials {C k } k∈N 0 are pseudoexponential (see Definition 3.3 below), and we shall show that for such potentials the Weyl function can be constructed explicitly.
Pseudo-exponential potentials have been introduced in [27] for the square case when m 1 = m 2 . We shall show that the same scheme developed in [27] for constructing the corresponding Weyl function also works in the nonsquare case when m 1 and m 2 are not equal.
Similar to the continuous case, our starting point to define pseudo-exponential potentials is an admissible quadruple Σ 0 = {α, S 0 , ϑ 1 , ϑ 2 }, and Λ 0 = ϑ 1 ϑ 2 . In addition, we assume that α is non-singular. We set
where α − * stands for (α −1 ) * . From (3.3) and Λ 0 = ϑ 1 ϑ 2 it follows that
By definition Σ k is the quadruple given by
The next lemma shows that this quadruple is again admissible if, in addition, the pair {α, ϑ 1 } is controllable.
Lemma 3.2. Let Σ 0 = {α, S 0 , ϑ 1 , ϑ 2 } be an admissible quadruple. Assume that the pair {α, ϑ 1 } is controllable. Then α is non-singular, and the quadruple Σ k defined by (3.6) is admissible for each k ∈ N 0 . Moreover the pair {α,
Proof. The fact that the pair {α, ϑ 1 } is controllable implies that the pair {α, Λ 0 } is also controllable. But then item (ii) in Lemma A.1 tells us that σ(α) ⊂ C + . In particular, α is non-singular, and thus the quadruple Σ k is well-defined. Next we use (3.3) and (3.4) to prove that
This will be done by induction. Since Λ 0 = ϑ 1 ϑ 2 and the quadruple Σ 0 = {α, S 0 , ϑ 1 , ϑ 2 } is admissible, the identity (3.7) holds for k = 0. Suppose now that (3.7) holds for k = r. Then, using the expression for S r+1 from (3.4), we obtain
On the other hand, using (3.3) for k = r, we obtain
Together (3.8) and (3.9) yield (3.7) for k = r + 1, and thus (3.7) holds for all k ∈ N 0 . Next we show that S k is positive definite for each k ∈ N 0 . To do this we first use that σ(α) ⊂ C + . The latter inclusion and the identities (3.7) imply (cf., [26] or Theorem I.4.1 in [21] ; also (A.7)) that
Now, the inequality S k > 0 is proved by contradiction. Assuming that S k > 0, we derive (from (3.10)) the existence of a vector g = 0 such that g(λI n − α) −1 Λ k ≡ 0. In particular, using the identitiy (3.5), we see that g(λI n − α)
The fact that σ(α) ⊂ C + implies that −i is not an eigenvalue of α, and hence the matrix I n + iα −1 is non-singular. But then g = 0 because g = 0. On the other hand, from the Taylor expansion of g(λI n − α) −1 ϑ 1 we obtain that
which contradicts the assumption that the pair {α, ϑ 1 } is controllable. Thus S k is positive definite, and hence Σ k is admissible. It remains to prove the pair {α,
Since the pair {α, ϑ 1 } is controllable, the space Span
It follows that the space in the right-hand side of (3.11) is also equal to C n . But then the same holds true for the space in the left-hand side of (3.11), which implies that {α, (I n + iα
Note that the conditions in Lemma 3.2 imply that the matrix S k is nonsingular for each k. This allows us to define the following sequence of matrices:
Definition 3.3. We call the quadruple Σ 0 = {α, S 0 , ϑ 1 , ϑ 2 } strongly admissible if it is admissible and the pair {a, ϑ 1 } is controllable. In this case we refer to the sequence of matrices {C k } k∈N 0 in (3.12) as the pseudo-exponential potential generated by Σ 0 .
Later we shall see (Proposition 3.6 below) that the second part of (3.1) is fulfilled for any pseudo-exponential potential {C k } k∈N 0 .
Remark 3.4. We note that for any continuous pseudo-exponential potential v (see its definition at the beginning of Section 2) there is a strongly admissible quadruple which generates it. Indeed, recall that in view of Proposition 2.3 and Theorem 2.6 there is a unique solution of the inverse problem considered in Theorem 2.7. Thus, starting from the Weyl function of a system with the pseudo-exponential v we recover some admissible quadruple generating this v via formula (2.22) from Theorem 2.7. It is immediate from (2.22) that the corresponding pair {a, ϑ 1 } is controllable, and so the recovered quadruple is strongly admissible.
Next, we present a discrete analog of formula (2.9) for the fundamental solution. See the next theorem which is a minor generalization of Theorem 0.1 in [27] .
Theorem 3.5. Let Σ 0 = {α, S 0 , ϑ 1 , ϑ 2 } be a strongly admissible quadruple, and let {C k } k∈N 0 be the pseudo-exponential potential generated by
can be represented in the form
where Σ k is the admissible quadruple defined by (3.6) and W Σ k is the transfer function associated with Σ k , that is,
See the first paragraph of Section A for the definition of the transfer function associated with an admissible quadruple.
Proof. The proof is based on the following identity:
This identity is the analogue of formula (2.2) in [27] , and its proof follows the same line of reasoning as the proof of formula (2.2) in [27] . We omit the details.
Next, using (3.16), we complete the proof by induction. First notice that the equality (3.14) holds for k = 0. Next, assume (3.14) is proved for k = r. Then, using (3.13), (3.14) with k = r, and (3.16) with k = r and λ = −z, we see that
Thus (3.14) holds for k = r + 1, and so it holds for all k ∈ N 0 . Our next proposition shows that the second equality in (3.1) is valid.
Proposition 3.6. Let Σ 0 = {α, S 0 , ϑ 1 , ϑ 2 } be a strongly admissible quadruple, and let {C k } k∈N 0 be the pseudo-exponential potential generated by Σ 0 . Then we have
Proof. According to Lemma 3.2, Σ k is an admissible quadruple, and so we may substitute Σ k (instead of Σ) into formula (A.8) from Lemma A.1. Then (A.8) implies that
where λ stands for complex conjugate for λ. Note that (3.18) makes sense only when λ and λ are no poles of W Σ k . It is immediate from (3.12) that C k = C * k . From (3.16) and (3.18) we see that
is valid, and we obtain the representation 19) where U k are unitary matrices and j k are diagonal matrices, the entries of which take the values ±1.
Next we show that we may choose j k = j. From Lemma A.1 we know that that σ(α) ⊂ C + . In particular, −i does not belong to σ(α). We first deal with the case when the same holds true for i. In that case (3.18) makes sense for both λ = i and λ = −i. Let us partition the transfer matrix function W Σ k (λ) into the two blocks, the first consisting of the first m 1 columns and the second of the remaining m 2 columns:
Now, take λ = −i in (3.16) and multiply the resulting identity from the right by W Σ k (i) * . Then, using (3.18) with λ = −i, we obtain
Repeating the argument with λ = i in place of λ = −i we see that
Formulas (3.20) and (3.21) imply that
The existence of the representation (3.17) now easily follows from (3.19) and (3.22) . Thus the proposition is proved when i ∈ σ(α). It remains to consider the case when i belongs to σ(α). In this case we approximate the original quadruple Σ 0 = {α, S 0 , ϑ 1 , ϑ 2 } by a set of new quadruples Σ(ε) = {α + εI n , S 0 , ϑ 1 , ϑ 2 }, with ε = ε > 0 and ε sufficiently small. These new quadruples are again strongly admissible. Thus they satisfy the conditions of Theorem 3.5 and the additional condition
Therefore, applying the result of the previous paragraph, (3.17) is valid also in this case. Taking limits for ε ↓ 0 one obtains (3.17) for the original quadruple Σ 0 .
Remark 3.7. It is not difficult to see that Theorem 3.5, the identities (3.7) and the representations in (3.17) hold under weaker conditions. Indeed, assume that α is non-singular, that S 0 = S * 0 , that (3.7) holds for k = 0, and that Λ k and S k are given by (3.3) and (3.4), respectively. Then the identities (3.7) are valid for k ∈ N 0 . Assuming additionally that det S r = 0 for 0 ≤ r ≤ N, one can show that the fundamental solution w k (z) (0 ≤ k ≤ N) of the discrete system (3.13) can be represented in the form (3.14) and that (3.17) is also valid for 0 ≤ k ≤ N − 1.
Weyl function: the direct problem. The following result is a discrete analogue of Theorem 2.5. The special case m 1 = m 2 of this result is a somewhat stronger version of Theorem 0.4 in [27] .
Theorem 3.8. Let Σ 0 = {α, S 0 , ϑ 1 , ϑ 2 } be a strongly admissible quadruple, and let {C k } k∈N 0 be the pseudo-exponential sequence generated by Σ 0 . Then the discrete skew-selfadjoint Dirac system (3.1) has a unique Weyl function ϕ which is given by the formula
(a finite number of points excluded).
Proof. Part 1. In order to show that ϕ is a Weyl function one first compares (3.23) with (A.4) to see that ϕ is the (second) function associated with Σ 0 . Thus, the second part in (A.11) implies that
where b and d are the blocks of W Σ 0 (see (A.10)). Using (3.24) we have
Next, for k ∈ N 0 , let W Σ k be the transfer function of the quadruple Σ k defined by (3.6) . Recall that the normalized fundamental solution w k of (3.1) is given by (3.14). Using (3.25) this yields
Since S k > 0 and σ(α) ⊂ C + (according to item (i) in Lemma 3.2), the identity (A.9) implies that
From (3.26) and (3.27) we easily derive (3.2) for all z ∈ C 1/2 , a finite number of eigenvalues excluded. Part 2. It remains to prove the uniqueness of the Weyl function. We shall again need the identity (A.9) (for the quadruple Σ k ):
Since the left upper block of (3.28) is nonnegative, taking into account (3.5), we obtain for z = (−λ) ∈ C + the inequality
Using the same arguments as at the end of the proof of Lemma 3.2, we see that the controllability of the pair {α, ϑ 1 } implies the equality
for any ε-neighborhood O ε (z 0 ) of any z 0 ∈ C. From (3.29) and (3.30) we see that for all k ∈ N 0 the positive definite matrix (I n − i(α
k is uniformly bounded. Hence, the matrix function
is sufficiently small for all z ∈ C M and sufficiently large values of M. Recall that the matrix function above coincides with the left upper block of the second term on the right hand side of (3.28) (for λ = −z). Therefore, relations (3.14) and (3.28) yield the inequality
for z ∈ C M and sufficiently large values of M. Thus, for sufficiently large M and all z ∈ C M , we have
(3.32)
Assume now that for some z ∈ C M there is a value ϕ(z) such that
Then (3.2) and (3.33) contradict the inequality (3.32). Hence, there is no such ϕ and the Weyl function is unique.
Weyl function: the inverse problem. From Theorem 3.8 we know that the Weyl function of a discrete skew-selfadjoint Dirac system (3.1) with a pseudo-exponential potential generated by a strongly admissible quadruple is a strictly proper rational matrix function. The next theorem shows that the converse is also true.
Theorem 3.9. Let ϕ be a strictly proper rational m 1 × m 2 matrix function. Then ϕ is the Weyl function of a discrete skew-selfadjoint Dirac system (3.1) with a pseudo-exponential potential generated by a strongly admissible quadruple Σ 0 . A corresponding Σ 0 = {α, S 0 , ϑ 1 , ϑ 2 } can be obtained explicitly by using the following procedure. First, we construct a minimal realization of ϕ :
Next, we choose X to be the unique positive definite solution of the Riccati equation γX − Xγ * − iXθ 1 θ * 1 X + iθ 2 θ * 2 = 0. Finally, we put
Proof. Given a strictly proper rational matrix function ϕ, Corollary A. 4 shows that the procedure to recover Σ 0 = {α, S 0 , ϑ 1 , ϑ 2 } is well-defined and Σ 0 is strongly admissible. Moreover, according to Corollary A.4, ϕ admits representation (3.23) where the quadruple {α, S 0 , ϑ 1 , ϑ 2 } is given by (3.35). Then we know from Theorem 3.8 that ϕ is the Weyl function of system (3.1) with the potential {C k } generated by {α, S 0 , ϑ 1 , ϑ 2 }.
We conclude this section with some auxiliary results on the m×m matrices H + k and H − k :
which will be essential in the next section. Here W Σ k is the transfer function of the form (3.15).
Lemma 3.10. Let Σ 0 = {α, S 0 , ϑ 1 , ϑ 2 } be a strongly admissible quadruple, let Σ k be defined by (3.6), assume that i ∈ σ(α), and let {C k } k∈N 0 be the pseudo-exponential potential generated by Σ 0 . Then
Proof. Since Σ 0 = {α, S 0 , ϑ 1 , ϑ 2 } is admissible, we know (see Lemma A.1) that −i ∈ σ(α). By assumption i ∈ σ(α). This allows us to apply (3.18), first with λ = i and next with λ = −1. It follows that both W Σ k (i) and W Σ k (−i) are well-defined and invertible. Moreover, we have
Using these identities the formulas for H + k and H − k can be rewritten as:
Next, applying (3.16), first with λ = i and next with λ = −i, we see that
It follows that
From (3.41), we obtain
In particular, we have
Using (3.42) and (3.43) again and taking into account (3.48), we see that
and 
Indeed, these identities follow from (3.36) and (3.37) by using the two indenties in (3.40). Together (3.51) and (3.52) imply that
Finally, using (3.51) we see that
Analogously, using (3.52), we have
Generalized discrete Heisenberg magnet model and its auxiliary linear systems
This section is devoted to the generalized discrete Heisenberg magnet model. We apply the quadruples considered in the previous section in order to construct explicit solutions of this model. Given potential {C k (t)} from such solution and using the results from the previous section, we also express explicitly evolution of the Weyl function of the auxiliary linear system, which coincides with system (3.1).
Generalized discrete Heisenberg magnet model
For the case that m 1 = m 2 = 1, system (3.1) is an auxiliary linear system for the integrable isotropic Heisenberg magnet model [47] (see also [14, Part II, Section 1.2]). More precisely, it was shown in [14, 47] that the isotropic Heisenberg magnet model is equivalent to the compatibility condition
of the auxiliary systems
where m = 2,
f k is a scalar function depending on C k−1 and C k , k > 0, C k has the form It is easy to see that representation (4.5) is equivalent to the conditions C k = C * k , det C k = 1 and Tr C k = 0, where Tr means trace. These conditions are in turn equivalent to the conditions C k = C * k and the eigenvalues of C k equal 1 and −1. Hence, (4.5) is equivalent to the second part of (3.1), where m 1 = m 2 = 1 (see [27] ). Moreover, the second part of (3.1) yields relations
where P 1 = (I 2 + j)/2, P 2 = (I 2 − j)/2 and P 1 P 2 = P 2 P 1 = 0. Therefore, (4.4) and (4.6) imply that H ± k has rank 1, that
and that (4.7) defines matrices H 
where
and
The next proposition shows that (4.8) coincides with (4.1). Proof. In view of the definitions of G k and F k , we rewrite (4.1) in the form
Using the equality ±i z(z±i)
, after simple transformations we see that (4.12) is equivalent to the relation
Taking into account the equalities (4.9) and (4.11) , we derive that the terms in the second and third lines of (4.13) both turn to zero, and therefore (4.13) is equivalent to (4.8).
In order to construct explicit solutions of DGHM, we introduce an additional parameter t into the quadruples generating potentials {C k (t)}. Namely, we consider quadruples Σ t = Σ t,0 = {α, S 0 (t), ϑ 1 (t), ϑ 2 (t)}. Here α is constant and the dependence of the quadruples on t is described by the equations
14)
Formula (4.14) yields the equalities
We assume for simplicity that Σ 0,0 is strongly admissible and that i ∈ σ(α). Then, the quadruples Σ t,0 are well-defined and uniquely determined by the initial quadruple Σ 0,0 . Moreover, all Σ t,0 are strongly admissible (see Subsection 4.2). It was shown in Section 3 that the strongly admissible quadruples Σ t,0 determine strongly admissible quadruples Σ t,k using relations (3.3) and (3.4) , and that in this way Σ t,0 generate potentials {C k (t)}. Since Σ t,0 are determined by Σ 0,0 we also say that Σ t,k are determined by Σ 0,0 and that potentials {C k (t)} are generated by Σ 0,0 . The following theorem is our main result in this section.
Theorem 4.2. Let Σ 0,0 = {α, S 0 , ϑ 1 , ϑ 2 } be a strongly admissible quadruple, and assume that i ∈ σ(α). Then for all t ∈ R and k ∈ N 0 the quadruples Σ t,k determined by Σ 0,0 are strongly admissible. Furthermore, the matrix functions
are well-defined and satisfy DGHM (4.8) and conditions (4.9) and (4.10).
Recall that matrix functions H ± k were introduced and studied in the last part of Section 3. The proof of Theorem 4.2 and some related results on discrete Dirac systems depending on an additional continuous time parameter are given in the next subsection.
Finally, we note that in view of (4.18) we have the following corollary of Theorems 3.8 and 4.2. .2) is given by the formula
Discrete Dirac systems depending on an additional continuous time parameter
Let Σ = {α, S 0 , ϑ 1 , ϑ 2 } be a strongly admissible quadruple, and assume that i ∈ σ(α). We shall associate with Σ a family of strongly admissible quadruples depending on two parameters t and k, where t ∈ R + and k ∈ N 0 . This will be done in two steps.
Step 1: construction of Σ t . In this first step we just require Σ to be admissible, not necessarily strongly admissible. From item (i) in Lemma A.1 we know that −i ∈ σ(α). Together with the assumption that i ∈ σ(α) this implies that both α − iI n and α + iI n are invertible. This allows us to define Λ(t) = Λ 0 (t) and S(t) = S 0 (t) using (4.18) (and (4.17)) and (4.16), respectively.
Lemma 4.4. Let Σ = {α, S 0 , ϑ 1 , ϑ 2 } be an admissible quadruple, and assume that i ∈ σ(α). Let ϑ j (t), j = 1, 2, and S(t) be defined by (4.18) and (4.16), respectively. Then on some interval interval −ε 1 < t < ε 2 the quadruple
is admissible too. Moreover, if Σ is strongly admissible, then the same holds true for the quadruple Σ t for each t ∈ R.
Proof. Since S 0 is positive definite, the same holds true for S(t) provided t is sufficiently small. Put
Here Λ(t) is defined by (4.17) . Since {α, S 0 , ϑ 1 , ϑ 2 } is an admissible quadruple, it follows that Υ(0) = 0. After some easy transformations, using (4.17) and (4.16) and differentiating the right-hand side of (4.22), we see that Υ satisfies the linear differential equation
Since the initial value Υ(0) is zero, it follows that Υ(t) ≡ 0, that is,
Using (4.18) and (4.17), we conclude that {α, S(t), ϑ 1 (t), ϑ 2 (t)} is an admissible quadruple. Next, assume Σ is strongly admissible. The identity (4.24) was already proved above. By Definition 3.3, the fact that Σ is strongly admissible means that the pair α and ϑ 1 is controllable. But then the first equality in (4.18) tells us that
that is, the pair α and ϑ 1 (t) is also controllable. Furthermore, since Σ is strongly admissible item (ii) of Lemma A.1 shows that σ(α) ⊂ C + . From (4.24) and σ(α) ⊂ C + follows representation (A.7) of S 0 (t) = S(t). Since the pair α and ϑ 1 (t) is controllable representation (A.7) implies that S(t) > 0. Hence, again using Definition 3.3, the quadruple Σ t is strongly admissible.
Step 2: construction of Σ t,k . Let Σ = {α, S, ϑ 1 , ϑ 2 } be a strongly admissible quadruple, and assume that i ∈ σ(α). Let Σ t be the quadrupple defined by (4.21). Hence, according to the previous lemma, the quadruple Σ t is also strongly admissible for each t ∈ R. But then we can apply the results of Section 3 to associate with each Σ t a family of quadruples Σ t,k , k ∈ N 0 . Since Σ t is strongly admissible, we know from Lemma 3.2 that α is invertible. In fact, by item (ii) in Lemma A.1, all eigenvalues of α are in C + . Following the constructions given in Section 3, put
Furthermore, define S(t, k) by
S(t, 0) = S(t).
Using these matrices we set
By Lemma 3.2, the quadruple Σ t,k is also strongly admissible.
Let Σ = {α, S, ϑ 1 , ϑ 2 } be a strongly admissible quadruple, and let Σ t be the strongly admissible quadruple defined by (4.21). Following (3.12) put
Then, by Definition 3.3, the sequence {C k (t)} k∈N 0 is the pseudo-expontential potential generated by Σ t . The corresponding SkDDS is given by
Furthermore, we know (see Propositon 3.6) that C k (t) admits a factorization of the form:
We also note that (4.9) and (4.10) are immediate consequences of the identities (3.38) and (3.39). Indeed, since Σ t = {α, S(t), ϑ 1 (t), ϑ 2 (t)} is strongly admissible, we just apply Lemma 3.10 with Σ t = Σ t,0 in place of Σ 0 . Thus it remains to prove the identity (4.8) in order to prove Theorem 4.2. First, we formulate a proposition, which will be proved later.
Proposition 4.5. Let Σ = {α, S 0 , ϑ 1 , ϑ 2 } be a strongly admissible quadruple, assume that i ∈ σ(α), and let Σ t,k be the strongly admissible quadruple defined by (4.28), where k ∈ N 0 and t ∈ R. Then the function Y k (t, z) defined by 30) where z = ±i and z ∈ σ(−α), is a solution of equation (4.2) as well as of equation (4.3).
Proof of Theorem 4.2. As soon as Proposition 4.5 is proved we can prove Theorem 4.2 by using Proposition 4.1. Indeed, assume that the function Y defined by (4.30) satisfies (4.2) and (4.
Finally, note that z = ±i and z ∈ σ(−α) imply that Y k (t, z) is non-singular. But then the above identity yields the compatibility equation (4.1), and we can apply Proposition 4.1 to get the identity (4.8).
In order to prove Proposition 4.5 we need to compute the derivatives
This will be done in a couple of steps.
The first derivative in (4.31). Recall that Λ(t, k) is given by (4.26) and (4.27). It follows that
But then, using (4.18) and (4.17), we see that
(4.32)
Here P 1 and P 2 are the projctions defined in (4.19) and (4.20), respectively.
The second derivative in (4.31). In order to compute the second derivative in (4.31) we present an alternative way to obtain the quadruple Σ t,k given by (4.28). As before, let Σ = {α, S 0 , ϑ 1 , ϑ 2 } be a strongly admissible quadruple, and assume that i ∈ σ(α). We know that σ(α) ⊂ C + . In a particular α is non-singular. As in Section 3, let
From Lemma 3.2 we know that Σ k is again a strongly admissible quadruple. The assumption i ∈ σ(α) allows us to apply Lemma 4.4 to Σ k in place of Σ. Putθ 35) and letS(k, t) be given by
Note that (4.36) is the analogue of (4.16) with Σ k in place of Σ. Thus, by Lemma 4.4, the quadruple
is strongly admissible.
Lemma 4.6. For each k ∈ N 0 and t ∈ R we have Σ t,k = Σ k,t . In particular,
Proof. From (4.18) and (4.26) and the identities (4.33) and (4.34) we see that
It follows that Λ(t, k) =Λ(k, t). Recall that Σ t,k and Σ k,t are both strongly admissible. Then item (ii) in Lemma A.1 tells us that S(t, k andS(k, t) are uniquely determined by Λ(t, k) andΛ(k, t). Thus S(t, k andS(k, t) coincide, and hence Σ t,k = Σ k,t . Thus Σ t,k = Σ k,t . Finally, using Λ(t, k) =Λ(k, t) and S(t, k) =S(k, t), we see that (4.37) follows from (4.36).
The third derivative in (4.31). From (4.32) and (4.37) we shall derive the identity 
By using (4.37), (4.40) and the equalities
after some calculations, we see that (4.39) can be rewritten in the form:
Here
Now use (4.47) and compute the products. This shows that H + k (t) is equal to the right-hand side of (4.42) and H − k (t) is equal to the right-hand side of (4.43) . In other words, V
, and hence (4.38) is proved.
The fourth derivative in (4.31). In this part we shall show that
First, recall that W Σ t,k is given by
Using (4.32) and (4.38), we obtain
Clearly we have
Taking into account (4.47), (4.49) and (4.50), we rewrite (4.48) as
Applying (3.46) and (3.47) with Σ t,k in place of Σ k we see that
In view of (4.52), formula (4.51) can be rewritten as (4.46).
Proof of Proposition 4.5. Let Y be the matrix fucntion defined by (4.30) . The fact that Y k (t, z) is a solution of equation (4.2) follows by applying Theorem 3.5 with Σ t in place of Σ. Similarly, using (4.46) and the fact that the matrices P 1 , P 2 , and j are mutually commutative, we see that Y k (t, z) is a solution of the system (4.3). Indeed,
Thus Y has the desired properties. A remark on the continuous space variable x analogue. The transfer matrix function of the form (2.10) depending on the continuous parameter t and discrete parameter k, which we use in this section, appeared in [27] , whereas the transfer matrix function (of the form (2.10)) depending on continuous parameters x and t appeared first in [36, 37] (see also [22] and [23] ). To explain the case of two continuous parameters in more detail we begin with the following analogue of Lemma 4.4.
Lemma 4.8. Let Σ = {α, S 0 , ϑ 1 , ϑ 2 } be a strongly admissible quadruple, and let k be a positive integer. Define
Then for each t ∈ R the quadruple Σ(t) = {α, S(t), ϑ 1 (t), ϑ 2 (t)} is strongly admissible.
The proof of the above lemma follows the same line of reasoning as used in the proof of Lemma 4.4. We omit the details.
Next, using the above lemma, we construct a family of pseudo-exponential potentials depending continuously on an additional variable t ∈ R. The starting point is the pseudo-exponential potential v in (2.1) defined by the strongly admissible quadruple Σ = {α, S 0 , ϑ 1 , ϑ 2 }. Fix t ∈ R, and let Σ(t) be the strongly admissible quadruple defined in Lemma 4.8, i.e., Σ(t) = {α, S(t), ϑ 1 (t), ϑ 2 (t)}. In particular, S(t) is given by (4.53). We apply Lemma 2.1 with Σ(t) in place of Σ. Put
Then, by Lemma 2.1, the quadruple
is admissible for each x ≥ 0. Furthermore, the corresponding pseudoexponential is given by
In this way we obtain a family of pseudo-exponential potentials depending on the additional parameter t. For k = 2, 3 the potential v in (4.56) satisfies important integrable nonlinear equations; see, e.g., [36, Section 2] and [23, Section 4] . Namely, for k = 2 the function v is a solution of the matrix nonlinear Schrödinger equation
and for k = 3 it satisfies the matrix modified Korteweg-de Vries equation
The proofs of the above results can be obtained by direct computations as in [36, Section 2] and [23, Section 4] or by applying the generalized Bäcklund-Darboux transformation [38] to auxiliary linear systems and using compatibility condition (zero curvature equation) G t − F x + GF − F G = 0, which is a continuous case equivalent of the compatibility condition (4.1). For instance, equation (4.57) is equivalent to the compatibility condition
and V has the form (1.2).
A Appendix: admissible quadruples
Let S 0 and α be n × n matrices, and let ϑ 1 and ϑ 2 be matrices of sizes n × m 1 and n × m 2 , respectively. The quadruple {α, S 0 , ϑ 1 , ϑ 2 } is called admissible (see the beginning of Section 2) if
By definition the transfer function associated with the quadruple
is the matrix function W Σ given by (see (2.10) and (3.15)):
With Σ we associate two other rational matrix functions:
If Σ = {α, S 0 , ϑ 1 , ϑ 2 } is an admissible quadruple, then the same holds true for the associate quadruple
and a direct computation shows that form a symmetric S-node (with J = I n ) as defined in Section 2.2 of [44] . Using this connection, it is readily seen that item (iii) in the following lemma is a special case of Theorem 2.2.1 in [44] (see also [42] , Theorem 17.1 in [7] or Corollary 1.15 in [41] ).
Lemma A.1. Let Σ = {α, S 0 , ϑ 1 , ϑ 2 } be an admissible quadruple. Then
(ii) if, in addition, the pair {α, Λ} is controllable, then σ(α) ⊂ C + , and in that case S 0 is uniquely determined by α and Λ. More precisely, S 0 is given by
(iii) W Σ is a rational Schur class function and its values on the real line are unitary matrices. Moreover, we have
Proof. In remains to prove items (i) and (ii). Since S 0 is positive definite, the second part of (A.1) implies that
It follows that the numerical range of the matrix S For (A.7) see [26] or Theorem I.4.1 in [21] (see, also (3.10)).
Lemma A.2. Let Σ = {α, S 0 , ϑ 1 , ϑ 2 } be an admissible quadruple, and partition its transfer function W Σ as a 2 × 2 block matrix function,
, where a(z) has size m 1 × m 1 .
(A.10)
Then the associated functions ϕ 1,Σ and ϕ 2,Σ are given by
Proof. From (A.2) and Λ = ϑ 1 ϑ 2 it follows that
Since a is a proper rational matrix function whose value at infinity is the m 1 × m 1 identity matrix, a classical inversion theorem (see, e.g., Theorem 2.2 in [6] ) tells us that Since U is unitary, it is clear from (A.12) and (A.2) that W Σ # = U * W Σ U. But then, using the special form of U, we obtain Theorem A.3. Let ϕ be an m 2 × m 1 rational matrix function. Then ϕ coincides with some function ϕ 1,Σ associated with an admissible quadruple Σ if and only if ϕ is strictly proper. In that case, the corresponding Σ can be obtained explicitly by using the following procedure.
Step 1. Let n be the McMillan degree of ϕ, and construct a minimal realization of ϕ : ϕ(z) = iθ * 2 (zI n − γ) −1 θ 1 .
(A.14)
Step 2. Choose X to be the unique positive definite solution of the algebraic Riccati equation
Step 3. Put S 0 = I n , ϑ 1 = X −1/2 θ 1 , ϑ 2 = X 1/2 θ 2 , (A.16)
With these choices the quadruple Σ = {α, S 0 , ϑ 1 , ϑ 2 } is admissible and ϕ coincides with its first associate function ϕ 1,Σ . Moreover, in this case the pairs {α, ϑ 1 } and {α, ϑ 2 } are controllable.
Proof. First note that the minimality of the realization (A.14) is equivalent to the requirement that simultaneously the pair {θ * 2 , γ} is observable and the pair {γ, θ 1 } is controllable. But then we can apply Proposition 2.2 in [23] to show that the Riccati equation (A.15) has a positive definite solution X, a result which has its roots in Kalman's theory of mathematical systems [28] (see also [32, pp. 358 and 369] , where the uniqueness of X is shown as well). The remaining part of the proof is split into two parts. be obtained explicitly by using the following procedure. First, we construct a minimal realization of ϕ, ϕ(z) = −iθ * 1 (zI n + γ) −1 θ 2 .
Next, we choose X to be the unique positive definite solution of the Riccati equation γX − Xγ * − iXθ 1 θ * 1 X + iθ 2 θ * 2 = 0. Finally, we put S 0 = I n , ϑ 1 = X 1/2 θ 1 , ϑ 2 = X −1/2 θ 2 , (A.19)
(A.20)
Then ϕ = ϕ 2,Σ and the pairs {α, ϑ 1 } and {α, ϑ 2 } are controllable.
Proof. Put ϕ(z) = ϕ(−z). Then ϕ is rational, and ϕ is strictly proper if and only if ϕ is strictly proper. But, by Theorem A.3, the latter happens if and only if there exists an admissible quadruple Σ = {α, S 0 , ϑ 1 , ϑ 2 } such that ϕ(z) = ϕ 1, Σ (z). Next, taking into account (A.5), we see that Σ is the associate quadruple Σ # for Σ = {α, S 0 , ϑ 2 , ϑ 1 }. Then we know from (A.6) that ϕ(z) = ϕ(−z) = ϕ 1,Σ # (−z) = ϕ 2,Σ (z).
Moreover, Theorem A.3 provides a method to construct Σ, which in terms of Σ = Σ # (or, equivalently, Σ = Σ # ) yields the procedure to recover Σ from ϕ and formula (A.4).
Proof of Proposition 2.8. Let S(x) be the n × n matrix defined by (2.2), and put Q(x) = S 0 −iI n e −2ixA I n 0 , x ∈ R + , where A is given by (2.23). In order to prove Proposition 2.8, that is, to prove (2.24), it suffices to show that Q(x) = ∆(x), where ∆(x) = e −ixα S(x)e −ixα * , for each x ∈ R + . For that we directly differentiate ∆(x) using the first identity in (2.7) (where we substitute the expression for Λ from (2.2)) and obtain 
