Abstract. We study Whittaker-Fourier coefficients of automorphic forms on a quasisplit unitary group. We reduce the analogue of the Ichino-Ikeda conjectures to a conjectural local statement using the descent method of Ginzburg-Rallis-Soudry.
Introduction
In [LM15] we studied the Whittaker-Fourier coefficients of cusp forms on adelic quotients of quasi-split groups over number fields and formulated a conjecture relating them to the Petersson inner product. In the case of the metaplectic groups Sp n we further reduced the global conjecture to a local conjecture in [LM13] . In the p-adic case we proved the local conjecture in [LM14b] .
In this note, we turn our attention to the case of (quasi-split) unitary groups. Let us recall the conjecture of [LM15] in this case. Let E/F be a quadratic extension of number fields and A the ring of adeles of F . Let U n be a quasi-split unitary group and N ′ a maximal unipotent subgroup of U n . Fix a non-degenerate character ψ N ′ on N ′ (A), trivial on N ′ (F ). For a cusp form ϕ of U n (F )\ U n (A) we consider the Whittaker-Fourier coefficient
If ϕ ∨ is another cusp form on U n (F )\ U n (A) we also set (1.1) (ϕ, ϕ ∨ ) Un = (vol(U n (F )\ U n (A))) −1
Un(F )\ Un(A)
ϕ(g)ϕ ∨ (g) dg.
Given a finite set of places S of F we defined in [LM15] a regularized integral Let σ be an irreducible generic cuspidal representation of U n (A). By [GRS11, Ch. 11] the weak lift π of σ to GL n (A E ) (which exists by [CPSS11] ) is an isobaric sum π 1 ⊞ · · · ⊞ π k of pairwise inequivalent irreducible cuspidal representations π i of GL n i (A E ), i = 1, . . . , k (with n 1 + · · · + n k = n) such that L S (s, π i , As (−1) n−1 ) has a pole (necessarily simple) at s = 1 for all i. Here L S (s, π i , As ± ) are the (partial) Asai L-functions of π i . Our convention is that L(s, π, As + ) is the Asai L-function L(s, π, As) as defined in [GRS11, §2.3]), while L(s, π, As − ) = L(s, π ⊗ Υ, As + ) where Υ is any Hecke character of A × E whose restriction to A × F is the quadratic character η E/F associated to the extension E/F . Conjecture 1.1. ([LM15, Conjecture 1.2,5.1]) Assume that σ weakly lifts to π as above. Then for any ϕ ∈ σ and ϕ ∨ ∈ σ ∨ and for any sufficiently large finite set S of places of F we have
Here O S is the ring of S-integers of F .
We will follow the treatment of [LM13] to reduce the above conjecture to a conjectural local identity. We will also give a heuristic argument for the conjectural local identity for the cases n = 2 or 3. The reduction to a local identity is based on the work of Ginzburg-Rallis-Soudry on automorphic descent. The descent construction for cuspidal representations of U n depends on the parity of n, so we have to treat the cases n even and n odd separately. At the moment, the descent theory is more thoroughly developed in the case of metaplectic groups than in the case of unitary groups and there are some expected properties of the descent which are not yet established in the latter case. Although it is likely that the same methods work, we will not concern ourselves with bridging these gaps here. Instead, we will take for granted the expected properties of the descent for unitary groups. Thus, our results are conditional.
Finally, we mention that the putative local identity is expected to be equivalent to the formal degree conjecture of Hiraga-Ichino-Ikeda [HII08] in the case of generic squareintegrable representations. (See [ILM14] for the case of odd orthogonal and metaplectic groups where the formal degree conjecture is established using this approach.)
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Notation and preliminaries
Let F be a local field of characteristic zero. By abuse of notation we will use the same letter for an algebraic group over F and its group of F -points. We denote by Irr Q the set of (equivalence classes of) smooth complex irreducible representations of the group of F -points of an algebraic group Q over F . We also write δ Q for the modulus function of Q. If Q is quasi-split and ψ N Q is a non-degenerate character of a maximal unipotent subgroup N Q , we denote by Irr gen,ψ N Q Q the subset of representations that are generic with respect to ψ N Q . We suppress ψ N Q from the notation if it is clear from the context or is irrelevant. When π ∈ Irr gen,ψ N Q Q, let W ψ N Q (π) be the Whittaker model of π.
Let E be a quadraticétale algebra over F and c(·) the nontrivial F -automorphism of E. We denote by |·| the normalized absolute value of E. Let η E/F be the corresponding quadratic character of F × . (It is trivial if E/F is split.) Let Mat l,m be the space of l × m matrices. Let ǫ m i,j denote the m × m matrix x such that x i,j = 1 and x k,l = 0 for all other entries. Let w l be the l × l-matrix
m }, the quasi-split unitary group, acting on the 2m-dimensional hermitian/skew-hermitian space with standard basis e 1 , . . . , e m , e −m , . . . , e −1 . If E/F is split, U 2m (F ) ≃ GL 2m (F ). Let P = M ⋉ U be the Siegel parabolic subgroup of U ± 2m with Levi part M = ̺(M) where M = Res E/F GL m and
where K GL 2m (E) is the standard maximal compact subgroup of GL 2m (E). Thus K is a maximal compact subgroup of U ± 2m . Using the Iwasawa decomposition we extend the character
For the rest of the paper we will consider either G = U − 4n or U + 4n+2 (so that m = 2n or 2n + 1 respectively). For any f ∈ C ∞ (G) and
Let N M be the standard maximal unipotent subgroup of M and ψ N M a non-degenerate character of N M . Let π be an irreducible generic representation of M with Whittaker model
∈ G (where the sign ± is (−1) m+1 ). Define the intertwining operator
U ) and π ∨ is the contragredient of π. In the case where F is p-adic with p odd, E/F and π are unramified, and there exist (necessarily unique)
The following result is an analogue of [LM13, Proposition 4.1]. The proof is almost identical, and will be omitted.
Representations of unitary type
3.1. Global setting. Let F be a number field and E a quadratic extension of F . Let A (resp., A E ) be the ring of adeles of F (resp., E). Denote by Cusp GL m (E) the set of irreducible cuspidal automorphic representations of GL m (A E ) whose central character is trivial on the positive reals (where R ֒→ A Q ֒→ A E ). We say that π ∈ Cusp GL m (E) is of unitary type if
(where GL m (A) 1 = {g ∈ GL m (A) : |det g| = 1}) for some ϕ in the space of π. In particular, this implies that the central character of π is trivial on A × F . The following characterization is due to Flicker-Zinoviev. We recall some results on local representations of unitary type, due to AizenbudGourevitch, Flicker, Jacquet-Shalika and Kable.
Lemma 3.2.
(
For completeness we also recall the following classification theorem, due to Matringe, of the set Irr gen,ut GL m (E) of generic representations of unitary type. 
where σ 1 , . . . , σ k are essentially square-integrable, τ 1 , . . . , τ l are square-integrable of unitary type (i.e., L(0, τ i , As + ) = ∞ for all i).
(For the archimedean analogue, see the work of Kemarsky [Kem14] .) When E/F is split, the generic representations of unitary type are of the form
where π 1 is a generic representation of GL n (F ). The latter are classified in terms of essentially square integrable representations.
3.3. Linear form on induced representation. Now let π ∈ Irr ut GL m (E) and ℓ a nontrivial GL m (F )-invariant linear form on the space of π. We also consider π as a repre-
This is well defined since
where z is in the center of M and ω π is the central character of π. Let H ′ ⊂ G be the group
Note that the character λ of H ′ takes values in E u , the group of norm 1 elements in E.
−1 ) (where we recall that ω π is trivial on F × ). Next consider the case G = U + 2m . Fix a non-zero element τ ∈ E such that c(τ ) = −τ and let r = diag(τ I m , I m ). Notice that the map g → r −1 gr is an isomorphism between U + 2m and U − 2m . Thus, if we let H = r −1 GL 2m (F )r ∩ G in the expression (3.1) above then the linear form on Π defined by (3.1) satisfies
We observe that in both cases we have:
4. Fourier-Jacobi coefficients and descent
be the subgroup consisting of elements fixing e 1 , . . . , e n and e −1 , . . . , e −n . Thus
4.1. Characters. Let N M be the standard maximal unipotent subgroup of M. We fix a non-degenerate character
). As in [LM13] , the statements in the sequel will not depend on the choice of ψ N M (cf. [ibid., Remark 6.4]).
The character ψ N M determines additional characters on various unipotent groups as follows:
•
• V is the unipotent radical in G of the standard parabolic subgroup with Levi GL n 1 ×G ′ . An element in V can be written as vu where u fixes e 1 , . . . e n , v fixes e n+1 , e n+2 , . . . , e −1−n and we set ψ
For convenience, we will fix a non-trivial character ψ of E satisfying ψ(x) = ψ(c(x)) and set ψ N M (u) = ψ(u 1,2 + · · · + u 2n−1,2n ). Thus ψ • = ψ. Note that this choice is different from the conventions of [GRS11] . With this choice of ψ N M we have
4.2. Weil representation. Let V 0 ⊂ V be the unipotent radical of the standard parabolic subgroup of G with Levi GL
gives an isomorphism from V /V 0 to a Heisenberg group W ⊕ F with
where ·, · is the F -bilinear symplectic form on
Let Sp(W ) be the metaplectic double cover of Sp(W ). We denote by ω ψ• the Weil representation of Sp(W ) ⋉ V /V 0 determined by the additive character ψ • , realized on S(E n ) where we identify E n with the first n-coordinates of W . It is clear that G ′ ⊂ Sp(W ). Moreover it is known that the metaplectic cover of Sp(W ) splits (non-canonically) over G ′ . We choose the splitting as in [GRS11] . It depends on a choice of a character Υ of E × such that Υ F × = η E/F . We denote the restriction of the Weil representation to G ′ (with respect to that splitting) by ω x). We find it more convenient to use this convention.
4.3. Fourier-Jacobi coefficient. Suppose now that E is a quadratic extension of a number field F . Let η E/F be the associated quadratic character on A × F and Υ an extension of it to E × \A × E . All the previous notation has an obvious meaning in the global context.
For any automorphic form ϕ on G(A) and
4.4. Descent map. We let Ucusp M be the set of automorphic representations π of the form π 1 × . . . × π k , where π i ∈ Cusp GL n i (E), i = 1, . . . , k are pairwise inequivalent and of unitary type (with n 1 + · · · + n k = 2n). In particular π
The automorphic representation π is realized on the space of Eisenstein series induced from
belongs to the space of π for all g ∈ G(A). (Here δ P is the modulus function on the Siegel parabolic P = M ⋉ U). One can associate a space of Eisenstein series {E(ϕ, s)} (where φ ∈ A(π)) on G, where E(ϕ, s) has a pole of order
Note that the descent map depends on the choice of Υ.
. We expect it to be irreducible. This would follow from the analogue of [JS03, Theorem 5.3] in the unitary group case. It is likely that the methods of [loc. cit.] extend to the case at hand. However, since this is beyond the scope of the current paper we will simply make it a working assumption.
5. Reduction to a local conjecture
The basic properties of A ψ,Υ are summarized in the following lemma. Its proof is identical to [LM13, Lemmas 4.5 and 4.9] and will be omitted.
Lemma 5.1.
(1) The integral (5.1) is well defined and absolutely convergent uniformly for s and g in compact sets. Thus A ψ,Υ (W, Φ, g, s) is entire in s and smooth in g. In the non-archimedean case the integrand is compactly supported on
(4) Suppose that E/F is p-adic and unramified, p = 2, π is unramified, ψ is unramified,
is the standard unramified vector, and 
as the "abstract" descent and D Υ ψ (π) as the "explicit" descent. 5.2. Local Shimura integrals. Now let π ∈ Irr gen M and σ ∈ Irr gen,ψ
The analogue of these integrals in the symplectic and metaplectic case were studied in detail in [Kap15] . The same methods no doubt work in the case at hand. Unfortunately this has not been carried out in the literature, as far as we know. Since this is beyond the scope of the current paper we will simply list the expected properties as a working assumption. (See also [GRS11, §10.6] and [BAS09] for some of the claims below.) Working Assumption 5.2. Suppose that π ∈ Irr gen M. Then
• J converges in some right-half plane (depending only on π and σ), admits a meromorphic continuation in s. • For any s ∈ C we can choose W ′ , W and Φ such that J(W ′ , W, Φ, s) = 0.
• If E/F is p-adic and unramified, p = 2, π, σ and ψ are unramified, W • and Φ 0 are as in Lemma 5.1 part 4 and
assuming the Haar measures on V, V γ and
One also expects a functional equation for J as in [GRS99] and [Kap15] . (We will not use it in the paper.) 5.3. Main reduction theorem. Let F be a local field. Let π ∈ Irr gen,ut M. We say that π is good if the following conditions are satisfied for all ψ:
where
, when π is good, there exists a non-zero constant c π such that
Remark 5.3. Note that a priori c π implicitly depends on the choice of Haar measures on G ′ and U (the latter used in the definition of the intertwining operator), but not on any other groups. However, the Lie algebras of G ′ and U are identical, both equal to {X ∈ Mat 2n,2n (E) : c(X)w 2n = w 2n X}.
We can thus identify the gauge forms on G ′ and U and therefore c π does not depend on any choice if we use the unnormalized Tamagawa measures on G ′ and U with respect to the same gauge form. (We will say that the Haar measures on G ′ and U are compatible in this case.)
From now on we assume that the measures on G ′ and U are compatible. Note that when E/F is unramified and p-adic then
Lemma
Proof. By [LM15, Proposition 2.14], the left-hand side of (5.6) is (assuming vol(
where We can now state our main reduction theorem in the case of U − 2n . Let F be a number field.
Theorem 5.5. Let π ∈ Ucusp M and let k be as above. Assume our Working Assumptions 4.2 and 5.2. Then for all v π v is good. Moreover, let S be a finite set of places including all the archimedean and even places such that E/F , π and ψ are unramified outside S. Let σ = D Υ ψ (π). Then for any ϕ ∈ σ and ϕ ∨ ∈ σ ∨ which are fixed under
Note that by Lemma 5.4, the above statement is independent of the choice of S. Proposition 5.6. Let π ∈ Ucusp M and ϕ ∈ A(π), Φ ∈ S(A n E ),
Here
By Proposition 5.6, formula (2.2) and Lemma 5.1 part 4, for any factorizable ϕ ∈ A(π) we have (for S large enough)
This factorization together with Assumption 4.2 gives the irreducibility of the local descent D 
Then for any sufficiently large finite set of places S we have
Here on the right hand side we take the unnormalized Tamagawa measures on
and V γ (F S ) (which are independent of the choices of gauge forms when S is sufficiently large).
Note that the volume of G ′ (F )\G ′ (A), appearing on the right-hand side of (1.1), is equal to 2 when we use Tamagawa measure as in [GRS11] .
Let π ∈ Ucusp M and σ
, which has a pole of order k at s = for suitable ϕ, ϕ ′ and Φ. On the other hand, the left-hand side of (5.10) has a pole of order ≤ k because this is true for E(ϕ, s) and ϕ ′ is rapidly decreasing. We conclude that , we get for ϕ ∈ A(π), Φ ∈ S(A n E ) and ϕ ′ ∈ σ ′ :
To show that (5.5) holds for π v 0 at a fixed place v 0 , assume that We will substantiate Conjecture 5.8 by giving a heuristic argument in the case n = 1. Namely, we will manipulate the integrals formally as if they were absolutely convergent.
Throughout let F be a local field. We first consider the case where E/F is inert. We use the following measures. On E and F we take the self-dual Haar measures with respect to ψ and ψ F respectively. These determine multiplicative Haar measures on E × and F × . On G ′ , using the Bruhat decomposition we take dg = dx dy dt where
with x, y ∈ F , t ∈ E × . On U, we take the Haar measure du = dx dy dz where we write
with y, z ∈ F and x ∈ E. Note that these measures are compatible in the sense of Remark 5.3. We follow the arguments of [LM13, §7] skipping the similar calculations and emphasizing the differences.
For Φ ∈ S(E) and f ∈ C ∞ (G) (recall
Similarly to [LM13, "Claim 7.1"] we get the following formula for A ψ,Υ (W, Φ, ·, s) on the big cell:
Next we give a description of the two sides of (5.6). For simplicity for W ∈ Ind(W ψ N M (π)) we set M * W := (M( 
N M (c(π))) and Φ ∨ ∈ S(E). Then the left-hand side of (5.6) equals (6.3)
where for any function f ∈ C ∞ (U − 4 ) we set
From "Claim" 6.2, we are left to show the identity (6.4)
belongs to W ψ N M (π) and therefore the integral in (6.4) over t (with the rest of the variables fixed) has the form
The key observation is that the above integral defines a GL 2 (E)-invariant bilinear form on
, and thus (6.5)
for any b ∈ GL 2 (E). To show (6.4) we only need to prove (6.6)
. Making a change of variables, we get (6.7)
Since π ∈ Irr ut,gen GL 2 (E), the linear form
(This is true more generally -see [Off11] in the p-adic case and [Kem] in the archimedean case.) We will use this to define a nontrivial H-invariant linear form
Using Fourier inversion, we can express
Applying this claim together with Fourier inversion, we get:
and (6.10)
Meanwhile,
The argument for the above claim is similar to that of [LM13, "Claim" 7.5,7.6] and therefore will be skipped. The above claim implies (6.6). This concludes the heuristic argument for the conjecture c π = ω π (τ ) = ω ′ π (−1). Finally in the case E = F ⊕ F , we can follow the above argument and replace τ by the element (1, −1), |τ | by 1. In this case π can be identified with a pair (π 1 , π ∨ 1 ), then ω ′ π is the character on the group {(a, a −1 )} given by ω ′ (a, a −1 ) = ω π 1 (a). Again we get c π = ω π 1 (−1) and thus the conjectural identity.
Part 2. The case U + 2n+1
7. Gelfand-Graev coefficients and descent 7.1. Notation. We fix the notation in the local setting. Let G = U
⊂ G consisting of elements fixing e 1 , . . . , e n , e −1 , . . . , e −n and e 2n+1 + e −1−2n . (Note that we take α = −2 in the notation of [GRS11, (3.40) ].) For x ∈ Mat l,m , letx be the matrix in Mat m,l (E) given byx = w m c( t x)w l . Set a n = {x ∈ Mat n,n :x = −x}.
Let M ′ = GL n and let ̺ ′ be the embedding of
and
Let N be the standard maximal unipotent subgroup of G and let 
As in the even case, the results stated below are independent of the choice of ψ N M . The character ψ N M will determine characters of several other unipotent group as follows:
• An element in V can be written as vu where u fixes e 1 , . . . e n , v fixes e n+1 , e n+2 , . . . , e −n−1 . Set
• (c(u n,2n+1 + u n,2n+2 )). For convenience, we will fix a non-trivial character ψ of E, and further assume ψ(x) = ψ(c(x)) −1 . Set
The notation introduced has an obvious global counterpart. 7.2. Descent map. We now go to the global setting. Let Ucusp M be as defined in §4.4. For π ∈ Ucusp M and ϕ ∈ A(π), the associated Eisenstein series E(ϕ, s) has a pole of order
By definition, the descent of π (with respect to ψ N M ) is the space D ψ N M (π) generated by GG(E −k ϕ) with ϕ ∈ A(π). It is known that D ψ N M (π) is cuspidal, multiplicity free and generic ([GRS11, Theorem 3.1]). As in the case of U − 2n , we make the following assumption: 8. Reduction to a local conjecture (1) The integral (8.1) is well defined and absolutely convergent uniformly for s and g in compact sets. Thus A ψ (W, g, s) is entire in s and smooth in g. In the non-archimedean case the integrand is compactly supported on V γ \V . (2) For any W ∈ Ind(W ψ N M (π)) and s ∈ C, the function g → A ψ (W, g, s) is smooth and
(4) Suppose that E/F is p-adic and unramified, π is unramified, ψ is unramified and
Let π ∈ Irr gen,ut M. By Proposition 2.1 M(s) is holomorphic at s = . Denote by D ψ (π) the space of Whittaker functions on G ′ generated by 
and the integral is absolutely convergent.
Proof. It is enough to prove the required identity for g = e. We use Tamagawa measures in the proof. The expression for W ψ N ′ (GG(E −k ϕ), e) in [GRS11, Theorem 9.5, part (1)] is (with α = −2 and λ = 1 in their notation):
where we use the following notation • δ is the Weyl element such that
• X is the subspace of a 2n+1 consisting of the strictly upper triangular matrices.
• Y is the subgroup of N M consisting of the matrices of the form ̺(
In y I n+1
) where y is lower triangular, (namely y i,j = 0 if j > i).
(We note that our choice of the character ψ N M is consistent with the choice of [GRS11] in the case G = U we get ǫ = ǫ U ǫŪ where
where ǫ δ = diag(−I n , 0, I n ). For any x ∈ X(A) we can write
). Note that κ −1 ǫŪ κ ∈ Y and δκ = γ. Changing variable y → (κ −1 ǫŪ κ) −1 y, we get that the above equals
I n+1 * In : x 1 ∈ Mat n,n strictly upper triangular, x 2 ∈ a n , x
and thus (γ −1 ℓ(X)γY ) ⋊ V γ = V . In conclusion we obtain
) for x ∈ X(A). Finally, the absolute convergence follows from Lemma 8.1 applied to A ψ (W, g, s) in our setting.
8.3. Local Shimura integrals. Now let π ∈ Irr gen M and σ ∈ Irr gen G ′ with Whittaker
Once again we postulate the following working assumptions on the expected analytic properties of the Shimura integral.
Working Assumption 8.3. Suppose that π ∈ Irr gen M.
• J converges in some right-half plane (depending only on π and σ), admits a meromorphic continuation in s. • For any s ∈ C we can choose W ′ and W such that J(W ′ , W, s) = 0.
• If E/F is p-adic and unramified, π, σ and ψ are unramified, W
• is as in Lemma 5.1 part 4 and
One also expects a local functional equation for J similar to [GRS99] and [Kap15] . Similarly to Proposition 5.7, from [GRS11, Theorem 10.3, (10.4), (10.61)] we get:
, then for any sufficiently large finite set of places S we have
and V γ (F S ) (which are independent of the choices of gauge forms when S is sufficiently large). 8.4. Main reduction theorem. Let F be a local field. Let π ∈ Irr gen,ut M. We say that π is good if the following conditions are satisfied for all ψ:
As in the case of U − 2n , we can conclude that if π is good, there exists a non-zero constant c π such that
Here σ ′ = D ψ −1 (c(π)). Once again, c π is independent of choices of Haar measures as long as we take compatible measures on G ′ and U as in Remark 5.3. We note also that when
As in §5 we can conclude:
Theorem 8.6. Let π ∈ Ucusp M and k as above. Assume our Working Assumptions 7.1 and 8.3. Then for all v π v is good. Moreover, let S be a finite set of places including all the archimedean places such that E/F , π and ψ are unramified outside S. Let σ = D ψ (π). Then for any ϕ ∈ σ and ϕ ∨ ∈ σ ∨ which are fixed under K We give a purely formal computation to support Conjecture 8.7 in the case of U 3 .
We assume E/F is inert and n = 1. We will use the notation ℓ(x) := .) For simplicity we assume that E/F is unramified and fix τ ∈ E such that τ = −c(τ ) and |τ | = 1. (In the ramified case, one has to add appropriate powers of |τ | in the computations below. The split case can be treated similarly by taking τ = (1, −1).) We take the self-dual measures on E (and F ) with respect to ψ (and ψ(τ ·) F ).
)ℓ( y 1 τ y 2 τ y 3 τ y 4 τ y 5 τ y 2 τ y 6 τ y 4 τ y 1 τ )g) dy i dx (τ, τ, τ, 1, 1, 1) ). Note that L W has the extra equivariance property
in terms of L W as follows.
"Claim" 9.1. For any W ∈ Ind(W ψ N M (π)),
We note that
). By a change of variable
By Fourier inversion and (9.1), we get
Here λ 1,1 (a) := aǫ and ψ A (u) = ψ(u 1,2 + u 2,3 ). We observe that it follows from (9.2) that
, ε, 1) where εc(ε) = 1. It is clear that γZ(ε)γ −1 stabilizes the group {ℓ(λ 1,1 (a))}. Thus
Observe ac(a) = I 6 . We can check that a stabilizes (A, A ∩ H, ψ A ). Thus we get:
. A change of variable in a gives the claim. 9.3. Application of a function equation. Now we consider the left hand side of (8.8).
N M (c(π))). Using Bruhat decomposition, and the fact that the central character of
−1 , we get that the left hand side of (8.8) is:
where E u is the group of norm 1 elements in E and
Here w ′ is the Weyl element diag(1, w 4 , 1) diag(I 2 , w 2 , I 2 ). We now fix a section of V γ \V to be the set of v(x, y, d) := ̺(
The integral in t (with the rest of the variables fixed) has the form
We can use the function equation (split version) [LM14a, Theorem 1.3] and rewrite the left hand side of (8.8) as: 
N ′ (u) dd dr dx dy du. We have shown:
"Claim" 9.3. The left hand side of (8.8) equals:
To prove the identity c π = ω 
)γw
′ Z(z))ψ −1 (y)ψ −1 (s) dd dc dr dx dy ds.
Next conjugate b and a further change of variables give:
(9.5) I )(ŵ ′ ) −1 = ℓ(λ 1,1 (−r)),ŵ ′ ̺(
Thus we get (9.3) from (9.6) and (9.2).
9.5. Proof of (9.4). Next we consider: From this, (9.5) we get By Fourier inversion this is: 
′ Z(z))ψ −1 (s)ψ −1 (α) dα dβ dd dc dr dx dy ds(ω
Using (9.7), we can rewrite the above as: Using the element a(z) defined in the proof of "Claim" 9.2, this is ) ∈ E and E is conjugate to A byŵ. Since a(z) stabilizes (A, A ∩ H, ψ A ), we conclude that after a change of variables the above is: )× w −1 ℓ(λ 1,1 (1))ℓ(λ 1,1 (r))γ)ψ −1 (s)ψ −1 (−τ α) dα dβ dd dc dr dx dy ds(ω ′ π ) −1 (z) dz.
The group {ŵ −1 a(z)ŵ} ⋉ (E ∩ H) is an open dense section of (H ′ ∩ P )\H ′ . Thus by (3.2), the above is
L W (uŵ −1 ℓ(λ 1,1 (1))ℓ(λ 1,1 (r))γ)ψ −1 E (u) du.
Sinceŵ ∈ H and for u ∈ E,ŵuŵ −1 ∈ A with ψ A (ŵuŵ −1 ) = ψ E (u), we get from comparing with (9.2)
This gives (9.4) and thus concludes the heuristic argument for our local conjecture c π = ω ′ π (−1) in the case of G ′ = U 3 .
