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This dissertation studies some problems of controller design for discrete-time linear 
multivariable systems. The dissertation is divided into three parts. 
In the first part, it is considered that the design problems of state dead-beat con-
trollers and output dead-beat controllers with asymptotic disturbance rejection by 
state feedback, and by dynamic compensation. It is well known that state feedback 
can provide arbitrary relocation of eigenvalues of a closed-loop system provided that 
the corresponding open loop system is reachable (or attainable). While the overall 
speed of response of the closed-loop system is determined by its eigenvalues, the 
shape of the transient response depends to a large extent on the closed-loop eigen-
vectors. Unlike the single-input case, one specification of closed-loop eigenvalues for 
a multi-input system does not define a unique closed-loop system. The generalized 
eigenstructure (eigenvalues and generalized eigenvectors) of a closed-loop system 
plays a fundamental role in the first part. 
The concept of robust control with respect to the external disturbances is adopted 
to solve the dead-beat control problems in which there exists disturbance input. For 
the system with complete observation, some conditions are derived for the existence 
of a robust state feedback controller such that a finite time output dead-beat regula-
tion can be made in spite of the existenc<" of disturbance input. In order to design a 
dead-beat controller for the system with incomplete state observation, a method us-
ing a dynamic compensator is considered. A characterization of all robust dynamic 
dead-beat controllers such that the finite time state/output dead-beat regulation 
with asymptotic disturbance rejection occurs for arbitrary external disturbances is 
given. 
The second part is concerned with adaptive control problems for linear multi-
variable discrete-time systems with unknown input which is interpreted as the state 
variable of the unknown input generator system with unknown parameters. For 
the output regulation problem of the augmented system, which is composed of the 
system to be controlled and the unknown input generator, the dynamic controller 
is derived. Using a linear functional observer and an adaptive state observer, it is 
shown that there exists a dynamic controller which can reduce the undesirable effect 
of the unknown input and stabilize the output of the system. 
lV 
The adaptive controller is a control algorithm which is capable of initially tuning 
itself and of retuning itself in the event that the process characteristics subsequently 
change. There are identification errors in the estimated parameters from the begin-
ning to the end of parameter estimation process. The response of the system output 
may be disturbed due to such adaptation errors at least until the adaptive algo-
rithm converges successfully. For these systems, the dual controller is derived! which 
implements efficient control actions by using two kinds of controllers - the sitochas-
tic sub-optimal regulator and the deterministic adaptive regulator - and switching 
them effectively. 
In the third part, it is considered the decoupling problem of optimal control input 
for the system with two control agents. As the dimension of a dynamic system to be 
controlled becomes large, it is often too costly (sometimes practically impossible) to 
have only one decision maker (or controller) in the system who possesses all available 
information on the system and makes all the decisions for the system, for example, 
the optimal control input. The structure of the optimal control system with multiple 
controllers is derived, which is the globally equivalent to the optimal control system 
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1.1 Historical Review 
For many years, linf'ar systems have been studied from several different points of 
view, in physics, mathematics, engineering, and many other fields. But the subject 
is such a fundamental and deep one that there is no doubt that linear systems 
will continue to be an object of study for as long as one can foresee. In recent 
engineering studies, finite-dimf'nsionallinear systems have been extf'nsively studied, 
especially since the 1930s, the frequency-domain techniques that were commonly 
used often did not specially exploit the underlying finite-dimensionality of the system 
involved. Moreover, almost all this work was for single-input, single-output (or 
scalar) systems and did not seem to extend satisfactorily to multi-input, multi-
output (or multi variable) systems that became increasing important in aerospace, 
process control and econometric applications in the 1950s. 
The state-space description of linear systems, by which time-domain charac-
teristics in control problems had deeply been considered, came into use in order 
to examine the structure of finite-dimensional linear systems, or linear dynamical 
systems as they often called, in more detail. The concept of reachability and observ-
ability was introduced by Kalman [38], using the state-space description of linear 
systems. The state-space formulation led to some new paradigms for system de-
sign and feedback compensation - pole assignment controllers, quadratic regulator 
synthesis, state observers and estimators, noninteracting control, robust controllers, 
and so on. 
The fact that one can use state feedback to assign the closed-loop system poles 
any desired self-conjugate set of eigenvalues, provided that the open loop system 
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is rE-achable, is a well-known and commonly used rE-sult. For single-input systems, 
this r<>snlt is simple to dE-rive and has known for somE> time. Eigenvalue placement 
in multi-input systems was studied by Popov (75], Wonham (86], and Simon and 
Mitter (82]. 
\Vh.ilc th<> ov<'rall speed of responsr of the dosed-loop syst<>m is determined by 
its eigenvalues, the shape of the transient H'sponsc d<>p<>nds to a large extent on the 
clos<>d loop rigcnvectors. Unlike the single-input casr, th<' sp<>cification of closed-loop 
eigcnvalurs for multiva.riable systems does not define a unique closed loop system. 
H<'ncr, using thr rrma.ining degrees of fre<>dom, Moore (54), Klein and Moore (42], 
and Sinswat and Fallside [83} presented an efficient mrthod for designing a feedback 
controller to a.'lsign some eigenvectors besides eigenvalues. 
Around 1970, Wonham and Morse (88] and Morsr and Wonham (72] developed a 
method, callrd a geometric approach, for the solution of the problem of disturbance 
localihation and decoupling control. The fundamental conc<>pt of this approach is 
that of (A,B)-irwariant subspace and (A,B)-controllability sub.'ipace. The concept of 
(A.B)-invariant .~ubspare was also discoverE-d hy Basil<> and Marro (10) together with 
th<' concept of conditioned invarzant subspace. Thes<' concepts were subsequently 
shown to he> applicable to a wide class of problems with the aid of pole assignment 
technique. Bhatta.charyya, Pearson and \Vonham [16] tr<>a.trd the problem of zeroing 
the output. 
The disturbance localization problem of designing a controller such that the 
disturbance does not affect the output was solved by Wonham and Morse [88} by a 
state feedback. Chang and Rhodes [20) improved this result so that arbitrary pole 
assignmf'nt is achieved. Hamano and Furuta [32] solved this problem by an output 
feedback. Th<' combined problem of decoupling/polc assignmmt and disturbance 
localization was studied by Chang and Rhodes [20] and Fabian and Wonham (26]. 
The discrete-time system models are widely usrd because the digital computers 
can be used as controllers, or measurement of the output arc mostly available at 
discrete-time instants. A remarkable feature of discrete-time systems is the dead-beat 
performance, which was discovered by Kalman [38). The dead-beat control problem 
is to design a controller which drives the system state to zero in finite number of 
steps from any nonzero initial state. It is known that such a dead-beat controller can 
be designed with a state feedback if the system is reachable. The dead-beat control 
problem can be regarded as a special case of polE' assignment problem, because the 
dead-beat performance can be accomplished by assigning all the closed-loop system 
poles to zero. 
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The minimum time dead-bE'at control by a state feE-dback makes the transition 
matrix ofthe closed-loop syst<>m nilpotent with the minimum index. Rosenbrock (80) 
and Wonham and Morse [89] showed that this index is equal to the maximal value 
of the Kronecker invariants and that it is invariant under not only linear coordinate 
transformations but also transformations of state feedback type if the sys1~em is 
controllable. The minimum time dead beat control was successfully used to control 
the temperature profile of a diffusion process by Leden [50]. Leden [48] also estab-
lished connection between dead· beat control strategies and optimal control policy 
for linear, time-invariant, discrete-time systems where the performance index of the 
system is quadratic and only the terminal state of the system is penalized. 
In order to design a dead lH'at controil<'r for time-invariant linear multiva.riablc 
discrete-time systems with incomplete state obsrrvation, there are several methods 
to be considered, in which an output feedback is used with a dynamic compensator, 
or with an observer. Seraji (81) consider<'d thr problem of obtaining a dead-beat 
response for a discrete-time systems via constant output feedback and established 
the condition for the existence of a dead-beat controller by using the result of pole 
assignment by output feedback. This has the strong advantage in that any dynamic 
elements are not required and the state is taken to the origin in n steps instead of 
2n. But this approach is very limited and the way using some dynamical elements 
(a dynamic compensator or an observrr) is more applicable. For reachable and 
observable systems, Porter and Bradshaw (77, 78] designed a dead-beat controller 
using an observer. 
The design problem of dead beat controllers with asymptotic disturba.n.ce re-
jection property for discrete-time systems has not been investigated so far. The 
existence condition of such a dead-beat controller is different from the solution of 
the problem of disturbance decoupling with stability(Wonham [85]), and there ex-
ists a system not to be disturbancE' decoupled from the initial time and yet to be 
disturbance decoupled asymptotically. 
A large number of systems are subject to external disturbances or system pa-
rameter variations, which cause troubles under operation. Adaptive control has 
been considered as an alternative to design high performance control systems for 
the above problem formulations. 
In the early 1950s there was CA'tcnsive research on adaptive control, in connection 
with the design of autopilots for high performance aircrafts. Such aircrafts operate 
over a wide range of speeds and altitudes. It was found that ordinary constant-gain, 
linear feedback control could work well in one operating condition, but that change 
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in operating conditions led to difficulties. A more sophisticated regulator, which 
could work well over a wide range of operating conditions, was therefore needed. 
In the 1960s many contributions to control theory were important for the de-
velopment of adaptive control. State space and stability theory were introduced. 
There were also important results in stochastic control theory. Dynamic program-
ming, introduced by Bellman, increased the understanding of adaptive processes [12]. 
There were also major developments in system identification and in parameter esti-
mation. 
There was a renaissance of adaptive control in the 1970s, when different esti-
mation schemes were combined with various design methods. The progress of the 
adaptive control theory and availability of microcomputers led to a series of success-
ful applications in the late 1970s and early 1980s, resulting in many adaptive control 
algorithms model reference adaptive control, adaptive observation, self-tuning reg-
ulator and so on (Landau [47]). In the same period correct proofs for stability of 
adaptive systems appeared, although under very restrictive assumptions( [29]). In-
vestigation of the necessity of those assumptions has sparked new and interesting 
research into robustness of adaptive control, as well as into controllers that are 
universally stabilizing( A strom [ 1 J). 
As the dimension of a dynamic system becomes large, it is often too costly 
(sometimes impossible) to have only one decision maker in the system. Hence, 
some literature has been devoted to the systems with more than one control agent. 
For a linear discrete-time dynamic system with two control agents, Aoki and Li [8] 
extended the results of Basile and Marro [9] to the system with two control agents, 
and gave a characterization of the set of state vectors which is compatible with the 
information possessed by an individual agent. 
1.2 Organization of the Dissertation 
The subject of this thesis is the study of controller design for time-invariant 
linear multivariable discrete-time systems. The thesis is divided into three parts. 
In the first part, which consists of the following two chapters, we consider the 
problems of output dead-beat control with asymptotic disturbance rejection by state 
feedback(Chapter 2), and output dead-beat control with asymptotic disturbance 
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rejection by dynamic compensation(Chapter 3). The generalized eigenstmcture 
(eigenvalues and generalized eigenvectors) of the closed-loop systems play a. fun-
damental role in the first part. 
The second part is concernPd with adaptivf' control problrms for linear mul1tivari-
able discrete-time systems with unknown input. We drvclop a computf'r integ;rated 
control method to fore€' the output from any initial statf' to zero as smooth as possi-
ble, in which two kinds of controllers are automatically changed. This part consists 
of Chapter 4 and Chapter 5. 
The last part is concerned with optimal control problems with multiple con-
trollers(Chapter 6). It is considerE'd that the decoupling problem of linear optimal 
regulators with multiple control agents. 
We first summarize the mathematical preliminarif's in Section 1.3 and we outline 
the fundamental results of the control systems thPory, especially, system descrip-
tion, dead-beat control, optimal control with respect to the quadratic performance 
criterion and adaptive control in Section 1.4. 
Chapter 2 considers the design problem of output dead-beat controllers with 
asymptotic disturbance rejrction by state feedback. The concept of robust controller 
with respect to disturbance input is defined and some conditions are derived for the 
existence of a robust state feedback controller such that a finite time output dead-
beat regulation can be made independent of disturbance input. A design algorithm is 
obtained for computing a robust state feedback gain matrix which gives the required 
properties. Chapter 2 is based on H. Akashi, M. Adachi and K. Moriwaki (;3], K. 
Moriwak.i and H. Akashi [62, 69, 70, 71} and H. Akashi, K. Moriwaki and M. Shiho [6] . 
In Chapter 3, the design problem of dynamic output dead-beat controllers with 
asymptotic disturbance rejection is considered. As is the case of the state feedback 
systems, the choice of parameters of dynamic compensators, by which the extended 
state dead-beat performance is achieved, is, in general, not uniquely determined. 
There exists some freedom beyond specification of the closed-loop eigenvalues. Some 
conditions are derived for the e:xistencf:' of a robust dynamic output dead-beat con-
troller for time-invariant linear multivariable discrete-time systems such that finite 
time output dead-beat regulation with asymptotic disturbance rejection occurs for 
arbitrary disturbance input. It is shown that the conditions obtained are differ-
ent from the problem of disturbance decoupling with stability. Therefore, it is also 
shown that there exists a system not t o be disturbance decoupled from the initial 
time yet to be disturbance decoupled asymptotically. Chapter 3 is based on K. 
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Moriwaki and H. Aka.shi [66] and H. Aka.shi, K. Moriwaki and M. Shiho [5}. 
In Chapter 4, the dynamic regulation problem for a linear multivariable discrete-
time system with unknown input is considered. The unknown input is assumed to 
be generated from the unknown input generator system whose parameters are not 
known except its system's order. Using the unbiased linear functional observer and 
the stable adaptive state observer, the existence condition of the dynamic controller 
is examined which can reduce the undesirable effect of unknown input and stabilize 
the state of the system to be controlled. Chapter 4 is based on K. Moriwaki [57, 58, 
59, 60], and K. Moriwaki and H. Aka.shi [61, 64, 67, 68]. 
Chapter 5 deals with a unified control problem for a linear multivariable discrete-
time system with unknown input, where a computer integrated controller is imple-
mented. In the control action, two kinds of controllers are effectively changed -
(1)the time-varing stochastic sub-optimal regulator and (2)the time-invariant feed-
back controller with adaptive observer. Chapter 5 is based on K. Moriwaki [55, 56] 
and K. Moriwaki and H. Aka.shi [65]. 
In Chapter 6, the problem of control input decoupling in quadratic optimization 
is considered. For the quadratic optimization problem with two control agents, we 
consider how the optimal control input, which is given as the solution of optimal 
control problem with a single control agent, can be synthesized by two noninter-
active optimal control agents, each of which satisfies the optimization problem of 
the corresponding subsystem. Chapter 6 is based on H. Aka.shi, M. Adachi and K. 
Moriwaki [2] and K. Moriwaki and H. Aka.shi [63]. 
Chapter 7 is a concluding chapter. We summarize the main results obtained in 
this dissertation, and then state several topics for further research. 
1.3 Mathematical Pre1iminaries 
Notation 
If k is a positive integer, If denotes the set of integers { 1, 2, 3, ... , k}. R n 
denotes an n-dirnensional Euclidean space. We consider only spaces over the field 
of real numbers or complex numbers. Linear spaces are denoted by script capitals, 
X, Y, Z, etc. Roman capitals stands both for maps (i.e., linear transformations) 
and their matrix representations. Unless otherwise stated, all spaces and subspaces 
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which appear explicitly are nonzero. All identity maps arc represented by I. The 
dimension of X is written by dim(X). 
Let C : X -+ Y be a map. X is the domain of C and Y is the codomain; thus 
the size of matrix Cis dim(Y) x dim(X). The kernel (or null space) of Cis the 
subspace 
KerC := {x: x EX and Cx = 0} (c X), 
while the image (or range) of Cis the subspace 
ImC 
If R C X, we write 
CR 
andifScY, 
.- {y: y E Y and 3x E X, y = Cx} 
{Cx: x EX} C Y. 
·- {y: y E Y and 3x E R, y = Cx} 
{Cx:xER}, 





Both CR c y and c-ts c X are subspaces. Observe that c-t is the inverse 
image function of the map C, and as such it will be regarded as a function from 
the set of all subspaces of Y to those of X. In this usage c-t does not denote a 
linear map from Y to X. However, in the special casf where dim( X) = dim(Y) and 
the ordinary inverse of C as a map Y -+ X happens to exist, this map will also be 
written, as usual, c-1 , since the two usages are then consistent and no confusion 
can artse. 
As easy consequences of the definitions, we have 
dim(CR) = dim(R)- dim(R n Ker C), 
dim(C-15) = dim(KerC) + dim(S n ImC), 
and in particular, as Im c =ex, 





Symbols Me defin€'d as follows, 
AT the transpose of A , 
Rmxn the set of maps Rn--+ Rm, 
m.p. of A minimal polynomial of A, 
ch.p. of A characteristic polynomial of A , 
a( A) spectrum of A , 
II All Euclidean norm of A , 
Po orthogonal projt>ctor on 0, 
OJ. annihilator of 0 , 
ED direct sum, 
0 empty set. 
Rational Structure 
Let X be a linear v<>rtor space with dim(X) = n, and let A : X --+ X be a linear 
map. Write 7r(>.) for the ch.p. of A. The Hamllton - Cayley Theorem states that 
7r(A) = 0 ( [30]). A polynomial is monic if the coefficient of its highest power of 
>. is 1. The m.p. of A is the monic polynomial a(>.) of least degree such that 
a(A) = 0. The m.p. of A is unique and divides every non7.ero polynomial /3(>.) such 
that /3(A) = 0; in particular a(>.) divides 7r(>.), so that dega ~ n, where dega is the 
degree of a(>.). 
If a(>.)= 7r(>.) t.e., dega = n, A is said to be cyclic, and there exists g EX such 
that the vectors g, Ag, ... , An-lg form a basis for X (Wonham [85]). 
Moore-Penrose Pseudoinverse 
Let X and Y be linear vector spaces and let A : X --+ Y be a linear map. The 
Moore-Penrose pseudoinverse of A, written A+, is the linear map A+ : Y --+ X 
uniquely defined by the following four axioms(Boullion and Odell [17), Rao and 
Mitra [79]). 
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AA +A = A , A+ AA + = A+, 
(AA+)T = AA+, (A+ A)T A+ A. (1.8) 
Using the Moore-Penrose pseudoinvt>rse A+, the following relations ar€' fr€'quently 
utilized in the pres€'nt thesis(Ben-Israel and Grcvill<.> [13]), 
- (A+f, 
- (AT A)+ AT= AT(AAT)+, 
= (AT A)-1 AT, for A : monic , 
= c;T(Cc;T)- 1 (B~'B)- 1 BT, for A - BC and B, c:r: monic, 
PimA : AA+, PKerAT = p(ImA).l = I- AA+, 
PlmA7 - A+ A, PKerA = P(ImAT).l - I- A+ A, 
Ps = Pv + Pw for V_iW and V + W = S, 
Ker A+ = (Im AT)J. = Kcr A, 





A necessary and sufficient condition for the matrix equation AX B = C to have 
a solution is 
in which the general solution is 
X = A+cn+ + Z- A+ AZBB+, 
where Z is an arbitrary matri.x(Rao and Mitra [79]) . 
Algebra of Linear Space 
( 1.13) 
(1.14) 
Assume that X and Y arc linear vector spaces and that C : X --+ Y is a linear 
map. For any linear vertor spares n ( C X) and S ( C Y), it can be shown that the 
following relations hold (Wonham [85]). 
SnimC, 
'R+KerC, 
en c s <=> n c c 1 s 




Let A: X---. X be a linear map. Let V be a subspace of X such that AV C V. 
Then, the subspace Vis said to be an A-invariant subspace. The class of A-invariant 
subspaces of X is denoted by I( A; X), that is, 
I( A; X):= { V : AV C V, V C X } . (1.17) 
Furthermore, for an arbitrary subspan" g C X, I( A; Q) denotes the subclass of 
A-invariant subspaces contained in g : 
I(A; Q) := { V : AV C V, V C g, g C X}. (1.18) 
The following two propositions are known (Wonham [85}). 
Proposition 1.1 The class of subspaces I( A; X) is closed under the operation of 
subspace addition. 
The subspace V C X is said to be an (A, B)-invariant subspace if it is A-
invariant (mod B), that is, AV C V + B where B := Im B. The class of (A, B)-
invariant subspaces of X is dt:>noted by I( A, B; X). For an arbitrary subspace 
JC c X, I(A, B; JC) denotes the subclass of (A, B)-invariant subspaces contained 
in JC: 
I( A, B; JC) := { V : AV c V + B, V c JC, JC c X} . (1.19) 
Remark. It is not true in general that the property of A-invariance is preserved 
by subspace intersection. 
If~ is a family of subspaces of X, we can define the largest or supremal element 
V* as an element of~. when it exists. Thus, V* E V, and if V E V then V C V*. It 
is clear that V* is unique. 
Proposition 1.2 Let ~ be a non empty class of subspaces of X, closed under addi-
tion. Then, V contains a suprema[ element V*. 
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1.4 Control Systems 
Linear Discrete-Time Systems 
Consider a finite dimensional linear time-invariant multivariahle discrete-time 
system (or a plant): 
x(k + 1) = Ax(k) + Bu(k), (1.20) 
y(k) = Cx(k), (1.21) 
z(k) = Dx(k), k = 0,1,2, ... , ( 1.22) 
where x E Rn is the state of the system to be controlled, u E Rr the control 
input, y E Rmv the measurf>ment output, z E Rmz the regulated output, and 
A E Rnxn, B E Rnxr, C E Rmvxn, D E Rmzxn are the constant matrices, respec-
tively. The linear space of the state vectors x is described by X. In the same way, 
U and Y denote linear spaces of the control input vectors u and the measurement 
output vectors y, respectively. The discrete-time system (1.20)- (1.22) is illust:rated 
in Figure 1.1, where the delay operator q-1 is used to obtain a more compact expres-
sion for the difff>rence f>quations describing discretf'-time models in the time domain. 
In the study of designing control systems or control systems' synthesis, one of the 
main objectives is to determine the Control Mechanism, in which the data of the 
measurement output are processed and the control input is tuned so that the pre-
scribed specification are satisfied. For the delay operator, the following rela.tions 
hold. 
q-1x(k) = x(k -1), q-dx(k) = x(k- d). 
Using the initial state x0 := x(O) and the control input sequence 
{ u(O), u(1), u(2), ... , u(k- 1) }, for 0 < k < oo, 
the system state x( k) is given by 
k-1 
x(k) = Akxo + L Ak-a- I Bu(i). (1.23) 
i=O 
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A statex(kr) is reachable from To if there t>xist kr (0 < kr < oo), and u(i)(i E kr --1), 
such that x( kr) is descri hed by ( 1. 23). Let 1?..0 be the SE>t of states reachable :from 
xo = 0. Then, it is readily chf'cked R 0 is a linear spare of X. For the system (1.20), 
the following su bspaces are defined : 
(JL.24) 
where B := Im B. 
Proposition 1.3 {Wonham (85}) 
Ro ={AlB). (1.25) 
The subspace 1?..0 = (AlB) C X is the controllable subspare of the pair (A, B). 
From (1.24) (and the Hamilton-Cayley theorem [30]), it is clear that A1?..0 C 1?..0 , 
that is, 1?..0 is A-invariant. It is easy to see that 1?..0 is the smallest A-invruriant 
subspace containing B. 
D efinition 1.1 The pair (A, B) is called reachable if its controllable subspace is 
the whole space, that is, 
(AlB) =X. (1.26) 
The system (1.20),(1.21) is rallt>d observable if there exists an integer p > 0 such 
that given 
{ u(O), u(1), u(2), ... , u(p -1)} 
and 
{ y(O), y(l), y(2), .. . , y(p- 1)}, 
it is possible to deduce x 0 . 
Definition 1.2 The pair ( C, A) is called observable if 
n n Ker(CA'- 1) = 0, (1.27) 
i=l 
where n := dim(X). 
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Definition 1.3 The ,c;y$tem {1.20},{1.21) or the triplet (C, A, B) is called complete 
or (mtmmal) if the pair ( C, A) is observable and the patr (A, B) is reachable. 
Dead-Beat Control 
The dead-beat controllers drive the state or the output of a discrete-time system 
to zero in a finite number of steps. Early contributions to th<' problem of dead-
beat control were given by Kalman et al. [38, 39). Kalman solves the problem of 
transferring th<> stat<> of a singl<>-input sampled-data system from any initial state 
to <>quilibrium with zero error in a minimum number of timr steps. The solution 
was giv<'n as a linear state feedback. In solving this problem Kalman introduces the 
concrpts of rParhability and observability. The possibility designing a sampled-data 
regulator in such a way that the error in the response to a step input is identically 
zero in the sampling instants after a certain number of time steps was first pointed 
out by Bergen and Raga.z7ini [14). 
Bertram and Sarachik [15] relaxed the minimality condition, which is introduced 
by Kalman, and demanded that the output of the system from any initial state 
should be tra.nsfPrred to thf' origin, possibly with a small error, in a given a number of 
time steps. Instead the control strategies were derived so as to satisfy other desider-
ata, for insta.nr<', minimizing thE' energy consumption reqnirPd for the transfer. The 
strategi<>s were control programs applicable to multivariable systems. Dead-beat 
regulators that force the state of a multivariable system to zero were first derived 
by Farison ct al. [28) and Kucera [45). The problPm of constructing a linear state 
feedback which forces the output of a single-input, single-output system from its 
initial state to 1-ero in a minimum number of timE> steps was considered by Kucera 
in [44). 
The dead b<'at regulators are intimately conn<'ctcd to canonical structures of lin-
car systems. In fact such regulators which force th<' state of a multivariable system 
to the origin can hE' obtained directly from a controllable canonical form of the sys-
tem(Luenberger [52]). However, there exist no canonical structure which give the 
corresponding controllers for the output case. The computation of the canonical 
structures which yield the dead-beat regulators is numerically ill-conditioned for 
systems with a large number of state variables. The output dead-beat controllers 
may give an unstable closed-loop system, therefore, it is important to consider con-
strained output dead-beat controllers which always give a stable closed-loop sys-
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tem(Leden [49]). 
Optimal Control( Anderson and Moor<> [7)) 
For the linear system (1.20) and (1.21), th<' optimal control problem is to choose 
the control input u( ·) so as to minimiz<> 
N - 1 N-l 
J(u) = xT(N)QNT(N) + L yT(z)Qy(i) + L uT(i)Ru(i), (1.28) 
•=0 t=O 
where Q N and Q are positive semi-definite symm<'tric matrices, and R is positive 
definite symmetric matrix. Th<' optimum solution will be shown to be 
uopt(k) = L(k)x(k), 
where 
L(k) = -(R + BT <l>(k + 1)B)-1 BT <l>(k + 1)A. 
and <I>(·) obeys a Ricrati-typE> difff'rf'ncE> <'q uation 
<I>( k) AT<l>(k + 1-}.A + CTQC 
- AT<l>(k + 1)B[R + BT<l>(k + 1)B]-l BT<l>(k + 1)A' 
( k = N, N- 1, ... , 1, 0 ), 
with terminal condition 
<l>(N) = Q N • 







There exist several techniques for designing adaptive controllers. We shall de-
scribe the main characteristics of thE> two widely recognized adaptive control families 
Direct and Indirect adaptive schemes (Canudas de Wit [19]). 
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Adaptive control schemes ba.<>ed on direct (or implicit) approach have to find a 
control law, function of the measurable system states, seeking to minimize a pre-
defined error which is a quantifier of th£> closed-loop system performance. The 
controll£>r's paramet£>rs are then adjust£>d on-line until the tracking or model error 
is nullifi£>d(Figure 1.2). 
In indirect or eTplicit adaptive control schemes, the plant is estimated explicitly 
by some on-line estimation procedures. The controller design is based on a model 
with unknown parameters. Subsequently, the controller's parameters are updated 
using the modrl provided by the estimation block as shown in Figure 1.3. 
There exist important differences between the direct and the indirect control 
schemes. For instance, while for the former the parameter convergence is not nec-
essary for achieving clos£>d-loop stability, it is essential requirement for the latter. 
In other words, in dirPct adaptiv£> schemes the stability analysis can be executed by 
using any of the standard nonlinear system analysis techniques such as Lyapunov 
functions, functional analysis. On the other hand, in indirect method in order to 
conclude dosed-loop stability it is nec£>ssary to assume that the model parameters 
converge to the true plant parameters. A certain degree of excitation in the inter-
nal plant states is then necessary to achieve this last assumption. To some extent, 
the direct adaptive controllers generates their own source of excitation, whereas the 
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BY STATE FEEDBACK 
2.1 Introduction 
The purpose of this chapt<'r is to construct a robust state ft>edback controller 
by using an eigenvalue-gt>nt>raliZf•d eigenvt>ctor assignment (Klein and Moore [42]). 
Disturbance localization problem with simultaneous pole assignment, stabilization 
or regulation, have been considerf'd by several authors. Basile and Marro [9, 11]1 and 
Wonham and Morse [88] discovered the fundamental geometric concept of (A, B)-
invariant subspace and obtain('d the necessary and sufficient condition for distur-
bance decoupling (disturbance localization) problem. 
Wonham [85] solvt>d a practically important problem of disturbance localization 
with stability. In the problem formulation of the disturbance localization with sta-
bility, however, many requiremt>nts are mPt for the feedback gain as compared with 
the freedom offered by state fePdback. Hence, it is difficult to find the solution even 
if the existence of the solution is ensured. 
In order to avoid such a difficulty, the robust controller(Davison [23, 24], Davison 
and Wang [25]) with respect to disturbance input is adopted here and some condi-
tions are derived for the existence of a robust state feedback controller for a linear 
time-invariant, multivariabl<> discrete-time system such that a finite time output 
dead-beat regulation can be achieved in the presence of disturbance input . 
Moore [54] has shown that for a distinct self-conjugate set of eigenvalues,, the 
additional freedom offered by state feedback, beyond pole placement, is employed 
for the selection of a set of eigenvectors from an allowable class. The allowable dass 
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was characterized and an algorithm was giv~n to compute a feedback matrix which 
gives the s~l~rt~d eig~nvalnf'-~ig~nv~rtor sets. Klein and Moore [42] extended these 
results in ordE-r to characterize the class of gen~ralized eigenvector chains which 
can be obtained with a given set of nondistinct eigenvalues. For continuous-time 
system, Davison [23] considE-red the asymptotic decoupling problem with distur-
bance rejection, in which the conditions obtained were different from the decoupling 
problem(Falb and Wolovich [27]). 
The rest of this chapter is organized as follows. In Section 2.2, some preliminary 
results and definitions are given. In Section 2.3, the concE-pt of robust control for 
discretf'-time systems is adopted in order to solve the output dead-beat problem in 
the presence of disturbance input and a characterization of all such robust controllers 
with respect to disturbance input is provided. A modifit>d algorithm of Klein and 
Moore [42] is obtain<>d for computing a robust state fE-edback matrix which gives 
the requir<>d properti<>s in Section 2.4. We discuss the difference between the prob-
lem of dead-beat control with asymptotic disturbance rejection and the problem 
of simultaneous disturbance localization and pole-assignment in Section 2.5. Some 
numerical examples are given in Section 2.6. 
2.2 Problem Statement and Preliminaries 
Consider the timf'-invariant linear multivariable discrete-time system repre-
sented by 
x(k + 1) = Ax(k) + Bu(k) + Es(k), x(O) = x 0 , 
z(k)=Dx(k), k=0,1,2,3, . . . , 
(2.1) 
(2.2) 
where x E Rn, u E R r, z E R m• and s E R n• denote the state, control input, 
regulated output and disturbance input, respectively. Figure 2.1 illustrates the 
open-loop control system (2.1)- (2.2). Employing the state feedback law of the form 
u(k)=Fx(k), k=0,1,2, ... , (2.3) 
the resulting closed-loop system of (2.1) (Figure 2.2) is 
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x(k + 1) =(A+ BF)x(k) + Es(k). (2.4) 
It is assumed that thE' system pair (A, B) is reachable and that the matrix B 
has rank t (~ r ), that is, 
(2.5) 
rank B = t , t ~ r . (2.6) 
It is also assumed that 
lm E c Ker D. (2.7) 
Since the pair (A, B) is reachable, there exists a statE' feE-dback matrix F such 
that all closed-loop spectra of A+ BF ran be assigned freely. The problem treated 
here is the following. 
[ Robust Output D ead-Beat Control Problem by State Feedback] 
Given the system (2.1) and (2.2), find all constant feedback gain F such that 
z(Tt + k) = 0, k = 0, 1, 2, ... , (2.8) 
in which the number of steps T1 being minimum, in the presence of disturbance 
input s(k) (0 ~ k < oo). 
If such a constant feedback ga.in F exists, the controller is called a robust 01'J,tput 
dead-beat controller with respf'ct to input disturbances. In Chen [21], it is shown 
that if the dosed-loop system (2.4) has t blocks of order d1 , d2, ... , d1 in its Jordan 
canonical form (with no loss of generality, we can assume d1 2: d2 2: ... 2: dt > 1 
and I::=l di = n), then there are t corresponding generalized eigenvector chains 
{ Vij 11 E di, i E :t.} defined by 
(A+ BF)vi1 - 0, 
(A+ B F)vij Vij-l, j = 2, 3, . . . , di. 1(2.9) 




s (k) 1J 
1 E 
E 
u (k) 1J + x(k) z(k) 
B -1 -- D ... -- ..... q 
+ + 
u r+ x(k) z(k) (k) 





Figure 2.1: Block diagram of an open-loop control system. 
Figure 2.2: Block diagram of a closPd-loop control system. 
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Therefore, for the given index set { dd 1 E t}, we can construct a constant feedback 
control gain F with the number of steps d1 as the minimum state settling steps. 
Recalling the definition and properties of the Kronecker mvariants(Kalman [37], 
Popov [76]), if the Kronecker invariants of the system pair (A, B) of (2.1) are K,(i E f.) 
with K, ~ 1\.1-t 1 ~ 1, one concludes that the choice of K 1 as T1 gives the minimum 
possible index of nilpotency. 
2 .3 Robust Controller 
For the pair (A, B) in (2.1), compute maximal rank matrices 
N = [ z~ l . s = [ ;: l · (2.11) 
satisfying 
( A B ) [ z~ l = 0, ( A B ) [ ;: l = In . (2.12) 
where B is the matrix whose columns consist of t linearly independent columns in 
B, that is, B E R nxt and rank B t. Let { "'•, i E l} ( "'• ~ "-•+1 ~ 1) be the 
Kroneckt>r invariant for thE' pair (A, B) of the systE'm (2.1). Using (2.11), we define 
the matrix Q(J) as follows : 
(2.13) 
Further, we define the sequencP of subspaces Y,.. as 
Yo - ImE, 
Y1 - AYo +B, 
Y. - AY.-t + Y.-~~ (2.14) 
(i = 2, 3, • • • 1 K:] - j 1 0 ~ j ~ K:J- 2) • 
By using (2.13) and (2.14), we obtain the following theorem for the existence of 
such a robu.~t output dead-beat controller that (2.8) is achieved independent of input 
disturbances. 
Theorem 2.1 Let { K, l2 E L t ~ r} be the Kronecker invariants for the pair 
(A, B) of (2.1}. There extsts a robust output dead-beat controller which drives the 
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output z(k) of (2.2) from any init:al state to zero at most m K 1-:;teps independent 
of input dtsturbances and thereafter keeps the output zero m the class of controllers 
that drive the output z( k) from any mitial state to zero in "' 1 -steps, if the following 
two conditions are satisfied. 
1. There uzsts a nonnegative integer To satzsfymg the following condttwn : 
To= max { j I Im Q(j) ::> Im E, 0 ~ j ~ K 1 - 2 }. (2.15) 
2. For the integer To of (2.15), the subspaCf Y,tt_7ll_2 , whzch is defined by (2.14}, 
satisfies the following : 
Y,tt-71)-2 C Kcr D. (2.16) 
For the> system (2.1), if the nonnegative integer To satisfying (2.15) docs not exist, 
such a system has no robust controllE'r that has thE' dead-beat property in spite of 
unmeasurable arbitrary disturbanrPs. To prove Theorem 2.1, the following lemma 
is used. 
Lemma 2.1 Let {K:,jz E t, t ~ r} be the Kronecker invarzants for the pair (A, B) 
of (2.1 ). Then, there exzsts a .set of clo8ed-loop generalized eigenvector· { v,1 li E t, j E 





0 1 0 0 
0 0 1 0 
J(K,) := 
0 0 0 1 
0 0 0 0 
JC, XK, 
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Proof. Let V(j) be a subspace of Rn such that 
Find, if it exists, tht> smallf'st positivE> integE>r a satisfying 
Kcr+l ~ Kt - J - 1 , ( (J < t) 
and set h = a. If such a a dof's not exist, set h = t. From the structure of Jordan 
canonical form A, it follows that 
Choosing vectors Pii E Rt ( i E t) according to the robust controller design 
algorithm of Section 2.4, V(j) is given by 
(2.18) 
where 
Since V(j) is invariant with respect to the selection Pii ( i E t, j = 2, 3, ... , x:; ), 
it is assumed with no loss of generality that Pii = 0 ( i E t, j = 2, 3, ... , K; ). 
Rearranging the column vector of (2.18), it follows that 
where 
U; .- s;-t Nt[ Pn P21 · · · Pn ], ( 1 ~ i ~ Kt ), 
U; ·- s;~-~-~ NI[pn P21 · · · P(t-t)t], ( Kt + 1 < i ~ Kt-1 ), 
U SKh+I-1N [ l i .- 1 I Pll P21 ... P(h+l)l , ( Kh+2 + 1 ~ i ~ Kh+l ), 
U, S~~-i-2 Nt[ Pn P21 · • · Pht], ( Kh+t + 1 ~ i ~ Kt - J - 1 ). 
From the fact that the matrix [p11 p21 · · · Ptt] can select all independent columns 
in s;-l N} ( 1 < i ~ Kt) and by continuing the same procedure, we have 
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Obviously, the above construction gf'nt>rates a st>t of dosed-loop generalized eigen-
vectors satisfying (2.17). 
Proof of Theorem 2.1. From Lemma 2.1, using thE> set of closf'd-loop gf'neralized 
eigenvectors {Vii I i E t, j E K;;} satisfying (2.17), then (2.15) in Theorem 2.1 is 
equivalent to 
ro = ma.x { j I Ker A'q-j-tv-• ::> Im E}, (0 ~ j ~ K;1 - 2). (2.19) 
Suppose an integer r 0 satisfies (2.19). Then, it follows that 
(2.20) 
For the given Kroner ker invariants { K; I i E t, t ~ r}, we can always construd a 
constant feedback control gain F such that (2.9) are satisfied. Using this conttrol 
gain F and the definitions of V and A in Lemma 2.1, (2.9) reduces to the follovving 
equation 
(A+ BF)V =VA, 
or equivalently, 
(2.21) 
With the aid of (2.21), the output z(x: 1) is reprf'sented as follows: 
z(x:t) Dx(x:t) 
- D{(A + BF)"1 x0 + E7,;01(A + BF)iEs(x:1 - i -1)} (2.22) 
- D{VA"1 v-1Xo + 2::~() 1 VAiv-t Es(x;I- i- 1)}. 
It is easily shown that A "1 = 0 and 
Then from (2.20), (2.22) is written as follows : 
K) -1'0-2 




Kt - T0-2 L v A'V-1 Es(x:1 - i- 1) -
Kt - T0 - 2 L (A+ BF)i Es(x:1 - i - 1) 
i=l 
K!-T0-2 Kt-T0-2 
E L AilmE + L Ai-tB 
i=l i=l 
- YKt - ro - 2 
C KerD. (2.24) 
Therefore, we have z(x:t) = 0 with the a.c:;sumption (2.7). Next, for any integer k > 0, 
we have 
z(x:1 + k) Dx(x:1 + k) 
- D{(A + BFt1+kx0 
Kt+k 
+ L (A+ BF)i-1 Es(x:1 + k - i) 
K! 
+ L (A+ BF)i-1 Es(x:1 + k - i) 
Kt - T0 - 1 
+ L (A+ BF)'-1 Es(x:1 + k - i) 
•=2 
+ Es(x:t + k - 1)} 
0, 
because (A+ B F)K1+k = VAK 1+kV-1 = 0 and by (2.7), (2.20) and (2.24). Then, 
after x:1 steps which is the minimum state settling time, the constant control gain F 
can keep the output zero in any finite time interval in spite of input disturbances. 
2.4 Design Algorithm of Robust Controller 
Suppose now that the Kronecker invariants { K.; I i E !, t ~ r} have been selected. 
Also suppose that there exists an integer r0 such that (2.15) and (2.16) are satisfied. 
We can derive the following design algorithm for computing the constant feedback 
gain F which forces the output of the system (2.1) and (2.2) to zero in at most x:1 
time steps and thereafter keeps it zero for any initial state x0 independent of t he 
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disturbance input. In this algorithm, all the closed-loop eigenvalues are assigned to 
zero and the corresponding eigenvectors are selected to satisfy (2.17) with j = To. 
Algorithm 2.1. 
1. Compute the maximal rank matrices N, S that are the form of (2.11) and 
satisfy (2.12). 
2. Compute the Kronecker invariants { 1.1 i E 0 of the pair (S1, Nt). 
Rearrange /i( i E f.) in decreasing order and set these coefficients as 
!(1), !(2), ... , 1(t). Using 1(i), put a vector p;1 as 
Pt1 = e..,.(i), i E f., 
where e..,.(i) is i-th standard unit vE>ctor in R t. 
3. Find, if it exists, the smallE>st positive integer g satisfying 
X:g+l = 1, g < t, 
and set ( = g. If it does not exist, set ( = t. 
4. Generate vector chains as follows : 
V,j - SIVij-1 + N1Pij, 
W;j S2Vij-1 + N2Pij, 
( i E !, j E !5i_) , 
where v;0 = 0 ( i E I) and Pii ( i E ~~ j = 2, 3, ... , x:;) are chosen arbitrarily. 
5. For i E !, j E K.;, compute F satisfying 
If no solution exists, alter one or more of the vector Pii · 
6. Find G such that B = BG and compute F = GF. 
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2.5 Discussions 
As we have mentioned in Section 2.1, there are some differences between the 
problem of robust output dead-beat control, which is considered here, and the prob-
lem of simultanf"ous disturbance localization and pole assignment or the problem 
of simultanf"ous dead-beat control and disturbance decoupling. It is possible for a 
system not to bf" solvablE" for thf' disturbance locali:r.ation problem yet to be solvable 
for the asymptotic disturbance rf'jection problem. The robust output dead-beat 
controller has thf' property of asymptotic disturbance rejection. For the problem of 
simultaneou.c:; disturbance lorali:r.ation and pole assignment, thf' following theorems 
are obtained. 
Theorem 2.2 (Chang and Rhodes [20]) Given the system {2.1)-{2.3} and 
a symmetric set A of complex numbers, there exists an F such that 
<A+ BF I Im E > c Ker D and a( A+ BF) =A if and only if 
rmE c n·, 
and 
<AIB>=X, 
where n• is the ma:rimal (A, B)-controllability subspace contained in Ker D. 
In this case, F may be chosen from Wonham {85} 
F(n*) := {F 1 (A+ BF)n* c n*}. 
(2.25) 
Theorem 2.3 (Wonham [85]) Let V* be the maximal (A, B)-invariant subspace 
contained in Ker D. If F is chosen from 
F(V*) := {F I (A+ BF)V* c V*}, 
then 
n · = < A + B F 1 B n v· > . (2.26) 
Theorem 2.4 (Wonham [85]) 
F(V*) C F('R*). (2.27) 
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For the problem of df'ad-bf'at control, we can set A = 0 in 2.2 with no loss 
of generality. On thf' other hand, for the problem of simultaneous disturba.nce 
localization and dead-beat control, we ran dE>rive the following corollary. 
Corollary 2.1 Under the assumptzons of Theorem 2.1, there exists an output dead-
beat controller with disturbance localization in the cla.~s of controllers that drive the 
output z(k) from any x 0 to zero in K1 time steps if 
YK 1 - 2 C Ker D, 
where the subspace Y K 1 - 2 is generated by the following sequence : 
Yo - lmE, 
Y1 - AYo+B n V, 
Y, - AY,- 1 + Yi- 1, 
(i = 2, 3, ... , K1- j, 0 ~ j ~ K1- 2). 
where V : = Im V , 
and Vij ( i E t_, j E Ki) are defined by {2. 9 ). 
(2 .. 28) 
(2 .. 29) 
From the results of ThPorPm 2.2 and Corollary 2.1, we have Theorem 2.5 for 
the problem of simultaneous disturbance localization and output dead-beat cont.rol, 
the formulation of which is sf'verf'r than that of output dead-beat control with 
asymptotic disturbance rejection(Theorem 2.1). 
Theorem 2.5 Let the .~ystem pair (A, B) of {2.1) is reachable. Suppose that Im E C 
Ker D and V C Ker D where V is defined in Corollary 2.1. If there exists 
a solution for the problem of simultaneous disturbance localization and output dead-
beat control, then 
Y C n·, Kt-2 (2 .. 30) 
where y Kt-2 is defined by Corollary 2.1 and n· is defined by Theorem 2.2. 
Proof. From definitions of subspaces y Kt - 2 and , n· and from Theorem 2.~1, it 
follows that 
Kt-2 Kt-2 
YK1-2 = L AilmE + L Ai-1(8 n V), 
i=l i=l 
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for (A+ BF)V C V a.nd V c Ker D a.nd 
n· =<A+ BF1 1 B n v· >, 
for F1 E F(V•) c F(R!). According to the solvability of Theorem 2.2, Im E c n• 
a.nd as R• is (A, B)-invariant, we have, for i E K 1 - 2 a.nd F 1 E F(V•), 
Next, from Corollary 2.1, Y ''~ _2 C Ker D, a.nd sincr V is assumed to be contained 
in Kcr D, B n V C B n v•. Then, for i = 0, 1, 2, ... , K 1 - 3 and F 1 E F(V•), 
Example 2.1. 
Considrr the system 
~ n] x(k) + [ ~ H ]u(k) + [ ~] s(k). 
0 0 0 0 0 0 0 
(2.31) 
z(k) = [ ~ ~ ~ n x(k)' (2.32) 
for which, we ca.n easily check that 
1. The system (2.31) is reachable. 
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2. As rank B = 2 ( < 3), it is obtainrd that 
B [ ~ ! l 
3. The assumption (2. 7) is satisfi<'d. 
4. The Kronecker invariants ar<' K 1 = "'2 2. 
According to Algorithm 2.1, thr maximal rank matrices N , S, which satisfy 
(2.12), are given by 
(2. 33) 
(2. 34) 
Because K 1 = 2 of the system (2.31), W<' can define the matrix Q(O) := N1• From 
Theorem 2.1, there exists thr nonncgativr intrger To = 0 which satisfies the condition 
(2.15), and there also exists the subspace 
Y,.. 1 11)-2 =Yo- ImE, 
which satisfies the condition (2.16). Therefore, it is concluded that there exists a 
robust output dead-beat controll<'r for the system (2.31) and (2.32). 
In order to obtain the constant feedback gain F, we put 
P11 = [ ~ l , P21 = [ ~ l 
because the Kronecker invariants of the pair ( S 1, N 1) are 11 = 2 , 12 = 2, and set 
~ = 2. Generating vector chains, the equation Fv,i = w,1 ( i = 1, 2, j = 1, 2) is 
obtained by 
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- [ ~ 0 0 u = [ ~1 0 0 0 0 ~ l . F 0 1 0 0 -1 
0 0 1 
Thus, we obtain 
- = [ 0 -1 0 0 l F 0 0 0 -1 . 
Finally, we get the constant feedback gain as the robust output dead-beat con-
troller 
where G satisfies B - BG. 
Example 2.2. 
Consider the system 
x(k + 1) = [ ~~ ~ ~ ~] x(k) + [ ~] u(k) + [ ~] s(k), (2.35) 
z(k) = [ ~ ~ ~ ~ ] x(k), (2.36) 
for which, we can Pasily check that 
1. The system (2.35) is reachable. 
2. The assumption (2. 7) is satisfied. 
3. The Kronecker invariants are K. 1 = 4. 
According to Algorithm 2.1, the maximal rank matrices N , S, which satisfy 








0 0 0 1 
0 0 0 0 
0 1 0 0 
0 0 1 0 
1 0 0 0 
(2.38) 
Because K 1 = 4 of the system (2.35), we can define thP matrices Q(O), Q(1), Q(2). 
From Theorem 2.1, there exists the nonnegative integer To = 2 which satisfies the 
condition (2.15), and there also exists the subspac<> YK1 ro-2 = Yo = Im E, which 
satisfies the condition (2.16). Th<>refore, it is concluded that there exists a robust 
output dead-beat controller for the system (2.35) and (2.36). We can get the con-
stant feedback gain as the robust dead-beat controller 
F -= [ 0 -1 0 0 ) . 
On the other hand, the subspace YK1 - 2 which is drfincd by (2.29) is given b:y 
[ 
1 0 0 l 
- 0 0 0 Y Kt 2 = Im { 0 1 0 } . 
0 0 1 
(2.39) 
From Theorem 2.5, it is concluded that there does not exist a state feedback g;ain 
which gives a solution for the problem of simultaneous disturbance localization and 
output dead-beat control for the system (2.35) (2.36). 
2.7 Conclusion 
In this chapter, we have considered the problem of output dead-beat control 
with asymptotic disturbance rejection by state feedback. The robustness of output 
dead-beat controllers with respC'ct to the disturbance input is defined as asymptotic 
disturbance rejection, and a characterization of all such robust output dead-beat 
controllers is made. By using an eigenvalue-generalized eigenvector assignment, an 
algorithm is obtained for computing the constant state feedback gain which f01rces 
the output to zero in at most K. 1 time steps and keeps it zero for any initial state 
x 0 independent of disturbance input. The relation between the problem of output 
dead beat control with asymptotic disturbance rejection and that of simultaneous 
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disturbance localization and pole assignmf'nt has been considPred. For the problem 
of output dParl-b<>at control with asymptotically disturbanc<> rejection, a broader 
charact<>rization of such an output dead-beat controll<>r is obtained than that which 







The purpose of this chapter is to construct a robust dynamic output dead-
beat controller by using an eigenvalu<'-genPralized eigenvPctor assignment {Klein 
and Moore [42]). For the problem of polP a.<;signmPnt by dynamic compensation, 
Brasch and Pearson [18] show that, for the complete system, there exists a dynamic 
compensator with dimension of (v0 -1) which can arbitrarily a.<;sign all eigenvalues 
of the augmented system which is composed of thP systPm to be controllPd and the 
dynamic compensator, whE>re v0 is the obs<>rvability index. 
As in the case of state feedback syst<'ms, the choice of parameters of such dy-
namic compensators is, in general, not uniquE-ly determined. That is, there exist 
some freedom beyond specification of thP closed-loop Pigenvalues. The robust con-
trollers for discrete-time systems art> adopted and somE' conditions are derived for the 
existence of a robust dynamic output dead-bPat controllPr for a discrete-time linear 
time-invariant multivariabl<' syst<'m.s such that the finite output dead-beat regula-
tion with asymptotic disturbance rej<'ction occurs for arbitrary input disturbances. 
In this casE', the conditions obtaint>d a.r<' different from the problem of disturba.nce 
decoupling with stability(Wonham (85]), and it is possiblE> for a system to exist 
an output dead-beat controllrr with asymptotic disturbance rE>jection even though 
there is no output dead-beat controller with disturbance decoupling. 
The organization of this chapter is as follows. In Section 3.2, we describe some 
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preliminary rE>sults and givE' thE' definitions. We give the solution for the problem 
of eigenvalue assignment using dynamic compensator without E>xternal disturbance 
input and a.n algorithm for computing thE' extC>ndE'd fPE'dhack controller using dy-
namic compensator of order (v0 - 1) in SE>ction 3.3. In Section 3.4, it is given the 
structure of a robust dynamic compensator with resp<'ct to the disturbance input. A 
characterization of all such robust dynamic dead-beat controllers is given in Section 
3.5. A design algorithm is given in Section 3.6, which is a modified one obtained 
in Section 3.3, for computing the robust dynamic dead-beat controller which drives 
the output of the system to zero from any initial state in a minimum number of 
time steps and kE'E'ps it ;r,ero in thf' pr<>scncc:- of disturbance input. Some numerical 
exampl<>s arE' given in Section 3.7. 
3.2 Problem Statement and Preliminaries 
Consider thE' time-invariant linear multiva.riable disrr<>tE>-time system described 
by 
x(k + 1) = Ax(k) + Bu(k) + Es(k), x(O) = x0 , (3.1) 
y(k) = Cx(k), (3.2) 
z(k)=Dx(k), k=0,1,2,3, ... , (3.3) 
where x E R n, u E R r, y E R m11 , z E R mz and s E R n• denote tht> state, control 
input, measurt=>mt>nt output, regulated output and disturbance input, respectively. 
We assumE> that thr triplrt ( C, A, B) is complete. The control input u( k) is syn-
thesized by tht> following dynamic comp<'nsator : 
w(k + 1) = Ww(k) + Ky(k), (3.4) 
u(k) = Hy(k) + Gw(k), (3.5) 
where w E R t is the state of the dynamic compensator. Then, the augmented state 
space system derived from (3.1)-(3.5) is given by 
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[ x(k + 1) l w(k + 1) - [ A+ BHC BG l [ x(k) l [ E l (k) KG W w(k) + 0 s 
_ [ x(k) l y(k)- [C 0] w(k) , 





Figure 3.1 illustrates th<> augmf'ntf'd dos<>d-loop systE'm (3.6)- (3.8). Let the ob-
servability index of ( C , A) bc:- 110 • For the problem of pole shifting by dynamic 
compensation with dim (W) = V0 - 1, the following thf'orrm is obtained by Brasch 
and Pearson [18]. 
Theor em 3.1 Let ( C, A, B) be complete and let the observability index of( C, A) 
be l/0 • 
Introduce the linear .sparr W, independent of X, with dim (W) = v0 - 1. Then, 
for every symmetric set A • of n + v0 - 1 complex numbers, there exist maps 
G : W -+ U, H : Y -+ U, K : Y -+ W and W : W -+ W 
such that {in a basis adopted to X E9 W ) 
([ A+BHC BG ]) -A* u KC W - . (3.9) 
As in thr rase of state ferdhack system in Chapter 2, the choice of the quadruplet 
( G, H, K, W) is, in gm<'ral, not uniquE'ly df'termined. That is, there exist some 
freedom bE'yond specification of the closed-loop eigenvaluE's of composite system 
(3.6). Using this flexibility to tunE' up thE' robustness of output dea.d-beat controllers, 
it is shown that under some> spffific conditions, such a dynamic controllE-r can be 
construct<'d so as to resist th0 input disturbances. T he problem to bt> trt>atrd in t.his 




+, x(k) z(k 






+ y(k) r- H .... 
~ 
w(k) w(k + 1) ' 
...__ G - q -1 ¥ K 
-... w 
Figure 3.1: Block diagram of an augmented closed loop control system. 
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) 
[ Robust Output Dead-Beat Control Problem by Dynamic 
Compensation ] 
For the system (3.1)-(3.3) 1 construct th<' dynamic comp<>nsator 
(G,H,K,W) 
such that 
z(TJ + k) = 0, k - 0, 1, 2, ... 1 (3.10) 
in which the number of st<>ps T1 being minimum, in spite of the presence of distur-
bance input s(k) (0::; k < oo), whrre th<' numbrr of strps T1 is thf' output settLing 
time of the system (3.1)-(3.3). 
If such a compensator ( G 1 H , K , W ) <>xists, the controller is called to b1~ a 
robust dynamtc output dead-beat control/('r with rf>spf>ct to input disturbances. In 
order to formulate the problem, we n<>rd th<> following definitions. 
Definition 3.1 The dynamic compensator {3.4},(3.5} i.<; said to be the strict out,put 
dead-beat controller if the regulated output z( k) satisfies the following equation e·ven 
if any external disturbances are introduced m arbztrary step : 
z(n* +k) = 0, k = 0,1,2, ... , (3.11) 
where n • = n + v 0 - 1. 
Definition 3.2 The dynamic compensator {3.4},{3.5) is said to be the asymptotic 
output dead-beat controller if the regulated output 
z( k) -+ 0 as k -+ oo , 
even if any erternal di8turbances are in traduced in arbitrary step{ < oo). 
3.3 Eigenvalue Assignment by Dynamic Corlll-
pensator 
From Theorem 3.1, for the augmentf>d system (3.6)-(3.8) without the external 
disturbance input, there exists a dynamic compensator of order (v0 -1) such that all 
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eigenvalues of the augmented system arc assigned arbitrarily. The extended output 
dead-beat controller using dynamic compensator of order (vo - 1), such that all 
eigenvalues of the augmt>nted system are assignf'd to be zero (in order to obtain 
output dead-beat response) for the casr without input disturbance, is constructed 
by the following algorithm(Wonham [85]). 
Algorithm 3.1 
1. Pick H0 at random to make A0 :=A+ BH0e cyclic, and set A= Ao. 
2. Pick b = Bu so as to make (A , b) reachable. 
3. Set 
0 1 0 0 0 
0 0 1 0 0 
Wo= g-, - , hT = [ 1 0 . .. 0 LXII 
0 0 0 1 0 
0 0 0 0 1 IIXI vxv 
(3.12) 
where v := V 0 - 1. 
4. By eigenvalue assignment, compute pT : 1 x n, 7/JT 1 x v, so that 
[ ~ ~: l + [ ~ l [ pT '1/JT ] 
has the desired spectrum A*. For dead-beat control, choose A*= {0}. 
5. Compute eT, e?' : 1 x my ( i E K), not necessarily unique, such that 
(3.13) 
6. Set A := A+ beT e and compute e?' : 1 x m ( i E K) such that 
T Te TeA-+ + TeA-v-I+ ATeA-~~ p = el + e2 . . . ev e , (3.14) 
where eT in (3.14) is given by (3.13). 
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7. Set T := W0 + g'lj;T, kT .- hTr•-l J( (i E K) and compute kT (i = v, v -
1, ... , 1) from 
(3.15) 
whcrr 0, E R arf' thr co0fficimts of th<' m. p. of T. 
8. Computer, from 
T T T T- T 
r 1 = r e, r,+ 1 = r, A+ k, e, (i E v- 1). (3.1.6) 
9. Compute 
-1 
w = T - Rbh T , G = uh T , H = ueT . 
As almost all systems satisfy n < mv0 , (3.14) docs not give a unique set 
{ eT, eT (i E K) }, that is, Algorithm 3.1 abow generates the class of dynamic com-
pensators which drivt> th<' b"Jstf'm statf' to zpro in n• ( = n + v0 -1) stf'ps in the case 
where any input disturbanr<' does not exist. 
The purpose of this chapter is to find th<' dynamic comprnsator which drives t.he 
output to zero in n• steps even if any input disturbances are introduced in arbitrary 
step from the class of th<' dynamic romp<'nsators constmctcd by Algorithm 3:.1. 
By Definition 3.1, such a dynamic compensator is called the strict output dead-beat 
controller. 
In the case of 
s(k)=/=0 for O~k~Td, 
s(k) = 0 for Td < k (Td < oo), 
that is, thr system is in opPration under external disturbances when 0 ~ k < 
Td (Td < oo) , it is sufficient to consider a less rf'strictive output dead-beat controller 
than strict output dead-brat controller. It is called the asymptotic output dead-beat 
controller by Definition 3.2. 
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3.4 Robust Dynamic Compensator 
Compute maximal rank matrices 




[ A bhr I 0 ] [ Set ] = J 0 T:CT S n+v' YI'O g e2 
where A, b, g, hr, W0 are obtain<'d from Algorithm 3.1 and v = v0 - 1. Using 
(3.17}, we dcfinr the matrix Qe(j) as follows : 
Qe(j) := [ N~t Se~Net ... s;;-i-2 Net), ( 0 ~ j ~ n*- 2 ). (3.18) 
Further, we define vectors e7, e'[' : 1 x m 11 (i E ~),not necessarily unique. satisfying 
r -rc -rcA -rcA"- I+ -rcA" p = e1 + e2 + ... + e 11 e . (3.19) 
where pr IS obtained from Algorithm 3.1. By using Qe(j) defined in (3.18) and 
the class of vectors { e7, e'[' (i E ~)} satisfying (3.19), we obtain Theorem 3.2 with 
respect to state dead-beat control of (3.6). 
Theorem 3.2 Let ( C, A, B) be complete and let the observability index of ( C, A) 
be v0 • Let k0 be the intPger.~uch that 0 ~ k0 ~ n*-2(n* := n+v0 -1). Then, there 
exists a dynamic compPn.~ator using which the augmented state [ x( · f, w( · f )r is 
dnven to zero m n* steps despite of eTternal disturbances introduced within k0 step, 
zf there exzsts a set of vectors { fT, e'{ ( i E ~) } ( v := llo -1) satisfying the following 




-r ~rC -r ~rA k~rC ( · ) r 1 = e , r i+ 1 = r, + ·, , z E v - 1 , 
-r -r -r -r -r -r . 
kv-J+I = e1 + B1c + B;+1k1 + ();+2k2 + · · · + (Jvk11_ 1 , () = v, v- 1, ... , 1), 
where 0, E R are the coefficients of the m.p. ofT(:= W 0 + g'l/;r), whlch zs defined 
in Algorithm 3.1. 
To prove Theorem 3.2, we need two preliminary results. 
Lemma 3.1 Consider the set of vrctors { e7, eT (z E ~)} satzsfying (3.19}. Com-
pute er , e:r ( i E ~) such that 
eT = ifT 
' 
-r _ --r -r CA -rcA -rcA (3.21} 
e, - C; - e ,+t t - ... - e" v-• - e v-•+I, 
where A, := A•-1 beT = A' 1 beT. Then, the set of vectors { /r, e'[' ( i E 1!)} satisfies 
the following equation 
pr = c[C + e;cii + ... + c~C.Ii"- 1 + erCA" (3. 22) 
where pr is the same vector in (3.19) and A:= A+ beTC =A+ berc. 
The proof of Lemma 3.1 is straightforward by algebraic computation and. is 
omitted. 
Lemma 3.2 Under the construction of Lemma 3.1, consider the vectors 
r -T ( · ) r, , r; , z E ~ 
defined by 
kr _ ~T () -r () k-r () k-_T () k-T ( · ) 
v-i+ I - c 1 + ;e + ;+1 1 + ;+2 2 + · · · + " '11_ 1 , J = v, v- 1, ... , 1 , 
~r -rc -r -rA k-rc ( · ) r1 = e , r ,+ 1 - r, + , , z E v- 1 , 
where B, E R are the coefficients of the m.p. ofT ( := W 0 + g'l/; ), which is defined in 
Algorithm 3.1. Then, for each i E ~, 
T -T 
r; = r; . 
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(3.23) 
Proof. Fori= 1, because of eT = tT' (Lemma 3.1), it is clear that 
and 
T TC -Tc -T r 1 = e = e = r 1 , 
kf - e~ + B"eT 
- (~- tT'CAt) + B"eT 
(~ + ()"{1')- e~CbfT 
- kf- rfbeT. 
Fort = 2, from the above definition and Lemma 3.1, 
rT 2 - rTA+ kTC 1 1 
- rf(A +beT C)+ (e~ + BveT)C 
- rf A+ (e~ + eTCAt)C +()"eTC 
- rf A+(~+ BvtT')C 
-
rr A+ kTc 1 1 
::(]' 
- r2 , 
and 
kf :: e~-~ + Bv-teT + Bvkf 
- ~-I- t[CAt- e'l'CA2 + Bv-te'l' 
+ Bv{(~- tT'CAt) + Bvfl'} 
- tE-t + Bv-tti' + Bv(tE + BvtT') 
- tECAt- eTCA2- BvtT'CAt 
-
ki- (kfc + rf A)beT 
-
kT rTbeT 2 - 2 
-
kT -Tb-T 2 - r2 e . 
Next, we assume that (3.23) is true for i- h (> 0), that is 
T -T d kT k-T Tb -T 
rh = rh an h = h - rh e . 
Then, from th~ definition of ri+I, 
ri+t = riA+kTC 
= riA+kic -
Thus, for i E JL, we obtained the id~ntity (3.23). 




where ,pT is given by Algorithm 9.1 and 
Proof. As T := W0 + g'l/JT is cyclic and m.p.of Tis 
it is obtainNl that ,pT- [ 81 82 ... ()"],and V'T R + pT = L:~=t O,r, + pT, where, for 
i E !!.., 
and pT is given by (3.22). Then, we have 
.,,TR + PT - "" () + T If' L..Ja=l ,r, P 
Lemma 3.4 
- L:~=t {O, cTCA'- 1 
+ B,(I.'{CAi-2 + kfCAi-J + · · · + k;~ 1 C)} 
+eTC+ efCA + ... + e~CA"- 1 + eTCA" 
- ((···(eTCA+(e~ +BvcT)C)A 
+ (e~_ 1 + Bv-teT + Bvkt)C)A 
+···)A+ (ef + B1eT + B2kf + · · · + Bvk~_ 1 )C 
- ((· · · (rf A+ kfC)A + kfC)A + kiC)A 
+ k[C)A + ··· )A+ k~C 
- r~A+ k~C. 
(3.25) 
Proof. From Lemma 3.2, R = R. Then, ,pT R + pT = ,pT R +pT. On the other 
hand, 
From the identity of (3.24), (3.25) holds. 
Proof of Theorem 3.2. Using th~ same notations defined in Algorithm 3.1, set 
Ao := [ ~ ~ l , B0 := [ ~ l , F0 := [ pT ,pT ] . 
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From L<>mma 3.1, 3.2, 3.3 and 3.4, it follows that 
To achic>vc thf' augmPnted state d<>ad-beat control in n • steps, all eigenvalues of the 
system matrix A0 + B0 F0 is assigned to zero, so we hav<> the following (real) Jordan 
canonical structure : 
Ao + BoFo = VoAo Vo-1 , (3.27) 
where V0 is the matrix of genPralizE'd dosE'd-loop eigf'nvt>ctors and 
0 1 0 0 
0 0 1 0 
Ao := 
0 0 0 1 
0 0 0 0 
n • xn• 
From the structure of Q, (j), it follows that 
{3.28) 
Then, (3.20) is equivalC'nt to 
(3.29) 
Suppose a set of VC'ctors 
(in the class of vector SC't given by (3.19) ) satisfies (3.20) which is equal to (3.29). 
At n*-th step, using the equalities (3.26) and (3.27), the extended state 
[ x( n*? w( n*? JT of the augmented system (3.6) with arbitrary disturbance input 
for 0 ~ k ~ k0 (k0 ~ n*- 2) is as follows. 
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[ x(n*) ]-w(n*) - [ A+ BHG BG l n• [ x(O) l KG W w(O) 
+ "n· - 1 [ A+ BHG BG ]' [ E l ( . . ) L,.,, n" - ko-1 KG W O s n - t- 1 
[ I 0 l-1 n • [ I 0 l [ x(O) l R I (Ao + BoFo) R I w(O) 
n• - 1 [ I 0 l-1 1 [ I 0 l + La'""n"-ko-1 R I (Ao + BoFo) R I 
x[~]s(n*-i-1) 
[ ~ 0]-1 v;l\n"y,- 1 [ ~ 0] [ .r(O)] R I 01 0 R I w(O) 
+ "n" - 1 [ I 0 ]-I v; A•t.r- 1 [ I 0 l L,.,a- n" - ko - 1 R I 0 vo R I 
x[~]s(n*-i-1). 
It is easily shown that An· = 0 and 
And from (3.29), we have 
Using these relations, we obtain 
[ x( n*) l = 0 w(n*) · 
And for any integer k (> 0), it is also shown that 
Then, the proof is finished. 
[ x(n*+k)]-o w(n*+k) - · 
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3.5 Robust Output Dead-Beat Controllers 
Theorem 3.2 statE's that for som<> finite st<>p Td ( < oo ), if (3.20) is satisfied 
by k0 = Td, th<>re f'xists a dynamic d<"ad-beat controller ( G, H, K, W) in weak 
sense. For the problem of existence of an asymptotic output dead-beat controller, the 
following theorem is obtained. 
Theorem 3.3 The dynamic compensator 
(G,H,K, W), 
which satisfies Theorem 9.2, is an asymptotic output dead-beat controller. 
In Theorem 3.3, in thE' ca.'3e of n* -1 < Td, the quadruple ( G, H, K, W) which 
satisfies Th<"or<'m 3.2 ran not drive th<' output z( ·) to zero in n• steps and can not 
keep z(·) zero after n*-th step. Hence, such a dynamic compensator ( G, H, K, W) 
is not a strict output dead-beat controller. 
For a characterization of the class of strict output dead-beat controllers, we define 
the subspace S<'quence ZIJ as 
Z 0 - [ ~ l ImE, 
Zt - AoZo + Im Bo , 
Zi - AoZi-t + Z,_t, 
(i = 2, 3, ... , n• - j, 0 ~ j ~ n•- 2), 
(3.30) 
where A0 , B0 are definrd in the proof of Theorem 3.2 and R is defined in Theorem 
3.2. By using (3.18) and (3.30), we obtain Theorf'm 3.4 for the existence of a strict 
output dead-beat controller. 
Theorem 3.4 Let ( C, A, B) be complete and let the observability index of ( C , A) 
be v0 • Assume that Im E C Ker D. There exists a (robust) strict output dead-beat 
controller if the following two condition.~ are satisfied. 
1. There exists a nonnegative integer r• satisfying the following condition : 
(3.31) 
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2. For the integer r• which satisfies {9.91 ), the subspace Zn·-r·-2 , which is de-
fined by {9.90), satisfies the following : 
Zn·-r•-2 C Ker [ D 0 ) . (3.32) 
Proof. From (3.28), (3.31) is equivalc>nt to 
r*=max{jjKerAn· 1- 1Vo- 1 ~Zo, O<j~n'"-2}. (3.3.3) 
Suppose that there exists an integ<>r r• which satisfi<>s (3.33). That is 
An"-r" -lv, - 1 [ ~ 0] [ E] = 0 0 R I 0 . (3.34) 
Then, using (3.34), in the> samf' way of thE> proof of Thf'orem 3.2, it is shown that 
z(n* + k) = 0 for k;::: 0 
and so the proof is finished. 
Remark. For the problem of simultanC'ous disturbance localization and dead-beat 
control, we can deriv<> the following corollary. 
Corollary 3.1 Under the assumption of Theorem 9.4, there erists a dynamic output 
dead-beat controller with di.'iturbance locali:ation in the class of controllers wh1ich 
bring the output of the system from any initial .'itate to zero in at most n* ttme stt•ps 
and thereafter keeps the output zero, if 
Zn --2 C Ker [ D 0 ] , 
where the subspace Zn·- 2 is generated by the following sequence : 
Z 0 - [~l ImE, 
Z1 - AoZo + Im Bo n Vo , 
Z, - Ao.Zi-1 + Z,_1, 
(i=2,3, ... ,n* -j, O~j ~n*-2), 
in which V0 = Im V0 and V0 is defined by (3.27}. 
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(3.:~5) 
3.6 D esign Algorithm of Controllers 
Supposf' now that thPre exists a strict output dead-beat controller which satis-
fies Throrem 3.4. By modifying Algorithm 3.1, wr derive a design algorithm for 
computing thf' quadruple ( G, H, K, W) of thf' strict output dead-beat controller 
that brings thf' on tpu t from any initial state to zero in at most n • ( = n + v0 - 1) 
timr steps and therc>aftf'r keeps thf' output zero in spite of the existence of unknown 
input. In this algorithm, all closrd-loop eigenvalues of the augmPnted system are 
a.ssignrd zero and thr corrPsponding rigf'nvectors arr sc>lected to satisfy (3.29) with 
k0 = r*. 
Algorithm 3.2. 
1. Pick H0 at random to make A0 := A+ BH0C cyclic, and set A = A0 . 
2. Pick b = Bu so as to make (A , b) reachable. 
3. Set 
0 1 0 0 0 
0 0 1 0 0 
Wo= ,g = , hT = [ 1 0 ... 0 ] ' lxv 
0 0 0 1 0 
0 0 0 0 1 
vxl vxv 
where v := 110 - 1. 
4. By eigenvalue assignment, compute pr : 1 x n, '1/JT 1 x v, so that 
has the desired spectrum A •. For dead-beat control, choose A • = { 0}. 
5. Compute er, e:· : 1 X my (i E JL), not necessarily unique, such that 
r = -rc +~rcA+ + -rcA"- 1 +-rcA" p e1 e2 • . • e" e . 
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6. Compute e_T , e?' : 1 x m ( i E JL) such that 
er 
' 
-r ~r -r CA :::rc ~r e, - e, - e,+l I- ... - e" Av-•- e CAv- i+l, 
7. Set T := Wo + g'l//~', and computr k(, f.T (i = v, v- 1, ... , 1) from 
wherE' B, E R arr thc> coefficients of the minimal polynomial ofT. 
8. ComputE' f , from 
~T -Tc ~T ~TA k-TC ( · ) r 1 = e , r ,+1 = r, + ; , t E v - 1 . (3.36) 
9. Compute 
3.7 Numerical Examples 
Example 3.1. 
Consider the completE' system 
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(3.37) 
y(k) = [ 0 1 0 0 ] x(k), (3.38) 
z(k) = [ 0 0 1 -1 ] x(k), (3.39) 
with the observability index V0 = 4. From Theorem 3.1, we can construct the 
dynamic compensator of order 3 ( = v0 - 1 ), by which all closed-loop eigenvalues 
of the augmented systc>m are a.c:;signed to zero. Using Algorithm 3.2, the dynamic 
compensator is obtained a.c:; follows : 
(3.40) 
[ -1 l [ 1 0 0 l u(k) = 0 y(k) + 0 0 0 w(k). (3.41) 
For thE' system (3.37) (3.39), it is shown that r* = 5 satisfies the conditions (3.31) 
and (3.32) of Theorem 3.4. Therefore, the dynamic compensator (3.40) and (3.41) 
is a strict output dead-heat controller for the system (3.37)- (3.39). 
Example 3. 2. 
Consider the complete system 
x(k+ 1) = l! ~ ~ ~ l x(k) + l ~
0 0 0 0 
(3.42) 
y( k) = [ 0 1 0 0 ] x( k), (3.43) 
z(k)=[O 01 -1]x(k), (3.44) 
with the observability index V0 = 4. 
As Example 3.1, we can obtain the dynamic compensator for pole shifting re-
quirement, 
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w(k+ 1) = [ ~ ~ ~ ] w(k) + [ ~] y(k), 1(3.45) 
[ -1 l [ 1 0 0 l u(k) = 0 y(k) + 0 0 0 w(k). (3.46) 
For the systE-m (3.42)- (3.44), it is easily shown that thPre is no r* which satisfies 
(3.31) and (3.32) of Theorem 3.4. Therefore, the dynamic compensator (3.45)- (3.46) 
is a week output dead-beat controller and not a strict output dead-beat controller 
for the system (3.42) -(3.44). 
3.8 Conclusion 
In Chapter 3, we have considf'rf'd thE' problem of output dead-beat control 
with asymptotic disturbance rejection by dynamic compensation. With the aid of 
dynamic compensator, the arbitrary pole placement can hold when the estimates 
of the actual state are availahh" a.c:; well as via state feedback for the observable 
and controllable systems. We derivf'd a charactf'rization of all strict output dead-
beat controllers, which have robustnf'ss with rE'spect to disturbance input, by using 
an eigenvalue-generalized eigPnvPctor a.ssignment mPthod. It ha."3 shown that the 
problem of output dead-beat control with disturbancE' localization is more restrictive 




ADAPTIVE REGULATION Oli' 
LINEAR DISCRETE-TIME 
SYSTEMS WI'TH UNKNOWN 
INPUT 
4.1 Introduction 
In manufacturing systems and process control systems, the unknown input from 
the external system with unknown system parameters often causes troubles utnder 
operation. We are concerned with thr problrm of adaptive tracking of uncertain 
linear systems described by diffrr<>ncr equations which contain unknown parameters. 
The system to be considered here is thr control system with unknown input which 
can be interpreted as the statr variable of n.,-th ordrr (it is assumed to be known) 
state space model with unknown param<>trrs. This state space model of the unk][lown 
input is referred to as the unknown input generator. Since we have no information 
about the structure of the unknown input generator, it is assumed that it has the 
internal structure so that the n., dimensional state vector is generated from the time 
sequence of the scalar white Gaussian noise which is a.s.c;umed to have zero mean 
and a unity covariance. Although tht> actual system structure of the unknown input 
generator may be different from tht> derived state space model, the output variables 
of that state space model can be identified with the output of the actual system of 
the unknown input generator. 
The system to be considrred here (sr<.' Figure 4.1) is the augmented control 
system which is composed of the plant to be controlled and the unknown input 
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generator. It is known that, if the plant is observable and some rank condition for 
the augmented system (Lemma 4.1) is satisfied, there exists a state observer for the 
augmented state which includes the unknown input [36]. But such a rank condition 
can not be checked if the system matrix of the unknown input generator A., is given. 
It is well-known that from the controllability of the plant there exists a state 
feedback gain F which can assign the stable poles as the closed-loop poles of the 
plant, in case that the state of the plant are directly obtained, and no unknown 
input is introduced. But if there exists the unknown input in the plant, the output 
of the plant (which is r<'garded as a subsystem of the augmented system) cannot 
be settled to a finite value by using only such a feedback gain F, because the plant 
state includes the uncertainty. Furthermore, in spite of the observability of the 
augmented system, the accurate current state of the augmented system can not be 
obtained from the available system output, either. 
For the output regulation problem of the augmented system, first we have to 
estimate th<' current state of the augmented system from the available output. The 
dynamic controller is then constructed based on the estimated state. Here, in order 
to estimate the state of the unknown input generator, or the partial state of the 
augmented system. the linear functional observer of the augmented system and the 
adaptive state observer of the unknown input generator arc used. Using parameter 
identification algorithm and the stable adaptive estimation law, we show that there 
exists a dynamic controller which can reduce the undesirable effect of the unknown 
input and stabilize the output of the plant that is the controllable subsystem of the 
augmented system. The dynamic controller for the augmented system obtained here 
has two sub-controllers : one is in charge of stabilizing the output of the plant, and 
the other is in charge of compensating for the unknown input. 
T he rest of this chapter is organilr,ed as follows. In Section 4.2, some preliminary 
results and definitions are given. The linf'ar functional obs<'rver for the augmented 
system is derived in ordN to obtain the information about the output of 
the unknown input generator in Section 4.3. In Section 4.4, we give the structure of 
adaptive state observer and the adaptive rule of parameter identification. In Section 
4.5, we considf'r that the condition for the existcnc<> of the dynamic controller for the 
augmented system which forces the output to zero asymptotically and keeps it zero 
for any initial state x0 independent of the unknown input and furthermore main-
tain the closed-loop matrix of th<' controlled system to be stable. Some numerical 
examples with simulation results are given in Section 4.6. 
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Figure 4.1: Block diagram of a systC'm in which influences of disturbances are reduced 
by adaptiv<' state obsPrvation. 
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4 .2 Problem State ment and Preliminaries 
Consider a linear system with unknown input : 
x(k + 1) = Ax(k) + Bu(k) + Es(k), x(O) - x0 , k = 0, 1, 2,... (4.1) 
where x E R n, u E R r and s E Rn• denote the state, the control input and the 
unknown input, respectively, and A, B, E arc the constant matrices of appropriate 
dimensions. We assume' that x( ·) is not available dir<'rtly. The unknown input s( ·) 
is assumed to be the state vector of the following unknown input generator : 
s(k + 1) =- A 8 s(k) + b8 w(k), s(O) =so, k = 0, 1, 2,... (4.2) 
wher<> wE R 1 denotes the scalar white Gaussian noise with zero mean and a unity 
covariance and A .. , b .. arc matrices of unknown parameters. From (4.1) and (4.2), we 
obtain the augmented control system, which is illustrated in Figure 4.2, as follows : 
Xe- [ ~] , Ae = [ ~ i ] , Be= [ ~ ] , bse = [ ~ l·Ce = [ C C .. ) . (4.5) 
The state x( ·) of the plant is regarded as the sub-state of the augmented system 
(4.3). We assume that we can only obtain the output Ye(·), as the measurement 
output which includes the output of the unknown input generator. 
Now we make the following assumptions : 
(A.l ) The triplet (C, A, B) is complete. 
That is, the pair (A , B) is reachable, 
and the pair ( C, A) is observable. 
(A.2) C has full rank, Cs :f. 0, As :f. 0 and A .. is stable. 
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w(k)0 +0-· s(k) - bs ~ C' f + s 
A.., 
E 
u(k) G x(k) -~ -- B q-1 c 
+ + Yc(k) 
A 
Figure 4.2: Block diagram of th<> augmented system to be controlled. 
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It is known that thf' existence condition of a full order observt>r for the augmented 
system (4.3), (4.4) with b11, = 0 (LE>mma 4.1) [36]. 
Lemma 4.1 The full order state observer for the augmented system {4.3), (4.4) 
with b6 e = 0 can be con!ltructed if and only if 
1. The pair ( C, A) is observable. 
2. 
[ 
c ell ] 
rank )...I- A -E = n + n 11 , 
0 >..I-A11 
(4.6) 
where ..\ E <7(A,). 
Assuming {A.l), if (4.6) is satisfi<>d for the augmented system (4.3), (4.4) with 
b,e _ 0, then we can cstimatt> the whole stat<' .re(k) which includes the unknown 
input s( k) by using a full order stat<> observer. But the rank condition ( 4.6) cannot 
usf'd here, bN'ause thf' matrix A 8 is not known and b8 e =I 0. 
From the reachability of the pair (A, B), it is well-known that there exists a stat<> 
feedback gain F such that 
(4.7) 
and 
IIA+BFII < 1. (4.8) 
In the augmentt>d system ( 4.3),( 4.4), it is hardly possible that tht> feedback controller 
using only such a gain F stabili7.f's the output of the plant because the unknown 
input affects the transirnt and stE>ady state responses of th<> augmented system. In 
this chapter, we propos<> the modzfiFd feedback control method, in which the above· 
mentioned feE'dback gain F and the compensator for the unknown input are used. 
In order to use the state feedback gain F such that ( 4. 7), ( 4.8) is satisfied, the 
current state x(k) must bt> reconstructed by using the available input and output 
data. 
(1) The case 1 : Cis of column full rank. 
For the case that C is of column full rank, which means that the output Ye( k) 
includes all elements of the plant state x( k ), and p 2: n, so this case is however 
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restrictive situation, the current state x(k) of the plant can be reconstructed from 
( 4.4) by using the pseudo-invf'rse of C 
(4.9) 
where the relation (c;'l'C)- 1CI'C - In holds. Then, using a feedback gain F which 
satisfies (4.7) and (4.8) , we obtain the feedback control input uc(k) as follows: 
Uc(k) = Fx(k) 
= F{(crc) 1c;'l'ye(k)- (CTC)- 1c;'l'C6 s(k)}. (4·10) 
(2) The case 2 : C is of row full rank. 
For the case that C is a row full rank matrix, we cannot derive the current 
state .r(k) of the plant, becaus<' (Crc)-1c"'C =I In. But in this cas£', as (C' , .4) 
is observable, we can construct a full order observer with dead-beat property to 
estimat<' the plant state x(k) [36]. 
Lemma 4.2 Define the full order state observer for the plant (4.1) : 
x(k + 1) = Ax(k) + Bu(k) + Cye(k) + Es(k). 
If the matrices A, B, 6, E satzsfy 
A - A - CC, A : nilpotent, 
B - B, 
E - E-GGs, 
then, x(k) estimates x(k) exactly after a finite number of steps, i.e., 
i( T + i) = .r( T + i), i 2: 0 1 T > 0, 




We call the observer ( 4.11 ), which satisfit>s ( 4.13), an unbiased observer or a dead-beat 
observer. 
For thC' case Cis of row full rank, we obtain the feedback control input uc(k) as 
follows : 
uc(k) = Fx(k). ( 4.14) 
In (4.10)(in the case C has column full rank), uc(k) includes the unknown input 
s(k) which is not avruJable. In ( 4.11)(in the case C has row full rank), x(k) can. only 
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estimate by using s( k) which is not available either. Furthermore, in the control 
process, in order to compensate for the unknown input, we must estimate s(k) 
by other means. We propose the way of estimating s( k) by using the functional 
observer for the augmented system ( 4.3), ( 4.4), and the adaptive state observer for 
the unknown input generator ( 4.2). 
4.3 Linear Functional Observer 
for the Augmented System 
Now consider a linear functional Ys(k) of the augmented state xe(k) : 
where 




Our problem of this section is to construct a p-th order estimator (see Figure 4.3) : 
z(k + 1) = Lz(k) + Mye(k) + Ju(k), z E R P, ( 4.16) 
( 4.17) 
such that the output Ys(k) estimates Ys(k)(= zrxe(k)) exactly after a finite number 
of steps, i.e., 
(4.18) 
for some integer r, i.e., the observer ( 4.16) and ( 4.17) is an unbiased observer. The 
following lemma states the existence condition of the unbiased observer for ( 4.15). 
Lemma 4.3 Assume that the pair (hT, L) of the linear functwnal observer (4.16}, 
(4.17} is observable. This linear functional observer is an unbiased observer for 
{4.15} if and only if there exists a matrix Ue E R px(n+n.) such that the quintuple 







+ z(k) +1 Ys(k ~r -1 J hT - q - ... 
+ ~ + + 
L 





UeAe - LU~+MCe, (4.19) 
zr 
-
hrUe + gTCe, (4.20) 
LT 
- 0 1 ( 4.21) 
J - UeBe , ( 4.22) 
Uebse - 0. ( 4.23) 
By Lemma 4.3, W<" cannot check th<> c>xistence of the unbiased observer for the 
augmented system because the explicit form of unknown parameters As and bs are 
n<"C<"ssary in (4.19) and (4.23). But with some specifications for the augmented 
systrm, we can always construct a linear functional observer for this augmented 
system. The following lemma. states thr r.xistence condition of the unbiased observer 
for the linear functional ( 4.15) wher<" we do not know As and bs of unknown input 
generator. 
Lemma 4.4 As.5ume that the pair ( h r 1 L) is observable and parameters As, bs are 
not kuown. Then, a linC'ar functional observer for (4.15} exists as an unbiased 
observer if and only if there exists a matrix U E R pxn such that the quintuple 
( L, M, ] 1 h T, gT) satisfies 
UA -
UE -
hTU + gTC 
where 'Y = [ 10 .. · 0 ]T E R n•. 




LU+MC I (4.24) 
M Cs1 (4.25) 
0 1 (4.26) 
gTCs, (4.27) 
01 ( 4.28) 
UBI (4.29) 
Theorem 4.1 Let assume that the augmented system {4.3},(4-4) is observable, and 
let tis observability index be p+l. Then, for the linear functional {4-15}, there exists 
a p dtmensional unbtased observer {4.16},(4.17}. 
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Proof. The solvability of ( 4.19)-( 4.22) in Lemma 4.3 is <>quivalent to the fact that 
there exist p dimensional v<>ctors 6, 6, ···,~H-I which satisfy 
( 4.30) 
where <p( ·) is the characteristic polynomial of L [35]. It is proved that ( 4.3:0) is 
always satisfied if thr a.ugmentPd systrm is observa.hlr. ThPn, thf'rr <'xists a set 
of Ue which satisfies (4.19)-(4.22). By sc>lPcting Ue of (4.23)1 we can obtain the 
quintuplc> (L, M 1 J, hr, gT) from~~ (i = 1, 21 • • ·, p + 1). 
Theorem 4.2 For the~ augmented sy:;tem {4 .3),(4-4), let assume that parameters 
As and b~ in Ae and bsr are not known. Then, for the linear functional {4.15}, there 
exists a p dimensional unb1ased observer {4-16},(4.17) tf there erist p dtmensional 
Proof. Since the matrix Lis nilpotrnt from (4.28), W<" ma.y take 
0 0 0 0 
1 0 0 0 
L= 0 1 0 0 , hr = [ 0 • 0. 0 1 ] 0 
txp 
( 4.32) 
0 0 1 0 pXp 
Let 
( 4.33) 
then, (4.24) and (4.25) become 
uTA -mTc, ( 4.34) 
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u; A = uf_ 1 + m; C , ( i = 2, ... , p) , (4.35) 
u; E = m; C11 , ( i = 1, 2, ... , p) . (4.36) 
Eliminating ui, ... , u;;_1 in ( 4.35), we obtain 
uf = u;;Ap-t- (m;;CAP-2 + m;;_1CAP-3 + .. · -t miG). (4.37) 
Substituting ( 4.37) a.ncl the equation u'J: = -gT C d<'riV<'d from ( 4.26) into ( 4.34), it 
follows that 
(4.38) 
Similarly, substituting ( 4.37) and the equation u'J: = -gr C d<'rived from ( 4.26) into 
(4.36) at i = 1, 
(4.39) 
From (4.38) and (4.39), we obtain 
(4.40) 
where 
- [A E l Ae := 0 0 . 
Using the vectors ~1 , ~2 , • • ·, ~p+t satisfying th(' relations of the first column and the 
sE-cond column of (4.31), (4.40) becomes 
If we choose 
gT - e;;+l ' 




then ( 4.42) and ( 4.43) arE' thC' particular solution of ( 4.41 ). We obtain the vector 
u'J: by substituting ( 4.42) into ( 4.26). Substituting this VE'ctor u'J: and the ve·ctors 
m; of (4.43) into (4.35), we havE' u;;_ 1, ••• , uf in sequt-nre. Next, we ran show that 
the vectors u'J:, . .. , uf satisfy ( 4.36) a.c; follows. Substituting u'J:, .. . , uf, m;;, ... , mf 
into ( 4.36), it follows that 
{[Cs + ~[CE + · · · + ~J+ 1 CAP-2 E - 0 
{f'Cs +{[+ICE+···+ ~J+ 1 CAP-'E - 0 
-T -r -r 0 ~p-tCs + ~P CE + ~P+ 1 CAE -
-7' -T 0 ~P C11 + ~p+ICE -
The abovC' equations arE' satisfied by th<' r<'lations of thE' third column, the fourth 
column, ... , the (p + 1)-th column of (4.31). Furthermore, (4.27) is satisfie·d by 
the relation of the (p + 2)-th column of (4.31). Finally, constructing the matrix J 
from (4.29) in which the vC'rtors u'J:, ... , uf arC' used, we obtain thE' p dim<'n.'iional 
unbiased observer (4.16),(4.17). 
Remark. Theorem 4.2 holds ind<'pendC'nt of the observability of the augmented 
system (4.3),(4.4). If thE' aup;mPntC'd systC'm (4.3),(4.4) is observable and its observ-
ability index is Jl0 , then we can take p - Jlo - 1 in Theorem 4.2. 
By using the estimatf' Ys(k) throup;h thC' linC'ar functional observer, we will con-
struct the unknown input obsE'rvC'r using an adaptivE' observer. 
4.4 Adaptive State Observer for the Unknown 
Input Generator 
The estimate Ys(k) of thE' lin<>ar functional (4.15) is regarded as the scalar output 
of the unknown input generator ( 4.2). Then, we can rewrite ys( k) as 
(4.44) 
where 1 = [ 1 0 · · · 0 ]T E R n•. The unknown input generator ( 4.2) can be described 
by 
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s(k + 1) = [a, I ~ ] s(k) + b11w(k), (4.45) 
where d = [ll···lJT E Rn·-I, A= diag().,) (i = 2,3, .. ·,n~~) with j>.,j < 1, 
and a, = [at. a2 , • • ·, an.}, b, = [ b1, b2, • • ·, bn.] ar<' unknown parameters. Now 
introducing state variabl<' filters [34}, nt>w variable's are ddined as follows : ( i = 
2,3, · · · ,nil) 
v,(k + 1) = >.iv,(k) + 'Y~~(k), 
ti(k + 1) = >.,t,(k) + w(k), 
whcr<' !>.,! < 1 and >., i >.i if i i j. 
Using (4.46), from (4.45), it follows that 
s,(k) - a,v,(k) + b,t,(k) + (>.,)kso., 
(s0, = s,(O), i = 2, 3, · · ·, n,) 
n. 
y,(k + 1) - >. 1y,(k) + (a1 - >. 1)y,(k) + L a,v,(k) 
n. "• 
+ b1w(k) + L:b,t, (k) + 2:(>.,)ks0., 
•=2 •=2 
where l>.d < 1 and s(k) = [y,(k), s2(k), .. ·, sn.(k)]. 
Now the adaptive state obs(>rver is dC'finPd as 
Sj(k) - ai(k)vi(k) + bjt,(k) + (>..l.9oa I 
(so. = .s,(O), i = 2, 3, ... Ins) 
n. 
y,(k + 1) - .Ad/,(k) + {a 1(k + 1)- >. 1}y,(k) + l:a.(k + l)v,(k) 
•=2 
n. n. 
+ b1(k + l)w(k) + L:b,(k + l)t,(k) + L(>.,)kso •. 









a1(k)- a 1 
a2(k) - a2 
·- [ Ys(k) l - ·-[ V2~k) l . . [ w(k) l . [ t2~k) -
v(k) .- v(k) , v(k) .- : , t(k) .= t(k) , t(k) := : 
Vn.(k) tn.(k) 
n. 
fo(k) :- I)>.,}"(so,- so.). 
Then, the adaptive rule for parameter identification is given by 
e(k + l) = e(k) _ aoq(k- l)er(k)q(k- 1) 
>.ma:cQT(k- l)q(k- 1) ( 4.50) 
where 0 < a < 2, o is a real symmetric positive matrix and Amax is the maximal 
eigenvalue of o. Furthermore, the paramctN adaptive law is 
(4.51) 
The above-mt>ntioned design method of th<' adaptivr observ(>r is similar to the design 
method of Liiders-Narendra type adaptivr obsrrver [51]. 
Since .S, ( k) is given from ( 4.4 7) by using identifi<'d parameters and Ys( k) is given 
from (4.48), we can obtain the estimate s(k) = [Ys(k), s2(k), .. ·, s11.(k)] of the 
unknown input s(k). 
4.5 Dynamic Output Control 
In this section, we considf'r th<' control problem for the augmented system ( 4.3) 
so that the controlled output is driven to zero asymptotically and is kept ze:ro in-
dependent of the unknown input, and furth<'rmore the closed-loop matrix of the 
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system ( 4.1) is maintained to be stable. We can construct a dynamic controller for 
the system ( 4.3) by compensating for the unknown input. 
Theorem 4.3 Assume that the augmented system (4.3}, (4.4) satisfies (i} (A.l ), 
(ii) (A.2). Now consider the output control problem in which the output to be 
stabilized to zero is given by 
Yo(k) - D x(k), 
[D O]xe(k), 
and the following input is used as a control input : 
1. For the case that C is a column full rank matrix, 
iic(k) + Ts(k) 
_ F{(C'l'c)-1C'l'ye(k)- (C'l'C)-1C'l'Css(k)} + Ts(k). 
2. For the case that C is a row full rank matrix, 
um(k) - uc(k) + Ts(k) 





where x(k) is the estimate of the system state x(k) derived from the full order 
state observer {4.11}. 
In (4.54} and (4.55}, s(k) is the estimate of the unknown input s(k) which is the 
state of the unknown input generator {4-2}, and s(k) is obtained by using a linear 
functional unbiased observer {4-16},(4.11} which is given by Theorem 4.2 and an 
adaptive state observer (4.41},(4.48}. Then, this modified control input um(k) can 
drive the output {4-52} to zero asymptotically, and maintain the internal stability of 
the system to be controlled {4-1} if and only if there exist the matrices F E R rxn 
and T E Rrxn. such that the following two conditions are satisfied. 
1. The feedback control gain F, which satisfies { 4. 1} and { 4. 8), meets the following 
(A + B F) V* C V* , ( 4.56) 
where 
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V* := supZ:(A, B; KerD), 
that is, V* is the maximal (A, B)-invariant subspare included in Ker D (see 
{1.19} /85}). 
2. The compensator gain T satisfies 
Im ( E + BT) C V* . (4.57) 
Proof. 
(1) The proof for the ra..c;e that Cis of column full rank is as follows. 
Substituting um(k) of (4.54) for u(k) in (4.3), we obtain 
AeXe(k) + Beum(k) + bsl'w(k), 
Aexe(k) + Be{F(C'l'C)-1C'l'Cexe(k)- F(C'l'C)- 1CI'C.,s(k)} 
+BeTs(k) + b8('w(k). 
(4.58) 
From (4.58), the state x(k) of the system (4.1) is described by 
x(k+l) = (A+BF)x(k)+Es(k)+BT.9(k)+BF(CTCt 1CTCs {s(k)-s(k)}, (4.59) 
where the relation ( cT C)-1C'l' C = In is used. In ( 4.59), it is assumed that s is the 
unbiased estimate of a disturbances, that is, for some integer N (> 0), 
s(k + N) = s(k + N), (k > 0, N > 0) (4.60) 
(Necessity) In order to maintain thE' int<'rnal stability of the system (4.59), the 
closed-loop system map must hE' stahl<>, that is, IIA+BFI I < 1. From the reachability 
of the pair (A, B) ( (A.l) ), we ran always choose such a fE>E>dback gain F that 
( 4.8) holds indepE>ndent of A 8 ( ( 4. 7) ). Substituting ( 4.59) into ( 4.52), it follows 
that 
Yo(k) Dx(k) 
- D[(A + BF)kx0 
+ 'Lf~d(A + BFl-t-iEs(i) 
+ 'Lf~01 (A + BF)k-l-•BTs(i) 
+ 'Lf~01 (A + BF)k-t-iBF(C'l'C)-1C'l'C.,{s(k)- s(i)}]. 
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(4.61) 
Since the control input um(k) can drive the output Yo(k) of (4.52) to zero asymp-
totically, Yo(k) must converge to zero as k -+ oo. The first term of the right-hand 
side in ( 4.61) converges to zero for any initial state xo, that is, 
(A+ BF)kxo--+ 0 ask-+oo, 
by using F such that IIA + BFII < 1. From (4.60), it follows that 
ls(k + N)- s(k + N)l = 0, (k > 0) 
for some intf'ger N > 0. Then, Yo(N + k) becomes 
Yo(N + k) = D[(A + BF)N+kxo 
+ L:~tk-1 (A + BF)N+k-I-•{Es(i) + BTs(i)} (4.62) 
+ 2:~0(A + BF)N+k-•BF(CT'Ct1CT'Cil{s(i)- s(i)}] 
The third term of the right-hand side in ( 4.62) is thE' finite summation with respect 
to the term 
therefore 
N 
L:(A + BF)N+k-•8(i)--+ 0 as k-+ oo, 
•=0 
by using the stable closed-loop matrix A+ BF. 
As the s<>cond tE>rm of the right-hand side in ( 4.62) is described by 
- l:~t'+l(A + BF)N+k-1-i(E + BT)s(i) 
+ 2:~0(A + BF)N+k-t-•{Es(i) + BTs(i)}, (4.63) 
it follows that 
N 
L:(A + BF)N+k- 1-'{Es(i) + BTs(i)}--+ 0, (4.64) 
as k -+ oo. Finally, in order to drive the controlled output Yo to zero asymptotically, 
it is necessary to satisfy the following condition 
N+k-I I: (A+ BF)N+k-1-'(E + BT)s(i) E Ker D, (4.65) 
a=N+l 
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as k -+ oo. The condition ( 4.65) is the one of the disturbance decoupling with 
respect to the term (E + BT)s(i). The disturbance decoupling problem for the 
condition ( 4.65) is solvable if and only if there e.xists a matrix T satisfying ( 4.5 7), in 
which V* must be chosen such that ( 4.56) is satisfied because the closed loop system 
map must be stable. 
(Sufficiency) Suppose that F and T of (4.54) arc chosen such that the conditions 
1 and 2 are satisfied. Substituting U111 (k) of (4.54) for u(k) in (4.3), we obtain th<' 
controlled output Yo as ( 4.62) . From the stability of the closed-loop matrix A+ BF 
and ( 4.60), the first and the third t<'nu of th<' right-hand side in ( 4.62) are driven 
to zero as k -+ oo. The second term of the right-hand side in ( 4.62) is rewritten as 
( 4.63), in which the second term of th<' right hand side is driven to zero as k --t oo. 
Furthermore, the first term of the right-hand side in ( 4.63) is decoupled relative to 
the output Yo from ( 4.57). Thus, the control input Um of ( 4.54) drives the output 
to zero asymptotically and maintains the internal stability of the system ( 4.1 ). 
(2) The proof for the case that C is of row full rank is as follows. 
Substituting um(k) of (4.55) for u(k) in (4.3), we obtain 
Xe(k + 1) = ~:re(k) + Beum(k) + b6eW(k), 
= Aex,(k) + BeFi(k) + BeTs(k) + b6 ew(k). (4.66) 
From (4.66), the state x(k) of the syst<'m (4.1) is described by 
x(k + 1) = Ax(k) + BFx(k) + Es(k) + BTs(k). (4.67) 
Using ex(k) := x(k)- x(k), (4.67) is rewritten as 
x(k + 1) =(A+ BF)x(k) + BFex(k) + Es(k) + BTs(k). (4.68) 
In (4.68), it is assumed that x(k), s(k) arc the unbiased estimates of the system 
state x( k) and a external disturbance s( k) respectively, that is, for some integers 
N1, N2 (> 0), 
i(k+NI) = x(k+Nt), ex(k+Nt)=O, (k>O, Nt >0), 
s(k + N2) = s(k + N2), (k > 0, N2 > 0). 
Taking N > 0 such that N := max(N1 , N2 ), then (4.68) becomes 
x(k + 1) =(A+ BF)x(k) + (E + BT)s(k), k ~ N. 
(4.69) 
(4.70) 
The open-loop system poles of th<' augmented system ( 4.3), ( 4.4) with the full 
order state observer (4.11) is described by u(Ae)ffiu(A). Then, in order to maintain 
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the internal stability of the systPm (4.70), the clos<'d-loop system map must be 
stahl<', that is, IIA + BFII < 1, because A8 is stable ((A.2)) and A is nilpotent 
(Lemma 4.2), 
Thus, thf' nPressity and sufficiency is proved in the same> way as the case that C 
is of column full rank. 
4.6 Numerical Examples 
Example 4 .1. 
Consider the plant with unknown input : 
(4. 71) 
wherp the unknown input s( k) is assumed to be the state variahl<> of the unknown 
input generator of dimension 3 which is assumed to be known. Although A is 
unstable ( u(A) = {±i}, where i is th<' purely imaginary number), we can choose 
a fe<>dhack control gain F such that u(A + BF) = {±0.5} which is a set of stable 
closed-loop poles bt>cause thf' plant ( 4. 71) is reachable : 
F = [ 1.2~ ~ l· (4.72) 
The augment<'d system is givrn by 
x,(k+I) = [ -L~; ~ 1. ~ ] x,(k)+ [ L~ ] u(k)+ [ ~: J w(k), (4.73) 
y,(k) = [ ~ ~ -~ ~ ~] x,(k) ( 4. 74) 
In this example, C has column full rank. 
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Let 
Y~(k) = [0 01 OO]x~"(k). (4.75) 
Although we don't know the augmPntc>d systc>m (4.73),(4.74) is obsE-rvable> or not, it 
may be considered that the ordc>r of th<' linc>ar functional observer, p, is less than or 
equal to 4, from the ohs<'rvability matrix, and the plant is 2 dimc>nsional obsE-rvable 
systf'm, we can a.c;sump that p is 2 or 3. FurthermorE>, a.c; we have a.ssumf'd that 
the order of the unknown input gen<'rator is 3, we ran a.c;sume that p = 2 without 
any restriction. According to Theorem 4.2 such thrN' dimc>nsional vectors i i i 
' <,1,<,2,<,3 
which satisfy ( 4.31) are given by 
{, = [ =~:;~ l· {, = [ 0~~ l· {, = [ i l· (4.76) 
Therefore, using ( 4. 76) and Lemma 4.4, we obtain the linear functional observer of 
2 dimension as follows: 
u = [ -0.5 -0.25] 
_ 1 _ 1 (from Lemma 4.4), (4.77) 
z(k+ !) = [ ~ ~ l z(k) + [ !.~ -~ ;~ -o=n y,(k) + [ -~~ -o=n u(k). 
( 4. 78) 
Ys(k)=[O 1].:(k)+[11 O]y,(k). (4.79) 
From (4.45), the unknown input generator ra.n be written as 
s(k + !) = [ a, 1 1 l 
-0.5 0 s(k) + b~w(k), 
0 0 
( 4.80) 
where as = [ a1 a2 a3 JT and b8 = [ b1 b2 b3 JT ar<' unknown paramPt<'rs. Introducing 
state variahl<' filters according to ( 4.46), new variables are d£>fined as 
-0.5v2(k) + fh(k), 
-0.5t2(k) + w(k). ( 4.81) 
v3(k + 1) = Ys(k), t3(k + 1) = w(k). ( 4.82) 
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Ys(k + 1) 
- a2v2(k) + b2t2(k) + (-0.5)kso2, 
- a3v3(k) + b3t3(k), 
- 0.25y,(k) + (a1 - 0.25)y8 (k) + 2:~=2 a,vi(k) 
+ b1 w( k) + 2:~=2 biti( k) + ( -0.5 )k so2, 
(4.83) 





Ys(k + 1) 
- a2v2(k) + b2t2(k) + ( -0.5)kso2, 
- a3v3(k) + b3f3(k), 
- 0.25:Q11 (k) + {ilt(k + 1)- 0.25}Ys(k) 
+ 2:~=2 ai(k + 1)vi(k) + bt(k + 1)w(k) 
+ 2:~=2 b,(k + 1)ti(k) + (-0.5)kso2· 
Defin<> e1(k) := Ys(k)- Ys(k). Th<-n the error equation is 
e 1(k + 1) - 0.25e1(k) + {a1(k + 1)- ai}ys(k) 
3 




In (4.86), unknown paramPters {ai(k)-ai},{bi(k)-bi} (i = 1,2,3) are identified 
by the adaptivE' rule (4.50) and a11 (k),b 11 (k) are identified by the adaptive law (4.51). 
Taking, from (4.52), 
D~l~n. 
then, the feedback gain F (4.72) satisfies the condition 1 of Theorem 4.3. Using the 
estimate ,<;( k) (in ( 4.84) ) and choosing T which sati.sfies the condition 2 of Theorem 
4.3 as 
[ -1 0 0 l T = -E = 0 -1 0 , ( 4.87) 
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finally, we obtain the modifiC'd control input um(k) from (4.54) as 
[ 0 0 0 l [ -1 0 0 l Um(k) = 1.25 0 0 Ye(k) + 1.25 -1 0 s(k). ( 4 .  88) 
This control input Um ( k) i~ the state dPad-beat controller for the plant ( 4. 71 ). Jr'ig-
ure 4.4 and 4.5 show thE' bPhavior of the> output Yo(k) of the plant (4.71) based! on 
the feedback gain F (given by ( 4.72)) under unknown input. Figure 4.6 and 4.7 show 
the behavior of thE> output Yo( k) of the plant ( 4. 71) ba.c;f'd on thE' proposed controller 
um(k) (given by (4.88)) under unknown i.nput, wherE' thE' st.atr T(k) is forcPd to zero 
from the initial state x 0 = [ 1 1 jT. Figure 4.8 shows thE> ohs(lrvation procf'ss of 
the linear functional Ys, in which the estimate Ys presents the unbias<'d estimate of 
Ys· The estimation process of thE' disturbancE> s(k) is shown in Figur(l 4.9, 4.10 and 
4.11. Figure 4.12 and Figure 4.13 show the estimation procr.ssrs of the unknown 
parameters as and bs in ( 4.80). In thi.s example, the truE' values of a8 and b11 are 
a8 = [ -1 - 0.5 0.1 jT and b11 = [ 0.5 - 0.25 0 f. Finally, FigurE> 4.14 shows the 
transient response of the error equation ( 4.86), which shows the> adaptive c>stimation 
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Figure 4.4: Behavior of the first element y01 (k) of the output Yo(k) based on the 








Figure 4.5: Behavior of th<' second elrmt>nt Yo2(k) of th<' output Yo(k) based on the 


















Figure 4.6: B£>havior of the first element y01 ( k) of the output Yo( k) based on the 


















Figure 4.7: B£>havior of thE' second elem£>nt y02(k) of the output Yo(k) based on the 
proposed controller um(k)(Example 4.1). 
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Figure 4.12: Estimation process of the parameter as(Example 4.1). Figure 4.13: Estimation process of thf' parameter b8 (Example 4.1 ). 
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Figure 4.14: Behavior of the adaptive estimation error e1(k)(Example 4.1). 
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Example 4.i. 
Consider the plant with unknown input : 
x(k + 1) = [ -~ -~ ~] x(k) + [ ~ ~] u(k) + [ ~ ~ ~] s(k), (4.89) 
0 20 00 000 
where the unknown input .s(k) is assururd to br the state variable of the unknown 
input generator of diruension 3 which is a.ssuruecl to be known. Although A is 
unstable ( a(A) = {0.76±0.86i, -1.52}, where i is the purely imaginary nu:mbrr), 
we can choose a feedback control gain F such that a( A+ BF) = {0.0, 0.0, 0.0} 
which is a set of stable closPd loop polPs lwcausP the plant ( 4.89) is rcachabl,c : 
[ -1 0 0 l F ~ 2 1 -1 . ( 4.90) 
The augmented system is givrn by 
x,(k+l)= r 
1 1 0 1 0 0 
] x,(k) + r ~ ~ ] u(k) + [ ~: l u•(k)' -2 -1 1 0 1 0 0 2 0 0 0 0 
03x3 A., 03x2 
(4.91) 
[ 1 0 Oil 0 0] ( 4.92) Ye(k) = 0 1 0 0 0 0 Xe(k). 
In this example, C has row full rank. 
Define a full order state observer (4.93) according to Lemma 4.2: 
[
0 1 0] [1 0] x(k+1)-= 0 0 1 x(k)+ 0 1 u(k) 
0 0 0 0 0 
( 4.93) 
Let 
y.,(k) = [0 0 010 O)xc(k). ( 4.94) 
According to Theorem 4.2, such two dimensional vectors 6, 6 which satisfy 
( 4.31) are given by 
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- [ -1 l - [ 1 l 6 = -1 ,6 = 0 . (4.95) 
Therefore, using ( 4.95) and Lemma 4.4, we obtain th<' linear functional observer of 
1 dimension as follows: 
z(k + 1) = ( -1 -1 ] Ye(k) + ( -1 0 ] u(k), ( 4.96) 
Ys(k)= z(k)+[1 O]ye{k). ( 4.97) 
Using the sam<' d<'scription of the unknown input generator ( 4.80), the construc-
tion of the adaptivc state observ<'r is the same as Example 4.1. 
Taking, from {4.52), 
[ 1 0 0 l D- 0 1 0 , 
then, the feedback gain F ( 4.90) satisfiPs the condition 1 of Theorem 4.3. Using the 
estimate s(k) (in {4.84)) and choosing T which satisfies the condition 2 of Theorem 
4.3 as 
[ -1 0 0 l T = 0 -1 0 , {4.98) 
finally, we obtain the modified control input urn(A:) from (4.55) as 
[ - 1 0 0 l A [ -1 0 0 ] -Urn(k) = 2 1 _ 1 x(k) + O _ 1 0 s(k). ( 4.99) 
Figure 4.15, 4.16 and 4.17 show the behavior of the estimate x(k) of the full 
order observer {4.93) ba..'3ed on the estimatPd unknown input s(k) derived from 
the adaptive state observer, Figure 4.18 and 4.19 show the behavior of the output 
Yo(k) of the plant (4.89) based on the propost"d controller urn(k) (given by (4.99)) 
under unknown input, where the output Yo(k) is forced to zero from the initial state 
x 0 = [ 1 1 f. Figure 4.20 and Figure 4.21 show the estimation processes of the 
unknown parameters a., and b8 in (4.80). In this example, the true values of a., and 
b8 arc a.,= [ -1 -0.5 0.1]T and b.,= [ 0.5 -0.25 0 ]T. Finally, Figure 4.22 shows the 
transient response of the error equation ( 4.86), which shows the adaptive estimation 
error tends to zero as time-steps. 
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Figure 4.15: Behavior of the estimate .i; 1 ( k) of i( k) bascd on the estimated unknown 
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Figure 4.16: Behavior of the estimate x2(k) of x(k) based on th<' estimated unknown 
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Figure 4.19: Behavior of the second element Yo2( k) of the output Yo( k) based on the 
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Figure 4.22: Behavior of the adaptive estimation error e1 (k)(Example 4.2). 
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4. 7 Conclusion 
The dynamic regulation problem for linear discrete-time systems with uru'lmown 
input has been considered. In this problem formulation, it is hardly possible to make 
the output of a plant asymptotically stable• through a feedback controllE-r without 
compensating for the unknown input. We have proposed th<> dynamic controller 
which stabilizes the output of a plant by using a feedback gain and compensates 
for unknown input by using the unknown input observer through a linear funC'tional 
observer and an adaptive state observer. The unknown input obs<>rver proposed 
here gives the estimate of unknown input from the availabl<' output Ye(k) and the 
scalar white• Gaussian noise which is assumed to be the input of th<' unknown input 
generator. Since unknown paramc>tNs of the unknown input generator can be• iden-
tified by using adaptivE' state observer, it is possible to compensate for unknown 
input by the proposed dynamic controller when any parameters of the unknown 




DUAL CONTROLLERS FOR 
LINEAR DISCRETE-TilVIE 
SYSTEMS WITH UNKNOWN. 
INPUT 
5.1 Introduction 
Thc controller d<'sign method using the adaptive control is one of the most 
useful d<'sign methods in modern control th<'ory. The adaptive controller is a control 
algorithm which is capabl<' of initially tuning itself and of retuning itself in the event 
that the process charactrristics subsequ<'ntly change. Although, in this algorithm, 
the parameter adaptation process must br <'Xecuted in ord<'r to attain th<' prescribed 
control action, there are identification <'rrors in the estimat<'d parameters from the 
beginning to the end of parameter estimation process. The response of the plant 
output to be controll<'d is, therefore, disturbed due to such adaptation errors at least 
until th<' adaptive algorithm converges successfully. 
In this chapter, we' ar<' concern<'d with the control problem of uncertain ]linear 
systems d<'scribed by difference equations which contain unknown parameters .. For 
these systems, the dual controller is proposed which implements effici<>nt control 
actions by using two kinds of controllers the stochastic sub-optimal regulator and 
the dct<'rministic adaptivc> regulator and switching them effectively. 
Figure 5.1 illustrates the control syst<'m with the dual controller. The controllers 
used here are designed for the augment<'d system composed of the plant to bE· con-
trolled and the unknown input generator (see Chapter 4). Because the unknown 
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input generator is assumed to have a linear system structure with random input, 
the optimal regulator is derived for a stochastic problem formulation. The stochastic 
discrct~time linear optimal regulator with the quadratic criterion in a finite time 
interval to be minimized is obtained by the form of a f<>edback controller with the 
time-variant gain and the estimate of the state variable [7, 46]. On the other hand, 
the present adaptive regulator uses the time-invariant fr<•dback gain. 
In the control action using th<> dual controller, when th<• plant begins to work, 
the optimal regulator begins to control the plant first and the parameter estimation 
process begins to work at the same time. Until thr estimation error decreases in 
th<' adaptive process, the optimal regulator continues to control the plant. When 
thP estimation error becomes sufficiently small, th<• controller is switched and the 
adaptive regulator begins to control the plant instead of th<' optimal regulator. When 
the uncertainties becomes large as the paramctNs of the unknown input generator 
chang<> during control process, the adapt1ve regulator is rcplared by the optimal 
regulator again until the next estimation process converges. 
Thcrc are mainly two reasons why thes<' two controllers are used together for a 
singl<' plant. On<' is the adaptive control algorithm inhN<'ntly includes estimation 
errors in transient responses. Another is the stochastic: optimal regulator gives the 
optimal response so that the performance criterion is minimiz<'d, but the responses 
using the stochastic optimal regulator includ<' larger errors than those using the 
adaptive r<'gulator with unbiased estimat<'s. 
The r<'st of this chapter is organized as follows. In Section 5.2, the problem 
formulation and definitions are given. Thf' stochastic sub-optimal regulator com-
posNl of th<' optimal gain and the sub-optimal estimat<' is derived in Section 5.3. In 
Section 5.4, we consider that the switching schcm<' betw<'en the adaptive controller 
(Chapter 4) and the stochastic sub-optimal regulator (S<'ction 5.3). A numerical 
example with simulation results is given in Section 5.5. 
5.2 Problem Statement and Preliminaries 
The control system to be considered here is the samr as the system of Chapter 
4. The augmented system composed of the plant to be controlled and the unknown 
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Xe = [ ~ ] , Ar = [ ~ ! ] , Be = [ ~ ] , bst = [ ~ ] , Cr = [ C Cs ] , ( 5.3) 
where Xe E Rn+n. denotes the (extcndrd) state of the augmented system which is 
composed of x E Rtl (: the state of th<' plant) and s E R tl• (: the unknown input to 
the plant), and u ERr and wE R 1 denote the control input and the scalar white 
Gaussian nOlS<' with ZNO mean and a unity covariance, respectively. Ye E RP is the 
measurement output of the augmcntrd system, and A. B, E, C, C., are the constant 
matrices of appropriate dimensions whose paramrters are ru:>surued to be given, and 
.4.,. btl are matrices with unknown parameters. The state .r( ·)of the plant is regarded 
as the sub-stat<' of the augmented system (5.1), and we assume that we can only 
obtain thr output Yr(·), as the wrru:>urcwcnt output which includes the output of 
the unknown input generator. 
Because the augmented system ( 5.1) has the random signal w, it can be treated 
as a stochastic control system. As is kno·wn, for some linear quadratic criterion 
with symmetric weighting matrices as the performance index to be minimized. the 
stochastic optimal regulator can be obtained as a feedback r<>gulator with time-
varying gain. On the other hand, as is mentioned in Chapter 4, the adaptive regu-
lator can be constructf'd by using a linrar functional observer and an adaptive state 
observer. 
5.3 Stochastic Sub-Optimal Regulator 
In this srction, the stochastic sub optimal regulator is derived for the aug-
mented systrru ( 5.1) ,( 5.2). Now consider thr following performance criterion to be 
minimized: 
/'- I 
J(u) E[x[(T)Qoxe(T) + L { y'[(k)Qye(k) + uT(k)Ruu(k)}], (5.4) 
k '0 
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where E[ ·] denotes the expectation operator. Thr weighting matrices Q0 , Q are 
chosen to be positive semi definitr symmetric, and Ru is chosen to be positive definite 
symmetric. 
Now we make the following assumptions as in Chapter 4 : 
(A.l) The triplet (C, A, B) is complete. 
That is, the pair (A, B) is reachable. 
and the pair ( C , A) is observable. 
(A.2} C has full rank, C!l-# 0, As -# 0 and A., is stable. 
From the assumptions (A.l} and (A.2}, we can derive the observability contdition 
for the augmented system (5.1), (5.2) with bsc = 0 (Lemma 4.1). Becausr any 
information about the system structure of tht' unknown input generator can uot be 
used in the stochastic optimal regulator, it is further assumed that 
(A.3} The matrix Q0 is chosen so that 
(5.5) 
For the augmented systrm (5.1), (5.2) with thr prrformance index (5.4) to be 
lllinimized, if there are givrn all parameters of the matrices Ae, Be, b.,e, C,., it is 
well-known that the optimal input uopt(k) is given by 
uopt(k) = [F(k) G(k)]±e(k), (5.6) 
where the gain matrix [ F( k) G( k)] is the optimal gain in the sense that it gives the 
minimum value of the performance index (5.4) and the estimated state Xe(k) is the 
optimal estimate in the ~::>ense of the minimum variance estimate. In other words, 
thr separation principle holds for the stochastic optimal regulator problem [87]. 
But on the other hand, in the problem formulation of this chapter, the optimal 
input (5.6) cannot be derived, hf'cause the matrices Ae, b.,e include the unknown 
parametf'rs. Although the optimal gain [ F(k) G(k)] of (5.6) can be obta.il:ted as 
mentioned in Section 5.3.1, the optimal estimate ie(k) cannot be constructed by 
using an ordinary o bservrr : 
(5.7) 
where r~(k) is the adjusting matrices, because the augmented system matrix Ae, 
which includes the unknown matrix A.,, cannot be used in the observer (5.7). 
Instead of the stochastic optimal regulator problem using the optimal input ( 5.6), 
the problem is considered in which the sub-optimal input (5.8) is introduced to the 
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augmented !>}'Stem (5.1),(5.2) with the performance index (5.4) to be minimized : 
u+(k) [ F(k) G(k)] :r;(k), (5.8) 
where the• gain matrix [ F( k) G( k) J is the optimal gain in the sense that it gives 
the mi.n..imum value of the pPrformance index ( 5.4) and the estimated state x~ ( k) 1~ 
the sub-optimal f'stima.ted state in the sens<> that it gives the minimum norm of Xc 
with the h•ast squares of (Ye- C('.c,.) which is deriv<'d from the measurement output 
(5.2). 
5.3.1 Optimal gain 
The optimal gain of ( 5.8) is d<'rived arrording to the' following th<'orem. 
Theorem 5.1 The optzmal gam [ F(k) G(k)] of (5.8} ts dcnved from the followwg 
recurstve equations. 
F(k) = -[Br<I>1(k + 1)B + Ru}-1 BT<I>1(k + 1)A, 
G(k) = -[BT<I>I(k+1)B+Ru]-IBT~I(k+1)E, (5.9) 
where ~ 1 (k) (k = T, T- 1, ... , 1, 0) is the symmetric matnx given by the following 
recurswc matrix equatwns. 
<I>I(k) - AT<I>.(k+1)A+CT'QC 
- AT~ 1 (k + 1)B[BT<I>I(k + 1)B + Ru}- 1 BT~1(k + 1).4. 
0 AT<I>1(k + 1)E + CTQCs 
- Ar<I>1(k + 1)B[BT<I>t(k + 1)B + Ru}-1 B~'<I>J(k + 1)E, (5.10) 
0 ET~I(k + 1)E + c'[QCs 
- &<I>1(k + 1)B[BT<I>t(k + 1)B + Ru] 1 Br~l(k + 1)E. 
~t (T) Qot. 
Proof. For the time being, a.c;sume that th£> augmented stat<> x e ( k) can be measured 
directly and there is no disturbance. Then, for the optimal regulator problem of the 
augmented control system (5.1), (5.2) with (5.5), which results in the deterministic 
optimal regulator problem, the optimal control input u*( k) is given by the state 




where ~c(k) (k = T, T- L ... ,1, 0) are calculated from the following recursive 
matrix equation. 
~e(k) A;~~(A· + 1)Ae + C!'QCe 
-A: ~ .. (k + 1)Bfln:·~e(k + 1)Br + Ru]• I n[~e(k + 1)Ae' (5.13) 
~e(T) - Qo. 
Because the matrix A 1• includes unknown parameters A, which are the system matrix 
of unknown input genNator. the matrix ~e(k) can not be calculated from (5.1.3) and 
therefor<' the optimal gain F((k) ran not br obtained rither. By usint?, the matrix 
Q0 of th<' assumption (A.3) and from (5.3), the equation (5.13) at k = T- 1 ran 
be decomposed into the following equations. 




and ~( Qol) := BT QoJ B + Ru· 
(5.14) 
If wr choose that ~2(T- 1) =I 0 or ~ 12(T- 1) =I 0, th<'n the symmetric matrix 
<I>e(T - 2) can not be obtained from (5.13) since we have no information about 
unknown parameters As. Therefore, we must set that ~2(T-1) = 0 and ~12(T--1) = 
0, and thus these conditions lead to ( 5.10) at k = T - 1. Through the same 
discussions, it is concluded that thr symmetric matrix <I> 1 (k) (k = T, T -1, ... , 1, 0) 
must satisfy (5.10). 
Although Theorem 5.1 guarant<>es the existence of thr optimal f<><>dback ga.in, it 
is a tough problem that the symmetric matrix <I> 1 ( k) must be chosen so that the 
recursivE> conditions (5.10) arc satisfied. 
Now we further put some additional assumptions. 
(A.4) lm C and Im Cs arr independent. 
(A.5) The weighting symmetric matrix Q is assumed to be chosen 
so that 
ImC8 C KerQ. 
Under the assumptions (A.4) and (A.5) , we can obtain the following corollary, 
which gives a less sE>vere condition for obtaining the optimal gain. 
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Corollary 5.1 Assume that the assumptions (A .l )-{A.5) hold. Then, the sym-
metric matnx <P 1(k) (k = T, T- 1, ... , 1, 0) of the optimal gain {5.9} is obtained 
from the following recursive matnx equations. 
<Pt(k) - AT<Pt(k + l)A + CTQC 
- AT<Pt(k + 1)B[BT<Pt(k + l)B + Ru]- 1 Br<P1(k + 1)A, 
0 - AT<Pt(k + 1)E 
- AT<Pt(k + 1)B[BT<Pt(k + l)B + Ru]-1 BT<Pt(k + 1)E' (5.15) 
0 ~<P1 (k+l)E 
- ~<Pt(k + l)B[BT<Pt(k + l)B + RuJ- 1 BT<Pt(k + l)E, 
<Pt (T) Qot · 
P roof. From the assumption (A.5), we obtain that 
Therefore, (5.10) leads to (5.15). 
Corollary 5.2 Assume that the assumptions (A.l) (A.5) hold. Moreover, assume 
that the wezghtmg matrzx Ru zs chosen so that Ru _ 0 in {5.4}. Then, the optzmal 
gain [ F(k) G(k)] of (5.8) is denved from the following recursive equatzons. 
F(k) = -{BT<I>1(k+1)B}+BT<P1(k+1)A, 
G(k) = -{BT<I>t(k + 1)B}+ BT<Pt(k + 1)E. ( 5.16) 
Also the symmetric matrix <I> 1(k) (k = T, T- 1, . .. , 1, 0) of the optimal gain {5.16} 
is obtained from the following recursive matrix equation, 
AT<I>t(k + 1)A + CTQC 
- AT <I>t(k + 1)B[BT<Pt(k + 1)B]+ BT<Pt(k + 1)A, 
Qot, 
(5.17) 
if the matrzx D(k)B (k = T, T- 1, ... , 1, 0) zs nonsingular, where the matrix D(k) 
is the nonzero matrix so that 
<P 1(k)=DT(k)D(k), (k=T,T-1, ... ,1,0). (5.18) 
Proof. Assume that the matrix D(k) is chosen so that (5.18) is satisfied. By 
choosing Ru = 0, the right-hand side of the second equation of (5.15) is given by 
110 
AT[DT(k + 1)D(k + 1)- DT(k + l)D(k + 1)B 
X {BT D'~'(k + 1)D(k + 1)B}+ BT DT(k + 1)D(k + 1)]E 
- AT DT(k + 1)[1- D(k + 1)B {5.19) 
X {BT D~'(k + 1)D(k + 1)B}+ B'~'DT(J• + l)]D(k + 1)E 
- AT DT(k + 1)[1- D(k + l)B{D(J.· + 1)B}+JD(k + 1)E' 
where thr relation 
is used (sc<' (1.9) of Chapter 1). Similarly, tll<' right-hand side of th£' third equation 
of (5.15) is given by 
ET DT(k + 1)[1- D(k + 1)B{D(k + 1)B}+JD(k + 1)£. (5.20) 
If D(k)B (k = T, T- 1, ... , 1, 0) is nonsinp,ular, (5.19) and (5.20) arc both <'qual 
to zero, therefore, th£' s<>cond a.nd third equation of (5.15) are always sat:tsfied. 
Therefor<', thr symmrtric matrix <I> 1{k) is obtained from (5.17). 
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5.3.2 S ub-optimal estima t e 
The estimate :r:(k) in (5.8) is straightforwardly derived from the measurement out-
put (5.2) by using the• Moore-Penrose pseudoinversr c: : 
(5.21) 
In the ras<' wh<'re the matrix Cc of the nwasurement output is given by the form of 
a partitioned matrix ct = [ c elf]( as ( 5.3)), the ps<'udoinverse c: can be described 
explicitly. 
Lemma 5.1 (Cline {22], Rao and Mitra {79}) 
[ c c. r 
where 
_ [ c+ - c+c_:_~:c~~u- u+u)rC:cc+)Tc+u- c.u+) ] 
u+ +(I- u+u)re'[(c+)Tc+u- cllu+) 
= I c+- c+c_:_~:C8(I- u+u)re'[(c+?c+(I- Csu+)] 
c+- c+cu+ 
s 8 -
- c:cu- u+u)tcrcc:?c:u- cu+) 
[ [J+ +(I- [J+(J)f'c"(C:)rC.t(I- c{;+) l u+ +(I- u+u)re'[(c+yrc+(I- cllu+) · 
u = (I- cc+)c.,, 
u = (I- c~~c:)c, 
r - [I+ (I- u+u)c![(c+fc+clf(I- u+u)]-1 , 
r - [I+ u- u+u)crcc:fc:cu - u+u)J-l. 
(5.22) 
5.4 Switching Scheme of the Control Input 
In the adaptive control process for thr augmentrd control system (5.1) (=(4.3)), 
(5.2) ( =( 4.4)), the unbiased linear functional observer ( 4.16),( 4.17) and the adaptive 
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state observer ( 4.4 7),{ 4.48) arc used in order to obtain the estimate s( k) of the 
unknown input s( k) which is the statr variablr of the unknown input generator 
( 4.2). As the control input ( 4.54) ·with a pair of time-invariant gains derived by 
the propos<'d adaptive control method in ChaptN 4 used this estimate s( k), the 
effectiveness of the control input ( 4.54) depends h<'avily on the accuracy of the 
estimation process. The magnitude of c1(k) := y..(k)- y3 (k), which obeys thP error 
equation ( 4.49), guarantees the• ronverg<'nce of th<' <'Stimation process; therefore, the 
time to switch the control input from thr one given by the stochastic sub-optimal 
regulator to the alternative given by the adaptiv<' controller can be determined by 
comparing the absolute value of the estimation error e1 with a prespecified thr,eshold 
value erH. 
Switching schem e of t h e control inp ut 
1. The augmented control system (5.1),(5.2) b<>gins to b<> driven by the control in-
put (5.8) deriw•d from the stochastic sub-optimal regulator. At the same time, 
the unknown input estimation process (4.47),(4.48) with the linear functional 
observer (4.16),(4.17) and the parameter estimation process (4.51) begins to 
work. 
2. The estimation error e1 becomes smaller as time passes, and if, at k-tb time 
step, the absolute value of the estimation error e1 becomes smaller than a 
prespccified threshold value er 8 : 
{5.23) 
then, the control input is switched so that the control input (4.54) (or (4.55)) 
derived from th<' adaptive control formulation is used to drive the augmented 
control system from (k + 1)-th time step. 
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5.5 Numerical Example 
Example 5.1. 
Consider the same> plant as the plant (4.71) (4.74) in Sc>rtion 4.6: 
[ 1 1] [1 0] [1 0 0] x(k + 1) = _2 _ 1 x(k) + 0 1 u(k) + 0 1 0 s(k), (5.24) 
where the unknown input s( k) is assum<'d to be the state variablr of the unknown 
input generator of dimension 3 which is a.<>sumed to be known. Although A is 
unstable ( a(A) {±i}, where i is th<' purdy imaginary number), we can choose 
a feedback control gain F such that a(A + BF) = {±0.5} which is a set of stable 
closed-loop polrs brrause the plant (5.24) is reachable : 
F ~ [ 1.2~ ~ l . (5.25) 
The augmented system is given by 
x,{k+l) = [ -L~; ~ 1. ~ ] r,(k)+ [ L~ ] u(k)+ [ ~:] w(k). {5.26) 
[
1 0 0 0 0] 
Ye(k) = 0 1 0 0 0 Xe(k) . 
0 0 1 0 0 
(5.27) 
In (5.26), A5 , b., are unknown paramrtrrs of an unknown input generator which 
is assumed to be described by 3 dimensional state space form. 
(1) The control input derived from the adaptive state observer 
Let 
Ys(k) - [0 01 OO)xe(k). (5.28) 
According to Throrrm 4.2, we can obtain 2 vectors with 3 dimrnsion ~~, 6 which 
satisfy ( 4.31) as 
(5.29) 
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Thcrrforc, using Lemma 4.4, we obtain the linear functional observer as follows: 
z(k + 1) - [ 1 1 1 ] Ye(k) + [ 1 0 ) u(k), (5.30) 
( 5.31) 
The unknown input grnerator can be written as 
s(k + 1) = [ a, 1 l l -0.5 0 s(k) + b8 w(k), 
0 0 
(5.32) 
where a,,= [ a1 a2 a3 jT and b.~ - [ bt b2 b3 V are unknown parameters. 
The estimate .5(k) of th<' unknown input s(k) is obtain<'d by using th<' adaptive 
state observer given by 
s2(k) 
s3(k) 
Ys(k + 1) 
- a2v2(k) + b2t2(k) + ( -0.5)"so2, 
- CL3V3(k) + b3t3(k), 
- 0.25ys(k) + {a 1(k + 1)- 0.25}Ys(k) 
+ E~=2 a,{k + l)u,(k) + bt(k + 1)w(k) 
+ E~=2 b,(k + 1)t,(k) + ( -0.5)k.So2, 
where v,, t, (i = 2, 3) are giv<'n by 
v2 (k + 1) 
t2(k+ 1) 
- 0.5v2(k) + Ys(k), 
-0.5t2{k) + w(k). 
v3(k + 1) = Ys(k), t3{k + 1) = w(k). 
Using c 1{k) := Ys(k)- Ys(k), thr error equation is 
e1(k + 1) - 0.25rt(k) + {a1(k + 1)- at}y.,(k) 
3 






+ 'L:{b,(k + 1)- b,}t,(k) + (-0.5)"(so2- so2). (5.37) 
1-2 
Choosing T which satisfies the conditions of Th<'orrm 4.3 as 
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T · -E = [ -~ -~ ~ l , 
we obtain the modified control input um(k) as 
urn(k) = [ 1. 2~ ~ ~] Ye(k) + [ -~ -~ ~ ] s(k). 
(2) The control input derived from the sub-optimal regulator 
Consider the following performance criterion to be minimized : 
T-l 
J(u) E[x;(T)Qoxe(T) + L { y'[(k)Qye(k) + uT(k)Ruu(k)}}, 
k=O 
where 





In this example, the assumptions (A.l) (A .5) hold and Ru = 0; therefore we can 
obtain the optimal gain [ F(k) G(k)] from (5.16) of Corollary 5.2 as 
[ -1 -1 l [ - 1 0 0 l F(k)= 2 1 ,G(k)= 0 _ 1 0 ,(k=O,l, ... ,T-1), (5.42) 
The control input derived from the stochastic sub-optimal regulator is given by 
[ 
-1 -1 -1 l Uop(k)- 2 1 0 y,.(k). (5.43) 
(3) Simulation results 
In this example, we take the controll<>d output Yo(k) as 
[ 1 010 0 0] Yo(k)= O 1 O O O Xe(k), (5.44) 
and consid<'f the output dead-beat control problem. Figures 5.2 and 5.3 show the 
behavior of y01 (k) (= x 1(k)) and Yo2(k) (= x2(k)) of the output Yo(k) of the plant 
(5.24) based on the proposed controller um(k) (given by (5.39)) under unknown in 
put, where thC' output Yo(k) is forced to zero from the initial state Xeo = [ 11 0 0 0 ]T. 
Figures 5.4 and 5.5 show the behavior of Yol(k) (= x1(k)) and Yo2(k) (= x2(k)) 
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of the output Yo(k) of the plant {5.24) based on the control input Uop(k) (given 
by (5.43)) derived the stochastic sub optimal regulator with the same initial state 
Xro = [ 1 1 0 0 0 rr. Figures 5.6 and 5. 7 show the estimation processes of the un-
known parameters a_. and b .. in {5.32). In this example, the true values of alf .and blf 
arc as= ( -1 -0.5 0.1 jT and b.,= [0.5 -0.25 o]'r. Figure 5.8 shows the tra.nsicnt 
re~ponse of the error equation ( 5.37), which shows the adaptive estimation error 
tends to zero as time steps. 
On the other hand, we may point out that the estimation process includes large 
estimation errors until about 20 time steps from the initial time. These large es-
timation errors may cause the large magnitudr of transient output response until 
about 10 time steps in Figurr 5.3. 
The shaping of the transirnt response is onr of the important sp<'cifications in 
controller design. We use the switching scheme of the control input with u 171 and 
U0 p (given by (5.43)), in which U0 p is used until le1{k)l ~ eTa and Urn is used 
after le1(k)l < eTIJ. Figure 5.9 and 5.10 show the behavior of y01 (k) (= .t: 1(k)) 
and Yo2(k) (= x2(k)) of the output Yo(k) of the plant (5.24) based on the switching 
scheme of the control input v.rith U0 p and Urn under unknown input, taking eTa ,- 0.2. 
5.6 Conclusion 
We have considered the control problem of uncertain linear systems described 
by difference equations which contain unknown parameters. For these systems, the 
dual controller has been proposed which implements efficient control actions by using 
two kinds of controllers - the stochastic sub-optimal regulator and the deterministic 
adaptive regulator and switching them effectively. 
It is well-known that the separation principle holds for the ordinary stochastic 
optimal rrgulator problem. But for the problem formulation of this chapter, this 
principle dors not hold becausr the optimal estimate of the state of the augmented 
system cannot be constructed by using an ordinary state observer. It is one of open 
problems to develop a scheme of the optimal state estimation for linear systems with 
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Figure 5.4: Behavior of the output Yo 1(k) basPd on the stocha..,tir sub-optimal con-






















Figure 5.5: Behavior of th<' output Yo2(k) based on th<' stochastic sub-optimal ron 
troller Uop(k)(Example 5.1). 
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Figure 5.9: Behavior of thf' sf'cond clrmrnt Yo1 (k) of thr output Yo(k) based on the 







Figure 5.10: Behavior of the second element y02 ( k) of the output Yo( k) based on the 
dual controller Uop(k) and um(k)(Example 5.1) . 
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Chapter 6 
THE OPTIMAL CONTROL 
SYSTEM WITH MULTIPLE 
CONTROLLERS 
6.1 Introduction 
The optimal regulator is one of the powerful design methods for linear control 
systems. The goal of the optimal regulator problem is to find an optimal control 
input uopt(k), if it exists, which minimizes the quadratic performance index J. As is 
well known, the optimal control input uopt(k), which minimizes J, uniquely exists, 
and can be expressed as a linear function of the state x(k) (see (1.29) ): 
uopt(k) = L(k)x(k), (6.1) 
where L(k) includes the solution to the matrix Riccati equation (1.31). vVe know 
that it is a tough ta.c;k to execute the process of obtaining the solution to the matrix 
Riccati equation. 
As the dimension of a dynamic system to be controlled becomes large, it is often 
too costly (sometimes practically impossible) to have only one decision maker (or 
controller) in the system who possesses all available information on the system and 
make all the decisions for the system, for example, the optimal control input. Hence, 
much literature has been devoted to control problems of the system with multiple 
control agents or decentralized dynamic systems. 
In this chapter, we consider the optimization problem with quadratic criterion 
for linear multivariable control systems with multiple control agents. The structure 
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of the optimal control system with multiple controllers is derived, which is globally 
equivalent to the optimal control syst<'m with single controller. Figure 6.1 illustrates 
the optimal control system with multipl<' control agents. 
Th<' organi;,ation of this chapter is as follows. In Section 6.2, we describe some 
preliminary results on the optimal regulator with single controller and the state space 
orthogonal decomposition with respect to thP real symmetric matrix which is used 
as thP weighting matrix in the p<>rformance ind<'x to bt> minimized. The definition 
of the optimal control problem for subsystems and the problem formulation of the 
control optimal decoupling is given in Section 6.3. In Section 6.4, we consider 
the solvability condition of the control optimal decoupling problem. A numerical 
example is given in Section 6.5. 
6.2 Optimal Regulator and Preliminaries 
Consider the linear system : 
x(k + 1) = Ax(k) + Bu(k), x(O) = x0 , (6.2) 
with the performance index to be minimized : 
00 
J(u) = L[ xr(k)Qx(k) + uT(k)Ru(k)], (6.3) 
k=O 
where r E Rn is the state of the system to be controll<>d, u E R r the control input, 
and Q E a nxn are positive semi-definite symm<>tric matrix, R E R rxr is positive 
definit<> symmetric matrix. 
It is assum<'d that the pair (A, B) is reachable and, for any matrix D such 
that DTD = Q, the pair (Dr, A) is observable. The latter assumption is sufficient 
to guarantee the asymptotic stability of the dosed-loop system. For this optimal 
control problem, the following proposition is known{And<'rson and Moore [7]). 
Proposition 6.1 The optimal control input u,opt(k) with respect to (6.2}- {6.3) is 
given by the state feedback control 
(6.4) 
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Figure 6.1: Block diagram of th<' control systPrn with ruultiplP control agents. 
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where xopt is the optimal time-invariant feedback control gain given by 
(6.5) 
in which 4> is the unique real symmetric solution to the discrete matrix Riccati equa-
tion : 
4> =AT 4>A- AT 4>B(BT 4>B + R)+ BT 4>A + Q 
and the minimum of J(u) is given by x&'4>x0• 
(6.6) 
In this chapter, we consider the case where R is null matrix, thus (6.3) and (6.6) 
will be 
00 




respectively. For this optimal control problem formulation, we will consider the 
problem whether the single optimal control input uopt can be decoupled into two 
noninteractive optimal control inputs u~pt and u~pt where these decoupled optimal 
control inputs can work as equivalently as the single optimal control input in the 
control process. 
Preparatory to the investigation of this optimal control input decoupling prob-
lem, it is needed some lemmas. 
Lemma 6.1 An arbitrary real symmetric matrix L ( E R nxn) can be represented by 
n 
L= 'L,>..;t,tT' (6.9) 
i=l 
where >..; ( i E 21) are the real eigenvalues of L and t; ( E R n, i E 21) are the eigen-
vectors of L corresponding to )..i. 
Lemma 6.1 is known as the spectral resolution of the real symmetric matrix [90]. 
Lemma 6.2 The matrix t,tT is the projection matrix on Im(ti), that is , 
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Proof. From the decomposition of projection matrix, P(t;) can be written as 
Since tT t, = 1, P(t,) = tJT. 
Applying Lemmas 6.1 and 6.2 to the quadratic term xT(k)Qx(k) in (6.7), it follows 
that 
n 
xT(k)Qx(k) = L /;XT(k)P(t,)x(k), (6.10) 
i= l 
where li (i = 1, 2, ... , n) are eigenvalues of Q. 
6.3 Problem Statement 
Now we introduce the following assumption. Given any subspaces F1 and .F2 ( C 
X) such that 
(6.11) 
This decoupling of the state space is usually possible, indeed, since for i i= j, 
Im{P(;)} .llm{Pu)}, it is sufficient to set, for example, 
(6.12) 
where 1r is an integer such that 0 < 1r < n. According to the given subspaces F1 
and F2 , (6.10) can be decoupled into two terms : 
xT(k)Qx(k) = Ef=1 /iXT(k)P(t;)X(k) + E7=r+l /ixT(k)P(t;)x(k) 
=: xT(k)A1x(k) + xT(k)A2x(k) 
such that xT(-)Aix(·) depends only on Fi (j = 1, 2). 
(6.13) 
Based on this decoupling of the state space, for some linear maps Hi : U -t 
U (j = 1, 2), the following two optimal control subsystems are considered with the 
performance index to be minimized. 
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Subsystem j (J = 1, 2) : 
(6.14) 
Performance index to be minimized for the subsystem j (j = 1, 2) 
00 
lrr = L {.r7(k)Art(k)}. (6.15) 
k=O 
Now we assume that, for j = 1, 2, 
1. The pair (A, BH1 ) is reachable in Fr 
I 
2. The pair (AJ, A) is observable in F1 . 
Then, discrete Riccati <'quation for the subsystem j (j - 1, 2) is given by 
(6.16) 
The problem which we arc of interest is as follows. 
[Control Optimal Decoupling Problem (CODP) ) 
Given a linear discrete-time system (6.2), find (if possible) the linear map H1 
U- U (j = 1, 2) such that the optimal input uopt with respect to (6.2) and (6.7) 
can be replaced by the linear combination H1u~pt + H2u~pt, where u?1 (J = 1, 2) are 
the optimal control inputs with respect to (6.14) and (6.15). 
6.4 Solvability Condition of CODP 
In order to solve the problem of control optimal decoupling, the suprcmal element 
of the class of A-invarzant subspaces is introduced to consider the optimal control 
input in a decoupled subspace of the state space. For the subclass of A-invariant 
subspaccs contained in a subspace g ( C X), denoted by I( A; Q), Propositions 1.1 
and 1.2 guarantee the existence of the suprema! clement 
V* :=sup T(A; Q). (6.17) 
For the computation of V*, we have the following lemma. 
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Lemma 6.3 Let A : X -+ X, and g C X. Define the sequence V~' according to 
Q, 
g n A- 1 V~'- 1 , (6.18) 
( JL - 1, 2, ... , 7l ) . 
Then V~-' C V~'- 1 , and for 80mc k :5 dim(Q), 
V" = sup£(A; Q). (6.19) 
Proof. w(' first observe that the S('quencr V~-' is nonincrrasing. Clrarly V1 c V0 ' 
and if Vll C V~-'- 1 , then 
Thus for some k :5 dim(Q), Vll = Vk (J.L 2::: k). Now V E T(A; Q) if and only if 
V c g and V c A-1v. (6.20) 
Therefore, 
V C Vk E £(A ; Q) , 
and as V is arbitrary, the rC'sult follows. 
We also obtain the following theorem. 
Theorem 6.1 If there exi.sts R such that for an arbitrary Q C X, 
(AIBnR)cQ, 
there exists a linear map H : U -+ U such that 
(Ailm(BH)) (AIBnR). (6.21) 
Proof. Let { b1, b2, • • • , bm } be a basis for B n R. Then b, = Bu, ( u, E U), where 
these u, ( i E m) arC' indeprndent. Let { u 1, • • • , Um, • • · , Ur } be a basis for U, and 
define H such that 
Hu, - u, (i=1,2, ... ,m), 
Hu, 0 (i=m+1,m+2, ... ,r). 
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Then we have 
Im(BH)- Bnn. 
When W<' consider th<' probl<'m of control input optimal d<'roupling, the following 
lemma is us<'ful. 
Lemma 6.4 Let :F1 (j = 1, 2) be any subspaccs which satisfy {6.11). For any 
real symm etrzc matri:r <1> and the matrix S .such that <1> = S'r S, there e:rist the real 
symmetric matrices <1>1 (j = 1, 2) and the matrices 51 (J = 1, 2) so that the followmg 
relatwns hold : 
<1> <I>l + <1>2 ' 
(6.22) <1>} s;s} (j = 1, 2), S',f 51 - 0 (i,j = 1,2, i =!=J), 
Im <1> 1 c ~. (j = 1,2). 
Proof. The matrix S, ran be constructed by using the projection matrix in Lemma 
6.2. The relations of (6.22) arc proved straightforward from the property of the 
deroupled spac<'s :F1 (J = 1, 2). 
In Theor<'m 6.1, setting Q = :F1 (j = 1, 2) and 
n = v; - sup I( A ; :F1 ) , (j = 1, 2) , 
dcfi.n<'d by (6.17) and noting that Lemma 6.4, W<' obtain th<' following throrem as 
the solution of the control optimal decoupling probl<'m. 
Theorem 6.2 Let <1>, <1>1 , (j - 1, 2) be the rral symmetric (tzrnc-znvarzant) solutwns 
of the discrete Riccati equations with respctt to the overall system (6.:2) {6. 7} and 
the .<;ubsystum; {6.14}, rcspectwdy. Then, there enst the maps H1 (J = 1, 2) that 
gzvc the solution of thr control optimal decoupling problem (CODP) if the linear 
maps Hi (J - 1, 2) arf chosen .<;o that 




Proof. Substituting the matrir<'s S and 51 (j = 1, 2) into <1> and <1>1 (j = 1., 2) of 
the corresponding Rjrrati equations (6.8) and (6.16) yields 
A~'SJSJA- ATSJSjBHj 
X (HTBTSTS BH )+H!BTS'I'S·A 
J J})) )J 
+ A1 , (J = 1, 2). (6.25) 
CODP is solvable if 
1. (6.24) is equival<'nt to 
2 
- 'l: {A'~'SJSjA- ATSJSiBHj 
J=l 
x (Hrnrsrs nn)+ Hr n'~'srs A J J] J J J] 
+ AJ}. (6.26) 
2. H 1 u~pt + H2u~pt, which is the linear combination of the optimal control inputs ( ut (j = 1, 2)) with rrsp<>ct to (6.14) and (6.15) is the optimal control input 
for the linear system (6.2) v:ith thf" performance ind<'x (6.7). 
Obviously, W<' sec from (6.22) of Lemma 6.4 that 
<1> = ST S- (51 + S2f(St + S2) =Sf St +Sf S2 <1>1 + <1>2 · (6.27) 
For the map Hi (j = 1, 2), it is easily shown that the following relations hold. 
Im(BH1 ) C :F1 , (j = 1, 2), 
Im(<t>iB) = Im(if>1BH1), (j=1,2), 
<t>,BH1 = 0, (i, j = 1, 2 i # j). 
Then, frorn some computation, if the equality 
2 




holds, we> can conclude that (6.24) is equivalent to (6.26). 
Noting that the' relations betwe>rn the orthogonal projector and the Moore-
Penrose pseudoinvcrse (see {1.9) and (1.10)), it follows that 
and for j = 1, 2, 
From (6.30), (6.33) and (6.34), we obtain 







E~-1 {S'[ Prms1BHjS1 } 
- (SI + S2)T{PlmS1 BH1 + PlmS,8/12 }(Sl + S2) · 
Noting that (6.32), (6.33) and (6.34), it follows that 
(St + S2)'r{PlmS1 BH1 + PlmS2 lJ11 2 }(SI + S2) 
= STP!mSBS 
= the left-hand sid<> of (6.28). 
Thus, we have shown that (6.26) is equivalent to (6.24). 
Taking account of the form of optimal regulator given by Proposition 6.1, it turns 
out that 
2 
H1u?1(k) + H2u~P1(k) =-L H1 (HJ B'~' sJ' S1 BHi)+ HJ BTSJ S1Ax(k). (6.35) 
J=l 
Using the following relations [13], 
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and noticing that the equality (H Ffl'(H Ffl')+ = Ir where H := H1 + H2 is nonsin-
gular and 
it follows that 
2 
"H (HTBTS!S BH )+H'~'B'~'s!S A ~} J J} 1 J 11 
1 1 
- HI(SIBHt)+ SIA + H2(S2BH2)+ S2A 
= (H1 + H2)(S1BH1)+(S1 + S2)A + (H1 + H2)(S2BH2)+(S1 + S2)A 
- (HI+ H2){(S1BH1)+ + (S2BH2)+}(S1 + S2)A 
- (HI+ H2)({(S1 + S2)BHI}+ + {(St + S2)BH2}+)(S1 + S2)A 
(HI+ H2){(SBH1)+ + (SBH2)+}SA 
(HI+ H2){SB(H1 + H2)}+SA 
- (H1 + H2)(H1 + H2f {(Ht + H2)(H1 + H2)T}+ 
x {(SBfSB}+(sn)TsA 
- {(SBf SB} +(SBf SA, 
(6.36) 
which shows that H1urpt + H2 u~pt is the optimal control input for the linear system 
(6.2) with the performance index (6.7). 
6.5 Numerical Example 
Example 6.1. 
Consider the linear system 
(6.37) 
with the performance index to be minimized : 
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00 [1 0 0] lx = L xT(k) 0 2 0 x(k). 
k=O 0 0 1 
(6.38) 
Using Proposition 6.1, the solution <l> to Riccati equation with respect to the system 
(6.37) (6.38) is given by 
[ 
2.618 0 1.618] 
<l> = 0 2 0 . 
1.618 0 2.618 
(6.39) 
Since the eigenvalues of the weighting matrix Q in (6.38) ar<:> { 2, 1, 0}, by Lemma 
6.1, th<> matrix Q can b<' decoupled as follows : 
(6.40) 
The transformation matrix T such that 
diag { 1, 2, 1} = T- 1QT, 
is given by th<> unit matrix h-
Let the subspace :F1 and :F2 b<> the decouplcd subspace of the state space X 
which satisfy (6.11) : 
F, = hn ( [ ~ n. F, = hn ( [ n (6.41) 
Xow considrr the following two optimal control subsystems. 
[
101] [00] x(k + 1) = 0 1 0 x(k) + 0 1 H1ui(k), (j- 1, 2), 
0 0 1 1 0 
(6.42) 
v.rith the performance index to be minimi~<'d : 
00 





100] [000] AI = 0 0 0 , A2 = 0 2 0 . 
0 0 1 0 0 0 
(6.44) 
Using V1* = :Fi, (j = 1, 2) in Th<>on'm 6.2, we ran obtain the maps H1 (j = 1, 2) as 
[
0: ()] [0 0] H 1 = 0 0 ,H2 = 0 /3, (af:.O,pf:-0). (6.45) 
The Riccati equations of the optimal control problem for th<> subsystems (G.42) 
(6.44) with (6.45) hav<' th<' solutions <1>1 (j = 1, 2) as 
[ 2~18 0 1~18] 
<l>l 0 
1.618 0 2.618 
~ [1r 0 0 ][ 1618 0 ~ ] ~Sfs,, 0 0 0 0 
0 1.272 0 0 1.272 
(6.46) 
[ 0 0 ~ l = [ ~ 0 ~ ][ ~ 0 ~] = sJs, <1>2 = 0 2 /2 /2 0 0 0 0 ( 6.4 7) 
As is shown, the matrices <1>1 (j = 1, 2) have the decomposition matrices 51 (j == 1, 2) 
satisfying Lemma 6.4. And the matrix <l> has the decomposition matrix 5 which is 
51+ 52: 
[ 
1.618 0 0 l [ 1.618 
<l> =sT5 = 0 /2 0 0 
1 0 1.272 0 (6.48) 
= (51 + 52)T(5I +52). 
Let u0 P1(k), ut(k) (j = 1, 2) b<' th<> optimal control input for the syst<'m (6.37) · 
(6.38) and the subsystem 1 (j = 1, 2) (6.42) (6.43), respectively. Then we obtain 
that 
u0P1( k) = -( BT <l> B)+ BT <l> A.z·( k), 
- [ -0.618 0 -1.618] (k) 
- 0 -1 0 X ' 
(6.49) 
- -[(BHI)T <l> 1BH.)+(BHJ)r <l>1 Ax(k), 
_ d -00618 ~ -10618] x(k), (<> ,1 O), (6.50) 
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u~pt(k) - -[(BH2f<I>2BH:,!]+(BH2)1'<I>2Ax(k), 
~ [ ~ ~1 ~ ] x(k), ((3 i= 0). 
Finally, we- can easily check that the- equation 
U 0 P1(k) =- H1 u~pt(k) + H2u~pt(k) 




The optimization problem with quadratic criterion for linear multivariable con-
trol syst<'ms has been considered. The structur<' of the optimal control system with 
two controllrrs, whos<> p<>rformancc is globally equivalent to the optimal regulator 
with singlr controller. The dim<>nsion of each optimal control subsystem is the same 
as the dunenswn of the overall optimal control system. However, each subsystem 
works in the corresponding orthogonal state subspace. Th<>r<>fore, we can obtain the 
solution to the matrix Riccati equation for the subsystf'm much easier than the one 
for the ov<'rall system because the actual dimc>nsion needc>d to obtain the solution 




CONCLUSION AND FURTHE~R 
RESEARCH 
In this dissertation, our attention is focusrd on the controller design for linear 
multivariable discrete· time syst<'ms and we hav<> d<>velopcd several controller design 
methods suitable for implementation by digital computrrs. The fundamrntal1objrc 
tive of controllPrs is to rcsolvf' a numbPr of questions pertaining to the compensation 
of linear systems. 
In many practical situations, thc> control actions are implemented to the systems 
subject to external uncertain factors - disturbances, parameter variations, 
monitoring error of thc> system output, partial failure of the system, and so on. The 
design m<'thods of controllf'rs dc>v<'lopPd in this dissertation are aimed to achieve 
prespecifird performancPs and supprt'ss undesirable effects du<> to uncrrtain fa.ctors. 
This final chapter summariz<>s the results obtained in this dissertation and presents 
the topics for possibl<' further research in this field. 
7.1 Problems of the Design of Dead-Beat Con-
trollers with Asymptotic Disturbance Rejec-
tion 
The first part of this dissertation, consisting of Chapters 2 and 3, discussed 
design problems of dead-beat controllers with asymptotic disturbance rejection for 
linear multivariable discrete--time systems with disturbance input. 
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Chapter 2 considered the problem of output dead-beat control with asymptotic 
disturbancP rc>jrction by state feedback. By using an eigenvalue - generalized eigen-
vector assignment trchnique, a design algorithm of controller wa..-; proposed for com-
puting the constant state fc>edback gain whirh forcc>s thP output zero in at most x:1 (: 
the maximal value of the Kronecker invariants of thf' system ) time steps and keeps 
it zero independent of disturbance input. The class of dead-beat controllers with 
asymptotic disturbance rf'jection wa.., proved to be wider than the class of controllers 
derived from simultaneous disturbance locali;r.ation and dead-beat control by pole 
assignment. 
Chapter 3 discussed the problc>m of output dead-beat control with asymptotic 
disturbance rejection by dynamic compc>nsation. In practical situations, the dy-
namic compensator is widely used to reconstruct the system state and determine 
the control input, because the complete system state is usually not directly avail-
able. We deriv<'d a r.haractf'rization for the class of output dead beat controllers 
independent of disturbance input. 
The topirs recommended for further rcsC'arch will be stated in the following. 
1. Design of Output Dead-Beat Controllers with Asymptotic Disturbance 
Rejection by Output Feedback 
2. Design of Minimum Time Output Drad-Beat Controllers with Asymptotic 
Disturbance Rejection 
3. Design of Output Dearl-BE>at Controllrrs for LinPar Discr<'tr-Time Systems 
with Unstable Zeros by Output Fredback 
The problems of pole assignment by output feedback [41, 31] and eigenvalue -
eigenvector a..'isignm<'nt using output fe('dback (84] has also attractrd a considerable 
attention. But the problem of simultanPous pole placement and decoupling by out-
put feedback was only partially solved (33, 74]. A charactNization of all output 
dead-beat controllers with asymptotic disturbance rf'jection by output feedback is 
not obtained up to now. 
The problem of minimum time control is one of the important topics in con-
trol theory [4]. The minimum tim<> output dead-beat controller with asymptotic 
disturbance rejection is one of the id<>al discret<"-time controllers. 
It is known that the output dead-beat control may give an unstable closed loop 
system if some of zeros of the system is located outside the unit circle. This means 
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that the closed loop discrc>tc>-tirnr system is extrcmrly srnsitive to paramc>trr varia-
tions [49]. When th<' systrm with disturbancP mput has !.NOS outside the unit circle, 
it is of interest to search for output feedback which forcrs the output of the system 
from any initial statP .r0 to ;r.rro in finite time steps and thPreafter kPPps th<' output 
zero indc>pendent of disturbance input and which givc>s a stable closed loop system. 
7.2 Problems of Adaptive Regulation for Linear 
Systems with Unknown Input 
The second part of this dissertation, consisting of Chapters 4 and 5, discussed 
the design problem of output regulators using adaptive observers for linear discrete-
time systems with unknown input, which is supposed to be generated as a. state 
variable from a linear dynamic system with constant unknown system parameters. 
Chapter 4 discuss('d thr adaptive regulation problrrn for linear discret,r-time 
systems with unknown input. We have proposed the drsign method of the dynamic 
controller which stabili1.e the dosrd loop of the syst<'m by using a constant feedback 
gain and compensate for th<' unknown input by using thf' unknown input observer 
through a linear functional observer and an adaptive state observer, and which forces 
the output of the system from any initial state x0 to 1.ero and thereafter kN'ps the 
output zero. 
Chapter 5 considered th<' problem of efficient control with dual controllPrs for 
a single plant. The dual controllNs consisting of the dPterministic adaptive regu-
lator (derived in Chapter 4) and the stochastic sub-optimal regulator are switched 
alternately in order to obtain th<' output of the plant v:ith smaller errors. 
In the control action using the dual controll<>rs, when the plant begins to work, 
th<' stochastic sub-optimal rf'gula.tor with time-varying feedback gain, which is cal-
culated by off-line algorithm in advance, begins to control the plant fust and the 
paramPter estimation procpss bC'gins to work at thr samr time. When the estimation 
error becomes sufficiently small, thf' controllrr is switchrd to the adaptive n'gulator 
with constant feedback gain and compensator begins to control the plant instead of 
sub optimal regulator. 
The topics recommendrd for further research will be stated in the followiJO.g. 
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1. AdaptivE> Regulation for a Plant with Unknown Input G<'nerated by a Dynamic 
Syst<'m with Tim<>-Varying lJ nknown Parameters 
2. Optimal Estimation in Stochastic Optimal R<"gulator of Dual Controllers 
The problem of adaptive regulation for plants with timc>-varying unknown pa 
rameters is one of the main th<'mcs of currE'nt rf'search in adaptive control [73]. 
Although considerablr attfntion has bffn givm to this problrm since the early days 
of adaptive control, it has only r<'r<'ntly bE>fn studied on a rigorous basis [43, 53]. 
The problem of adaptive regulation for a plant with unknown input from a time-
varying liiH'ar system is one of th<' interesting subjects in practical applications. 
In th<' problem formulation of dual controll<'rs, the control input derived from 
the stochastic sub-optimal regulator is composed of the optimal feedback gain and 
the sub optimal estimatf'd stat<', because the optimal estimated state can not be 
obtained by any conv<'ntional obs<'rvers. It is an important subject to develop a 
scheme of optimal state estimation which can be used in the stochastic optimal 
regulator. 
7.3 Problems of Optimal R egulation with Mul-
tiple Controllers 
Chapt<'r 6 discussed the optimization problrm with quadratic criterion for linear 
multivariable control syst<'ms with multiple control agents. As the dimension of a 
dynamic system to b<' controlled brcomes large, it is often too costly (sometimes 
practically impossible) to have only one decision maker (or controller) in the system 
who possessf's all available information on thr system and make all the decisions 
for the system, for example, the optimal control input. In order to avoid such a 
practical difficulty in implementation of control, we drrived the new structure of 
the optimal control systrms with multiple controllers, which is globally equivalent 
to the optimal control system with a single controller. 
ThE> topics rE>commrnded for further resrarch will br stated in the following. 
1. Optimal Control with the Performance Index in General Form 
144 
In the problem formulation of Chapter 6, we have only consider<'d the limited 
case that the performance ind<'x to b<' minimi;r.<'d has a non .. zE>ro weighting matrix 
with r<'spect to syst<'lll state ( Q # 0) and ZC'fO weighting matrix with resp,ect to 
control input (R = 0). It is important to consiclrr the optimal rf'gulator by multiple 
controllers ·with the gt'n<'ral form of performanc<' ind<'x with non -Z<'ro weighting 
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