Introduction
Cross validation (CV) is a model evaluation technique that utilizes data splitting. To describe CV, suppose that each data observation consists of a response value (the dependent variable) and corresponding predictor values (the independent variables) that will be used in some specified model form for the response. The data observa-tions are split (partitioned) into two subsets. One subset (the training set) is used for model parameter estimation. Using these parameter values, the model is then applied to the other subset (the testing set). The model predictions determined for the testing set observations are compared to their corresponding actual response values, and an "out-of-sample" mean squared error is computed. For delete-d cross validation, all possible data splits with testing sets that contain d observations are evaluated. The aggregated mean squared error statistic that results from this computational effort is denoted CV(d).
To define the CV(d) statistic used in ordinary least squares (OLS) linear regression, let p < n be positive integers, and let I k denote the k-by-k identity matrix. Let . Also, let β and ε be such that Y = Xβ + ε is the "true" optimal (minimum σ 2 ) linear statistical model for predicting Y using X. Each row of the matrix [X Y] corresponds to a data observation (p predictors and one response), and each column of X corresponds to a particular predictor. Assume that each p-row submatrix of X has full rank, a necessary condition for CV(d) to be computable for all 1, , d n p = −  . This is a reasonable assumption when the data observations are independent. Let S be an arbitrary subset of This equation can be found in [1] , [2] (p. 255), and [3] (p. 405). The form of (1) is that of a mean squared error, because there are d observations in each testing set S and there are n-choose-d unique subsets S such that S d = .
Background for CV(d)
Three popular papers provided some of the early groundwork for cross validation. Allen [4] introduced the prediction sum of squares (PRESS) statistic, which involves sequential prediction of single observations using models estimated from the full data absent the data point to be predicted. Stone [5] examined the use of delete-1 cross validation methods for regression coefficient "shrinker" estimation. Geisser [6] presented one of the first introductions of a multiple observation holdout sample reuse method similar to delete-d cross validation. One of the first major practical implementations of CV appeared in [7] , where "V-fold cross validation" is offered as a way to estimate model accuracy during optimization of classification and regression tree models. Numerous authors have discussed and examined the properties of CV(1) specifically in the context of model selection (e.g., [2] [8] [9] ). These studies and others have established that in spite of the merits of using CV(1), this method does not always perform well in optimal model identification studies when compared to other direct methods such as information criteria (e.g., [2] ). The consensus is that CV(1) has a tendency in many situations to select overly complex models; i.e., it does not sufficiently penalize for over fitting [10] Asymptotic equivalence of CV(1) to the delete-1 jackknife, the standard bootstrap, and other model selection statistics such as Mallows's C p [12] and the Akaike information criteria (AIC) [13] has been established (see [11] & [14] and references therein). By defining d to increase at a rate d/n → a < 1, Zhang [1] shows that CV(d) and a particular form of the mean squared prediction error ( [15] ; this is a generalization of the "final prediction error" of [16] ) are asymptotically equivalent under certain constraints. Arguably the most compelling result can be found in [11] , where it is shown that if d is selected such that d/n → 1 and n -d → ∞ as n → ∞, these conditions are necessary and sufficient to ensure consistency of using CV(d) for optimal linear model selection under certain general conditions. The proof depends on a formula for E[CV(d)] that applies to the X-fixed case, and the author (Shao) briefly describes the additional constraints (which are unrelated to the E[CV(d)] formula) necessary for almost sure application of the result to the X-random case.
Unfortunately, none of these asymptotic theoretical developments provide practitioners with specific guidance or information helpful for making a judicious choice for d in an arbitrary small sample setting, for either forecast error variance estimation or model ranking for model selection. For this study, two questions are addressed regarding CV(d) that are relevant to the small sample setting. First, expressions are developed for E[CV(d)] for the X-random case using simulation, which are linked back to theory and generalized. Second, a model selection simulation is used to illustrate how Shao's conditions {d/n → 1 and n -d → ∞ as n → ∞} are manifested in the smallest sample setting.
Expected Value for CV(d)

Problem Background
For the case with X-fixed, Shao & Tu [17] (p. 309) indicate that ( )
This expression implies that CV(d) provides an estimate for σ − refers to the squared prediction error when making a prediction for a future observation at a design point (row of predictor matrix X) and X contains n-d independent observations (rows).
A theorem introduced in this section establishes that (2) applies to the case of the mean (intercept) model. As previously noted, we are interested in the X-random case. Based on an extremely tight correspondence with simulation results, expressions are conjectured for E[CV(d)] when the linear model contains at least one random valued predictor, for cases with and without an intercept. Building from work described in Miller [9] , the conjectured formulas are linked back to theory, allowing them to be generalized beyond the constraints of the simulation.
Results
Begin with the simplest case, where the only predictor is the intercept. Suppose 
Proof: Define
, we will show that the expected value for a single summand term of (1) is given by
The 
Since y j is an arbitrary element of holdout set Y S , we have
Because of the linearity of [ ] E ⋅ , (3) immediately follows from this derivation, which applies to an arbitrary split of the dataset. QED Different results appear when simulating models that include at least one random valued predictor. Using the random number generator in MATLAB® to simulate data sets {X,Y}, values for CV(d) were simulated for numerous cases with
. For each simulated data set, for
, deviation values σ = 10 α and 10
(to help limit rounding errors, α and α k values outside the interval [-3,3] were snapped to the appropriate interval endpoint). Simulations using an intercept were also examined, in which case the first column of X was populated with ones rather than random values.
For a particular (n,p), after simulating at least 20,000 CV ( To gauge the accuracy of the conjectured formulas for E[CV(d)], the author used an absolute percent error statistic defined by
To provide a simple gauge for rounding error magnitude, values were simulated for the expected error of regression, given by CONJECTURE 1: Let X be the n-by-p design matrix where p < n -2 and the predictors in X are multivariate normal. Then, for
In the search for this equation, the author scrutinized simulated values for E[CV(d)], examining a variety of cases. Using the approximation in (2) as a starting point for exploring possible forms for the RHS of (6), the author eventually arrived at (6) through trial and error. At (2) are similar, the inclusion of "-p -1" in the denominator of the dilation factor in (6) presents an obvious disagreement that becomes increasingly substantial as p increases. For example, the largest value that (2) can achieve is 2σ Figure 3(a) . Now consider the case where an intercept is included in the linear model. CONJECTURE 2: Let X be the n-by-p design matrix where p < n -2, the first column of X is an intercept, and the other predictors in X are multivariate normal. Then, for
In the search for this equation, the author once again scrutinized simulated values for E[CV(d)], examining a variety of cases. This time, (6) was used as a starting point for exploring possible forms for the RHS of (7). Specifically, the author reasoned that substitution of an intercept for a random valued predictor reduces model complexity, suggesting that the E[CV(d)] expression for models that include an intercept might take the form of a dampened version of (6). Indeed, after much trial and error, this was found to be the case once the RHS of (7) was "discovered".
Like Equation (6), at
has a singularity and a non-positive (and thus nonsensical) value, respectively. Note that (7) constitutes a downward adjustment of (6). Apparently, the 1/(n-d) term provides an adjustment for the reduced model complexity when substituting an intercept for a random-valued predictor. The 2/p term dampens the adjustment as p gets larger and the general effect of this substitution on the model becomes less pronounced. These simulation results using independent normal predictors and errors provide strong evidence for the validity of Conjectures 1 and 2. Graphical evidence for this assertion can be seen in Figures 1-3 . APE values (4) computed comparing (6) and (7) (6) and (7). To justify the more general assumptions in the conjectures using multivariate normal predictors and second-order errors, we use the following theoretical connection.
Connecting Simulation Results Back to Theory
Equation (2) was examined because it was the only explicitly stated estimate for E[CV(d)] found in the literature. This expression gives the expected mean squared error of prediction (MSEP) for using a linear regression model to make a prediction for some future observation at a design point. However, (2) provides an inaccurate characterization for CV(d) in any arbitrary small sample setting where there are substantially more possible design point values than observations. In this situation, the random subset design used for making "out-of-sample" predictions when computing the CV(d) statistic more logically is associated with the expected MSEP for using a linear regression model to make a prediction for some future observation at a random X value.
In Miller [9] (pp. 132-133), an expression is derived for E [MSEP] in the random X case, using a model with an intercept and predictor variables independently sampled from some fixed multivariate normal distribution and general second order errors with mean 0 and variance σ 2 . Miller credits this result to [18] , but uses a derivation from [19] .
The equation that Miller derives is
The "1/n" term in the dilation factor accounts for the variance of the intercept parameter estimated in the model. The other term in the dilation factor is developed using a Hotelling T 2 -statistic, which is a generalization of Student's t-statistic that is used in multivariate hypothesis testing. If we replace n -d with n in (7), then it is easy to show that (8) and (7) are equivalent. Following Miller's derivation for the case using a model with an intercept, we can also derive an expression equivalent to (6) for the "no intercept" case. The "1/n" term in (8) is not needed because all predictor and response variables are distributed with 0 mean, and no intercept is used in the model. It is a straightforward exercise to show that the other term in the dilation factor becomes ( )
(9) is identical to (6) if we substitute n for n -d in (6) .
In support of the error generalization, simulations using
(where a is randomly drawn from the interval is independent of predictor distribution). Therefore, unlike some of the more general properties for OLS linear regression, E[CV(d)] appears to depend on predictor distribution. It is worth noting that the two-point instability phenomenon persisted in the uniformly distributed X case and thus appears to be robust to predictor distribution.
Simulating CV(d) for Model Selection in a Small Sample Setting
Recall the asymptotic model selection conditions from [11] requiring that d/n → 1and n -d → ∞ as n → ∞. The conclusion to be drawn from these constraints is that when using CV(d) for model ranking in model selection, a value for d that is an appreciable fraction of sample size n is preferred. However, no specific guidance is provided, as the finite sample situation is inconsequential to the asymptotic result. For example, setting ceil d n n To use CV(d) for model selection in a manner that is consistent with Shao's setup, one begins with a pool of candidate predictors and evaluates all possible linear models defined by non-empty subsets of this predictor pool for the purpose of estimating some response. The optimal model contains only and all of the predictors that contribute to the response. CV(d) is evaluated for each candidate model, and the model exhibiting the smallest CV(d) value is selected. Define the optimal d value (d opt ) to correspond with the CV(d) that exhibits the highest rate of selecting the optimal model. If Shao's result has relevance in the small sample setting, one would expect d opt to generally be among the larger allowable d values. Further, we would expect d opt to increase nearly at the same rate as n, while at the same time also observing growth in n -d opt .
For this simulation, define predictor pool { } 1 2 , , X X 1 , which consists of an intercept and two random variables that are (Figures 4(b)-(d) ), d opt varies with n in a generally logical progression. Ultimately we are interested in the behavior of d opt in the arbitrary case, where the optimal model can be any one of the seven candidate models. This situation is depicted in Figure 4(f) , which shows the average behavior of CV(d) and REG for model selection. Indeed, d opt does appear to exhibit behavior not unlike that implied by Shao's conditions, suggesting that the essence of Shao's asymptotic result may well have applicability in this most elementary of model selection scenarios, and perhaps the small sample model selection setting in general.
Additional simulation results ( Figure 5 ) using 80% shared variance (correlation) between X 1 and X 2 exhibit similar behavior but with lower and flatter CV(d) rate curves (i.e., reduced capability for optimal model selection and less distinction for d opt ) and attenuated growth in d opt . Though this situation does not precisely conform to Shao's setup, it is valuable none the less because model selection situations using real data frequently involve correlated predictors.
Conclusions
The first objective of this research was to examine values of E[CV(d)] in a small sample setting using simulation. This effort resulted in Conjectures 1 and 2, which constitute the first explicitly stated, generally applicable formulas for E[CV(d)]. The link established between (6) and (7) and the random-X MSEP described in [9] allowed for the generalization of Conjectures 1 and 2 beyond the limited scope of the simulation, to multivariate normal X and unexpected outcome. This phenomenon, which did not appear to depend on predictor distribution, suggests the curious result that OLS linear regression models fit using just 1 or 0 degrees of freedom must be unique in some way compared to models fit using 2 or more degrees of freedom. Theoretical investigation of this exceptional behavior might best begin by examining the development of the Hotelling T 2 -statistic for the multivariate normal X case that provides the basis for the X-random MSEP in (8) .
For the second objective, an elementary model selection simulation with candidate predictors { } 1 2 , , X X 1 , where X 1 and X 2 were ( ) IID N , I n 0 , was used to show how the asymptotic model selection conditions {d/n → 1and n -d → ∞ as n → ∞} of [11] are manifested in the smallest sample setting. When the optimal model was the full model (i.e., the most complex model), then CV(1) was the best model ranking statistic (d opt = 1). When the optimal model was the mean model (i.e., the simplest model), then CV(d ub ) was the best model ranking statistic (d opt = d ub ). For cases in between, d opt was observed to vary with n in a generally logical progression dependent on optimal model complexity. Ultimately we are interested in the arbitrary optimal model case, which was simulated by averaging all of the specific optimal model selection rates. For the arbitrary optimal model case, d opt and optimal model selection rate demonstrated behavior reflective of the conditions prescribed in [11] , whereby (i) the optimal model selection rate at d = d opt increased as n increased, (ii) d opt was generally among the larger allowable d values, (iii) d opt increased at nearly the same rate as n, and (iv) growth occurred in n -d opt . These behaviors persisted in a dampened fashion when correlated predictors were used, with faster growth observed in n -d opt . 
