In this paper, we demonstrate that we can effectively use results from the field of adaptive self-organizing data structures in enhancing compression schemes. Unlike adaptive lists, which have already been used in compression, to the best of our knowledge, adaptive self-organizing trees have not been used in this regard. To achieve this, we introduce a new data structure, the Partitioning Binary Search Tree (PBST) which, although based on the well-known Binary Search Tree (BST), also appropriately partitions the data elements into mutually exclusive sets. When used in conjunction with Fano encoding, the PBST leads to the so-called Fano Binary Search Tree (FBST), which, indeed, incorporates the required Fano coding (nearly-equal-probability) property into the BST. We demonstrate how both the PBST and FBST can be maintained adaptively and in a self-organizing manner. The updating procedure that converts a PBST into an FBST, and the corresponding new tree-based operators, namely the Shift-To-Left (STL) and the Shift-To-Right (STR) operators, are explicitly presented. The encoding and decoding procedures that also update the FBST have been implemented and rigorously tested. Our empirical results on files of the well-known benchmark, the Canterbury corpus, show that the adaptive Fano coding using FBSTs, the Huffman, and the greedy adaptive Fano coding achieve similar compression ratios. However, in terms of encoding/decoding speed, the new scheme is much faster than the latter two in the encoding phase, and they achieve approximately the same speed in the decoding phase. We believe that the same philosophy, namely that of using an adaptive self-organizing BST to maintain the frequencies, can also be utilized for other data encoding mechanisms, even as the Fenwick scheme has been used in arithmetic coding.
Introduction
This paper demonstrates how techniques applicable for defining and maintaining adaptive self-organizing data structures can be incorporated into "traditional" compression techniques to yield enhanced superior schemes.
However, as opposed to the adaptive list-based structures that have been reported in the literature (for example, in block sorting [12] , and in [4] ) we argue that adaptive tree-based schemes have their distinct advantages, and this claim has been demonstrated by using the principles on a Fano scheme, which recently, has attracted fascinating research attention [15, 16] .
Adaptive Lists and Trees
Adaptive lists have been investigated for more than three decades, and schemes such as the Move-to-Front (MTF), Transposition, Move-k-Ahead, the Move-to-Rear families [28] , and randomized algorithms [3] have been proposed. A complete survey of these methods and their applications can be found in [5] , and their applicability in compression has also been acclaimed, for example, of the MTF in block sorting [12] , and by Albers et al. in [4] . As opposed to this, a number of adaptive tree-based algorithms have also been presented over the years, and we are unaware of any reported strategy which utilizes adaptive tree-based algorithms in compression. In the interest of completeness, it is prudent to briefly survey the latter methods here.
Binary Search Trees (BSTs) have been used in a wide range of applications that include storage, dictionaries, databases, and symbol tables. BSTs can be maintained statically when the statistical information about the number of accesses to the records is known a priori. When the probabilistic distribution about the records is unknown, adaptive schemes are the most appropriate ones. These schemes, update the BST during the search process. Consider a set of records whose keys are given by the ordered set of distinct elements K = {k 1 , . . . , k m }, where k 1 < . . . < k m . By following the procedure given in [23] , the optimal BST can be constructed using dynamic programming in O(m 2 ) time and space. Alternatively, using dynamic programming and divide-andconquer techniques [37] , a nearly-optimal BST can be constructed in O(m) space and O(m log m) time. These two approaches can be used whenever the statistical information about the access to the records is known beforehand. As opposed to this, we assume that these probabilities are unknown, and the structure and the content of the BST are dynamically changed while the records are searched for, in the tree.
The move-to-root heuristic, proposed by Allen and Munro [6] , is a very simple approach to maintain an adaptive BST. The aim of this approach is to maintain the most frequently accessed records near the root, and consequently, to minimize the average cost of searching. Another approach, the simple exchange rule, was also introduced by Allen and Munro [6] . It consists of rotating the accessed record one level up towards the root.
Although this approach is not very efficient, it has the advantage that it does not use extra space. Splaying is another technique due to Sleator and Tarjan [20, 34, 38] . It uses its own tree structure called the splay tree. The main idea of this technique is to move the accessed record towards the root, and to simultaneously allow accesses to each record by an in-order traversal of the tree. The splaying tree-structuring techniques have reported good results even for highly time-variant access probabilities. Another scheme found in the literature is known as the monotonic tree [9] . Each record maintains an extra memory location to count the number of times it has been accessed. This approach performs poorly for key sets with high entropy. Empirical results have also shown that, on the average, it behaves poorly. Other adaptive binary search tree approaches are biasing [8] , dynamic binary search [26] , weighted randomization [7] , deepsplaying [33] , and the technique that uses conditional rotations [10] . The basic idea of the latter approach is to maintain certain key pieces of information in each node. These are used by the heuristic called the conditional rotation, based on the fundamental rotation operation (also known as the promotion operation [25] ) introduced by Adel'son-Vel'skii and Landis [1] .
Available Compression Schemes
Since we intend to propose a "marriage" between the fields of adaptive tree-based data structures and compression, a brief introduction of the latter field is not out of place. Clearly, being so vast, the latter field cannot be surveyed here -it probably contains tens of thousands of books and articles 1 . However, to place our results in the right perspective, we briefly mention the salient points of interest.
Adaptive coding is important in many applications that require online data compression and transmission.
This modality is advantageous since the data is encoded by performing a single pass, as opposed to the strategy used in static algorithms which requires two passes -the first to learn the probabilities, and the second to accomplish the encoding.
Most of the well-known static encoding techniques have been extended to also function in an adaptive manner. The most well-known adaptive coding technique is Huffman's algorithm [19] , which was first presented by Faller in 1973 [13] . Being unaware of the work done by Faller, Gallager presented an alternate adaptive version of Huffman's algorithm in 1978 [17] . The latter was later augmented by Knuth in 1985, who presented a more efficient algorithm to adaptively maintain the Huffman tree [24] . The most recent and efficient version of the adaptive Huffman coding is the one introduced by Vitter in 1987 [36] .
Another important encoding method that has been extended for its adaptive version, is the arithmetic coding scheme. Details of its modeling and its implementation can be found in [18, 32] . Other important adaptive methods are the interval and recency rank encoding [18] , and the Elias omega codes [2] . While the former methods are efficient for a particular source distribution only, the latter have been found to use less memory than Huffman's adaptive coding, and are applicable to compress data from universal sources. On the other hand, adaptive coding approaches that use higher-order statistical models, and other structural models, include dictionary techniques (LZ and its enhancements) [39, 40] , prediction with partial matching (PPM) [11] , and grammar based compression (GBC) [22] . Splay trees have also been used in adaptive data compression [21] .
Adaptive methods for Fano coding have been recently introduced (for the binary and multi-symbol code alphabets) [30] , which have been shown to work faster than adaptive Huffman coding, and consume one-sixth of the resources required by the latter. Although these methods are efficient, they need to maintain a list of the source symbols and the respective probabilities from which the Fano coding tree can be partially reconstructed at each encoding step. Closely related to this are two excellent works by Gagie [15, 16] which describe a new efficient one-pass algorithm based on Shannon's coding. The latter is simpler to implement and analyze than Knuth's or Vitter's [24, 36] (which use codewords longer than log n bits), and is faster and easier when each codeword fits in a machine word. Observe that in [15] Gagie introduced a new data structure to maintain a code-tree explicitly -which is also the spirit of our present work 2 .
Research Hypothesis and Contributions
Our primary hypothesis is that we can effectively use results from the field of adaptive self-organizing data structures in enhancing compression schemes. Adaptive lists have been used earlier in compression [4] , and the Fenwick tree [14, 27] has brilliantly used the list of probabilities, maintained as a tree, to maintain probability estimates 3 . But, to the best of our knowledge, adaptive self-organizing trees have not been used in this regard,
and this is what we shall endeavour to do.
To achieve our goal, we shall show that adaptive self-organizing BSTs can be used advantageously, and in doing so, we circumvent the issue of maintaining the probabilities as lists. Rather, we introduce a new structure called the Partitioning BST (the PBST) which partitions the probabilities into mutually exclusive subsets possessing the "BST" property. Applying this to the Fano scheme leads to the so-called Fano Binary Search Tree (FBST), which is a generalization of the BST, having its own associated shift operators. The latter are the resultant tree-modifying operations designed for the specific data structure, the PBST. The maintenance of the FBST, in turn, is used to adaptively and efficiently encode an input sequence, where we assume that the probabilities of the source symbols are unknown. At the beginning of the encoding process, the uncertainty about the occurrence of the next symbol, will cause many statistical and structural changes in the tree during the so-called transient phase. After this phase 4 , fewer changes are expected, and hence the structural changes are dramatically reduced so as to achieve the desired behavior, namely, the computation of the optimal Fano encoding and decoding mechanisms. Thus, the first advantage gleaned of using trees (instead of lists) is the less expensive (logarithmic as opposed to linear) update mechanism. Additionally, the advantage gained by using the PBST and the associated shift operators is that as the PBST converges, the asymptotic incremental cost goes to zero.
Although the principles of using adaptive self-organizing data structures have been demonstrated on a Fano scheme, we believe that the same principles can also be extended for other compression methods, even as the Fenwick scheme has been used in arithmetic coding [14, 27] , and list update algorithms have been used in data compression [4] . The combination of adaptive tree-based structures with other statistical and/or dictionarybased methods, could undoubtedly lead to more efficient compression schemes implied by the higher-order models being augmented with the additional speed-enhanced updating procedure provided by the former principles. This is a problem that we are currently investigating.
Fano Binary Search Trees
The basis for the particular "species" of binary search trees introduced in this paper, the FBST, comes from the structure used in the conditional rotation heuristic [10] , which we briefly introduce below. Consider a (complete) BST, T = {t 1 , . . . , t 2m−1 }. If t i is any internal node of T , then:
• R i is the right child of t i , and
• B i is the sibling of t i .
• P P i is the parent of P i (or the grandparent of t i ).
Using these primitives, B i can also be defined as follows:
• L P i if t i is the right child of P i , and
The first heuristic introduced in [10] requires three extra memory locations for each node which represent the number of accesses to the record, the number of accesses to the subtree rooted at that record, and the Weighted Path Length (WPL) of the subtree rooted at that record.
The aim of this approach is to minimize the WPL of the subtree rooted at t i , where the node t i contains the record being accessed. The fields that contain the information about the number of accesses to t i , the number of accesses to the subtree rooted at t i , etc., are updated, and a rotation on t i is performed whenever the WPL decreases as a result of the rotation. Since the WPL of the entire tree depends also on that of t i , the authors of [10] showed that this also results in a decrease of the WPL of the entire tree.
Since we will require the same formalism, we introduce the notation used in the conditional rotation heuristic:
is the total number of accesses to node t i up to time n. τ i (n) is the total number of accesses to T i , the subtree rooted at t i , up to time n, and is calculated as follows:
κ i (n) is the WPL of T i , the subtree rooted at t i , at time n, and is calculated as follows:
where λ j (n) is the path length from t j up to node t i .
By using simple induction, it can be shown that:
In order to simplify the notation, we let α i , τ i , and κ i be the corresponding values (as defined in the conditional rotation heuristic) contained in node t i at time n, i.e. α i (n), τ i (n), and κ i (n) respectively.
Broadly speaking, an FBST is a BST in which the number of accesses of each internal node is set to zero, and the number of accesses of each leaf represents the number of times that the symbol associated with that leaf has appeared so far in the input sequence. The aim is to maintain the tree balanced in such a way that for every internal node, the weight of the left child is as nearly-equal as possible to that of the right child. 
(ii) Each node t 2i is an internal node, for i = 1, . . . , m − 1.
Remark 1. Given a PBST, T = {t 1 , . . . , t 2m−1 }, the number of accesses to a leaf node, α 2i−1 , is a counter, and p i refers to either α 2i−1 (the frequency counter) or the probability of occurrence of the symbol associated with t 2i−1 . We shall use both these representation interchangeably. In fact, the probability of occurrence of s i can be estimated (in a maximum likelihood manner) as follows:
We now introduce a particular case of the PBST, the FBST. This tree has the added property that each partitioning step is performed by following the principles of the Fano coding, i.e. the weights of the two new nodes are as nearly equal as possible. This is formally defined below.
Definition Structure FBST. Let T = {t 1 , . . . , t 2m−1 } be a PBST. T is an FBST, if for every internal node, t 2i , the following conditions are satisfied:
The procedure for constructing an FBST from the source alphabet symbols and their probabilities of occurrence is depicted in Algorithm Fano BST Construction. The partitioning procedure is similar to that of the greedy adaptive Fano coding presented in [30] . Each time a partitioning is performed, two sublists are obtained, and two new nodes are created, t n0 and t n1 , which are assigned to the left child and the right child of the current node, t n . This partitioning is recursively performed until a sublist with a single symbol is obtained. Each time the procedure FanoBST(...) is invoked, two sublists of S and P, respectively, are sent as parameters. These sublists are specified by a lower-bound index and an upper-bound index, u and l respectively. We use the sub-index n to refer to the fields of node t n . For example, τ n represents the total number of accesses to node t n .
In order to ensure that T satisfies properties (i ) and (ii ) of Definition Structure PBST, and also the conditions of Definition Structure FBST, the FBST generated by procedure FanoBST(...) must be rearranged as if each node were accessed in a traversal order, from left to right. The sorted FBST is generated by invoking procedure FanoBSTSort(...), which produces a list of nodes in the desired order,
We present below example that helps to clarify the procedures given in Algorithm Fano BST Construction. This PBST is also an FBST, i.e. it also satisfies properties of Definition Structure FBST for every internal node, t 2i , for i = 1, . . . , m − 1. The corresponding FBST construction procedure is depicted in Figure 2 .
The internal nodes are t 2 , t 4 , t 6 and t 8 , i.e. t 2i for i = 1, . . . , 4. The leaves are the nodes t 1 , t 3 , t 5 , t 7 , and t 9 . For every node, the cell on the left contains the key, and the cell on the right contains the total number of accesses to the subtree rooted at that node. Each leaf is also associated with a source alphabet symbol, s i , where 2i − 1 is the key of that leaf.
All the nodes of T are sorted from left to right, in an ascending order of key, from 1 to 9. The leaves are also sorted from left to right in a descending order of frequency counter.
For each internal node, the key contains the value 2i, where i represents the index of the last source symbol of the top-most list derived from the partitioning. For example, the first partitioning produces {a, b} and {c, d, e} whose weights are 11 and 9 respectively. The node at which the partitioning is done is the root. Since the last symbol of {a, b} is b whose index in S is i = 2, the key for the root is 2i = 4. As we will see later, the correspondence between the index of the source symbol and the key of the internal node is very useful in the implementation of the encoding algorithm.
Remark 2. The structure of the FBST is similar to the structure of the BST used in the conditional rotation heuristic introduced in [10] . The difference, however, is that since every internal node does not represent an alphabet symbol, the values of α 2i are all set to zero, and the quantities for the leaf nodes, {α 2i−1 }, are set to {p i } or to frequency counters representing them.
Clearly, the total number of accesses to the subtree rooted at node t 2i , τ 2i , is obtained as the sum of the number of accesses to all the leaves of T 2i . This is stated in the lemma below, whose proof is given in Appendix A. The result is fairly straightforward, but included for the sake of completeness. Also, it is included so that the parallel between FBSTs and traditional BSTs becomes clear to the reader.
. . , t 2s−1 } be a subtree rooted at node t 2i . The total number of accesses to T 2i is given by:
We now present a result that relates the WPL of an FBST and the average code word length of the encoding schemes generated from that tree. For any FBST, T , κ is calculated using (3) . By optimizing on the relative properties of κ and τ , we can show that the average code word length of the encoding schemes generated from T ,¯ , can be calculated from the values of κ and τ that are maintained at the root. Note that this is done with a single access -without traversing the entire tree. This result is stated and proved in Theorem 1 given below.
This is quite an "intriguing" result. The issue at stake is to compute the expected value of a random variable, in this case, the expected code word length. In general, this can be done if we are given the values that the random variable assumes, and their corresponding probabilities. The actual computation would involve the summation (or an integral in the case of continuous random variables) of the product of the values and their associated probabilities. Theorem 1 shows how this expected code word length can be computed quickly -without explicitly computing either the product or the summation. However, this is done implicitly, since κ and τ take these factors into consideration. Since the FBST is maintained adaptively, the average code word length is also maintained adaptively. Invoking this result, we can obtain the average code word length by a single access to the root of the FBST. The proof of this theorem can be found in Appendix A. 
where i is the length of w i , τ root is the total number of accesses to T , and κ root is as defined in (2).
From Theorem 1, we see that the WPL and¯ are closely related. The smaller the WPL, the smaller the value of¯ . Consequently, the problem of minimizing the WPL of an FBST is equivalent to minimizing the average code word length of the encoding schemes obtained from that tree.
Shifting Operations in Partitioning Binary Search Trees
The aim of our on-line encoding/decoding is to maintain a structure that maximally contains and utilizes the statistical information about the source. Using this structure, the current symbol is encoded and the structure is updated in such a way that the next symbol is expected to be encoded as optimally as possible.
Various structure models have been proposed, including Markov models (higher-order models), dictionaries, lists, Huffman trees, etc. The latter can be combined with the other models to achieve even more efficient compression.
Alternatively, we propose to use our new structure, namely the FBST defined in Section 2, which is adaptively maintained by simultaneously encoding, and learning details about the relevant statistics of the source 5 . The learning process requires that two separate phases are sequentially performed. The first consists of updating the frequency counters of the current symbol, and the second involves changing the structure of the PBST so as to maintain an FBST. Other adaptive encoding techniques, such as Huffman coding or arithmetic coding, utilize the same sequence of processes: encoding and then learning.
After the encoder updates the frequency counter of the current symbol and the corresponding nodes, the resulting PBST may need to be changed so that the FBST is maintained consistently. To achieve this, we introduce two new shift operators which can be performed on a PBST : the Shift-To-Left (STL) operator and the Shift-To-Right (STR) operator 6 . Broadly speaking, these operators consist of removing a node from one of the sublists obtained from the partitioning, and inserting it into the other sublist, in such a way that the new partitioning satisfies the properties of Definition Structure PBST.
The Shift-To-Left Operator
The STL operator, performed on an internal node of a PBST, consists of removing the left-most leaf of the subtree rooted at the right child of that node, and inserting it as the right-most leaf in the subtree rooted at the left child of that node. In order to introduce the formal procedure for the STL operator, we give below the assumptions under which this operator is performed.
Notation STL: Consider a PBST, T = {t 1 , . . . , t 2m−1 }, in which the weight of each node, t l , is τ l , and the key for each internal node is k l , for l = 1, . . . , m. Let
• R i be also an internal node of T ,
• t j be the left-most leaf of the subtree rooted at R i ,
• B j be the sibling of t j , and
• t k be the right-most leaf of the subtree rooted at L i .
Using this notation, we can identify three mutually exclusive cases in which the STL operator can be applied.
These cases are listed below, and the rules for performing the STL operation and the corresponding examples are discussed thereafter.
STL-1 :
The STL operator performed in the scenario of Case STL-1 is discussed below.
Rule 1 (STL-1). Consider a PBST, T , described using Notation STL. Suppose that the scenario is that of Case STL-1. The STL operator applied to the subtree rooted at node t i consists of the following operations:
(e) t k becomes the left child of P j , and (f ) t j becomes the right child of P j .
Remark 3. The node on which the STL operator is applied, t i , can be any internal node or the root satisfying the Notation STL. The tree resulting from the STL-1 operator is a PBST. This is stated for the operator, in general, in Lemma 2 given below for which the proof can be found in Appendix A.
Lemma 2 (STL-1 validity). Consider a PBST, T = {t 1 , . . . , t 2m−1 }, specified as per Notation STL. If an STL operation is performed on the subtree rooted at node t i as per Rule 1, then the resulting tree,
From the proof of Lemma 2, we see that the weights of the internal nodes in the new tree, T , are consistently obtained as the sum of the weights of their two children. This is achieved in only two local operations, as opposed to re-calculating all the weights of the tree in a bottom-up fashion.
We now provide the mechanisms required to perform an STL operation when we are in the scenario of Case STL-2.
Rule 2 (STL-2). Consider a PBST, T = {t 1 , . . . , t 2m−1 }, described using Notation STL. Suppose that we are in the scenario of Case STL-2. The STL operator performed on node t i involves the following operations: The corresponding rule for the scenario of Case STL-3 satisfying Notation STL is given below in Rule 3.
Rule 3 (STL-3). Consider a PBST, T = {t 1 , . . . , t 2m−1 }, specified using the notation of Notation STL, and the scenario of Case STL-3. The STL operator performed on the subtree rooted at t i consists of shifting t j to the subtree rooted at L i in such a way that:
(b) τ j is subtracted from all the τ 's in the path from P Pj to R i , (c) τ j is added to all the τ 's in the path from P k to L i ,
(e) B j becomes the left child of P Pj , (f ) t j becomes the right child of P j , (g) t k becomes the left child of P j , and (h) P j becomes the right child of P k .
Observe that in the STL-3 operation, all the nodes in the entire path from P k to the left child of t i have to be updated by adding τ j to the weight of those nodes. As in the other two cases, the weight of t i is not changed. We show below an example that helps to understand how the STL-3 operator works.
, e, f, g} be the source alphabet whose frequency counters are P = [8, 3, 3, 3, 3, 3, 3] .
A PBST, T , constructed from S and P is the one depicted in Figure 3 (a). After applying the STL operator to the subtree rooted at node t i (in this case, the root node of T ), we obtain T , the tree depicted in Figure   3 (b). Observe that T is a PBST. The general result is stated in Lemma 4 given below, and whose proof can be found in Appendix A.
Lemma 4 (STL-3 validity). Let T = {t 1 , . . . , t 2m−1 } be a PBST in which an STL-3 operation is performed as per Rule 3, resulting in a new tree, T = {t 1 , . . . , t 2m−1 }. Then, T is a PBST.
In order to facilitate the implementation of the STL operator, we present the corresponding algorithm that considers the three mutually exclusive cases discussed above. This procedure is depicted in Algorithm STL Operation. When performing an assignment operation by means of the left arrow, "←", the operand on the left is the new value of the pointer or weight, and the operand on the right is either the value of the weight, or the value of the actual pointer to a node. For example, L P P j ← B j implies that the value of the pointer to the left child of P Pj acquires the value "B j " 8 .
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The PBST, T , before performing the STL (Case STL-3) operation. procedure STL(var T : partitioningBST; t i , t j , t k : node); 
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The Shift-To-Right Operator
The STL operator and the STR operator use similar principles for shifting nodes. Broadly speaking, the STR operator applied to an internal node, t i , consists of removing the right-most leaf of the subtree rooted at the left child of t i , and inserting it as the left-most leaf into the subtree rooted at the right child of t i . We now introduce the notation for the STR operator.
Consider a list, P
Notation STR: Consider a PBST, T = {t 1 , . . . , t 2m−1 }. Let
• t i be an internal node of T ,
• L i be also an internal node of T ,
• t j be the right-most leaf of the subtree rooted at L i ,
• t k be the left-most leaf of the subtree rooted at R i .
As in the STL operator, we identify three mutually exclusive cases in which the STR operator can be applied.
STR-1 : P P j = t i and R i is a leaf. STR-2 : P Pj = t i and R i is a leaf.
STR-3 : R i is not a leaf.
We again state the rules for performing the STR operation for the three cases listed above. The STR operator performed in the scenario of Case STR-1 is formalized below.
Rule 4 (STR-1). Let T = {t 1 , . . . , t 2m−1 } be a PBST specified using Notation STR, and the scenario of Case STR-1. The STR operator applied to the subtree rooted at node t i involves the following operations. Remark 4. The node t i can be any internal node of T (not necessarily the root) that is specified by Notation STR. The next example includes an STR operation performed on an internal, non-root node, t i , in the scenario of Case STR-1.
After performing the STR operation, the resulting tree, T , is a PBST. This is a general result, which is stated in Lemma 5 given below for which the proof is given in Appendix A. T = {t 1 , . . . , t 2m−1 } be a PBST. If T = {t 1 , . . . , t 2m−1 } is the resulting tree obtained after performing an STR-1 operation on t i , then T is a PBST.
Lemma 5 (STR-1 validity). Let
The formal definition of the operations required to perform an STR operation for the scenario of the second case, STR-2, is formalized below.
Rule 5 (STR-2)
. Consider a PBST, T = {t 1 , . . . , t 2m−1 }, specified as per Notation STR, and the scenario of Case STR-2. The STR operator applied on t i involves the following operations:
(e) P j becomes the right child of t i , (f ) t j becomes the left child of P j , and (g) t k becomes the right child of P j .
The tree, T , produced by applying the STR-2 operator is a PBST. This result is stated in Lemma 6 given below, and whose proof can be found in Appendix A.
Lemma 6 (STR-2 validity)
. Consider a PBST, T = {t 1 , . . . , t 2m−1 }, specified as per Notation STR. An STR-2 operation on t i produces a PBST, T = {t 1 , . . . , t 2m−1 }.
The last case that we consider for performing STR operations on PBSTs is defined below.
Rule 6 (STR-3)
. Consider a PBST, T = {t 1 , . . . , t 2m−1 }, described using Notation STR, and the scenario of Case STR-3. Applying an STR operator on t i consists of the following operations:
(b) τ j is subtracted from all the τ 's from P Pj to L i , (c) τ j is added to all the τ 's from P k to R i , (d) k i and k Pj are swapped, (e) B j becomes the right child of P P j , (f ) t j becomes the left child of P j , (g) t k becomes the right child of P j , and (h) P j becomes the left child of P k .
The next example depicts how the STR operator works in the scenario of Case STR-3. S = {a, b, c, d , e, f, g} be the source alphabet whose frequency counters are P = [3, 1, 1, 1, 1, 1, 1 ].
Example 3. Let
Let T be the PBST shown in Figure 4 (a). Suppose that we perform an STR-3 operation on node t i . The changes to T are marked with dashed arcs, and the resulting tree is the one shown in Figure 4 (b). The resulting tree is a PBST. This is a general result, which is stated in Lemma 7 given below for which the proof is given in Appendix A.
Lemma 7 (STR-3 validity)
. Consider a PBST, T = {t 1 , . . . , t 2m−1 }, specified as per Notation STR, and the scenario of Case STR-3. The tree T = {t 1 , . . . , t 2m−1 }, which results from applying an STR operator on t i , is a PBST.
The implementation of the three cases in which the STR operator can be applied is included in Algorithm STR Operation given below. This algorithm contains the procedure STR(...), which takes a PBST, T , and a node on which the STR operation is performed, generating a new PBST. We refer to the new PBST as T , and we use the modifier var so as to return the new tree.
Fano Binary Search Tree Coding
Using the PBST and the underlying tree operations (discussed in Section 3), we now apply them to the adaptive data encoding problem. Given an input sequence, X = x [1] . . . x [M ] , which has to be encoded, the idea is to maintain an FBST at all times -at the encoding and decoding stages. In the encoding algorithm, at time 'k', the symbol x[k] is encoded using an FBST, T (k), which is identical to the one used by the decoding algorithm to retrieve x [k] . T (k) must be updated in such a way that at time 'k + 1', both algorithms maintain the same tree T (k + 1).
To maintain, at each time instant, an FBST, i.e. the tree obtained after the updating procedure, T (k + 1), must satisfy the conditions stated in Definition Structure FBST. Since the PBST structures are maintained at both the encoder and decoder sides, it is up to the updating procedure to ensure that the resulting tree satisfies the conditions stated in Definition Structure FBST.
The updating procedure is based on a conditional shifting heuristic, and used to transform a PBST into an FBST. The conditional shifting heuristic is based on the principles of the Fano coding -the nearly-equalprobability property [29] . This heuristic, used in conjunction with the STL and the STR operators defined in this paper, are used to transform a PBST into an FBST, as per the following rule. procedure STL(var T : partitioningBST; t i , t j , t k : node); Consider a partitioning BST, T = {t 1 , . . . , t 2m−1 }. Let t i be an internal node of T , t j be the left-most leaf of the subtree rooted at R i , and t k be the right-most leaf of the subtree rooted at L i .
then perform an STL operation on t i .
(ii) If
then perform an STR operation on t i .
We now introduce a definition that is important in the formalization of the algorithms that implements the updating procedure. We let a two-leaf internal node be an internal node whose left and right children are leaves. 
.), is formalized in Algorithm
Fano BST Updating. This procedure receives as parameters a partitioning BST, T = {t 1 , . . . , t 2m−1 }, the root node, root, and the node associated with the symbol being encoded, t n . The weight of t n at time 'k', τ n (k), is updated by adding unity to it. In order to maintain the source symbols of T in a non-increasing order of probability from left to right, t n is swapped with the left-most leaf (if there is any) whose weight is less than τ n (k). LetP(k) = {p 1 (k), . . . ,p m (k)} be the estimated probabilities of S, and η(k) = {η 1 (k), . . . , η m (k)} be the frequency counters of S. In order to avoid duplicating operations,P(k) is not updated. In fact, incrementing the weight of t n by unity is equivalent to incrementing η i (k) by unity, and consequently updatinĝ
η+k , where s i is the symbol associated with t n , and η = m i=1 η i (1) . We show later in this chapter that using this updating procedure, the adaptive Fano BST asymptotically converges to the static Fano tree.
The weights of all the internal nodes in the path from P n to the root are updated. After this, the path from the root downwards t n is inspected to see if there is a non-two-leaf internal node that does not satisfy the conditions stated in Definition 2. This is achieved by invoking the procedure checkShift(...) explained below.
The path from the root downwards t n is traced by using the key of each internal node, in such a way that the key of t n , k n , is searched as in a binary search tree.
The procedure checkShift(...) of Algorithm Fano BST Updating is responsible for checking that all the non-two-leaf internal nodes satisfy Definition 2. This procedure receives as parameters the partitioning BST, T , and the non-two-leaf internal node to be inspected, t i . By following Rule 7, if (7) is true (i.e. θ 1 > 0), an STL operator is performed on t i , and the procedure checkShift(...) is recursively invoked for the left and right children of t i . If θ 1 ≤ 0, (8) is evaluated, and then if θ 2 > 0, an STR operation is performed on t i , and, as in the case of the STL operation, the procedure checkShift(...) is recursively invoked for the left and right children of t i . After the procedure checkShift(...) is executed on all the non-two-leaf internal nodes of the path from the root to the leaf associated with x[k], t n , the partitioning BST is transformed into a Fano BST.
The encoding procedure that uses the Fano BST data structure is given in Algorithm Fano BST Encoding.
Let T (k) be the Fano BST at time 'k', which, in the algorithm, is represented by root. The encoding process proceeds, as usual, by scanning all the symbols of X from left to right. At time 'k', i is obtained as the index of x[k] in S. By taking advantage of Property (i ) of a Fano BST, 2i − 1 is searched in T (k), as if it were searched in a binary search tree : Going to the left child when 2i − 1 < k n , or to the right child otherwise. The value 2i − 1 is always found, since as mentioned earlier, we assume that all the keys are already in the BST.
Besides when going to the left child, '0' is sent to the output, and when going to the right child, '1' is sent to the output. Any of the 2 m−1 labeling strategies other than the one used here can also be used. Once the k th symbol from the input is encoded, T (k) must be updated. The updating procedure, updateFanoBST(...), involves two phases: increment the frequency counter of s i , η i (k), and make the necessary changes in such a way that T (k + 1) is a Fano BST.
Algorithm 5 Fano BST Encoding
Input: The source alphabet, S. A source sequence,
Assumptions: The Fano BST is constructed by invoking FanoBST(...), and maintained correctly by invoking updateFanoBST(...). Method:
in T from left to right (counting the leaves only) t n ← root // For each symbol, start again from the root
The decoding procedure, given in Algorithm Fano BST Decoding, works as follows. Let T (k) be the Fano BST used to decode x [k] . In the algorithm, this tree is represented by the variable root. The decoding procedure proceeds by scanning the encoded sequence, Y, from left to right. An auxiliary pointer, n, is maintained, which stores the pointer to the current node being inspected at time 'j'. Each time a bit from the input, y[j], is received, the pointer t n is moved to the left child of t n , L n , if y[j] is a '0' , or to the right child of t n , R n , if y[j] is a '1'. When a leaf node is reached, the symbol associated with it, s n+1 2 , is recovered and sent to the output. At this point the tree is immediately updated by invoking the procedure updateFanoBST(...), discussed earlier, so that a Fano BST is maintained, which is the one used to decode the next source symbol,
Algorithm 6 Fano BST Decoding
Input: The source alphabet, S. The encoded sequence Y = y [1] . . . y [R] . Output: The original source sequence,
Empirical Results
To analyze the speed and compression efficiency of our newly introduced adaptive coding scheme, we report the results obtained after running the scheme on files of the Calgary and Canterbury corpora. We also run the greedy adaptive Fano coding presented in [30] , and the adaptive Huffman coding algorithm introduced in The results for the tests on the Calgary corpus are shown in Table 1 . From the weighted average (the row labeled "Total"), we observe that GFC compresses slightly more (but only 0.04%) than FBSTC. In fact, this behavior is reasonable since they are expected to achieve the same compression ratio, as they use the principles Table 1 : Speed and compression ratio for the Fano BST coding, the greedy adaptive Fano method, and the adaptive Huffman coding, which were tested on files of the Calgary corpus.
of the Fano coding implemented with different structures. The slight variations are due to the way in which the "ties" are broken while constructing the Fano codes. In all files, the compression ratios achieved by GFC and FBSTC are slightly lower than AHC. In terms of compression speed, GFC is faster than FBSTC on small files, namely obj1, paper1, progc, progl, and progp. On large files, FBSTC performs faster that GFC. This is expected, since for large files, less changes are expected in the Fano BST. For all the files, FBSTC performs much faster than AHC, duplicating the compression speed in most of the cases. In the decompression stage, GFC is marginally faster than FBSTC, mainly in the small files mentioned above. In the decompression stage, FBSTC, however, is slower than AHC for all files except progp.
The results for the tests on the Canterbury corpus are shown in Table 2 . As in the tests for the Calgary corpus, the compression ratios for GFC and FBSTC are quite similar, as expected. We observe that the FBSTC obtains compression ratios slightly higher (only 0.15%) than AHC. In terms of compression speed, on small files, GFC is faster than FBSTC, and the latter is significantly faster than AHC. On large files (e.g.
kennedy.xls), however, FBSTC is faster than GFC. In fact, the reason why GFC is faster on ptt5 is due to the fact that a high compression ratio is achieved, and the input file contains only a few different symbols, which makes the FBST look like a list. Consequently, its behavior is similar to that of the GFC, with the additional burden of maintaining a complex structure, the FBST. Observe that to compress the file kennedy.xls, GFC takes more than 2.5 times as much time as that of FBSTC. In terms of decompression speed, FBSTC is slower than AHC. However, the former achieves similar speed values for both compression and decompression, which implies an advantage when the entire process has to be synchronized. Table 2 : Speed and compression ratio obtained after running the adaptive Huffman coding, the greedy adaptive Fano coding, and the adaptive coding that uses FBST on files of the Canterbury corpus.
Conclusions
In this paper, we have demonstrated that we can effectively use results from the field of adaptive self-organizing data structures in enhancing compression schemes. Unlike adaptive lists, which have already been used in compression, to the best of our knowledge, adaptive self-organizing trees have not been used in this regard.
To achieve this, we have introduced a new data structure, the Partitioning Binary Search Tree (PBST) which, although based on the well-known Binary Search Tree (BST), also appropriately partitions the data elements into mutually exclusive sets. The PBST is a BST in which the source alphabet symbols are incorporated in such a way that their location can be determined using their indices as the "keys". When used in conjunction with a Fano encoding, we have shown that the PBST leads to the so-called Fano Binary Search Tree (FBST), which also incorporates the required Fano coding (nearly-equal-probability) property into the BST, and have given detailed algorithms to demonstrate how both the PBST and FBST can be maintained adaptively. In order to maintain a PBST while encoding, we have introduced the updating procedure that performs the two new tree-based operators, namely the Shift-To-Left (STL) operator and the Shift-To-Right (STR) operator. For these two operators, we have identified all the mutually exclusive cases in which they can be applied, and provided the formal rules that implement these operators, as well as the respective scenarios for their validity.
The encoding and decoding procedures that also update the FBST have been implemented and rigorously tested. Our empirical results on files of the Calgary and Canterbury corpora show the salient advantages of our strategy. An open problem that deserves investigation is that of combining the adaptive self-organizing BST methods and other statistical and/or dictionary-based methods, which, undoubtedly would lead to more efficient compression schemes implied by the higher-order models. The resulting advantage can be obtained as a consequence of the additional speed-enhanced updating procedure provided by the adaptive self-organizing tree-based principles.
The second equality of (5) uses Lemma 1 of [10] , whence,
The result again follows by invoking the property α 2i = 0, which is true for all i. The lemma is thus proved.
Proof of Theorem 1. From Lemma 1, we know that τ root = m j=1 α 2j−1 . Since, from Remark 2, for every internal node, α 2i = 0, we can write (2) for κ root as follows:
Consider the ratio
By invoking (4), we have
, and hence (13) can be written as follows:
The last equality is a consequence of the fact that λ 2i−1 = i + 1, which is true because λ i involves counting the nodes along the path from the root to the leaf associated with s i , and i is obtained by counting the edges in the corresponding path.
Proof of Lemma 2.
To clarify the notation of the nodes involved, t i is an internal node, whose left child, t k , has a sibling which is the parent of t j , and additionally, t k and t j are adjacent leaves.
We have to show that T , the tree obtained after invoking Rule 1, satisfies Definition Structure PBST.
There are three issues which must be proven:
(c) The weight of each internal node, τ 2u , in T , must be obtained as τ L2u + τ R2u , where L 2u and R 2u are the left and right children of t 2u respectively.
Without loss of generality, let t i be t 2u , for some integer u, 1 ≤ u ≤ m. This implies that t k = t 2u−1 in T . Besides P P j = t i , which implies that R i = P j , and hence the next node to be enumerated after t 2u
in T is t j = t 2u+1 . As a result, P j = t 2u+2 is the next node to be enumerated after t j in T . In summary:
. . , t 2m−1 }, where t 2u−1 = t k , t 2u = t i , t 2u+1 = t j , and t 2u+2 = P j .
(a) Identity of Leaf nodes: After performing the STL-1 operation on t i , P j will become the left child of t i , which implies that P j will continue to be an internal node, since t k and t j become its left and right children respectively. Since t k and t j are leaves, they will correspond to t 2u−1 and t 2u+1 in T , the (c) Updating of τ : On the other hand, τ P j = τ 2u is the only weight that is modified in T . Since t k becomes the left child of P j , τ k is added to τ Pj (this is done in (a) of STL-1). Additionally, after performing the STL, t j remains as a child of P j , and B j is not a child of P j anymore. Consequently, since τ B j is subtracted in (a) of STL-1, τ P j becomes the sum of τ k = τ 2u−1 and τ j = τ 2u+1 , and the updated value of τ P j is:
The remaining weights of T , {τ 1 , . . . , τ 2u−2 , τ 2u+2 , . . . , τ 2m−2 }, are unchanged, and hence all the properties of Definition Structure PBST are satisfied.
The result follows.
Proof of Lemma lem:AFB-STL-2-Validity.
The proof of this lemma follows the steps of that of Lemma 2.
As in the proof of Lemma 2, we have to show that T , the tree obtained after invoking Rule 2, satisfies the properties found in Definition Structure PBST. We again assume that: t 2u−1 = t k , t 2u = t i , t 2u+1 = t j , and t 2u+2 = P j . We have to prove the following. First of all, note that after invoking STL-2, P j becomes the left child of t i in T , and t j becomes the right child of P j . This implies that t j is in the subtree rooted at L i , and consequently, τ j must be subtracted from the weights of all the nodes in the path from P P j to R i . This is done in step (b) of Rule STL-2. Since t j is not in the subtree rooted at R i in T (after the rotation), we see from (10) that,
, and hence all the nodes in that path satisfy τ 2u = τ L2u + τ R2u .
Consequently, T satisfies the properties of Definition Structure PBST, and the lemma follows.
Proof of Lemma 4. The proof of this lemma follows the steps of that of Lemma 2.
As in the proof of Lemma 2, we have to show that T , the tree obtained after invoking Rule STL-3, satisfies the properties of Definition Structure PBST. We again assume the notation that: t 2u−1 = t k , t 2u = t i , t 2u+1 = t j , and t 2u+2 = P j (see Figure 3) . We have to prove the following.
(a) Identity of Leaf nodes: This part of the proof is identical to (a) of Lemma 2.
(b) Identity of Internal nodes: In this case, the proof follows the exact same steps of (b) of Lemma 2.
(c) Updating of τ : The updating of τ Pj and the weights of all the nodes in the path from P Pj to R i is achieved, as shown in (c) of Lemma 3. This is proved below.
In the case of STL-3, the parent of t k , P k , is not t i , and hence, an additional operation is performed, which consists of adding τ j to all the τ 's in the path from P k to L i . Since t j is incorporated into the subtree rooted at L i in T , we see from (10) , that τ 2u = s v=1 τ 2v−1 . Thus, all the nodes in that path satisfy τ 2u = τ L 2u + τ R 2u . This implies that T will satisfy all the properties of Definition Structure PBST.
Proof of Lemma 5. The proof of this lemma is similar to the proof of Lemma 2 (STL-1 Validity). In this lemma, t j and t k interchange roles in T , being t 2u−1 and t 2u+1 respectively. First of all, we clarify the notation for the nodes involved in this proof, t i is an internal node, whose right child, t k , has a sibling which is the parent of t j , and additionally, t k and t j are adjacent leaves.
In order to ensure the validity of Rule STR-1, we must show that the resulting tree, T , satisfies the properties of Definition Structure PBST. We achieve this by proving the following three statements: Without loss of generality, we let t i be t 2u , for some integer u, where 1 ≤ u ≤ m. As a consequence of this, the next node to be enumerated after t 2u in T will be t k = t 2u+1 . Besides P P j = t i , which implies that L i = P j , and hence t j (a leaf) will be t 2u−1 in T . As a result, P j will be t 2u−2 in T . Thus, we have: T = {t 1 , . . . , t 2m−1 }, where t 2u−2 = P j , t 2u−1 = t j , t 2u = t i , and t 2u+1 = t k .
(a) Identity of Leaf nodes: After performing the STR-1 operation on t i , P j will become the right child of t i . This implies that P j will remain as an internal node in T , because t j and t k become its left and right children respectively. Since t j and t k are both leaves, they will correspond to t 2u−1 and t 2u+1 in T , the resulting tree after performing the STR-1 operation, respectively. In addition, all the other leaves of T , {t 1 , . . . , t 2u−3 , t 2u+3 , . . . , t 2m−1 }, will remain unchanged. Therefore, (i ) of Definition Structure PBST is satisfied.
(b) Identity of Internal nodes: From STR-1, we see that P j becomes the right child of t i in T .
Consequently, t i and P j will be t 2u−2 and t 2u respectively in T . Additionally, all the other internal nodes, {t 2 , . . . , t 2u−4 , t 2u+2 , . . . , t 2m−2 }, will remain unchanged in T , and hence (ii ) of Definition Structure PBST will be satisfied.
