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interpolatory masks from a symmetric Hurwitz non-interpolatory
one. This brings back to a polynomial equation involving the sym-
bol of the non-interpolatory scheme we start with. The solution
of the polynomial equation here proposed, tailored for symmetric
Hurwitz subdivision symbols, leads to an efﬁcient procedure for
the computation of the coefﬁcients of the corresponding family
of interpolatory masks. Several examples of interpolatory masks
associated with classical approximating masks are given.
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1. Introduction
A subdivision scheme is an iterative process that produces curves or surfaces from given discrete
data by reﬁning these on denser and denser grids. In the univariate case, starting with some initial
points attached to the integer grid, i.e. with q = (qi : i ∈ Z), one iteratively computes a sequence
qn :=Saqn−1 = Snaq0 for n 1, where q0 ≡ q, by repeated application of the rules
∗ Corresponding author. Tel.: +39 0554796713; fax: +39 0554224137.
E-mail addresses: costanza.conti@uniﬁ.it (C. Conti), gemignan@dm.unipi.it (L. Gemignani), lucia.romani@unimib.it
(L. Romani).
0024-3795/$ - see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2009.06.037
1972 C. Conti et al. / Linear Algebra and its Applications 431 (2009) 1971–1987
(Saq)i =
∑
j∈Z
ai−2jqj , i ∈ Z, (1)
which rely on the coefﬁcients ai, i ∈ Z. These identify the subdivision operator Sa and the so called
reﬁnementmask a = (ai : i ∈ Z), which is an element of0(Z), i.e.of the space of compactly supported
sequences of real values. By assigning the values of Snaq, n ∈ N0, to the denser and denser grids 2−nZ,
one can then establish anotion of convergence to a continuous limit functionby requiring the existence
of a uniformly continuous function fq (depending on the starting sequence q) satisfying
lim
n→∞ supj∈Z
∣∣∣(Snaq)j − fq
(
2−nj
)∣∣∣ = 0 (2)
and fq /= 0 for at least some initial data q such that ‖q‖∞:= supi∈Z | qi| < ∞.
An equivalent description of convergence is to demand the existence of the so called basic limit func-
tion as the limit of the sequence Sna (hereafter, we denote by  = (δi,0 : i ∈ Z) the “delta” sequence)
that is, the existence of a uniformly continuous function φa such that
lim
n→∞ supj∈Z
∣∣∣(Sna)j − φa
(
2−nj
)∣∣∣ = 0. (3)
In fact, in case of convergence of the subdivision scheme, we have
fq =
∑
j∈Z
φa(· − j) qj.
Note that the basic limit function is reﬁnablewith respect to a since it satisﬁes the functional equation
φa =
∑
j∈Z
aj φa (2 · −j) . (4)
Most of the theory of stationary subdivision, whether convergence takes place, consists of reading
off the properties of the basic limit function φa from the mask properties, or equivalently, from the
properties of its symbol
a(z) = ∑
i∈Z
aiz
i z ∈ C \ {0},
a Laurentpolynomial associatedwith themaska. For example, necessary conditions for the subdivision
convergence are given in terms of symbol properties as
a(1) = 2, a(−1) = 0. (5)
For more than an introduction to stationary subdivision, we refer to [2,7].
A particular class of subdivision schemes are those that reﬁne the sequence q while keeping the
“original data” in the sense that (Saq)2i = qi, i ∈ Z. For obvious reasons, such schemes are called
interpolatory and their reﬁnement mask is of special type since it satisﬁes
a2i = δi,0, i ∈ Z.
Whenever they converge, the associated limit functions are cardinal interpolants toq, i.e. fq(i) = qi, i ∈
Z and their basic limit function φa is a cardinal interpolant of the  sequence, φa(i) = δi,0, i ∈ Z. It is
easy to show that a(z) is the symbol of an interpolatory scheme if and only if it satisﬁes
a(z) + a(−z) = 2 z ∈ C \ {0}. (6)
Interpolatory subdivision schemes play a crucial role in both geometric modeling and wavelets con-
struction (see [7,16], respectively). In fact, on one hand interpolatory methods have the ability to
generate curves in a very predictable manner (due to the fact that the produced limit shapes pass
through the given control points) which is certainly a desirable feature in curve design. On the other
hand, a positive symmetric interpolatory symbol, via its spectral factorization, allows the construction
of an orthogonal reﬁnable function, building block of orthonormal wavelets. Despite of their impor-
tance andof the recent burgeoning literature in theﬁeld of subdivision schemes, very few interpolatory
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examples are known so far even in the univariate setting. The most celebrated example is the class of
Dubuc–Deslauriers (DD) symmetric schemes, ﬁrst presented in [4].
Interpolatory subdivision is the subject of this paper,whereweprovide a general strategy to deduce
a family of interpolatorymasks from a symmetric Hurwitz non-interpolatory one. This brings back to a
polynomial equation involving the symbol of the non-interpolatory subdivision schemewe start with.
The solution of the polynomial equation here proposed is tailored for symmetric Hurwitz subdivision
symbols and leads to an efﬁcient strategy for the computation of the coefﬁcients of the corresponding
interpolatory masks. This is particularly true in the case of B-splines and for the masks given in [11].
We remark that a combination ofDD-masks, also basedon apolynomial equation solution, has been
recently considered in [5] by De Villiers and Hunter. Nevertheless, their approach is less general than
ours andnodiscussion of how to get the solution of the polynomial equation is conducted.We continue
by noticing that, in the multivariate case, Jia extended the results in [17] by discussing existence and
uniqueness of interpolatory masks induced by Box-splines [14]. Even though his analysis is somehow
related to the one here proposed, in his paper no strategy for the derivation of the interpolatory
mask coefﬁcients is given. The advantage of our procedure (at present conﬁned to the univariate case)
is therefore two-fold: ﬁrst it allows to generate a whole family of symmetric interpolatory masks
and second it provides an efﬁcient method for the construction of their coefﬁcients. In addition, the
polynomial formulation seems to be well suited for extensions to the multivariate case which is the
subject of our future research.
The paper is organized as follows: in Section 2 the idea of the strategy used to move from a non-
interpolatory mask to an interpolatory one is sketched also with the help of some examples. The
theoretical foundation of it is then given in Section 3 together with an efﬁcient procedure for the
computation of the interpolatory mask coefﬁcients. The closing Section 4 is devoted to the analysis of
the B-spline and Gori–Pitolli (GP) cases. In both contexts several examples are also given.
2. Getting the idea
Aim of this section is the description, in a quite heuristic way, of the strategy used to deduce an
interpolatory subdivision mask from a non-interpolatory one. It arises from the discussion conducted
in [15] for the particular case of the cubic B-spline. Theoretical foundation of the strategy will be given
in the next section.
Let Sak be the subdivision operator associated with the subdivision mask
ak = (· · · , 0, 0, a0, a1, · · · , ak , 0, 0, · · ·)
and with the subdivision symbol ak(z) = ∑kj=0 ajzj .
Let Hk be the matrix of order k associated with the polynomial ak(z)
Hk =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
a1 a3 a5 a7 · · · 0
a0 a2 a4 a6 · · · 0
0 a1 a3 a5 · · · 0
0 a0 a2 a4 · · · 0
...
...
...
...
0 0 0 0 · · · ak
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (7)
namely
Hk = (h(k)i,j ), h(k)i,j = a2j−i, 1 i, j k (8)
and denote byAk the leading principal submatrix of order k − 1.WheneverHk is nonsingular,Hk and
Ak are related by
detHk = ak detAk
and, moreover, by
H−1k =
(
A−1k 0
∗ a−1k
)
.
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It is not difﬁcult to see that the application of the subdivision operator Sak deﬁned as in (1),
v = Saku, vk+i =
∑
j∈Z
ak+i−2juj , i ∈ Z,
exploiting a Matlab-like notation can be locally written in terms of the matrix Hk as
v[2k − 1:−1: k]T = Hku[k − 1:−1: 0]T . (9)
Now, if Hk is an invertible matrix so is Ak , and from (9) we can write
u[k − 1:−1: 0]T = H−1k v[2k − 1:−1: k]T = H−1k Hku[k − 1:−1: 0]T . (10)
For 1 i k − 1, let us introduce the polynomials
pik(z):=
k−1∑
=1
(A−1k )i, z−1 =
k−1∑
=1
pi, z
−1, (pi, = 0 if  < 1 or  > k − 1), (11)
whose coefﬁcients are determined by the entries of Ak . Moreover, deﬁne the bi-inﬁnite triangular
Toeplitz matrix T i = (tik,s) associated with pik(z) by setting tik,s = pi,s−k , s, k ∈ Z.
Then,wecanderive k − 1 interpolatorymasks fromanon-interpolatoryoneby taking the following
subdivision rules for i = 1, . . . , k − 1
v
(new) = T i · Saku, 1 i k − 1.
From (10) it follows that these masks are indeed interpolatory. In addition, it can be easily shown that
the symbol associated with the novel subdivision operator T i · Sak is a suitable shift of ak(z) pik(z).
For a reason that will be clear soon, the shift we will consider is given by the factor z2i−1. The shifted
symbol will be denoted by
mik(z):=
ak(z) p
i
k(z)
z2i−1
. (12)
Though the theoretical analysis of the strategy sketched above will be given in the next section, to
better understand it we continue by discussing a few examples.
2.1. Examples
We consider B-spline subdivision schemes of order k, k 2, having symbol ak(z) = (1+z)k2k−1 , k 2.
Since for k = 2 the matrixA2 isA2 = (1), the process does not change the subdivision mask which is
in fact interpolatory already. In case k = 3 we get the symbol of quadratic B-splines a3(z) = (1+z)34 ,
deﬁning the matrix
A3 = 1
4
(
3 1
1 3
)
,
which is invertible. Using the coefﬁcients of the ﬁrst row of its inverse,
(
3
2
,− 1
2
)
, we deﬁne the
interpolatory symbol
m13(z) =
(1 + z)3
4
(
3
2
− 1
2
z
)
z−1
having mask
m13 =
1
8
(· · · , 0, 3, 8, 6, 0, −1, 0, · · ·) , (13)
while using the coefﬁcients of the second row of its inverse,
(
− 1
2
, 3
2
)
, we deﬁne the interpolatory
symbol
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Fig. 1. Plot of S10
m13
 (left) and of S10
m23
 (right).
m23(z) =
(1 + z)3
4
(
−1
2
+ 3
2
z
)
z−3
whose associated mask is
m23 =
1
8
(· · · , 0, −1, 0, 6, 8, 3, 0, · · ·) . (14)
Fig. 1 shows the results obtained when applying 10 steps of the stationary subdivision schemes
based on the masks (13) and (14), respectively.
For k = 4 we deal with the symbol of cubic B-splines, a4(z) = (1+z)48 , deﬁning the matrix
A4 = 1
8
⎛
⎝4 4 01 6 1
0 4 4
⎞
⎠ ,
with inverse given by
A−14 =
1
2
⎛
⎝ 5 −4 1−1 4 −1
1 −4 5
⎞
⎠ .
Therefore, we can deﬁne three interpolatory symbols
m14(z) = (1+z)
4
8
(
5
2
− 2z + 1
2
z2
)
z−1,
m24(z) = (1+z)
4
8
(
− 1
2
+ 2z − 1
2
z2
)
z−3,
m34(z) = (1+z)
4
8
(
1
2
− 2z + 5
2
z2
)
z−5,
with corresponding masks
m14 = 116 (· · · , 0, 5, 16, 15, 0, −5, 0, 1, 0, · · ·) ,
m24 = 116 (· · · , 0, −1, 0, 9, 16, 9, 0, −1, 0, · · ·) ,
m34 = 116 (· · · , 0, 1, 0, −5, 0, 15, 16, 5, 0, · · ·) .
(15)
Note thatm24 is the mask of the celebrated Dubuc–Deslauriers 4-point scheme [4,9]. Fig. 2 shows the
results obtained when applying 10 steps of the stationary subdivision schemes based on the masks
(15).
3. Hurwitz symmetric masks
To set the theoretical foundation of the strategy sketched in the previous section, we restrict the
analysis to the case of a symmetric maskwhose symbol is a Hurwitz polynomial of degree k ∈ N+, i.e.
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Fig. 2. Plot of S10
m14
 (left), S10
m24
 (center), S10
m34
 (right).
a polynomial of degree k with all zeros in the left-half plane. Thus, we continue by considering ak(z)
a symmetric Hurwitz polynomial symbol of degree k deﬁned by
ak(z) = a0 + a1z + · · · + akzk ,
subjected to the constraints
aj = ak−j , 0 j k. (16)
Remark 1. We remark that the reﬁnable limit function of a subdivision scheme based on a Hurwitz
symmetric mask is symmetric and totally positive which is known to be a very important property, for
example in CAGD applications [10]. The stipulation on the symbol has two consequences. First itmakes
possible to prove the invertibility of Hk by characterizing the polynomials pik(z) in (11) as the unique
solution of a certain polynomial equation. Secondly, it leads to very effective numerical methods for
solving this equation. While the Hurwitz property is essential for the second result, the ﬁrst one could
be obtained under very relaxed conditions, requiring merely that ak(z) is a symmetric polynomial
such that ak(z) and ak(−z) are relatively prime. In this way the applicability of our approach can be
extended to deal with a wider class of symmetric masks.
3.1. Existence and characterization of the polynomials pik(z)
Aim of this subsection is two-fold. First we consider the existence and the characterization of the
polynomials pik(z) mentioned in (11), then we discuss a technique for their construction.
Theorem 2. Let ak(z) be a symmetric Hurwitz polynomial with Hk its associated matrix of order k. The
polynomial pik(z) with coefﬁcients given by the entries of the i-th row of H
−1
k , 1 i k − 1, is the unique
polynomial of degree less than k such that
ak(z)p
i
k(z) − ak(−z)pik(−z) = 2z2i−1, 1 i k − 1. (17)
Proof. Let us introduce the matrix Rk ∈ R2k×2k deﬁned by
Rk =
(
JkHTk Jk 0
0 HTkDk
)
,
where Jk denotes the k × k reversionmatrix havingunit antidiagonal entries, i.e., Jk = (δi,n−j+1)where
δ is the Kronecker symbol, and, moreover,
Dk = diag[−1, (−1)2, . . . , (−1)k−1, (−1)k].
The proof of the Theorem follows by relating the matrix Rk with the resultant matrix generated by
the polynomials ak(z) and ak(−z).
Let Pk ∈ R2k×2k , Pk = (δi,σ(j)) be the permutation matrix associated with the “perfect shufﬂe”
permutation given by
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σ : {1, . . . , 2k} → {1, . . . , 2k}, σ(j) =
{
(j + 1)/2, if j is odd;
j/2 + k, if j is even.
There follows that
PkRk = Pk
(
JkHTk Jk
0
)
+ Pk
(
0
HTkDk
)
.
In addition, let Gk ∈ R2k×2k be the matrix deﬁned by
Gk =
(
Ik −Dk
Dk Ik
)
.
By performing one step of block Gaussian elimination we ﬁnd that
Gk =
(
Ik 0
Dk Ik
)(
Ik −Dk
0 2Ik
)
,
which yields the following block characterization of the inverse of Gk
G
−1
k =
1
2
(
Ik Dk
−Dk Ik
)
.
Hence, we obtain that
PkRkGk = Pk
(
JkHTk Jk
0
) (
Ik −Dk)+ Pk
(
0
HTkDk
) (
Dk Ik
)
,
which implies
PkRkGk =
(
Pk
(
JkHTk Jk
HTk
)
Pk
(
(−1)kJkHTkDkJk
HTkDk
))
since−Dk = (−1)kJkDkJk . Now it is worth noting that the two block columns of PkRkGk have basically
the same structure. For the ﬁrst component we ﬁnd that
Γ+ = (γ+i,j ) = Pk
(
JkHTk Jk
HTk
)
where from (8) we get
γ+i,j =
{
ak+j−i if i odd,
ai−j if i even;
and, therefore, from (16) we obtain
γ+i,j = ak+j−i, 1 i 2k, 1 j k.
Similarly, we deduce that
Γ− = (γ−i,j ) = Pk
(
(−1)kJkHTkDkJk
HTkDk
)
,
where from (8) it follows
γ−i,j =
{
ak+j−i(−1)j−1 if i odd,
ai−j(−1)j if i even;
and, therefore, again by using (16) we ﬁnd that
γ−i,j = ak+j−i(−1)j−i, 1 i 2k, 1 j k.
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In this way we may conclude that
PkRkGk = Sk(a+k , a−k ),
where Sk(a+k , a
−
k ) ∈ R2k×2k is the resultant matrix of order 2k associated with the polynomials
a
+
k :=ak(z) and a−k :=ak(−z). From the Hurwitz property we get that ak(z) and ak(−z) are relatively
prime and, therefore, Sk(a+k , a
−
k ) is nonsingular. This implies that Rk ,Hk and Ak are nonsingular
matrices. In particular, the i-th row x
T
i of H
−1
k satisﬁes
Rk
(
0
Dkxi
)
=
(
0
ei
)
,
which yields
PkRkGkG−1k
(
0
Dkxi
)
= Pk
(
0
ei
)
,
and, therefore,
1
2
Sk(a+k , a
−
k )
(
xi
Dkxi
)
= e2i.
By setting
xi = [x(i)0 , . . . , x(i)k−1]T , pik(z) = x(i)0 + x(i)1 z + · · · + x(i)k−1zk−1,
we conclude that pik(z) is the unique polynomial of degree less than k such that
ak(z)p
i
k(z) − ak(−z)pik(−z) = 2 z2i−1, 1 i k − 1. 
By multiplying (17) by z we ﬁnd that
ak(z)(zp
i
k(z)) + ak(−z)(−zpik(−z)) = 2 z2i, 1 i k − 1. (18)
Effective computational methods for solving such kind of equations had already appeared in the
literature. In fact, polynomial equations of the more general form
a(z)p(−z) + a(−z)p(z) = b(z), (19)
with
deg(a(z)), deg(p(z)) k, deg(b(z)) 2k, b(z) = b(−z), (20)
play a key role in several different contexts, including control theory. A solution method based on
polynomial manipulations and related to the Routh-Hurwitz theory has been described in [13]. In the
following we pursue a different approach which is more suited for the applications we have in mind
(see Sections 4.1 and 4.2).
Let us assume that all the polynomials in (19) are suitably represented by using the Bernstein type
polynomial basis (1 − z)k , (1 − z)k−1(1 + z), . . . , (1 − z)(1 + z)k−1, (1 + z)k of the vector space of
real polynomials of degree less than or equal to k. That is,
a(z) =
k∑
j=0
aˆj(1 − z)k−j(1 + z)j , p(z) =
k∑
j=0
pˆj(1 − z)k−j(1 + z)j.
Moreover let us assume that b(z) is also suitably represented by using the polynomial basis (1 −
z)2k , (1 − z)2k−1(1 + z), . . . , (1 − z)(1 + z)2k−1, (1 + z)2k of the vector space of real polynomials
of degree less than or equal to 2k, namely
b(z) =
2k∑
j=0
bˆj(1 − z)2k−j(1 + z)j.
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Since b(z) = b(−z) we obtain that
b(z) =
2k∑
j=0
bˆj(1 − z)2k−j(1 + z)j =
2k∑
j=0
bˆj(1 + z)2k−j(1 − z)j = b(−z),
and, hence,
bˆj = bˆ2k−j 0 j 2k.
Observe that
a(z) = (1 − z)kaˆ
(
1 + z
1 − z
)
, a(−z) = (1 + z)kaˆ
(
1 − z
1 + z
)
,
where
aˆ(w):=
k∑
j=0
aˆjw
j , w := 1 + z
1 − z .
Similarly we can write
p(z) = (1 − z)kpˆ
(
1 + z
1 − z
)
, p(−z) = (1 + z)kpˆ
(
1 − z
1 + z
)
, pˆ(w):=
k∑
j=0
pˆjw
j ,
and
b(z) = (1 − z)k(1 + z)k
(
bˆ
(
1 + z
1 − z
)
+ bˆ
(
1 − z
1 + z
))
, bˆ(w):= bˆk
2
+
k∑
j=1
bˆk+jwj.
In this way the relation (19) can be restated as
aˆ
(
1 + z
1 − z
)
pˆ
(
1 − z
1 + z
)
+ aˆ
(
1 − z
1 + z
)
pˆ
(
1 + z
1 − z
)
= bˆ
(
1 + z
1 − z
)
+ bˆ
(
1 − z
1 + z
)
, (21)
or, equivalently, as
aˆ(w)pˆ
(
1
w
)
+ aˆ
(
1
w
)
pˆ(w) = bˆ(w) + bˆ
(
1
w
)
. (22)
Note that the Moebius transformation z → w = 1+z
1−z maps the left half-plane into the open unit
disc so that aˆ(w) has all its zeros of modulus less than 1. The Eq. (22) reduces to a Toeplitz-plus
Hankel linear system. Since aˆ(w) is stable it follows that the coefﬁcientmatrix is invertible and, hence,
pˆ(w) is uniquely determined from the coefﬁcients of aˆ(w) and of bˆ(w). In [1] superfast methods
are devised for solving the linear system at the cost of O(k log2 k) arithmetic operations. In many
cases of interest for the applications under consideration, the polynomial aˆ(w) has a very simple
form so that the computation can be dramatically simpliﬁed (compare with Sections 4.1 and 4.2).
For the polynomial b(z) = z2i, 1 i k − 1 in (18), the next proposition provides explicit and easily
computable expressions for the coefﬁcients.
Proposition 3. We have
z2i = 1
22k
2k∑
s=0
ρ(i)s (1 + z)s(1 − z)2k−s, 1 i k − 1,
where
ρ(i)s =
2i∑
j=2i−2k+s
(−1)j
(
2i
j
)(
2k − 2i
s − j
)
, 0 s 2k. (23)
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Proof. From
z2i = z2i · (1)2k−2i =
(
1 + z
2
− 1 − z
2
)2i (1 + z
2
+ 1 − z
2
)2k−2i
it follows
z2i =
⎡
⎣ 2i∑
j=0
(
2i
j
)
(−1)j
(
1 + z
2
)j (1 − z
2
)2i−j⎤⎦ ·
·
⎡
⎣2k−2i∑
m=0
(
2k − 2i
m
)(
1 + z
2
)m (1 − z
2
)2k−2i−m⎤⎦
which gives
z2i = 1
22k
2k∑
s=0
ρ(i)s (1 + z)s(1 − z)2k−s,
where
ρ(i)s =
2i∑
j=2i−2k+s
(−1)j
(
2i
j
)(
2k − 2i
s − j
)
, 0 s 2k. 
Observe that the symmetry property ρ
(i)
s = ρ(i)2k−s can easily be checked by performing the substi-
tution 2i − j =  in (23). Indeed, we have
ρ(i)s =
2i∑
j=2i−2k+s
(−1)j
(
2i
j
)(
2k − 2i
s − j
)
=
min{2i,s}∑
j=max{2i−2k+s,0}
(−1)j
(
2i
j
)(
2k − 2i
s − j
)
,
2i − max{2i − s, 0} = min{2i, s}, 2i − min{2i, 2k − s} = max{2i − 2k + s, 0}
and, hence, by using
(
k
h
)
=
(
k
k − h
)
,
ρ
(i)
2k−s =
min{2i,2k−s}∑
j=max{2i−s,0}
(−1)j
(
2i
j
)(
2k − 2i
2k − s − j
)
=
min{2i,s}∑
=max{2i−2k+s,0}
(−1)
(
2i

)(
2k − 2i
 − s
)
.
A recursive scheme for the computation of all the coefﬁcients ρ
(i)
s , 1 i k − 1, 0 s 2k usingO(k2)
arithmetic operations was devised in [12].
3.2. Properties of the Laurent polynomials mik(z)
Wecontinue by investigating the properties of the family ofmaskswhose symbol has been denoted
by mik(z). As stated in the next two propositions, these masks are interpolatory and show “related”
symmetry.
Proposition 4. GivenasymmetricHurwitz-typedegree-kpolynomial ak(z) such thatak(1) = 2, ak(−1) =
0, the Laurent polynomials
mik(z):=
ak(z)p
i
k(z)
z2i−1
, 1 i k − 1 (24)
are interpolatory symbols and satisfy
mik(1) = 2, mik(−1) = 0, 1 i k − 1.
C. Conti et al. / Linear Algebra and its Applications 431 (2009) 1971–1987 1981
Proof. From the fundamental relation
ak(z)p
i
k(z) − ak(−z)pik(−z) = 2 z2i−1, 1 i k − 1, (25)
it follows that pik(1) = 1 and, moreover, we can recast the equation as in (18) in the form
zak(z)p
i
k(z)
z2i
+
(
−zak(−z)pik(−z)
)
z2i
= 2, (26)
meaning that the schemesmik(z):= ak(z)p
i
k(z)
z2i−1 , 1 i k − 1are interpolatory since they satisfymik(z) +
mik(−z) = 2. Last, the fact that ak(−1) = 0 implies thatmik(−1) = 0 so thatmik(1) = 2 and the proof
is complete. 
Remark 5. It is useful to note that any afﬁne combination of the schemes mik(z), 1 i k − 1 is
still interpolatory and that speciﬁc afﬁne combinations of these masks can be used to get symmetric
interpolatory masks.
We now continue by analyzing the property of polynomial generation for the interpolatory mask
mik(z). To this aimwe recall the following result already given in [2] and more recently investigated in
[6].
Lemma 6 (Polynomial generation). For a nonsingular subdivision scheme Sc with symbol c(z), the con-
dition
c(z) is divisible by (1 + z)dG+1 (27)
is equivalent to the property that for any polynomial p of degree d dG there exists some initial data q0
such that S∞c q0 = p. Moreover, q0 is sampled from a polynomial of the same degree and with the same
leading coefﬁcient.
From the previous Lemma it trivially follows
Corollary 7. If the symmetric Hurwitz-type subdivision mask ak(z) generates polynomials of degree dG ,
then the associated family of interpolatory masks mik(z) has as well the ability to generate degree-dG
polynomials.
Remark 8. From the above corollary we can actually deduce that the subdivision schemes with sym-
bols mik(z), due to their interpolatory nature, reproduce polynomials of degree dG which means that,
assumedq0 = {p(i), i ∈ Z}, where p is a degree-dG polynomial, then S∞mikq
0 = p. It alsomeans that the
interpolatory subdivision scheme has approximation order dG + 1 even though the non-interpolatory
scheme we started with has a lower approximation order, which is certainly an important fact.
Now, we will introduce a strategy to “symmetrize" the interpolatory subdivision masks mik(z),
1 i k − 1, which consists in taking speciﬁc convex combinations of them. In general, we can prove
the following result.
Proposition 9. Let mik(z), 1 i k − 1 be the interpolatory subdivision masks deﬁned in (24). The sym-
bols ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
s
n−,n++1
k (z):= 12
(
m
n−
k (z) + mn++1k (z)
)
,  = 0, . . . , n − 1
for k = 2n + 1,
s
n+1−,n++1
k (z):= 12
(
m
n+1−
k (z) + mn++1k (z)
)
,  = 1, . . . , n
for k = 2n + 2,
(28)
are interpolatory and symmetric.
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Proof. Sincemik(z) = ak(z)p
i
k(z)
z2i−1 , 1 i k − 1with ak(z) a symmetric symbol, we work with the poly-
nomials
pik(z)
z2i−1 , 1 i k − 1 only. We start by using the fact that, sinceAk is a centrosymmetric matrix,
so is its inverse (bi,j) = B :=A−1k . This means that
bi,j = bk−i+1,k−j+1, i, j = 1, . . . , k − 1. (29)
If k is odd, the ﬁrst expression in (28) is
1
2
ak(z)
z2(n−)−1
(
p
n−
k (z) + z−4−2pn++1k (z)
)
.
Since
p
n−
k (z) =
2n∑
j=1
bn−,jzj , z−4−2pn++1k (z) =
2n−4−2∑
j=−4−1
bn++1,j+4+2zj ,
the polynomial c(z):=pn−k (z) + z−4−2pn++1k (z) can be written as
2n∑
j=−4−1
cjz
j where cj :=
⎧⎨
⎩
bn++1,j+4+2, j = −4 − 1, . . . , 0;
bn−,j + bn++1,j+4+2, j = 1, . . . , 2n − 4 − 2;
bn−,j , j = 2n − 4 − 1 . . . , 2n.
The symmetry request for the ﬁrst (and for the last) 4 + 2 elements of c(z), i.e. the request that
bn++1,j+4+2 = bn−,2n−j−4−1, j = −4 − 1, . . . , 0,
follows from (29), from which also follows symmetry on the remaining coefﬁcients of c(z), i.e.
cj = c2n−4−1−j j = 1, . . . , 2n − 4 − 2.
In fact,
cj = bn−,j + bn++1,j+4+2 = bn++1,2n−j+1 + bn−,2n−4−j−1 = c2n−4−1−j.
The case k even can be treated in a similar way. 
Remark 10. We observe that any average of masks in (28) is also a symmetric interpolatory mask
resulting in what we can call an “higher order” average. Examples of higher order averages will be
given in the next section.
The symmetrization of the interpolatory masks via average of two of them, may increase by one
the order of polynomial generation. In fact, as a consequence of [3, Corollary 1] we have
Corollary 11. Let the symbol mik(z) contain the odd degree factor (1 + z)2d−1. Then the symmetric masks
deﬁned in (28) contain also the even degree factor (1 + z)2d.
4. Classical non-interpolatory Hurwitz symmetric masks: B-spline and GP masks
This section is devoted to the solution of the polynomial equation (18) in case ak(z) is either the
symbol of a B-spline or of a GP function of order k. Even though the latter class of functions includes
B-splines, for the sake of clarity we keep the two examples separated.
4.1. The B-spline case
In casewe deal with a B-spline of order kwhose symbol is the degree-k polynomial ak(z) = (1+z)k2k−1 ,
Eq. (18) reads as
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(1 + z)k(zpik(z)) + (1 − z)k(−zpik(−z)) = 2kz2i, 1 i k − 1, (30)
which gives us a simple way to compute the coefﬁcients of the polynomial pik(z). For the sake of
simplicity we refer to the polynomial−zpik(−z) as to p(z). Since a(z) = (1 + z)k we ﬁnd that aˆ(w) =
wk and, therefore, the solution pˆ(w) of (22) can immediately be reconstructed from the coefﬁcients of
bˆ(w) given in Proposition 3. Indeed, we obtain that
wk
k∑
j=0
pˆjw
−j + 1
wk
k∑
j=0
pˆjw
j = ρ(i)0 w−k + · · · + ρ(i)k−1w−1 + ρ(i)k + ρ(i)k+1w + · · · + ρ(i)2k wk , (31)
which gives
pˆj = 2−kρ(i)j , 0 j k − 1, pˆk = 2−k−1ρ(i)k . (32)
By using the formulae stated in Proposition 3 we get an explicit representation of the coefﬁcients of
the solution polynomial p(z) expressed in the Bernstein-like basis.
For the sake of illustration, we describe some examples of interpolatory subdivisionmasks derived
through theexplained strategy. Inparticular,we consider the casek = 5 i.e. thequartic B-spline symbol
a5(z) = (1+z)516 . The following four different polynomials are found
p15(z) = 18
(
35 − 47z + 25z2 − 5z3
)
,
p25(z) = 18
(
−5 + 25z − 15z2 + 3z3
)
,
p35(z) = 18
(
3 − 15z + 25z2 − 5z3
)
,
p45(z) = 18
(
−5 + 25z − 47z2 + 35z3
)
,
giving rise to the respective interpolatory masks
m15 = 1128 (· · · , 0, 35, 128, 140, 0, −70, 0, 28, 0, −5, 0, · · ·) ,
m25 = 1128 (· · · , 0, −5, 0, 60, 128, 90, 0, −20, 0, 3, 0, · · ·) ,
m35 = 1128 (· · · , 0, 3, 0, −20, 0, 90, 128, 60, 0, −5, 0, · · ·) ,
m45 = 1128 (· · · , 0, −5, 0, 28, 0, −70, 0, 140, 128, 35, 0, · · ·) .[3pt]
(33)
Fig. 3 shows the results obtained when applying 10 steps of the stationary subdivision schemes
based on the masks (33).
Next, according to Proposition 9 we consider the symmetrized schemes
s
1,4
5 (z) =
1
2
(
m15(z) + m45(z)
)
, s
2,3
5 (z) =
1
2
(
m25(z) + m35(z)
)
,
and
s
1,2,3,4
5 (z):=
1
2
(
s
1,4
5 (z) + s2,35 (z)
)
= 1
4
(
m15(z) + m25(z) + m35(z) + m45(z)
)
.
The elements of the corresponding masks are:
s
1,4
5 =
1
256
(−5, 0, 28, 0, −70, 0, 175, 256, 175, 0, −70, 0, 28, 0, −5),
s
2,3
5 =
1
256
(3, 0, −25, 0, 150, 256, 150, 0, −25, 0, 3),
and s
1,2,3,4
5 := 12 (s1,45 + s2,35 ) that is
s
1,2,3,4
5 =
1
512
(−5, 0, 31, 0, −95, 0, 325, 512, 325, 0, −95, 0, 31, 0, −5).
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Fig. 3. From left to right: plot of S10
mi5
, i = 1, . . . , 4.
Fig. 4. From left to right: plot of S10
s
1,4
5
, S10
s
2,3
5
 and S10
s
1,2,3,4
5
.
Note that s
2,3
5 is the mask of the celebrated Dubuc–Deslauriers 6-point scheme [4].
Fig. 4 shows the results obtained when applying 10 steps of the stationary subdivision schemes
based on the above given symmetric interpolatory masks.
4.2. The GP case
Another class of masks whose associated symbol is a symmetric Hurwitz polynomial is the class
of masks introduced in [11], hereinafter referred to as GP-masks. These masks, also characterized by
positiveness of the coefﬁcients, for ﬁxed (k, ), k > 2 and  > 0, are deﬁned as
g
k,
i =
1
2k−1+
((
k
i
)
+ 4(2 − 1)
(
k − 2
i − 1
))
, i = 0, . . . , k, (34)
and are associated with the Hurwitz symmetric degree-k polynomials
gk,(z) = (1 + z)
k−2
2k−2
(
z2 + (2+2 − 2)z + 1
)
2+1
. (35)
Note that gk,(z) is a convex combination of B-spline symbols of order k and k − 2 with a convex
combination parameter depending on , i.e.
gk,(z) = 1
2
ak(z) +
(
1 − 1
2
)
zak−2(z), 0
1
2
 1,
and that
gk,0(z) = ak(z), gk,∞(z) = zak−2(z)
are B-spline symbols. Even so, the reﬁnable functions associated with convergent GP symbols gk,(z)
are not B-splines.
In view of the discussion had in Section 4.1, it is convenient to write the quadratic polynomial in
(35), z2 + (2+2 − 2)z + 1, as
(1 − 2)(1 − z)2 + 2(1 + z)2,
and derive the polynomial aˆ(w) = aˆk−2wk−2 + aˆkwk in (22) explicitly as
aˆ(w) = (1 − 2)wk−2 + 2wk.
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The above expression of aˆ(w) allows us to provide an efﬁcient strategy for the computation of pˆ(w) =∑k
j=0 pˆjwj which reduces to the solution of a 3 × 3 linear system. In fact, a direct comparison of the
polynomial coefﬁcients in the left hand side of (22), i.e.,(
aˆk−2wk−2 + aˆkwk
) (
pˆ0 + · · · + pˆkw−k
)
+
(
aˆk−2w2−k + aˆkw−k
) (
pˆ0 + · · · + pˆkwk
)
,
with those in the right hand side of (22), i.e.,
2−k−1(ρ(i)0 w−k + · · · + ρ(i)k−1w−1 + ρ(i)k + ρ(i)k+1w + · · · + ρ(i)2k wk),
leads to the following relations for the coefﬁcients pˆj , j = 0, . . . , k − 3,
aˆkpˆ0 = 2−k−1ρ(i)0 ,
aˆkpˆ1 = 2−k−1ρ(i)1 ,
aˆkpˆj + aˆk−2pˆj−2 = 2−k−1ρ(i)j , j = 2, . . . k − 3,
(36)
and the linear system⎧⎪⎪⎨
⎪⎪⎩
aˆk−2pˆk + aˆkpˆk−2 = 2−k−1
(
ρ
(i)
k+2 − aˆk−2pˆk−4
)
(
aˆk + aˆk−2) pˆk−1 = 2−k−1 (ρ(i)k+1 − aˆk−2pˆk−3)
aˆk−2pˆk−2 + aˆkpˆk = 2−k−2ρ(i)k ,
to be solved for getting the remaining coefﬁcients
pˆk−2 = 2
−k−2(aˆk−2ρ(i)k − 2aˆkρ(i)k+2 + 2aˆkaˆk−2pˆk−4)
(aˆk−2)2 − (aˆk)2 ,
pˆk−1 = 2
−k−1(ρ(i)k+1 − aˆk−2pˆk−3)
aˆk−2 + aˆk ,
pˆk = 2
−k−2(−aˆkρ(i)k + 2aˆk−2ρ(i)k+2 − 2(aˆk−2)2pˆk−4)
(aˆk−2)2 − (aˆk)2 .
Finally, by setting
aˆk−2 = 1 − 2, aˆk = 2, γ = − aˆk−2
aˆk
= 1 − 2−
we arrive at the following explicit representation of the solution of the linear system (36)
pˆj = 1
2k+1
j/2	∑
s=0
γ sρ
(i)
j−2s, 0 j k − 3. (37)
We conclude the GP analysis with some examples of interpolatory subdivisionmasks derived through
the explained strategy from a GP symbol. We consider the GP symbol g4,2(z) = (1+z)222 (z
2+14z+1)
23
with
associated reﬁnable function displayed in the next picture (Fig. 5).
Using (37) we can construct three different polynomials
p14,2(z) = 114
(
29 − 16z + z2
)
,
p24,2(z) = 114
(
−1 + 16z − z2
)
,
p34,2(z) = 114
(
1 − 16z + 29z2
)
,
and the corresponding interpolatory masks
m14,2 = 1448 (· · · , 0, 29, 448, 615, 0, −197, 0, 1, 0, · · ·) ,
m24,2 = 1448 (· · · , 0, −1, 0, 225, 448, 225, 0, −1, 0, · · ·) ,
m34,2 = 1448 (· · · , 0, 1, 0, −197, 0, 615, 448, 29, 0, · · ·) .
(38)
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Fig. 5. Plot of the limit function for g4,2(z).
Fig. 6. From left to right: plot of S10
m14,2
, S10
m24,2
 and S10
m34,2
.
Fig. 6 shows the results obtained when applying 10 steps of the stationary subdivision schemes
based on the masks (38).
As it can be easily observed from Fig. 6, the subdivision schemes m14,2 andm
3
4,2 do not seem to be
convergent. Differently, m24,2 is a special member of the family of C
1 interpolatory 4-point schemes
presented in [8], corresponding to a mask of the form (−w, 0, 1
2
+ w, 1, 1
2
+ w, 0, −w), with
parameter w = 1
448
.
Next, according to Proposition 9, we construct the symmetrized interpolatory symbols
s
1,3
4,2(z) =
1
2
(
m14,2(z) + m34,2(z)
)
,
s
1,2,3
4,2 (z):=
1
2
(
s
1,3
4,2(z) + m24,2(z)
)
= 1
4
(
m14,2(z) + 2m24,2(z) + m34,2(z)
)
.
The elements of the corresponding masks are:
s
1,3
4,2 =
1
896
(1, 0, −197, 0, 644, 896, 644, 0, −197, 0, 1),
s
1,2,3
4,2 =
1
1792
(1, 0, −199, 0, 1094, 1792, 1094, 0, −199, 0, 1),
and the results obtainedwhen applying 10 steps of the stationary subdivision schemes based on these
masks are shown in Fig. 7.
5. Conclusions and future work
This paper describes a general strategy to construct a family of interpolatory masks from a sym-
metric Hurwitz non-interpolatory one. A way to symmetrize the so obtained masks is also proposed
togetherwith an efﬁcient technique for the computation of the interpolatorymask coefﬁcients. Even if
somespeciﬁcexamplesof interpolatory subdivision schemesdeduced fromapproximating subdivision
schemes were already proposed in the literature (see, e.g., [15]), to our knowledge this is the ﬁrst time
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Fig. 7. Plot of S10
s
1,3
4,2
 (left) and of S10
s
1,2,3
4,2
 (right).
the theoretical foundation of a general strategy is given with the help of linear algebra together with
an efﬁcient algorithm for the computation of its coefﬁcients.
In our understanding this is a ﬁrst step in the analysis of a similar strategy suited to the bivariate
setting or, more generally, to the multivariate one. In addition, it is our intention to generalize the
proposed idea in the direction of taking afﬁne combinations of non-interpolatory masks ending with
an interpolatory mask with speciﬁc, and possibly enhanced, properties.
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