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5Résumé
Les méthodes actuelles de photogrammétrie permettent de reconstruire en 3D de nombreux
objets et/ou scènes à partir de leurs photographies. Pour ce faire, les méthodes classiques dé-
tectent des points saillants dans les images et les mettent en correspondance entre plusieurs
images. Ces correspondances permettent d’obtenir une information de calibration entre les dif-
férentes positions d’où la scène a été photographié. Une fois ces positions déterminées, il est
alors possible d’obtenir une reconstruction dense de la scène en triangulant les parties de la
scène vues dans plusieurs images.
La détection et la mise en correspondance de points saillants jouent un rôle crucial dans
le procédé de reconstruction 3D. C’est pourquoi certaines scènes ou objets sont encore diffi-
ciles à reconstruire à partir de méthode de photogrammétrie. C’est notamment le cas des scènes
d’intérieur, souvent constituées de larges pans de mur peu texturés où la détection et la mise
en correspondance de points sont souvent défaillantes. De plus, la très grande présence de mo-
tifs planaires, cas dégénérés des méthodes de calibration usuelles, rend ces scènes très difficiles
à calibrer. Dans cette thèse, nous nous intéressons à l’utilisation de segments de droites pour
compenser la faible efficacité des points dans le cas des scènes d’intérieur.
Dans un premier temps, nous introduisons une méthode de détection de segments plus ro-
buste au manque de contraste des scènes d’intérieur. C’est une méthode multi-échelle qui permet
également d’obtenir de bon résultats sur des images de haute et basse résolution. Nous utilisons
pour cela des critères inspirés des méthodes a contrario pour éviter la spécification de nombreux
paramètres.
Nous présentons ensuite une méthode de calibration bifocale utilisant à la fois les segments
et les points pour obtenir une méthode robuste au manque de texture et à la planarité de la scène
tout en conservant la précision des méthodes de points. Nous introduisons aussi une variante du
RANSAC a contrario pour déterminer les cas où vaut mieux utiliser les segments plutôt que les
points pour calibrer.
Enfin, pour compenser le faible recouvrement entre photographies fréquent lors des prises
de vues de scènes d’intérieur, nous introduisons une méthode de calibration multi-vue utilisant
des contraintes de coplanarité entre segments sans avoir besoin de contraintes trifocales. Nous
modifions les contraintes trifocales usuelles pour les ajouter, quand elles sont disponibles, aux
contraintes de coplanarité et ainsi obtenir une méthode plus robuste mais aussi précise que les
méthodes usuelles.
Mots-clefs
reconstruction 3D; calibration bifocale ; calibration multi-vue ; points saillants ; segments ;
estimation robuste ; détection de ligne ; a contrario ; AC-RANSAC; coplanarité ; parallélisme.
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7Abstract
The 3D reconstruction of many objects and/or scenes from their photographies is made pos-
sible by current photogrammetry methods. To do so, usual methods detect salient points in every
pictures and then match them between each pictures. These matches then give information on
the position of every camera that took a picture of the scene. Once these positions are obtained, a
dense reconstruction of the scene can be obtained by triangulating the features seen in different
pictures.
Point detection and matching are crucial parts of these 3D reconstruction methods. That is
why some scenes or objects are still hard to reconstruct in 3D with photogrammetry methods.
Indoor scenes belong to these difficult cases, with their lack of texture that causes point detection
and matching to give poor results. Moreover, the planarity of these scenes is a degenerate case
for usual calibration methods. Combined, these drawbacks explain the difficulty to calibrate
such scenes. In this thesis, we explain how to use line segments to compensate for the lack of
robustness of point methods in the case of indoor scenes.
First, we introduce a segment detection method that is more robust to the lack of contrast in
indoor scenes. This multi-scale method also gives good results on high and low reolution images.
We use criterion inspired from a contrario methods to avoid the use of many parameters.
We then present a bifocal calibration method that uses both line segments and points. Seg-
ments allow the method to still work in low-texture and/or planar scenes, and points allow the
method to be as accurate as other point methods. To do so, we introduce an a contrario RANSAC
variant to choose, for each scene, whether points or line segments should be used for calibration.
Finally, to deal with the lack of overlap between consecutive pictures, which is common
in indoor scene datasets, we introduce a multi-view calibration method that uses coplanarity
constraints between segments when there are no trifocal constraints. Moreover, we explain how
to modify usual trifocal constraints to combine them, when available, with coplanarity constrains
in order to obtain a method as accurate as usual methods but more robust in wide-baseline
scenarios.
Keywords
3D reconstruction ; bifocal calibration ; multi-view calibration ; feature points ; feature lines ;
robust estimation ; line detection ; a contrario ; AC-RANSAC; coplanaroty ; parallelism.
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Chapitre 1
Préambule
La numérisation ou la reproduction d’un modèle 3D d’un objet réel, voire d’un bâtiment ou
même d’une ville entière permet de nombreuses applications. Un tel modèle 3D peut être utilisé
pour créer des effets spéciaux dans les films ou pour rendre les jeux videos plus réalistes. De
plus, avec l’avènement des imprimantes 3D, cela permet de reproduire à l’identique n’importe
quel objet, de ceux utilisés dans la vie de tous les jours aux sculptures célèbres des musées. Il
est également possible d’utiliser ces modèles 3D pour faire des simulations dans le cadre de
l’aménagement des villes et des territoires ou de la rénovation de bâtiments. Enfin ces modèles
peuvent également servir à la surveillance de certaines zones (e.g. érosion des bords de fleuves
ou de mer,...).
FIGURE 1.1 – Reconstructions 3D d’objet réalisées à l’aide de différentes méthodes (scanner
laser pour le vase, photogrammétrie pour les autres). Crédits : Google Images
L’un des principaux outils utilisés pour reproduire des modèles 3D est le scanner LIDAR. Le
principe de cet outil est d’utiliser la réfléxivité des objets pour mesurer leur distance au scanner
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à l’aide d’impulsions laser. Une telle méthode permet généralement d’obtenir un résultat très
précis (i.e. de l’ordre du dixième de mm pour de petits objets) et très dense (i.e. pouvant dépasser
les 5000 points par cm2) mais présentent un certain nombre de défauts :
• le coût de l’appareil (souvent largement supérieur à 10 kC),
• la nécessité d’une formation pour pouvoir utiliser l’appareil,
• la complexité de mise en oeuvre pour les grandes scènes (e.g. recouvrement nécessitant
l’utilisation de marqueurs),
• le manque de flexibilité qui le rend inutilisable pour certaines scènes difficilement ac-
cessibles et qui génère des "trous" de reconstruction dans certaines zones de la scène
(e.g. toits, escaliers).
FIGURE 1.2 – Scanner LIDAR à gauche et dispositif Kinect à droite. Crédits : Google Images
Des méthodes plus récentes combinent appareils photo et sources de lumière contrôlée pour
obtenir une reconstruction 3D de la scène en observant la déformation de la texture projetée.
La Kinect de Microsoft a ainsi été beaucoup utilisée dans le cadre de la reconstruction 3D car
son prix abordable et sa grande flexibilité font d’elle une sorte de scanner réduit. Cependant, si
la plupart des inconvénients du scanner laser disparaissent, la précision de ce type de méthode
est généralement très faible et l’utilisation d’une lumière contrôlée restreint son utilisation aux
scènes intérieures.
Enfin la méthode que nous explorerons plus en détail dans cette thèse est celle de la pho-
togrammétrie. L’idée de cette méthode est de prendre différentes photographies d’une même
scène ou d’un même objet puis d’utiliser les recouvrements et corrélations entre images pour
obtenir une reconstruction 3D de la scène. Cette méthode n’a pas les défauts du scanner LIDAR
(e.g. faible coût, grande flexibilité, simplicité d’utilisation...) tout en conservant une précision
importante (e.g. parfois de l’ordre du mm pour des bâtiments de plusieurs mètres).
Cependant, si les méthodes de photogrammétrie sont très précises dans de nombreux cas,
il existe encore des cas de figure particulièrement difficiles qui font alors chuter la précision de
la méthode parfois au point de la rendre inutilisable. Pour comprendre ces cas difficiles, il faut
rentrer dans les détails de la méthode.
L’idée de la photogrammétrie est de combiner plusieurs images (deux ou plus) pour obte-
nir une information 3D de la scène. Pour cela les méthodes cherchent généralement des points
caractéristiques (e.g. coin d’une fenêtre, sommet d’un clocher...) entre les images. En repérant
suffisamment de ces points, il est alors possible d’estimer, via des calculs reposant sur la géo-
métrie projective, la position des appareils photos lors des différentes prises de vues. Une fois
ces positions obtenues, il est alors possible de trianguler la scène en utilisant la position des
13
FIGURE 1.3 – Le principe de la photogrammétrie est de prendre plusieurs photographies d’une
même scène ou d’un même objet avec différents points de vue. En combinant toutes ces photos,
il est alors possible d’obtenir un modèle 3D de la scène. Crédits : Google Images
appareils photos et les observations d’un même point de la scène 3D sur différentes photogra-
phies. L’autre avantage de cette méthode est de fournir une reconstruction dense (i.e. maillage)
et en couleur contrairement au LIDAR qui ne fournit qu’un nuage de point et une intensité de
réflexion.
Même si cette présentation de la photogrammétrie est très simplifiée, un élément essentiel
est que cette méthode repose sur la détection de points communs entre images. Dans le cadre
de la reconstruction d’intérieurs de bâtiments, les scènes sont pauvres en points caractéristiques.
En effet, ces scènes sont généralement peu texturées (e.g. pans de murs de couleur uniforme,
peu d’objets) et les positions et angles de vues sont tels que les zones de recouvrement entre les
différentes images sont limitées et peuvent subir des déformations projectives importantes. Ces
cas deviennent alors très difficiles à traiter par les méthodes classiques de photogrammétrie et
c’est sur ce point que nous nous concentrerons dans cette thèse.
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15
Chapitre 2
Introduction
Les maquettes numériques 3D de bâtiments, qui rassemblent informations géométriques et
informations sémantiques, sont de plus en plus utilisées dans l’industrie du bâtiment comme
modèle numérique unifié pour toutes les phases du cycle de vie de la construction : conception,
évaluation de la performance et simulations, planification de la construction ou de la rénovation,
maintenance, etc. Pouvoir reconstruire de façon automatique la maquette numérique d’un bâti-
ment existant est un réel besoin pour le marché de la rénovation. Dans ce but l’acquisition de
données peut se faire à l’aide d’un scanner. Cela fournit des mesures précises mais un scanner
est onéreux et est inadapté pour les zones difficiles d’accès. Une alternative est d’utiliser des
photographies d’intérieurs et d’extérieurs. Elle peut s’avérer utile dans deux scénarios :
• Dans une phase commerciale, avec un petit nombre de photos prises dans des conditions
non nécessairement maîtrisées, une maquette approchée et partielle pourrait être recons-
truite. Ce serait néanmoins suffisant pour effectuer un diagnostic rapide ainsi que les pre-
miers métrés indicatifs.
• Davantage dans une phase d’exécution, avec un plus grand nombre de photos et dans un
cadre mieux maîtrisé, une maquette de meilleure qualité et plus complète pourrait être
reconstruite. Selon les besoins et les coûts induits, la photo pourrait être utilisée comme
unique moyen d’acquisition, économique et facile d’usage, ou bien comme simple com-
plément du laser pour les zones difficiles d’accès (y compris avec l’usage de photos aé-
riennes pour la reconstruction de toits et d’éléments architecturaux invisibles du sol).
Le problème est que la reconstruction de modèles 3D à partir de photographies peut parfois
échouer dans des cas difficiles et, lorsqu’elle produit un résultat, elle n’atteint pas la précision
du laser. L’erreur est en pratique, et suivant les circonstances, de l’ordre de quelques millimètres,
voire du centimètres, quand celle du laser est autour du dixième de millimètres.
Les questions scientifiques soulevées par ces tâches sont bien connues, mais n’ont toujours
pas trouvé de réponse adéquate :
• Absence de texture : L’intérieur des bâtiments est généralement constitué de nombreux
murs dont la texture est uniforme ou trop répétitive. Dans le premier cas, très peu de
points sont détectés, dans le deuxième, la trop grande répétitivité du motif rend l’apparie-
ment ambigu un appariement de qualité. Dans tous les cas, peu d’appariements de points
corrects sont trouvés et les méthodes usuelles de calibration ne peuvent pas être appli-
quées.
• Changements de points de vue brutaux : Les déformations dues aux changements de
points de vue brutaux lors de franchissements de seuils quand on passe d’une pièce à une
autre ne sont pas bien gérées aujourd’hui. S’appuyer sur des indices plus stables, tels que
des segments de droites, permettrait des recalages jusqu’alors impossibles et améliorerait
la robustesse des calibration.
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• Utilisation d’appareils grand ou très grand angle : Pour les prises de vues intérieures, le
recul nécessaire avec des appareils photo ordinaires forcerait la prise de plusieurs photos
quasiment du même point de vue. L’utilisation d’appareil grand angle ou très grand angle
(fisheye ou même panoptique) simplifierait alors la tâche du photographe. Cependant,
l’utilisation de telles optiques nécessite une calibration interne spécifique. En particulier,
la distorsion doit être corrigée, surtout dans le cas où l’on utilise des segments de droites.
• Présence de surfaces planes : Des problèmes de robustesse peuvent survenir dans la
calibration et la reconstruction de façades et autre surfaces planes. Ces structures géo-
métriques conduisent en effet à des équations de calibration dégénérées pour les points,
classiquement utilisés dans les méthodes de calibration. Leur prise en compte nécessite
donc un traitement spécifique.
• Prises de vues dans des conditions peu maîtrisées : Dans un scénario où les condi-
tions de prises de vues sont plus contraintes, le nombre réduit de photos, leur recou-
vrement moindre, et leur plus faible qualité (cadrage, angles de vue et qualité d’image
médiocres) seront autant d’obstacles supplémentaires à la production d’un résultat exploi-
table. Il s’agit donc de développer des méthodes robustes permettant une reconstruction
proche de la réalité à partir d’un minimum d’images.
2.1 Contributions de cette thèse
Dans cette thèse, nous nous sommes intéressés à la calibration de deux ou plusieurs caméras
dans le cadre des scènes d’intérieur. Partant de l’observation que les segments de droites sont
généralement plus riches en information que les points dans ce type de scène, nous avons uti-
lisé ceux-ci pour rendre nos méthodes robustes aux cas difficiles. Cependant, pour garder une
méthode utilisable sur n’importe quelle scène, nous avons combiné l’utilisation de points et de
segments. Les méthodes détaillées dans la suite associent donc la robustesse des segments à la
précision des points tout en restant utilisables dans de nombreux cas (urbains ou non). Pour cela,
nous avons utilisé des méthodes a contrario qui choisissent automatiquement quel feature (point
ou segment) est le plus adapté pour une scène donnée et avec quelle paramétrisation.
Les contributions de cette thèse sont ainsi associées aux différentes étapes de la calibration
multi-vue dans un cadre d’intérieur de bâtiments :
Détection de segments
Les méthodes état-de-l’art donnent généralement des résultats de bonne qualité en un temps
très raisonnable (i.e. jusqu’au temps réel sur des images de moins de 1Mpx). Cependant, dans
le cas de photographies haute-résolution (i.e. supérieure à 10Mpx), ces méthodes donnent sou-
vent des résultats de qualité médiocre voire mauvaise. Dans le cas des scènes d’intérieur où le
contraste est généralement faible, la qualité des résultats chute encore. Nous avons donc dé-
veloppé une méthode multi-échelle permettant de conserver à haute résolution la qualité des
résultats obtenus sur des images de plus faible résolution. De plus, pour éviter l’utilisation de
nombreux seuils lors de la détection et la fusion des segments, nous avons utilisé une approche
a contrario.
Calibration bifocale
• Les méthodes à base de lignes sont généralement limitées car la correspondance de seg-
ments de droites entre deux vues successives ne donne pas suffisamment de contraintes sur
la géométrie 3D de la scène. Ainsi, ces méthodes utilisent soit des contraintes trifocales et
donc la présence de nombreux segments communs à au moins 3 vues, soit des contraintes
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supplémentaires nécessitant l’utilisation d’hypothèse Manhattan-world (i.e. deux direc-
tions quelconques de la scène sont soit parallèles soit perpendiculaires). Nous avons déve-
loppé une méthode de calibration à base de lignes se passant de la plupart des hypothèses
superflues et ne nécessitant que 4 segments communs à deux images tout en conservant
des résultats très précis.
• Les méthodes de calibration à base de points échouent généralement à cause du manque
de détection faute de texture ainsi que de la planarité de la scène (cas dégénéré). Malgré
ce manque de robustesse, les points permettent d’obtenir un résultat précis dans de nom-
breux cas et nous avons donc développé une méthode hybride points-lignes obtenant des
résultats précis et robustes sur tous types de scènes.
• Pour éviter l’utilisation de nombreux seuils dans cette méthode, nous avons défini un
cadre a contrario qui permet de choisir automatiquement lesquels, parmi lignes et points,
privilégier.
Calibration multi-vue
• Pour calibrer un ensemble de n caméras, quelle que soit la méthode utilisée, il est toujours
nécessaire d’utiliser des contraintes trifocales. Dans les scènes d’intérieur, il arrive que les
points de vue des photographies soient trop différents et qu’il n’y ait donc pas de triplets de
features pour contraindre la calibration. Cette absence de triplet génère alors des "trous"
de calibration qui réduisent la précision et peuvent aussi aboutir à des scènes partielle-
ment reconstruites. Nous avons donc développé une méthode utilisant des hypothèses de
coplanarité entre segments pour se passer de la nécessité des triplets.
• Nous avons également reformulé les contraintes trifocales de points et de lignes pour pou-
voir les combiner avec nos contraintes de coplanarité et obtenir un maximum de précision
avec notre méthode.
• De même que dans le cadre de la calibration bifocale, nous avons défini un cadre a contra-
rio permettant de combiner au mieux les différents types de contraintes.
2.1.1 Contributions
Les chapitres 4, 5 et 6 qui suivent ont donné lieu à des publications (soumission en cours
pour le chapitre 6) :
• Conférence internationale : Robust and Accurate Line- and/or Point-Based Pose Estima-
tion without Manhattan Assumptions, Yohann Salaun, Renaud Marlet, and Pascal Mo-
nasse, ECCV 2016 Multiscale line segment detector for robust and accurate SfM, Yohann
Salaun, Renaud Marlet, and Pascal Monasse, ICPR 2016
• Workshop : The multiscale line segment detector, Yohann Salaun, Renaud Marlet, and
Pascal Monasse, RRPR 2016
• Soumission à une conférence internationale : Robust SfM with Little Image Overlap, Yo-
hann Salaun, Renaud Marlet, and Pascal Monasse, arXiv.org 2017 (1703.07957)
Chacune des publications est accompagnée d’un code C++ disponible sur Github
• Détecteur de segments sur image haute-résolution : MLSD, https://github.com/ySalaun/
MLSD
• Calibration multi-vue à partir de points et de lignes : LineSfM, https://github.com/
ySalaun/LineSfM
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2.2 Organisation du manuscrit
Le sujet de cette thèse portant sur les différentes étapes de la calibration multi-vue, nous
avons conservé cet ordre pour le manuscrit :
• Le chapitre 3 présente les différentes notations et méthodes existantes pour faire de la
calibration multi-vue,
• le chapitre 4 présente la méthode de détection de segments multi-échelle,
• le chapitre 5 présente la méthode de calibration bifocale à l’aide de points et/ou de seg-
ments,
• le chapitre 6 présente la méthode de calibration multi-vue dans le cas d’un recouvrement
trifocal limité voire absent.
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Chapitre 3
Introduction à la calibration multi-vue
Nous présentons ici un certain nombre de notions de la calibration multi-vue ainsi que cer-
tains outils associés. Nous utiliserons les notions présentées plus en détail dans les chapitres
suivants.
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3.1 Notations
Nous résumons ici les notations utilisées dans la suite. Celles-ci seront introduites dans les
sections suivantes et utilisées dans les chapitres suivants.
R2 / P2 plan (Euclidien / projectif) section 3.2
R3 / P3 espace (Euclidien / projectif) section 3.2
x / x un vecteur de R2 / P2 section 3.2
X / X un vecteur de R3 / P3 section 3.2
[u]× matrice produit-vectoriel de u ∈ R3 section 3.2
p, q lettres généralement utilisées pour les points section 3.7.1
l, m lettres généralement utilisées pour les lignes/segments section 3.7.2
u, v lettres généralement utilisées pour les points de fuite section 3.7.3
(d,m) notations de Plücker pour une ligne section 3.3.1
(s,ω) notations de Cayley pour une ligne section 3.3.2
P matrice de projection section 3.4
K matrice de calibration ou matrice des paramètres intrinsèques d’une caméra section 3.4
R matrice de rotation entre deux caméras section 3.4
t vecteur de translation entre deux caméras section 3.4
C centre optique d’une caméra section 3.4
E matrice essentielle section 3.5.1
F matrice fondamentale section 3.5.1
T tenseur trifocal section 3.5.2
X j feature (i.e. point, segment de droite ou ligne) d’indice j section 3.6
xij projection sur la caméra i du feature X j section 3.6
NFA Nombre de Fausses Alarmes section 3.9
H0 Modèle de fond section 3.9
PH0 probabilité d’un évènement en suivant l’hypothèse H0 section 3.9
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3.2 Espace projectif et euclidien
Par la suite, nous travaillerons en géométrie euclidienne (Rn) ou en géométrie projective
(Pn). Nous travaillerons uniquement dans le plan (R2 ou P2) ou dans l’espace (R3 ou P3). Nous
noterons les éléments de l’espace projectif en gras (x) pour les différencier des éléments de
l’espace Euclidien (x).
Le passage d’un élément de l’espace euclidien à un élément de l’espace projectif se fait
de façon injective, en ajoutant 1 en dernière coordonnée. Ainsi, un vecteur x = (X ,Y ) de R2
correspond au vecteur x= (X ,Y,1) de P2. Réciproquement, le passage d’un élément de l’espace
projectif à un élément de l’espace Euclidien se fait avec une division. Ainsi, un vecteur x =
(X ,Y,Z) de P2 correspond à un vecteur x = (X/Z,Y/Z) de R2. Dans le cas où Z = 0 le point est
alors dit à l’infini et n’a pas de correspondant dans l’espace Euclidien.
Notons également qu’un élément x = (X ,Y,Z) de P3 a le même correspondant dans R2 que
tous les éléments y = λx pour λ 6= 0. Pour prendre en compte cette ambiguïté, nous considé-
rerons par la suite que deux éléments de l’espace projectif sont égaux si et seulement si leurs
correspondants dans l’espace Euclidien associé sont les mêmes. Ainsi :
∀x,y ∈ Pn, x = y⇔∃λ ∈ R? t.q. x = λy (3.1)
Par la suite, les coordonnées homogènes concerneront les points et les lignes, que nous
noterons généralement p ou q, pour les points, et l ou m, pour les lignes. Nous rappelons ici
certaines propriétés de P2 concernant les points et les lignes et qui seront fortement utilisées
dans la suite :
• Le produit vectoriel (×) fait correspondre à 2 points l’unique ligne passant par ces 2
points. Ce produit donne 0 ssi les 2 éléments sont proportionnels (donc égaux en géométrie
projective).
• Le produit vectoriel (×) fait correspondre à 2 lignes leur intersection (même à l’infini dans
le cas des lignes parallèles). Ce produit donne 0 ssi les 2 éléments sont proportionnels
(donc égaux en géométrie projective).
• Le produit scalaire (noté a.b ou a>b) d’un point p et d’une ligne l donne accès à la distance
point-ligne :
δ= ‖p>l‖/(|pz|
√
l2x + l
2
y) (3.2)
où p = (px, py, pz) et l = (lx, ly, lz). En particulier p>l = 0 ssi p ∈ l. Notons de plus que
p>l = ∞ lorsque pz = 0 ce qui reste cohérent puisque p est alors à l’infini.
Pour des raisons de commodité nous utiliserons parfois la notation de matrice produit-
vectoriel d’un vecteur u ∈ R3 définie par :
[u]× =
 0 −uz uyuz 0 −ux
−uy ux 0
 (3.3)
où u = (ux,uy,uz).
Cette matrice est antisymétrique et vérifie, pour tout vecteur u,v ∈ R3, la relation :
[u]×v = u× v (3.4)
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3.3 Représentation spatiale d’une ligne
Les points sont facilement représentés dans le plan ou dans l’espace en utilisant les coor-
données projectives ou euclidiennes et des vecteurs aux tailles correspondantes. Pour les lignes,
par contre, si la représentation est aussi simple dans le plan, elle est bien plus complexe dans
l’espace.
Dans l’espace, une ligne est généralement vue comme l’intersection de deux plans, soit :{
a1x+a2y+a3z+a4=0
b1x+b2y+b3z+b4=0
(3.5)
Si cette notation est facile à comprendre, elle est difficile à utiliser dans le cadre des relations
entre une ligne et sa projection dans un plan et utilise un trop grand nombre de variables (une
ligne dans l’espace n’ayant que 4 degrés de liberté).
3.3.1 Coordonnées de Plücker
Pour une ligne dans l’espace passant par un point p et de direction u, on définit les coordon-
nées de Plücker à l’aide du vecteur (m,d) ∈ R6 :{
m= p×d
d=u/||u|| (3.6)
m est appelé le moment de la ligne et d représente sa direction normalisée.
Avec cette définition, on peut associer une ligne de l’espace à n’importe quel vecteur non
nul de R6 vérifiant les conditions de Plücker :
||d||= 1, d>m = 0 (3.7)
Les coordonnées de Plücker n’ont pas l’avantage d’être minimaliste puisqu’on utilise 6 va-
riables pour décrire 4 degrés de liberté. Cependant, elle permettent une utilisation bien plus facile
lors de la projection d’une ligne sur un plan comme nous le verrons dans la section suivante.
3.3.2 Coordonnées de Cayley
Dans certains cas, il est utile d’avoir une notation minimaliste pour décrire une ligne dans
l’espace (soit un vecteur de R4). Pour cela, nous utiliserons les coordonnées de Cayley définies
à partir des coordonnées de Plücker. Le passage d’un système de coordonnées à l’autre se fait
en utilisant la matrice orthogonale Q définie par :
Q = [d,
m
||m|| ,
d×m
||d×m|| ] (3.8)
Les coordonnées de Cayley sont alors définies par le vecteur (s,ω) ∈ R4 :{
[s]×=(Q− I)(Q+ I)−1
ω = ||m|| (3.9)
Il est possible de repasser aux coordonnées de Plücker en utilisant la définition de Q (Eq. 3.8)
et en la calculant à l’aide de la formule suivante :
Q =
(1−||s||2)I+2[s]×+2ss>
1+ ||s||2 (3.10)
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Dans le cas où m = 0, les formules précédentes ne peuvent plus être utilisées. En pratique,
on utilise un seuil τ très faible (e.g. τ= 10−7) et on change la formule (3.8) en :
Q = [d,e1,e2] (3.11)
où (e1,e2) est une base orthonormale du plan défini par d>x = 0.
Notons que la conversion retour conserve l’idée de m = 0 puisqu’on obtient m = ωe1 avec
‖m‖ ≤ τ≈ 0
3.4 Modélisation d’un appareil photographique
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FIGURE 3.1 – Un appareil photographique numérique est un assemblage complexe de lentilles
permettant la convergence d’un faisceau lumineux vers un capteur numérique. Ce modèle com-
plexe peut être fortement simplifié dans un cadre classique d’utilisation de l’appareil. Crédits
Image : Wikipedia
Un appareil photographique capture, via un capteur plan, la lumière réfléchie par les objets
d’une scène réelle et traversant une ou plusieurs lentilles. Le modèle le plus couramment utilisé
pour le représenter est le modèle pinhole camera (sténopé) qui approxime l’ensemble de lentilles
comme un point infiniment petit laissant passer la lumière sur le capteur. Cette approximation
peut être utilisée pour la plupart des appareils photographiques de la vie courante et permet, entre
autre, de faire de la reconstruction 3D. Ce modèle réduit ainsi l’appareil à un simple point (situé
au centre optique C de l’appareil) et la prise de photographie à une simple projection centrale de
l’espace vers le plan du capteur (voir Figure 3.2). Par la suite nous utiliserons le terme caméra
pour parler d’un appareil photographique.
Pour un point Q observé dans l’espace, sa projection q dans le plan du capteur (ou plan
focal) est obtenue par passage aux coordonnées projectives via la formule suivante :
q = K[R|t]Q (3.12)
La matrice K permet de passer du repère de la scène (ou repère monde) au repère de la ca-
méra. La matrice [R|t] ∈R3×4 se décompose en une rotation R ∈R3×3 et une translation t ∈R3.
Cette multiplication en géométrie projective correspond, en géométrie Euclidienne, au change-
ment de repère RQ+ t. On appelle le couple (R,t) les paramètres extrinsèques de la caméra. On
utilise parfois le couple (R, C ) qui est équivalent au premier via la relation :
t =−RC (3.13)
La matrice [R|t] correspond à la projection effective du point Q sur le plan du capteur et
fait passer des coordonnées métriques aux coordonnées pixelliques. K ∈ R3×3 est appelée la
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matrice de calibration et sa valeur s’exprime en fonction des paramètres intrinsèques de la
caméra (focale, taille du capteur...) :
K =
 f ku s cuf kv cv
1
 (3.14)
avec :
• f la focale de la caméra (en m), correspondant à la distance du plan focal au centre optique
C de la caméra,
• ku et kv les facteurs d’agrandissement (en pixels.m−1) liés à la taille du capteur de la
caméra,
• s un paramètre traduisant la non orthogonalité des directions des cellules du capteur de la
caméra,
• cu et cv sont les coordonnées du point principal (i.e. le point correspondant à la projection
du centre C de la caméra).
Ces deux opérations sont généralement rassemblées sous la forme d’une matrice de projec-
tion P ∈ R3×4 et l’opération de projection d’un point Q de la scène sur le capteur de la caméra
s’exprime alors par :
q = PQ (3.15)
Cette formule a également son équivalent pour les lignes. Pour l’obtenir, il est plus facile de
passer par les coordonnées de Plücker. Pour une ligne L décrite en coordonnées de Plücker par
(m,d) et de projection l on obtient :
l = cof(K)R[m−C ×d] (3.16)
où cof(K) est la matrice des cofacteurs de K. Par commodité, on notera :
l = cof(K)R[m−C ×d] = P˜L (3.17)
Le but de l’étape de calibration est alors, dans un premier temps, d’obtenir les matrices de
projection de chacune des caméras observant la scène en utilisant les photographies fournies par
les caméras.
FIGURE 3.2 – Présentation du modèle pinhole pour un appareil photographique. Crédits Image :
P. Moulon.
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3.5 Géométrie épipolaire
Des correspondances de points ou de lignes entre plusieurs images permettent d’obtenir des
informations sur les rotations et les translations relatives entre les différentes caméras. C’est à
partir de cette information relative qu’une reconstruction globale pourra être effectuée comme
nous le verrons dans la section suivante.
3.5.1 2 vues : le cas bifocal
Dans le cas d’un système à 2 caméras, il s’agit d’utiliser des correspondances de points
et/ou de lignes pour obtenir la rotation relative et la translation relative entre les deux caméras.
Soulignons que cette dernière information sera toujours obtenue à une échelle près, c’est à dire
que seule la direction de la translation relative peut être calculée mais pas sa norme. Ce facteur
d’échelle peut être fixé si on connaît la mesure réelle d’une distance dans la scène mais ne peut
être trouvé sans information extérieure.
Deux relations équivalentes qui mettent en correspondance les observations p1 et p2 des
caméras 1 et 2. La première utilise les observations en coordonnées homogènes des points 3D,
p1 et p2 :
p>2 Fp1 = 0 (3.18)
où F ∈ R3×3 est appelée la matrice fondamentale. Cette matrice est définie à un facteur multi-
plicatif près, est de rang 2 et possède donc 7 degrés de libertés. Elle peut être estimée à partir de
8 correspondances [25] ou à partir de 7 correspondances uniquement, en utilisant la contrainte
de rang [77].
Cette relation, également appelée contrainte épipolaire, permet de définir une distance entre
deux points en coordonnées homogènes via une matrice fondamentale. En effet, le vecteur
Fp1 correspond, en coordonnées homogènes, à une droite appelée droite épipolaire. Lorsque
la contrainte épipolaire est vérifiée, la droite épipolaire créée à partir de p1 passe par le point p2
et réciproquement. On peut aussi définir une distance entre deux points et une matrice fonda-
mentale permettant de quantifier à quel point la contrainte épipolaire est vérifiée :
dF (p1,p2,F) = d⊥(p2,Fp1) (3.19)
où d⊥ correspond à la distance Euclidienne entre une droite et un point (voir Eq. 3.2). En pra-
tique, comme cette distance est utilisée sur des paires de points ne vérifiant pas strictement la
contrainte épipolaire, nous la symétrisons :
dF (p1,p2,F) = 0.5(d⊥(p2,Fp1)+d⊥(p1,F
>p2)) (3.20)
Si on fait intervenir la matrice de calibration K ainsi que les coordonnées normalisées pˆi =
K−1pi, l’équation 3.18 devient :
(Kpˆ2)
>F(Kpˆ1) = 0 (3.21)
pˆ>2 (K
>FK)pˆ1 = 0 (3.22)
pˆ>2 Epˆ1 = 0 (3.23)
La matrice E = K>FK est appelée matrice essentielle. De même que la matrice fondamentale,
elle peut être estimée à partir de 8 correspondances mais d’autres méthodes ne nécessitent que 5
correspondances [61]. Cependant, contrairement aux méthodes d’estimation de la matrice fon-
damentale, elle requiert d’avoir accès à la matrice de calibration K pour obtenir les coordonnées
normalisées.
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De même que pour la matrice fondamentale, la distance épipolaire peut aussi être définie :
dE (pˆ1, pˆ2,E) = 0.5(d⊥(pˆ2,Epˆ1)+d⊥(pˆ1,E
>pˆ2)) (3.24)
En pratique, il est possible d’estimer la matrice de calibration à partir de la formule suivante :
K =
 f 0 w/2f h/2
1
 (3.25)
où w (resp. h) représente la largeur (resp. longueur) en pixel de l’image. Cette estimation est en
général suffisante pour obtenir un modèle 3D convenable qui sera ensuite raffiné. Il est également
possible de calibrer l’appareil photographique à l’aide de mires pour obtenir une estimation
plus fiable de la matrice de calibration. Ce procédé est plus long mais n’a besoin d’être fait
qu’une seule fois pour un appareil donné utilisé à une focale donnée. Il a l’avantage de pouvoir
également estimer les paramètres de distorsion permettant une meilleure correction de ce défaut
(indispensable dans le cas d’utilisation de lignes). Dans la suite, nous supposerons que nous
avons accès à la matrice de calibration et utiliserons donc les coordonnées normalisées plutôt
que les observations directes.
Une fois la matrice essentielle estimée, il est possible d’obtenir le couple (R, t) à l’aide d’une
décomposition en valeurs singulières. Cette méthode (voir [24]) donne 4 possibilités pour (R, t)
cependant il est également démontré qu’une seule d’entre elles génère une scène où les points
sont situés devant les caméras. Inversement, il est possible d’obtenir la matrice essentielle à
partir d’un couple (R, t) en utilisant la formule :
E = [t]×R (3.26)
Notons également que l’estimation de pose relative à l’aide de lignes n’est pas réalisable sans
contraintes supplémentaires. Pour le comprendre, il est plus aisé de se concentrer sur l’aspect
géométrique du problème. Chercher la pose relative, c’est en fait chercher la position du centre
de la seconde caméra en gardant fixe la première caméra ainsi que les positions des observations
par rapport aux centres des caméras correspondants.
Lorsque 2 observations d’un même point 3D sont mises en correspondance, on sait que les
lignes 3D passant par le centre de chacune des caméras et l’observation correspondante doivent
s’intersecter (par construction, les observations sont les projections du point 3D). La contrainte
épipolaire traduite par l’équation 3.18 peut être vue de manière géométrique comme le fait que 2
lignes de R3 déterminées par les positions des caméras sont sécantes (voir Fig. 3.3). L’existence
d’une intersection est une contrainte forte puisque 2 lignes quelconques de R3 sont en général
non sécantes.
Lorsque 2 observations d’une même ligne 3D sont mises en correspondance, on sait que les
plans 3D passant par le centre de chacune des caméras et l’observation correspondante doivent
s’intersecter. Or, deux plans non-parallèles de R3 s’intersectent nécessairement. L’existence
d’une intersection n’engendre qu’une contrainte faible puisque seules les positions relatives gé-
nérant des plans parallèles ne sont pas compatibles avec le problème posé.
Malgré cette difficulté, il existe des méthodes permettant l’estimation de pose à partir de
lignes et de 2 vues uniquement. Ces méthodes utilisent des contraintes supplémentaires (extré-
mités de segments de droite, parallélisme, orthogonalité...) pour estimer la pose relative et nous
les décrirons plus en détail dans les chapitres suivants.
3.5.2 3 vues : le cas trifocal
Dans le cas d’un système à 3 caméras, on utilise des triplets de correspondances de points
et/ou de lignes pour obtenir les rotations et translations relatives entre les 3 caméras. Cette fois
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Géométrie épipolaire bifocale avec des points Géométrie épipolaire bifocale avec des lignes
FIGURE 3.3 – Dans le cas des points, il existe des positions relatives de caméras (en rouge) qui
n’engendrent pas l’intersection des lignes centre-observations. Dans le cas des lignes, la plupart
des positions relatives de caméras engendrent l’intersection des plans centre-observations.
FIGURE 3.4 – Le tenseur trifocal peut être estimé à partir de triplets de lignes, points ou mixte
point-ligne. Crédits Pierre Moulon
encore, les informations sont obtenues à un facteur d’échelle près par rapport à la scène réelle.
Cependant ce facteur d’échelle est le même pour les trois translations obtenues.
Shashua et al. [shashua] introduisent le tenseur trifocal T ∈R3×3×3 à partir des matrices de
projections Pi de chacune des caméras :
Ti, j,k = a j,ibk,4−a j,4bk,i (3.27)
pour i, j,k = 1,2,3 et avec P0 = [Id|0], P1 = [ai, j] et P2 = [bi, j].
Ce tenseur met en correspondance des triplets de points uniquement, de lignes uniquement
ou des combinaisons des deux et permet d’obtenir les rotations et translations relatives entre
chaque caméras. Cependant son estimation requiert au moins 7 triplets de points ou 13 triplets de
lignes ce qui est difficile à obtenir dans certaines scènes (notamment les intérieurs de bâtiments
peu texturés).
Pour reprendre l’interprétation géométrique de la partie précédente, les points engendrent
toujours des contraintes fortes puisqu’il s’agit de chercher l’intersection de 3 droites dans l’es-
pace. Cette fois, les lignes engendrent également une contrainte forte puisqu’il s’agit de chercher
l’intersection de 3 plans dans l’espace. Cependant cette contrainte est moins forte que celle créée
par les points et se traduit par la nécessité d’avoir 13 triplets de lignes tandis que 7 triplets de
points suffisent pour estimer le tenseur trifocal.
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3.6 Reconstruction multi-vues
Les méthodes présentées précédemment permettent d’estimer la pose de 2 ou 3 caméras à
un facteur d’échelle près (avec une échelle qui diffère d’une paire/triplet à un(e) autre). Pour
obtenir la pose de n caméras dans un même repère monde, il existe différents types de méthodes
qui utilisent l’une, l’autre ou les deux méthodes présentées précédemment.
• Les méthodes incrémentales : la structure de la scène est initialisée avec 2 ou 3 vues à
l’aide des méthodes précédentes. Ensuite, les positions/orientations de nouvelles camé-
ras sont ajoutées successivement en utilisant les correspondances entre la reconstruction
courante et les observations de la nouvelle caméra. Les méthodes associées diffèrent si on
utilise des correspondances de points (les méthodes Perspective-n-Point ou PnP [39, 27,
43]) ou de lignes (les méthodes Perspective-n-Line ou PnL [50, 87, 37]). A chaque ajout
de caméra, un raffinement est calculé pour éviter de trop grosses erreurs de dérive.
• Les méthodes globales : dans un premier temps, les rotations et translations relatives entre
chaque caméra sont estimées à l’aide de méthodes bifocales et/ou trifocales en décompo-
sant le système de n caméras en plusieurs sous-systèmes à 3 vues maximum. Ensuite,
la structure globale est estimée en une unique étape en utilisant comme contraintes les
transformations relatives trouvées précédemment.
Les méthodes incrémentales sont généralement moins précises que les méthodes globales (e.g.
phénomène de dérive pas toujours bien compensé, système moins bien contraint) mais sont
également plus rapides car elles requièrent moins de calculs. Dans le cadre de la reconstruction
en intérieur, nous avons privilégié les méthodes globales car la précision est importantes pour
les applications pratiques.
3.6.1 Triangulation
Une fois les positions et orientations des caméras connues, une reconstruction partielle de
la structure peut alors être réalisée. Il s’agit de trianguler les points et lignes ayant servi à la
calibration pour obtenir leur position dans l’espace.
Trianguler un points (resp. une ligne) correspond au calcul de l’intersection des rayons (resp.
faisceaux) passant par le centre de chacune des caméras dans lesquelles il/elle apparaît et l’ob-
servation de la caméra correspondante. Pour les points, on cherche l’intersection de plusieurs
droites, tandis que pour les lignes on cherche l’intersection de plusieurs plans.
Dans un cadre purement théorique et sans bruit, cette tâche est aisée puisqu’il existe toujours
une unique solution. Cependant, nous obtenons en général des résultats légèrement bruités. Il
n’existe alors pas d’intersection exacte et celle-ci doit être approximée.
Dans le cas des points, on cherche à minimiser l’erreur de reprojection entre le projeté du
point triangulé Q et ses observations qi :
argmin
Q∈P4
NCAMERAS
∑
i=0
||PiQ−qi||2 (3.28)
Cette équation étant difficile à résoudre de manière optimale, on procède plus souvent en cher-
chant une solution approchée puis on la raffine, notamment lors du procédé d’ajustement de
faisceaux décrit ci-après.
Plutôt que d’exprimer le problème sous la forme de l’Eq. 3.28, on cherche plutôt à utiliser
le fait que, dans le cas non-bruité, les rayons PiQ et qi sont colinéaires et donc :
[qi]×PiQ = 0 (3.29)
qui est une équation linéaire matricielle en Q solvable par une méthode aux moindres carrés.
C’est la méthode DLT [hartley_sturm_cviu, 24] (pour Direct Linear Transform), qui est utilisée
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FIGURE 3.5 – Dans le cas des points, la triangulation consiste à chercher le point 3D le plus
proche des n rayons reliant chacunes des observations au centre de la caméra associée.
généralement pour la triangulation. Elle donne une approximation suffisamment bonne pour être
utilisée dans la suite.
Dans le cas des lignes, il n’existe pas de fonction d’erreur de reprojection parfaite. On
cherche à mesurer une erreur entre une ligne 3D triangulée et des segments observés. La dis-
tance généralement utilisée ([85], [28]) correspond à la distance moyenne des extrémités du
segment observé à la reprojection de la ligne 3D (voir Fig. 3.6). Cependant cette distance est ar-
bitraire (forte dépendance des extrémités) même si ses bons résultats expérimentaux confirment
ce choix.
Bartoli et al. [6] ont développé une méthode de triangulation de n lignes proche de la mé-
thode DLT utilisée pour les points. Une méthode linéaire est utilisée pour minimiser les distances
de reprojection aux extrémités (d1 et d2 dans la Fig. 3.6) en obtenant un vecteur de R6. Une cor-
rection de Plücker est alors appliquée pour vérifier les conditions de l’Eq. 3.7. Cette méthode est
ensuite itérée jusqu’à convergence. Cette méthode est lourde en calcul et le résultat est souvent
raffiné par la suite dans l’étape d’ajustement de faisceaux. Dans la suite, nous avons donc utilisé
des approximations dans les cas où la précision requise n’était pas jugée trop forte. Notons éga-
lement que, contrairement au point, le cas d’une ligne à 2 vues est très simple à traiter puisqu’il
ne s’agit que de l’intersection de deux plans.
3.6.2 Ajustement de faisceaux
L’ajustement de faisceaux ou Bundle Adjustment est un processus de correction des posi-
tions des caméras et des points et lignes triangulées pour les rendre plus en adéquation avec les
observations faites sur chacune des caméras. Cette optimisation, qui permet de gagner en préci-
sion, est utilisée à la fin des méthodes globales et à chaque itération des méthodes incrémentales
pour éviter un phénomène de dérive trop important.
Ce processus consiste à minimiser la distance de reprojection des points et lignes sur chacune
des caméras où ils apparaissent :
min
Pi,P j,Lk
NCAMERAS
∑
i=1
(
NPOINT S
∑
j=1
||PiP j−pij||2+
NLIGNES
∑
k=1
||d(Pi,Lk, lik)||2) (3.30)
où la distance d(Pi,Lk, lik) correspond à la moyenne des distances aux extrémités (d1 et d2 dans
la Fig. 3.6).
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FIGURE 3.6 – Illustration des erreur de reprojection pour le cas des points (à gauche) et celui des
lignes (à droite). Si la distance utilisée pour les points est peu discutable, celle des lignes résulte
d’un choix arbitraire que seule l’expérience tend à confirmer.
Minimiser l’équation 3.30 nous ramène à un problème de moindres carrés non-linéaire. Il est
possible de le résoudre en utilisant l’algorithme de Levenberg-Marquardt [LMalgo] qui permet
une convergence vers le minimum optimal à condition de se trouver initialement proche de
celui-ci.
Dans [28], Hofer et al. pondèrent la distance de reprojection des lignes avec la différence
d’angle entre la direction du segment observé et la reprojection de la ligne reconstruite. Si cette
formule a du sens, elle n’en a pas pour autant plus que la précédente et pour des questions
d’homogénéité avec la distance pixellique des points, il n’est pas possible de l’utiliser dans un
cadre mixte point-ligne.
Notons une fois encore que les lignes observées par 2 caméras uniquement n’apportent pas
de contraintes sur la structure globale des caméras. Elles sont donc ignorées lors de cette phase
pour éviter des dérives qui seraient générées en pratique par l’algorithme.
3.7 Détections & mise en correspondance de features
Comme vu dans les parties précédentes, la reconstruction 3D nécessite d’avoir, au préalable,
détecté puis mis en correspondance des features (e.g. points, lignes ...) d’une image à une autre.
Pour obtenir ces correspondances, le schéma suivi peut être séparé en trois parties :
1 Détection : les features sont détectés comme des caractéristiques saillantes dans l’image,
notamment à l’aide du gradient. En effet, le gradient est un indicateur des zones de fortes
variations (bords potentiels) et permet donc une détection efficace des lignes et de certains
types de points saillants.
2 Description : une fois détectés, les features sont décrit à l’aide d’un descripteur. Ce des-
cripteur est généralement un vecteur de faible dimension qui résume l’information du
feature et de son voisinage.
3 Appariement : les features sont enfin mis en correspondance à l’aide de leurs descripteurs
(la distance entre deux descripteurs donne une information de similarité entre deux fea-
tures). Cette distance peut être utilisée telle quelle, mais pour obtenir de meilleurs résultats
notamment pour les lignes, elle est souvent combinée à d’autres critères (e.g. comparaison
des voisins aux descripteurs les plus proches, critères géométriques...).
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3.7.1 Les points saillants
FIGURE 3.7 – Exemple de détection et d’appariement SIFT [46] de points saillants dans une
scène d’intérieur. On remarque au passage l’un des problèmes des scènes d’intérieur puisque, si
de nombreux points sont détectés, très peu sont mis en correspondance.
Les points ont été longuement étudiés car ils sont au centre de nombreux algorithmes de
vision par ordinateur. L’une des premières approches proposées est un détecteur de coin [23] in-
variant à l’orientation de la scène. L’utilisation de différence de gaussiennes et d’espace échelles
a ensuite permis une meilleure invariance aux changements d’échelles [46]. Ces invariances en-
gendrant des calculs plus longs, certaines méthodes ont été approximées pour permettre une
utilisation plus rapide sans trop perdre en précision [7].
Les descripteurs utilisés sont généralement ceux de SIFT [46], composés d’un histogramme
d’orientations de gradients résumés dans un vecteur de 128 valeurs pour chaque points d’intérêt.
Ce descripteur a l’avantage d’être robuste au bruit, à la compression JPEG, au changement
d’éclairement, à la rotation et au changement d’échelles (voir [49] pour une étude plus détaillée).
L’appariement des points d’intérêt se fait ensuite à l’aide d’une distance entre les descrip-
teurs. Cette distance est souvent accompagné d’autres critères comme celui du Distance Ratio
qui compare les 2 meilleurs appariements possibles pour chaque points. Dans le cas où ces 2 ap-
pariements ont des distances de descripteurs trop proches, on rejette les 2 paires pour éviter des
erreurs d’appariement. D’autres méthodes faisant intervenir des critères géométriques peuvent
également être utilisés pour permettre un meilleur appariement. Nous avons notamment utilisé
la méthode KVLD [44] pour réduire le ratio de mauvaises correspondances.
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3.7.2 Les segments
Notons tout d’abord que nous parlons de ligne pour l’aspect géométrique mais de segment
pour l’aspect détection et mise en correspondance. En effet, nous détectons des segments dans
les images (i.e. des lignes de longueur finie). Cependant leurs extrémités sont rarement fiables
et nous ne pouvons considérer, en général, qu’elles seront les mêmes d’une image à une autre
(même lorsque le segment observés est vu entièrement dans les deux images). Ainsi, lors de la
mise en correspondance, nous cherchons à mettre en relation des segments qui correspondent à
peu près au même segment dans la scène réelle (i.e. un bord de tableau, de fenêtre ...). Enfin,
lors de la phase de reconstruction 3D nous utilisons les lignes infinies, générées par chacun des
segments détectés dans chaque image.
Image originale Détection Détection Appariement
de bords de segments des segments
FIGURE 3.8 – Les segments sont détectés en deux étapes : un détecteur de bords comme celui
de Canny [9] suivi d’une sélection des segments [19]. Enfin, ils sont mis en correspondance à
l’aide de descripteurs et de critères géométriques [84].
La détection de segments se fait généralement en deux temps. Tout d’abord une détection
de bord comme celle de Canny [9] réalisée à l’aide d’un calcul de la carte de gradients et suivi
d’un seuillage grossier. Les pixels sélectionnés comme étant des bords sont alors regroupés en
fonction de l’alignement de leur gradient. Des critères sont alors appliqués pour valider ou non
certains groupe de pixels comme étant des segments (e.g. nombre de pixels alignés [32], critère a
contrario [19, 2], ...). La détection de segments faisant l’objet d’un chapitre, nous la présenterons
plus en détail dans les prochains chapitres.
Les descripteurs de segments ont presque toujours en commun l’idée de moyenner le long
du segment. En effet, les segments étant de longueur variée, pour obtenir un descripteur de
même taille quelque soit la longueur du segment et donc comparable, la moyenne semble avoir
été le moyen le plus efficace. Bay et al. [8] utilisent des histogrammes de couleur pour décrire
le voisinage du segment tandis que [79, 84] utilisent des descripteurs dérivant de SIFT [46]
moyennés selon la longueur et l’épaisseur du segment. Cependant, le manque de précision des
extrémités rend ces descripteurs moins fiables que pour les points. Des critères géométriques
sont alors utilisés à la place [78] ou en complément [84] de ces descripteurs pour la mise en
correspondance. Ces critères géométriques font intervenir les segments voisins et cherchent à
favoriser les appariements conservant, d’une image à l’autre, les positions relatives, les angles
entre segments ou des rapports de longueur.
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3.7.3 Les points de fuite
FIGURE 3.9 – Les lignes rouges suivent la direction des rails et sont parallèles dans la scène
réelle mais concourantes dans le plan image (point rouge). Les lignes bleues suivent la direction
orthogonale à celle des rails et sont toujours parallèles dans le plan image. Le point de fuite bleu
est à l’infini.
La notion de point de fuite provient de l’art et de l’architecture où elle est une notion com-
mune. Ils correspondent à la projection, parfois finie, d’un point situé à l’infini. Deux droites
parallèles dans l’espace vont, en général, engendrer deux projections sécantes sur le plan image
de l’appareil photographique. Cette observation se visualise aisément lorsqu’on prend en photo
une ligne de chemin de fer en regardant dans la direction des rails (voir Fig. 3.9). En fait, un
ensemble de droites de l’espace de même direction d ∈ R3 va générer un ensemble de droites
projetées concourantes en un même point p ∈ R2 appelé point de fuite.
Si on utilise la géométrie projective, on peut exprimer une relation simple entre d et p :
p ∝ KRd (3.31)
où K et R sont les matrices de calibration et de rotation de la caméra. Notons que cette relation
reste vraie dans le cas où les droites projetées restent strictement parallèles. Cependant le point
p est alors à l’infini et son correspondant p dans le plan image n’existe plus.
Les points de fuite étant, par construction, des intersections particulières de lignes, leur dé-
tection se fait à l’aide des lignes. Pour les détecter, il faut donc repérer quelles sont les zones dans
lesquelles un grand nombre de lignes s’intersectent. La difficulté de cette détection est similaire
à celle de la triangulation des points et des lignes. En effet, les lignes de même direction s’inter-
sectent théoriquement en un même point. Cependant la pratique veut que des erreurs de détection
rendent ces intersections uniquement approximatives. Un point de fuite ne correspond donc pas
à une intersection de plusieurs lignes mais plutôt à une zone de faible taille dans laquelle passe
de nombreuses lignes. Une des difficultés est alors de déterminer ce qu’est une zone de faible
taille. De nombreuses méthodes existantes utilisent des seuils fixes [75] tandis que d’autres uti-
lisent des critères a contrario [3, 41] permettant de se passer de seuil en se basant à la place sur
un modèle statistique. D’autres hypothèses peuvent également être utilisées : Nieto et al. [60]
imposent de fixer au préalable le nombre de points de fuite détectés tandis que de nombreux
auteurs [30, 52, 88] utilisent des hypothèses de type Manhattan world (i.e. on suppose que dans
les scènes étudiées, deux lignes quelconques sont soit orthogonales soit parallèles).
Concernant l’appariement de point de fuite, il n’existe pas de méthode standard de mise
en correspondance. Lorsque nous en avons besoin, nous utilisons les correspondances des seg-
ments et sélectionnons l’appariement de points de fuite le plus cohérent avec celui des segments
(i.e. deux points de fuite se correspondent ssi une majorité des segments qui leurs sont associés
se correspondent).
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3.8 RANSAC
La reconstruction 3D requiert d’estimer un certain nombre de paramètres (e.g. matrice es-
sentielle ou fondamentale) à partir de données généralement bruitées (e.g. des correspondances
de points), c’est-à-dire peu précises pour certaines, voire même fausses pour d’autres. Pour ob-
tenir une estimation robuste et précise à partir de telles données, nous devons donc être capables
de différencier les données suffisamment précises (que l’on nomme inliers) des données trop
peu précises ou fausses (que l’on nomme outliers ou données aberrantes). Pour cela la méthode
la plus couramment utilisée est la méthode du RANSAC [ransac] (pour RANdom SAmpling
Consensus).
L’algorithme de RANSAC ne se cantonne pas à des applications en reconstruction 3D, il est
générique et s’applique à n’importe quel type de problème possédant les critères suivants :
• des données d’entrée I contenant une proportion p d’inliers (e.g. des correspondances de
points),
• une méthode permettant d’estimer un modèle m ∈M à partir de k élements de I ,
• une distance d(e,m) d’une donnée e ∈ I à un modèle m ∈M (e.g. la distance épipolaire)
telle que :
d(e,m)< d(e′,m)⇔ e est plus en accord que e′ avec le modèle m (3.32)
L’algorithme de RANSAC fonctionne de manière itérative. Tout d’abord, il sélectionne aléa-
toirement k éléments parmi les données en entrée et calcule le modèle m correspondant. Il estime
alors le nombre d’inliers pour ce modèle en cherchant les éléments à une distance suffisamment
faible de m. Pour cela, un seuil δ est utilisé. Ce tirage est répété un certain nombre de fois (géné-
ralement grand) et le modèle avec le plus d’inliers est considéré comme la meilleure estimation
(la méthode est illustrée à la Fig. 3.10).
Données : I
Paramètres : seuil δ, nombre d’itérations N
Output : modèle m?
N?INLIERS← 0
pour N itérations faire
Sélectionner aléatoirement k éléments de I
Estimer un modèle m à partir de ces k éléments
NINLIERS← 0
pour e ∈ I faire
si d(e,m)< δ alors
e est un inlier : NINLIERS← NINLIERS+1
fin si
fin pour
si N?INLIERS < NINLIERS alors
Mettre à jour le modèle final : m?← m, N?INLIERS← NINLIERS
fin si
fin pour
retourner m?
FIGURE 3.10 – Algorithme de RANSAC
Dans cette méthode deux paramètres sont utilisés et leur choix affecte fortement le résultat :
• le nombre d’itération N
• la distance δ séparant les inliers des outliers
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Le nombre d’itération N est souvent relié à une estimation de la proportion d’inliers p à travers
la formule :
N =
log(1− s)
log(1− pk) (3.33)
où s représente la probabilité que l’algorithme ait choisi au moins une fois k inliers pour estimer
le modèle.
En effet, étudier tous les modèles m possibles est en général infaisable du fait de leur trop
grand nombre (e.g. généralement supérieur à
(1000
5
) ∼ 1012 dans le cadre de la calibration). Il
apparait d’ailleurs qu’il est nullement nécessaire de tout essayer et qu’un nombre d’itération
calculé selon la formule 3.33 suffit en pratique à trouver un modèle précis. Les paramètres p et
s restent alors à fixer et nécessitent un compromis entre la précision du résultat souhaité et le
temps d’exécution de la méthode.
Distribution de points Choix correct du seuil δ
δ choisi trop élevé δ choisi trop faible
FIGURE 3.11 – Exemple de choix du seuil δ séparant les inliers des outliers dans le cadre d’une
détection de ligne par RANSAC. Un choix trop mauvais du seuil peut générer une détection peu
précise (choix d’un δ trop grand) voire totalement incorrect (choix d’un δ trop petit). Crédits :
Pierre Moulon
Le choix du second paramètre δ est souvent plus crucial pour obtenir un résultat correct et
précis. En effet, le résultat trouvé peut perdre en précision voire même devenir incorrect avec un
trop mauvais choix du seuil δ (voir Fig. 3.11).
Malgré la présence de ces deux paramètres importants dans la méthode, elle reste générale-
ment très efficace et est utilisée dans de nombreuses applications notamment dans le cadre de la
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reconstruction 3D. La section suivante présente une alternative au classique RANSAC permet-
tant de se passer du choix du paramètre δ. C’est ce type de variante que nous utiliserons dans les
chapitres suivants.
3.9 Méthodes a contrario
Le principe général d’une méthode a contrario est de remplacer l’utilisation d’un seuil
fixe arbitraire par une comparaison statistique lors de l’évaluation d’un type de modèle M .
Ces méthodes s’adaptent mieux aux différents environnements et le changement de scène pose
alors moins de problème (voir Fig. 3.12). Ce type de méthode peut s’appliquer à de nombreux
contextes, notamment lors d’évaluations type RANSAC [53, 58, 69] et pour de la détection de
segments [19, 2, 68]. Ainsi, le type de modèle évalué peut être une matrice essentielle qui relie
deux groupes de features, ou le segment qui correspond à un groupe de pixels. Dans cette section
nous conserverons l’aspect générique du type de modèleM mais ces questions seront davantage
détaillées lors de la description de méthodes a contrario dans les chapitres suivants.
Image originale Méthode avec seuil [32] Méthode a contrario [68]
FIGURE 3.12 – Nous affichons ici les segments détectés pour une méthode avec seuil (Trans-
formée de Hough [32]) et pour une méthode a contrario [68]. Pour la méthode avec seuil [32],
nous avons utilisé le même seuil pour les 2 images. Contrairement aux méthodes a contrario
qui s’adaptent à l’image, les méthodes avec seuil sont très sensibles au bruit et au manque de
contraste.
Décrivons tout d’abord la classe de problèmes dans lesquels une méthode a contrario peut
être appliquée. Un tel problème définit :
• des données d’entrée I dans un ensemble E (e.g. des correspondances de points),
• un ensemble de modèles M que peuvent suivre ces données (e.g. une liste de matrice
essentielle),
• une distance d(e,m) d’une donnée e ∈ E à un modèle donné m ∈ M (e.g. la distance
épipolaire) telle que :
d(e,m)< d(e′,m)⇔ e est plus en accord que e′ avec le modèle m (3.34)
Dans les méthodes classiques, on fixe un seuil δ au préalable et on dira qu’une donnée e∈E
est en accord avec un modèle m lorsque d(e,m) < δ. On valide alors le modèle avec le plus
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d’élément en accord (e.g. RANSAC), ou les modèles avec suffisamment d’éléments en accord
(e.g. accumulateur de Hough).
Dans les méthodes a contrario, on définit une variable aléatoire X qui génère nI = card(I )
éléments dans E en suivant un modèle de fond H0. Le modèle de fond étant généralement une
loi de répartition uniforme sur l’ensemble E , I est alors vu comme un tirage particulier de X .
Pour un modèle m ∈M et un seuil δ, nous notons k(X ,m,δ) le nombre de données d’un
ensemble X en accord avec m à une précision de δ :
k(X ,m,δ) = card({x ∈ X t.q. d(x,m)< δ}) (3.35)
En particulier, k(I ,m,δ) correspond au nombre de données d’entrée compatibles avec le modèle
m à une précision de δ.
L’idée est ensuite de tester dans quelle mesure un modèle m obtiendrait un score k(X ,m,δ)
sur des données aléatoires. Le fonctionnement est similaire à celui des tests en statistiques mais
au lieu de savoir si l’hypothèse H0 est correcte (ce qui n’est généralement pas exactement le
cas), on cherche à trouver les modèles qui maximisent l’écart entre l’observation et le modèle
de fond.
Plutôt que d’utiliser la p-valeur des statistiques, Desolneux et al. [12] définissent le Nombre
de Fausses Alarmes (NFA) pour un modèle m comme étant :
NFA(m,δ,I ) = NT ESTPH0 [k(X ,m,δ)≥ k(I ,m,δ)] (3.36)
où NT EST = card(M ) est le nombre de modèles potentiellement testés.
On dit alors qu’un modèle m est ε-significatif pour les données I lorsque :
∃δ> 0, t.q. NFA(m,δ,I )< ε (3.37)
On peut alors définir le NFA d’un modèle m pour des données I par :
NFA(m) = argmin{ε> 0, t.q. ∃δ> 0, NFA(m,δ,I )< ε} (3.38)
Les méthodes a contrario fonctionnent alors de la même façon que les méthodes classiques
mais utilise cette fois le score donné par le NFA au lieu de la distance d. On conserve soit le
modèle avec le plus faible NFA, soit les modèles dont le NFA est en dessous d’un certain seuil
ε.
Notons que les méthodes a contrario se disent sans paramètre et en toute rigueur cet aspect
est contredit lorsqu’on conserve les modèles dont le NFA est en dessous d’un seuil ε. Cependant,
Desolneux et al. [12] expliquent que cette dépendance est logarithmique, une valeur très précise
n’a donc pas besoin d’être trouvée. De fait, dans [19], les auteurs expérimentent plusieurs seuils
et montrent empiriquement que la valeur de ε ne joue pas un rôle aussi important que dans les
méthodes classiques et notamment qu’un réglage grossier est suffisant tandis que les méthodes
classiques requièrent un réglage fin qui diffère chaque fois que les données en entrée sont modi-
fiées.
Notons enfin que les NFA ne sont jamais calculés de manière exacte (i.e. en suivant l’Eq.3.38)
car cela serait trop coûteux en temps de calcul. Il est calculé en pratique de manière approchée
et le choix de l’hypothèse H0 devient alors crucial puisqu’il permet ou non de faire certaines
approximations permettant une estimation fiable du NFA.
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Chapitre 4
Détection multi-échelle de segments de
droites
Les scènes d’intérieur contiennent peu de texture ce qui rend la détection et la mise en cor-
respondance de points saillants plus difficile, et la calibration parfois impossible. Pour résoudre
ce problème, une approche consisterait à adapter les détecteurs de points à ce type de scène. Ce-
pendant, même l’œil humain n’en détecte pas toujours et la trop grande présence de cas planaires
(cas dégénéré de calibration avec points [63]) rendraient la calibration peu précise. Une autre ap-
proche consiste à utiliser un autre type de feature comme les segments de droites, présents en
grande quantité dans les scènes d’intérieur et plus généralement dans les scènes urbaines.
Il existe déjà un grand nombre de détecteurs de segments de droite et certains d’entre eux
obtiennent de très bons résultats sur la plupart des images. Cependant, les détections obtenues
donnent de moins bons résultats pour les images haute-résolution et en particulier dans les scènes
d’intérieur.
Nous présentons, dans ce chapitre, un détecteur de segments multi-échelle qui généralise
l’une des méthodes état-de-l’art pour la faire fonctionner dans le cadre des images haute ré-
solution ainsi que pour les scènes d’intérieur. Nous comparons ensuite les détections de cette
méthode avec celles de l’état de l’art tant qualitativement que quantitativement (dans le cadre de
la calibration).
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4.1 Méthodes existantes
Les segments étant des bords de régions particuliers des images, ceux-ci sont généralement
détectés après une détection de bord. On procède à un calcul de la carte de gradient suivi d’un
seuillage grossier pour séparer les pixels appartenant aux bords des autres.
L’une des premières méthodes de détection de segments [5] correspond à un seuillage de gra-
dient suivie d’une transformée de Hough pour détecter les segments rectilignes parmi les bords.
De nombreux seuils sont ensuite utilisés pour séparer ces lignes en segments (e.g. différence an-
gulaires entre gradients, longueur du segment, ...). Si cette méthode fonctionne correctement une
fois les seuils bien paramétrés, ils doivent généralement être changés d’une scène, voire d’une
image, à l’autre. Enfin, ce type de méthode se comporte généralement très mal dans les zones de
bruit ou à la texture très variée (e.g. buisson, zones texturées, ...) où des segments aberrants sont
alors détectés (voir Figure 4.1).
Image originale HT [32] LSD [19] ED-Lines [2]
FIGURE 4.1 – Comparaison de différents détecteurs sur 3 images (Chaises, Plafond et Bruit).
Les détections via transformée de Hough sont très sensibles aux seuils choisis (e.g. Bruit, coin
supérieur gauche de Plafond. Les méthodes a contrario (LSD, ED-Lines) ne détectent ni trop ni
trop peu de segments. Elle ont cependant des problèmes de sur-segmentation sur les images de
haute résolution (e.g. Plafond).
Des méthodes plus sophistiquées ont alors été développées. Faugeras et al. [15] relient les
points appartenant aux bords avec des critères de rectitude tandis que Burns et al. [22] choi-
sissent de s’intéresser uniquement aux orientations des gradients en ignorant leur magnitude.
Si la plupart de ces méthodes tendent à améliorer les résultats de leur prédécesseurs, elles se
heurtent toujours au problème principal du choix du ou des seuils pour la détection de segments.
Desolneux et al. [12] introduisent les premiers le principe de Helmholtz et les méthodes
a contrario pour la détection de segments (on notera leur méthode DMM dans la suite). Ces
méthodes ont l’avantage de se fonder sur un modèle statistique non paramétrique pour éviter
l’utilisation de seuils. Cependant, la méthode développée a tendance à trop fusionner certains
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segments. Cette méthode est ensuite corrigée avec un critère permettant de séparer les segments
[20] mais elle reste très lente (complexité en O(n4)). En combinant la méthode de détection
de Burns et al. [22] avec un critère de validation a contrario, la méthode LSD [19] permet une
détection rapide et de très bonne qualité tout en évitant l’utilisation de seuils. Elle reste encore
aujourd’hui, avec ED-Lines [2], l’une des meilleures méthodes de détection de segments.
Image originale LSD [19] ED-Lines [2]
FIGURE 4.2 – On observe de nombreux phénomènes de sur-segmentation sur des images de
haute résolution (ici plus de 15 Mpixels). Les zones localement peu contrastées génèrent égale-
ment peu de détections (e.g. carrelage et bord droit du tableau).
La Figure 4.1 montre des exemples de détection avec quelques unes des nombreuses mé-
thodes de détection de segments :
• HT, pour Hough Transform, implémentation d’openCV [32] avec les paramètres par dé-
faut,
• LSD [19], pour Line Segment Detection, méthode a contrario,
• ED-Lines [2], pour Edge Drawing Lines, méthode a contrario.
L’exemple typique des méthodes a contrario est celui d’une image de bruit. En effet, les mé-
thodes plus classiques ont tendance à détecter de nombreuses lignes (en fonction du seuil choisi)
tandis que les méthodes a contrario ne détectent rien, à juste titre. Nous pouvons également re-
marquer que la présence de seuil pour la méthode HT entraîne la détection de segments due au
bruit dans le coin supérieur gauche de Plafond mais empêche la détection dans le coin supérieur
droit de Chaises.
Même si les méthodes à base de transformée de Hough sont en général plus rapides (temps
réel), elles sont également moins précises et nécessitent de fixer un seuil pour chaque image. Le
temps de calcul n’étant pas un réel handicap dans le cadre de la reconstruction 3D, nous avons
privilégié l’utilisation de méthodes a contrario.
Les deux principales méthodes sont LSD [19] et ED-Lines [2]. Elles fournissent de très
bons résultats dans la plupart des cas et peuvent être utilisées telles quelles en reconstruction
3D. Cependant leur qualité chute lorsqu’on les utilise sur des images de haute résolution et
pour les scènes d’intérieur. En particulier, les long segments ont tendance à être découpés en de
nombreux petits morceaux (effet de sur-segmentation) qui empêcheraient une reconstruction 3D
de bonne qualité. De plus les zones de faible contraste sont souvent vides de toute détection. Les
phénomènes sont partiellement observables, en particulier pour LSD, dans l’image Plafond de
la Figure 4.1 car l’image d’origine a une taille de 5 Mpixels. Cependant, l’effet s’accentue sur
des images de 15 Mpixels comme on peut le voir dans la Figure 4.2.
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Image originale LSD [19] ED-Lines [2]
FIGURE 4.3 – Les phénomènes de sur-segmentation se réduisent si on réduit suffisamment la
taille de l’image (ici d’un rapport 4 en largeur et en hauteur). Les zones localement peu contras-
tées à haute résolution génèrent ici quelques détections.
Ce phénomène de sur-segmentation affecte tous les détecteurs et HT n’y échappe pas non
plus comme on peut le voir dans la Figure 4.1. Il apparaît cependant qu’en réduisant la résolu-
tion des images, les détecteurs ne sur-segmentent plus autant leurs détections (voir Figure 4.3).
Motivés par cette observation, Lopez et al. [45] proposent une méthode multi-échelle. Cepen-
dant celle-ci utilise de nombreux critères (parallélisme, proximité...) accompagnés de paramètres
pour valider la fusion de certains segments. L’utilisation d’autant de paramètres la rend alors peu
robuste au changement de scènes.
4.2 Validation a contrario d’un segment
Plusieurs méthodes (DMM[12], LSD [19], ED-Lines [2]) utilisent des critères a contrario
dans le cadre de la détection de segments. Si ces critères diffèrent légèrement, la méthode suivie
est très similaire. Nous présentons dans cette section les détails de chacune de ces méthodes en
reprenant les termes présentés dans la section 3.9.
Données d’entrée :
Pour chaque méthode, les données correspondent à des groupes de pixels dans une image
I donnée de largeur w et hauteur h. Cependant si DMM et ED-Lines imposent à ces groupes
d’avoir une épaisseur de 1 pixel uniquement, LSD les autorise à avoir une épaisseur variable.
De plus ED-Lines et LSD construisent leurs groupes avec des méthodes gloutonnes initialisées
n’importe où dans l’image. La méthode DMM n’étudie que les lignes passant par 2 points du
bord de l’image ; les groupes de pixels correspondent alors aux pixels présents sur ces lignes.
Modèle estimé :
Chaque méthode propose un critère permettant de faire correspondre un segment à un groupe
de pixels. Les méthodes diffèrent légèrement :
• DMM : comme vu précédemment, le groupe de pixel appartient à une ligne support. Le
segment associé est alors défini par les deux extrémités du groupe de pixels.
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• LSD : le segment est calculé comme boite englobante du groupe de pixels considéré. Le
centre de masse c pondéré par la magnitude des gradients des pixels ainsi que le premier
axe d’inertie d sont d’abord calculés. Une ligne est alors définie à partir du point c et avec
pour direction le vecteur d. La longueur et la largeur du segment sont enfin déterminés par
la taille de la boîte englobante.
• ED-Lines : le segment est calculé à l’aide d’une régression aux moindres carrés du groupe
de pixels.
Les méthodes LSD et ED-Lines obtiennent ainsi des coordonnées sub-pixeliques pour les seg-
ments tandis que la précision de DMM est moins bonne puisque limitée à la discrétisation pixel-
lique de l’image.
Dans le cas de ED-Lines et DMM, le nombre de segments pouvant être estimés est de nSEG =
(wh)2 car 2 points de l’image définissent un segment. Pour LSD, comme les segments peuvent
avoir une épaisseur variable, le nombre de segments possible est plus élevé ; nSEG = (wh)5/2.
Distance données-modèle :
Dans chacune des méthodes, on utilise la distance angulaire entre la direction du gradient
d’un pixel et la direction du segment candidat. Un paramètre de précision angulaire τ est introduit
qui rend la distance d binaire :
• d = 0 lorsque la direction du pixel considéré et celle du segment sont les mêmes à τ près,
• d = ∞ sinon
Modèle de fond :
Le modèle de fondH0 utilisé est le même pour les trois méthodes. Il correspond à des images
de même taille que I mais dont les directions de gradient en chaque pixel sont indépendamment
et identiquement distribuées selon une loi uniforme. Notons que c’est le fait d’utiliser un tel
modèle H0 qui rend les détections des méthodes a contrario peu sensibles aux textures très
bruitées (e.g. buisson, pelage, image de bruit, ...).
Nombre de Fausses Alarmes :
Le Nombre de Fausses Alarmes (NFA) peut alors être défini pour évaluer l’adéquation d’un
groupe de pixel P au segment s qui lui est associé. Sa formule suit l’équation présentée dans la
section 3.9 :
NFA(I,s, p) = NT ESTPH0 [k(X ,s, p)≥ k(I ,s, p)] (4.1)
où k(I ,s, p) = ∑q∈P 1d(q,s,p)=0 représente le nombre de pixel de P alignés avec la direction
de s à une précision angulaire τ = pip près. La formule PH0 [k(X ,s, p) ≥ k(I ,s, p)] représente
la probabilité d’obtenir au moins k(I ,s, p) pixels alignés à p près dans une image aléatoire X
suivant le modèle de fond H0. Même si les segments étudiés diffèrent selon les méthodes, cette
probabilité suit la même formule :
PH0 [k(X ,s, p)≥ k(I ,s, p)] = B(|s|,k(I ,s, p), p) (4.2)
où |s| correspond aux nombre de pixels dans le rectangle englobant du segment, soit :
• |s| est la longueur du segment pour DMM et ED-Lines,
• |s| est l’aire du segment-rectangle pour LSD.
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D’autre part, B(n,k, p) désigne la queue de la loi binomiale, c’est-à-dire :
B(n,k, p) =
n
∑
i=k
(
n
i
)
pi(1− p)n−i. (4.3)
Enfin, le nombre NT EST de modèles potentiellement testés correspond au nombre de seg-
ments nSEG pouvant être observés dans l’image I. Dans le cas de LSD, comme plusieurs préci-
sions angulaires p sont potentiellement testées, le nombre de modèle augmente d’un facteur γ
égal au nombre de valeur différentes de p.
On dit alors qu’un segment s d’une image I est ε-significatif lorsque, pour un ε> 0 donné :
∃p ∈ R+,? t.q. NFA(I,s, p)< ε (4.4)
4.3 Nombre de Fausses Alarmes pour multi-segments
Dans le but de corriger l’une des restrictions de la méthode DMM, Grompone von Gioi
et al. [20] définissent également le NFA d’un groupe de n segments ou n-segment (que nous
notons NFAM ). Ce NFAM permet de définir s’il est plus significatif de fusionner n segments en
un seul ou de les laisser séparés. Cependant, ils se basent sur la méthode DMM et ne considèrent
donc que le cas des segments d’épaisseur 1 pixel. Pour un n-segment Sn = {s1, ...,sn} sur une
ligne support L, le NFAM est défini par :
NFAM (Sn, p) = #L
(|L|
2n
) n
∏
i=1
(|si|+1)B(|si|,ksi , p/2pi) (4.5)
où #L ∼ (w+h)2 correspond au nombre de lignes support dans l’image I, |L| à la longueur de
la ligne support et ksi au nombre de pixels de si alignés à p près avec L.
Cette formule fait apparaître un facteur #L
(|L|
2n
)
qui correspond au nombre de tests. Le second
facteur est choisi de telle sorte que le nombre de n-segments ε-significatif soit en moyenne
inférieur à ε dans une image suivant le modèle de fond H0 (voir [20] pour plus de détails).
Cette formule possède quelques propriétés intéressantes :
• ∀n > 0, ∀ε> 0, EH0 [nombre de n-segments ε-significatif]≤ ε
• Soit n> 1, si ∀i∈ [1,n], si est 1-significatif, alors ∀i∈ [1,n], NFAM (Sn, p)<NFAM (si, p)
La première propriété permet de justifier cette définition du NFA. Elle conserve le sens usuel
des formules a contrario et peut donc être utilisée pour évaluer si un segment n’a pas été détecté
par hasard.
La seconde propriété indique, au sens du NFAM , qu’un multi-segment est toujours plus si-
gnificatif que chacun de ses sous-segments pris séparément dès lors qu’ils sont tous au moins
1-significatif. Ainsi, ce NFAM n’a de sens que pour la comparaison entre un n-segment Sn =
{s1, ...,sn} et le segment généré par l’ensemble des sous-segments S˜n = Seg(∪ni=1si) (où Seg(∪ni=1si)
représente le rectangle minimal contenant tous les si). Si le NFAM de Sn est plus faible que celui
de S˜n alors les segments doivent être conservés séparés, sinon ils doivent être fusionnés.
Nous avons cherché à généraliser ce NFAM au cas d’un n-segment avec la structure utilisée
dans LSD (i.e. des segments d’épaisseur variable) tout en conservant les propriétés présentées
précédemment.
Définition : Pour un n-segment Sn dans une image I, nous définissons son NFAM par :
NFAM (Sn, p) = γ(wh)5
(|S˜n|5/2
n
) n
∏
i=1
(|si|+1)B(|si|,ksi , p/2pi) (4.6)
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où |S˜n| est l’aire du segment englobant S˜n = Seg(∪ni=1si). On suppose de plus que les si sont dis-
joints. Si les ensembles de pixels définissant les segments sont toujours disjoints par construc-
tion, leurs rectangles englobants (les si) ne sont pas nécessairement parfaitement disjoint, d’où
la nécessité de l’hypothèse.
La définition 4.6 est à mettre en parallèle avec la précédente (4.5). Le premier facteur cor-
respond au nombre de tests possibles. Cependant, ici la notion de ligne support est remplacée
par celle de segment englobant faisant apparaître le terme (wh)5 au lieu de #L . Ce terme de
(wh)5 correspond au produit du nombre (wh)5/2 de segments possibles dans une image de taille
w×h avec un terme nécessaire aux propriétés suivantes. Le nombre de segment est calculé de la
même manière que dans LSD [19], il y a wh choix pour les deux extrémités et l’épaisseur peut
s’approximer comme un choix parmi (wh)1/2 valeurs en moyenne. Le nombre de n-segments
potentiellement étudiés à partir d’un segment englobant devient
(|S˜n|5/2
n
)
au lieu de
(|L|
2n
)
. Enfin,
comme dans LSD [19], le terme γ représente les tests de différentes précisions angulaires. Le se-
cond facteur est par contre exactement le même, seul le calcul de |si| diffère puisqu’il correspond
à une aire et non plus à une longueur.
4.3.1 Preuve des propriétés
Nous avons redémontré les propriétés vérifiées par le NFAM dans le cadre des segments de
LSD. Pour cela nous avons eu besoin du lemme suivant :
Lemme : ∀α> 0, PH0 [∏ni=1B(|si|,ksi , p)≤ α]≤∏ni=1(|si|+1)α
Démonstration. On note Ui = B(|si|,ksi , p). Soit α> 0 :
PH0
[
n
∏
i=1
Ui ≤ α
]
= ∑
(u2,...,un)
PH0
[
n
∏
i=1
Ui ≤ α|U2 = u2, ...,Un = un
]
PH0 [U2 = u2, ...,Un = un]
(4.7)
En supposant les si disjoints et donc les Ui indépendants, l’équation devient :
PH0
[
n
∏
i=1
Ui ≤ α
]
= ∑
(u2,...,un)
PH0
[
U1 ≤ α∏ni=2 ui
]
PH0 [U2 = u2, ...,Un = un] (4.8)
De plus, comme ∀α> 0, P[Ui≤α]≤α et PH0 [U2 = u2, ...,Un = un]≤PH0 [U2 ≤ u2, ...,Un ≤ un] :
PH0
[
n
∏
i=1
Ui ≤ α
]
≤ ∑
(u2,...,un)
α
∏ni=2 ui
n
∏
i=2
ui (4.9)
Enfin, le nombre de valeurs différentes pour ui étant déterminé par les (1+ |si|) valeurs de ksi ,
on obtient finalement :
PH0
[
n
∏
i=1
Ui ≤ α
]
≤
n
∏
i=2
(|si|+1)α≤
n
∏
i=1
(|si|+1)α (4.10)
La deuxième inégalité est triviale mais elle permet une formule symétrique en si.
La première propriété découle du lemme précédent :
Propriété 1 : ∀n > 0, EH0 [nombre de n-segments ε-significatifs]≤ ε
Démonstration. Soit n > 0. Par définition :
EH0 [ε] = EH0 [nombre de n-segments ε-significatifs] =∑
S∈I
pγ
∑
p=p1
∑
Sn∈S
PH0 [NFAM (Sn, p)≤ ε]
(4.11)
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Or NFAM (Sn, p)≤ ε est équivalent à :
n
∏
i=1
B(|si|,ksi , p/2pi)≤
ε
γ(wh)5
(|S˜n|5/2
n
)
∏ni=1(|si|+1)
(4.12)
En utilisant le lemme, on obtient :
PH0
[
n
∏
i=1
B(|si|,ksi , p/2pi)≤
ε
γ(wh)5
(|S˜n|5/2
n
)
∏ni=1(|si|+1)
]
≤ ε
γ(wh)5
(|S˜n|5/2
n
) (4.13)
En combinant avec 4.11, on obtient :
EH0 [ε]≤∑
S∈I
pγ
∑
p=p1
∑
Sn∈S
ε
γ(wh)5
(|S˜n|5/2
n
) = (wh)5/2γ(|S˜n|5/2n
)
ε
γ(wh)5
(|S˜n|5/2
n
) ≤ ε (4.14)
Propriété 2 : Soit n > 1, si ∀i ∈ [1,n], si est 1-significatif, alors ∀i ∈ [1,n], NFAM (Sn, p) <
NFAM (si, p)
Démonstration.
NFAM (Sn, p) = γ(wh)5
(|S˜n|5/2
n
) n
∏
i=1
(|si|+1)B(|si|,ksi , p/2pi)
=
(|S˜n|5/2
n
)
(γ(wh)5)n−1∏ni=1
(|si|5/2
1
) n∏
i=1
γ(wh)5
(|si|5/2
1
)
(|si|+1)B(|si|,ksi , p/2pi)
=
(|S˜n|5/2
n
)
(γ(wh)5)n−1∏ni=1
(|si|5
1
) n∏
i=1
NFAM (si, p)
≤
(
(wh)5/2
n
)
(wh)5(n−1)
n
∏
i=1
NFAM (si, p) car |S˜n| ≤ wh, γ≥ 1 et
n
∏
i=1
(|si|5
1
)
≥ 1
<
(wh)5n/2
(wh)5(n−1)
n
∏
i=1
NFAM (si, p) = (wh)
5(1−n/2)
n
∏
i=1
NFAM (si, p)
<
n
∏
i=1
NFAM (si, p)
Comme les segments si sont 1-significatifs, le produit des NFAM est inférieur au NFAM d’un si
en particulier et la propriété est bien démontrée.
4.3.2 Score de Fusion
Définition : Pour un n-segment Sn dans une image I, nous définissons le score de fusion par :
F (Sn) = log
(
NFAM (Sn, p)
NFAM (S˜n p)
)
= log
(
NFAM (s1, ...,sn, p)
NFAM (Seg(∪ni=1si), p)
)
(4.15)
où le terme Seg(∪ni=1si) représente le plus petit segment-rectangle englobant l’union des segments-
rectangles si.
Cette définition permet de relier directement le fait de devoir fusionner un n-segment à un
score positif de fusion. En pratique, l’utilisation du logarithme permet également de contenir les
valeurs des NFA qui tendent à être extrêmement élevées ou extrêmement faibles.
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4.4 Approche multi-échelle
Nous avons vu que les méthodes a contrario obtenaient des résultats de qualité médiocre
pour des images de haute résolution (voir Fig. 4.2). Or ces mêmes algorithmes obtiennent de
bons résultats sur ces mêmes images une fois que la résolution à été réduite (voir Fig. 4.3).
Partant de ce constat, nous avons cherché à utiliser une approche multi-échelle en utilisant les
résultats obtenus à l’aide de LSD aux échelles plus grossières puis en les raffinant aux échelles
plus fines. Nous avons choisi d’utiliser LSD plutôt qu’ED-Lines car leurs résultats sont assez
comparables, car l’algorithme de LSD se prête plus facilement à une approche multi-échelle
et pour des raisons plus pratiques (le code source LSD est disponible contrairement à celui
d’ED-Lines). Cependant, nous pensons qu’une approche similaire à celle présentée pourrait être
appliquée à de nombreux autres détecteurs de segments.
Image originale Seuillage de gradient
Croissance de Région Validation a contrario
FIGURE 4.4 – Illustration des différentes étapes de l’algorithme de LSD. Une détection de bord
suivie d’une agrégation en régions de même direction et une validation a contrario des segments
corrects. Les bords sont affichés en blanc, puis les différents segments agrégés par LSD (une
couleur correspond à un segment). Enfin, les segments validés par le NFA sont affichés en vert
tandis que ceux rejetés sont affichés en rouge.
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4.4.1 LSD : Line Segment Detection
Nous décrivons ici les détails de la méthode de détection LSD [19]. En effet, nous en avons
repris les grandes étapes pour notre méthode multi-échelle. La méthode LSD tient en trois étapes
principales :
• Détection des contours de l’image,
• Agrégation des pixels de bords en régions d’orientation similaires,
• Validation des segments à l’aide du NFA.
Les étapes successives sont illustrées dans la Figure 4.4.
L’étape de détection de contours est en fait un seuillage grossier du gradient. Ce seuil est
choisi suffisamment bas pour ne pas empêcher la détection de certains segments dont le contraste
serait trop faible. Il est également choisi suffisamment élevé pour éviter de mauvaises détections
générées par du bruit ou certaines textures (e.g. rainures dans le bois). Seuls les pixels dont le
gradient dépasse ce seuil seront étudiés dans la suite de l’algorithme.
L’agrégation des pixels se fait à l’aide d’une méthode de croissance de région. Pour cela,
une région est initialisée avec le pixel dont le gradient a la plus grande magnitude, puis est
potentiellement étendue aux 8 voisins. Un voisin est ajouté si, d’une part, son gradient est suffi-
samment élevé (i.e. appartient aux bords détectés dans l’étape 1) et, d’autre part, si sa direction
est suffisamment proche de celle des pixels de la région (i.e. la direction de son gradient et celle
du segment associé à la région sont les mêmes à une précision p près). Cette région est alors
étendue de manière itérative jusqu’à ne plus avoir de candidats à ajouter. La région est enfin
conservée pour l’étape suivante et la croissance de région reprend sur le pixel non visité avec la
plus grande magnitude de gradient.
Les régions de pixels sont alors assimilées au segment correspondant en suivant la méthode
présentée dans la section 4.2. Enfin, ces segments sont conservés en fonction du score fourni par
le NFA. Avant d’être définitivement rejeté, les segments sont raffinés pour essayer de contre-
balancer les effets négatifs de la croissance de région et un nouveau calcul de NFA est réalisé
(e.g. deux segments d’angle similaires et en contact "en V" vont généralement ne créer qu’une
région, à tort).
C’est lors de l’étape d’agrégation des pixels que le phénomène de sur-segmentation appa-
raît. En effet, dans les images haute-résolution et particulièrement en intérieur, le manque de
contraste et la présence de bruit dans certaines zones a tendance à énormément affecter le gra-
dient. Ainsi, le bruit et le faible contraste tendent à découper les segments en petites régions
connexes et l’algorithme de croissance de région ne détecte que ces petites régions au lieu du
segment entier. Ces segments sont soit validés par le NFA et engendrent le phénomène de sur-
segmentation, soit rejetés par le NFA et produisent des absences de détections (voir Figure 4.2).
4.4.2 MLSD : Multiscale Line Segment Detection
Nous avons cherché à compenser la mauvaise agrégation des pixels en région de LSD à
l’aide d’une méthode multi-échelle (MLSD). Notre méthode peut se diviser en 3 étapes :
• Une transition multi-échelle où l’information obtenue à l’échelle précédente est raffinée
pour calculer les segments à l’échelle courante,
• Une détection classique à l’aide de LSD sur les zones non raffinées,
• Une fusion post-détection qui fusionne les segments voisins si nécessaire.
L’ensemble des étapes est illustré dans l’Algorithme 1.
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Calcul de la pyramide d’images
La pyramide d’image correspond à un ensemble de K images, version réduites de l’image
originale avec un rapport 2k. Le nombre d’échelles considérées dépend de la taille de l’image
originale. Nous avons utilisé la formule suivante :
K = min{k ∈ N s.t. max(w,h)≤ 2ksmax} (4.16)
où w et h sont la largeur et la hauteur de l’image.
Cette formule cherche le nombre minimal d’images pour qu’à l’échelle la plus grossière,
l’image ait une taille inférieure à smax×smax. Remarquant que LSD donne généralement de bons
résultats sur des images de taille inférieure à 1000× 1000 pixels, nous avons fixé la valeur de
smax = 1000 (voir figure 4.5 ou 4.7, seule la première ligne correspond à des images de moins de
1 Mpixel). Par ailleurs, réduire trop l’image génère des détections artefacts qui se répercuteront
aux échelles supérieures.
Enfin, chaque image de la pyramide est calculée après une convolution avec un noyau gaus-
sien, comme l’algorithme original.
Entrée : Image I;
Sortie : Ensemble de segments S ;
pour k = 0 to K faire
Calculer l’image réduite Ik (IK est l’image originale);
// 1. Initialisation des segments à partir de l’information obtenue à l’échelle précédente,
quand elle existe
si k = 0 alors
S k← /0;
Optionnellement, la détection est désactivée dans les régions de l’image où la densité
de gradient élevé est trop importante (Filtre de gradient dense, voir page 54);
sinon
S k← RAFFINEMENT(S k−1);
fin si
// 2. Ajout des segments détectés par LSD [19] :;
S k← S k∪LSD(Ik);
// 3. Fusion des segments proches
S k← FUSION(S k);
fin pour
retourner SK ;
Algorithm 1: Algorithme en pseudo code de la méthode multi-échelle de détection de seg-
ments, Multiscale Line Segment Detection (MLSD).
Raffinement multi-échelle
A l’échelle la plus grossière, nous détectons les segments de façon classique avec LSD.
Puis à chaque échelle k nous raffinons séparément tous les segments sk−1 détectés à l’échelle
précédente. Le procédé est illustré dans la Fig. 4.8, le pseudo-code associé est fourni dans l’Al-
gorithme 2 et des exemples de résultats sont illustrés dans les figures 4.5 et 4.7.
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LSD MLSD (étapes avant fusion) MLSD (étapes après fusion)
FIGURE 4.5 – Illustration des détections successives à chaque étape de la pyramide pour MLSD
avec la version LSD en comparaison. De gauche à droite, LSD, les étapes de MLSD avant puis
après fusion post-détection. De haut en bas, de l’échelle la plus grossière (1Mpixel) à la plus fine
(15Mpixel). Notons qu’à la première ligne, les détections LSD et avant fusion sont identiques.
Image originale Raffinement multi-échelle LSD MLSD
FIGURE 4.6 – Illustration du raffinement multi-échelle. La deuxième image correspond au raf-
finement des segments mis à l’échelle. Chacune des composantes connexes trouvées est repré-
sentée d’une couleur différente. Après fusion de ces composantes, on obtient un résultat proche
de celui de MLSD (quatrième image) où le phénomène de sur-segmentation présent dans LSD
(troisième image) a disparu.
Pour un segment sk−1 d’angle θk−1 détecté avec une tolérance angulaire de pk−1, nous dé-
finissons tout d’abord le rectangle englobant Ak mis à l’échelle de l’image Ik. A l’intérieur de
ce rectangle, nous considérons l’ensemble P k des pixels dont la direction est proche de celle du
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LSD MLSD (étapes avant fusion) MLSD (étapes après fusion)
FIGURE 4.7 – Illustration des détections successives à chaque étape de la pyramide pour MLSD
avec la version LSD en comparaison. De gauche à droite, LSD, les étapes de MLSD avant puis
après fusion post-détection. De haut en bas, de l’échelle la plus grossière (1Mpixel) à la plus fine
(15Mpixel). Notons qu’à la première ligne, les détections LSD et avant fusion sont identiques.
Entrée : Ensemble des segments S k−1 détectés à l’échelle précédente;
Sortie : S k, version raffinée et mise à l’échelle de S k−1;
;
S k← /0
pour tout si ∈ S k−1 faire
1. Mettre les coordonnées de si à l’échelle et sélectionner les pixels de cette zone dont la
direction du gradient est orthogonale à la direction de si (i.e. , calculer P ki );
2. Agréger les pixels de P ki en composantes connexes à l’aide d’une méthode de crois-
sance de région avec un voisinage de 8.;
3. Fusionner les composantes connexes selon le résultat du score de fusion (4.15);
4. Ajouter les segments dans S k si leur NFA les rend suffisamment significatifs;
fin pour
;
retourner S k;
Algorithm 2: Pseudo-code du raffinement multi-échelle.
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Segment détecté à l’échelle grossière
Etape 1 : Mise à l’échelle Etape 2 : Agrégation des
composantes connexes
Etape 3 : Fusion des Step 4 : Calcul & validation
composantes connexes des segments
FIGURE 4.8 – Détails de l’étape de raffinement des segments d’une échelle grossière à une
échelle plus fine.
segment sk−1 :
P k =
{
q ∈ Ak s.t. |θ(q)−θ(sk−1)|(mod pi) < pi pk−1
}
. (4.17)
Nous utilisons alors un procédé proche de celui de LSD puisque nous utilisons une méthode
de croissance de région pour regrouper les pixels de P k en composantes connexes dont l’en-
semble est noté C k. Chacune de ces composantes connexes est un segment potentiel qui aurait
été détecté par LSD et pour éviter le phénomène de sur-segmentation observé précédemment,
nous cherchons à en fusionner certains. Cependant, plusieurs cas peuvent se produire ; le seg-
ment détecté à l’échelle k− 1 peut correspondre à plusieurs segments proches et parallèles à
l’échelle k ou à seulement un segment voire encore à plusieurs segments de directions proches
mais différentes et fusionnés à une échelle plus grossière. Nous devons donc déterminer quelles
composantes connexes devraient être fusionnées entre elles mais pour des raisons d’efficacité,
nous ne pouvons considérer toute la combinatoire des fusions possibles. Pour traiter ce pro-
blème, nous considérons, pour une composant c ∈ C ki , la droite l(c) passant par le centre de c et
d’angle θ(c). Nous cherchons alors l’ensemble des composantes connexes qui intersectent cette
droite :
I (c) = {c′ ∈ C ki \{c} s.t. l(c)∩ c′ 6= /0} (4.18)
Le procédé de fusion est glouton ; nous commençons avec la composante connexe c dont le NFA
est le plus faible (i.e. la composante la plus significative), nous cherchons son ensemble I (c)
correspondant et fusionnons cet ensemble en un nouvel élément selon le résultat du score de
fusion. Ce nouvel élément est ajouté à l’ensemble C ki puis le procédé est itéré.
Une fois que le raffinement est terminé, nous vérifions que les segments obtenus sont bien
significatifs. En effet, il arrive que certaines composantes soient détectés mais ne génèrent pas
de segments significatifs par la suite ou même qu’un segment puisse être détecté à une échelle
k− 1 mais qu’aucun pixel avec un gradient significatif ne soit présent à l’échelle k. Dans le
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premier cas, nous rejetons les segments obtenus considérés comme du bruit de détection. Dans
le second cas, nous considérons que le segment détecté à l’échelle k−1 ne pourra plus être raffiné
par manque de contraste. Nous le conservons donc, ainsi que l’indice k− 1 correspondant à sa
meilleure échelle de détection, mais il ne sera plus raffiné par la suite. Ce facteur d’échelle peut
ensuite être utilisé pour la mise en correspondance des segments.
Fusion post-détection
Une fois le raffinement appliqué, une détection à l’aide de LSD est appliquée aux autres
parties de l’image. Cependant, il apparait que l’approche multi-échelle n’est pas suffisante pour
supprimer toute sur-segmentation (voir les figures 4.5 et 4.7). En particulier, l’échelle la plus
grossière divise parfois certains segments ou ne détecte pas le segment entièrement et les extré-
mités sont uniquement détectées aux échelles plus fines. Pour permettre une détection plus com-
plète, nous avons donc ajouté une étape de fusion post-détection. Enfin, à partir de l’ensemble
des lignes détectées par LSD et raffinées à l’échelle courante, nous cherchons à fusionner les
segments proches et alignés. Le pseudo-code de ce procédé est fourni dans l’Algorithme 3.
Entrée : Ensemble de segments S k détectés à l’échelle courante;
Sortie : Ensemble de segments fusionnés S˜ k;
S˜ k← S k;
pour tout si ∈ S˜ k faire
1. Trouver les deux segments alignés avec si les plus proches de si;
2. Fusionner les segments selon le résultat du score de fusion (4.15);
3. Si nouveau segment, l’ajouter à S˜ k et supprimer la version sur-segmentée;
fin pour
retourner S˜ k;
Algorithm 3: Pseudo-code de l’étape de fusion post-détection
Cette étape de fusion est très proche de l’étape de raffinement puisqu’elle applique un pro-
cédé similaire à l’image entière au lieu d’une zone restreinte au segment englobant d’une dé-
tection à l’échelle précédente. L’étape de fusion commence avec un tri des segments par NFA
croissant (i.e. du plus significatif au moins significatif). Un procédé glouton est alors appliqué
sur chaque segment s ; on cherche les segments avec un angle proche de θ(s) qui intersectent la
ligne prolongeant s et on teste la fusion avec les 2 segments les plus proches. Si le segment est
fusionné, on l’ajoute à la pile de segments en supprimant les segments fusionnés. Le procédé est
ensuite itéré jusqu’à avoir parcouru tous les segments.
Filtre de gradient dense (DGF)
Les expériences montrent que MLSD obtient de bonnes détections dans les images haute-
résolution (voir par exemple la figure 4.10). Ces résultats sont à la fois dus à la méthode multi-
échelle qui permet une meilleure détection dans les zones de faible-contraste et/ou bruitées ainsi
qu’à l’étape de fusion post-détection qui permet d’obtenir des segments longs là où le phéno-
mène de sur-segmentation est particulièrement présent. Par ailleurs, la complexité de l’algo-
rithme est proche de celle de LSD ce qui se voit au niveau des temps de calcul des 2 méthodes
(voir Tableau 4.1). Cependant la complexité de l’étape de fusion est particulièrement affectée
par la nature de la scène. Ainsi, une scène générant beaucoup de sur-segmentation nécessitera
une phase de fusion d’autant plus longue qu’il y a de morceaux à fusionner.
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Image originale LSD (2.38 s)
MLSD (5.53 s) MLSD (3.20 s)
sans DGF
FIGURE 4.9 – Comparaison des temps de calcul et des résultats avec et sans filtrage des zones
de gradient dense.
Cet aspect est particulièrement contraignant dans les scènes où ce phénomène est présent
dans une partie conséquente de l’image. Par exemple, les motifs de grille fine ralentissent énor-
mément l’algorithme en morcelant tous les segments de la grille. Outre l’aspect temps de calcul,
ce phénomène engendre de nombreuses détections de segments très similaires. Dans une optique
de reconstruction 3D, ces segments similaires et présents en forte proportion dans la scène ont
tendance à détériorer le résultat de la calibration. En effet, leur proportion les rend beaucoup
plus important dans des algorithmes type RANSAC et la calibration est alors entièrement dé-
terminée par leur qualité. L’appariement est également détérioré car il se base sur des relations
entre segments voisins qui se retrouvent faussées par la trop forte densité de segments similaires
dans certaines régions.
Dans le but de conserver un temps de calcul comparable à celui de LSD et d’éviter la pré-
sence d’artefact pour la mise en correspondance et la reconstruction 3D, nous avons mis en place
un filtre réduisant les détections dans des zones de ce type. L’idée est de préférer obtenir une
détection de segments moins proche de la réalité mais plus utile dans un cadre de reconstruction
3D. Le pseudo-code de ce procédé est fourni dans l’Algorithme 4.
Cette méthode utilise la carte de gradient calculée à partir du seuillage de gradient pour
détecter les zones où la densité de bord est trop importante. Pour cela nous calculons la densité
de bord dans des fenêtres de taille 5× 5. Si cette densité dépasse un seuil de τDENSE = 75%,
alors la fenêtre est considérée comme appartenant à une zone dense de gradient. Cette zone est
ensuite étendue à une fenêtre 21× 21 où la détection de segment est désactivée. L’utilisation
de 2 fenêtres permet de ne sélectionner que les zones extrêmement denses en bords et elle est
étendue dans le but de supprimer les frontières de ces zones. Notons également que les seuils ne
sont pas fixés par rapport à la taille de l’image. En effet, le masque n’étant calculé qu’à l’échelle
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Entrée : Image à l’échelle la plus grossière I0;
Sortie : Image masquée I˜0 sans les pixels filtrés;
Paramètres : taille de voisinage v1 et v2, seuil de densité de gradient τDENSE;
;
Calculer les images intégrales des gradients de I0;
I˜0← /0;
pour tout pixel p ∈ I0 faire
Calculer la densité τ de pixels avec un gradient significatif (i.e. au dessus du seuil ρ) dans
le voisinage v1 de p;
si τ> τDENSE alors
Ajouter p à I˜0;
fin si
fin pour
Étendre les zones invalidées de I˜0 par dilatation dans un voisinage v2;
retourner I˜0;
Algorithm 4: Pseudo-code du filtre à gradient dense (DGF).
la plus grossière, la taille de l’image est toujours de l’ordre de 1 Mpixel.
L’utilisation d’images intégrales permet un calcul très rapide de la densité de gradient. De
plus ce filtrage n’est calculé qu’à l’échelle la plus grossière, il est uniquement agrandi à chaque
changement d’échelle.
Cette méthode a quelques défauts :
• elle n’est pas optimale : elle conserve de nombreuses zones gênantes pour la détection
notamment les bords
• elle fait apparaître 2 seuils dans une méthode qui se voulait justement sans paramètre
• elle n’est pas assez efficace sur certaines images où la présence de motifs de grille est très
importante
Malgré ces défauts, elle fonctionne correctement et très rapidement sur de nombreuses
images et permet donc parfois une meilleure utilisation de MLSD. Notons également que les
cas d’échec du filtre donnent des résultats particulièrement sur-segmentés (et donc mauvais)
pour LSD.
4.5 Expériences sur la détection de segments
Nous avons tout d’abord cherché à mesurer l’impact des différentes étapes introduites dans
MLSD en comparant les résultats de LSD et MLSD en utilisant uniquement certaines étapes.
Nous avons ensuite étudié les comportements de ces deux algorithmes face à des changements
de résolution ou au manque de contraste pour montrer empiriquement l’intérêt de MLSD dans
le cadre de la reconstruction en intérieur. Enfin, nous avons comparé les temps de calcul de
chacune des méthodes pour évaluer le ralentissement.
4.5.1 Utilité des différentes étapes
Comme on peut le voir dans la Figure 4.10, chacune des étapes à son importance. La partie
multi-échelle permet de détecter des segments là où LSD n’en détecte pas ou peu tandis que
la partie fusion post-détection permet de rattraper certaines détections encore trop segmentées
malgré l’utilisation du procédé multi-échelle. Selon le type d’image chaque étape peut avoir
une importance plus marquée que l’autre. Ainsi dans les images très haute résolution, à faible
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Bureau Lapin Plafond
LSD
Etape multi-échelle
Fusion post-détection
MLSD
FIGURE 4.10 – De haut en bas ; LSD original [19], l’étape multi-échelle uniquement, l’étape de
fusion post-détection uniquement et MLSD [68]. Chaque étape possède son utilité propre. L’as-
pect multi-échelle est très important pour pallier la présence de bruit et l’absence de contraste
mais l’étape de fusion permet d’obtenir un résultat final de meilleure qualité.
contraste et en présence de bruit (i.e. les scènes Bureau et Lapin), c’est la partie multi-échelle
qui sera plus importante car les détections de LSD sont trop peu nombreuses. A l’inverse dans
les images de moins haute résolution et en présence de plus de contraste et/ou moins de bruit
(i.e. la scène Plafond), c’est la partie fusion qui permettra de meilleurs résultats.
4.5.2 Manque de contraste
Le manque de contraste est fréquent dans les scènes d’intérieur de bâtiments. Il a pour consé-
quence une carte de gradient moins nette. Combiné au bruit, fréquent dans les zones sombres,
la détection de segment devient particulièrement difficile pour LSD. L’approche multi-échelle
permet d’atténuer le bruit (les réductions d’échelles correspondent à des moyennages locaux et
suppriment donc les hautes-fréquences) et obtient donc de meilleurs résultats. La figure 4.11
permet d’illustrer ce propos avec deux zooms successifs sur une zone peu contrastée.
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Image originale LSD MLSD
FIGURE 4.11 – Comparaison entre les détections de LSD et MLSD sur une image avec un très
faible contraste. Le zoom sur le carrelage permet de mieux visualiser le manque de contraste et
la présence de bruit dans cette image.
4.5.3 Choix du seuil de gradient
Que ce soit pour LSD ou MLSD, la méthode débute avec un seuillage de gradient. Ce filtrage
fait intervenir un seuil ρ dont la valeur influence le résultat final. En effet, si le prendre très bas
permet des détections correctes dans des zones à très faible contraste, cela génère également
des détections parasites dans les zones bruitées ou dans les zones avec une texture spécifique
(e.g. texture boisée). De plus, le trop grand nombre de bord gène la partie croissance de région
et empêche la détection de nombreux segments.
ρ= 1 ρ≈ 5.2 ρ= 10
FIGURE 4.12 – La détection diffère avec le choix du seuil de gradient ρ. Choisir ρ trop faible
permet des détection dans les zones à faible contraste (coin du mur à gauche) mais également des
détections de bruit (bureau). Choisir ρ trop élevé empêche une détection complète de la scène.
Le choix fait dans LSD [19] permet un bon compromis.
A l’inverse, le prendre trop élevé empêche de nombreuses détections spécifiquement là où
le contraste n’est pas assez fort. Dans LSD [19], Grompone von Gioi et al. justifient ce choix en
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utilisant une formule faisant intervenir la discrétisation des images sur l’intervalle [0,255] ainsi
que la précision angulaire utilisée dans l’étape de croissance de région. Nous avons conservé le
même seuil mais il apparaît qu’un seuil adapté localement pourrait permettre de meilleurs dé-
tections dans les zones de faible contraste (e.g. coin gauche du mur détecté uniquement lorsque
ρ= 1).
MLSD LSD
FIGURE 4.13 – Comparaison de LSD et MLSD en diminuant d’une rapport 4 la résolution
d’une image très résolue. Bien que les deux méthodes obtiennent des détections différentes,
LSD obtient de bien meilleurs résultats dans la nouvelle scène tandis que MLSD reste à peu près
stable. C’est d’ailleurs cette observation qui nous a conduit à utiliser une méthode multi-échelle.
4.5.4 Invariance au changement d’échelle
Comme nous l’avons vu précédemment, l’algorithme de LSD dépend de la taille de l’image
à travers deux facteurs :
• la formule du NFA fait intervenir directement la taille de l’image. Ainsi, un découpage
de l’image facilitera les détections en diminuant le seuil de validation du NFA. Cette
diminution s’explique à l’aide de la théorie a contrario. En effet, il est plus probable
de trouver un segment de taille 5 pixel dans une image suivant le modèle H0 de taille
5000×5000 que dans une image 5×5.
• la méthode de croissance de région. En effet, dans les images de haute résolution, les seg-
ments étant beaucoup plus longs (en terme de pixels), il est plus fréquent que les compo-
santes connexes soient séparées par des pixels bruités. De plus un pixel correspond couvre
une aire de la scène plus faible et il est donc plus sensible à des phénomènes comme le
flou de bougé. Le cumul de ces différents phénomènes diminue fortement l’efficacité de
la croissance de région.
Ainsi, LSD voit ses résultats changer fortement dans le cas d’un changement de résolution ou
dans le cas d’un découpage d’une portion de l’image. Comme on peut le voir dans les figures
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MLSD LSD
FIGURE 4.14 – Comparaison de LSD et MLSD sur des images de haute-résolution (en haut, 18
Mpixels) et leurs versions découpées (pas de changement de résolution) de respectivement 5.6
Mpixels (milieu) et 1.5 Mpixels (bas).
4.14 et 4.13 , MLSD est plus stable à ce type de transformations. Ce critère le rend également
plus intéressant dans une optique de reconstruction 3D car l’appariement est plus robuste face
aux changements d’échelle (voir Figure 4.15).
4.5.5 Temps de calcul
Les méthodes MLSD et LSD ont des complexités algorithmiques similaires et on le retrouve
avec des temps de calculs assez proches. Cependant, l’étape de fusion post-détection dépend
de la présence de sur-segmentation dans l’image. Ainsi, dans la plupart des images, son temps
de calcul n’aura pas un impact énorme. Cependant, en présence de certains motifs comme des
grilles fines, le phénomène de sur-segmentation est extrêmement présent ce qui ralentit fortement
l’étape de fusion. Dans ce cas là, l’utilisation du DGF permet une accéleration importante du
calcul.
Nous avons comparé les temps de calcul de différentes méthodes sur un ensemble de 4
images haute-résolution (voir Figure 4.16) pour avoir un aperçu de l’efficacité de chacunes (voir
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MLSD LSD
FIGURE 4.15 – Comparaison de la robustesse de l’appariement en fonction des détecteurs.
L’image du dessus à une résolution de 15 Mpixels tandis que celle du dessous a été réduite
à moins de 1 Mpixel. Les détections de LSD étant très dépendantes de la résolution de l’image,
l’appariement est de mauvaise qualité tandis que pour MLSD, l’appariement n’est pas affecté.
Bureau Lapin Plafond Colonnes
5184 × 3456 5184 × 3456 2816 × 1872 2816 × 1872
FIGURE 4.16 – Images utilisées pour les comparaisons de temps de calcul. Les comparaisons
se font sur des images de haute-résolution car c’est avec elles qu’apparaissent les réelles diffé-
rences.
Tableau 4.1). ED-Lines est nettement plus performant que les autres méthodes. Cependant sa
complexité théorique est similaire et son code n’est pas disponible contrairement à ceux de LSD
et MLSD qui reprennent des parties communes. De plus, LSD et MLSD n’étant ni optimisés ni
parallélisés, il semble logique que ED-Lines soit bien plus performant.
En comparant LSD à MLSD, on s’aperçoit que le temps de calcul est augmenté de 40%
pour les images de 15 Mpixels (i.e. Bureau et Lapin) et de 30% pour les images de 5 Mpixels
(i.e. Plafond et Colonnes). Il apparaît donc que l’augmentation du temps de calcul est lié à la
taille de l’image ce qui semble cohérent avec le fait que le nombre d’échelles utilisées augmente
également. Cependant, cette augmentation reste raisonnable et n’est pas gênante dans un cadre
de reconstruction 3D.
De plus, la détection de segments n’est pas uniquement liée à la taille de l’image mais
également à la nature de la scène qui présente plus ou moins de segments.
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Dataset
Méthode
ED-Lines LSD MLSD MLSD (sans DGF)
Bureau 1.4 (0.08) 3.8 (0.21) 5.2 (0.29) 5.4 (0.30)
Lapin 1.2 (0.07) 4.0 (0.22) 5.7 (0.32) 6.7 (0.37)
Plafond 0.4 (0.08) 2.4 (0.46) 3.2 (0.61) 5.5 (1.04)
Colonnes 0.9 (0.17) 5.7 (1.08) 7.2 (1.37) ×
TABLE 4.1 – Temps de calcul (en secondes) des différentes méthodes sur les images présentées
à la Fig. 4.16. Nous avons indiqué entre parenthèse le temps de calcul par Mpixel. Notons que
le temps de calcul de MLSD sans filtrage dépasse les 10 minutes sur l’image Colonnes.
Enfin, nous pouvons remarquer que l’utilisation du filtre à gradient dense (DGF) permet
d’éviter les cas limites où l’étape de fusion post-détection prend trop de temps (en particulier
sur Colonnes où le temps de calcul dépasse les 10 min).
4.6 Application à la reconstruction 3D
Nous avons comparé les 3 détecteurs de segment (ED-Lines, LSD et MLSD) dans une op-
tique de calibration. En effet, même si la comparaison peut sembler parfois évidente, il est gé-
néralement difficile de juger si tel détecteur est meilleur qu’un autre sans introduire un biais
subjectif. Comparer de telles méthodes dans une optique de calibration permet d’introduire une
mesure plus objective car quantitative. Cependant, les résultats sont alors dépendants des mé-
thodes d’appariement et de calibration utilisées ce qui empêche d’obtenir un classement parfait
des détecteurs. Notons que nous avons utilisé les implémentations originales des différents au-
teurs pour chacune des méthodes.
4.6.1 Calibration bifocale
Pour la calibration, nous avons utilisé des méthode état-de-l’art pour l’appariement des seg-
ments [84] et pour la calibration bifocale à partir de segments [69]. Nous avons alors comparé
les erreurs de calibration sur deux jeux de données. Notons que seule l’erreur de rotation est
fournie puisque les segments ne permettent pas de calculer la translation relative dans le cas
bifocal.
Les données utilisées pour la comparaison proviennent de deux jeux de données :
• CastleP19 [73] : une série de 19 photos de la cour intérieure d’un château. Les images de
la scène ont une résolution de 3072×2048 soit un peu plus de 5 Mpixels.
• Office [69] : une série de 8 photos d’un bureau. Les images de la scène ont une résolution
de 5184×3456 soit un peu plus de 15 Mpixels.
Certaines images de ces jeux de données sont illustrées dans la Figure 4.17.
Les résultats de calibration sont résumés sur les figures 4.18 et 4.19 et leurs moyennes
dans le tableau 4.2. Comme on peut le voir, les résultats sont assez similaires pour chacun des
détecteurs en utilisant le dataset Castle P19. En effet, la scène présente de nombreux segments
bien contrastés et relativement courts. De plus la résolution de la scène n’est que de 5 Mpixel.
Les résultats obtenus sur le dataset Office sont un peu plus intéressants. Dans le cas du détecteur
ED-Lines, les mauvaises détections peuvent entrainer un appariement particulièrement mauvais
et donc une calibration incorrecte (paire 5-6). Le graphique des résultats montrent des résultats
similaires pour chacun des détecteurs sur une la moitié des paires. Sur l’autre moitié par contre,
LSD et ED-Lines montrent quelques écarts de précisions.
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Castle P19 Office
FIGURE 4.17 – Nous utilisons deux jeu de données pour la comparaison de calibration en fonc-
tion des détecteurs de segments. La série CastleP19 a une résolution de 5 Mpixel tandis que
celle d’Office est de 15 Mpixel. La série Office a également moins de contraste et plus de bruit.
Dataset
Méthode
LSD [19] ED-Lines [2] MLSD [68]
Castle P19 [73] 0.79 1.06 0.91
Office [69] 1.77 8.00 1.27
TABLE 4.2 – Erreur angulaire moyenne de rotation (en ◦) pour les différents datasets. La dif-
férence se fait plus sur les images de haute-résolution qu’en moyenne résolution où les résultats
des différentes méthodes sont plus comparables.
Finalement MLSD ne permet pas d’obtenir une calibration vraiment plus précise que les
autres méthodes mais obtient des résultats plus réguliers en particulier sur les images de haute-
résolution. En détectant plus correctement les segments dans les images d’intérieur, l’apparie-
ment est alors plus complet et correct permettant une calibration plus stable. MLSD permet donc
un gain de robustesse dans une optique de calibration sans diminuer significativement la préci-
sion. Ses atouts font donc de MLSD une méthode particulièrement adaptée à la calibration en
intérieur.
4.6.2 Reconstruction 3D
Pour tester la fiabilité de la reconstruction indépendamment du processus de calibration,
nous avons utilisé la vérité terrain de l’ensemble de données de Strecha et al. [73]. Nous avons
reconstruit les lignes en 3D à partir des différents appariements et des positions réelles des
caméras. Nous avons ensuite comparé la reconstruction 3D obtenue à celle fournie par le scanner
laser. Pour cela, nous avons calculé le nombre de segments 3D en dessous d’une certaine distance
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FIGURE 4.18 – Comparaison des qualités des détecteurs du point de vue de la calibration bifocale
sur la scène Castle.
FIGURE 4.19 – Comparaison des qualités des détecteurs du point de vue de la calibration bifocale
sur la scène Office.
du nuage de points. Nous avons ainsi accès au nombre d’appariements corrects
Les résultats sont affichés dans le tableau 4.3 et les différentes reconstructions obtenues sont
affichées dans les figures 4.21 et 4.22. Ces résultats combinent la précision des détections et
la robustesse de l’appariement. En effet, une détection précise permettra une reconstruction du
segment plus proche de la réalité à condition que l’appariement soit correct (dans le cas où
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LSD ED-Lines MLSD
FIGURE 4.20 – Comparaison des détections et appariements sur une scène d’Office.
l’appariement est faux, le segment reconstruit est généralement loin du nuage de points). On
voit alors que les détections de MLSD, avec des extrémités plus stables d’une image à l’autre,
permettent à la fois une détection plus précises et des appariements plus corrects ce qui rend la
reconstruction de meilleure qualité.
Dataset
Distance (m) ∞ 1 0.1 0.01 0.001
Herz-Jesu-P8 [73]
LSD 752 246 (33 %) 214 (28 %) 174 (23 %) 118 (16 %)
ED-Lines 856 309 (36 %) 244 (29 %) 172 (20 %) 97 (11 %)
MLSD 505 357 (71 %) 287 (57 %) 230 (46 %) 137 (27 %)
Fountain-P11 [73]
LSD 1205 268 (22 %) 230 (19 %) 180 (15 %) 124 (10 %)
ED-Lines 1225 319 (26 %) 267 (22 %) 177 (14 %) 97 (8 %)
MLSD 879 372 (42 %) 297 (34 %) 214 (24 %) 140 (16 %)
TABLE 4.3 – Affichage du nombre d’appariements corrects en fonction de la distance du seg-
ment reconstruit au nuage de points. Les proportions d’appariements corrects sont indiqués entre
parenthèses et les valeurs en gras représentent le nombre d’appariements le plus élevé pour une
catégorie donnée. On remarque alors que MLSD fourni des segments beaucoup plus utiles dans
une optique de reconstruction 3D.
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Scène MLSD
LSD ED-Lines
FIGURE 4.21 – Reconstruction de la scène Fountain-P11 à partir de la vérité terrain et en fonc-
tion des différents détecteurs.
Scène MLSD
LSD ED-Lines
FIGURE 4.22 – Reconstruction de la scène HerzJesu-P8 à partir de la vérité terrain et en fonction
des différents détecteurs.
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4.7 Limites de la méthode et perspectives
L’une des limites principales de la méthode est mise en avant par le filtre à gradient dense.
La trop forte présence du phénomène de sur-segmentation dans les images entraîne une détec-
tion trop lente et peu utile dans une optique de reconstruction 3D. Le filtre permet de pallier
partiellement ce défaut mais il n’est pas assez efficace et utilise des seuils dans une méthode
se voulant sans paramètres. Une piste d’amélioration serait donc de perfectionner le filtre ou de
chercher les candidats potentiels à la fusion de façon moins naïve que dans la méthode actuelle.
Image originale MLSD sans DGF (1380s) MLSD avec DGF (202s)
FIGURE 4.23 – Exemple typique d’une scène où MLSD donne de très mauvais résultats. La
scène fait 15 Mpixels et est constituée d’une multitude de petits segments. La version filtrée par
DGF génère une détection lente et avec pratiquement aucune information tandis que la version
non-filtrée donne un résultat exploitable malgré quelques phénomènes de sous-segmentation.
Cependant, c’est au prix d’un temps de calcul extrêmement long. Ce type de scène n’est pas trop
fréquent en intérieur mais met en avant les principaux défauts de la méthode.
De plus, le score de fusion ne fonctionne pas toujours parfaitement puisque certains seg-
ments sont fusionnés à tort (voir Fig. 4.24). Cependant ce phénomène de sous-segmentation
concerne principalement des segments de petite taille proches les uns des autres (e.g. une grille,
des fenêtres de bâtiments vu de loin) et il est donc moins gênant dans les scènes d’intérieur.
sous-segmentation segments non détectés
FIGURE 4.24 – A gauche, un exemple typique de sous-segmentation. Certains segments courts
et alignés sont fusionnés à tort. A droite, certaines zones mises en avant par des ovales rouge
montrent une absence de détection là où l’œil reconnaît des segments.
Enfin, même si le défaut a été en grande partie corrigée par notre méthode, la détection
des segments dans les zones de trop faible contraste ne fonctionne pas dans tous les cas (voir
Fig. 4.24). Il reste encore de nombreux segments que l’œil voit mais que les méthodes auto-
matiques ne détectent pas. Ce manque de détection est en partie dû à l’utilisation d’un seuil
pour la sélection des gradients utilisés. L’utilisation d’un seuil s’adaptant aux zones de l’image
permettrait une détection encore plus robuste.
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4.8 Contributions de ce chapitre
Nous avons présenté, dans ce chapitre, quelques unes des méthodes état-de-l’art de détection
de segment et les défauts qu’elles présentaient dans les scènes d’intérieur et de haute-résolution.
Remarquant que les défauts principaux disparaissaient en réduisant simplement la résolution
de l’image, nous avons proposé une méthode multi-échelle permettant d’obtenir des détections
de bonne qualité sur les scènes d’intérieur. Cette amélioration s’est faite au prix d’un temps de
calcul légèrement plus long. Cependant, cet aspect est négligeable dans une optique de recons-
truction 3D.
Nous avons comparé les différentes méthodes de façon qualitative à l’aide d’image représen-
tatives de problèmes courants dans les scènes d’intérieur notamment. Puis, nous avons comparé
ces méthodes sur des données de calibration pour obtenir une comparaison plus objective. Si la
méthode proposée ne permet pas toujours de gagner en précision des résultats, elle permet un
gain de robustesse en particulier dans les scènes d’intérieur.
Ce travail a été présenté à la conférence ICPR [68] et son implémentation détaillée au work-
shop RRPR (pour Reproducible Research in Pattern Recognition). Une implémentation libre est
disponible sur GitHub (https://github.com/ySalaun/MLSD).
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Chapitre 5
Calibration bifocale mixte point-ligne
Il existe déjà de nombreuses méthodes de calibrations et celles-ci sont suffisamment matures
pour permettre la reconstruction de nombreux bâtiments ou objets. Cependant ces méthodes
sont, pour la plupart, basées sur l’utilisation de points remarquables entre les images. De plus,
les méthodes de calibration à partir de points requièrent généralement la présence de points sur
un espace 3D, les surfaces planes conduisant à des cas dégénérés.
Ce sont ces deux principaux aspects qui rendent la calibration de scènes d’intérieur particu-
lièrement difficile. D’ailleurs, les méthodes actuelles échouent généralement à calibrer ce type
de scène.
Nous présentons, dans ce chapitre, une méthode de calibration à partir de droites et de points
permettant de calibrer les scènes d’intérieur autrefois impossible à calibrer. Nous montrons que
l’utilisation conjointe des points et des lignes permet d’obtenir des résultats qui allient la préci-
sion des points à la robustesse des lignes et ainsi obtenir d’excellents résultats en intérieur et en
extérieur. Nous comparons à ce propos notre méthode avec celles de l’état de l’art sur différentes
scènes représentatives de nombreux cas pratiques.
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5.1 Méthodes existantes
Comme vu précédemment (voir section 3.5.1), l’estimation de pose entre deux caméras à
partir de lignes uniquement n’est pas possible [80, 90]. C’est pourquoi les méthodes à base
de lignes utilisent généralement le tenseur trifocal [24] pour estimer la pose. Un procédé de
calibration complet a récemment été développé [85] utilisant les contraintes trifocales dans le
cadre du SLAM. Cependant, ce type de méthode est difficile à utiliser dans le cadre des scènes
d’intérieur car il nécessite un trop grand nombre de lignes vues dans des triplets d’image (voir
section 3.5.2). Une autre façon de faire, est d’utiliser un dispositif conçu spécialement pour
la reconstruction à base de lignes. Ainsi, certains auteurs [10, 64] ont développé un dispositif
permettant d’obtenir deux images stéréo et calibrent ainsi à l’aide de lignes et de contraintes
trifocales. Une telle méthode nécessite donc toujours un grand nombre d’appariements corrects
de lignes et les exigences de la méthode empêche son utilisation sur un jeu d’images quelconque.
FIGURE 5.1 – Exemple typique de photographies d’une scène d’intérieur. L’appariement des
points est assez pauvre et principalement localisé sur un plan tandis que l’appariement de lignes
est mieux et plus densément réparti dans l’image.
Malgré l’impossibilité de calibrer à partir de lignes dans un cadre bifocal, l’utilisation d’hy-
pothèses supplémentaires permet d’obtenir une estimation de la pose. Ainsi, certaines méthodes
[89, 57] utilisent des hypothèses de similarité des segments d’une image à l’autre. Zhang et al. [89]
cherchent à maximiser le chevauchement des segments mis en correspondances tandis que Mon-
tiel et al. [57] mettent en correspondance les milieux des segments. Mais ces méthodes sont
sensibles au manque de robustesse dans la détection des extrémités des segments, et à la sur-
segmentation. D’autres auteurs [8, 13] utilisent les intersections des segments lorsque ceux-ci
correspondent à des droites coplanaires. Cependant, dans tous ces cas, ces méthodes se ramènent
finalement à des méthodes de calibration à base de points en utilisant des features généralement
peu précis et dont la proportion d’outliers est plus élevée que la normale (e.g. segments qui se
chevauchent très peu d’une image à l’autre, sur-segmentation rendant l’appariement incorrect en
terme de segments, intersection de segments non coplanaires ...). De plus, un problème impor-
tant de la reconstruction 3D en intérieur n’est toujours pas résolu : la présence de la majorité des
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points sur un plan commun, qui est une configuration critique pour l’estimation de pose relative
[63].
Une autre façon d’estimer partiellement la pose relative à partir de lignes est d’utiliser les
points de fuite. En calculant les points de fuite sur chaque images et en les mettant en correspon-
dance, il est possible d’obtenir la rotation relative. Cependant ces méthodes ne sont généralement
pas très précises et peu robustes aux changements importants d’angles de vue, fréquents en inté-
rieur. De plus, la précision est rarement la priorité des méthodes de détection de points de fuite
car ceux-ci ne sont pas évaluées sur des critères de calibration mais plutôt sur des critères de
regroupement de lignes ainsi que sur des estimations des directions du zénith et de l’horizon,
aux vérités terrains arbitraires [83, 41]. De plus les points de fuite ne sont que des constructions
théoriques. Affirmer que deux lignes sont parallèles parce que leur direction est similaire en-
gendre nécessairement des erreurs. En pratique, les points de fuite sont différents pour la plupart
des lignes (même si ils sont proches pour une grande partie d’entre eux). Construire des points
de fuite sur la base de nombreuses approximations de ce type réduit alors la meilleure précision
atteignable pour une estimation de rotation. En pratique, les méthodes à base de points de fuite
sont surtout utilisées dans le cadre du SLAM [38] où la différence d’une image à l’autre est
faible ce qui rend le procédé plus stable et plus précis. De plus la rapidité de cette estimation la
rend intéressante dans ce cadre particulier.
Critère
Méthode
Points Lignes
Essentielle Homographie Trifocal Bifocal Trifocal
[61] [24] [24] [14] [85]
Scène planaire 7 3 3 3 3
Peu de texture 7 7 7 3 3
Recouvr. limité 7 7 7 3 7
M
-W 3 3 3 3 3 3
7 3 3 3 7 3
TABLE 5.1 – Récapitulatif de l’efficacité des méthodes d’estimation de pose relative existantes.
La comparaison se fait avec des critères fréquents dans les scènes d’intérieur (planarité, manque
de texture, manque de recouvrement entre images) ainsi qu’avec un critère de vérification des
hypothèses de type Manhattan-world (noté M-W dans le tableau).
Enfin, il est possible d’utiliser des contraintes de type Manhattan-world (i.e. deux directions
quelconques de la scène sont soit parallèles soit orthogonales). Cependant de telles méthodes
[36] sont alors restreintes aux scènes vérifiant pleinement ces hypothèses. Plus récemment, El-
qursh et al. [14] proposent une méthodes utilisant les lignes avec des contraintes d’orthogonalité
et de parallélisme. Ils définissent ainsi une structure localement de type Manhattan-world pour
estimer la rotation relative entre les deux caméras. Cette structure nécessite la présence de 3
lignes l1, l2 et l3 telles que l1 soit parallèle à l2 et la direction l3 soit orthogonale à celles de l1
et l2. Ce triplet de ligne permet de définir 2 points de fuite dans chaque image dont les direc-
tions correspondantes sont orthogonales. Leur correspondance permet alors d’obtenir la rotation
relative. Comme nous le verrons dans la suite, cette méthode se trouve être plus précise et plus
robuste qu’une méthode utilisant directement les points de fuite pour estimer la rotation re-
lative. Pour estimer la direction de translation entre les deux caméras, Elqursh et al. utilisent
des correspondances de points. En effet, les contraintes de parallélisme et d’orthogonalités ne
font intervenir que les directions 3D des lignes et la rotation relative entre les deux caméras.
Elles ne permettent donc pas d’obtenir d’informations sur la direction de la translation. Elqursh
et al. [14] utilisent des intersections de lignes, supposées coplanaires, pour obtenir la direction
de la translation. Ils peuvent donc justifier d’une méthode à partir de lignes uniquement. Nous
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verrons cependant qu’il est plus précis d’utiliser les correspondances de points détectés à partir
de méthodes comme SIFT [46] ou SURF [7] quand il y en a dans la scène.
Nous avons rassemblé dans le Tableau 5.1 l’efficacité des méthodes existantes en fonction
de certains critères relatif à la scène que l’on veut calibrer. Dans le cadre de cette thèse, nous
avons sélectionné des critères correspondant à des problèmes fréquents dans la reconstruction
d’intérieur (planarité, manque de texture, manque de recouvrement entre images). Nous avons
également ajouté l’utilisation ou non d’hypothèse de type Manhattan-World qui est au centre
des prochaines sections. Comme nous pouvons le voir, les méthodes à base de points sont for-
tement gênées par les critères d’intérieur mais sont indifférents aux critères d’orthogonalité ou
de parallélisme dans la scène. A l’inverse, les méthodes à base de lignes sont moins affec-
tées par les critères d’intérieur mais peuvent l’être par l’orthogonalité ou le parallélisme de la
scène. Ainsi, les méthodes actuelles permettent la reconstruction en intérieur sous certaines hy-
pothèses (e.g. présence de suffisamment de features pour les méthodes trifocales ou scène de
type Manhattan-world pour la méthode d’Elqursh et al. [14]).
5.2 Estimation de pose à partir de lignes avec des hypothèses type
Manhattan-world
Elqursh et al. [14], présentent une méthode pour estimer la pose relative entre deux caméras,
à partir de segments et d’hypothèses de structures localement Manhattan-world. Cette méthode
divise l’estimation de pose en deux étapes :
• un calcul de la rotation à partir de correspondances de lignes et des points de fuite associés
• un calcul de la direction de translation à rotation connue et à partir de correspondances de
points
5.2.1 Estimation de rotation relative à partir de segments
Pour cela, les auteurs utilisent des triplets de lignes L définis par :
L = {(L1,L2,L3) lignes 3D, telle que L1 ‖ L2 et uL1 ⊥ uL3} (5.1)
où uLi correspond à la direction de la ligne Li.
A l’aide des projections de ces lignes dans les deux images, ils peuvent estimer les co-
ordonnées de deux points de fuite dans chacune des deux images. Comme nous l’avons vu
précédemment (voir section 3.7.3), un point de fuite correspond, en coordonnées normalisées,
à la direction de la ligne 3D associée. On notera (l1, l2, l3) les projections de la caméra 1 et
(m1,m2,m3) les projections de la caméra 2. Les lignes L1 et L2 sont associées aux points de
fuite u1 pour la caméra 1 et v1 pour la caméra 2. On peut définir leurs coordonnées à partir de la
définition d’un point de fuite, soit :
u1 = l1× l2 (5.2)
v1 = m1×m2 (5.3)
La ligne L3 est associée aux points de fuite u2 pour la caméra 1 et v2 pour la caméra 2. Pour
obtenir leurs coordonnées, on utilise les deux propriétés suivantes :
• Un point de fuite u appartient à la ligne l à laquelle il est associé et donc uT2 l3 = 0 et
vT2 m3 = 0
• L1 ⊥ L3 donc leurs directions 3D (i.e. les point de fuite en coordonnées normalisées) sont
orthogonales : uT1 u2 = 0 et vT1 v2 = 0.
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Ainsi, on obtient les coordonnées des points de fuite u2 et v2 à l’aide des équations suivantes :
u2 = u1× l3 (5.4)
v2 = v1×m3 (5.5)
En notant R la rotation relative de la caméra 1 à la caméra 2, comme les points de fuite corres-
pondent aux direction 3D des lignes, on obtient les relations suivantes :
s1v1 = Ru1 (5.6)
s2v2 = Ru2 (5.7)
Où s1 =±1 et s2 =±1 correspondent à des potentiels changement de signes des points de fuite
d’une image à l’autre. En effet, les points de fuite correspondent à des directions 3D mais sont
également signés par l’intersection des lignes projetées. Ainsi, une observation parfaitement
fronto-parallèle générera des points de fuite des deux signes (points à l’infini). En se décalant
d’un côté ou de l’autre, l’observation génèrera un point de fuite de signe positif ou négatif (voir
Figure 5.2).
FIGURE 5.2 – Exemple d’un même objet générant des points de fuite de signes différents selon la
position de la caméra qui l’observe. Dans l’image centrale, l’observation du tableau est presque
fronto-parallèle, le point de fuite bleu n’a alors pas de côté privilégié. Dans les images de gauche
et droite le point de fuite change alors de côté en passant du côté droit du tableau (rouge) au côté
gauche (vert). Ce changement de côté correspond à un changement de signe du point de fuite en
coordonnées homogènes.
Comme les points de fuite sont calculés en coordonnées homogènes, on peut leur imposer
d’avoir une norme de 1. Avec cette contrainte, on peut définir les matrices de rotations R1 =
[u1,u2,u1×u2] et R2 = [v1,v2,v1×v2]. Ces matrices sont bien dans SO3(R) car leurs vecteurs
colonnes forment une base orthonormale directe. La rotation relative entre les deux caméras est
alors donnée par :
R = R2ΣRT1 (5.8)
où Σ est la matrice de rotation qui décrit les changements de signes des points de fuite :
Σ=
s1 s2
s1s2
 (5.9)
En notant ei ∈ R3 les vecteurs dont la i-ième coordonnée est 1 et les autres sont nulles, on
obtient :
∀i ∈ [1,2], Rui = R2Σei = siR2ei = sivi (5.10)
Ainsi, cette rotation fait bien passer de ui à vi en utilisant si pour un potentiel changement de
signe. La rotation R décrite dans l’équation 5.8 correspond bien à la rotation relative entre la
caméra 1 et la caméra 2.
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Notons que le changement de signe décrit par Σ peut être fixé en imposant que l’angle de
rotation autour de l’axe soit de moins que 90◦. Il est également possible de fixer cette indétermi-
née en utilisant les mêmes méthodes que pour sélectionner la bonne décomposition en rotation-
translation d’une matrice essentielle à partir de 5 points. Pour cela, on calcule les positions des
lignes dans la scène 3D et on impose que celles-ci soient en majorité devant les caméras.
5.2.2 Estimation robuste de la rotation relative
La méthode décrite précédemment permet d’estimer la rotation relative entre deux caméras
à partir d’une correspondance d’un triplet de segments suivant une configuration particulière.
Cependant, détecter de tels triplets peut se révéler être un problème difficile. Elqursh et al. [14]
proposent, plutôt que de détecter les triplets particuliers, de combiner ce calcul à une méthode
de type RANSAC. Pour cela, ils calculent l’ensemble des triplets générés à partir de toutes les
lignes. Ils en éliminent une partie à l’aide de critères géométriques mais en conservent une ma-
jorité contenant une portion importante d’outliers.
Pour définir l’adéquation d’une rotation R à un triplet de segments L , ils définissent la dis-
tance suivante :
d(L ,R) =
1
2
2
∑
i=1
cos−1(v>i Rui) (5.11)
où ui et vi sont les points de fuite normalisés définis comme dans la section précédente. Cette
distance correspond à l’erreur angulaire de positionnement du point de fuite de la seconde ca-
méra avec le point de fuite de la première caméra auquel on a appliqué la rotation relative R.
Une première estimation de la rotation relative se fait à l’aide d’un RANSAC sur l’ensemble
des triplets de segments, puis un raffinement est réalisé à partir des inliers sélectionnés.
La rotation relative finale R? doit vérifier l’équation suivante :
R? = argmin
R∈SO3(R)
∑
Li inliers
d(Li,R) (5.12)
Cette équation nécessitant une optimisation non linéaire, Elqursh et al. résolvent une équation
similaire :
R? = argmin
R∈SO3(R)
∑
Li inliers
2
∑
j=1
‖vi j−Rui j‖22 (5.13)
Cette équation peut se réecrire sous la forme :
R? = argmin
R∈SO3(R)
||D−R>D′||2F (5.14)
où D et D′ sont des matrices 3× 2N regroupant en colonnes les points de fuite des triplets
inliers. Ce problème est connu sous le nom de problème de Procruste orthogonal et sa solution
est donnée à l’aide d’une décomposition en valeur singulière de la matrice D′DT [70].
5.2.3 Estimation de la direction de translation à rotation connue
L’estimation de translation à partir d’une rotation connue ou, de manière équivalente, dans
le cas d’un mouvement de pure translation a déjà été étudiée par de nombreux auteurs [74,
16]. Elqursh et al. proposent d’ailleurs d’utiliser la méthode linéaire de Sun et al. [74]. Pour un
appariement de points (pi,qi), nous avons la relation suivante :
(Rpi×qi)>t = 0 (5.15)
Cette relation découle du fait que pour un point quelconque de la scène Pi, (C , C ′, Pi) forment un
plan qui contient, par construction, les projetés de Pi soit pi et qi. Comme la translation ne peut
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être obtenue qu’à un facteur d’échelle près, seules deux équations de ce type suffisent à estimer
t. La direction de t correspond alors au vecteur associé à la plus petite valeur singulière de la
décomposition en valeurs singulières de la matrice 3×3 suivante :
2
∑
i=1
(Rpi×qi)(Rpi×qi)> (5.16)
L’estimation de la translation se fait à l’aide d’un RANSAC en utilisant la distance épipolaire
pour déterminer outliers et inliers. De plus, Elqursh et al. [14], pour conserver une méthode à
base de lignes uniquement, utilisent les intersections des segments détectés comme inliers lors
de l’estimation de rotation. Comme nous le verrons dans la suite, l’utilisation d’intersections
n’est pas très adaptée même dans le cas des scènes d’intérieur et nous utiliserons les détections
et appariements SIFT [46] à la place quand ils sont disponibles.
5.2.4 Raffinement non linéaire
Les lignes n’apportant pas de contraintes bifocales, elles ne peuvent pas être utilisées telles
quelles pour un raffinement supplémentaire. Elqursh et al. décident donc d’utiliser une formula-
tion classique de raffinement non linéaire pour les points en l’appliquant aux points et aux points
de fuite inliers (pour rappel, chaque triplet de segments fournit deux correspondances de points
de fuite). L’équation est sous la forme :
(R?, t?) = argmin
R,t
∑
(pi,qi)∈P
d(pi,qi) (5.17)
où P représente l’ensemble des appariement inliers de points et points de fuite et d la distance
épipolaire (voir Eq. 3.24).
Arguant du fait que la distance épipolaire sans bruit pour une paire de points de fuite est
nulle, ils utilisent cette distance comme contrainte douce sur la rotation. En effet, la nullité de
cette distance n’est due qu’à la rotation et n’apporte aucune contrainte sur la translation. Pour
deux points de fuite correspondants u et v, la distance épipolaire est bien nulle :
v>Eu = v>[t]×Ru = v>(t× v) = 0 (5.18)
Cependant, cette approche présente deux défauts :
• les points de fuite pouvant être situés loin de l’image (voire à l’infini) comme en plein
milieu de l’image, la distance épipolaire entre deux points de fuite dépend de la position
du point de fuite considéré. Additionner des distances dont les ordres de grandeur peuvent
varier impose alors des poids arbitraires sur certains inliers sans justification théorique
réelle.
• sur les scènes testées, cette optimisation tend en pratique à ignorer l’apport des points de
fuite. Nous montrerons empiriquement comment la minimisation a un effet positif lorsque
les points sont plus précis que les lignes et négatif dans le cas inverse.
5.3 Estimation de rotation sans hypothèses de typeManhattan-world
Le principal défaut de la méthode décrite précédemment est l’utilisation d’hypothèses de
type Manhattan-world. Même si les scènes urbaines vérifient généralement ces critères, il existe
de nombreuses scènes que nous appellerons quasi-Manhattan avec trois directions principales
d1, d2, d3 telles que :
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• la direction verticale d1 est orthogonale aux deux autres,
• les deux autres directions ne sont pas orthogonales.
Une telle scène n’empêche pas de trouver des triplets vérifiant les hypothèses fixées par Elqursh
et al. Cependant, les triplets étant énumérés de manière exhaustive, de nombreux outliers sont
inclus dans l’ensemble des triplets. Nous verrons dans la suite (section 5.5) comment ces triplets
outliers détériorent la calibration.
Plutôt que de chercher à détecter de manière plus robuste les triplets inliers, nous avons
préféré changer quelques hypothèses pour obtenir une méthode utilisable dans pratiquement
n’importe quelle scène urbaine. Pour estimer une rotation entre deux caméras, nous n’avons
besoin que de deux directions distinctes de la scène (i.e. deux points de fuite distincts). De plus
ces deux directions n’ont pas besoin d’être orthogonales. En effet, en supposant que nous ayons
accès à deux appariements de points de fuite distincts, notés (u1,u2) pour la caméra 1 et (v1,v2)
pour la caméra 2, nous pouvons déterminer la rotation relative entre les deux caméras [48] :
R = ABT (5.19)
où A et B sont définis par la décomposition en valeur singulière de la matrice M suivante :
M = s1v1u>1 + s2v2 u
>
2 (5.20)
= AΣB> (5.21)
avec s1 et s2 représentant les potentiels changements de signe des points de fuite d’une caméra
à l’autre. Tout comme la méthode précédente, nous obtenons donc 4 rotations possibles cor-
respondant aux différentes combinaisons de signes. Nous sélectionnons alors, selon les mêmes
critères, la rotation qui nous semble la plus envisageable.
L’obtention des appariements de point de fuite se fait en utilisant un appariement de seg-
ments couplés à une détection de point de fuite. Nous sélectionnons deux appariements de seg-
ments liés au même point de fuite pour obtenir les valeurs de u1 et v1 puis nous procédons
de même avec une autre paire de segment. Comme notre méthode nécessite deux directions
distinctes, pour éviter les cas dégénérés, nous vérifions que les angles ∠(u1,u2) et ∠(v1,v2)
dépassent un certain seuil (nous utilisons 5◦ dans notre implémentation). Dans le cas où ce seuil
n’est pas dépassé, nous n’utilisons pas cet appariement de point de fuite et en énumérons un
autre.
Notons également que, contrairement à la méthode de Elqursh et al. [14], les points de fuite
utilisés pour le calcul d’une rotation ne vérifient pas les relations de l’équation 5.7 de façon
exacte. Un moyen simple de s’en convaincre est de remarquer que l’angle ∠(u1,u2) est généra-
lement différent de l’angle ∠(v1,v2) (e.g. bruit de mesure, distorsion, appariement incorrect...)
ce qui impose donc qu’il n’existe pas de rotation vérifiant les relations 5.7. Cependant, si cette
méthode ne fournit qu’une rotation approximative, en la couplant à une méthode type RANSAC,
il est possible d’obtenir une bonne estimation de la rotation relative entre les deux caméras.
De la même façon que la méthode précédente, nous utilisons un RANSAC pour filtrer les
outliers avec une distance similaire à la précédente. Pour une paire (li, l j) mise en correspon-
dance avec une paire (mi,m j), la distance d’adéquation à la rotation est donnée par :
dlignes(li, l j,mi,m j,R) = cos−1 |v>i, jRui, j| (5.22)
où ui, j et vi, j sont les points de fuite des paires de segments (li, l j) et (mi,m j) (voir Fig. 5.3).
Notons également que cette distance ne prend pas en compte les signes des points de fuite et
ne cherche qu’une égalité de directions. En effet, il n’est pas possible à ce stade de savoir quel
est le signe associé à cet appariement de points de fuite. Cependant, une fois la partie RANSAC
terminée, le signe des inliers est alors connu et peut être utilisé dans le raffinement.
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FIGURE 5.3 – Deux segments parallèles li et l j (resp. mi et m j) génèrent un point de fuite
ui, j (resp. vi, j). Si l’appariement est correct, la rotation relative R doit changer ui, j en vi, j. En
pratique, on cherche à minimiser cet angle.
Nous raffinons ensuite la solution à l’aide des inliers restants en suivant la méthode de ré-
solution du Procruste orthogonal [70] puis la translation relative est estimée de la même façon
que la méthode d’Elqursh et al. [14].
FIGURE 5.4 – Exemples de scènes urbaines et d’intérieur. On y observe toujours des segments
parallèles selon deux directions différentes (même sur la troisième grâce au socle). Seule la
troisième scène représente un cas gênant (trop nombreuses directions présentes qui risqueraient
de bruiter les détections de point de fuite) pour notre algorithme mais ce cas est supposé peu
fréquent.
Notons que cette méthode a plusieurs avantages sur la précédente :
• le nombre de features est réduit, passant de O(n3) à O(n2) puisque nous passons de triplets
à des paires de segments (n étant le nombre de segments détectés dans la scène). Si le
nombre de modèle à tester augmente (en passant de O(
(
n3
1
)
) à O(
(
n2
2
)
)), le calcul du
NFA passe de O(n3) à O(n2). Le nombre de modèle étant généralement seuillé au nombre
d’itération, cela permet une accélération du RANSAC en réduisant le temps de calcul du
nombre d’inliers pour chaque rotation trouvée.
• les nouvelles hypothèses sont en pratique vérifiées dans la quasi-totalité des scènes ur-
baines ou d’intérieur, la présence de ligne impliquant presque toujours la présence d’au
moins deux groupes de lignes parallèles (voir Figure 5.4).
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5.4 Estimation mixte point-ligne
Comme nous le verrons dans la suite, les expériences montrent que des calibrations calculées
à partir de points [61] sont généralement plus précises que celles obtenues à l’aide des méthodes
à base de segments. Cependant les méthodes utilisant les lignes sont généralement plus robustes
dans le sens où elles obtiennent un résultat dans certaines scènes d’intérieur où les points ne
suffisent pas à calibrer. En effet, comme le montrent Philip et al. [63], les surfaces planaires sont
des cas critiques pour les méthodes d’estimation à partir de points.
Nous avons donc cherché à développer une méthode utilisant à la fois les lignes et les points
pour obtenir des résultat plus robustes que les méthodes à base de points mais tout aussi précises.
5.4.1 Estimation robuste
Une approche naïve aurait été de combiner une méthode de calibration à partir de points
avec l’une des méthodes précédentes et un RANSAC. Cependant, une telle méthode aurait fait
apparaître deux seuils d’inliers ; un pour les points (pixellique) et un pour les segments (an-
gulaire). Pour éviter l’utilisation de deux seuils distincts qui auraient rendu cette méthode trop
dépendante du choix des paramètres, nous avons préféré une méthode homogène mesurant des
écarts angulaires uniquement, et pour cela définir une distance angulaire entre un appariement
de points et une matrice essentielle. Pour un appariement de point (p,q) et une pose relative
(R, t) entre les deux caméras, nous savons que :
Rp+ t = q (5.23)
N’ayant pas accès à la norme de t, cette relation nous permet de dire néanmoins que :
Rp× t = q× t (5.24)
Cette relation étant vraie à un facteur d’échelle près, nous pouvons alors définir la distance
angulaire épipolaire par :
dpoints(p,q,R, t) = cos−1
∣∣∣∣ (Rp× t)>‖Rp× t‖2 q× t‖q× t‖2
∣∣∣∣ (5.25)
Cette distance peut également être vue comme l’écart des directions des normales des plans
épipolaires CC′p et CC′q (voir Fig. 5.5).
Elle est similaire à la relation épipolaire usuelle mais elle fournit une mesure angulaire au
lieu d’une mesure pixellique. En utilisant la distance dlignes définie précédemment pour un ap-
pariement d’une paire de ligne parallèles (voir Eq. 5.22), il est alors possible d’utiliser un seuil
commun pour déterminer les inliers, que ce soit des points ou des segments. L’estimation robuste
suit alors le schéma usuel du RANSAC et l’algorithme est résumé sur la figure 5.6.
5.4.2 Méthode a contrario
Pour éviter d’avoir à sélectionner explicitement un seuil d’inliers pour chaque scène, nous
avons également développé une version a contrario de la méthode. Comme l’ont montré Moulon
et al. [58], AC-RANSAC (pour a contrario RANSAC) se comporte mieux que RANSAC car il
sélectionne le seuil optimal pour chaque paire d’images. Il s’adapte ainsi à la fois aux différences
entre les scènes mais également à la variabilité des paires d’images appartenant à une même
scène. Nous reprenons ici les termes présentés dans la section 3.9 en les explicitant dans le cadre
de cette méthode.
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q
P
p q
P
p
Distance épipolaire pixellique Distance épipolaire angulaire
FIGURE 5.5 – A gauche la distance épipolaire usuelle. Le plan épipolaire CC′p (en bleu) s’in-
tersecte avec le plan image de la seconde caméra pour former la droite épipolaire de p. C’est la
distance entre q et cette droite qui permet de calculer la distance épipolaire pixellique usuelle.
Le procédé est symétrisé avec le plan CC′q (en vert) pour plus de stabilité. Dans notre cas, nous
utilisons la distance angulaire entre les normales des deux plans épipolaires (bleu et vert) formés
par CC′p et CC′q.
Données d’entrée :
Les données en entrée correspondent à des appariements de points et de segments. Comme
nous le verrons dans la suite, pour une question d’indépendance, les appariements ne concernent
que les segments et non les paires de segments (ou de façon équivalente, les points de fuite
associés).
Modèle estimé :
Le modèle estimé correspond à la matrice essentielle E pour les points et à la rotation relative
pour les lignes. En effet, les lignes n’apportent aucune contrainte sur la translation. Notons
également qu’en pratique nous estimons soit la matrice essentielle à l’aide de points, soit la
rotation à partir de lignes puis la direction de translation à partir de points. Cependant, ces deux
informations sont équivalentes (voir section 3.5.1, p.25) puisqu’il est possible de passer de l’un
à l’autre en utilisant la relation :
E = [t]×R (5.26)
Le nombre de modèles estimés varie en fonction de la méthode. Dans le cas des points, nous
utilisons la méthode des 5 points [61] qui calcule 10 matrices essentielles différentes. Dans le
cas des lignes nous estimons la rotation à partir de 4 matrices différentes (changement de signe
potentiel des points de fuite).
Distance données-modèle :
Pour les points, la distance utilisée est la même que précédemment, soit dpoints (Eq. 5.25).
Dans le cas des segments, de même qu’un appariement de segments n’apporte aucune contrainte
à la pose relative entre deux caméras (voir section 3.5.1), il n’existe pas de distance permettant
de mesurer l’adéquation d’un appariement de segments à une pose relative donnée. En notant l
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Données : ensemble d’appariements de points P , ensemble d’appariements de segments S .
Paramètres : seuil ε, nombre d’itérations N
Output : pose relative (R?, t?)
Regrouper les segments en groupe de segments parallèles S‖ à l’aide des points de fuite.
N?INLIERS← 0
pour N itérations faire
Sélectionner aléatoirement 5 éléments de P , ou 2 de S‖ et 2 de P
(on alterne une fois sur deux)
Estimer la pose relative associée (R, t)
NINLIERS← 0
# Décompte des inliers points
pour (p,q) ∈ P faire
si dpoints(p,q,R, t)< ε alors
(p,q) est un inlier : NINLIERS← NINLIERS+1
fin si
fin pour
# Décompte des inliers segments
pour (li,mi, l j,m j) ∈ S‖ faire
si dlignes(li,mi, l j,m j,R)< ε alors
(li,mi, l j,m j) est un inlier : NINLIERS← NINLIERS+1
fin si
fin pour
# Mise à jour de la solution
si NINLIERS < N?INLIERS alors
Mettre à jour le modèle final : (R?, t?)← (R, t), N?INLIERS← NINLIERS
fin si
fin pour
retourner (R?, t?)
FIGURE 5.6 – Estimation robuste de pose relative à partir de points et de lignes.
et m les projetés d’un segment de la scène dans les deux caméras et R une matrice de rotation,
nous pouvons définir la direction du segment par :
u(R, l,m) = (R l)×m (5.27)
La direction du segment n’est correcte que lorsque R correspond à la rotation relative entre les
deux caméras. En notant u? cette direction, nous pouvons alors définir une distance d’adéquation
entre une rotation et un appariement de segments (l,m) par :
d?ligne(R, l,m,u
?) = ∠(u(R),u?) (5.28)
Cependant, cette distance ne peut généralement pas être calculée puisque la direction u? n’est
pas connue. Une façon de déterminer la valeur de u? serait d’utiliser les directions des points de
fuite calculés sur les images. Cependant cette méthode reviendrait à considérer que les valeurs
des points de fuite sont parfaites. Nous verrons par la suite que ces valeurs ne sont pas si précises
que ça. Nous avons donc choisi de définir une distance qui cherche à approximer cette valeur :
dligne(li,mi,R) = min
L j‖Li
dlignes(li, l j,mi,m j) = min
L j‖Li
d?ligne(R, li,mi,(R l j)×m j) (5.29)
La distance dligne est en général différente de d?ligne. Cependant la distance d
?
ligne n’est pas
exempte de défaut puisqu’elle n’est pas définie lorsque li et mi ne correspondent pas à un appa-
riement correct. À l’inverse, notre approximation dligne devrait donner une valeur élevée dans ce
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cas-là. De plus, l’attribution des points de fuite n’est pas parfaite car deux lignes quasiment pa-
rallèles dans la scène seront associées au même point de fuite alors que leur direction, même en
étant similaire, est strictement différente. Néanmoins, nous verrons que cette distance permet en
pratique de faire fonctionner une méthode a contrario plus efficacement qu’un RANSAC avec
seuil.
Modèle de fond :
On utilise ici deux modèles de fond différent : H pt0 pour les points et H
seg
0 pour les lignes.
Le modèle H pt0 (resp. H
seg
0 ) correspond à un ensemble contenant autant de points (resp. de seg-
ments) que détectés dans la scène. Cependant, ceux-ci sont indépendamment et uniformément
distribués dans chaque image. C’est d’ailleurs cette hypothèse d’indépendance nécessaire au
calcul du NFA qui nous a contraint a définir la distance dligne.
Nombre de Fausses Alarmes :
Le NFA peut alors être défini pour évaluer l’adéquation d’un groupe de features F à la
pose relative (R, t) qui lui est associé. Les modèles a contrario ont déjà été utilisés pour une
estimation robuste de la matrice fondamentale [53, 56] puis généralisés à n’importe quel modèle
géométrique [54] (e.g. matrice essentielle, homographie). La formule générique est donnée par :
NFA(n,k,ε) = Nmodele(n−Nechantillon)
(
n
k
)(
k
Nechantillon
)
p(ε)k−Nechantillon (5.30)
où Nechantillon est le nombre d’échantillons nécessaires à l’estimation du modèle et Nmodele cor-
respond au nombre maximal de modèles estimés à partir d’un échantillonnage donné. k repré-
sente le nombre hypothétique d’inliers et p(ε) est la probabilité qu’un feature généré par le
modèle de fond H0 soit à une distance ε du modèle estimé.
Dans notre cas, le nombre maximal de modèles estimés Nmodele est de 4 pour les lignes et
10 pour les points. Le nombre d’échantillon Nechantillon est de 5 dans le cas des points tandis que
dans pour les lignes, nous utilisons 2 paires de lignes parallèles pour estimer la rotation soit 4
lignes. On obtient alors deux formules du NFA pour les lignes et pour les points :
NFAlignes(nlignes,k,ε) = 4(nlignes−4)
(
nlignes
k
)(
k
4
)
plignes(ε)k−4 (5.31)
NFApoints(npoints,k,ε) = 10(npoints−5)
(
npoints
k
)(
k
5
)
ppoints(ε)k−5 (5.32)
Le terme p(ε) dépend de la distance du feature au modèle estimé. Cependant, la distance
utilisée pour les lignes et pour les points correspond à une comparaison angulaire de deux di-
rections 3D. Dans le cas des points, il s’agit de calculer la probabilité pour deux directions 3D
aléatoires (i.e. les normales des deux plans épipolaires, voir Fig. 5.5) d’être alignées à ε près tan-
dis que dans le cas des lignes, c’est la probabilité pour une direction 3D aléatoire (i.e. le point de
fuite) d’être aligné à ε près avec une direction 3D fixe (i.e. la direction 3D de la ligne). Comme
les directions 3D suivent le modèle de fond H0, elles sont indépendamment et uniformément
distribuées dans l’espace et le cas des lignes est donc équivalent à celui des points.
Pour une direction u suivant le modèle de fond H0 et une direction d fixe, la probabilité
qu’elles soient alignées à ε près peut être exprimé comme le rapport de l’aire de deux calottes
sphériques de la sphère unité :
p(ε) =
2Aε−CAP
ASPHERE
=
4pi(1− cosε)
4pi
= 1− cosε. (5.33)
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ε
FIGURE 5.7 – En bleu la direction d fixe et en vert un exemple de u tiré aligné à moins de ε.
Lorsque la direction u est tirée dans les calottes sphériques rouges, les directions sont les mêmes
à ε près, sinon l’angle entre les deux directions est trop élevé. Notons également qu’on cherche
une égalité de direction et donc les sens n’interviennent pas, c’est pourquoi la calotte sphérique
du haut et du bas de la sphère sont en rouge.
où ASPHERE représente l’aire de la sphère unité et Aε−CAP l’aire de la calotte sphérique dont la
taille varie avec ε (voir Fig. 5.7 pour plus de détails).
Nous obtenons ainsi deux formules de NFA pour l’estimation de rotation à partir de lignes
ou de matrice essentielle pour les points. Or le NFA correspond à l’espérance du nombre de
modèles ε-significatif pouvant être détectés à partir de données suivant le modèle de fond H0,
on peut donc le décrire comme étant :
NFAlignes(nlignes,k,ε) = E[Xlignes(nlignes,k,ε)] (5.34)
où Xlignes(nlignes,k,ε) correspond à l’évènement "obtenir une rotation R à partir de 4 éléments
parmi nlignes lignes suivant le modèle de fond H0 telle que k lignes parmi les nlignes lignes soient
à une distance de moins de ε de R".
De manière équivalente on peut écrire que pour les points :
NFApoints(npoints,k,ε) = E[Xpoints(npoints,k,ε)] (5.35)
Nous définissons alors le NFAlignes&points comme étant l’espérance de l’intersection de ces deux
évènements :
NFAlignes&points(nlignes,npoints,klignes,kpoints,εlignes,εpoints)
= E[Xlignes(nlignes,klignes,εlignes)∩Xpoints(npoints,kpoints,εpoints)]
= E[Xlignes(nlignes,klignes,εlignes)]E[Xpoints(npoints,kpoints,εpoints)]
= NFAlignes(nlignes,klignes,εlignes)NFApoints(npoints,kpoints,εpoints)
Le modèle sélectionné correspond alors à celui qui minimise le NFAlignes&points :
(R?, t?) = argmin
R,t
(NFAlignes(R)NFApoints(R, t)) (5.36)
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où les NFA des modèles sont définis par :
NFAlignes(R) = min
ε>0
NFAlignes(nlignes,k(R,ε),ε) (5.37)
NFApoints(R, t) = min
ε>0
NFApoints(npoints,k(R, t,ε),ε) (5.38)
En pratique, ces formules ne pouvant pas être minimisées simplement, nous utilisons les ap-
proximations :
NFAlignes(R)≈ min
k∈[5,nlignes]
NFAlignes(nlignes,k,dligne(lk,mk,R)) (5.39)
NFApoints(R, t)≈ min
k∈[6,nlignes]
NFApoints(npoints,k,dpoints(pk,qk,R, t)) (5.40)
Notons ici que le feature d’indice k (e.g. appariement (lk,mk) ou (pk,qk) correspond au feature
dont la distance au modèle testé est la k-ième plus petite.
5.4.3 Raffinement non-linéaire mixte point-ligne
Une fois la pose estimée à l’aide du RANSAC, a contrario ou non, sa valeur peut être
raffinée par une méthode non linéaire. Pour éviter de reproduire les défauts présentés dans la
section 5.2.4, nous avons utilisé les distances angulaires présentées précédemment (Eq. 5.22
pour les lignes et Eq. 5.25 pour les points).
Nous définissons une fonction de coût pour les paires de lignes parallèles :
Clignes(R) = ∑
(li,l j,mi,m j) inlier
∥∥∥∥R(li× l j)‖li× l j‖2 × mi×m j‖mi×m j‖2
∥∥∥∥2
2
(5.41)
= ∑
(li,l j,mi,m j) inlier
dlignes(li, l j,mi,m j,R)2 (5.42)
et une fonction de coût pour les points :
Cpoints(R, t) = ∑
(pi,qi) inlier
∥∥∥∥ (Rpi× t)>‖Rpi× t‖2 × qi× t‖qi× t‖2
∥∥∥∥2
2
(5.43)
= ∑
(pi,qi) inlier
dpoints(pi,qi,R, t)
2 (5.44)
Ces deux fonctions ont l’avantage d’être comparables et homogènes. Nous pouvons alors dé-
finir une fonction de coût global permettant d’obtenir les versions raffinées (R?, t?) de la pose
relative :
(R?, t?) = argmin
R,t
Clignes(R)+Cpoints(R, t) (5.45)
La solution optimale est obtenue à l’aide de l’algorithme de Levenberg-Marquardt après l’avoir
initialisé avec la pose obtenue après RANSAC a contrario ou non.
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5.5 Expériences
Dans le but de valider l’efficacité de nos méthodes, nous avons réalisé de nombreuses ex-
périences : des expériences synthétiques d’une part pour avoir un aperçu théorique du com-
portement relatif de chacune des méthodes, puis des expériences sur des données réelles pour
confirmer l’efficacité des méthodes à base de lignes dans les scènes d’intérieur.
Dans les expériences, nous mesurons deux types d’erreur :
• L’erreur en rotation eR qui combine les différences d’angle et d’axe entre la rotation R
calculée et la vérité terrain Rgt :
eR = ∠(R>Rgt) = cos−1
( |Tr(R>Rgt)−1|
2
)
(5.46)
• L’erreur en translation et qui représente la différence angulaire entre la direction de la
translation t calculée et la verité terrain tgt :
et = ∠(t, tgt) = cos−1
( |t>tgt|
‖t‖2 ‖tgt‖2
)
(5.47)
5.5.1 Méthodes comparées
Nous avons comparés diverses méthodes dans le but d’être le plus complet possible. Cer-
taines utilisent uniquement des points ou uniquement des segments, d’autres utilisent à la fois
les segments et les points ; enfin nous avons utilisé une méta-méthode à base de points de fuite :
• PdF : cette méta-méthode à base de point de fuite ne calcule que la rotation relative. Son
but est de fournir une référence sur la précision des points de fuite. Nous considérons
deux appariement de points de fuite et calculons la rotation associée (voir Section 5.3).
Les appariements de points de fuite sont obtenus à l’aide des appariements de segments
(voir section 3.7.3). Pour obtenir une borne supérieure à toute méthode utilisant les points
de fuite, nous avons considéré toutes les rotations obtenues à partir de deux appariements
de points de fuite et conservé la meilleure rotation selon la vérité terrain (fournie lors du
calcul de cette méta-méthode),
• 5-point : une version a contrario de la méthode d’estimation de matrice essentielle à 5
points [61]. Moulon et al. [58] montrent qu’elle donne de meilleurs résultats qu’avec un
RANSAC usuel,
• 4-point : une version a contrario de la méthode d’estimation d’homographie suivie d’une
décomposition en rotation et translation [55]. Cette méthode est censée mieux se compor-
ter sur des scènes planaires,
• 3-line : la méthode d’Elqursh et al. [14] permettant d’estimer la rotation à partir d’un
triplet de ligne localement Manhattan,
• 2x2-line : notre méthode d’estimation de rotation à partir de paires de lignes parallèles
(voir Section 5.3),
• mixte : notre méthode à base de lignes et de points avec seuil à fixer, utilisée comme
référence pour la comparaison avec la version a contrario (voir Section 5.4.1),
• AC-mixte : notre version a contrario de la méthode mixte point-ligne (voir Section 5.4.2).
5.5.2 Paramètres
Dans toutes nos expériences, les paramètres sont fixés comme suit :
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• Après détection, les points de fuite ainsi que les segments associés sont fusionnés lorsque
la direction 3D correspondante est la même à 5◦ près. Cela permet d’éviter les cas dégéné-
rés où deux paires de lignes parallèles appartiennent à des points de fuite différents mais
sont en fait quasi-parallèles.
• Dans le cas des méthodes de RANSAC mixte, nous utilisons un seuil angulaire de 2◦. Ce
seuil est d’ailleurs le même que celui utilisé pour la méthode 3-line [14].
• Le nombre d’itération de RANSAC est calculé avec un niveau de confiance de p = 95%
et en supposant un ratio d’au moins w = 30% d’inliers parmi les variables. Comme nous
utilisons au plus 6 variables pour estimer un modèle (selon les méthodes utilisées), nous
devons donc réaliser au moins Nmin =
log(1−p)
log(1−wn) ≈ 4108 itérations. Nous arrondissons alors
ce nombre d’itération à 5000 pour chaques méthodes.
5.5.3 Expériences sur données synthétiques
Pour les expériences synthétiques, sauf précision contraire, les détections et les appariements
de points et de segments sont fournis directement à partir de la vérité terrain.
Données expérimentales
Cas Planaire Cas Manhattan ou Quasi-Manhattan
FIGURE 5.8 – Illustration des données synthétiques utilisées pour les expériences. Les cas les
plus fréquents de la reconstruction d’intérieur sont proposés pour étudier le comportement des
méthodes face au bruit et comparer les différentes précisions obtenues.
Nous avons considéré trois cas pour étudier les comportements de chacune des méthodes
(voir Fig. 5.8). Celles-ci définissent différentes contraintes sur les directions et placements des
features dans la scène synthétique :
• Cas Planaire (P) : la scène est constituée d’un seul plan et de deux directions orthogonales
• Cas Manhattan (M) : la scène est constituée de deux plans orthogonaux et de trois direc-
tions orthogonales deux à deux.
• Cas Quasi-Manhattan (QM) : la scène est constituée de deux plans avec un angle de
120◦. Les directions d1, d2, d3 sont telles que la direction verticale soit orthogonale aux
deux autres (i.e. d1 ⊥ d2,d3) et les deux autres appartiennent chacune à un des plans
(i.e. d̂2,d3 = 120◦).
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Nous avons utilisé des paramètres proches de ceux du dataset Office (voir section 5.5.4) pour gé-
nérer les scènes (i.e. image de taille 15 Mpixel, scène de 2m sur 2m, même matrice de calibration
interne K, angle de 45◦ entre les 2 caméras, distance scène-caméra de 2m, ...).
Le but de ces expériences est principalement de comparer les méthodes 2x2-line et 3-line
pour l’estimation de rotation uniquement. En effet, comparer des méthodes de points et de lignes
sur des données synthétiques nous a semblé peu instructif car les modèles de bruit appliqués aux
segments et aux points ne sont a priori pas comparables.
Influence du bruit
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FIGURE 5.9 – Influence du bruit pour les méthodes 2x2-line et 3-line dans les cas planaire et
Manhattan. La variance du bruit est indiquée en pourcentage de la taille de l’image et l’erreur
en rotation est indiquée en degré.
Dans ces expériences, nous n’avons considéré que les cas planaire et Manhattan pour ne pas
introduire de biais entre les deux méthodes. Nous avons générés 100 segments 3D aléatoires
suivant le modèle de la scène avec une répartition uniforme dans les plans et selon les 2 ou 3
directions principales. Nous avons ensuite projeté les segments sur chacune des caméras puis
ajouté un bruit Gaussien d’écart type σ et de moyenne nulle sur les extrémités. Notons que le
bruit est différent pour les deux projections. Nous avons enfin généré 100 scènes suivant ce
modèle et calculé la moyenne de l’erreur obtenue.
Nous avons étudié le comportement de l’erreur en fonction des différentes méthodes en
faisant varier σ entre 0% et 0.5% de la taille de l’image (soit ici entre 0 et 20 pixels).
Les résultats sont affichés sur la Figure 5.9. Nous nous apercevons alors que la variété des
directions principales permet aux deux méthodes de fournir de meilleurs résultats. De plus,
malgré le fait que l’orthogonalité soit un critère que seule la méthode 3-line exploite, notre
méthode 2x2-line donne toujours de meilleurs résultats.
Nous avons également mesuré l’impact du bruit sur notre méthode finale et plus particuliè-
rement selon le ratio points/segments. Pour cela nous avons appliqué le même bruit de détection
sur les extrémités des segments et sur les points.
Les résultats sont affichés sur la Figure 5.10 où on peut observer que les points sont plus
précis que les segments. Notons cependant qu’appliquer la même erreur sur les points et les
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NOISE ON POINT AND LINE FEATURES (1e-3 of image size) 
AC-MIXED -     0% LINES
AC-MIXED -   25% LINES
AC-MIXED -   50% LINES
AC-MIXED -   75% LINES
AC-MIXED - 100% LINES
IMPACT OF NOISE ON ACCURACY (MANHATTAN SETTING)
FIGURE 5.10 – Influence du bruit pour la méthodes AC-mixte. La variance du bruit est indiquée
en pourcentage de la taille de l’image et l’erreur en rotation est indiquée en degré.
extrémités des segments n’a pas forcément de sens physique et pourrait expliquer l’écart de
précision entre les deux types de features.
Influence du cadre non-Manhattan
ROTATION ESTIMATION IN QUASI-MANHATTAN WORLD SCENES
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FIGURE 5.11 – Influence du cadre non strictement Manhattan pour les méthodes 2x2-line et 3-
line. La méthode 3-line est fortement affectée en présence de peu de triplets orthogonaux mais
obtient des résultats corrects dès que leur proportion dépasse un certain seuil. Comme prévu,
notre méthode n’est pas affectée par la présence ou non d’un cadre Manhattan.
Nous avons également voulu mesurer l’impact des hypothèses contraignantes de la méthode
88 5–Calibration bifocale mixte point-ligne
3-line. Pour cela, nous avons considéré le cas Quasi-Manhattan. Nous avons utilisé les mêmes
paramètres que précédemment mais nous avons fixé cette fois la variance du bruit de reprojection
à 0.2% et nous avons fait varier le ratio d’apparition de lignes le long de la direction principale
commune (verticale). Ainsi, à 0% d’apparition, il n’y a aucun triplet vérifiant les contraintes de
la méthode 3-line, et elle ne peut donc pas trouver la bonne rotation.
Notons également que cette fois, les triplets ont été générés à l’aide de la méthode originale
(voir section 5.2.2) et l’information des directions n’a pas été fournie. De plus la méthode 2x2-
line n’est là que pour servir de référence puisqu’elle n’est pas censée être affectée par cet aspect
là ce qu’on peut vérifier expérimentalement.
Les résultats sont affichés sur la Figure 5.11. On peut alors voir qu’un trop faible ratio de
lignes orthogonales affecte énormément la méthode 3-line tandis que 2x2-line reste inchan-
gée. Le graphique montre de bons résultats dès que le ratio de lignes verticales dépasse 10%.
Cependant, même si ce seuil peut sembler faible, il apparaît alors que la méthode 3-line est
beaucoup moins robuste à de mauvaises détections et/ou mauvais appariements dans un cadre
quasi-Manhattan ou non-Manhattan (voir section 5.5.4).
5.5.4 Expériences sur données réelles
Dans chacune des expériences sur des données réelles présentées ci-dessous, les points ont
été détectés et mis en correspondance avec SIFT [46]. Les segments ont été détectés avec MLSD
[68] et mis en correspondance avec LBD [84]. Les points de fuite ont été détectés à l’aide du
détecteur d’Almansa et al. [3]. Enfin, la partie raffinement non linéaire a été réalisée à l’aide de
la librairie CERES [1].
Présentation des données
Nous avons utilisés différents types de données réelles dans le but d’avoir des résultats les
plus représentatifs possible. Pour cela nous avons utilisé :
• Office : une scène d’intérieur avec peu de texture, peu de recouvrement et respectant à
peu près les contraintes de type Manhattan world.
• Strecha : plusieurs scènes extérieures très texturées avec un grand recouvrement et res-
pectant généralement les contraintes de type Manhattan world. Cet ensemble de données
est celui de Strecha et al. [73].
• Building : un bâtiment en forme de V assez texturé avec peu de recouvrement, exemple
typique d’une scène urbaine ne vérifiant pas les contraintes de type Manhattan-world.
• Car : vue rapprochée d’une voiture dans la rue. Une scène relativement texturée mais avec
peu de lignes parallèles et/ou orthogonales et un recouvrement limité.
Le tableau 5.2 reprend les différents jeux d’images en précisant les critères associés.
Précision des intersections
Elqursh et al. [14] présentent une méthode n’utilisant que des lignes, l’intérêt étant de définir
une méthode se passant totalement de points pour réussir à calibrer là où les détections sont rares
voire absentes. En pratique, pour les scènes utilisées, nous obtenons toujours au moins quelques
appariements de points. C’est pourquoi nous avons voulu comparer la précision des intersections
face à celle des points dans des scènes avec peu de détections et d’appariements (en pratique nous
avons utilisé le dataset Office).
Nous avons donc comparé la méthode 3-line en utilisant d’une part la méthode originale
(i.e. avec les intersections de lignes, voir section 5.2.3) et d’autre part une version modifiée de
3-line utilisant les détections et appariements de SIFT [46] au lieu des intersections de lignes.
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FIGURE 5.12 – Quelques exemples des images des différents jeux de données. De haut en bas,
Office, Strecha [73], Building et Car.
Dans les deux cas, la rotation est estimée de la même façon (i.e. à l’aide des triplets de lignes),
seule l’estimation de translation est changée.
Les résultats sont affichés sur la Figure 5.13. Ils montrent que le choix des intersections pour
le calcul de la translation n’est pas optimal et que même dans des scènes où les appariements
SIFT ne sont pas suffisants pour calibrer seuls, ils permettent une estimation de translation bien
plus précise une fois la rotation calculée.
Influence du cadre non Manhattan
Nous reprenons avec des données réelles certains des expériences synthétiques faites à la
section 5.5.3. Pour cela, nous avons considéré les deux datasets qui ne vérifient pas les condi-
tions Manhattan-world ; Building et Car. Building correspond à un cadre quasi-Manhattan puis-
qu’il contient des directions parallèles et orthogonales permettant la création de triplets pour la
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Critère
Dataset
Office Strecha Building Car
Scène planaire 3 7 3 7
Peu de texture 3 7 3 7
Recouvrement limité 3 7 7 7
Manhattan-World 3 3 7 7
TABLE 5.2 – Tableau récapitulatif des différentes caractéristiques de chacun des datasets en
lien avec le tableau 5.1. Notons que même si Building est peu texturé et relativement planaire,
son recouvrement est suffisamment important pour générer de nombreux appariements de points
répartis sur toute la scène. De plus, l’environnement aide également les méthodes de calibration
à base de points.
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FIGURE 5.13 – Estimation de translation en utilisant les intersections de lignes et/ou les quelques
appariements SIFT [46] disponibles quand il y en a. Même si les appariements SIFT ne sont
pas suffisants pour calibrer les scènes d’Office, ils permettent une estimation plus précise de la
translation une fois la rotation calculée.
méthode 3-line. Cependant, il contient également de faux triplets qui pourraient être détectés
comme étant localement Manhattan alors qu’ils ne vérifient pas les conditions en pratique. Car
ne contient presque pas de segments parallèles et encore moins de segments orthogonaux.
Les résultats sont rassemblés sur la Figure 5.14. On peut constater que la méthode 3-line
n’est effectivement pas robuste à des scènes ne vérifiant pas pleinement les conditions Manhattan-
world. Pourtant, ce type de scène est relativement fréquent dans les zones urbaines, qui juste-
ment privilégient la reconstruction à base de lignes. De plus, les résultats de Car montrent que
la méthode 2x2-line, même si elle perd un peu en précision par rapport à Building, conserve un
résultat correct. Ainsi, même la présence de peu de lignes parallèles peut suffire à 2x2-line pour
obtenir une rotation relative fiable de la scène. Notons cependant que pour ce type de scène, il
est plus approprié d’utiliser une méthode à base de point ou mixte, mais nous voulions tester les
limites de 2x2-line.
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FIGURE 5.14 – Building correspond à une scène urbaine typiquement quasi-Manhattan tandis
que Car correspond à une scène urbaine peu fournie en ligne. Nous pouvons ainsi tester les
limites des deux méthodes 2x2-line et 3-line pour l’estimation de rotation dans des cadres diffi-
ciles.
Raffinement non linéaire
Nous avons comparé ici les différentes méthodes de raffinement non linéaire : celle présentée
par Elqrush et al. [14] (voir section 5.2.4), dont nous avons présenté les défauts précédemment,
et notre méthode de raffinement mixte point-ligne (voir section 5.4.3). L’idée principale est que
le raffinement de 3-line considère surtout les points tandis que le raffinement de 2x2-line trouve
un juste milieu. Pour cela nous avons comparé les méthodes 3-line et 2x2-line avec et sans
raffinement. De plus, nous avons affiché les résultats de 5-point comme témoin de la précision
des points pour chaque scène. Enfin, nous avons considéré les dataset Office et HerzJesuP8 (de
Strecha [73]) pour comparer les comportements des raffinements dans une scène privilégiant les
lignes puis une scène privilégiant les points.
Les résultats sont rassemblés sur la Figure 5.15. Comme on peut le voir dans les graphiques,
le raffinement de la méthode 3-line tend à améliorer la précision lorsque la méthode 5-point
fonctionne (en particulier dans la scène HerzJesuP8 où l’amélioration est flagrante). A l’inverse,
pour les paires d’images où 5-point n’arrive pas à calibrer, le raffinement détériore la solution
(voir dans Office et notamment les paires 3-4 et 5-6). Le raffinement d’Elqrush et al. [14] n’uti-
lisent donc quasiment que l’information fournie par les points, ce qui la rend moins robuste,
tandis que notre méthode utilise les deux types de features pour améliorer la précision du mo-
dèle trouvé.
Méthode mixte avec RANSAC ou AC-RANSAC
Nous avons aussi comparé les deux méthodes mixtes en détail. En effet, la méthode mixte
RANSAC peut donner de bons résultats si le seuil est bien choisi. Les questions qui viennent
alors à l’esprit sont de savoir, d’une part, si ce seuil est souvent le même d’une scène à l’autre
et, d’autre part, comment sont situés les résultats optimaux du RANSAC par rapport à ceux
fournis par AC-RANSAC. Pour cela nous avons comparés les résultats des deux méthodes (avant
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FIGURE 5.15 – Comparaison du raffinement non-linéaire (LM) utilisé par Elqrush et al. [14] et
notre version. La méthode 5-point est utilisée comme témoin. On voit alors que le raffinement
de 3-line tend à améliorer le résultat quand 5-point fonctionne correctement et à le détériorer
sinon.
raffinement) sur les datasets Office et CastleP18. Le seuil τ du RANSAC a été testé sur plusieurs
valeurs dans le but d’avoir une estimation du meilleur résultat obtenable par RANSAC. Les
résultats sont affichés dans le Tableau 5.3.
On peut ainsi remarquer que les résultats du RANSAC dépendent fortement du seuil τ choisi.
Le seuil utilisé entre les deux images est assez similaire (proche de .02 ∼ .05◦) cependant un
choix de l’un ou l’autre pour les deux scène ne permet pas d’obtenir un résultat en moyenne
aussi bon que celui d’AC-RANSAC. En effet, même si AC-RANSAC n’obtient pas toujours le
meilleur résultat possible en terme de précision, il reste toujours proche de celui-ci. En moyenne,
sur les deux scènes, il reste plus performant et a l’avantage de ne pas nécessiter un choix d’un
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Dataset
Seuil
AC τ= 2◦ τ= 1◦ τ= .5◦ τ= .2◦ τ= .1◦ τ= .05◦ τ= .02◦ τ= .01◦
Office
eR 0.50 1.79 1.41 0.97 0.85 0.67 0.55 1.23 0.91
et 0.85 7.66 5.11 2.32 1.42 1.17 1.11 1.71 2.41
CastleP19
eR 0.13 1.96 0.95 0.56 0.32 0.26 0.16 0.09 0.12
et 0.53 11.88 4.22 2.77 1.36 0.91 0.60 0.30 0.37
TABLE 5.3 – Comparaison des méthodes RANSAC classique et a contrario (AC). Nous avons
représenté en gras le meilleur résultat toutes méthodes confondues et en vert le meilleur résultat
obtenu par le RANSAC classique.
seuil τ arbitraire.
Robustesse et précision des méthodes d’estimation de rotation
Pour comparer de manière équitable l’intérêt d’un feature pour un certain type de scène
(e.g. peu texturé ou non, Manhattan-world, ...) nous ne pouvons utiliser que les méthodes d’es-
timation de rotation. En effet, il n’est pas possible d’estimer une translation autrement qu’avec
des points et dans le cas des lignes ou des points de fuite, son calcul est dépendant du résultat de
rotation. Nous avons donc mesuré les erreurs de rotation estimées à partir des différents features
sur chacune des scènes. Les résultats sont affichés dans le Tableau 5.4.
Dataset
Méthode Points Lignes Points de fuite
5-point 4-point 3-line 2×2-line PdF
Strecha 0.05 1.86 0.35 0.28 1.29
Office 8.63 25.37 3.93 1.05 0.65
Building 0.35 1.00 8.04 0.56 0.54
Car 0.23 3.19 24.27 2.41 14.93
TABLE 5.4 – Comparaison des rotations obtenues par différentes méthodes en fonction des fea-
tures utilisés (points, lignes ou points de fuite). Nous avons représenté en gras le meilleur résultat
toutes méthodes confondues et en rouge les résultats incorrects dépassant le seuil de 5◦.
Comme on peut le voir dans le tableau, les points sont les plus précis des features étudiés,
souvent avec une forte marge. Cependant, dans certaines scènes difficiles, les points ne sont
pas capables d’estimer correctement la matrice essentielle. A l’inverse, les méthodes de lignes
sont plus robustes dans les scènes peu texturées. De plus, notre méthode 2× 2-line, n’utilisant
pas de contraintes de type Manhattan-world fonctionne correctement sur toutes les scènes étu-
diées. Notons également que notre méthode est également plus précise que 3-line dans toutes les
scènes. Enfin, les méthodes de points de fuite obtiennent des résultats très variables ; parfois très
précis, parfois totalement faux. Cette méthode a été utilisée comme référence face aux méthodes
de lignes. Elle montre ainsi que l’utilisation de points de fuite est plus instable que l’utilisation
de lignes. En effet, cette méthode réduit une grande quantité d’information fournie par les lignes
en une plus faible moyenne fournie par les points de fuite et estime ensuite la rotation. A l’in-
verse, notre méthode cherche à utiliser toute l’information fournie par les lignes pour estimer la
rotation.
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Robustesse et précision des méthodes d’estimation de pose relative
Nous avons comparé les principales méthodes étudiées pour l’estimation de pose complète.
La comparaison se fait ici sur la base des erreurs en rotation et en translation (toutes deux en
degré, voir le début de la section 5.5). Les résultats sont affichés dans le Tableau 5.5.
Dataset
Méthode
5-point 3-line 2×2-line mixte AC-mixte
Strecha
eR 0.02 0.05 0.25 0.19 0.02
et 0.18 0.36 1.03 0.80 0.21
Office
eR 6.88 3.67 1.03 1.01 0.39
et 27.19 16.26 3.26 3.13 0.77
Building
eR 0.23 3.73 0.49 0.24 0.21
et 0.31 18.72 1.57 0.83 0.45
Car
eR 0.19 13.81 2.37 0.75 0.24
et 0.20 69.47 18.03 0.89 0.28
TABLE 5.5 – Comparaison des poses obtenues par les différentes méthodes. Nous avons repré-
senté en gras le meilleur résultat toutes méthodes confondues et en rouge les résultats aberrants
dépassant le seuil de 5◦.
Les résultats obtenus confirment les éléments recueillis précédemment :
• La méthode 5-point permet d’obtenir des résultats très précis. Cependant, elle n’est pas
robuste aux scènes d’intérieurs cumulant un manque de texture, un faible recouvrement
des images et des cas planaires critiques.
• La méthode 3-line est robuste en intérieur mais obtient de moins bons résultats que 2×2-
line en particulier lorsque les hypothèses Manhattan-world ne sont pas vérifiées.
• Les méthodes mixtes arrivent à combiner les avantages des points (précision) à ceux des
lignes (robustesse) pour obtenir de bons résultats partout. La version a contrario obtient
même des résultats comparables à 5-point tout en réussissant à calibrer dans les scènes
d’intérieur.
Utilité des lignes et points dans les méthodes mixtes
Nous avons voulu jauger l’utilité des lignes et des points dans les méthodes mixtes. Les deux
features sont utilisés de manière combinée dans le calcul d’inliers mais leur utilisation est bien
séparée dans le cadre de la génération de modèle (i.e. couple (R, t) pour les lignes, et E pour
les points). Nous avons donc calculé le ratio d’hypothèses conservées pour les lignes et pour les
points en fonction des scènes.
Les résultats sont affichés dans le Tableau 5.6. Mis à part dans Car où les lignes sont for-
tement désavantagées, les deux types de feature sont utilisés pour générer des modèles. On
remarque également que la méthode AC-mixte a plus tendance à sélectionner des hypothèses de
points ce qui rejoint les observations faites précédemment. En effet, les points sont généralement
plus précis que les lignes et l’utilité des lignes est surtout la robustesse. Or cet aspect se reflète
plus dans le score du NFA ou le nombre d’inliers que dans la génération du modèle. Cependant,
malgré leur moins bonnes précisions, les lignes restent utiles pour générer des modèles.
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Dataset
Méthode mixte AC-mixte
lignes points lignes points
Strecha 54% 46% 10% 90%
Office 63% 36% 34% 66%
Building 70% 30% 20% 80%
Car 0% 100% 0% 100%
TABLE 5.6 – Ratio d’hypothèses conservées dans les méthodes mixtes. Nous avons représenté
en gras le feature générant le plus souvent les meilleures hypothèses (i.e. . retenu par RANSAC
ou AC-RANSAC pour fournir le modèle final).
5.6 Limites & Conclusion
Dans ce chapitre, nous avons introduit une nouvelle méthode de calibration bifocale basée
sur les lignes. Contrairement à la méthode 3-line [14], elle ne nécessite pas d’hypothèses de type
Manhattan-world. De plus, contrairement aux méthodes trifocales plus fréquemment utilisées,
elle ne requiert pas un recouvrement de trois vues et ne nécessite que 2 appariements de couples
de lignes parallèles et 2 de points, contrairement aux 13 requis par les méthodes trifocales [24].
Nous avons également défini une méthode permettant de combiner les points et les lignes
en conservant l’avantage de chacun (voir Tab. 5.7). En particulier, nous avons développé une
méthode de raffinement utilisant ces deux types de features sur un même plan d’égalité. De
plus, nous avons ajouté un cadre a contrario aux méthodes mixtes permettant ainsi d’obtenir
une méthode précise qui ne nécessite pas de paramètres. Nous avons finalement comparé les
différentes méthodes existantes, sur de nombreuses données de type différent pour appuyer nos
théories.
Critère
Méthode
Points Lignes Mixte
Essentielle Homographie Trifocal Bifocal Trifocal Point-Ligne
[61] [24] [24] [14] [85] [69]
Scène planaire 7 3 3 3 3 3
Peu de texture 7 7 7 3 3 3
Recouvr. limité 7 7 7 3 7 3
M
-W 3 3 3 3 3 3 3
7 3 3 3 7 3 3
TABLE 5.7 – Les méthodes mixtes, en combinant les avantages de points et des lignes, sont
capables d’obtenir des calibrations très précises à la fois dans des scènes d’intérieur complexes
pour les points mais aussi dans des scènes ne présentant aucune lignes.
Cependant, la méthode proposée a encore quelques limitations. L’hypothèse principale est la
présence de lignes parallèles. Si cette hypothèse est vérifiée dans la plupart des scènes urbaines,
elle rend néanmoins la méthode sensible aux détections incorrectes de points de fuite. De plus,
cette méthode nécessite dans tous les cas la présence de points pour le calcul de la translation.
Les points étant difficilement détectés et mis en correspondance dans les scènes d’intérieur avec
peu de recouvrement, les translations obtenues peuvent être de moins bonne qualité que dans les
scènes bien texturées.
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Chapitre 6
Calibration multi-vue sans contraintes
trifocales
Passer d’une calibration bifocale ou trifocale à une calibration à n vues a fait l’objet de
nombreuses recherches. Il existe déjà de multiples méthodes pour traiter le sujet, qui ont toutes
un point commun : l’utilisation de triplet de points et/ou de segments c’est à dire de points ou
de segments vus simultanément dans au moins 3 images. Cette utilisation nécessite alors un
recouvrement suffisamment important entre les images successives pour permettre d’observer
ces triplets de features. Et si cette hypothèse est vérifiée dans de nombreux cas (e.g. prises de
vues rapprochées, présence de texture qui augmente la densité des points, ...), elle l’est plus
difficilement en intérieur, et en particulier avec des photographies prises par des personnes qui
ne sont pas expertes du sujet. En effet, les scènes d’intérieur sont pauvres en texture et les
changements de points de vue suffisamment brusques pour limiter le recouvrement entre images
successives. Il est donc tout à fait envisageable d’obtenir un ou plusieurs triplets de caméras sans
features en commun.
Nous présentons, dans ce chapitre, une méthode de calibration multi-vue qui ne nécessite
pas la présence de triplets pour fonctionner. Nous montrons qu’en utilisant des contraintes de
coplanarité observées partiellement par les différentes caméras, il est possible d’obtenir les in-
formations d’échelles nécessaires à la calibration multi-vue. Nous proposons ensuite comment
combiner ces informations à celle de potentiels triplets pour obtenir des résultats les plus précis
possible. Enfin nous nous comparons à diverses méthodes de l’état de l’art sur des scènes d’in-
térieur pour montrer la robustesse de notre méthode ainsi que des scènes plus classiques pour
comparer leurs précisions.
Contents
6.1 Méthodes existantes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.2 Des poses relatives aux poses globales . . . . . . . . . . . . . . . . . . . . 99
6.2.1 Contraintes de coplanarité . . . . . . . . . . . . . . . . . . . . . . . 100
6.2.2 Contraintes trifocales . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.3 Estimation robuste . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.4 Méthode a contrario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.5 Ajustement de faisceaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.6 Expériences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.6.1 Calcul de l’erreur . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.6.2 Expériences sur données synthétiques . . . . . . . . . . . . . . . . . 113
6.6.3 Expériences sur données réelles . . . . . . . . . . . . . . . . . . . . 118
6.7 Limites & Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
98 6–Calibration multi-vue sans contraintes trifocales
6.1 Méthodes existantes
Il existe de nombreuses méthodes permettant de transformer les poses relatives obtenues
avec 2 ou 3 vues en un ensemble de poses globales dans un même repère et permettant la re-
construction 3D d’une scène. Cela recouvre généralement parmi les méthodes incrémentales,
hiérarchiques ou globales.
Les méthodes incrémentales [72, 58, 81] initialisent la scène à l’aide de 2 ou 3 vues puis
ajoutent les caméras suivantes en faisant des comparaisons 2D-3D. Ces méthodes utilisent les
algorithmes de Perspective-n-Points (PnP) [40, 18] pour calculer la pose d’une caméra à partir
des correspondances entre points 3D de la scène déjà calculée et observations 2D de la nouvelle
caméra. De telles méthodes nécessitent au moins 3 correspondances 2D-3D et certaines en né-
cessitent même 6 [91]. La présence d’autant de correspondances implique donc l’existence de
suffisamment de points observés par 3 caméras ou plus.
Les méthodes hiérarchiques, qui fusionnent des modèles partiels, nécessitent également de
telles contraintes. Dans [26], les deux modèles se recoupent dans le sens où ils partagent des
images en commun. Des paires de points 3D se reprojetant sur les mêmes observations sont
alors utilisés pour relier les deux modèles, ce qui implique la présence de points observés dans au
moins 3 caméras. Dans [76], les modèles partiels sont reconstruits à partir d’ensemble disjoints
d’images. Ils sont ensuite fusionnés à l’aide de 4 points 3D en commun ce qui implique la
présence de points vus par au moins 4 caméras. Enfin, certaines méthodes [17] utilisent des
contraintes plus faibles, ne nécessitant pas que les points soient reconstruits dans les deux scènes.
Cependant, la visibilité par au moins 3 caméras est toujours requise.
Les méthodes globales utilisent les informations bifocales pour obtenir un graphe épipolaire
satisfaisant au mieux ces contraintes. Dans ce cas, les translations ne sont connues qu’à une
échelle près et celles-ci sont alors calculées à l’aide des supposées nombreuses connexions dans
le graphe. Ainsi, certaines méthodes reposent sur la redondance d’information [21, 11], d’autres
sur une information fournie par des tenseurs trifocaux [71, 59] et nécessitent donc la présence
d’au moins 4 points observés par 3 caméras. Un certain nombre d’autres méthodes [34, 67,
4] calculent les translations globales en résolvant des équations utilisant des points observés
par deux caméras. Cependant, ils supposent implicitement qu’il existe suffisamment de points
observés par 3 caméras pour obtenir les facteurs d’échelles communs entre toutes les caméras.
Dans le cadre des scènes d’intérieur, la présence de telles correspondances est assez limité.
Ainsi, si le seuil de 3 correspondances au minimum est souvent vérifié, leur nombre ne permet
pas toujours une estimation précise. De plus, comme nous le verrons par la suite, il est également
possible d’obtenir des triplets d’images consécutives sans aucun feature en commun.
Pour pallier cette absence de triplets de points, certaines méthodes vont chercher du côté des
lignes pour obtenir une reconstruction correcte.
Certaines méthodes de reconstruction [28, 42] utilisent les lignes plutôt que les points pour
reconstruire la scène. Les résultats obtenus sont généralement plus intéressants dans le cadre
des scènes urbaines. Cependant ces méthodes utilisent une calibration multi-vue faite à l’aide de
points pour calculer les appariements de lignes puis les reconstruction 3D. Elles ne sont donc pas
applicables en pratique dans les scènes d’intérieur où les points ne permettent pas une calibration
correcte.
Certaines méthodes incrémentales utilisent les lignes plutôt que les points pour la calibration.
Les algorithmes de PnP deviennent alors des algorithme de Perspective-n-Lines (PnL) [51, 86]
mais requièrent toujours la présence d’au moins 3 correspondances 2D-3D. Ce minimum de 3
passe parfois à 6 pour limiter la sensibilité au bruit [51] voire à 9 requis et 25 souhaités pour plus
de précision [65]. Enfin, même en utilisant à la fois les lignes et les points dans des algorithmes
Perspective-n-Features (PnF), un minimum de 3 correspondances est toujours requis [66, 82,
47]. Les problèmes causés par l’absence de triplets de points ne sont pas toujours compensés
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par l’utilisation de lignes car celles-ci étant plus difficiles à apparier, le nombre de triplets est
toujours aussi réduit.
Plus récemment, Kim et al. [35] et Ikehata et al. [31] ont proposé une méthode de calibra-
tion multi-vue à partir de contraintes de coplanarités entre segments pour permettre des recons-
tructions en intérieur. Cependant, la seconde méthode nécessite un procédé très particulier pour
prendre les photos : l’utilisateur doit se placer au centre de la pièce et prendre plusieurs centaines
de photos en tournant sur lui-même. De plus, les deux méthodes utilisent pleinement des hypo-
thèses de type Manhattan-world et ne peut donc se généraliser facilement à n’importe quelle
scène d’intérieur.
6.2 Des poses relatives aux poses globales
Comme nous l’avons vu précédemment, la calibration multi-vues est réalisée en plusieurs
étapes. Nous nous plaçons dans le cadre d’une chaîne globale et la première étape est donc
l’obtention du graphe épipolaire contenant les transformations relatives entre caméras. Nous
supposons ici que nous avons déjà accès au graphe épipolaire, celui-ci pouvant être obtenu à
partir de n’importe quelle méthode de calibration bifocale (dans notre cas, nous utiliserons la
méthode du chapitre précédent [69]).
Nous supposons que ce graphe est connexe mais, contrairement aux méthodes usuelles, nous
ne supposons pas qu’il existe des contraintes trifocales pour chaque caméras. En effet, dans
le cadre des scènes d’intérieurs, les images sont généralement pauvres en texture. De plus, la
proximité de la scène avec la caméra entraîne souvent une prise de photo espacée et donc de
forts changements de points de vue entre photos. Ces deux aspects combinés font qu’il y a
généralement peu de features en commun d’une scène à l’autre, et a fortiori encore moins pour
des triplets d’images.
À l’aide du graphe épipolaire, nous avons accès, pour une paire de caméras voisines (i, j),
à la transformation relative (Ri, j, ti, j). Notons cependant que ti, j n’est connu qu’à un facteur
d’échelle près et nous supposerons donc par la suite que ‖ti, j‖2 = 1. Le problème de calibration
multi-vue se résume donc, dans notre cas, à la recherche de ces différents facteurs d’échelle que
nous noterons λi, j.
En notant (Ri,Ci) les poses globales des caméras dans un repère commun, nous avons les
relations suivantes :
R j = Ri jRi, Tj = Ri jTi+Ti j, Ti =−R>Ci, Ti, j = λi, jti, j (6.1)
Les poses globales peuvent alors être obtenues à partir des relations précédentes :
R1 = I et Ri+1 = Ri,i+1Ri (6.2)
C1 = 0 et Ci+1 = Ci−λi,i+1R>i+1ti,i+1 (6.3)
Comme la pose globale est définie à une échelle près, nous imposons λ12 = 1. Dans le cas où le
graphe épipolaire contiendrait de nombreux cycles, il serait intéressant d’utiliser ces contraintes
pour obtenir des rotations plus précises.
Dans la suite, nous supposerons la matrice de calibration interne connue et utiliserons donc
les coordonnées normalisées (voir section 3.5.1). De plus, par souci de lisibilité, nous noterons
un triplet de caméra 1,2,3 au lieu de i, i+1, i+2.
6.2.1 Contraintes de coplanarité
Nous supposons ici que nous avons accès à 2 segments 3D La et Lb coplanaires mais non
parallèles et nous noterons P leur plan commun. Nous supposons de plus que La n’apparaît que
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dans les caméras 1 et 2 tandis que Lb apparaît dans les caméras 2 et 3 (i.e. dans ce cas, nous
n’avons pas accès à des contraintes trifocales classiques). Nous noterons l ji le projeté de Li sur
la caméra j. Ces hypothèses sont illustrées dans la Figure 6.1.
1
2
3
1
a
a
a
b
b
b
2
2
3
FIGURE 6.1 – Si La et Lb sont coplanaires, même en l’absence de contraintes trifocales, nous
pouvons situer C1,C2,C3 dans le même repère à partir de paires de projections sur les caméras
1-2 et 2-3.
Nous allons présenter dans la suite comment utiliser des contraintes coplanaires pour estimer
le facteur d’échelle. Cette formule repose sur l’utilisation de plusieurs contraintes simples.
Pour un point P quelconque de la scène sur une ligne Li dans le repère global, ses coordon-
nées peuvent s’écrire en fonction de sa projection p j sur la caméra j et sa profondeur z jp :
P = R>j (z
j
pp
j−Tj) (6.4)
Comme P ∈ Li, on obtient également la relation pour n’importe quelle caméra k :
lk>i p
k = lk>i (RkP+Tk) = 0, (6.5)
En utilisant les équations 6.4 et 6.5, il est alors possible d’exprimer la profondeur z jp en fonction
des projections lki ,p j et des informations de poses relatives :
lk>i (RkR
>
j (z
j
pp
j−Tj)+Tk) = lk>i (R jkz jpp j +Tjk) = 0
⇔ z jp =−
lk>i Tjk
lk>i (R jkp j)
. (6.6)
Cette équation est très souvent utilisée en reconstruction 3D puisqu’elle permet de calculer
les extrémités des segments que l’on reconstruit [28]. Notons également que cette formule ne
sert qu’à reconstruire les segments vus dans deux images uniquement. Dans le cas où le segment
est observé par 3 caméras ou plus, il faut utiliser des méthodes de triangulation [6].
Pour i = a ou b, on sait alors que P ∈ P . Pour n’importe quel point M ∈ P et en notant nP la
normale du plan, on a alors :
P ∈ P ⇔ n>P (P−M) = 0 (6.7)
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En combinant les équations 6.6 et 6.7, on obtient alors :
n>P (R
>
j (z
j
p p
j−Tj)−M) = 0 ⇔
n>P (−
lk
>
i Tjk
lk>i (R jk p j)
R>j p
j +C j−M) = 0 ⇔
n>P (C j−M) =
(lk>i Tjk)(n
>
P (R
>
j p
j))
lk>i (R jk p j)
(6.8)
Cette équation fait intervenir deux inconnues nP et M. Cependant, la connaissance des rotations
globales nous donne accès aux directions des segments et ainsi à la normale du plan. En effet,
pour un segment Li vu dans les caméras j et k, sa direction est donnée par :
R>j l
j
i ×R>k lki (6.9)
Comme le plan P contient les segments La et Lb, sa normale nP est orthogonale aux deux
directions des segments, soit :
nP = dLa×dLb = (R>1 l1a ×R>2 l2a)× (R>2 l2b ×R>3 l3b) (6.10)
Concernant la deuxième inconnue de l’équation 6.8, i.e. le point M, il est possible de la faire
disparaître en utilisant cette équation pour un point Pa ∈ La avec j = 2 et k = 1 et pour un point
Pb ∈ Lb avec j = 2 et k = 3. On obtient alors :
(l3>b T23)(n
>
P (R
>
2 p
2
b))
l3>b (R23 p
2
b)
=
(l1>a T21)(n>P (R
>
2 p
2
a))
l1>a (R21 p2a)
⇔
l3>b T23
l1>a T21
=
(lb3>(R23 p2b))(n>P (R>2 p2a))
(l1>a (R21 p2a))(n>P (R
>
2 p
2
b))
⇔
λ23
λ21
=
(l3>b (R23 p
2
b))(n
>
P (R
>
2 p
2
a))(l
1>
a t21)
(l1>a (R21 p2a))(n>P (R
>
2 p
2
b))(l
3>
b t23)
(6.11)
L’équation 6.11 exprime ainsi le ratio signé de deux facteurs d’échelles successifs. Ce ratio
permet donc d’obtenir l’échelle commune de reconstruction sur un triplet d’images et permet
ainsi une reconstruction globale d’un système à n caméras.
Notons également que cette équation ne fait pas intervenir de triplet de features, uniquement
des informations bifocales ainsi qu’une contrainte de coplanarité sur l’image centrale. De plus,
si l’équation 6.11 fait intervenir des points particuliers des segments p2a et p
2
b, seul le fait que le
point appartienne au segment est important. En effet, en prenant Q = Pa +µda, µ ∈ R un point
quelconque de La, on peut exprimer son projeté sur la caméra 2 en fonction de p2a :
q˜2 = R2(Q−C2) = p2a+µR2da (6.12)
Les facteurs de 6.11 faisant intervenir p2a deviennent, en le remplaçant par q˜
2 :
• nP · (R>2 q˜2) = nP · (R>2 p2a)+nP ·da = nP · (R>2 p2a) car da ⊥ nP par construction du plan P .
• l1a · (R21q˜2) = l1a · (R21 p2a)+R>1 l1a · da = l1a · (R21 p2a) car R>1 l1a correspond à la normale du
plan (C1,La).
Ainsi la formule 6.11 est bien invariante au choix du point du segment sur La et par symétrie sur
Lb.
Remarquons enfin que cette formule n’est pas définie dans tous les cas possibles. En effet,
lorsque certaines configurations géométriques sont atteintes, l’un des produits scalaires de la
formule est nul rendant cette contrainte inutilisable. Il existe trois configurations géométriques
qui rendent cette formule dégénérée et celles-ci s’appliquent de façon symmétrique à la paire
de caméras 1-2 et à la paire 2-3. Pour simplifier, nous ne décrirons donc que le cas des caméras
1-2 :
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• Le cas l1a · (R21 p2a) = 0 correspond au cas où le plan (C2l2a) est parallèle au plan (C1l1a).
Cela signifie en particulier que la ligne 3D La définie comme l’intersection de ces deux
plans ne peut être définie de manière unique. La contrainte coplanaire faisant intervenir
cette ligne n’a donc aucun sens.
• Le cas nP · (R>2 p2a) = 0 correspond au cas où La est toujours à une distance constante du
plan P et ce, quel que soit la valeur de λ. La contrainte coplanaire n’a ici aucun sens,
puisque le choix de la valeur de λ ne permet pas de rendre La et Lb coplanaires.
• Le cas l1a · t21 = 0 correspond au cas où la ligne 3D La est constante quelle que soit la
valeur de λ, seules les extrémités des segments 3D varient.
Ces configurations particulières empêchent une estimation correcte du facteur d’échelle λ. Ce-
pendant, elles ne se produisent que très rarement et il est possible de les éviter en écartant les
paires de lignes coplanaires qui annulent l’un des 6 produits scalaires. De plus, nous n’avons
pas besoin de connaître la valeur de λ pour détecter ces cas particuliers, qui peuvent donc être
écartés avant l’estimation du facteur d’échelle.
6.2.2 Contraintes trifocales
Bien que nous pouvons nous passer d’informations trifocales, il serait dommage de ne pas
en utiliser quand il y en a de disponible. Nous supposons ici que nous avons accès à un triplet
de points ou de segments dans le triplet d’images successives 1,2,3. Nous considérons alors une
contrainte trifocale simplifiée ne faisant apparaître que les facteurs d’échelles λ12 et λ23. Quel
que soit le type de feature considéré, le procédé est similaire :
1 Nous imposons de manière arbitraire la position des deux premières caméras en fixant
λ12 = 1, C1 = 0 et C2 = −R>2 t12. Nous pouvons alors calculer une reconstruction 3D
approximative du feature à partir des deux premières caméras,
2 Nous reprojetons le feature 3D calculé précédemment sur la troisième caméra,
3 Nous calculons enfin le facteur d’échelle λ23 tel que la reprojection calculée précédem-
ment corresponde au mieux à la détection sur la troisième caméra.
A l’étape 1 nous fixons arbitrairement λ12 = 1 et le facteur d’échelle calculé λ23 correspond
en fait au ratio d’échelle τ123 = λ23/λ12. Pour obtenir un résultat plus robuste et plus précis nous
calculons également le ratio τ321 correspondant au cas où les caméras 1 et 3 ont été échangées.
Lorsque τ123 et 1/τ321 diffèrent trop, le triplet est considéré comme mauvais et le ratio d’échelle
n’est pas calculé. Sinon, nous conservons le ratio τ= (τ123+1/τ321)/2.
Notons que nous n’avons utilisé ici que les directions des translations t12 et t23. En effet,
l’existence de triplet de features n’implique pas que la calibration bifocale entre les caméras
1 et 3 a fonctionné et a donné un résultat précis (particulièrement dans les scènes d’intérieur).
Cependant, dans le cas où t13 est disponible et considérée comme fiable, il est possible d’utiliser
cette méthode avec 4 permutations supplémentaires ou d’utiliser des méthodes plus classiques.
A l’étape 3, comme nous le verrons par la suite, le facteur d’échelle λ23 est exprimé comme
solution d’une équation de la forme suivante :
λ23 = argmin
λ∈R
‖u× (v+λw)‖2
‖u‖2 ‖v+λw‖2 , (6.13)
où u,v,w sont des vecteurs connus de R3.
Proposition : L’équation 6.13 admet une unique solution dans R ssi l’hypothèse suivante est
vérifiée :
(u,w,v×w) forment une famille libre. (6.14)
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Démonstration. Cette propriété se visualise très bien graphiquement (voir Figure 6.2). Nous
avons représenté les deux vecteurs v et w normalisés ainsi que les positions de ‖(v+λw)‖2/‖v+
λw‖2 lorsque λ varie. On notera dans la suite vλ = v+λw.
Notons que nous avons supposé ici que (v,w) formait une famille libre. Dans le cas contraire,
l’équation 6.13 n’admet trivialement pas de solution unique (fonction constante de λ).
v
w
xw v
FIGURE 6.2 – On a représenté ici les deux vecteurs v et w normalisés. Le demi-cercle rouge
représente les positions de (v+λw)‖v+λw‖2 lorsque λ varie. Il passe de −w lorsque λ→−∞
à w lorsque λ→+∞ en passant par v lorsque λ= 0.
Chercher la solution de l’équation 6.13, c’est chercher le λ qui minimise l’angle ∠(u,vλ) en
valeur absolue. Pour plus de clarté, on supposera dans la suite que ‖u‖2 = 1 (u = 0 contredit
l’hypothèse (6.14)).
Graphiquement, lorsque u est dans le plan (v,w), l’équation admet un minimum lorsque
vλ =±u. Cette solution est atteinte ssi u×w 6= 0. De plus lorsque u= v×w, l’équation n’admet
pas de solution unique car la fonction est constante égale à 1. Les autres cas ne sont que des
combinaisons linéaires des précédents cas.
Pour démontrer plus rigoureusement le résultat, nous pouvons décomposer u dans la base
(v,w,v×w). Cette famille est bien libre puisque nous avons écarté le cas où v et w sont liés. La
décomposition est alors donnée par :
u = c1v+ c2w+ c3v×w (6.15)
on cherche alors le minimum de la fonction F définie par :
F(λ) =
‖u× vλ‖2
‖vλ‖2
=
‖(c1v+ c2w+ c3v×w)× (v+λw)‖2
‖vλ‖2
(6.16)
=
‖(c1λ− c2)(v×w)+ c3(v×w)× (v+λw)‖2
‖vλ‖2
(6.17)
Le minimum de F est le même que celui de F2 et à l’aide du théorème de Pythagore, on obtient :
F2(λ) =
‖(c1λ− c2)(v×w)‖22
‖vλ‖22
+
‖c3(v×w)× (v+λw)‖22
‖vλ‖22
(6.18)
=
‖(c1λ− c2)(v×w)‖22
‖vλ‖22
+ c23‖v×w‖22 (6.19)
Le second terme étant constant, on a alors deux cas :
• c1 = 0, F est alors constante et n’admet pas de minimum unique,
• c1 6= 0 , F admet un minimum unique en λ= c2/c1.
Dans le premier cas on a u = c2w+ c3v×w ce qui contredit l’hypothèse (6.14).
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Dans le second cas, nous devons démontrer que l’hypothèse (6.14) est bien vérifiée. Suppo-
sons donc par l’absurde qu’elle ne l’est pas :
∃(λ1,λ2,λ3) 6= (0,0,0) t.q. λ1u+λ2w+λ3v×w = 0 (6.20)
Comme nous avons écarté le cas (v,w) liés, alors λ1 6= 0. Ainsi nous avons deux décompositions
différentes (car c1 6= 0) de u dans la base (v,w,v×w) :
u = c1v+ c2w+ c3v×w =−λ2λ1 w−
λ3
λ1
v×w (6.21)
Ce cas de figure étant impossible, l’hypothèse (6.14) est donc bien vérifiée?
Finalement, en récapitulant chacun des cas :
• Si v et w sont liés alors (6.14) n’est pas vérifiée et il n’y a pas de minimum unique
• Si (v,w) libre ; soit c1 = 0 qui implique que (6.14) ne soit pas vérifiée mais il n’y a pas
non plus de minimum unique, soit c1 = 0 qui implique que (6.14) soit vérifiée et il y a un
minimum unique
Finalement, nous avons exploré tous les cas possibles et montré que la proposition était correcte.
Notons de plus que la solution à cette équation (lorsqu’elle est unique) est très simple à avoir
puisque la dérivée de F2(λ) est une fraction rationnelle dont le dénominateur est de degré 2 (le
terme de degré 3 se simplifie).
Contrainte trifocale de points
On considère ici le triplet d’appariement de points pˆ = (p1, p2, p3) pour les caméras 1,2,3.
Il est possible de calculer un point 3D P˜ à partir des projections p1 et p2 et en supposant que
λ12 = 1 (Étape 1). Sa projection sur la caméra 3 s’exprime en fonction de λ23 (Étape 2) :
p˜3 = R3(P˜−C3) = R3(P˜−C2)−λ23t23
Nous cherchons alors le facteur d’échelle λ?23 qui rend la projection p˜3 la plus proche possible
de l’observation p3. Plutôt que de minimiser la distance pixellique entre les deux points, nous
préférons minimiser l’angle p̂3C3 p˜3 (voir Fig. 6.3). En effet, nous préférons utiliser une mesure
homogène avec celle utilisée pour les segments dont la distance pixellique est mal définie. Ainsi,
nous obtenons l’équation suivante :
λ∗23 = argmin
λ23∈R
‖p3× p˜3‖2
‖p3‖2 ‖ p˜3‖2
= argmin
λ23∈R
‖p3× (R3(P˜−C2)−λ23t23)‖2
‖p3‖2 ‖R3(P˜−C2)−λ23t23‖2
(6.22)
Cette équation est bien de la forme de Eq. (6.13), nous pouvons donc la résoudre à l’aide de la
méthode présentée précédemment (Étape 3).
Contrainte trifocale de lignes
On considère ici le triplet d’appariement de lignes lˆ = (l1, l2, l3) pour les caméras 1,2,3. Il
est possible de calculer une ligne 3D L˜ à partir des projections l1 et l2 et en supposant que λ12 = 1
(Étape 1). Sa projection sur la caméra 3 s’exprime en fonction de λ23 (Étape 2) :
l˜3 ∝ R3[dL˜× (P˜−C3)]
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FIGURE 6.3 – Illustration des distances angulaires pour les points et les segments. La distance
des points correspond à l’écart angulaire entre la direction caméra-observation et la direction
caméra-point 3D. Pour les lignes, la distance correspond à l’écart angulaire entre les normales
des plans caméra-observation et caméra-ligne 3D. Sur le dessin, la flèche verte représente la
normale du plan vert (i.e. plan caméra-observation) et la flèche bleue représente la normale du
plan bleu (i.e. plan caméra-ligne 3D).
où P˜ est un point quelconque de L˜ et dL˜ correspond à la direction 3D de L˜. Nous cherchons alors
le facteur d’échelle λ?23 qui rend la projection l˜3 la plus proche possible de l’observation l3. Nous
cherchons pour cela à minimiser l’angle entre l˜3 et l3 correspondant à l’écart angulaire entre les
plans formés par C3 et l˜3 ou l3 (voir Fig. 6.3). Ainsi, nous obtenons l’équation suivante :
λ∗23 = argmin
λ23∈R
‖l3× l˜3‖2
‖l3‖2 ‖l˜3‖2
= argmin
λ23∈R
‖l3× (R3[dL˜× (P˜−C3)])‖2
‖l3‖2 ‖R3[dL˜× (P˜−C3)]‖2
= argmin
λ23∈R
‖l3× (R3[dL˜×(P˜−C2)]−λ23R3[dL˜×t23])‖2
‖l3‖2 ‖R3[dL˜×(P˜−C2)]−λ23R3[dL˜×t23]‖2
(6.23)
Cette équation est bien de la forme de Eq. (6.13), nous pouvons donc la résoudre à l’aide de la
méthode présentée précédemment (Étape 3). Notons également que cette équation fait apparaître
un point P˜ de L˜. Cependant, le produit vectoriel avec dL˜ rend cette formule invariante au choix
du point sur la ligne L˜. Le facteur d’échelle ne dépend donc que des lignes et pas des segments.
Il n’est donc pas affecté par une mauvaise détection des extrémités des segments.
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6.3 Estimation robuste
Pour estimer de manière robuste et précise les facteurs d’échelle dans les différents triplets
nous utilisons une approche de type RANSAC.
Sélection des features
Aucun oracle n’est utilisé pour sélectionner les paires de lignes coplanaires. Nous utilisons
l’ensemble des paires de lignes pouvant générer une contrainte coplanaire (e.g. les paires d’ap-
pariements de segments tel qu’un des appariements concerne les caméras 1 et 2 tandis que le
second concerne les caméras 2 et 3). C’est l’utilisation du RANSAC qui permet de filtrer les
bonnes paires coplanaires des mauvaises paires.
Pour les points, nous construisons les triplets à l’aide des paires inliers de la calibration
bifocale. Le RANSAC permet alors de sélectionner les triplets les plus précis.
Pour les triplets de segments nous procédons à un nouvel appariement à calibration bifocale
connue. En effet, un appariement peut être considéré comme correct pour la calibration bifocale
mais mauvais pour l’estimation du facteur d’échelle (e.g. un segment mis en correspondance
avec un segment parallèle à l’appariement correct). Pour cela, nous nous nous sommes inspirés
de la méthode [29] (voir Fig. 6.4). Pour chaque segment d’une image, nous considérons la bande
définie dans l’autre image par les droites épipolaires de chacune de ses extrémités. Parmi les
candidats à l’appariement, nous rejetons alors tous les segments dont l’intersection avec la bande
est trop faible. L’appariement final est le même que celui de la méthode LBD [84] mais utilise
le critère d’intersection avec la bande épipolaire au lieu des critères géométriques proposés par
les auteurs.
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FIGURE 6.4 – Appariement des lignes après calibration bifocale. Les lignes E p1 et E p2 repré-
sentent les droites épipolaires des points p1 et p2. Le segment m1 est un bon candidat pour l
tandis que m3 est un mauvais candidat. Le segment m2 est entre les deux cas et l’utilisation d’un
seuil de recouvrement permet de faire un choix.
Fonction d’erreur des lignes coplanaires
On considère ici un quadruplet donné de segments lˇ = (l1a , l
2
a , l
2
b , l
3
b) tel que l
1
a , l
2
a corresponde
à un appariement sur les caméras 1-2 et l2b , l
3
b à un appariement sur les caméras 2-3 (voir Fig. 6.1,
p.100). Nous pouvons alors calculer les lignes 3D La et Lb correspondant aux deux appariements.
Nous définissons alors le point 3D Pab comme étant le point de La le plus proche de Lb :
Pab = argmin
P∈La
d(P,Lb) (6.24)
6.3–Estimation robuste 107
1
2
3
1
P
P
p
p
a
a
a
b
b
b
2
2
3
ba
ab
ab
ba
FIGURE 6.5 – Illustration de la distance coplanaire. La distance calculée correspond à la repro-
jection sur l’image centrale de la distance entre les deux droites supposées coplanaires.
De la même façon, nous définissons le point 3D Pba = argminP∈Lb d(P,La). Dans le cas où La et
Lb sont parfaitement coplanaires et où le facteur d’échelle a parfaitement été estimé, on devrait
avoir Pab = Pba. Nous considérons alors les projections p2ab et p
2
ba de Pab et Pba sur la caméra
centrale et définissons l’erreur comme la distance pixellique suivante :
dcop(lˇ) = dcop(La,Lb) = d(p2ab, p
2
ba) (6.25)
La distance est représentée graphiquement sur la figure 6.5.
Pour éviter d’obtenir un trop grand nombre de paires potentielles de lignes coplanaires, nous
générons pour chaque segment dans l’image centrale une paire avec les N segments les plus
proches (en utilisant la distance définie par le minimum des distance des extrémités et avec
N = 10 dans notre implémentation). De plus, pour éviter les cas dégénérés, nous ne considérons
pas les paires de lignes dont les directions sont trop proches (nous avons utilisé un seuil minimum
de 15◦ dans notre implémentation). Rappelons que nous avons accès aux directions des segments
3D à partir des rotations globales et donc que cette génération de paires coplanaires se fait avant
toute estimation de facteur d’échelle.
Fonction d’erreur des triplets de points
Pour un triplet de points pˆ = (p1, p2, p3) mis en correspondance dans les caméras 1-2-3,
nous calculons une estimation du point correspondant P à partir des projections p1 et p2. Nous
calculons alors la reprojection p312 sur la caméra 3. Nous définissons enfin l’erreur comme étant
la distance pixellique entre la reprojection p312 et l’observation p
3 (voir Fig. 6.6). Pour plus de
robustesse, nous symétrisons cette mesure en interchangeant les caméras 1 et 3 et en prenant la
moyenne des deux distances : dpoint(pˆ) = (d(p123, p1)+d(p
3
12, p3))/2.
Il est possible de précalculer en partie cette distance pour limiter le temps de calcul. En
effet, p312 peut s’écrire sous la forme α+λβ où les termes α et β sont indépendants de λ. Nous
précalculons donc α et β et le calcul de la distance ne correspond alors plus qu’à calculer α+λβ
pour un λ donné.
Notons que cette distance pourrait être symétrisée en utilisant les caméras 1-3 pour calcu-
ler le point 3D et la caméra 2 pour calculer la distance reprojection-observation. Cependant,
108 6–Calibration multi-vue sans contraintes trifocales
p
p p
pp
1
2
3
1
12
23
1
3
2 3
P
P
12
23
FIGURE 6.6 – Illustration de la distance d’un triplet de point pour un facteur d’échelle donné.
lorsque la direction t13 n’est pas connue, cette distance ne peut être précalculée. Pour des raisons
d’efficacité de calcul, nous considérons donc la distance dpoint(pˆ) = (d(p123, p1)+d(p
3
12, p3))/2
lorsque t13 n’est pas connue et dpoint(pˆ) = (d(p123, p1)+ d(p
2
13, p2)+ d(p
3
12, p3))/3 dans le cas
contraire. Rappelons que l’existence de triplets dans les caméras 1-2-3 est juste une condition
nécessaire pour obtenir la pose relative des caméras 1-3 mais pas une condition suffisante. De
même la distance aurait pu être calculée en considérant le point P construit à partir des points
p1, p2 et p3 mais ce calcul perdrait en efficacité (i.e. le précalcul n’est pas possible).
Fonction d’erreur des triplets de lignes
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FIGURE 6.7 – Illustration de la distance d’un triplet de point pour un facteur d’échelle donné.
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Pour un triplet de lignes lˆ = (l1, l2, l3) mis en correspondance dans les caméras 1-2-3, nous
calculons une estimation du segment correspondant L à partir des projections l1 et l2. Nous cal-
culons alors la reprojection l312 sur la caméra 3. Nous définissons enfin l’erreur comme étant la
distance pixellique entre la ligne l312 et les extrémités du segment observé l3. Pour plus de robus-
tesse, nous symétrisons cette mesure comme nous l’avons fait avec les points en interchangeant
les caméras 1 et 3 pour définir la distance moyenne dseg(lˆ).
Notons que les remarques faites pour les triplets de points concernant le précalcul et la
symétrisation de la fonction de distance s’appliquent également aux triplets de lignes.
RANSAC
Dans les cas classiques d’utilisation de RANSAC, le nombre de modèle à tester est générale-
ment très élevé (e.g.
(
n
7
)
pour la matrice fondamentale ou
(
n
5
)
pour la matrice essentielle avec
n le nombre de feature, dépassant 1000 dans la plupart des scènes). Dans notre cas, le nombre
de modèles est égal au nombre n de features considérés. De plus n est généralement inférieur
à 10000, nous n’utilisons donc pas la partie choix aléatoire des features dans notre RANSAC.
Nous réalisons exactement n itérations pour tester tous les modèles possibles.
Dans le cas où ce nombre de feature serait trop important, il est cependant toujours possible
de revenir à une utilisation plus classique en sélectionnant aléatoirement un sous-ensemble de
feature. Cette sélection ne devrait pas trop altérer la qualité des résultats à condition de conserver
un sous-ensemble de taille suffisamment importante.
6.4 Méthode a contrario
Données d’entrée :
Les données qui suivent un modèle a contrario correspondent à des appariements de points
et de segments. De même que dans le chapitre précédent, pour des questions d’indépendance,
nous ne considérons pas que les paires de segments coplanaires suivent le modèle a contrario
mais uniquement les segments, pris séparément, de ces mêmes paires.
Modèle estimé :
Le modèle estimé correspond au facteur d’échelle commun aux trois caméras, ou de manière
équivalente à la position relative des trois caméras. Quel que soit le feature utilisé, le nombre
de modèles estimés est de 1 car il n’y a jamais d’ambiguïté sur le ratio d’échelle obtenu à partir
d’un feature.
Distance données-modèle :
Pour les triplets de points et de lignes (e.g. contraintes trifocales), la distance utilisée cor-
respond aux distances présentées précédemment, soit dpoint pour les points (voir section 6.3)
et dseg pour les lignes (voir section 6.3). Dans le cas des lignes coplanaires, comme les don-
nées concernent les lignes et non les paires de lignes, nous avons besoin d’une distance portant
sur les lignes seules. Pour résoudre ce problème, nous utilisons la même méthode que pour la
calibration bifocale en définissant la distance d’une ligne coplanaire comme étant :
dcop(Li) = min
L j coplanaire avec Li
dcop(Li,L j) (6.26)
Cette distance n’a pas de sens physique particulier mais elle fournit un ordre de grandeur d’une
mesure de l’adéquation de la ligne, par rapport à d’autres lignes supposées coplanaires. Elle
permet alors de faire fonctionner correctement le modèle a contrario.
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Modèle de fond :
Nous utilisons ici 3 modèles de fond indépendants pour chaque features. Le modèle de fond
H l0 considère des triplets de lignes indépendamment et uniformément distribués dans la scène.
De même, nous utilisons le modèle de fond H p0 pour les triplets de points. Dans le cas des
lignes coplanaires, le modèle de fond H c0 considère un ensemble de lignes indépendamment et
uniformément distribués dans la scène. Les modèles H l0 et H c0 sont similaires mais le nombre
de features considérés sont différents ; les nombres de triplets de lignes pour le premier et le
nombre de lignes associés à une paire coplanaire pour le second.
Nombre de Fausses Alarmes :
Nous reprenons la formules du NFA générique [54] pour l’appliquer aux différents features.
Dans le cas des triplets de points, un triplet suffit à estimer le facteur d’échelle :
NFApoint(n,k,ε) = (npoint−1)
(
npoint
k
)(
k
1
)
ppoint(ε)k−1 (6.27)
La distance utilisée correspond à une distance entre deux points. La probabilité pour deux points
dans une image de taille A = w×h d’être à une distance de moins de ε correspond à :
ppoint(ε) =
piε2
A
(6.28)
On obtient alors la formule finale pour le NFA des triplets de points :
NFApoint(npoint,k,ε) = (npoint−1)
(
npoint
k
)
k
(
piε2
A
)k−1
(6.29)
où npoint correspond au nombre de triplets de points.
Dans le cas des triplets de segments, un seul triplet est suffisant pour estimer le facteur
d’échelle et la distance utilisée dseg, correspond à une distance entre un point et une ligne. La
probabilité pour un point d’être à une distance de moins de ε d’une ligne dans une image de
taille A et de diamètre D = w+h2 correspond à :
pseg(ε) =
Dε
A
(6.30)
On obtient alors la formule finale pour le NFA des triplets de segments :
NFAseg(nseg,k,ε) = (nseg−1)
(
nseg
k
)
k
(
Dε
A
)k−1
(6.31)
où nseg correspond au nombre de triplets de segments.
Dans le cas des contraintes coplanaires, le comptage des modèles possibles est différent. Un
comptage usuel donnerait
(
n
k
)(
k
2
)
mais il inclurait alors des contraintes coplanaires immédia-
tement rejetées car correspondant à des cas dégénérés. Notre formule tient donc compte de ces
cas-là en imposant d’abord de prendre deux segments générant une contrainte coplanaire (celle
générant le modèle) puis tous les segments restants :
NFAcop(ncop,k,ε) = (ncop−2)
(
ncop
k−2
)(
ncop
1
)(
N
1
)
pcop(ε)k−2 (6.32)
où N correspond aux nombre de paires coplanaires considérées pour un segment donné et ncop
correspond au nombre de segments dans l’image centrale qui forment au moins une contrainte
coplanaire avec des segments des autres images.
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Par ailleurs, la distance utilisée dans pcop(ε) correspondant à une distance entre deux points,
la formule est la même que pour les points (6.28). La formule finale pour le NFA des contraintes
coplanaires est alors :
NFAcop(ncop,k,ε) = (ncop−2)
(
ncop
k−2
)
Nncop
(
piε2
A
)k−2
(6.33)
En pratique, on cherche à évaluer le NFA associé à un facteur d’échelle λ qui est donné par
les formules :
NFApoint(λ) = (npoint−1) min
k∈[2,npoint]
(
npoint
k
)
k
[
pidpoint(pˆk,λ)2
A
]k−1
(6.34)
NFAseg(λ) = (nseg−1) min
k∈[2,nseg]
(
nseg
k
)
k
[
2D dseg(lˆk,λ)
A
]k−1
(6.35)
NFAcop(λ) = (ncop−2) min
k∈[3,ncop]
ncopN
(
ncop
k−2
)[
pidcop(Lk,λ)2
A
]k−2
(6.36)
où pˆk, lˆk et Lk correspondent au k-ième feature associé lorsqu’on les a ordonnés par distance
croissante.
La formule du NFA global est alors le produit des NFA pour chacun des features comme
lors de la calibration bifocale (les NFA peuvent être vus comme des espérances de variables
aléatoires indépendantes, voir section 5.4.2, page 81 ) :
NFA(λ) = NFAcop(λ).NFApoint(λ).NFAseg(λ) (6.37)
Enfin, le facteur d’échelle finalement sélectionné correspond au λ qui minimise le NFA global.
6.5 Ajustement de faisceaux
Une fois le facteur d’échelle estimé par RANSAC a contrario pour chaque triplet d’images,
nous avons accès aux positions globales des caméras. Les positions et orientations des caméras
sont alors raffinées lors d’une étape d’ajustement de faisceaux permettant un gain de précision.
Lors de cette étape, nous utilisons toutes les contraintes inliers sélectionnées lors de l’étape
de RANSAC. De plus nous combinons ces contraintes pour former des tracks afin d’obtenir
un raffinement de meilleure qualité. Ainsi les triplets de points ou de segments ayant une ou
plusieurs observations en commun (e.g. les points ou segments vu par 4 caméras ou plus) sont
fusionnées pour obtenir des n-uplets de points ou segments. Ces n-uplets génèrent alors des
contraintes de reprojections sur les caméras concernées. Nous avons utilisé les formulations
usuelles des contraintes de reprojection pour cette étape. Ainsi, la distance de reprojection d’un
point P est donnée par la distance pixellique entre la projection PiP du point 3D et l’observation
pi concernée (voir Figure 6.6) :
dpoint(P, i) = ‖PiP− pi‖2 (6.38)
La distance de reprojection des segments est la même que celle de [85] et correspond à la
moyenne des distances entre les extrémités des observations et la projection du segment 3D :
dseg(L, i) =
1
2
2
∑
k=1
|P˜iL>li,k|
li,k,z
√
(P˜iL)2x +(P˜iL)2y
(6.39)
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FIGURE 6.8 – Illustration des distances de reprojections pour les points et les segments. La
distance de reprojection des points correspond à la distance du projeté à l’observation. Pour les
lignes, c’est la moyenne arithmétique entre la distance des extrémités de l’observation et la ligne
projetée.
où les indices x,y,z désignent les composantes des vecteurs associés. Rappelons que P˜L est une
notation indiquant le projeté de la ligne 3D mais ne correspond pas à une formule mathématique
réelle.
Les contraintes coplanaires peuvent être utilisées de différentes façons lors de l’étape d’ajus-
tement de faisceaux. Nous avons considéré deux approches :
• l’utilisation des contraintes inliers considérés séparément et traitées avec les contraintes
de reprojections des segments considérés,
• l’agrégation de segments coplanaires en plans, combinée avec l’utilisation d’une contrainte
forte d’appartenance aux plans.
La première approche a l’avantage d’être directe et fonctionne correctement, seule ou com-
binée avec les contraintes de reprojections des n-uplets. L’idée de la seconde approche est de
combiner les différentes contraintes coplanaires pour obtenir une structure plus rigide. Cepen-
dant elle produit de moins bons résultats. L’hypothèse principale pour expliquer cet échec est
que l’agrégation en plans multisegments néglige de nombreuses erreurs de coplanarité. De même
que les points de fuite sont moins précis que les paires de lignes parallèles lors de la calibration
bifocale, les plans sont moins précis que les contraintes coplanaires prises isolément.
S’inspirant de travaux récents [59], nous raffinons en premier les features 3D ainsi que les
positions des caméras en fixant leurs orientations, puis nous raffinons la structure complète en
permettant à la rotation de varier également. Enfin, il est possible de faire un dernier raffine-
ment pour les matrices de calibration internes K lorsque leur estimation initiale n’est pas jugée
suffisante.
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6.6 Expériences
Nous avons testé nos méthodes sur différents types de données, synthétiques et réelles.
6.6.1 Calcul de l’erreur
Dans le cas des données synthétiques, nous ne nous intéressons qu’au facteur d’échelle et
comparons donc la valeur trouvée λ à la vérité terrain λGT en utilisant le ratio suivant :
τ=
|λ−λGT |
|λGT | (6.40)
Lorsque le jeu de données réelles contient une vérité terrain, il est possible d’obtenir une
erreur moyenne du positionnement des caméras. Pour un ensemble de caméras (Ci) à comparer
à l’ensemble de caméras vérité terrain (CGTi ), on cherche la transformation [s,R, t] permettant
de juxtaposer au mieux chaque caméras, soit :
[s?,R?, t?] = argmin
s∈R,R∈SO3(R),t∈R3
∑
i
‖s(RCi+ t)−CGTi ‖2 (6.41)
Une fois la transformation estimée, il est alors possible d’obtenir l’écart moyen entre chacune
des positions estimées des caméras et les positions vérité terrain.
Enfin, dans le cas où il n’existe pas de vérité terrain, une évaluation quantitative peut être
réalisée à l’aide du résidu pixellique de reprojection. Nous l’avons cependant accompagné d’une
reconstruction 3D des différents features qui permet alors de contrôler aussi visuellement la
qualité du résultat.
6.6.2 Expériences sur données synthétiques
Nous avons souhaité étudier le comportement des contraintes coplanaires seules dans un
premier temps, puis comparées aux autres contraintes dans un second temps. Pour cela, nous
avons utilisé des données synthétiques pour lesquelles nous avons fait varier divers paramètres :
• le nombre de plans dans la scène,
• le nombre de lignes détectées,
• le bruit de détection correspondant aux détections parfois peu précises des détecteurs de
segments,
• le degré de planarité des plans correspondant aux paires de lignes presque coplanaires.
Comme nous le verrons par la suite, les contraintes coplanaires obtiennent de moins bons résul-
tats lorsque les paramètres utilisés rendent le problème plus difficile. Cependant, cette décrois-
sance n’est pas brutale.
Paramètres des scènes synthétiques :
Bien que le dataset soit synthétique, nous avons utilisé des paramètres réalistes pour la
création de la scène et les caméras. Ces paramètres sont proches de ceux de la scène Office-P19.
Les paramètres utilisés sont les suivants :
• 3 caméras observant une scène planaire par morceaux avec un écart de 15◦+ random[0,15◦]
entre les orientations successives des caméras,
• la scène fait 2 m et est à une distance de 3 m des caméras,
• la matrice de calibration interne K est similaire à celle de la caméra utilisée pour Office-
P19 soit une focale de 20 mm et des images de résolution 4000× 4000 pixels, avec un
capteur de taille similaire.
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Pour chaque expériences, nous générons nP plans aléatoires et nseg segments aléatoires dans
chaque plans. La moitié des segments n’est observée que par les caméras 1 et 2 tandis que
l’autre moitié n’est observée que par les caméras 2 et 3 (comme dans la configuration de la
Fig. 6.1). Nous avons étudié trois configurations différentes, proches des observations faites
dans nos scènes d’intérieurs :
• 2 plans contenant 10 segments chacun, générant en moyenne 90 contraintes coplanaires,
• 2 plans contenant 20 segments chacun, générant en moyenne 200 contraintes coplanaires,
• 3 plans contenant 10 segments chacun, générant en moyenne 150 contraintes coplanaires,
• 3 plans contenant 20 segments chacun, générant en moyenne 300 contraintes coplanaires.
Notons que le nombre de contraintes coplanaires varie d’une scène à l’autre puisque le nombre
de contraintes rejetées pour cause de parallélisme ou d’une autre hypothèse non vérifiée varie
également.
Nous ajoutons également deux types de bruit aux segments 3D et aux projections :
• un bruit de projection modélisé par un bruit Gaussien centré d’écart type σR (en pixels)
affectant les extrémités des segments projetés. Notons que ce bruit est ajouté indépendam-
ment à chaque projection sur chaque caméra.
• un écart de planarité modélisé par un bruit Gaussien centré d’écart type σP (en mm)
affectant les extrémités des segments 3D et les écartant du plan parfait initial.
Enfin, nous générons 500 scènes aléatoires pour chaque configuration et utilisons l’erreur
moyenne définie précédemment (6.40) comme mesure de qualité.
Contraintes coplanaires seules
Nous étudions ici la sensibilité des contraintes coplanaires en présence de bruit de projection
(Fig. 6.9) et/ou de bruit de planarité (Fig. 6.10).
Manque de précision des détections.
Comme nous pouvons le voir dans la Fig. 6.9, en diminuant la précision de détection des
segments de σR = 0 à 5 pixels, que l’erreur de planarité soit absente (σP = 0 mm) ou moyenne
(σP = 20 mm), l’erreur d’estimation du facteur d’échelle croît doucement.
Erreur de planarité.
Comme nous pouvons le voir dans la Fig. 6.10, en diminuant la planarité des segments de
σP = 0 à 50 mm, que l’erreur de détection soit absente (σR = 0 pixels) ou moyenne (σR = 2
pixels), l’erreur d’estimation du facteur d’échelle croît doucement.
Nombre de lignes.
Comme nous pouvons le voir dans les Fig. 6.9 et 6.10, plus un plan contient de lignes, moins
l’erreur est élevée. En effet, un plus grand nombre de lignes permet de mieux lisser et moyenner
l’erreur.
Nombre de plans.
A l’inverse, un plus grand nombre de plans, avec un même nombre de lignes dans chacun,
augmente le nombre de contraintes mais accroît également l’erreur. L’augmentation du nombre
de plans augmente en fait surtout le nombre d’outliers et réduit la qualité du résultat. Dans le
cas où la planarité est parfaite (e.g. pas de bruit de planarité), ces ajouts correspondent pour la
plupart à des inliers précis ce qui explique que l’erreur soit plus faible.
Comparaison des différentes contraintes
Nous comparons ici la précision des différents types de contraintes utilisées pour l’estima-
tion du facteur d’échelle (i.e. triplets de points, triplets de segments, paires de lignes copla-
naires).
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FIGURE 6.9 – Sensibilité de l’estimation du facteur d’échelle quand l’erreur de reprojection des
segments augmente. En haut, en l’absence de bruit planaire et en bas avec une déviation de la
planarité de σP = 20mm.
Nous utilisons les mêmes paramètres pour générer les scènes. Les configurations font éga-
lement intervenir les triplets de points et de segments de la façon suivante :
• 2 plans contenant chacun 10 points et 10 segments générant npoint = 20 triplets de points,
nseg = 20 triplets de lignes et une moyenne de ncop = 200 segments coplanaires.
• 3 plans contenant chacun 10 points et 10 segments générant npoint = 30 triplets de points,
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FIGURE 6.10 – Sensibilité de l’estimation du facteur d’échelle quand l’erreur de planarité des
segments augmente. En haut, en l’absence de bruit de projection et en bas avec un bruit de
reprojection de σR = 2 pixels.
nseg = 30 triplets de lignes et une moyenne de ncop = 300 segments coplanaires.
Les appariements des points et des segments sont parfaits et les contraintes de triplets ne contiennent
donc pas d’outliers. Les contraintes coplanaires sont générées à partir des triplets de segments
sans aucune connaissance de la géométrie de la scène (i.e. comme dans le cas de données
réelles). Cependant la génération de contraintes coplanaires se fait sans connaissance préalable
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FIGURE 6.11 – Comparaison des différents features en fonction de l’erreur de projection. En
haut, la configuration à 2 plans et en bas la configuration à 3 plans. Les contraintes coplanaires
génèrent plusieurs cas car elles sont également sensibles au degré de planarité des plans.
de la vérité terrain et ils contiennent donc une large proportion d’outliers ( 12 pour la configuration
à 2 plans et 23 pour la configuration à 3 plans).
Le bruit de projection est le même que précédemment pour les segments. Il affecte donc
exactement de la même manière les contraintes trifocales de segments et les contraintes co-
planaires. Pour les points, nous appliquons un bruit Gaussien de même écart-type σR sur les
projections.
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Des imperfections sont également ajoutées à la planarité des plans à travers le bruit Gaussien
centré d’écart type σP . Nous avons étudié les cas de plans d’épaisseur 0mm,15mm,30mm,
45mm. Les triplets de points et de segments n’étant pas affectés par le bruit de planarité, nous
n’avons tracé qu’une seule courbe pour chacun, indépendamment de l’écart de coplanarité.
Les résultats peuvent être observés dans la Fig. 6.11. Nous avons affiché les courbes des
différentes contraintes sur le même graphique pour plus de clarté. Cependant, il ne paraît pas
évident que la comparaison entre triplets de segments et triplets de points soit pertinente. En
effet, les modèles de bruit utilisés pour les points et les lignes ne sont a priori pas comparables.
De plus, le ratio d’outliers est relativement élevé dans le cas des contraintes coplanaires alors
qu’il est absent dans le cas des triplets de points ou de segments. Ainsi, le comportement général
des différentes features a du sens mais les comparaisons relatives sont biaisées. On retrouve
cependant l’ordre observé dans le cadre des données réelles ; les points sont les plus précis et les
contraintes coplanaires les moins précises.
6.6.3 Expériences sur données réelles
Nous avons étudié notre méthode de calibration globale sur deux types de jeux de données :
• Différentes scènes d’intérieur avec peu de texture et peu de recouvrement entre images
successives. Office-P19 et Meeting-P31, un bureau et une salle de réunion vérifiant des
contraintes de type Manhattan-world et Trapezoid-P17, un bureau ne vérifiant pas les
contraintes de type Manhattan-world. Ces datasets sont constitués de n images (où n cor-
respond à dataset-Pn) avec une résolution de 5184×3456 pixels. Ce dataset ne comporte
pas de vérité terrain et sera donc évalué quantitativement à l’aide des résidus et qualitati-
vement à l’aide de visuels,
• Différentes scènes de la cour intérieure d’un château provenant de l’ensemble de données
de Strecha et al. [73]. Les images de ce dataset sont plus rapprochées les unes des autres
(i.e. recouvrement important entre images successives) et plus texturées. Une vérité terrain
précise permet de mesurer quantitativement la qualité des résultats. Les images ont une
résolution de 3072×2048 pixels.
Nous avons également corrigé la distorsion sur chacune des images, ce phénomène détériorant
fortement les résultats de calibration à base de lignes.
Comparaison entre RANSAC et RANSAC a contrario
Nous avons comparé notre méthode d’estimation du facteur d’échelle selon que nous em-
ployons une méthode RANSAC classique ou une méthode RANSAC a contrario. Pour cela
nous avons étudié les résultats obtenus à l’aide de différents seuils fixes (en pixels) tout en im-
posant qu’il soit le même pour chaque feature. En effet, il est probable que les meilleurs résultats
obtenus à l’aide d’un RANSAC le soient en trouvant le seuil optimal pour chaque feature pris
séparément, cependant une telle recherche serait trop fastidieuse pour rendre la méthode appli-
cable en pratique.
Nous avons résumé les résultats dans le Tableau 6.1. Bien que AC-RANSAC ne donne pas
toujours les meilleurs résultats pour chaque scène, il reste toujours proche du meilleur résultat
et il est le meilleur en moyenne. Il permet en fait d’adapter les seuils de chaque feature indépen-
damment et ce, automatiquement.
Contribution de chacune des contraintes
Nous avons comparé les résultats de calibration obtenus à l’aide des différentes contraintes
prises séparément ou toutes ensemble. Nous pouvons ainsi comparer l’apport respectif de chaque
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Scène
Méthode seuil RANSAC (pixels) AC-RANSAC
0.5 1 3 6 9
Castle P19 146 90.5 107 90 196 101
Castle P30 91 83 73 76 144 72
Entry P10 7.6 7.9 8.4 9.3 10.6 7.8
Fountain P11 2.2 2.1 2.4 2.5 3.8 2.3
Herz-Jesu P8 4.0 4.1 3.9 7.1 6.4 4.2
Herz-Jesu P25 8.5 9.0 8.6 13.3 16.9 7.9
Moyenne 43.2 32.8 33.9 33.0 63.0 32.5
TABLE 6.1 – Comparaison des résultats (erreur en mm) obtenus à l’aide d’un RANSAC à seuil
fixe ou d’un RANSAC a contrario (AC) sur les scènes de Strecha [73]. Les meilleurs résultats
pour une scène sont indiqués en gras.
Scène
Contrainte Triplets Triplets Triplets de Paires
Toutes
de points de lignes points+lignes coplanaires
Castle P19 97.9 80 98 129 101
Castle P30 80.3 111.2 78 134 72
Entry P10 7.9 12.1 8.0 8.9 7.8
Fountain P11 2.3 2.5 2.3 52 2.3
Herz-Jesu P8 4.1 4.3 4.1 5.4 4.2
Herz-Jesu P25 8.4 15.4 8.4 36 7.9
Moyenne 33.5 37.6 33.1 60.9 32.5
TABLE 6.2 – Comparaison de l’apport des différentes contraintes (erreur en mm) sur les scènes
de Strecha [73]. Hormis sur la scène de Castle-P19, l’ensemble des contraintes permet d’obtenir
le meilleur résultat ou un équivalent proche. Les meilleurs résultats pour une scène sont indiqués
en gras.
contrainte et vérifier ainsi qu’aucune d’elles n’a de contribution négative au niveau de la préci-
sion des résultats.
Les résultats sont rassemblés sur le Tableau 6.2. On peut observer que les triplets de points
sont généralement plus précis que les triplets de lignes et eux-même plus précis que les paires co-
planaires. Cependant, malgré ces différences d’erreurs, l’ensemble des contraintes permet d’ob-
tenir les meilleurs résultats (hormis sur Castle-P19) et l’utilisation de triplets de lignes et de
points uniquement ne permet pas d’obtenir un résultat aussi précis. Les contraintes coplanaires
ont donc un double avantage : un gain de précision et, comme nous le verrons ci-dessous, de
robustesse.
Comparaison avec des méthodes état-de-l’art
Nous avons comparé nos résultats avec ceux obtenus à l’aide d’autre méthodes état-de-l’art.
Pour cela nous nous sommes comparés à des méthodes globales [59, 62, 11, 4, 33] et incré-
mentales [72, 81]. Ces méthodes n’utilisent que les points pour calculer la calibration. En effet,
à notre connaissance, il n’existe qu’une chaîne de calibration utilisant les lignes [85] mais ses
auteurs ne fournissent ni code ni résultats sur le dataset de Strecha et al. [73].
Les résultats sont rassemblés sur le Tableau 6.3. On peut remarquer que notre méthode ob-
tient des résultats équivalents à ceux des autres méthodes globales et bien meilleurs que les
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Scène
Méthode Notre OpenMVG Olsson Cui Arie Jiang Bundler VSfM
méthode [59] [62] [11] [4] [33] [72] [81]
Castle P19 22.2 25.6 76.2 — — — 344 258
Castle P30 23.8 21.9 66.8 21.2 — 235 300 522
Entry P10 5.6 5.9 6.9 — — — 55.1 63.0
Fountain P11 2.4 2.5 2.2 2.5 4.8 14 7.0 7.6
Herz-Jesu P8 3.8 3.5 3.9 — — — 16.4 19.3
Herz-Jesu P25 5.4 5.3 5.7 5.0 7.8 64 21.5 22.4
TABLE 6.3 – Erreur moyenne (en mm) de position des caméras après ajustement de faisceaux :
comparaison avec des méthodes globales[59, 62, 11, 4, 33] et incrémentales [72, 81]. Les
meilleurs résultats sont indiqués en gras.
méthodes incrémentales. Ainsi, l’utilisation de contraintes coplanaires et de triplets de lignes
permet de faire fonctionner notre méthode dans des scènes plus difficiles tout en conservant une
précision équivalente aux meilleures méthodes globales.
Comparaison en cas de recouvrement faible
Pour modéliser l’effet de faible recouvrement très fréquent dans les scènes d’intérieur, nous
avons utilisé deux scènes de Strecha en supprimant une partie des images. Les méthodes compa-
rées dans la section précédente nécessitent la présence d’un certain nombre de triplets de points
sur chaque triplet d’images consécutives. Dans le cas contraire, la caméra centrale ne peut pas
être calibrée avec le reste.
FIGURE 6.12 – Vu de haut du nuage de point calculé à partir de la calibration de Castle-P(19−3)
par OpenMVG (à gauche) et par notre méthode (à droite). Le coin en haut à droite correspond
à l’observation d’une caméra isolée. Elle n’est pas positionnée par d’OpenMVG mais notre
méthode peut calculer sa position.
Ainsi, en enlevant simplement 3 images de Castle-P19, il est possible d’empêcher la calibra-
tion d’une des caméras avec n’importe quelle méthode état-de-l’art. Cependant notre méthode,
sans l’aide des triplets de points et de lignes, est capable de trouver la position de cette caméra.
L’erreur moyenne de position des caméras passe alors de 2.3 cm à 13.2 cm car la caméra isolée
est située avec moins de précision. Le visuel (voir Fig. 6.12) nous confirme cependant qu’elle
est située correctement.
En poursuivant l’expérience, il est possible d’enlever jusqu’à 11 des 19 images de Castle-
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Scene
Method
Notre méthode OpenMVG [59]
Castle P19 0.30 0.21
Castle P30 0.29 0.21
Entry P10 0.006 0.90
Fountain P11 0.26 0.19
Herz-Jesu P8 0.28 0.20
Herz-Jesu P25 0.29 0.20
Office P19 1.07 6/20
Meeting P31 1.79 9/31
Trapezoid P17 3.60 3/17
TABLE 6.4 – Erreur moyenne de reprojection des points 3D sur toutes les caméras (en pixels).
En rouge, en cas d’échec, la fraction des caméras calibrées. Notons que si notre erreur résiduelle
dans les scènes d’intérieur est entre 4 et 10 fois plus élevée que celles du dataset de Strecha
et al. [73], les images ont également une résolution 3 fois plus grande.
P19 en conservant une erreur moyenne de position des caméras restantes de 18.4 cm, ce qui
reste encore meilleur que les méthodes incrémentales avec toutes les images.
FIGURE 6.13 – Seule notre méthode est capable de calibrer ce triplet avec peu de recouvrement
et de forts changements de point de vue. Ce triplet correspond aux 3 images les plus éloignées
de Herz-Jesu-P8 (première, centrale, dernière).
De la même façon, en ne conservant que les 3 images les plus éloignées de Herz-Jesu-P8
(voir Fig. 6.13) il est possible d’obtenir une calibration encore précise à 6 mm tandis que les
autres méthodes échouent car aucun triplet de points ni de lignes n’est trouvé entre ces 3 images.
Comparaison sur des scènes d’intérieur
Nous avons utilisé notre méthode sur l’ensemble des scènes d’intérieur. Cependant, en l’ab-
sence de vérité terrain, nous avons seulement calculé les résidus de reprojection des points. Nous
avons aussi calculé les résidus sur les images de Strecha pour avoir un comparatif. Les résidus
moyens en pixels sont indiqués dans le tableau 6.4.
Comme on peut le voir au niveau des résidus, notre méthode arrive à calibrer une scène que
des méthodes plus classiques ne peuvent calibrer entièrement (manque de features, absence de
triplets, ...). Notons également que l’écart de résidus entre les scènes d’intérieur et les scènes
du dataset de Strecha et al. [73] s’expliquent en partie par l’augmentation de la résolution des
images d’un rapport 3. De plus les visuels (voir Fig. 6.14) nous confirment que la calibration est
qualitativement représentative de la réalité.
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6.7 Limites & Conclusion
Nous avons présenté une méthode de calibration multi-vues qui utilise différents types de
contraintes pour être plus robuste dans les scènes d’intérieur. L’utilisation des points, classique,
permet d’obtenir une bonne précision lorsqu’ils sont disponibles, tandis que l’utilisation des
lignes rend ce procédé plus robuste dans les scènes planaires par morceaux et peu texturées
comme les scènes d’intérieur. De plus, les contraintes coplanaires permettent de se libérer de
la nécessité d’utiliser des triplets d’images pour calibrer une scène entière. Enfin nous avons
montré comment combiner ces 3 types de contraintes pour obtenir un résultat utilisant au mieux
les avantages de chacune.
Cependant, notre calibration multi-vue n’est pas encore suivie d’une reconstruction efficace
de scènes d’intérieur. Le problème principal pour une reconstruction dense reste l’absence de
points d’accroches notamment sur des murs de couleur uniforme. Néanmoins, nous pensons
que les contraintes coplanaires utilisées lors de la calibration pourraient permettre de faciliter la
reconstruction à l’aide d’aprioris planaires sur les zones uniformes.
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POINTS LIGNES PLANS
Office P19
Meeting P31
Trapezoid P17
FIGURE 6.14 – Reconstruction 3D des scènes d’intérieur en séparant les points, les lignes et
les contraintes coplanaires. Les plans affichés correspondent à la fusion de plusieurs contraints
coplanaires appartenant à des plans similaires. Nous avons ajouté quelques images des datasets
pour donner une idée générale des scènes.
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Chapitre 7
Conclusion & Perspectives
Dans cette thèse, nous avons renforcé, sans pour autant compromettre la précision, la robus-
tesse des méthodes de calibration multi-vue dans le cadre des scènes d’intérieur. Pour cela nous
avons choisi d’utiliser les segments de droites, plus nombreux, mieux répartis dans ce type de
scène et plus robustes à de forts changements de points de vue. Des améliorations sont néan-
moins encore possible.
7.1 Détection et appariement
Confronté à des problèmes de détection dans les scènes d’intérieur et plus particulièrement
avec des images de grande résolution, nous avons défini une méthode multi-échelle permettant
d’obtenir de bonnes détections indépendamment de la taille de l’image et de la difficulté de la
scène (e.g. présence de bruit, faible contraste...).
Même si la méthode développée permet d’obtenir de bons résultats, elle possède encore
quelques inconvénients qui la rendent encore améliorable.
De plus, les méthodes d’appariement de segments sont également loin d’être parfaites et de
nombreux segments ne sont pas bien mis en correspondance. En effet, comparés aux méthodes
de détection et d’appariement de points [46, 7], les résultats semblent nettement moins bons.
Cette observation peut s’expliquer par une difficulté intrinsèque plus grande dans le cas des seg-
ments que dans le cas des points. En effet, les extrémités des segments sont rarement fiables, les
différences de points de vue engendrent des déformations des surfaces et des positions relatives
entre lignes bien plus importantes qu’avec les points et enfin, l’appariement lui-même est mal
défini : voulons nous mettre des segments en correspondance bijective alors que les extrémités
sont mal définies ou préférons nous mettre en correspondance n segments d’une image avec m
de l’autre à condition qu’ils appartiennent tous à la même droite 3D?
La qualité de l’appariement dépend de la qualité de la méthode utilisée mais également de la
qualité de la détection. Or ces deux aspects sont cruciaux pour la méthode de calibration. Nous
nous sommes aperçus que certaines scènes étaient mal calibrées à cause d’un appariement de
très mauvaise qualité et il nous semble donc que cette étape est actuellement limitante pour le
bon fonctionnement d’une méthode de calibration à partir de segments.
7.2 Calibration bifocale
Dans le but de pouvoir calibrer des scènes planaires et peu texturées, nous nous sommes
tournés vers l’utilisation de segments. Cependant, les segments seuls n’imposent pas suffisam-
ment de contraintes sur la 3D d’une scène observée par deux images. En utilisant le parallélisme
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des segments, nous avons développé une méthode précise et robuste de calibration à deux vues
qui ne suppose pas une scène Manhattan-world.
Néanmoins si des contraintes de parallélisme sont toujours observables dans la pratique, elles
nécessitent au préalable la détection des points de fuite de la scène. Or, tous les segments détectés
n’ont pas nécessairement de point de fuite associé et certains points de fuite sont dédoublés et
d’autres fusionnés. Ainsi, cette étape a tendance à réduire le nombre de contraintes disponibles
(i.e. pour pouvoir être utilisé, un segment doit avoir un appariement et un point de fuite) tout en
les diluant avec de mauvaises contraintes (i.e. lorsque le point de fuite associé n’est pas le bon).
De plus, si cette méthode exploite les segments, elle a toujours besoin d’appariements de
points pour estimer la direction de la translation. Cependant, les points ne sont pas toujours
bien détectés ou mis en correspondance dans les scènes d’intérieur et nos expériences ont mon-
tré que l’utilisation d’intersections de droites ne fonctionnait pas aussi bien. Une détection de
points et/ou d’intersections de droite coplanaires de meilleure qualité permettrait d’améliorer la
précision et la robustesse de cette méthode.
7.3 Calibration multi-vue et reconstruction dense
Enfin, motivés par des scènes pauvres en features nous avons cherché à nous passer des
contraintes trifocales habituellement nécessaires à une calibration multi-vue. Pour cela, nous
avons exploité les contraintes coplanaires de certains segments. De plus nous avons reformulé
les contraintes trifocales usuelles pour pouvoir les combiner à nos contraintes coplanaires. Nous
avons montré que l’utilisation conjointe des trois types de contraintes permettait une calibration
plus robuste et aussi précise que les méthodes état-de-l’art.
Cependant nous avons observé que l’utilisation des points dans l’ajustement de faisceaux
permettait un gain de précision nettement plus important que celui des triplets de segments
ou des segments coplanaires alors que la précision des différents features est similaire avant
ajustement de faisceaux. De plus, contrairement au cas des points, l’erreur de reprojection des
lignes n’a pas de formule parfaite (i.e. comment définir une distance entre deux segments? faut
il prendre en compte les extrémités? les différences angulaires de direction? ...). Dans le cas
des contraintes coplanaires, la distance de reprojection est encore plus complexe à définir et
nous pensons donc qu’une formulation plus adaptée de ces deux distances permettrait un gain
de précision non négligeable.
De plus, certaines contraintes propres aux lignes pourraient être ajoutées pour permettre une
reconstruction de meilleure qualité. Ainsi, des contraintes à base de parallélisme, d’orthogo-
nalité ou exploitant la présence hypothétique de plans pourraient être utilisées. En particulier,
les contraintes coplanaires ne se limitent qu’à des paires de segments. En regroupant les seg-
ments coplanaires appartenant à un même plan il devrait être possible d’obtenir un résultat plus
précis. De plus, l’utilisation de plans devrait permettre une reconstruction dense plus robuste,
notamment dans les zones peu texturées, fréquentes dans les scènes d’intérieur.
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