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We consider a composite system consisting of coupled particles, and investigate decoherence due
to coupling of the center-of-mass degree of freedom with the internal degrees of freedom. For a
simple model of two bound particles, we show that in general such a decoherence effect exists,
and leads to suppression of interference between different paths of the center-of-mass. For the
special case of two harmonically-bound particles moving in an external potential in one dimension,
we show that the coupling between the center-of-mass and internal degrees of freedom can be
approximated as parametric driving, and that nontrivial coupling depends on the second derivative
of the external potential. We find a partial solution to this parametric driving problem. For a
simple interference experiment, consisting of two wave packets scattering off of a square well, we
perform numerical simulations and show a close connection between suppression of interference
and entanglement between the center-of-mass and internal degrees of freedom. We also propose
a measure of compositeness which quantifies the extent to which a composite system cannot be
approximated as a single, indivisible particle. We numerically calculate this quantity for our square
well example system.
I. INTRODUCTION
Though the fundamental components of all physical
systems follow the laws of quantum mechanics, the ob-
jects in our everyday reality obey Newton’s laws. Clearly,
in composite objects, the quantum interactions of numer-
ous particles somehow conspire to produce a “whole” that
obeys Newtonian physics. Unfortunately, quantum the-
ory does not provide a natural or obvious framework for
the derivation of that classical reality, or for indicating
the border between quantum and classical behavior.
In the early days of quantum theory the demarca-
tion between quantum and classical behavior was often
placed, at least approximately, at the boundary between
the microscopic and macroscopic. But this couldn’t be
the ultimate answer, for no object is truly macroscopic in
the sense that it is a single particle of macroscopic dimen-
sion and weight. Instead, to call something macroscopic
is to approximate it by ignoring the internal states of its
microscopic components, thereby essentially reducing the
problem to center-of-mass variables.
In the past few decades, the failures of the
macro/micro distinction have also been highlighted by
new experimental results. For example, a nanometer-
scale superconducting electrode connected to a reser-
voir via a Josephson junction constitutes a macroscopic
two-level electronic system in which the two charge
states can be coherently superposed [1–3]. More re-
cently, nanomechanical resonators coupled to electrical
circuits—systems of billions of atoms—have been mea-
sured to be oscillating in their quantum ground state [4].
But the grandest demand for a seamless approach to the
quantum/classical divide comes from cosmology: since
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the universe has no place for an external observer, a the-
ory of quantum cosmology must include classical physics
as a property that emerges from purely quantum laws [5].
The mechanism by which the classical world emerges
from a set of quantum particles is called decoherence.
One way systems decohere is through interactions with
an external system, the environment, which typically
consists of a large number of degrees of freedom, and
is not subject to measurement. The coupling means that
the state of the environment will be sensitive to the state
of the system, and will in a sense, “observe” the system,
leading to a destruction of coherence. Mathematically,
this occurs because our lack of knowledge about the en-
vironment requires that we trace over the environmental
degrees of freedom, leading to an evolution of the ob-
served system in which the density matrix is reduced to
a classical probability distribution. There are many envi-
ronmental mechanisms that can cause this. For example,
the molecules in a beam can collide with lighter particles
[6, 7], or interact with thermal radiation [8].
While much work has been done to examine the deco-
herence of systems due to external factors (see, for ex-
ample, [9–12]) as cosmologists have pointed out, we need
not turn to external systems as the cause of the emer-
gence of classical behavior. Such behavior can arise from
the make-up of the object itself—that is, from the ob-
ject’s own internal states, which can act essentially as
an “external environment” that travels with the object,
allowing the body’s center-of-mass motion to be approx-
imated by the classical equations of motion [13, 14].
In this paper we investigate the mechanism for this
transition to classical behavior through the influence-
functional methods of Feynman and Vernon [15]. That
method is tailor-made for this analysis because it al-
lows us to integrate out the internal degrees of freedom,
leaving an expression for the center-of-mass coordinates
alone. We will then illustrate the effect by considering
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2a specific scattering problem. We find that when the
scattered particles possess internal states, as the entan-
glement between internal state and environment grows,
the interference diminishes.
II. THE INFLUENCE FUNCTIONAL
For simplicity of analysis, we will consider a compos-
ite system with only a single internal degree of freedom.
Obviously, more complicated systems with many inter-
nal degrees of freedom will likely exhibit much stronger
decoherence effects, but analyzing even a single internal
degree of freedom is both revealing and fairly challenging.
A. Propagator
Consider a two-particle system in an external poten-
tial V , and subject to an internal potential U(x1, x2).
Assume both particles have mass m. We can change vari-
ables to separate the center-of-mass and internal degrees
of freedom:
Y ≡ 1
2
(x1 + x2) ,
y ≡ 1
2
(x1 − x2) , (1)
or inverting the relationship,
x1,2 = Y ± y.
In terms of these new variables, the kinetic energy is
1
2
m
(
x˙21 + x˙
2
2
)
=
1
2
M
(
Y˙ 2 + y˙2
)
,
where M = 2m is the mass of the composite system.
Assuming that U(x1, x2) has the form U(x1, x2) = U(y),
the potential energy is
V (x1)+V (x2)+U(x1, x2) = V (Y +y)+V (Y −y)+U(y).
The Lagrangian in terms of Y and y is thus
L(Y, y, Y˙ , y˙) =
1
2
M
(
Y˙ 2 + y˙2
)
−V (Y+y)−V (Y−y)−U(y).
(2)
The propagator for this system is given by the path
integral
K(Yf , yf , tf ;Yi, yi, ti)
=
∫ ∫
e
i
~
∫ tf
ti
L(Y (t),y(t),Y˙ (t),y˙(t))dtDyDY
=
∫
e
iM
2~
∫ tf
ti
Y˙ 2dtK˜[Y (t); yf , tt; yi, ti)DY, (3)
where K˜[Y (t); yf , tt; yi, ti) is
K˜[Y (t); yf , tt; yi, ti)
=
∫
exp
i
~
{∫ tf
ti
(
M
2
y˙2(t)− V (Y (t) + y(t))
−V (Y (t)− y(t))− U(y(t))
)
dt
}
Dy. (4)
If K˜[Y (t); yf , tt; yi, ti) = e
i
~
∫ tf
ti
(−2V (Y (t))))dt the
composite-particle propagator in (3) would represent
the propagator for a single particle of mass M = 2m
and “charge” 2, i.e., moving in a potential 2V (Y ). This
is a good approximation when the contributions from
the path integral in (4) are dominated by the path
y(t) = y˙(t) = 0. In general, though this may not hold,
the paths that are important in (4) are nevertheless
of order L, the “size” of the composite system. If
the external potential, V (Y ), varies slowly over such
distances, this suggests approximating (4) employing a
Taylor expansion around Y (t):
V (Y + y) + V (Y − y) = 2V (Y ) + V ′′(Y )y2 +O(y4).
The 2V (Y ) term is just a potential acting on the center-
of-mass degree of freedom, and can be absorbed into
the action for the center-of-mass. The second term has
the form of parametric driving on the internal degree of
freedom. This gives the following approximation for the
propagator in (3):
K(Yf , yf , tf ;Yi, yi, ti)
=
∫
DY e i~
∫ tf
ti
(M2 Y˙
2(t)−2V (Y (t)))dt (5)
×
∫
Dye i~
∫ tf
ti
(M2 y˙
2(t)−V ′′(Y (t))y2(t)−U(y(t)))dt.
We will make this approximation in the following sec-
tion, in which we consider the effective transition proba-
bilities for center-of-mass states, assuming that the final
state of the internal degree of freedom goes unobserved.
Note that, since the harmonic force driving the internal
state variable depends on the path in the center-of-mass
path integral, there is no equivalent approximation in the
Hamiltonian formalism.
B. Transition Probability
From the propagator we can derive the probability for
the degrees of freedom to make a transition from an ini-
tial product wave function φ(Yi)ψi(yi) to a final product
wave function χ(Yf )ψf (yf ):
3p
(
φ(Yi)ψi(yi)→ χ(Yf )ψf (yf )
)
=
∣∣∣∣∣
∫ ∫ ∫ ∫
χ∗(Yf )ψ∗f (yf )K(Yf , yf , tf ;Yi, yi, ti)φ(Yi)ψi(yi)dYfdyfdYidyi
∣∣∣∣∣
2
. (6)
We fix the initial state of the internal degree of free-
dom and obtain an effective transition probability for the
center-of-mass state alone by summing over (i.e., tracing
out) the final state of the internal degree of freedom:
p
(
φ(Yi)→ χ(Yf )
∣∣∣∣ψi(yi)) = (7)∫ ∫ ∫ ∫
dYfdY
′
fdYidY
′
i χ(Yf )χ
∗(Y ′f )φ(Yi)φ
∗(Y ′i )
×
∫ ∫
DYDY ′e iM2~
∫ tf
ti
(Y˙ 2(t)−Y˙ ′2(t))dtF¯ψ[Y (t), Y ′(t)],
where F¯ψ[Y (t), Y
′(t)] is the influence functional:
F¯ψ[Y (t), Y
′(t)] =
∫ ∫ ∫
dyfdyidy
′
iψ
∗
i (y
′
i)ψi(yi)
×K˜∗[Y ′(t); yf , tt; y′i, ti) (8)
×K˜[Y (t); yf , tt; yi, ti).
This integral has an interesting interpretation. The
center-of-mass trajectories in the path integral for the
propagator of the full system (3) appear here as fixed
functions of time, Y (t) and Y ′(t). If we consider these
to be classical driving functions, then we can define two
wave functions
ψ˜Y (yf ) =
∫
dyiK˜[Y (t); yf , tf ; yi, ti)ψi(yi),
ψ˜Y ′(yf ) =
∫
dy′iK˜[Y
′(t); yf , tf ; y′i, ti)ψi(y
′
i). (9)
These are the wave functions of the internal degree of
freedom that would result if that degree of freedom began
in the state ψi, and was then “classically driven” by a
potential that depends on the center-of-mass trajectories
Y (t) and Y ′(t), respectively, namely:
V (Y (t) + y) + V (Y (t)− y) + U(y)
and
V (Y ′(t) + y) + V (Y ′(t)− y) + U(y).
The influence functional is the scalar product of those
two wave functions at time tf :
F¯ψ[Y (t), Y
′(t)] = 〈ψ˜Y |ψ˜Y ′〉. (10)
Though we have a simple physical interpretation, eval-
uating the path integrals in (8) for general potentials is
very difficult. But we can make more progress, and see
a simpler physical interpretation, if we use the approxi-
mation we alluded to above:
V (Y + y) + V (Y − y) = 2V (Y ) + y2V ′′(Y ) +O(y4).
We can now more cleanly separate the terms that depend
only on Y (t) and Y ′(t) from those that depend on on y(t)
and y′(t), giving us the following approximate expression
for the influence functional:
F¯ψ[Y (t), Y
′(t)]
= e−
2i
~
∫ tf
ti
(V (Y (t))−V (Y ′(t)))dt
×
∫
dyf
[∫
dy′iK
∗[Y ′(t); yf , tf ; y′i, ti)ψ
∗
i (y
′
i)
]
×
[∫
dyiK[Y (t); yf , tf ; yi, ti)ψi(yi)
]
= e−
2i
~
∫ tf
ti
(V (Y (t))−V (Y ′(t)))dt〈ψY |ψY ′〉, (11)
Here, K[Y (t); yf , tf ; yi, ti) is the propagator correspond-
ing to the time-dependent (and center-of-mass-path-
dependent) Hamiltonian
HY (t) =
p2y
2M
+ U(y) + V ′′(Y (t))y2,
and ψY (yf ) is the wave function of the internal degree of
freedom at time tf after evolving via that Hamiltonian
from the initial wave function ψi(yi). Employing (11) we
obtain the following approximation for (8):
p
(
φ(Yi)→ χ(Yf )
∣∣∣∣ψi(yi)) = ∫ ∫ ∫ ∫ dYfdY ′fdYidY ′i χ(Yf )χ∗(Y ′f )φ(Yi)φ∗(Y ′i )
×
∫ ∫
DYDY ′e iM2~
∫ tf
ti
(Y˙ 2(t)−Y˙ ′2(t))dte−
2i
~
∫ tf
ti
(V (Y (t))−V (Y ′(t)))dt〈ψY |ψY ′〉. (12)
This expression shows clearly that the effect of the inter-
nal states is to modulate the integrand for the center-
of-mass motion through the factor 〈ψY |ψY ′〉. When
〈ψY |ψY ′〉 = 1, the compound particle acts as if it is not
4composite, but rather a single particle with mass equal to
the sum of the component masses. The degree to which
〈ψY |ψY ′〉 deviates from unity determines the ”degree of
compositeness” of the compound particle.
We expect decoherence effects—such as the suppres-
sion of interference—when |〈ψY |ψY ′〉| < 1 for Y (t) 6=
Y ′(t). This will depend on both the internal po-
tential U(y) and the coupling term V ′′(Y (t)). If
V (Y ) is a quadratic potential—for instance, a harmonic
oscillator—then this term will be constant and there will
be no coupling between the internal and external degrees
of freedom. Therefore decoherence should only occur if
the external potential V (Y ) is not harmonic. However,
even in that case, the effects will also depend on the in-
ternal potential, as well as the state of the internal degree
of freedom. We now specialize to the case where the in-
ternal potential is harmonic.
III. DEGREE OF COMPOSITENESS
As mentioned after Eq. (12), a natural question arises
as to what degree a compound system can be treated
as a single particle, rather than a composite system. It
would be useful to have a measure of “compositeness,”
which would indicate to what degree we can ignore the
internal degrees of freedom of the system. To put this
another way, we would like to ask to what extent we
can describe the behavior of the center-of-mass degree of
freedom while neglecting the internal degree (or degrees)
of freedom.
Consider a composite system in an initial product state
|Ψ0〉 = |φ0〉Y ⊗ |ψ0〉y.
The Hamiltonian of the joint system is given by
H =
p2Y
2m
+
p2y
2m
+ V (Y + y) + V (Y − y) + U(y)
≈ p
2
Y
2m
+
p2y
2m
+ 2V (Y ) + V ′′(Y )y2 + U(y). (13)
The term V ′′(Y )y2 couples the internal and center-of-
mass degrees of freedom. How much does this influence
the evolution of the center-of-mass? This will in general
depend both on the particular system (the choice of po-
tentials V (Y ) and U(y)) and the states of the internal
and external degrees of freedom.
We can define a “decoupled” Hamiltonian
Hd =
p2Y
2m
+
p2y
2m
+ 2V (Y ) + U(y), (14)
which omits the coupling term. We can then compare the
alternative evolutions with and without the coupling, by
looking at how the overlap between the states changes
for the two evolutions:
|Ψ(t)〉 = exp(−iHt/~)|Ψ0〉,
|Ψd(t)〉 = exp(−iHdt/~)|Ψ0〉. (15)
The rate of change of the overlap is given by
d
dt
〈Ψd(t)|Ψ(t)〉 = i~ 〈Ψd(t)| (Hd −H) |Ψ(t)〉
≈ i
~
〈Ψd(t)|
(−V ′′(Y )y2) |Ψ(t)〉. (16)
Specializing to t = 0, we get
d
dt
〈Ψd(t)|Ψ(t)〉
∣∣∣∣
t=0
≈ − i
~
〈V ′′(Y )〉φ0〈y2〉ψ0 . (17)
The magnitude of this rate has some properties that
one would want in a measure of compositeness, but it
is not perfect. In particular, the rate of change of the
overlap does not distinguish between physically signifi-
cant changes in the state due to coupling, and physically
meaningless changes in the global phase. It also treats
the internal and center-of-mass degrees of freedom sym-
metrically, while we are more interested in the question
of how well the center-of-mass degree of freedom is ap-
proximated as a single indivisible particle.
This overlap does suggest a related approach, however,
which can overcome these difficulties. Let us define the
state in the interaction picture:
|Ψ˜(t)〉 ≡ exp(iHdt/~)|Ψ(t)〉. (18)
We can then define the reduced density matrix for the
center-of-mass in the interaction picture by taking a par-
tial trace over the internal degrees of freedom:
ρ˜(t) ≡ Trint
{
|Ψ˜(t)〉〈Ψ˜(t)|
}
. (19)
To solve for the evolution of |Ψ˜(t)〉 or ρ˜(t) in general
requires the ability to solve the Schro¨dinger equation.
But at t = 0 with an initial product state, the rate of
change of ρ˜(0) simplifies:
dρ˜
dt
∣∣∣∣
t=0
= − i
~
[
Qˆ, |φ0〉〈φ0|
]
, (20)
where Qˆ is an effective Hamiltonian:
Qˆ = Trint
{
(V (Y + y) + V (Y − y)− 2V (Y ))
× (I ⊗ |ψ0〉〈ψ0|)
}
≈ V ′′(Y )〈y2〉ψ0 . (21)
This evolution will produce a nontrivial change in ρ˜
if and only if |φ0〉 is not an eigenstate of Qˆ. We can
measure this by looking at the variance:
MC =
√
〈∆Qˆ2〉φ0 =
√
〈Qˆ2〉φ0 − 〈Qˆ〉
2
φ0
. (22)
This quantity MC is real and nonnegative, and is nonzero
if and only if there is nontrivial coupling between the in-
ternal and center-of-mass degrees of freedom. The value
of MC depends on the nature of the potential V (Y ), and
on the states |φ0〉 and |ψ0〉. The factor of 〈y2〉ψ0 means
5that this quantity doesn’t have a simple maximum (and
the approximate expansion of V (Y ± y) to second order
will not be valid if y2 is too large), but it should have
a minimum, which may or may not be nonzero, depend-
ing on the system. It also suggests that the states which
will show large effects of compositeness have both y2 and
V ′′(Y ) large, and are not eigenstates of V ′′(Y ).
Choosing MC to be the square root of the variance has
a suggestive physical interpretation. Since the operator
Qˆ is essentially an effective interaction Hamiltonian, we
can define an energy-time uncertainty principle relating
the variance of Qˆ and the timescale ∆t of a state transi-
tion:
2MC
~
≤ 1
∆t
.
So we can interpret MC as proportional to the rate at
which the interaction between the center-of-mass and
internal degrees of freedom will cause the center-of-
mass state to become orthogonal to the center-of-mass
state without interaction. We expect this measure to be
nonzero whenever interaction with the internal degrees of
freedom causes decoherence; but it may be nonzero even
in cases with no decoherence, if the composite structure
produces a change in the center-of-mass evolution.
The dependence of Qˆ on the second derivative of the
potential is at first a bit surprising. (The second deriva-
tive is simply related to a quantity in mechanics known as
the jerk or jolt.) But a bit of reflection reveals that the
leading order contribution to the coupling between the
internal and center-of-mass degrees of freedom actually
depends on the third derivative. To see that, suppose
we expand the potential V (Y + y) + V (Y − y) about
some point Y0. We can see how different terms in this
expansion will affect the internal and external degrees of
freedom:
• There is a set of terms involving only Y : 2V (Y0) +
2V ′(Y0)(Y − Y0) + · · · = 2V (Y ). These produce no
coupling between the internal and center-of-mass
degrees of freedom.
• All terms that are linear in y cancel out in the ex-
pansion, as do all terms of odd power in y.
• There is a term V ′′(Y0)y2 that will produce a har-
monic potential for the internal degree of freedom,
but which is not coupled to the center of mass. (If
the internal potential U(y) is also harmonic, this is
just a constant frequency shift.)
• The lowest order term including both the internal
and center-of-mass variables is V (3)(Y0)(Y −Y0)y2.
This term will produce a parametric driving of the
internal degree of freedom dependent on the center-
of-mass position, and a force on the center-of-mass
that depends on the internal degree of freedom.
We see from this that to produce nontrivial coupling be-
tween the internal and center-of-mass degrees of freedom
requires a nonvanishing third derivative. Without that,
the coupling produces at most a constant frequency shift,
and can affect only the global phase of the center-of-mass
state. The proposed measure MC is nonzero precisely
when such nontrivial couplings are present.
A number of straightforward variants of this measure
are possible. For instance, we could relax the restriction
to product states, or to pure states. We could also look
at the change over a finite time interval, rather than the
instantaneous rate of change. These differences would
entail more computational complexity, but are worth ex-
ploring in future work.
IV. SOLUTION FOR A HARMONIC INTERNAL
POTENTIAL
A. Effective Hamiltonian
Suppose the internal potential is harmonic, which is a
good approximation for many simple molecules.
U(x1, x2) =
k
2
(x1 − x2)2 = 2ky2. (23)
The propagator becomes
K(Yf , yf , tf ;Yi, yi, ti)
=
∫
DY e i~
∫ tf
ti
(M2 Y˙
2(t)−2V (Y (t)))dt (24)
×
∫
Dye i~
∫ tf
ti
(M2 y˙
2(t)−(V ′′(Y (t))+2k)y2(t))dt.
For the purpose of evaluating the path integral over the
internal degree of freedom, let us assume that the center-
of-mass trajectory Y (t) is fixed. We can then define the
time-dependent internal potential
W (y, t) ≡ w(t)
2
y2 (25)
where
w(t) ≡ 4k + 2V ′′(Y (t)). (26)
First let us set M = 1 and ~ = 1. Let us make a change
of variables:
a ≡ 1√
2
(y + ipy),y ≡ 1√
2
(a+ a†),
a† ≡ 1√
2
(y − ipy),py ≡ i√
2
(a† − a). (27)
In terms of these new variables the effective Hamiltonian
corresponding to the internal degree of freedom in (24):
HY (t) = Ω(t)a
†a+ β(t)(a2 + a†
2
) +
1
2
Ω(t), (28)
where
Ω(t) ≡ w(t) + 1
2
=
2V ′′(Y (t)) + 4k + 1
2
, (29)
β(t) ≡ Ω(t)− 1
2
=
2V ′′(Y (t)) + 4k − 1
4
. (30)
6Employing this Hamiltonian, for each trajectory in the
center-of-mass path integral in (24), we can reduce the
problem of determining the dynamics of the internal de-
gree of freedom, y, to the solution of a single ordinary
(nonlinear) differential equation.
B. Solution for Fixed Center-of-Mass Path
To solve for the dynamics, we begin by noting that
operators can be put in normal-ordered form [16]:
f(a, a†) =
∑
r,s≥0
fr,s(a
†)ras, (31)
where the coefficients fr,s are complex numbers. Every
such operator is therefore in one-to-one correspondence
with a complex function f¯(α, α∗), where
f¯(α, α∗) =
∑
r,s≥0
fr,s(α
∗)rαs = 〈α|f(a, a†)|α〉. (32)
We can now use the fact that the function f¯(α, α∗) de-
termines the operator f(a, a†) to solve for the unitary
propagator of the parametrically-driven oscillator.
Let U(t) be the unitary propagator from the initial
time to time t. It satisfies the operator Schro¨dinger equa-
tion:
i
dU
dt
(t) = H(t)U(t) (33)
=
[
Ω(t)a†a+ β(t)(a2 + a†
2
) +
1
2
Ω(t)
]
U(t).
We can write U in normal-ordered form,
U =
∑
n,m
Un,m(a
†)nam ⇒
U¯(α, α∗) =
∑
n,m
Un,m(α
∗)nαm = 〈α|U |α〉. (34)
This function obeys a differential equation:
i
dU¯
dt
(α, α∗, t) = 〈α|H(t)U(t)|α〉 (35)
= 〈α|
[
Ω(t)a†a+ β(t)(a2 + a†
2
) +
1
2
Ω(t)
]
U(t)|α〉.
Employing the simple results:
〈α|(a†)nU(t)|α〉 = (α∗)nU¯(t),
〈α|amU(t)|α〉 = (α+ ∂/∂α∗)mU¯(t)
the differential equation for U¯(t) becomes
i
dU¯
dt
(α, α∗, t) =
[
Ω(t)α∗(α+ ∂/∂α∗) (36)
+ β(t)
(
(α+ ∂/∂α∗)2 + (α∗)2
)
+
1
2
Ω(t)
]
U¯(α, α∗, t).
We make an ansatz for the solution:
U¯(α, α∗, t) = e−
i
2
∫ t
0
Ω(t′)dt′eG(α,α
∗,t),
where
G(α, α∗, t) = A(t) +D(t)α∗α+ E(t)α∗2 + F (t)α. (37)
If we can solve for the functions of time in (37), we can
easily recover the effective propagator for the internal
states:∫ yf
yi
Dye i~
∫ tf
ti
(M2 y˙
2(t)−(V ′′(Y (t))+2k)y2(t))dt (38)
= e−
i
~
∫ t
0
Ω(t′)dt′eA(t)〈yf |eD(t)a
†a+E(t)(adagger)
2
+F (t)a|yi〉.
Note that one might expect also terms proportional to α∗
and α2 but these terms can be chosen to be identically
zero.
At t = 0 we want U¯ = 1, which gives us initial condi-
tions:
A(0) = D(0) = E(0) = F (0) = 0.
Plugging the above expression into the differential equa-
tion (37) yields the following differential equations for the
functions A(t), D(t), E(t) and F (t):
i
dA
dt
= 2β(t)E(t),
i
dD
dt
= [Ω(t) + 4β(t)E(t)] (D(t) + 1), (39)
i
dE
dt
= β(t) + 2Ω(t)E(t) + 4β(t)E2(t),
i
dF
dt
= β(t)(D(t) + 1)2.
Looking at the structure of these equations, we see that
one can solve for A(t), D(t) and F (t) in terms of E(t):
A(t) = −2i
∫ t
0
β(t′)E(t′)dt′, (40)
D(t) = e−i
∫ t
0
(Ω(t′)+4β(t′)E(t′))dt′ − 1, (41)
F (t) = −i
∫ t
0
β(t′)e−2i
∫ t′
0
(Ω(t′′)+4β(t′′)E(t′))dt′′dt′. (42)
The equation for E(t) is self-contained, and must be
solved before plugging it into these expressions:
i
dE
dt
= β(t) + 2Ω(t)E(t) + 4β(t)E2(t). (43)
For certain choices of w(t) this equation may be solvable
in closed form; but generically, this equation may only
be solvable numerically. This would be sufficient to allow
the solution of the influence functional (11) for particular
choices of Y (t) and Y ′(t). It is not practical to evaluate
the path integrals in (12) in this way, however it is often
the case that a path integral is dominated by the classical
path [17]. In that case, by replacing Y (t) and Y ′(t) in
〈ψY |ψY ′〉 by Ycl(t) and Y ′cl(t), the leading order to (12)
could be calculated.
7V. EXAMPLE OF INTERFERENCE
SUPPRESSION
We can see from the above results that coupling to in-
ternal degrees of freedom should generically lead to sup-
pression of interference effects, just like other kinds of
decoherence. It is hard to estimate the magnitude of this
effect analytically, however. In this section, we give a
numerical analysis of interference in a simple scattering
process, and show that even a single internal degree of
freedom can significantly suppress interference.
Suppose two wave packets, initially separated from
each other, approach a potential of compact support,
such as a square well, from opposite directions. Each
wave packet, taken alone, would produce both a reflected
and transmitted wave. By linearity, when we start with
the superposition of the two, each will produce such
waves, and they will interfere in some manner, depending
on the initial conditions. This interference is a strictly
quantum effect with no classical counterpart. We show
below that, when the scattered particles possess internal
states, as the entanglement between internal state and
environment grows, the interference diminishes.
A. The scattering experiment
Consider a particle moving in one dimension with a po-
tential V (x) which is zero everywhere outside of a com-
pact region of size L: −L/2 ≤ x ≤ L/2. For simplicity,
we will assume a simple square well potential:
V (x) =
 0, x < −L/2,−V0, −L/2 ≤ x ≤ L/2,0, x > L/2, (44)
where V0 > 0. A narrow wave packet incident on this
potential will generically scatter into two transmitted
and reflected wave packets. Classically, incident particles
would not be reflected from such a well; such reflection
is already a quantum-mechanical effect.
Suppose we have a particle of mass m = 1 incident
from the left in a plane wave state with momentum p;
then it is straightforward to calculate the norms of the
reflection and transmission coefficients R and T :
|R|2 = 2(mV0)
2 sin2(Lp˜)
2p4 + 4(mV0)p2 + 2(mV0)2 sin
2(Lp˜)
, (45)
|T |2 = 2p
2(p2 + 2mV0)
2p4 + 4(mV0)p2 + 2(mV0)2 sin
2(Lp˜)
, (46)
where
p˜ =
√
p2 + 2mV0.
By choosing an appropriate set of values p, L and mV0
it is possible to have this square well act like a 50/50
FIG. 1. (Color online.) A quantum particle scattering from
a square well.
beam splitter for wave-packets centered around momen-
tum p. If we choose p = 1 and L = 0.5 in dimension-
less units, this 50/50 reflection/transmission occurs for
mV0 ≈ 2.64.
We can then model a situation like the second half of
a Michelson interferometer: a superposition of two iden-
tical wave packets incident from the right and left with
the same magnitude of |k| can interfere almost perfectly,
so that a single wavefunction emerges either to the right
or to the left (depending on the relative phase of the two
incident wave packets).
B. Scattering of a composite particle
Now suppose that instead of a single particle of mass
m = 1 we have a composite particle, comprising two
particles of mass 1/2 bound by a harmonic potential.
Because the potential is piecewise constant, V ′′(x) = 0
everywhere except at x = ±L/2. So from the results
of the previous section, the internal and center-of-mass
degrees of freedom are decoupled everywhere except at
those two points, where there is an impulsive coupling
between them.
If we prepare the center-of-mass degree of freedom in
a narrow wave packet and scatter it off of this potential
well, entanglement can be produced between the internal
and center-of-mass degrees of freedom. Whether entan-
glement is in fact produced depends on the initial state
of the internal degree of freedom. In a classical harmonic
oscillator, the strength of parametric driving depends on
the initial amplitude of oscillation. An oscillator in equi-
librium experiences no driving. Similarly, if the internal
degree of freedom begins in the ground state, the para-
metric driving from the center-of-mass degree of freedom
will be ineffective in coupling the two degrees of freedom.
If the internal degree of freedom begins in an excited
state, however, it will be more strongly coupled to the
8center-of-mass degree of freedom.
C. Numerical results
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FIG. 2. (Color online.) Entanglement between the internal
and center-of-mass degrees of freedom, vs. the initial excita-
tion of the internal degree of freedom. The measure is the
purity of the reduced density matrix.
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FIG. 3. (Color online.) Maximum interference between left-
going and right-going Gaussian wave packets scattering off the
central potential well, vs. the initial excitation of the internal
degree of freedom. Initially the internal and center-of-mass
degrees of freedom are in a pure product state.
We have numerically simulated the interference experi-
ment described in the previous subsection for two coupled
particles with a variety of initial states. The center-of-
mass degree of freedom begins in the superposition state
φi(Y ) =
1(
4σ2ypi
)1/4(exp (−(Y + Y0)2/2σ2Y + ipY )
+eiθ exp
(−(Y − Y0)2/2σ2Y − ipY )), (47)
and the internal degree of freedom begins in the state
ψi(y) =
1(
σ2ypi
)1/4 exp (−(y − ξ0)2/2σ2y) , (48)
where Y0 = 20, σY = 5, p = 1, L = 0.5, and mV0 = 2.64.
The parameter θ is a relative phase between the two
wave packets; we choose this phase θ to maximize the
interference between them. We choose the internal cou-
pling strength k = (9/2)2, and the width of the initial
wave packet for the internal degree of freedom to be
σy = 1/9; with this choice, the initial state ψi(y) is the
ground state for ξ0 = 0, and an excited state for ξ0 6= 0.
We have simulated this system from its initial state un-
til after the scattering (into two wave packets) from the
potential well for a range of values of ξ0.
Decoherence generally has its effect by suppressing in-
terference. In this case, the interference is between the
reflected and scattered components of the two incoming
wave packets. We choose the relative phase θ to max-
imize the probability after scattering that the scattered
particle will be moving leftward. (Of course, the situation
would be completely symmetric if we chose to maximize
the outgoing rightward component.)
Since the state of this system is pure at all times, the
proper measure of entanglement between the internal and
center-of-mass degrees of freedom would be the entropy
of entanglement between them. However, this is a some-
what messy quantity to calculate for high-dimensional
systems like those we are treating here. Instead, we use
a simpler proxy quantity: the impurity of the reduced
density matrix of the internal degree of freedom. This is
simply
E = 1− Tr{ρ2int}, ρint = Trcom{|Ψ〉〈Ψ|}.
Results of the simulations are plotted in Figs. 2 and
3. Fig. 2 plots the impurity of the reduced density ma-
trix for the internal degree of freedom after scattering as
a function of its initial displacement. Fig. 3 plots the
maximum leftward probability of the scattered particle.
We see that if the internal degree of freedom begins in
the ground state, the parametric driving is ineffective in
coupling the internal and center-of-mass degrees of free-
dom, so the two degrees of freedom remain unentangled
and the interference is maximal. This is the case for sim-
ple molecules like water, in which ~ω is about 18 times
kT at room temperature [18].
As we increase the displacement of the initial state of
the internal degree of freedom, the state of the two de-
grees of freedom becomes entangled, and the interference
is reduced. Increasing the displacement increases the en-
tanglement and decreases the interference, up to a point
where the two curves turn over and the entanglement
diminishes.
This turn over is not too surprising. Coupling to a
single degree of freedom can only modestly suppress in-
terference, in general; such small systems commonly ex-
hibit recurrences and “re-coherences.” Models of envi-
ronmental decoherence that produce monotonic decay of
interference typically assume large heat baths with many
degrees of freedom. Such an effect could probably be
caused by a large composite system with many internal
9degrees of freedom, provided that the center-of-mass cou-
pled strongly enough to these internal modes. But the
difficulties of solving such a system analytically are great,
and they quickly become intractable numerically as well.
However, even in this very simple system, we see a very
close relationship between the degree of entanglement
and the suppression of interference. This relationship
makes intuitive sense, based on earlier experience with
external environments—the state of the internal degree
of freedom records “which path” information about the
center-of-mass, specifically, information about whether it
was transmitted or reflected by the potential well.
D. Measure of compositeness
What about the measure of compositeness defined in
Section III? We can calculate this numerically for the
scattering system described in this section. We use the
same potential as in the simulations, and calculate
MC =
√
〈∆Qˆ2〉φ,
where
Qˆ = Tr {(2V (Y )− V (Y + y)− V (Y − y)) (I ⊗ |ψ〉〈ψ|)} .
We choose states |φ〉 for the center-of-mass and |ψ〉 for
the internal degree of freedom of the same form as used
in the numerical simulations,
φ(Y ) =
1(
4σ2ypi
)1/4 exp (−(Y − Y0)2/2σ2Y ) ,
ψi(y) =
1(
σ2ypi
)1/4 exp (−(y − ξ0)2/2σ2y) ,
with the two wavepackets centered at Y0 and ξ0, respec-
tively. We can then calculate MC for different choices of
Y0 and ξ0.
Figures 4 and 5 show the expectation 〈Qˆ〉2 and the
compositeness measure MC =
√
〈∆Qˆ2〉 for the same pa-
rameters used in the numerical simulations above. While
in the expectation 〈Qˆ〉2 we can see the effects of the
two potential well edges, the width of the wavepacket
means that the composite system essentially scatters off
of the potential well as a whole. From Fig. 5 we see that
the evolution is significantly affected by the coupling be-
tween the internal and center-of-mass degrees of freedom
throughout the scattering region.
For a narrow wave packet and/or a broader potential
well, the coupling should reflect separate scatterings off
of the two edges of the potential. Indeed, plotting MC
for a case like that demonstrates the features of these two
separate scatterings. In both these cases, we see that the
coupling between internal and center-of-mass degrees of
freedom leads to significant differences from the evolution
of a single, indivisible particle.
FIG. 4. (Color online.) Expectation 〈Qˆ〉2 for wavepacket cen-
tered at Y0 (center-of-mass) and ξ (internal). The parameters
in this plot are the same as in the numerical simulations.
FIG. 5. (Color online.) Compositeness MC =
√
〈∆Qˆ2〉 for
wavepacket centered at Y0 (center-of-mass) and ξ (internal).
The parameters in this plot are the same as in the numerical
simulations. Because the potential well is narrow compared
to the width of the center-of-mass wavepacket, the composite
system scatters from the potential as a whole.
VI. CONCLUSIONS
As we have shown in this paper, it is possible for cou-
pling between the center-of-mass and internal degrees of
freedom in a composite object to give rise to decoher-
ence. We have calculated expressions for coupling to a
single internal vibrational mode, and numerically demon-
strated that this can lead to suppression of interference
in a simple scattering experiment. Just as in coupling to
an external environment, a signature of this decoherence
is the growth of entanglement between the center-of-mass
and internal degrees of freedom. For this work, the over-
all state of the system was pure, so the impurity of the
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FIG. 6. (Color online.) Compositeness MC =
√
〈∆Qˆ2〉 for
wavepacket centered at Y0 (center-of-mass) and ξ (internal).
Here we have used a narrower wavepacket σ2y = 1 and a wider
potential well L = 20 so that we can see coupling due to
separate scatterings from the edges of the potential well, as
well as from the potential as a whole.
reduced density matrix for the internal degree of free-
dom served as an easy-to-calculate proxy for the entropy
of entanglement.
However, there are certain important differences be-
tween decoherence due to internal degrees of freedom and
due to an external environment. The coupling between
the internal degrees of freedom and the center-of-mass
takes the form of a parametric driving term, and is de-
pendent on the second derivative of the background po-
tential. Therefore we would only expect to see such an
effect when the background potential is suitably nontriv-
ial, and only when the internal degrees of freedom are in
an appropriate initial state. For internal degrees of free-
dom in an initial ground state, the effect of parametric
driving is weak or nonexistent.
This raises the intriguing question of whether it would
be possible to see this effect experimentally in a control-
lable fashion. Matter interferometry experiments have
been done with molecules, including large molecules with
many internal degrees of freedom. It might be possible
to vary the coupling between the internal and center-
of-mass degrees of freedom by exciting one or more vi-
brational modes of the molecules before the interference
experiment, and observing the effect on the visibility of
the interference. For three-dimensional systems, there
can also be potential couplings with rotational degrees of
freedom [13].
A number of interesting questions remain unanswered.
A single internal mode cannot really act as a decohering
bath. It might be possible to derive effects for a com-
posite particle with many internal degrees of freedom.
In this paper we have suggested one possible measure of
compositeness—that is, the degree to which we can ap-
proximate a composite system as a single particle without
internal structure. This quantity is based on the coupling
between the internal and center-of-mass degrees of free-
dom, and how large an effect this has on the reduced state
of the center-of-mass degrees of freedom. But a broader
exploration of how well this measure correlates with (for
example) suppression of interference by internal degrees
of freedom has yet to be made. This measure could also
be varied in a number of ways. These questions should
be grounds for interesting future work.
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