ABSTRACT In this paper, we propose an autonomic network management and policy execution framework. The proposed framework refactors the network functionalities by decomposing the network architecture into hierarchical layered architecture. This paper aims at enabling the transition from a rule-based control structure to a more distributed and autonomic network control by implementing the self-x or self-* learning vision on each layer. The problem is modeled using multi-layer dynamic games. At each layer, a self-* learning procedure is proposed to learn and adapt the reverse Stackelberg policies. To validate the proposed framework, we develop a full scale demonstrator comprising of flat IP core and heterogeneous wireless access networks. We have also developed various tools and software agents to implement the self-x management vision. The proposed self-x learning is implemented via mobile intelligent agents in a distributed fashion. Our experimental results show quick re-stabilization of the self-* learning in mobile intelligent agents and the observed performance remain well above the satisfactory values for different key performance indicator with the proposed meta-learning approach.
I. INTRODUCTION
Evolution of mobile technologies has been driven by the ever increasing demands for high data-rates and diverse applications. This has significant implications for the network infrastructure providers or mobile operators in terms of resource provisioning and network management. While the current Network Management paradigm is the result of many years of development for optimized processes and a basic level of automization, the resulting O&M Framework builds on the inherent assumption that the network components and services remain static (which also implies that the components are physical and not virtual entities). In this environment, once configured, the component has to fulfill its purpose and generates an event only if certain parameters leave the operational range. This event is commonly triggered via SNMP standard or via proprietary APIs developed by equipment vendors or the operators themselves, which then usually gets handled by a specialized operations team in the back-office of the mobile network operator. The envisioned future wireless networks exhibit a lot dynamic characteristics, which adds to the complexity of network operations. Self-organizing networking solutions come to rescue, which suggest to automate the network operations. The SON based solutions are build on the SON functions, which usually are rule-based control structures. The SON functions define specific rules for different system states (which are captured by different metrics) and accordingly react to the state changes i.e., each SON function implements an algorithm, which upon receiving trigger adjusts a set of network parameters to optimize specific metric. This dictates that different environmental changes need to be translated in triggers and against each trigger the algorithm(s) should implement specific control rules. Obviously, defining the functions for all possible scenario settings, system dynamics and for all the network segments is near to impossible task. Even if the efforts are made to capture most relevant system dynamics and implement the SON functions for them, complexity and extension of system measurements will be the arduous challenges to meet. Hence, a common practice is to craft the rules that support generic behavior. However, this compromise comes with a cost of loosing the optimal grounds for different objective functions across the network stretch.
The vast importance of network management consequences in different stakeholders approaching the paradigm shift along different dimensions. The research community attacked the challenges from diverse angles in several EU projects as well as individual efforts [1] - [9] the industry has picked up on the topic with a number of white papers, indicating the increasing attention e.g. as in [10] - [14] and the standardisation bodies have recently begun to incorporate the new perspectives into their established standards [15] - [17] .
A number of EU projects has paved the path for the current amount of self-* capabilities in the management of mobile networks in 4G [20] . The SOCRATES EU FP7 Project [4] focused on self-optimisation, selfhealing and self-configuration in LTE E-UTRAN. The EU FP7 SEMAFOUR project [5] built on these results to realize a self-management system for multi-RAT, multi-layer networks, thus advancing the SON concepts with heterogeneous technologies. The 4ward project [6] on the other hand dealt with virtual network resources in a future Internet setting and the management of those, following an approach termed in-network management (INM). Basically INM describes a distributed architecture where management functions are located in the network elements and services to be managed, thus providing inherent support for self-management features. In a similar spirit the FP7 UniverSelf project [7] developed an end-to-end modular framework called Unified Management Framework to manage arbitrary autonomic functions over heterogeneous networks. The role of learning in autonomic network management has been stressed in a UniverSelf publication [22] , as well as the requirements that the learning solutions must exhibit. Finally, the METIS EU FP7 project and its successor METIS-II target a flexible network architecture for 5G.
It should be highlighted that most of these activities based their solution approaches on either on simplistic if-thenelse like approaches or on low level control and measurement parameters -which is not realistic when it comes to introducing the autonomics for a full scale dynamic network management. This work is based on the lessons learned from extensively working with network management projects, similar to those mentioned in the references. To barricade the aforementioned challenges and specifically: i) designing the complex SON function that evolves autonomously and yet obtain the optimal solutions, ii) intricate communication for extension of environment parameter values to the SON control function and configuration of metric, we propose to introduce the self-x vision for managing the networks of future. By self-x vision, we mean the system should be equipped with the following capabilities [21] :
• Self-Planning: Achieved via self-configuration of initial parameters and re-computation of parameters during continuous self-optimization. The amount of manual pre-planning activities should be reduced to minimum and cover basic coverage and capacity planning. As a result, planning tool will deliver only few parameters such as location, number of sectors and other basic cell parameters while the rest will be derived automatically.
• Self-Configuration: It is generally taken for the plug & play behavior of new network elements. The key areas are automated deployment of new base stations that cover the following activities: automatic configuration of initial radio / transport parameters, automatic data alignment for neighbor nodes, automatic connectivity establishment, self-test, automatic inventory, automatic authentication.
• Self-Optimization: The aim of self-optimization is to fine-tune initial parameters and dynamically re-calculate these parameters in case of network and traffic changes. Optimization of network shall be based on live measurement data. Self-optimization is an important improvement area due to the fact that current automatic optimization tools focus on small number of radio parameters and a lot of manual effort is required for optimization activities. The aim is to make following optimization activities automatic: neighbor cell list optimization, interference control, handover parameter optimization, QoS related parameter optimization, load balancing, random access channel load optimization, optimization of home base station.
• Self-Healing: Fault management should be simplified and automated via information correlation mechanisms.
Operators will be responsible for definition of correlation rules and corrective actions to specific faults but the fault correction itself will be autonomous. Selfhealing covers use cases such as cell outage detection and compensation via automated root cause analysis and such corrective actions as routing traffic to nearby cells. Another example is migration of unit outage based on automatic mechanisms for adaptation and reconfiguration of hardware. To implement the above mentioned self-x network management vision, we propose the following solution concepts:
• Multi-layer multi-resolution Architecture, where we systematically classify the network functionalities and pack them under different hierarchical layers. This enables us to have more distributed and granular control over the network stretch.
• Design and development of intelligent mobile agent that implements the policies and maintains the policies at different hierarchical layers.
• Self-x learning: A typical approach for analyzing complex decision-making and networked systems assumes that one has a fixed and precise algorithm and adaptive dynamics, and the agents (players) comply to it. This has been, for example the case with most of the machine learning algorithms, deep learning, swarm intelligence, ant colony, evolutionary algorithm and strategic learning. Such algorithm may not however be resilient to deviation by one (or more) of the players. We raise the question of whether one can design an evolutionary game dynamics such that if a player knows that other players are using a specific algorithm then that player will follow it. The answer to this question is negative for generic games. The result builds on the fact that, when it converges to some solution concept, it takes some time steps to reach it (if it does not start from there). This suggests hybrid self-learning evolutionary game dynamics as a promising direction, and different self-learning rules and algorithms may be progressively learned and tested in multi-agent decision problems.
• Full scale demonstrator to validate the contributed self-x approaches in more realistic settings. The paper is organized as follows. In the next section we present a multi-layer multi-resolution architecture. In Section III, we develop a self-x learning framework. Section IV presents a validation framework. Section V illustrates speedup techniques for better accuracy of the aggregate learning dynamics per layer. The outline of the proofs are in Appendix.
II. MULTI-LAYER MULTI-RESOLUTION ARCHITECTURE
A four hierarchical layers reference architecture is proposed, which corresponds to telecommunication chain interconnecting various network segments. Figure 1 pictorially presents the proposed hierarchical layers of telecommunication chain, which is decomposed into policy, cluster, cell, and user levels. The naming of proposed levels is inspired by major network entities or stakeholders residing at those levels. The levels encamp various network operations, which knit together to complete the E2E service requirements. This dictates that optimization and automation of the operations at these levels adds to the overall autonomic network management and obtaining the global objective function, which is the crucial 5G requirement. In Figure 1 , we have highlighted a few very commonly known objective functions on each hierarchical layer. These objective functions may involve network operations specific to one or multiple hierarchical layers e.g., the load balancing objective function implemented by cluster may involve the parameter values from cell hierarchical level. This leads to a multi-layer multi-resolution game described as follows:
• The players could be the operator, the cell agents, the controllers, the users.
• Each player can choose not only an action but also a learning pattern. • The information structure can be top-down and or bottom-up depending on the layer (see Figure 1 ).
• The output (outcome, performance, payoff) functions can be written in terms of aggregative terms.
We propose to implement a self-learning cognitive loop on each proposed layer i.e., an objective function may implement one or multiple cognitive control loops. Implementation of these control loops and enabling the interaction amongst them lead towards realizing the self-x network management. We design and develop the intelligent mobile agent to implement these cognitive control cycles. The proposed agent endows the following fundamental characteristics: i) communication, ii) autonomy, iii) cooperation, iv) Responsiveness, and v) learning. Figure 2 shows an abstract internal architecture of the proposed agent and Table 1 summarizes the functionalities of different components therein. These functional component comprehend the above mentioned characteristics.
It should be highlighted that proposed agent was realized by adapting the internal architecture of JIAC intelligent agent [23] (the framework developed at DAI-Labor) to implement the hierarchical level specific functionalities and enable inter-hierarchical levels communication.
III. MULTI-LAYER SELF-x LEARNING MECHANISM
We propose an hybrid self-* learning scheme as a promising direction, different self-learning rules and algorithms may be progressively learned and tested in multi-agent decision problems. This is in contrast to [30] in which the individual terms per player are adjusted. Adjusting each individual parameter creates a scalability issue and leads to a curse of dimensionality. In order to reduce the complexity, we identify the key factors. These are learned, and written in aggregate forms which reduce drastically the complexity of the learning system. The aggregate approach is a more efficient learning which does not reconstruct from scratch for each layer, cluster and user, for a variety of learning algorithms widely used in practical network management. In order to construct the aggregate self-* learning, we transform learning algorithms in a system to a form consisting of a small number of aggregates (in additive or multiple form or any combination of these). Each aggregate is a combination of sum and or product of some efficiently computable transformation of the measured/ observed samples. The self-x learning algorithms are mainly driven by fewer aggregates, not by separate individual data of the others. These aggregate terms are adjusted and saved together with the state of the players. This is essential when anonymizing data or privacy concerns are involved. The proposed architecture above generates four main interactive learning cycles depicted in Figure 3 .
• L 1 : is a self-learning scheme at the first layer. It consists in self-designing and implementing strategies of the operators: revenue, number of satisfied users, OPEX (operational expense), CAPEX (capital expense), policy/pricing, contract, resource adjustment and users' incentive designs. The action taken from the knowledge generated by learning process
with the estimated number of satisfied agents in layer 4.
• L 2 : is a self-learning scheme at the second layer. It consists in self-design for cluster agents interactions for load balancing, handover, prediction of resource needs in space and time, coverage. Both inter-and intra-cluster interactions are considered. L 2 → L 3 by means of decision on the new available resources. The influence L 2 → L 1 is by informing about the new trend.
• L 3 : is a self-learning scheme at the third layer. It consists in self-design for cell agents interactions for resource VOLUME 5, 2017 utilization, congestion level monitoring, call blocking, delay reduction. Mobility-based scheduling, link adaptation based on demand types are examples of tasks. L 3 → L 4 based on the end-to-end quality-of-experience and L 3 → L 2 by informing the CA agents the mobility patterns and handover.
• L 4 : is a self-learning scheme at the four layer designed for user satisfaction and well-being. an UE can decide the select the network/operator and manages when and what to choose. Its decision may be based on QoE, social preferences and price. L 4 → L 1 via the perceived quality of experience and the new revenue. Generically, each top-down learning scheme has the following form:
where m ik is the k−th aggregate adjustment procedure at layer i. Each aggregate of each layer can be written in the following form:
wherem ik is an aggregate estimated from the measurements. This allows to address not only history-based learning but also to include forward-looking schemes. A typical forwardlooking term is the the anticipated demand in the next hour in a specific traffic area to be served. We believe that an innovative learning for future networks needs to be able to anticipate the resource needs in advance. Examples of aggregate terms are described as follows:
• At Layer 1, an aggregative term m 1k could be the number of satisfied agents, demand, OPEX, CAPEX per demand, unit price (as a function of supply, demand)
• At Layer 2, m 2k could be a flow per map, load per link/channel/area, remaining capacity/amount of available resources
• At Layer 3: m 3k could be a threshold above which the calls are blocked, interference-based link adjustment depending on the type of demand, cell congestion level per channel/area/technology
• At Layer 4: m 4k could be for example a statistics of QoE over the networks/technologies/operators perceived by other UEs. As part of self-learning, one would like to fine-tune initial parameters and dynamically re-calculate these parameters in case of network and traffic changes. Optimization of multilayer network shall be based on live measurement data that are cross-layer related. Self-learning will be an important improvement area due to the fact that current automatic optimization and self-tuning tools focus on small number of radio parameters and a lot of manual effort is required for optimization activities. Self-learning can improve, for example, neighbor cell list optimization, interference control, handover parameter optimization, QoE related parameter optimization, load balancing, random access channel load optimization, optimization of home base station.
In what follows next, we answer the intuitive question, which hybrid learning scheme?
L i belongs to the following set of learning algorithms: model-free imitative learning, swarm learning, ant-colony, Boltzmann-Gibbs, reinforcement learning, combined learning, CODIPAS (combined fully distributed payoff and strategy) learning, coalitional learning, empathetic learning, try-again-till-you're-satisfied, sine-based equilibrium seeking, mean-field learning, etc. We refer to [29] for a survey book on distributed strategic learning schemes.
Instead of tuning the individual inputs from each user, one can tune and estimate the aggregative terms {m ik } k , {m ik } k . This helps in anonymizing the data, forgetting some of them if the user hopes to do so, and preserving users' privacy.
A. INCENTIVE COMPATIBILITY
In mechanism design [24] , an incentive compatible rule is characteristic of mechanisms whereby each player knows that his best strategy is to follow the rule, no matter what the other players will do. Learning procedure is a rule of behavioral strategy during the game. For learning scheme to be credible as behavior of players, It is therefore crucial to know if the learning scheme is resilient to rule-deviation by some other players. A stronger requirement is the incentive-compatibility of learning schemes.
One of the standard assumptions underlying game dynamics, regardless of whether a player is social, altruistic, cooperative, selfish, spiteful, or a gene, is that players tend to imitate some others who are more successful. But if a player learns or knows that the others are going to copy her strategy, will she be going to stick to her learning behavior? Selflearning procedure provides an answer to that question.
1) SELF-x LEARNING FOR BETTER PERFORMANCE AND MORE ACCURACY
Our result supports self-learning algorithms: Traditionally, most multi-agent decision-making algorithms work on predefined rules. When events occur in the game, the algorithm responds by updating its state, action or managing the actions but not the learning pattern itself. Decisions may happen rapidly and time constraint may be involved. The system may evolve so quickly that often fixed learning rules designed to payoff-optimization on the interactive system might be quickly out of date. Current evolutionary algorithms are still not as smart as experienced players in real-world applications. Our result suggests that the learning scheme itself may be outdated and should be changed by the algorithm in a self-learning manner. Strategic self-learning methods offer a potential route for smarter strategic algorithms to spot new better payoff opportunities and also to spot when they are no longer effective. Currently, researchers specify the learning algorithms for the entire game duration, but techniques might be developed that let the system choose automatically the better strategic learning method among a certain class. 
2) ILLUSTRATION OF THE RESULT
Consider a standard learning trajectory of a player as illustrated in Figure 4 . It takes over 20 iterations to the players to be around the optimum solution which is around 9. Since the payoff is the highest around 9, it is better for the player to approach 9 as fast as possible. Therefore, a strategy that arrives at 9 in fewer iterations and that gives higher payoff at each step (see Figure 4 ) will be better both in terms of speed and payoff. We construct an example of learning trajectory that is faster and more accurate than the standard learning algorithm. Next we discuss the accuracy of such a procedure in an aggregative hierarchical population game.
Consider an aggregative hierarchical population game characterized by a payoff function:
where A i is finite (and non-empty) and P(A i ) is the space of probability measures over A i . The probability vector m i ∈ P(A i ) represents the aggregative population state, i.e., the fraction of players per action at layer i.
We denote the payoff function at layer i as
Definition 1: An equilibrium given the other layers behavior is a population profile m * that satisfies the following variational inequality:
Assuming that for every action a i ∈ A i , the function
is continuous, one can easily show that the aggregative population game has at least one equilibrium. The proof uses a direct application of Brouwer fixed-point theorem. We introduce a way of revising the actions of an individual called ''revision protocol'' as η ab (m, r(m)) ≥ 0 which represents the rate of switching from action a to b when the population profile is m. A population profile together with a learning rule (revision protocol) and a learning rate sequence λ defines a discrete-time game dynamics L η , given by,
where λ t ≥ 0 is the learning rate sequence. In view of (1), the first term describes the population state at the previous time-step, the second term represents the inflow into the action a from other actions, whereas the third term provides the outflow from action a to other actions. The difference between these last two terms is the change in the use of action a, that added to the original proportion provides us with the new proportion of use of action a.
We now check that (1) is well-defined over the simplex P(A). The Lemma below states that if the starting point is inside the domain P(A) and the learning rates welldesigned then the dynamics will remain inside P(A) : the dynamics is forward invariant.
Lemma 2: For well-designed learning rates λ t , the simplex P(A) is forward invariant under (1), i.e., if initially m 0 ∈ P(A) then for every t ≥ 0, the solution of (1), m t ∈ P(A).
Note that the learning dynamics is well-defined for arbitrary learning rate λ t ≥ 0. The methodology extends easily to multiple population games as follows
Definition 3: LetG be a population game where
• At each time opportunity, n players from different subpopulations are randomly selected to play,
• the action set of a player is a choice of a game dynamics L η that is uncoupled of the payoff of the others.
• the players in subpopulation p gets the payoff R p = r p , µ where µ is a measure over the set R n p A p and
where m is the solution of (2) under the game dynamics L η (r). Note that inG, a player has not only an opportunity to choose an action but also can change its learning pattern. Thus, the player is trying to learn how to learn in good way.
Definition 4: We say that a learning scheme L η is infective for another L η if the average payoff of a deviant under η is higher than the average expected payoff of the population under η.
In other words, the infective learning scheme L η dominates L η . In such situation, there is no incentive for players to comply to L η . Whenever the strategic learning process L η takes more than 2 iterations, the game dynamics (and the revision protocols) that are imposed to the players can be modified to get higher performance. This means that an agent who deviates and who is self-learner may get better quality of experience than the one who sticks to the imposed revision protocols. Thus, the strategic learner needs to think not only on how make a better decision but also on how to learn to make better decision. The proof of Proposition 5 is provided in Appendix A.
B. MULTI-LAYER REVERSE STACKELBERG
Since the focus is not on the action but on the learning rule itself that should be tuned in autonomous manner, we are not a Stackelberg situation but in a reverse Stackelberg learning setup. Reverse Stackelberg learning, also known as incentivized self-learning, embodies a structure for hierarchical interacting learning problems. It is associated with the multilayer multi-resolution game, a upper layer learning procedure takes in consideration the lower layer strategies, after which a decision-maker at the lower level adjusts its behavior as well as its learning procedure. Compared to the original Stackelberg game, the reverse Stackelberg approach has several advantages including a self-improvement of the learning procedure.
IV. VALIDATION FRAMEWORK
To validate the proposed framework, we have developed a full scale demonstrator. Figure 5 presents the demonstrator pictorially, which is composed of following four major components. These components realize the stakeholders and functionalities of proposed four hierarchical levels. • Policy configuration and network management interface: This is java based tool, which provides the operators with options to configure the policy defining parameters. This component also visualizes the impact of executed policies in terms of different performance criteria. Snapshot of the developed tool is shown in Figure 5 .
• Core and last mile testbed component: As can be seen in Figure 5 that cluster and cell levels are realized by testbed components. • Semantic IPTV Service: It is a semantic IPTV service developed at DAI-labor. In order to enable the crafting of different service offers, we carryout procedures of adapting average bit rate of IPTV streams at transcoding stage. We do this by using tool running in Linux based VM. We used H.264 codec to encode the video stream. We created three video streams for three different service qualities. To get three streams of clear visual different quality, we adapt the resolution and bit rate of video. In Table 2 , we summarize the service offers of IPTV streams.
• UE Streamer: We develop an Android based UE streamer, which implements the UE level control loop. It provides users with a graphical user interface containing multiple panels. The user panel enables users to define their profiles over two attributes i.e., sensitivity towards price and service quality. The display panel of streams the IPTV service. In the analysis panel, the user are provided with curves of estimated QoE and service costs against different offers from the operators. A snapshot of the developed streamer is given in Figure 5 details of other attributes are avoided on purpose.
A. RESULTS AND ANALYSIS
For the experiments, alpha testers were given UE devices with our Android UE streamer installed on them. Test users define their user profiles (i.e., by defining their service preferences) in the Android streamer, which then: i) generates the video service requests of different qualities based on user mood, time of the day, importance of video, service cost offers, etc., ii) assists in autonomic network selection by implementing the user level learning mechanism. These service requests are further extended to the IPTV Content Delivery Network (CDN) over virtualized core network. Based on the APs load, network status, user profiles, varying network status, operator polices are adapted. This translates into adaptation of various strategies at different hierarchical levels, which is implemented by self-x mechanisms at each level e.g., strategies relevant to resource allocation, link adaptation, and network selection, etc. It should further be highlighted that for the experiments, the maximum load on APs was configured as 12 points and accordingly the video qualities were adjusted by encoding the videos and weighing them to different real values between 0−12 such that excellent service quality is weighed as 6, good as 3, and of fair as 1 point. It should be noted here that for the type of learning algorithms used for experimentation, we rely on our earlier contribution [30] . Subjective test were carried out for the following configurations, which are also summarized in Table 3 :
In configuration 1, both the costs (operator level parameter) and user preferences (UE level parameter) are static. Intuitively, the users stay connected to their current point of attachments, as churning out to other AP will not increase their user satisfaction function. This is also advocated by the curves shown in Figure 6 , which depicts the user network selection behavior. Learning mechanism at the UE level associates with each available access point a probability value, which is adapted based on service offers, network status, users QoE, etc. As can be seen that in Figure 6 that probability values converge and remain somewhat static for the whole experiment time, which confirms the static experiment configuration. The consistent connectivity of users to APs can be observed in Figure 7 e.g., user 1 adapts the probability around 11 : 35 and then remains associated with AP1 for the rest of experiment duration. For user 2, the tester though force switched to AP2 at 11 : 40 and 11 : 55, but the learning mechanism switches the association back to AP1, as AP1 offers better service offers and increases the user QoE.
Configuration 2 is more dynamic, where both user preferences and service costs vary during the experiments. Figure 8 shows that all the users are always connected to an AP. The reason of this behavior is that the APs are able to provide all users the excellent quality. The learning probabilities for AP selection further confirms this (i.e., Figure 9) , where the UE level learning mechanism keeps adapting the AP selection probabilities with respect to change in network status and operator policies e.g., AP1 is congested around 14:15. On the next changes, users go to AP2 and AP2 becomes congested. The similar behavior is observed at 14:30 and just before 14:40. Users still prefer AP1 if it is not congested because it has lower incurring costs and can offer better service prices. Figure 9 endorses that UE learning mechanism adapts the network selection strategies to match the varying network status. As can be seen that users' association probabilities to AP1 starts decreasing from 14 : 15 onwards, which is due to congested AP1. Similarly, the reaction of learning mechanism at UE level may be observed for varying network status for the rest of experiments duration. Figure 10 shows the network load. It should be highlighted that the load units for AP are weighed in the similar way as that of video requests mentioned earlier. Figure 10 clearly shows that impact of UE level decisions on the operator policies and network status (which are layer 1 and layer 3 specific). The experiments for configuration were run during 11 : 00 − 12 : 40. Owing to static service cost and user preferences, the IPTV consumers seem to decide once for AP association. It is further evident that most of the times, the test subjects remained connected to AP. However, only around 11 : 40 and 11 : 45, there was a need to switch to AP 2, as AP 1 reached its bandwidth limits. The network status for configuration 2 is shown in later part of the day in Figure 10 , which confirms the policy adaptation based on the changing user preferences.
V. SPEEDUP OF SELF-x LEARNING
Finding satisfactory solutions may require several iterations. Since the size of these systems continuously growing the number of updates is getting higher and higher. An UE however cannot wait long time and extra interruption during the process. Therefore, it is important to provide accurate learning solutions based only on few number of measurements/ iterations. In other words, we would like to investigate how much can the process be speedup towards better solutions with loosing accuracy. Many methods exist to increase the rate of convergence of a given learning procedure, i.e. to transform a given learning pattern into one converging faster to the same limit (preserving the target). The goal of the speedup learning is to reduce the computational time and cost of the initial learning process without loosing the essence of the unspeedup learning. Below we propose speedup self-x learning techniques with higher order.
with λ t ik ∈ (1, 2). A Reverse Ishikawa-based speedup learning is presented in Algorithm 1. T ← length of horizon 3: Requires T ≥ 1 4: top: 5: if t > T then return false 6: if t < T then 7: for every layer i from 1 to 4 8: Update aggregates of L i .
9:
Speedup L i using (3) 10:
B. STEFFENSEN-BASED SPEEDUP SELF-x LEARNING
The main advantage of Steffensen's method is that it has quadratic convergence like Newton's method -that is, both methods find fixed-points or roots to an equation very quickly. In this case quickly means that for both methods, the number of correct digits in the answer doubles with each step. But the formula for Newton's method requires a separate function for the derivative of the function; Steffensen's method does not. So Steffensen's method can be used for a generic output, as long as output can be measured or estimated:
where the two initial points are obtained from classical Aitken's method. A Steffensen-based speedup learning is presented in Algorithm 2.
In the multidimensional case the Steffensen-based speedup method for finding fixed points of a function is as follows.
The operator D is the analogue of divided difference, which is different than the derivative F (x) because the function may not be differentiable. T ← length of horizon 3: Requires T ≥ 1 4: top: 5: if t > T then return false 6: if t < T then 7: for every layer i from 1 to 4 8: update aggregates of L it . 9: speedup L i using (4) 10: 
HIGHER ORDER SELF-X SPEEDUP LEARNING
The learning can design itself an higher order scheme by alternating several mini-slot within one time slots using estimations and extreme computing. For example a double Steffensen provides a fourth order scheme. Combining with speedup techniques, each agent's procedure at each layer tries to improve its accuracy level based only on a few measurement and partial information.
VI. CONCLUSION
In this paper we have proposed self-x network management and policy execution framework by means of game-theoretic learning. The proposed framework rebuilt the network functionalities by decomposing the network architecture into hierarchical layered architecture with both topdown and bottom-up information structure. To validate the proposed framework, we have developed a full scale demonstrator comprising of flat IP core and heterogeneous wireless access networks. The experimental results showed quick re-stabilization of the self-x learning in mobile intelligent agents and the observed performance remains well above the satisfactory range for different KPIs with self-* learning. Number of questions remain unanswered and the current work can be extended in several ways: (i) fundamental limits of self-* learning with extended testbed to several miles, (ii) non-equilibrium performance analysis with cross-layer people-centric view point.
APPENDIX A PROOF OF PROPOSITION 1
The method of the proof is by contradiction.
• Step 1: Choice of a learning procedure for strategic decision making.
Suppose that there exists a game dynamics L η such as the one in (1) that leads to an evolutionarily stable strategy in any game. This learning procedure will most likely start at the point that is not necessarily a satisfactory solution.
• Step 2 : Exploit the property of L η in basic games:
The learning scheme L η converges to a satisfactory solution that has nice properties such as network stability.
In particular, the procedure should behave well in 2 × 2 matrix-based population game. The learning pattern L η converges to the unique evolutionarily stable strategy in the following games: We now analyze these two games under the learning procedure.
• Step 3: Analysis of the game with payoff matrix M1:
Since the row B is dominating: r B (m) − r A (m) > 0 the dynamics will rule out the action A over time and the proportion of plays becomes closer to the adoption of action B. Thus, the other player will have a tendency to select a most of the time. Hence, the game dynamics L η under the payoff M1 converges to the pure action profile (B, a). The long-term time-average payoff is around (110, 10) since the short-term payoff is negligible as the length of horizon goes to infinity.
• Step 4: Analysis of the game with payoff matrix M2: In matrix M2, the behavior of L η is a bit different. Since the row A is dominating: r A (m) − r B (m) > 0 the dynamics will rule out the action B over time and the proportion of plays becomes closer to the adoption of action A. Thus, the other player will have a tendency to select b most of the time (because 70 is higher than 60). The game dynamics L η under the payoff M2 converges to the pure action profile (A, b) . The long-term timeaverage payoff is around (70, 70) since the short-term payoff is negligible as the length of horizon goes to infinity.
• Step 5: Summarize the analysis for both Players:
We observe from the above analysis in M2 that player 1 will get 70 instead of 100 or 90. Would player 1 in matrix M2 have an incentive to stick to such a game dynamics L 2 η ? We construct a new learning pattern under which player 1 gets 90 which is strictly more than 70 (ESS payoff in M2). When playing the game M2, instead of adopting L 2 η , consider that player 1 adopts another behavior (say L 1 η ) which generates his pattern similar than his in M1. Then, since player 2 follows the game dynamics the play must converge to (B, a) even in the game with payoff M2 due to the fact that the dynamics does not consider the payoff function of the other player. This would yield player 1 an average long-term payoff around 90, which is strictly larger than her payoff of 70 in the unique ESS of M2. Thus, player 1 has a strict incentive to deviate from L 2 η of M2 and use the one of M1. As a consequence, the learning L 2 η is not an equilibrium learning ofG. We deduce that L η cannot be an ESS ofG.
• Step 6: Extension to arbitrary generic games:
The reasoning above extends to arbitrary number of players, and to generic multi-layer multi-resolution games
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The proof is based on the definition of the operator D. 
where is a local bound on the error scaled by D 2 . This completes the proof.
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