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Abstract
The quest to directly detect gravitational waves is pushing the sensitivity of inter-
ferometric measurements all the way to their quantum limits. It is expected that a
decade from now, gravitational wave detectors will be limited in sensitivity by quan-
tum fluctuations of the optical fields. They will operate at the standard quantum
limit, or SQL, where shot noise in the measured light and radiation pressure noise
on the mirrors cause equal errors in position measurement. One possible way to
breach the SQL is to correlate the quantum fluctuations of the optical fields which
cause shot noise and radiation pressure noise, and to have these two effects can-
cel. However, there are many steps required before the SQL is reached, let alone
breached.
The experiments presented in this thesis investigate the interaction between ra-
diation and an optical cavity, in which one mirror of the cavity is mounted on a
flexure which could be moved by radiation pressure. The cavity was shown to ex-
hibit non-linear behaviour with high input power. The radiation pressure force was
shown to change the mechanical resonance frequency of the moveable mirror. Mo-
tion was induced through amplitude modulation of a high power input beam and
the extent of this motion measured using the cavity control loop.
To demonstrate the way quantum correlations could be used to beat the SQL,
the laser light incident on the cavity was prepared, using classical modulation tech-
niques, with classical correlations between the quadratures that cause shot noise
and radiation pressure noise. A level of modulation much higher than the quantum
level was used to make the cancellation effects more visible.
The effect of radiation pressure induced motion was cancelled by the addition
of correlated frequency modulation. The input amplitude was then modulated by a
white noise source. The resulting noise was partially cancelled when the same white
noise source was used to drive the frequency modulator with a different phase. This
cancellation demonstrably improved the signal to noise ratio of a signal injected into
the system.
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Chapter 1
Introduction
Almost a century ago Albert Einstein revolutionised the scientific model of space and
gravity with his general theory of relativity [1]. One of the many predictions made
by this theory is that gravitational radiation is produced by accelerating masses [2].
It is the goal of gravitational wave detectors to, first, measure the perturbations
caused by these gravitational waves, and second, use these measurements in a new
form of astronomy, gravitational wave astronomy.
1.1 Gravitational Wave Detection
Gravitational radiation bears strong similarities to electromagnetic radiation [3]. A
static mass has a static gravitational field, much the same as a static charge has
a static electric field. If the mass or charge is moved, the field does not instantly
follow the perturbation, rather the perturbation signal propagates outwards at the
speed of light. For the moving charge, the perturbation signal is in the form of
electromagnetic radiation. For the moving mass, it is in the form of gravitational
radiation. Unlike electric charges, which may be positive or negative, mass is always
positive. For this reason the lowest mode of oscillation of a gravitational wave is
quadrupole [4], whereas electromagnetic waves may have dipole radiation.
The existence of gravitational waves is of critical importance to the general the-
ory of relativity. One of Einstein’s prime motivations for developing the theory
of relativity was to make gravitational systems behave causally; to have no signals
propagate faster than the speed of light. The direct measurement of gravitational ra-
diation will provide direct evidence for the causality and locality of the gravitational
force. It is hoped that by measuring the exact nature of astrophysical gravitational
radiation, the exact nature of the source may be determined. Gravitational wave
astronomy may provide radical and otherwise unobtainable information about the
universe.
To illustrate the effect of gravitational waves interacting with free masses, con-
sider a ring of freely floating stationary test particles. In the absence of any grav-
itational radiation, the particles form a circle. When a gravitational wave passes
through the ring, with its axis of propagation perpendicular to the plane of the
particles, the ring is compressed, first in one axis, then it returns to a circle before
being compressed in the orthogonal axis. This process is shown at quarter period
intervals in figure 1.1.
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t = 0 t = T/2t = T/4 t = 3T/4
Figure 1.1: The effect of a gravitational wave passing through a ring of test particles is
shown at quarter period intervals.
The most promising modern gravitational wave detectors are laser interferom-
eters. They use a Michelson interferometer to sense the position of test masses.
The test masses move under the influence of gravitational radiation in much the
same way that the particles in figure 1.1 move. The interferometer then converts
the distance disturbance into a power change at the output of the interferometer.
Gravitational wave strength is measured in terms of strain (h), or the fractional
length change, defined by:
h
2
=
∆L
L
(1.1)
Thus, it is possible to increase the signal to noise ratio of a gravitational wave
measurement by increasing the length of the detector and keeping the absolute
length sensitivity constant.
The sensitivity required to detect gravitational radiation is unprecedented. The
largest regular events, expected to occur only a few times a year, are predicted
to exert a strain of 10−21 to 10−22. Even over a length of several kilometres this
requires a measurement sensitive to length changes of 10−18 m, or approximately
one thousandth of a protonic diameter.
Despite this seemingly impossible requirement, there are several long baseline
laser interferometric gravitational wave detectors nearing completion. These de-
tectors are enormous Michelson interferometers. The arms of the interferometers
are contained in vacuum tubes several kilometres long. The LIGO project consists
of a three detectors at two sites in America, a 4 km long detector in Livingstone,
Louisiana, and a pair of detectors, 2 km and 4 km long, in Hanford, Washington
[5]. VIRGO is a 3km long detector near Pisa, Italy [6]. GEO600 is a 600 m long
detector near Hanover, Germany [7]. TAMA300 is a 300 m long detector in Tokyo,
Japan [8]. Both the TAMA and LIGO projects have recorded scientific data, though
neither are expected to reach target sensitivities for some time yet.
Even if the first generation of gravitational wave detectors consistently detect
gravitational waves, they will not have enough signal to noise ratio to be used for
astrophysical study. There are upgrades planned for this first generation which are
expected to increase sensitivity by an order of magnitude.
Advanced LIGO, the second generation of the LIGO project, is expected to have
a noise floor limited by the quantum fluctuations of the input electric field [9]. To
extend the sensitivity of a third generation of detectors it is necessary to breach this
quantum limit.
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1.2 The Standard Quantum Limit
The phase and amplitude of an optical field are non-commuting variables, and as
such they have an uncertainty relationship. The product of the uncertainties is
constrained to a minimum level. Laser beams are very close to the coherent state in
nature. The coherent state has equal uncertainty in the two quadratures of phase
and amplitude. A common way to visualise this quantum noise is through the ‘ball
and stick’ picture. The stick represents the coherent, unchanging amplitude of the
laser. The ball is the quantum noise, and it is attached to the end of the stick. The
net result is that the combined ball and stick varies equally in angle and length as
shown in figure 1.2.
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Figure 1.2: The ball and stick picture of the quantum noise of a coherent state. The
area of the shaded region has a minimum size.
Laser interferometers, in their standard form, measure distance using the phase of
a coherent state. Thus, the quantum phase fluctuations of the electric field will add
some noise to the measured signal. The noise induced by phase fluctuations is called
shot noise. The amplitude fluctuations also couple into the signal. As the amplitude
varies, the radiation pressure force on the end mirrors of the interferometer changes,
causing the mirrors to move. The noisy motion of the mirrors induced by quantum
amplitude fluctuations is called radiation pressure noise.
The signal to noise ratio of a shot noise limited measurement is proportional to
the square root of the laser power. However, the signal to noise ratio of a radiation
pressure noise (or RP noise) limited measurement is inversely proportional to the
laser power:
SNR shot noise ∝
√
P
SNRRP noise ∝
1√
P
(1.2)
where SNR is the signal to noise ratio for the given noise source and P is the optical
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power. Since these two noise sources scale in opposite directions as a function of
power, they will be equal for some optical power. At this power, the total quantum
noise limited sensitivity is optimal. This limiting sensitivity is known as the standard
quantum limit, or SQL [10, 11]. The SQL is not a true limit. As early as 1980, a
means of breaching the standard quantum limit was proposed [12].
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Figure 1.3: The SQL is measured when quantum noise is the limiting noise source and
when shot noise and radiation pressure noise are equal in magnitude.
One method for breaching the SQL in a laser interferometer involves squeezing.
The quantum fluctuations of the coherent state are the same in both quadratures.
It is possible to use non-linear methods to ‘squeeze’ the ball of quantum noise into
an ellipse. Amplitude and phase squeezing are shown in figure 1.4.
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Figure 1.4: Quantum noise on a squeezed beam. The noise in one quadrature is reduced,
at the expense of the other.
The injection of either amplitude or phase squeezing into an interferometer does
not reduce the SQL, since it decreases one noise source at the expense of the other.
The limiting sensitivity is the same, though the power required to reach that sensi-
tivity is different. However, if squeezing is injected with a 45 degree angle (relative
to the phase and amplitude axes), it serves to correlate the fluctuations in the two
quadratures, as shown in figure 1.5. If the fluctuations are correlated, then their
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effect on the output can destructively interfere. Since shot noise and radiation pres-
sure noise are equal at the SQL, the cancellation should be limited only by the
degree of correlation.
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Figure 1.5: When the squeezing angle is at 45 degrees, fluctuations in the two quadratures
are correlated.
It is through the injection of this 45 degree squeezing into a system at the SQL
that the Australian National University gravitational wave research group plans to
breach the standard quantum limit. However, the standard quantum limit has not
yet been reached for a macroscopic mass, though several attempts have been made
[13, 14]. The very fact that a standard quantum limited measurement has not yet
been made is testament to the difficulty of the task.
1.3 Opto-Mechanical Noise Cancellation
To demonstrate the way quantum correlations could be used to breach the SQL, this
project aimed to imprint a laser with classical correlations in the same quadratures
as radiation pressure noise and shot noise. This classical analogue is called ‘classical
opto-mechanical noise cancellation’ and is directly analogous to breaching the SQL.
The quantum fluctuations are replaced by phase and amplitude modulation. The
size of the modulations may then be far larger than their quantum equivalents, mak-
ing the cancellation far more visible. The modulations can be arbitrarily correlated
without the need of squeezing. These differences make classical, opto-mechanical
noise cancellation possible to observe in a bench-top environment.
The most challenging part of this project is to design a system influenced by, and
sensitive to radiation pressure. There are very few experimental papers which study
the effects of these radiation pressure interactions. A common reference, Dorsel et.
al. 1983, observes radiation pressure effects in a passive system [15]. Acquisition of
expertise with radiation pressure sensitive systems is an important step in reaching
the SQL. In addition the study of radiation pressure interactions is fundamentally
interesting in its own right.
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1.4 Overview of Thesis Structure
Chapter 1 provides a cursory examination of gravitational wave detection and the
standard quantum limit. The quest to reach the SQL is given as the motivation for
the experiment.
Chapter 2 outlines the theory of Hermite-Gaussian beams and presents a simple
analysis of the Michelson interferometer and the Fabry-Perot cavity.
Chapter 3 presents two common means to control interferometers, offset locking
and RF locking. The analysis of these schemes is limited to their application in the
experimental work.
Chapter 4 describes the design of the moveable mirror used to sense radiation
pressure. Intrinsic in the design process is the development of a model to predict
the size and nature of radiation pressure interactions.
Chapter 5 presents the experimental design in detail. The three main sections
being environmental noise suppression; optical design; and control schemes.
Chapter 6 displays the key data recorded during the experiment, including the
measurement of opto-mechanical noise cancellation.
Chapter 7 discusses what further work is necessary to remove any ambiguity
from the results and to increase understanding of the system. A brief summary of
the project is also given.
The appendices provide information about the pre-project design of the flexure,
the radiation pressure model, and the electronic schematic of the PZT servos.
Chapter 2
Interferometry
The field of interferometry began more than a century ago with such revolutionary
experiments as the Michelson-Morely experiment in 1887 [16]. Since then, inter-
ferometry has become a widely used, high sensitive measurement technique. This
chapter provides a simple introduction to two important and simple interferometers,
the Michelson interferometer, and the Fabry-Perot cavity. A brief introduction to
Gaussian beams is presented before these interferometers are analysed.
2.1 Hermite-Gaussian Beams
Under ideal conditions, a laser will produce a Gaussian beam at its output. To
understand the interaction of lasers with optics it is useful to understand Gaussian
beams. This section introduces the Gaussian beam and the basis set the Hermite-
Gaussian beams, which contains the Gaussian beam is its first member [17, 18].
Hermite-Gaussian beams are not only important because they provide a basis set
for optical fields, but also because their modes come very close to describing the
transverse modes of optical resonators.
Gaussian beams have the smallest angular divergence of the wavefront normals
necessary to satisfy the wave equation [19]. Thus, they are very ray like in be-
haviour, making them easy to work with experimentally and allowing many simpli-
fying approximations to be made about their behaviour. Gaussian beams reproduce
themselves under Fourier transform. The far- and near-field intensity distributions
have the same form, and transformation through a lens produces another Gaussian
beam.
There are several important parameters used to describe a Gaussian beam. For
description of these parameters, and for further work, the axis of propagation is
assumed to be the z-axis, with the x- and y-axes describing the transverse profile of
the beam. The line x = y = 0 defines the peak transverse intensity of the beam.
The waist is the point along the axis of propagation where the transverse profile
is spatially smallest. The Rayleigh length (or Rayleigh range), z0, is the distance
along the axis of propagation from the waist to the point where the beam is twice
as large in cross sectional area as it is at the waist. The beam size (or spot size) is a
measure of the transverse size of the beam at a given point on its axis of propagation.
The spot size is defined by the points where the electric field amplitude has
dropped to be a factor of 1/e times its amplitude on the line x = y = 0. The spot
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size at the waist (or waist size) is labelled w0 and the general spot size is w(z). The
radius of curvature describes the curvature of the beam on the axis of propagation.
Though the beam curvature is actually parabolic, the distinction between parabolic
and spherical curvature is unimportant around the centre of the intensity profile
(i.e. near x = y = 0). The spherical curvature assumption is known as the paraxial
approximation. The radius of curvature is always expressed as a function of z, R(z),
so as not to confuse it with the intensity reflectivity of a mirror, which also has the
symbol R. The following equations show how these parameters relate to each other:
z0 ≡
piw0
2
λ
(2.1)
w(z) = w0
(
1 +
z2
z02
) 1
2
(2.2)
R(z) = z
(
1 +
z0
2
z2
)
(2.3)
η(z) = arctan
(
z
z0
)
(2.4)
The final equation defines η(z) which is a phase term known as the Gouy phase. It
describes the phase shift between the Gaussian beam and a spherical wave which
propagates from the centre of the waist. This phase shift is caused by the diffraction
of the beam.
With these parameters defined it is possible to describe a Gaussian beam in
Cartesian co-ordinates. However, it is simpler to first define the co-efficients needed
to create the Hermite-Gauss modes, and to define all the Hermite-Gaussian beams
simultaneously. The Hermite-Gauss modes are ‘variants’ of the Gaussian beam
whose transverse profile is described by the Hermite polynomials. The first few
Hermite polynomials are:
H0(x) = 1
H1(x) = 2x
H2(x) = 4x
2 − 2
H3(x) = 8x
3 − 12x (2.5)
Further terms can be defined from these using the relation:
Hn+1(x) = 2xHn(x)− 2nHn−1(x) (2.6)
Using all the above equations it is now possible to completely describe the electric
field of a Hermite-Gaussian beam (real and imaginary components) at any point in
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space using the equation [18]:
Elm(x, y, z) =E0
w0
w(z)
Hl
(√
2
x
w(z)
)
Hm
(√
2
y
w(z)
)
×
exp
[
−x
2 + y2
w2(z)
− ik(x
2 + y2)
2R(z)
− ikz + i(l + m + 1)η(z)
] (2.7)
Where k=2pi/λ is the wavenumber of the laser light. Notice that the argument of
the Hermite polynomials is no longer a single variable. The l and m terms refer
to the mode numbers. Each mode has a different intensity profile in the transverse
directions and experiences a different Gouy phase shift. These modes are usually
referred to as the TEMlm modes. Figure 2.1 shows the transverse profile of the
TEM00 and TEM10 modes at the z = 0 plane. Notice the nodal line at x = 0 for
the TEM10 mode.
Figure 2.1: The transverse intensity distribution of the TEM00 and TEM10 modes. Both
spatial axes are in units of metres (x10−4).
The diffraction profile of the Hermite-Gaussian beams is illustrated in figure 2.2.
For the TEM00 and TEM10 modes a cross section on the y = 0 plane is taken. The
z-axis points into the page, and the figure shows a view ‘down’ the laser, showing
the beams contracting to a waist (of 300µm with λ =1064 nm), and diverging
downstream.
Equation 2.7 defines a beam azimuthally symmetric around the z-axis. As an
extension to this formula it is possible to define an elliptic beam. In this case, the x
and y axes have independent Rayleigh lengths, waist sizes, and waist positions. It is
then possible to calculate the independent spot sizes, radii of curvature, and Gouy
phases for each axis using equations 2.2 to 2.4. Elliptic beams may be converted to
circular beams, and vice versa, using cylindrical lenses or tilted spherical lenses.
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Figure 2.2: The intensity profile of the TEM00 and TEM10 modes along the axis of
propagation. The z-axis is the axis of propagation with unit of metres, and the x-axis is
a transverse axis with units of metres (x10−3).
Experimentally the full description of Gaussian beams is most important for
optical resonators, such as the Fabry-Perot cavity discussed below. For most other
experimental purposes, laser beams are well enough collimated to be treated as
rays. In deriving equations in the ensuing sections it will often be assumed that
there are no adverse effects from mismatched spot sizes, or imperfect wavefronts.
These assumptions are quite robust, with any error usually resulting in the addition
of loss terms with each imperfect interaction. If sufficient care is taken during optical
design, these losses are minimised.
2.2 The Michelson Interferometer
The Michelson interferometer has a long history from its first use in the famous
Michelson-Morley experiment to current gravitational wave detectors. The Michel-
son interferometer in its simplest modern form consists of a laser, a beamsplitter
(usually with equal reflectivity and transmissivity), and two highly reflective end
mirrors. A detector at the output diagnoses the condition of the interferometer by
measuring the optical power.
Interferometry is remarkably useful because it converts phase information into
intensity information. An interferometer measures length differences with sensitiv-
ity on the same scale as the wavelength of light (which is both small and difficult to
measure), and converts this into optical power differences, which are easy to mea-
sure. In exchange for this high sensitivity, good alignment, and a stable operating
environment are required.
Successful interferometry requires good fringe visibility. Fringe visibility is a
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Laser
Output
Beamsplitter
Figure 2.3: The simplest form of Michelson interferometer consists only of an input light
source, a beamsplitter, and two arm mirrors.
measure of how efficiently the beams in each arm interfere when they return to the
beamsplitter. The fringe visibility is given by:
F.V. =
Pmax − Pmin
Pmax + Pmin
(2.8)
Where Pmax is the output power when the light in the arms constructively interferes
at the beamsplitter, and Pmin is the output power when it destructively interferes.
A fringe visibility of 1 implies perfect interference.
There are several factors which affect fringe visibility. The first is coherence. If
the travel time in the arms is different, then the light emitted by the source at one
time will interfere with light emitted at a different time. If the source is coherent
over time scales longer than the difference in travel times, the two beams can still
interfere efficiently. Experimentally there are two extreme limits for coherence: a
white light source and a laser. For the white light source, which is incoherent, the
arm lengths (and hence travel time) must be exactly matched for interference to
occur. For a laser, the coherence time (or length) can be as high as a millisecond
(or 300 km in length). Thus it is possible to have vastly different arm lengths, and
still have coherent interference when a laser is used.
The next factor affecting fringe visibility is overlap. Two factors affect overlap,
the alignment, and the spot size. Firstly, the two end mirrors must reflect the light
in the arms back to the same spot on the beamsplitter, otherwise the beams will
simply not overlap. Secondly, since laser light diffracts, if the arms are different
lengths, the beams returning from each arm will be different sizes. To allow for this
it is necessary to either; match arm lengths, place correcting lenses in the arms (or
use curved end mirrors), or choose an input beam such that the spot size difference
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is small.
The final factor (for the purpose of this thesis) in fringe visibility is beam dis-
tortion. If the beams are distorted differently in each arm, by a reflection from an
imperfect mirror, for example, they will interfere imperfectly. These three factors
combine to reduce the interference efficiency, and thus decrease the fringe visibility.
2.2.1 Interference Condition
In this section the output intensity from a simple Michelson as a function of arm
lengths is given. The simplifying assumptions used are:
•Perfect coherence
•Matched spot sizes
•No beam distortions and
•Lossless beamsplitter and end mirrors
Deviations from these conditions result in reduced fringe visibility, as discussed in
the previous section. For this and other calculations, the convention used is where
reflected beams obtain no phase shift and transmitted beams obtain a pi/2 phase
shift.
For a Michelson interferometer consisting of a beamsplitter with electric field
amplitude reflectivity r, and transmissivity t =
√
1− r2, with input electric field
amplitude Einc, and arms of length L1 and L2, the output electric field is given by:
Eout = irtEinc
(
e
i2ωL1
c + e
i2ωL2
c
)
(2.9)
where ω is the angular frequency of the optical field. Here, and further on in this
thesis, the electric field will be defined to have units of
√
Watts, so that the optical
power is given by:
P = E∗E (2.10)
Defining the electric field in this way is useful because photodetectors produce an
output voltage proportional to incident optical power.
Equation 2.9 can be simplified by using the average arm length and arm length
difference instead of the individual arm lengths. The values for average length and
arm length difference are defined in the obvious way:
L =
L1 + L2
2
∆L = L2 − L1 (2.11)
Solving for L1 and L2 and substituting into equation 2.9 gives:
Eout = 2irtEince
i2ωL
c
(
cos
ω∆L
c
)
(2.12)
The interference condition, and output power, of the Michelson interferometer is only
affected by the ∆L parameter. Thus to change the output power, it is necessary to
change the arm length difference. Changing the average arm length has the effect
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of changing the phase of the output light, since this alters the total travel time from
the input to the output of the Michelson.
To better illustrate the effects of changing length values, figure 2.4 shows the
output power and electric field phase from a Michelson interferometer. In the first
column the average arm length is increased, in the second the arm length difference
is increased, and in the third the length of one arm is increased. For ease of plotting
the length axes are centered around zero, however, this represents a microscopic
deviation around a macroscopic average value of L1 = L2 = 0.50 m.
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Figure 2.4: The output power and phase of a Michelson interferometer as the average
arm length, the arm length difference, or the length of one arm are increased. Input power
is unity.
Despite the antiquity of the Michelson interferometer it continues to be of rele-
vance to modern optics. All the current generation of laser interferometric gravita-
tional wave detectors are advanced Michelson interferometers. It would be ironic if
at the start of this century, the quest to directly detect gravitational waves should
fail, and the Michelson interferometer would again force a change to the way space
is understood by returning a null result.
2.3 The Fabry-Perot Cavity
The Fabry-Perot cavity is another form of interferometer. Unlike its cousin the
Michelson, which is a two beam interferometer, the optical cavity is a multiple
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beam interferometer. In its standard form, a Fabry-Perot cavity consists of two
mirrors, front and back, with laser light incident on the front mirror. Once the
system reaches steady state, typically on sub micro-second timescales, there are
three fields of interest, the reflected field, the circulating field, and the transmitted
field. This section is dedicated to explaining the behaviour of these fields.
Einc
Eref
Ecirc Etrans
Figure 2.5: A schematic diagram of a Fabry-Perot cavity showing the three electric fields
of interest.
Conceptually it is simplest to analyse a cavity as a multiple ‘bounce’ system
[20]. In this picture, a small ‘packet’ of light is injected into the cavity. It circulates
around the cavity, reflecting off (and transmitting through) both mirrors before
interfering with the ‘second’ packet of light, though the system actually consists of
a continuous chain of such packets. If this process is iterated infinitely, and the
phasors of these packets are vector summed, a steady state solution is reached.
It is through the multiple bounce method that the effective bounce number can
be determined. Since there is a fixed round-trip loss for each individual packet,
there will be a characteristic number of bounces before the packet is considered
insignificant. The bounce number also defines a time constant for each packet, since
each round trip of the cavity takes a known time.
If the phasors for all the packets inside the cavity add up exactly in phase, the
circulating field will become large compared with the input field. The circulating
field increases until the power lost in each round trip is equal to the input power.
This condition defines resonance - when the circulating field is at a maximum for a
given input field.
2.3.1 Cavity Resonance Conditions
There are two requirements for a cavity to be on resonance. The first is that the
beam is self-reproducing spatially (the transverse mode condition), and the second
is that the circulating field components interfere constructively (the longitudinal
mode condition).
The transverse condition is satisfied when the beam is replicated identically after
completing one round trip of the cavity. Equivalently, if the radius of curvature and
spot size are the same after one round trip, then the transverse condition is satisfied.
For example, if a cavity consists of two flat mirrors, then after one round trip the
beam will have diffracted and it will not be identical to the incident beam at the same
position. However, if the back mirror is curved with the same radius of curvature as
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the circulating field at that point, then the beam is ‘folded’ exactly back on itself,
and the beam is replicated at all points in the cavity. Thus, most cavities are made
with spherically curved mirrors.
The longitudinal condition requires that each phasor in the circulating field have
the same phase. An equal statement requires the cavity round trip be an integer
number of wavelengths in length. Thus, when a beam travels a full round trip of
the cavity it is in the same part of its cycle as the new input beam. There are two
ways to achieve this condition, either by changing the cavity length, or changing the
input wavelength.
The transverse condition gives rise to the cavity stability criterion. There are
some cavities for which there are no stable resonant modes. A cavity with one flat
mirror and one convex mirror is unstable. Similarly, if the mirrors are too concave,
the cavity is again unstable. The stability can be determined from the radii of
curvature and the separation of the mirrors. A cavity is stable if the following
inequality is satisfied [19]:
0 6
(
1 +
L
ROC1
) (
1 +
L
ROC2
)
6 1 (2.13)
where ROC1 and ROC2 are the radii of curvature of the two mirrors and L is the
length of the cavity (or the separation of the mirrors). Note that concave mirrors
have negative radii of curvature.
The modes of a stable cavity are very similar the Hermite-Gauss modes. Since
the behaviour of the Hermite-Gauss modes is known it is possible to calculate the
resonant mode structure of a cavity with given length and mirror radii of curvature
using the Hermite-Gauss modes as a model. The Rayleigh length of the cavity is
given by:
z0
2 =
−L(ROC1 + L)(ROC2 + L)(ROC2 + ROC1 + L)
(ROC2 + ROC1 + 2L)2
(2.14)
which gives the cavity waist through equation 2.2;
w0 ≡
√
λz0
pi
Also, the waist position inside the cavity is found using:
z1 =
−L(ROC2 + L)
(ROC2 + ROC1 + 2L)2
z2 = z1 + L (2.15)
where z1 and z2 are the positions of the mirrors relative to the waist at z=0.
The equations 2.14 and 2.15 define the mode matching for the cavity. Incident
light is coupled efficiently into the cavity mode if it has the same waist size and po-
sition as the cavity mode. If the incident light is not in this mode, the ‘mismatched’
components are reflected off the cavity. To couple light in efficiently, lenses are
placed in the beam path to give the desired waist. Mode matching is an essential
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part of experimental cavity physics.
Note that even though all the Hermite-Gauss modes have the same radius of
curvature, they will not in general experience the same round trip phase delay in
a cavity. The Gouy phase shift (equation 2.4) is weighted by the mode number
(l+m+1) in the equation for the Hermite-Gaussian beam (equation 2.7). Thus,
the different spatial modes receive a different longitudinal phase shift in the cavity,
causing them to be, in general, non-degenerate. It is possible for a higher order
spatial mode to be degenerate with the fundamental TEM00 mode if its round trip
Gouy phase shift difference is exactly 2pi. Cavities are generally designed so that
this does not occur for any mode with significant amplitude.
2.3.2 The Cavity Equations
Although it is conceptually easier to understand the summation approach to cavity
fields, it is mathematically simpler to analyse a set of self-consistent steady state
equations [17]. These equations are derived in an intuitive way from the fields shown
in figure 2.5. Note, the circulating field is defined at the point infinitesimally inside
the front mirror, headed in the same direction as the incident field. If the amplitude
reflectivities of the mirrors are r1 and r2 for the front and back mirrors respectively
and assuming the system is lossless the cavity relations are:
Eref = r1Einc + ir2t1Ecirce
iφ (2.16)
Ecirc = it1Ein + r2r1Ecirce
iφ (2.17)
Etrans = it2Ecirce
iφ/2 (2.18)
where φ is the round trip phase shift of the cavity defined by φ = 2ωL/c and,
as before, the convention of a pi/2 phase shift on transmission is used. The cavity
relations are then solved in terms of the input field, Einc to give the cavity equations:
Eref = Einc
r1 − r2eiφ
1− r1r2eiφ
(2.19)
Ecirc = Einc
it1
1− r1r2eiφ
(2.20)
Etrans = Einc
−t1t2eiφ/2
1− r1r2eiφ
(2.21)
These three equations define the three fields of importance when studying a cavity.
The power and phase of these three fields is shown in figure 2.6, for three different
pairs of mirror reflectivites. Mirror reflectivites are usually quoted in terms of power,
usually as percentages. These are converted to amplitude reflectivities by taking
the square root of the fractional power reflectivity, i.e. r =
√
R. The phase of the
circulating field does not provide any useful information and is only included for
completeness. As an addendum to the above equations, the maximum circulating
power per input power, or the power recycling factor, is given at φ = 0. For the
specific case where there is no loss in either the mirrors or the cavity medium, the
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power recycling factor is given by:
Pcirc,max
Pinc
=
it1
1− r1r2
(2.22)
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Figure 2.6: Plots of the Reflected, Circulating, and Transmitted powers, with their
respective phases, for the parameters (a) R1=50% R2=60% (b) R1=75% R2=80.1% (c)
R1=90% R2=92.5%. Input power is unity
The height of the circulating peak, and the ‘sharpness’ of the resonance is measured
by a value called finesse (F). The finesse is a common term, and is defined in
several different ways. However, the different values converge for F & 10. The first
definition, based on mirror amplitude reflectivities, is:
F = pi
√
r1r2
1− r1r2
(2.23)
The second definition is based on cavity loss, both in the mirrors and in the intra-
cavity medium. It is not stated here. The third definition is based on the relative
width of the transmitted peak compared with the inter-peak spacing. The inter-
peak spacing is called the free spectral range (FSR), and the peak width is defined
as the full width at half maximum height (FWHM). The FWHM is also known as
the linewidth (ν) or bandwidth of the cavity. The finesse is related to these values
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by:
F = FSR
FWHM
(2.24)
where the FSR is;
FSR =
c
2L
(2.25)
The FSR is the distance between adjacent longitudinal modes in laser frequency.
However, it is equally valid to express the FSR in terms of the cavity length. Since
each longitudinal mode is an integer number of wavelengths in round trip length,
an FSR is one wavelength in length. Similarly the FWHM is λ/F metres ‘long’ in
cavity round trip length. The calibration from wavelength to finesse to FWHM will
be used later in this thesis. Further discussion of cavities is contained in chapter
3, in particular, control of cavities, and their interaction with phase and frequency
modulation.
Chapter 3
Control
This chapter outlines the theory behind two common control techniques in optics.
The first is DC locking, which is a more general form of offset locking. The second
is RF cavity locking, which includes the commonly used PDH (Pound Drever Hall)
locking [21]. Before these topics are covered, a brief introduction to the essentials
of control is given.
3.1 Control of Optics
Control systems for optics consist of four main parts: the plant, sensor, servo, and
actuator. The plant is the chief component and the core of the experiment. The
sensor diagnoses the condition of the plant. In optics the sensor usually includes
a photodetector. The servo stage filters the output of the sensor and amplifies or
attenuates it as necessary before feeding it to the actuator. The actuator controls
the plant.
For the purposes of this thesis, the plant is considered to be either an inter-
ferometer or a cavity. In general, a cavity will be locked to resonance, and an
interferometer locked to an arbitrary position on a fringe. To lock either of these
systems, the optical path length must be precisely controlled.
The sensor stage of the control system may have several components. Optically,
the most important is the photodetector. However, for the case of RF locking, the
sensor also includes a modulator and a mixer.
The servo stage consists of two (or more) components. The two core components
are the servo and the high voltage amplifier. The servo filters and amplifies the input
signal from the sensor. Generally this involves the output signal being suitable for
the actuation stage, which will have limited actuation bandwidth. The servo must
have low noise. The second stage is a high voltage amplifier. It provides flat gain and
its output may vary from -200 to +200 volts. Both servos and high voltage amplifiers
are designed and built in-house. An additional stage could be a pre-amplifier, to
boost the size of the signal from the sensor before it reaches the servo.
The actuator adjusts the length of a cavity, or the arm length difference of a
Michelson interferometer, by moving a mirror attached to a piezo-electric transducer
(PZT). PZT’s are ceramic devices that expand or contract under input voltage. The
PZT’s used in this experiment accept input voltages from -100 to 200 volts, which
allows them to move a little more than one micron. Typically, PZT-mirror systems
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are able to respond to inputs up to 20 kHz, though in practice the mounting system
often has some lower frequency resonances prohibiting, actuation at frequencies
much higher than 1 kHz.
For a control system to be successful the sensor must provide an error signal.
The error signal must provide both the polarity and magnitude of the deviation of
the plant from its desired operating point. The error signal must be zero crossing,
so that at the desired condition the plant is unaffected by the control system. The
derivation of an appropriate error signal is a major component in the design of an
optical control system. The following sections discuss two techniques for deriving
an error signal for particular plant and sensor combinations. The two techniques
described are DC locking and RF locking, for the specific cases of a Michelson
interferometer and a Fabry-Perot cavity respectively.
3.2 DC Locking a Michelson Interferometer
DC locking is a remarkably simple and effective means of controlling the resonance
condition of a Michelson interferometer. The Michelson interferometer is the plant
and a photodetector on the output, which measures a small fraction of the transmit-
ted beam, is the sensor. The servo stage is a combination of a filtering gain stage, a
PZT-PID servo, with a flat gain stage on the output, a high voltage amplifier. The
actuation comes from PZTs on one or both of the arm mirrors of the interferometer.
Critical to DC locking is a DC voltage offset source. The offset is subtracted from
the output of the sensor to create an error signal.
For a high fringe visibility interferometer, the transmitted power of the Michelson
varies sinusoidally and is close to zero at the minimum. After photo detection, this
corresponds to a sinusoidally varying output voltage which, like the output power,
does not cross zero. If a constant voltage of the appropriate size is subtracted from
the photo voltage, the total will cross zero at some points. The zero crossing points
are the lock points of what is now an error signal. Varying the size of the offset
changes the lock points. By switching the polarity of the feedback to the actuator,
it is possible to lock to either the positive or negative voltage slope, and thus to
either side of an interference fringe.
DC locking uses the output of the Michelson as an error signal. Since the output
has zero derivative at the maximum and minimum, it is impossible to lock these
points using DC locking. Also, since the slope of the output power is less near the
turning points, the gain of the servo stage must be higher to keep the interferometer
locked. Locking close to the end-points is a special case of DC locking called offset
locking. Offset locking is currently planned for use in the second generation of LIGO
detectors [9].
DC locking is useful for a great many applications apart from Michelson inter-
ferometers. It is simple, cheap, robust, and versatile. However, the inability to use
it to lock to turning points in power make its application unsuitable at times.
§3.3 RF Cavity Locking 21
3.3 RF Cavity Locking
Radio frequency cavity locking schemes are varied in concept and application. Uni-
versally they rely on imposing an RF modulation on the laser beam. After interact-
ing with the cavity, the laser light is detected on a high speed photodetector, with a
detection bandwidth greater than the RF modulation frequency. For brevity, only
RF locking schemes using frontal phase modulation (PM) are described here.
In frontal PM schemes, the incident light is phase modulated at some radio
frequency (typically 10-500 MHz). The modulated light interacts with the cavity and
is detected either on transmission or reflection. The output signal from the detector
is then demodulated (or mixed down) to DC and low pass filtered to provide an error
signal. The elements here are discussed in order; phase modulation, interaction with
a cavity, detection, and demodulation and filtering.
3.3.1 Phase Modulation
Phase modulation changes the phase of the electric field. This is usually achieved
by changing the optical path length using an electro-optic modulator (EOM), which
changes the refractive index of a crystal by applying a voltage across it. The output
light is phase modulated in a manner proportional to the input voltage on the
modulator.
In the phasor picture, by rotating the frame of reference at the optical frequency,
the unmodulated beam has length E0 and phase φ. The phase modulation leaves
the length unchanged, but the angle becomes time dependent. The zero to peak
modulation, δ, can be expressed in terms of the maximum phase change from the
average position, usually in radians. For small modulation depths, the ‘wobbling’
phasor can be decomposed into an unmodulated phasor (the carrier), with two time
varying phasors (the sidebands). This decomposition is shown graphically in figure
3.1. The two sidebands vector sum with the carrier to change its phase without
changing its amplitude. Mathematically, phase modulation is represented by:
E = E0e
i(ωt+δ sin(ωmt)) (3.1)
where the unmodulated beam is Eoe
iωt and ωm is the angular frequency of the
modulation. If δ  1, this can be decomposed to make:
E0e
iωt(1 + iδ sin(ωmt)) = E0e
iωt
(
1 +
δ
2
eiωmt − δ
2
e−iωmt
)
(3.2)
In figure 3.1 the sidebands cancel out, but when time is advanced one quarter of
the modulation period, the sidebands will add constructively in the imaginary plane
(since they counter-rotate relative to the carrier). When the imaginary plane side-
bands are then added to the carrier, the vector sum is of length E0 (for small δ),
and is tilted with respect to the vertical. It is possible to express amplitude modu-
lation in the same picture by simply flipping the sign of one of the sidebands. Thus,
AM sidebands cancel in the imaginary plane and add in the real plane, changing
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Figure 3.1: In the first picture the phasor is length E0 oscillates in phase at frequency
ωm. For small modulation depth, this is decomposed into a stationary carrier with two
superimposed sidebands, which vector sum to give the same phase modulation at frequency
ωm.
the length but not the angle of the carrier. Amplitude modulation is represented
mathematically by:
E0e
iωt(1 + δ sin(ωmt)) = E0e
iωt
(
1− iδ
2
eiωmt + i
δ
2
e−iωmt
)
(3.3)
The sideband picture of modulation will be used in the following sections to un-
derstand the interaction, detection, and derivation of an error signal after interaction
with a cavity.
3.3.2 Interaction with a Cavity
The resonance condition of a cavity is dependent on the input optical frequency. The
sidebands are at a frequency different from the cavity, and as such will experience
a different resonance condition. If the modulation frequency is high compared with
the bandwidth of the cavity, then when the carrier is on resonance the sidebands
will be far from resonance. If the modulation frequency is low compared with the
cavity bandwidth, then the sidebands will experience approximately the same reso-
nance condition as the carrier. These two sideband interaction regimes are analysed
separately.
In the case of high modulation frequency, when the carrier is on resonance the
sidebands are non-resonant. Since the sidebands are non-resonant, they will be
reflected off the cavity. It is therefore assumed that the reflected field is to be
monitored. The description for the transmitted field is similar, but the sidebands
are highly attenuated. If the carrier then drifts a small way from resonance, it will
obtain a phase shift, ∆φ, from the dispersion of the cavity. However, the sidebands
are far from resonance, and so experience effectively zero dispersion. Thus, the
carrier experiences a phase shift relative to the sidebands. The reference frame
is then rotated to keep the carrier phase constant, and it now appears that the
sidebands experienced the phase shift. The rotated sidebands are then decomposed
into the original PM, and some AM. The interaction with the cavity converted some
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PM to AM. This decomposition is shown in figure 3.2.
∆φ
original PM generated AMphase shifted
sidebands
Figure 3.2: The effect of a phase shift of the carrier with respect to the sidebands. Some
PM is converted to AM. Figure reproduced from reference [22]
The electric field sidebands following this interaction are described by [22]:
E = E0e
iωt (1 + iδ sin(ωmt) cos(∆φ)− δ sin(ωmt) cos(∆φ)) (3.4)
Here the first term is the carrier, the second is the incident phase modulation at-
tenuated by the sin(∆φ) term, and the third term is the generated amplitude mod-
ulation. Equation 3.4 describes the interaction of high frequency phase modulation
after interaction with a Fabry-Perot cavity.
When the modulation frequency is low compared with the cavity linewidth, the
effect on the sidebands is quite different. In this case, when the cavity is on res-
onance, the sidebands are very near to resonance, and so are transmitted along
with the carrier. In this case, the transmitted field will be analysed, though the
arguments are valid for both transmitted and reflected fields. The sidebands receive
a different phase shift to the carrier on both transmission and reflection, but this
does not serve to generate AM, since one sideband is phase advanced and the other
equally delayed. It has the same effect as advancing the sideband picture in figure
3.1 in time slightly. As such, this phase effect will be ignored.
When the carrier drifts from resonance, it and the sidebands receive approxi-
mately the same phase shift, since the phase dispersion of the cavity is linear well
inside the linewidth. As the carrier drifts, one sideband will approach resonance, and
the other will be driven further from resonance. This changes the relative heights
of the sidebands on either transmission or reflection. The differential height change
of the sidebands converts the incident PM into AM, as shown in figure 3.3.
Note that the AM sidebands in figure 3.3 have different phase relative to the PM
sidebands than those in figure 3.2. This change in relative phase is important, and
is briefly mentioned in section 3.3.3. Mathematically, the conversion of PM to AM
through differential magnitude changes is expressed as:
E = E0e
iωt (1 + iα sin(ωmt)− α cos(ωmt)) (3.5)
Where α is the change in height of the sidebands, and is dependent on the trans-
missivity of the cavity at the sideband frequencies.
In the regime between high and low frequency modulation, a linear combina-
tion of these two effects will occur. Since the phase of the AM is different in the
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Figure 3.3: PM is converted to AM when the sidebands experience differential magnitude
changes. Figure reproduced from reference [22]
two cases, the phase of the output AM depends on the relative strength of the two
effects. In all cases, the amount of AM generated is determined by the difference
from resonance. The next section explains how the conversion from phase to ampli-
tude modulation allows a standard detector to sense the modulation, and hence the
resonance condition of the cavity.
3.3.3 Detection, Mixing, and Filtering
Photodiodes convert light into current. They operate at a given quantum efficiency,
which specifies what fraction of incident photons are converted to electrons in the
current. The quantum efficiency is typically around 90% for detectors operating at
λ = 1064 nm. The photo-current passes through a trans-impedance amplifier, which
produces an output voltage proportional to the input current. Although the gain and
efficiency of different detectors is unique, the output voltage is still proportional to
the input optical power. Equations which specify photo-voltage in terms of incident
electric field will thus have an implicit constant of proportionality.
Here the optical power is defined by the relation P = E∗E, where E* is the
conjugate of E. Since it is assumed that the voltage from the detector is directly
proportional to the optical power, the photo-voltage is given by:
Vpd = E
∗E (3.6)
where the constant of proportionality (with units of volts per Watt) is left out. This
equation shows that phase modulated light, defined in equation 3.1, has constant
magnitude upon detection.
When a phase modulated beam interacts with a cavity near resonance, ampli-
tude modulation is created. This amplitude modulation is detectable. Converting
equations 3.2 and 3.3 into voltages, the detected voltage after interaction with a
cavity in the high frequency regime is:
Vpd ≈ P0(1− 2δ sin(ωmt) sin(∆φ)) (3.7)
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and in the low frequency regime;
Vpd ≈ P0(1 + 2αδ cos(ωmt)) (3.8)
In both cases the δ2 terms are neglected. P0 is the average power of the detected
light. Both ∆φ and α give information about the resonance condition of the cavity.
To derive an error signal, the information encoded at the modulation frequency is
reduced to DC by demodulation. Demodulation, or mixing, multiplies the signal by
a sinusoidal reference at the modulation frequency.
The phase of the demodulation source relative to the generated amplitude mod-
ulation of the beam is important. The best way to get the information from the
modulation frequency is to demodulate in phase with this signal. In equation 3.7
this means multiplying by a sin(ωmt) local oscillator, and for equation 3.8 multi-
plying by a cos(ωmt) local oscillator. The phase of the local oscillator is measured
with respect to the incident phase modulation. In practice, the local oscillator both
generates the PM and provides the demodulation source.
When the photo-voltage is demodulated there are terms at DC, ωm, and 2ωm.
These terms are low pass filtered to strip away the high frequency terms. The
low pass filter leaves a window around DC large enough so the resulting term can
provide information about the changes in the resonance condition up to a MHz or
so. The result of demodulating and low pass filtering equations 3.7 and 3.8 with the
appropriate local oscillator phase is:
Vdemodulated = −P0δ sin(∆φ) (3.9)
for high frequency modulation. For low frequency modulation:
Vdemodulated = P0δα (3.10)
Around resonance neither the transmitted nor reflected power varies to first order,
so both power and modulation depth are constants. Thus the error signal is propor-
tional only to sin(∆φ) in the high frequency case and α for low frequencies. Both
these terms are zero on resonance and have opposite sign on either side of resonance.
Thus an error signal which provides information on the distance and direction from
resonance is generated by phase modulation, detection, and demodulation with the
correct phase. The particular case of locking a cavity using high frequency modu-
lation, and measuring the reflected power, is known as Pound-Drever-Hall (PDH)
locking. It is a commonly used technique in interferometer control, and is an im-
portant sub-class of wider RF locking techniques.
The error signal generated in this way is proportional to the imaginary com-
ponent of the transmitted (or reflected) field of the cavity. Figure 3.4 shows the
imaginary component of the cavity plotted about resonance. Notice the linearity of
the trace close to resonance. The slope of the error signal in this central section is
twice the peak-to-peak height divided by the peak-to-peak separation [23].
In the intermediate regime the error signal is still linear and proportional to
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Figure 3.4: The imaginary field of the cavity on transmission has the same shape as the
error signal around resonance. It is linear for small motions, and crosses zero at resonance.
length (or frequency) changes near resonance. The required demodulation phase is
non-trivial, though this is no practical hindrance since the phase between the local
oscillator and the amplitude modulation signal can be altered by delaying one signal.
Chapter 4
Flexure Design
The momentum of light is notoriously small. To measure radiation pressure, with
the modest laser power available in a lab environment, it is necessary to have a very
light mirror. This chapter addresses the design of the moveable mirror. Also, the
interactions between radiation pressure, an optical cavity, and a moveable mirror
are modelled. The model is used as an aid to understanding the system and as an
independent verification that the effects observed are indeed caused by radiation
pressure.
4.1 Simple Harmonic Oscillators
The aim of this section is to present all the formulae used in modelling the interaction
of the moveable mirror with light pressure. To do so, it is necessary to describe the
basic design of the moveable mirror.
The term ‘moveable mirror’ is perhaps misleading. More accurate is ‘mirror on
a spring’. The mirror is mounted on a thin cantilever of niobium, which is in turn
attached to a solid base. The mirror is glued on, but the rest of the construct is
monolithic.
Mirror
Thin cantilever
Base
Figure 4.1: The thin cantilever shown is of order one hundred microns thick. The mirror
is 1mm thick, as is the plate on which it is mounted. Barring the mirror, the system is
monolithic.
A force exerted on the mirror stresses the cantilever, or flexure membrane, caus-
ing it to bend. The simple cantilever design is advantageous because it exhibits
27
28 Flexure Design
single moded behaviour with a spring constant easily modified by changing the can-
tilever geometry. The bending of the flexure membrane is an angular action, and as
such the flexure system has an angular spring constant. The equations governing the
motion of simple harmonic oscillators are expressed in angular terms to match the
flexure motion. The angular equations are equivalent to the linear equations and the
two can be interchanged by substituting all the appropriate rotational terms with
their linear analogues. A list of the relevant terms and their analogues is contained
in reference [24].
The key parameters for simple harmonic oscillators are the resonance frequency
(ω0), the quality factor (Q), the angular spring constant (ka), and the moment of
inertia (I). The resonance frequency is related to the moment of inertia and spring
constant by [25]:
ω0 =
√
ka
I
(4.1)
The quality factor is used to calculate the angular damping co-efficient (ba):
ba =
Iω0
Q
(4.2)
with these terms defined, the steady state angular response, in radians, of the oscil-
lator is given by:
θ =
T0√
I2(ω02 − ω2) + ba2ω2
(4.3)
Where T0 is the amplitude of the torque incident on the cavity at frequency ω, such
that the time dependent torque is T = T0 sin(ωt). The phase of the steady state
motion relative to the input is given by:
tan φ =
baω
I(ω02 − ω2)
(4.4)
With equations 4.3 and 4.4 the transfer function of a mirror-spring system can
be plotted once the angular spring constant, the quality factor, and the moment of
inertia are known. These parameters are dependent on both materials and geometry.
The flexure material is niobium. Niobium was chosen because it has a high intrinsic
quality factor, is relatively cheap, and is easy to work with. Also, the Australian
gravitational wave research community has significant expertise in designing high-Q
niobium oscillators. See, among others, references [26, 27].
The relevant material properties are the Young’s modulus and density of niobium
[28]:
Ey = 105× 109 Pa
ρ = 8570 kgm−3 (4.5)
The density was used in calculations of the moment of inertia of the flexure-mirror
system. The Young’s modulus (or modulus of elasticity) was used to determine the
§4.2 Radiation Pressure Response 29
angular spring constant [29, 30]:
ka =
EyIa
l
(4.6)
where l is the length (or height) of the flexure membrane and Ia is the moment of
area of the flexure membrane. The moment of area is defined by the thickness and
width of the membrane:
Ia =
Wt3
12
(4.7)
It is important that W & 30t. If this condition is satisfied, then the flexure motion is
largely single moded. Since the membranes are typically of order 100 microns thick,
the flexure must be at least a few millimetres wide. It is implicitly assumed that
the base is heavy compared with the ‘moving’ components. The simple equations
presented so far were used to model radiation pressure effects in the pre-project
stage. The work completed in the pre-project design phase, including calculations
of radiation pressure effects under realistic conditions, is summarised in appendix
A.
4.2 Radiation Pressure Response
To determine if the effects seen in this experiment were radiation pressure it was
important to model the strength of the radiation pressure effects independent of fit-
ted parameters. The model was created using a mix of theoretical and experimental
parameters. This section describes the key aspects of the model. Some of the results
derived from the flexure response model are presented in chapter 6. Although the
model discussed below could have been used for any of the three flexures, it was
only used for the flexure with the highest resonance frequency and the 240 µm thick
membrane.
The important values for calculating the cavity length changes caused by radia-
tion pressure are: moment of inertia (I), Angular spring constant (ka), quality factor
(Q), incident laser power (Pinc), amplitude modulation depth (δ), circulating power
(Pcirc), and the height of the mirror above the rotation axis (hm).
The moment of inertia was determined using the software package Pro-Engineer.
Prior to construction, a 3-D model of the flexure was created, as shown in figure
4.2. After adding the mirror to the 3-D model and supplying Pro-Engineer with
appropriate values for density (of Niobium, and of BK7 for the mirror), the moment
of inertia was determined. There was some substantial (∼10%) error in the moment
of inertia because it was not obvious where to place the rotation axis, since the bend
of the flexure membrane is continuous.
The angular spring constant was calculated using equation 4.6. The bulk ge-
ometric values of the flexure membrane, the length and the width, were assumed
to be the design values. The thickness was adjusted from the design parameter
until the resonance frequency given by the model was equal to that observed in the
experiment.
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Figure 4.2: The flexure (or flexure-mirror system). The base is not shown in this image,
but it attaches to the bottom of the flexure membrane.
Incident laser power was measured immediately in front of the cavity using a
power meter. The modulation depth was defined as the zero to peak fractional
amplitude of the modulation. It was a variable, and could be set to a particular
experimental value to check experimental results. The circulating power was de-
termined using both experimental and design values. First, the circulating power
was calculated using equation 2.20 and the design values for the mirror reflectivi-
ties. This was later refined by reducing the reflectivity of the mirrors to match the
experimentally measured cavity finesse. The circulating power converts to optical
force through photon momentum, giving:
Fopt(t) = F0 sin(ωt)
with
F0 =
2δPcirc
c
(4.8)
The factor of two is present in the radiation pressure force because the back mirror
of the cavity reflects most of the circulating power, thus doubling the momentum
kick from each photon.
To convert an optical force to a torque, and to convert an angular displacement
to a cavity length change, the height of the mirror above the rotation axis had to be
known specifically, the height of the laser spot above the rotation axis. The spot was
assumed to be in the middle of the mirror, and the position of the mirror taken from
the design parameters of the flexure system. The quality factor was taken directly
from the experiment, as discussed in chapter 6.
The complete matlab code used to model the interaction of the flexure-mirror
system with radiation pressure is included as appendix B.
Figure 4.3 shows a sample plot from the refined model. The vertical scale shows
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the position fluctuations of the moveable mirror as a function of driving frequency.
For this plot, Pinc = 250mW, δ = 1, and Q = 1000. Note that there were not
enough data points in the plot to accurately resolve the resonance peak.
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Figure 4.3: A sample of the calibrated transfer functions generated by the refined model
for radiation pressure effects.
Calibrated transfer function plots were crucial in the geometric design of the
flexure system, as presented in appendix A. The amplitude response provide the
most important information and the phase response is only included here for com-
pleteness. They also provide key support for the argument that the amplitude
modulation effects discussed in chapter 6 are from radiation pressure.
4.3 The Optical Spring
Prior to the commencement of the experimental part of this project, the optical
spring effect was not considered. The interaction of the mechanical spring with the
radiation pressure force was examined more closely in the context of experimental
questions.
When free from other effects, the torque exerted on the mirror is linearly pro-
portional to its angular displacement. For small displacements, this is linearly pro-
portional to the horizontal displacement of the mirror. The slope of this torque
versus angle relation is the angular spring constant. However, when the mirror is
part of an optical cavity, as the horizontal position of the mirror is changed, so is
the resonance condition of the cavity. This creates a changing force on the mirror
which is the same shape as the circulating power plots shown in figure 2.6. After
converting this force into a torque, the sum of the torques acting on the mirror is
no longer linear with distance.
The changing slope of the torque versus distance line means the effective spring
constant of the ‘mirror’ is changing with displacement, and as such the resonance
frequency also changes. Figure 4.4 shows the predictions of the model for input
power of 250 mW. The resonance frequency changes are predicted to be large, ap-
proximately 10% of the mechanical resonance.
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Figure 4.4: The left plot shows the mechanical and optical torques, and the sum of the
two. The right plot shows the resonance frequency changing from its mechanical value
of 303 Hz. On both plots the dotted line shows the circulating power (arb units) as a
length scale reference. Cavity resonance is assumed to be at the equilibrium position of
the flexure.
The study of these optical spring effects, and other possible interactions between
radiation pressure and the flexure, presented exciting new experimental possibilities.
Although there was not time enough to explore these new interactions to much
depth, some data were recorded. This data is analysed and compared with the
radiation pressure model in chapter 6.
4.4 Chapter Summary
The simple equations governing the motion of damped simple harmonic oscillators
presented have been presented. They were used to plot the amplitude response of
a flexure-mirror system for a given optical force input. These plots allowed the
development of a suitable oscillator geometry. The model was refined after the
commencement of experimentation. The refinements corrected numerical values and
allowed for the modelling of unexpected new effects, principally the optical spring
effect. The results chapter presents the comparisons between the refined model and
experimental results, whereas this chapter has provided the necessary tools for such
a comparison.
Chapter 5
Experimental design
The design of this experiment can be grouped into several different categories. The
movable mirror was discussed in the previous chapter. This chapter deals with
environmental noise suppression, optical layout and components, and the control
scheme.
5.1 Environmental Noise Suppression
Any mechanical system capable of sensing radiation pressure will also be susceptible
to a great deal of other noise. This section deals with the noise requirements of the
experiment in general and, in particular, with the techniques needed to ensure that
non-radiation pressure motion is minimised.
There were four main sources of noise likely to limit the sensitivity of the ex-
periment: acoustic, electronic, thermal, and vibrational. The gravitational wave
research group has had significant experience with very high sensitivity interferome-
try, and has developed low noise photodetectors and good control electronics (servo’s
and high voltage amplifiers). For this reason electronic noise was assumed to not
be a limiting noise source, and this assumption was shown to be justified. Also, in
terms of absolute sensitivity the experiment will not be approaching thermal noise,
so we can discount this from our noise concerns.
It should be noted that the laboratory environment was unusually quiet to begin
with. The concrete slab for the laboratory is twice as thick as a normal foundation,
and it is separated by several centimetres from both the walls and the foundations
of the rest of the building.
Vibrational and acoustic noise were highlighted as the two main noise sources.
To combat these two sources several measures were taken. The first stage of isolation
came from the optical bench. The table is a TMC optical bench floated on active
gas legs. The legs were filled with nitrogen at approximately 900 kPa. As such,
there was no solid contact between the table top and the ground.
Secondly, the test cavity in the experiment (and as such the flexure) is mounted
on a custom made 12 kg base. This base was then placed on 4 sorbothane hemi-
spheres. Sorbothane is a visco-elastic damping material, which has a critically
damped resonance [31]. It is ideal for isolating the flexure from table vibrations,
so long as it is properly loaded.
Thirdly, for acoustic isolation a box to enclose the test cavity was built. It was
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constructed from one inch thick medium density fibreboard, which was subsequently
lined with inch thick closed cell foam. The fibreboard, being relatively dense, was
selected to provide the bulk of the acoustic absorption. The foam was added to
increase damping of internal modes. To assist the internal damping, the foam was
added in such a way that no two sides were parallel, the corners were padded, and
other asymmetric features were created.
Picture 5.1 shows all the essential features. The large stainless steel base holding
the test cavity is not in contact with the table. There is a thick layer of sorbothane
on the table which marks the perimeter of the box. This serves several practical
purposes, firstly cables are clamped in the sorbothane, reducing the vibrational
‘short-circuiting’ effect of the cables. Secondly, there is no air gap between the
bottom of the box and the table, increasing acoustic insolation. Thirdly, the box
is always in the same place and orientation. The final thing to note is the acoustic
suppression chamber, which clearly shows the thickness of the wood and foam, some
of the asymmetric features, and the input window.
Figure 5.1: The experiment, showing the underside of the noise suppression chamber,
and the section of the experiment it covers. Note the 12 Kg slab holding the optical cavity
is held off the table by a damping and isolation material.
With all these measures in place the environmental noise was greatly attenuated.
Quantitative measurements of the reduction were not made since it was impossible
to operate the experiment without them in place. It should also be noted that
almost all data were recorded at night, since ambient daytime noise made it virtually
impossible to operate the experiment during the day.
5.2 Optical Layout
The optical layout describes the optical and opto-electronic components of the ex-
periment. The two most important features here are the amplitude modulator and
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the test cavity. The design parameters of both components, and the experimental
performance of the amplitude modulator are discussed. The performance of the test
cavity is analysed in chapter 6. Other important features mentioned are the laser
(used for frequency modulation), the photodetectors, and the power management
and calibration.
5.2.1 The Amplitude Modulator
The generation of amplitude modulation was a crucial part of the experiment. There
were several requirements:
•Full modulation depth, from zero to full power
•Large acoustic frequency range, from 1 Hz to 1 kHz
•No phase modulation effect
•Highly stable output
To achieve these goals a purpose built modulator was used: a common mirror Michel-
son interferometer.
Figure 5.2: The common arm Michelson used as our amplitude modulator. Note the
common mirror, mounted on a PZT.
A standard Michelson interferometer allows full control of output intensity from
0-100%. To modulate the output it is necessary to adjust the length of the arms
relative to each other, which can be achieved by modulating the length of one arm.
However, this introduces equal parts phase modulation and amplitude modulation,
as shown in figure 2.4. We could modulate the length of each arm exactly out of
phase and with equal depth, but this is experimentally challenging since it requires
that the PZT’s in each arm have matched responses, an undesirable complication.
The common mirror Michelson ‘folds’ the beams in each arm so they reflect off
the same mirror, at the same angle, as shown in picture 5.2. Modulation of the
position of this middle mirror changes only the relative length, ∆L. The average
length, L, is unchanged, and as such the amplitude, but not the phase is modulated.
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5.2.2 The Laser and Frequency Modulation
The laser used in this experiment is a lightwave LW 126. It produces 700 mW
of output power in a slightly elliptical spatial mode with an elliptical polarisation.
It is a non-planar ring oscillator (NPRO), and has good long term frequency and
amplitude stability, after about half an hour of operation. It has a ND:YAG crystal,
and has an output wavelength of 1064 nm. ND:YAG lasers are the standard lasers
used in gravitational wave research.
A frequency modulator is necessary to complement the amplitude modulator.
The laser controller has two front panel co-axial cable connections which control the
laser frequency, labelled fast and slow. The slow input alters the temperature of
the lasing medium, giving a large dynamic range of 10 GHz. The response time,
however, limits the usable bandwidth to ∼ 100 mHz. The fast input controls a PZT,
which stresses the laser crystal, altering the output over a range of 150 MHz. The
bandwidth of the PZT response is ∼ 150 kHz.
The response of the laser frequency to voltage at the fast input is linear over
a large range of input amplitudes and frequencies. Over a broad frequency span,
and a variety of modulation depths, the output modulation depth remains constant
for a given input voltage. For this reason the laser was chosen as the frequency
modulator.
It is important to note the difference between phase and frequency modulation at
low frequencies. At frequencies well inside the cavity bandwidth phase modulation
has little effect. In the time domain, this is because the phase of the circulating
field is ‘cycled’ out of the cavity before the input phase has changed significantly.
Thus, low frequency phase modulation does not change the resonance condition of a
cavity significantly. Frequency modulation, on the other hand, has exactly the same
effect as length modulation. At low frequencies, frequency modulation simply drives
the cavity off resonance. Phase and frequency modulation have directly comparable
effects, it is only the magnitude of these effects that is affected by the modulation
frequency.
5.2.3 The Test Cavity
The test cavity formed the core of this experiment. The cavity has two major
effects. Firstly, it increases the sensitivity to the position of its constituent mirrors
by a factor proportional to finesse and secondly, it has a circulating optical field
which is larger than the input, again by a factor proportional to finesse. However,
it also adds complications. To conduct the experiment, the cavity has to be on
resonance, which requires some form of control. There are many other issues, some
of which may be dealt with using appropriate design parameters.
Having a higher finesse gives both higher sensitivity and larger circulating power,
both desirable. The trade-off again comes in control. It was desirable to be in the
regime where measurements could be made outside the locking bandwidth of the
cavity control system. This, in turn, required that any noise outside that same
bandwidth be insufficient to drive the cavity far from resonance. Thus it was neces-
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sary to choose a value of finesse which gave both reasonable circulating power and
noise requirements.
Since the flexure is an angular spring, it tilts the reflected beam as it changes the
length of the cavity. Since, for a given angle tilt, the vertical offset scales linearly
with length, we chose a relatively short cavity. The cavity was designed to be linear
because it is possible to have the input and reflected beam use the same port, suitable
for situating the cavity inside a box.
With the geometry and finesse constrained, the radii of curvature of the mirrors
had to be decided. The movable mirror was very thin, and as such difficult to polish
with precision. A flat was selected to keep the manufacture simple. The front mirror
was designed with a radius of curvature appropriate to a cavity of the given length
and finesse. The design parameters are shown in table 5.1.
Parameter Design value
Reflectivity of fixed mirror 99 %
Reflectivity of light mirror 99.7 %
ROC of fixed mirror 0.10 m
ROC of light mirror inf
Cavity length 15 mm
Table 5.1: Design parameters for the test cavity
These design values were used to infer the cavities other properties, shown in
table 5.2. The values were calculated using the cavity formulae, equations 2.19 to
2.21.
Parameter Calculated value
Finesse 481
Free Spectral Range (FSR) 10 GHz
FWHM (or linewidth) 21 MHz
Power recycling factor 236
Spot size at waist 110 µm
Table 5.2: Design parameters for the test cavity
The linewidth of the cavity described above is important because it justifies the
assumption that this cavity is always in steady-state. Changes in the cavity circulat-
ing field are effectively instantaneous when compared with the acoustic frequencies
used in the amplitude and frequency modulators. Whilst large bandwidth is good
for this reason, it is important that it is of the same order as the laser PZT modu-
lation depth, so that large deviations from resonance can be generated using laser
frequency modulation.
The experimentally measured values for finesse and length are presented in chap-
ter 6. The FSR, linewidth, and power recycling factor were inferred from these
values. The spot size in the cavity was not measured, but the calculated value
was used for mode matching into the cavity. Following the cavity design came its
incorporation into the optical layout of the whole experiment.
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Figure 5.3: The test cavity and moveable mirror.
5.2.4 Experimental Schematic
This section is a description of the optical layout represented schematically as figure
5.4. The discussion will follow the beam path as closely as possible, from the laser
to the final detector.
The input beam preparation consists of all the optics in the first row. The
isolator, necessary to stop optical feedback into the laser, only transmits input light
of the correct polarisation. Since high power levels were needed, it was important
to maximise this transmission. As such, the elliptical polarisation coming out of the
laser had first to be linearised by the quarter wave plate (λ/4), and then rotated to
the correct axis by the half wave plate (λ/2). In general, the optics are optimised for
vertical polarisation, so the polarising beamsplitter (PBS) ensured that only vertical
polarisation was reflected into the rest of the experiment. In combination with the
λ/2 plate after the isolator the downstream power can be adjusted to an arbitrary
level. This was most useful since it is often unwieldy to work with 700 mW of power.
The beam was then collimated by lens 1 (L1), which has the long focal length f=750
mm.
The next two optics are steering mirrors, which were designed to reflect the
beam with low loss at a broad range of incidence angles. They align the beam into
the beamsplitter of the amplitude modulator. It should be noted that to align the
Michelson, the middle mirror was left out, and the system was aligned as a Sagnac
interferometer [32]. This simplified alignment vastly, since the interferometer was
especially sensitive to misalignment of the middle mirror.
On the output of the amplitude modulator, lens 2 (f=1000 mm) re-collimates the
beam, which was then steered into the broadband phase modulator, Gsa¨nger PM 25
intra-cavity phase modulator. Lenses 3 and 4 both have f=200 mm. They focus the
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Figure 5.4: A full diagram of the optical components of the experiment.
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beam to a small size to pass through the phase modulator, and then re-collimate
it on the other side. The lenses were positioned 2×f apart, so that the waist size
of the beam incident on the first lens is the same as the waist size of the beam
after the second lens. The waist position was offset, but this was corrected for by
adding optical delay. It was important not to change the waist size so that mode
matching and collimation properties were constant. The wedge which follows (W)
is an uncoated substrate. As such, it simply reflects a small percentage (typically
around 5%) of the incident light off each surface. The front and back surfaces are
angled at 3 degrees relative to each other, to eliminate any parasitic etalon effects,
and provide two spatially separated beams at the output.
One of the outputs from the wedge was attenuated by a rotatable PBS. By
rotating the PBS the transmitted beam goes from being vertical (with respect to
the table) to horizontal and back. Since the input beam is purely vertical, it can
be attenuated to an arbitrary level (limited only by the extinction ratio of the PBS,
typically 1000:1). Lens 5 (f=25 mm) then focused the beam onto a low noise,
DC-coupled transimpedance photodetector [33]. This photodetector was used to
determine how much light is transmitted through the amplitude modulator. It
was a crucial part of the AM locking scheme, as discussed below in section 5.3.1.
From here on this detector will be referred to as AM-PD (for amplitude modulation
photodetector). There is a piezo-electric transducer (PZT) attached to the common
mirror of the Michelson. This was used for control of the amplitude modulator.
The beam was then steered around to another λ/2 and PBS arrangement. These
two alter the optical power incident on the cavity, again limited only by the extinc-
tion ratio of the PBS. The reflected port of the PBS was directed onto a wedge (for
constant attenuation), through lens 6 (f=25 mm), and onto the detector labelled
I/P-PD (for input photodetector), This detector records how much of the power
incident on the PBS is transmitted onto the cavity, as a percentage.
On the transmitted port of this PBS the beam passes through two more lenses,
7 (f=1000 mm) and 8 (f=200 mm), both used for mode matching. The quarter wave
plate before the cavity converts the polarisation to circular. Once light reflects off the
cavity, the direction of the circular polarisation is reversed, from left-handed to right-
handed or vice-versa. When it then passes through the quarter wave plate again
it becomes vertically polarised (orthogonal to the incident horizontal polarisation).
Thus it is possible to analyse the reflection from the cavity at the final unused port
of previous PBS. However, for this experiment the reflected port was not used, but
the quarter wave plate was never removed since it provided extra isolation against
optical feedback into the laser.
The two steering mirrors before the cavity were crucial for aligning the input
beam into the cavity mode. The input beam had to be re-aligned often, since
the base holding the test cavity would move as the sorbothane sagged. The test
cavity was discussed above, though now the PZT on the front mirror of the cavity
is explicitly drawn and labelled. This PZT provided the actuation on the cavity
length. The wedge on the transmitted port of the cavity served two purposes:
firstly it attenuated the beam to hit the detector, and secondly it steered the beam
out of a second hole in the acoustic suppression chamber. The quarter wave plate
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and rotatable PBS outside the box again provided variable attenuation, before the
beam was focussed (lens 9, f=25 mm) onto the transmitted port detector, Trans-PD.
There were two reasons for using the transmitted port. Firstly, during initial
alignment of the cavity it was far easier to analyse the transmitted port, since the
cavity acts as a mode-cleaner. Secondly, high levels of power were incident on the
cavity. Even when it was on resonance only a small fraction of the incident light
was transmitted onto the Trans-PD, making the power much easier to manage. The
Trans-PD was used for cavity control and readout. It provided the bulk of the
important data for this experiment.
5.3 Control and readout scheme
Control forms a crucial part of most interferometry experiments. The aim is to keep
the system operating at the ideal point by suppressing noise, but at the same time to
keep the control scheme from interfering with the desired measurement bandwidth.
There were no measurements to be taken with the Michelson interferometer, so the
ideal situation was for very large locking bandwidth with large noise suppression.
For the cavity, on the other hand, the error signal (or control signal) was used as
the readout of the cavity resonance condition - the critical data. Consequently it
was desirable to have a very low locking bandwidth, so the error signal was not
disturbed by the feedback signal at the frequencies of interest. The locking for the
two schemes is discussed at greater length below.
5.3.1 Michelson Interferometer Control Scheme
To use a Michelson as an amplitude modulator it is crucial to control its interfer-
ence condition. Since the Michelson was used in the larger experiment, it was also
important that the control scheme be simple, robust, and independent. To this end
DC locking was used as outlined in section 3.2.
DC locking involves taking a small tap-off of the power transmitted through the
Michelson. This tap-off created a voltage on the amplitude modulation photode-
tector (AM-PD). This voltage has an approximate range from -20 mV to -5 V. To
lock the Michelson, an electronic offset between +20mV and +5V was added to the
above signal, and the resulting signal was put through a servo and fed back to the
PZT shown on the common mirror in the Michelson (see picture 5.2).
DC locking is perhaps the simplest scheme to lock a Michelson with, and although
it is difficult to lock very close to either a dark fringe or a bright fringe (since the
error signal is now symmetric), it provided a locking range more than sufficient for
this experiment.
The question of how to inject the modulation signal was also answered neatly.
Figure 5.5 clearly shows the extra ports that can used for signal injection, it also
illustrates the remarkable simplicity of the scheme, both conceptually and electron-
ically. By adding a sinusoidal signal to the electronic offset used for locking, the
lock point changes to track the combined input. Thus, at any frequency where the
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closed loop locking gain was high, any injected modulation signal was tracked very
closely by the output.
The DC locking scheme locks the output power level, rather than the position
on the interference fringe. This has two effects. First, any input power fluctuations
were suppressed, and second any input modulation (or signal) was tracked by output
power, and not the PZR position. Thus even at high modulation depths the output
power is unaffected by the sinusoidal nature of the Michelson curve.
To test the response of the modulator, its transfer function was measured from
input into the servo (changing the lock point) to output at an independent, down-
stream photodetector. The transfer function, see figure 5.6, has several features.
There are two resonances, one at 257 Hz, the other at approximately 1 kHz. These
are resonances in the mechanical mount holding the common mirror. Neither pre-
sented a particular problem, as they are both quite narrow in frequency and small
in amplitude. There was also a flat phase roll-off of approximately 39 degrees from
1 Hz to 1.2 kHz. This corresponded to a time delay of approximately 90 µs.
The flatness of the response of the amplitude modulator was more than satisfac-
tory. Excluding the resonances, the modulation depth change by approximately 0.5
dB from 1 Hz to 800 Hz. The long term stability of both the locking and modula-
tion were excellent. It was rare to have the modulator ‘drop lock’ during a night of
experimentation, and lock acquisition (or re-acquisition) took very little effort.
5.3.2 Cavity Control and Readout Scheme
The control of the test cavity was both the most complex and important part of
the control scheme. The locking scheme used was transmission locking, a subset of
RF cavity locking. Phase modulation sidebands are added at a frequency generally
at or below the linewidth of the cavity. In this case 19 MHz. The sidebands were
then partially transmitted through the cavity, as discussed in section 3.3. The error
signal then came from two effects: differential attenuation of the sidebands and non-
linearity of the cavity phase response. The optimal demodulation phase was then
AM-PD
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Figure 5.5: A schematic of the locking scheme used to control the amplitude modulator.
It has enough ports for a DC offset (for locking), a modulation signal, and any other signal
used to analyse the response.
§5.3 Control and readout scheme 43
0 200 400 600 800 1000 1200
-14
-13
-12
-11
Transfer function from AM to downstream photodetector
Frequency (Hz)
A
m
p
lit
u
d
e
 (
d
B
)
0 200 400 600 800 1000 1200
-230
-220
-210
-200
-190
-180
-170
Frequency (Hz)
P
h
a
s
e
 (
d
e
g
re
e
s
)
Figure 5.6: The amplitude and phase components of the transfer function from input at
the amplitude modulator, to output at an independent, downstream photodetector. Note
the resonances at 257 Hz and 1 kHz, and the phase roll-off corresponding to a delay of 90
µs.
determined empirically.
The modulation frequency was also chosen empirically. Several different frequen-
cies were used, but this was the one that seemed to have the best error signal. Once
chosen the modulation frequency was not altered throughout the experiment.
For the electronic gain stages there were several requirements. There had to be a
broad range of gain values, with fine control. Also, it was necessary to have several
points at which to either inject or monitor signals. To achieve this both a Stanford
SR 560 pre-amplifier and the cavity servo were used for variable gain effects, and
then a standard high voltage amplifier to drive the PZT. The pre-amp had a spare
input and output port, and it was largely used for both result taking and locking
loop analysis. The servo had one spare input and output - both of which were largely
unused. The HV amp had one spare input, which was not used. For a schematic
illustration of the locking scheme see figure 5.7. The servo itself was significantly
modified before the principal data taking. These modifications are discussed briefly
in chapter 6 and the open loop transfer function of the modified servo is included
in appendix C.
There are two limits suitable for recording data in a control loop. The first is in
the high gain limit. In this case, all noise (and signal) is suppressed by the locking
system, so the error signal is quiet. However, the correction point signal (at the
output of the servo) must be tracking the other mirror precisely, so it contains the
necessary cavity length information.
However, the test cavity demonstrated poor locking performance in the high gain
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Figure 5.7: The schematic for the locking scheme used to control and analyse the cavity
length
limit, due to instabilities when feeding back above the mechanical resonance. Thus
the other good recording regime was used - very low gain. In this case, only noise at
low frequencies was suppressed, and the signal frequencies did not interact with the
servo. This in turn required that the noise at the signal frequencies was insufficient
to cause the cavity to drop lock.
Thus, when the test cavity was locked with sufficiently low bandwidth, the error
signal diagnosed the resonance condition of the cavity. In the case where the flexure
mirror motion was the dominating noise source, the spectrum of the error signal
provided the spectrum of this motion. Since the front mirror is essentially rigid, and
the laser has stable frequency, the low noise assumption is justified in the absence
of signal injection. Thus the error signal was used to diagnose the position of the
flexure mirror only.
5.4 Chapter Summary
This chapter has presented in detail the design features of this experiment. The
environmental noise suppression techniques necessary for a measurement this sen-
sitive have been discussed. The optical layout necessary to fully prepare, analyse,
and inject the laser into the test cavity has been presented and explained. The con-
trol scheme necessary for the Michelson interferometer and the test cavity has been
discussed. It was shown that the error signal from the test cavity would provide the
best measurement of the cavity resonance condition - and as such the cavity length.
Chapter 6
Results
The most important data recorded during this project are presented in the follow-
ing sections. The results fall into three categories, cancellation data, both single
frequency and broadband; the observation of non-linear interactions; and the verifi-
cation that the cancellation and non-linearity were caused by radiation pressure.
6.1 Non-linear Effects
The first non-linear effects were recorded while scanning the length of the test cavity
across the cavity resonance. The power transmitted through the cavity was mon-
itored using the trans-PD connected to a HP 54602B 150 MHz CRO. When the
cavity was scanned across resonance, by continuously increasing or decreasing the
length using the cavity PZT, a peak was seen on the CRO corresponding to the
resonance of the cavity. If the cavity was a linear system free from power dependent
effects (such as radiation pressure), then the resonance peak would have been sym-
metric and independent of the direction of the length change, for any input power.
However, a clear power dependence was observed in the shape of the resonance peak.
The cavity was first scanned with low incident power of approximately 50 mW.
Symmetric, identical peaks were seen on the increasing- and decreasing-length scans.
The cavity was then scanned with high power, an increase by a factor of approx-
imately 8. The peaks are asymmetric and dissimilar. The power incident on the
cavity was changed by varying the output power from the Michelson. The traces of
both these scans are shown in figure 6.1.
The traces in figure 6.1 require explanation case by case. The two cases are; ap-
proaching the resonance by decreasing the cavity length, and approaching resonance
by increasing the cavity length.
As the cavity length decreases towards resonance, the circulating power increases,
which exerts a radiation pressure force on the moveable back mirror of the cavity.
The cavity then increases in length, moving further from resonance. Through this
process the circulating power rises more slowly than if there was no moveable mirror.
When the cavity reaches resonance, the radiation pressure force is at a maximum
and the mirror is at its furthest extreme from equilibrium. When the length of the
cavity then decreases a little beyond resonance, the force drops and the cavity length
decreases further from resonance. This runaway effect causes the transmitted power
to drop very quickly. Thus, when the cavity decreases in length towards resonance
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Figure 6.1: Scans of the cavity resonance at low and high power. The high power trace
shows significantly non-linear behaviour. The top trace in each plot is proportional to the
cavity length.
the transmitted power will increase slowly, reach its full height, and drop suddenly.
This is seen in the first peak of the high power trace in figure 6.1.
When the cavity length increases towards resonance, the circulating power in-
creases, which increases the radiation pressure force on the back mirror. The cavity
then increases in length, and comes closer to resonance, increasing circulating power
further. This is a runaway effect and the transmitted power has a very short rise
time. The cavity is just shorter than resonance length prior the sharp rise in circu-
lating power begins. The higher circulating power pushes the back mirror rapidly
through resonance and the cavity continues to lengthen. As the cavity length in-
creases further, the force on the back mirror lessens and the cavity shortens, keeping
it closer to resonance than it otherwise would have been. Thus, when the cavity
increases in length over resonance, a narrow peak with reduced height, sharp rise
time, and longer decay time is expected. These features are seen on the second peak
of the high power scan in figure 6.1.
The fuzz seen on both peaks in the high power trace was due to ringing of the
flexure at its mechanical resonance frequency. The ringing was a dynamic effect,
and is not covered by the theoretical treatment in chapter 4. It occurred when the
circulating power in the cavity changed rapidly, exciting the mechanical resonance
at 303 Hz. The ringing decays eventually to give a steady state response. Modelling
and studying these dynamic effects is beyond the scope of this project.
Figure 6.2 resolves the ringing from figure 6.1. The ringing frequency is 287 Hz,
not the expected frequency of 303 Hz. This was the first experimental evidence
for the optical spring effect discussed in section 4.3 and this measurement inspired
further investigation of the optical spring effect.
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Figure 6.2: A close-up of the ‘fuzz’ on the high power cavity scan. The time between
adjacent peaks is approximately T=0.00348s, corresponding to a frequency of 287 Hz.
6.2 Cavity Locking and Frequency Shifting
It was a major experimental challenge to lock the test cavity in a stable manner,
using the locking scheme shown in figure 5.7. The first difficulty was in choosing
an appropriate locking bandwidth. The cavity front mirror was mounted on a PZT
and the mount holding the PZT had a number of acoustic frequency resonances; in
particular one at 900 Hz. This resonance made locking with high bandwidth all but
impossible. Locking with the unity gain point inside the measurement bandwidth,
between 10 Hz and 1 kHz, was possible but highly undesirable. The error signal was
monitored to measure the cavity length, if the gain had changed significantly in the
signal bandwidth then the data would be difficult to interpret.
Thus, it was decided to lock with low bandwidth. The cavity servo was modified
to make locking with low bandwidth simpler. The open loop gain of the cavity
was reduced, the corner frequency of the output low pass filters was reduced, and
the pre-integrator offset was made less sensitive. The circuit diagram of the servo
(pre-modification) is shown in appendix C, along with the post modification open
loop transfer function. After these changes the cavity was successfully locked with
low bandwidth. However, having low bandwidth meant that noise at low frequency,
and in particular at the resonance frequency, was unsuppressed by the locking loop.
Despite the measures taken to suppress environmental noise, as discussed in section
5.1, it was not possible to lock the cavity in a stable manner during the day due to
this low frequency noise. Most data were recorded at night to allow stable locking,
and to improve signal to noise.
With the modified servo, the cavity was consistently locked with a bandwidth
of less than 1 Hz. Figure 6.3 shows a typical closed loop transfer function with
a locking bandwidth of approximately 900 mHz. This form of closed loop transfer
function is also known as the sensitivity function, since it measures how much closed
loop suppression there is at each frequency. To obtain this closed loop response, a
swept sine signal was injected into the spare port of the SR 560 pre-amplifier, and
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the output was monitored at the spare output of the same pre-amplifier. The signal
was amplified by 20 dB before it was analysed, so when the closed loop gain was
low, the output was amplified by 20 dB. The magnitude of the output decreased
from 20 dB as the closed loop gain increased. When the transfer function is 3 dB
below the unsuppressed value, the closed loop gain is unity. Thus, it was possible
to measure the unity gain frequency (which is equivalent to the locking bandwidth)
from the closed loop sensitivity function.
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Figure 6.3: The sensitivity function of the cavity locking loop. The unsupressed value was
at 20 dB because the injected signal passes through a flat gain stage before measurement.
Unity gain frequency was approximately 900 mHz.
When the cavity was locked with this low bandwidth the error signal was mon-
itored on the output of the SR 560 pre-amplifier. A SR 785 dual channel digital
dynamic signal analyser was used to monitor the error signal. The SR 785 has a max-
imum bandwidth of 100 kHz and a minimum linewidth (or resolution bandwidth)
of approximately 0.5 mHz. It has a source output capable of generating swept sine
signals, for recording transfer functions, and bandwidth limited white noise, used
in the broadband cancellation section. It was used to record the transfer function
in figure 6.3. A sample of the spectrum of the error signal (excited by background
noise) is shown in figure 6.4. The ordinate usually has units dBVrms, which are
defined by dBV rms = 20 log10 (Vrms). Since the excitation caused by ambient noise
was modified by the transfer functions of the noise suppression stages, it was not
considered to be ‘white’, and as such the background noise spectrum is not the same
as the mechanical transfer function of the flexure.
There were unavoidable electronic offsets in the cavity locking loop. These offsets
caused the cavity to be locked slightly off resonance, by shifting error signal so the
zero crossing point was no longer exactly at resonance. Locking off resonance has
the effect of changing the effective spring constant, and hence resonance frequency,
as shown in figure 4.4.
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Figure 6.4: The spectrum of the cavity locking error signal excited by ambient noise.
The flexure resonance is at approximately 303 Hz. Linewidth= 1Hz.
During observations of frequency shifting it was noted that to lock the cavity
with good stability and low bandwidth, the effective frequency had to be lower than
the unmodified mechanical resonance frequency. The reason for this optical stability
effect was not understood completely, and is a topic for further work. To consistently
lock the cavity with the same bandwidth, the resonance frequency was modified by
injecting a DC offset into the spare input of the cavity servo. This DC offset was
adjusted until the resonance frequency was approximately 301 Hz.
It was important to measure the mechanical resonance frequency of the flexure,
free from optical effects. This was done by reducing the input power to its minimum
level. It was noted that at this low power, the resonance frequency did not change
as a function of cavity servo offset. From the low power background noise trace, the
mechanical resonance frequency was then measured to be fres = 303 Hz.
To measure the strength of the frequency shift, a trace was recorded with the
standard locking offset, giving a resonance frequency of 302 Hz. The DC offset
was then reduced until the cavity locking was at the limit of its stability. At this
point the resonance frequency was 293.5 Hz. When the DC offset was increased, the
locking became unstable. The gain of the pre-amplifier was increased by a factor
of 10 to regain stability. The maximum resonance frequency obtained by increasing
the offset was 310 Hz. Increasing the gain of the pre-amplifier by 10 meant that to
display the error signal on the same scale as the other two, it had to be divided by
10 (a subtraction of 20 dB). The voltage offset used to reach the higher resonance
frequency also had to be divided by 10 to keep its size relative to the error constant.
Figure 6.5 shows the traces of the three different frequency shifts, each labelled with
the appropriate voltage offset and resonance frequency.
The frequency shifts were an exciting and unexpected experimental discovery
which also provided the first means to test quantitatively the radiation pressure
model.
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Figure 6.5: At different lock points the resonance frequency of the flexure was different.
The voltage offsets, injected into the cavity locking servo, and the resulting resonance
frequencies are shown for each peak.
6.3 Radiation Pressure
To verify that radiation pressure caused the observed non-linearities, it was critical
that the radiation pressure model qualitatively and quantitatively agree with the
experimental results. The non-linear scans and frequency shifting were the first
observations of non-linear effects. Both these effects are qualitatively consistent
with the radiation pressure model presented in chapter 4.
The frequency shifting measurements were the first quantitative test of the radi-
ation pressure model. The error signal offsets which caused the frequency shifts were
converted into cavity length changes. The length change versus resonance frequency
was then superimposed on a plot like that in figure 4.4. To convert the voltage offsets
into position offsets the slope of the error signal (measured in volts per metre) was
determined. The error signal peak-to-peak separation is the same as one FWHM
and the FWHM is the FSR divided by the finesse. The FSR is one wavelength, in
round trip length, and half a wavelength in mirror displacement. The slope in the
centre of the error signal is twice the average peak to peak slope. Combining all
these premises the slope of the error signal for mirror displacement is given by:
slope(V/m) =
4Fsig,pp
λ
(6.1)
where sig,pp is the peak to peak height of the error signal. Note that the error signal
can have positive or negative slope depending on the phase of the local oscillator, so it
was sometimes necessary to flip the sign of this conversion factor. The experimental
values for the required parameters were F = 434, sig,pp = 1.0 volts, and λ =
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1064 nm. The resulting error signal slope is:
slope = 1.63× 109 V/m (6.2)
The offset values shown in figure 6.5 were added to offsets already present in the
locking loop. To allow for this, the offsets were converted to displacements from
resonance, and then all were shifted until the 302 Hz point intersected the plot of
resonance frequency versus displacement, as shown in figure 6.6. The model then
predicts values for the frequencies for the other two offsets. The comparison between
the model frequency and the actual frequency at these points tests quantitatively
the supposition that the frequency shift was caused by radiation pressure.
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Figure 6.6: The radiation pressure prediction of the resonance frequency as a function
of mirror position. The experimental values are the superimposed circles.
Exp. Freq. (Hz) Offset (mV) Corrected Disp. (m) Model Freq. (Hz)
293.5 -72.4 3.41× 10−11 290.8
302 -22.4 3.49× 10−12 n/a
310 27.0 −2.68× 10−11 312.7
Table 6.1: Quantitative analysis of the frequency shift.
In the calculation of the frequency shift from the model there was significant
error in both the moment of inertia (approximately 10%) and in the circulating
power estimate. The circulating power was inferred from the predicted value shown
in chapter 5, scaled by the ratio of the experimental finesse to the predicted finesse.
Using this method, the power recycling factor was estimated to be 200. This im-
plied that the average circulating power on resonance was approximately 45 Watts.
However, to accurately determine the power recycling factor, the total cavity loss
and the mirror reflectivities must be known. Also, the input power measurement
(of 230 mW) had approximately 5% error due to power meter error. Given the ex-
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perimental noise, there is excellent agreement between model and experiment. This
is very strong evidence that radiation pressure causes the frequency shifts.
The next measurements used to quantitatively test the radiation pressure model
were the measurements of the AM induced peak in the error signal. The amplitude
modulator was driven at a given frequency and the modulation depth adjusted until
a good signal to noise peak was seen. The modulation depth, relative to the average
power, was recorded. Frequency modulation was also imposed on the input beam, at
a slightly different frequency to the AM frequency (usually 10 Hz away), as shown
in figure 6.7. The AM and FM drives were then held constant, and the average
input power decreased. The power on the transmitted detector was held constant
by increasing the fraction of transmitted power detected. The heights of the AM
and FM peaks were recorded as a function of power at four different frequencies, 40
Hz, 180 Hz, 270 Hz, and 480 Hz. The 180 Hz measurements were recorded under
different conditions to the measurements at the other three frequencies, therefore,
the 180 Hz data are largely ignored during this analysis.
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Figure 6.7: AM and FM induced peaks are at 180 and 190 Hz respectively.
The FM peaks were used as a comparative tool. The FM effect was independent
of input power, confirming the validity of the measurement strategy. If radiation
pressure was the only effect converting incident AM into output error signal, then
the red lines fitted to the AM peak height measurements in figure 6.8 would be
straight and linearly proportional to power. However, in three plots the AM line is
not straight, and there is an AM effect in the error signal which is constant with
input power.
A likely cause of the power independent AM effect is modulation of the error
signal size. The equations defining the error signal for small deviations (equations
3.9 and 3.10) are dependent on the input power. If this fluctuates, the size and slope
of the error signal also fluctuates. If the cavity error signal has some offset, then the
size of the offset is modulated by the incident AM. This causes a peak at the AM
frequency. It is not only offsets which mix with the AM at the error signal. Devia-
tions from resonance at any frequency mix with the amplitude modulation, causing
peaks at the sum and difference frequencies. Intermodulation products between the
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Figure 6.8: The error signal peak height caused by AM and FM drives as a function of
power, at four different drive frequencies. The third line which is straight and diagonal is
the power dependent component of the AM fit.
AM and the resonance frequency were observed, supporting this hypothesis.
The power dependent and power independent effects have a phase relation which
is constant with power, but changes with frequency. The red lines in figure 6.8
are fitted to the AM data points using a term which scales linearly with power, a
power independent term, and a phase relationship between the two. For the three
consistent plots (the 40 Hz, 270 Hz, and 480 Hz plots), the constant offset term is
approximately the same. In all cases the fitted curve matches the data closely.
The power dependent part of the AM fit is plotted separately on each graph
as a straight, black, diagonal line. This linear component of the fit separates the
motion induced through optical effects and the power independent component. The
amplitude of motion implied by the power dependent component is compared with
the amplitude of motion predicted by the radiation pressure model.
The data presented in table 6.2 show that the power dependent motion calcu-
Frequency (Hz) Exp. fit (m) RP model (m) Ratio
40 1.02× 10−11 1.21× 10−11 1.19
270 2.47× 10−11 5.74× 10−11 2.32
480 4.14× 10−12 7.89× 10−12 1.91
Table 6.2: The power dependent component of the experimentally measured motion is
compared with model predications for RP induced motion.
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lated from experimental data is substantially different from the radiation pressure
model predictions. The discrepancies are explained in two stages. Firstly, all the
experimental values are lower than the model predictions. A possible cause of this
is peak broadening in the error signal spectrum. The incident AM has very nar-
row linewidth, but this may have been broadened either by mixing with DC noise
(a non-linear process in the cavity), or by the windowing function of the spectrum
analyser. If the peak is broadened, the peak height represents only a fraction of the
motion. The area under the peak must be integrated to determine the actual mo-
tion. Integrating the peak area would increase the experimentally observed motion
by approximately a factor of two. The increase would be similar at each frequency.
Secondly, the 40 Hz motion is too great with respect to the 270 Hz motion.
The most likely candidate for this discrepancy is radiometry. Radiometric effects
typically have timescales of minutes, but the dielectric coating on the movable mirror
is very thin, and can change temperature rapidly. Air molecules colliding with the
‘hot’ coating gain energy, and the recoil momentum is higher than the incident
momentum. Thus, the coated surface receives a small unbalanced momentum kick.
There are three important things to note about this sort of radiometry. Firstly it
is an optical, power dependent effect almost indistinguishable from radiation pres-
sure over small bandwidths. Secondly, the effect relies on temperature changes in the
mirror surface and is likely to decrease in strength as frequency increases. Thirdly,
it is almost impossible to remove the radiometric effect without putting the system
in vacuum. There was probably a significant radiometric effect at low frequencies
(below 200 Hz). This is consistent with the low frequency roll-off of the error signal
response shown in figure 6.10. Radiometry could also have caused the higher than
expected response to 40 Hz AM shown in table 6.2.
The inconsistency between the 480 Hz and 270 Hz experimental peaks, compared
with the model, is within experimental error. The error occurs because there are so
few data points to fit the power dependent part of the AM curve of the 480 Hz plot
in figure 6.8. To confirm the hypotheses here regarding peak width and radiometry,
considerable further work is required. The plans for further testing are discussed at
some length in chapter 7.
The radiation pressure model was largely in agreement with the experimental
values, both qualitatively and quantitatively. Where there were differences, a con-
sistent explanation was given for a possible source of the errors. Despite the power
independent effect and the possible pollution of radiometry, radiation pressure effects
are present and observable throughout the signal bandwidth used for cancellation.
In addition, radiation pressure dominates the non-linear response around resonance
,in the frequency range 200-350 Hz.
6.4 Single Frequency Cancellation
Single frequency cancellation was the major goal of this project, and successful
measurement of such cancellation was sufficient for completion of the project. To
generate correlations between frequency and amplitude, two phase locked Stanford
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Research Systems 0-30 MHz signal generators were used to drive the respective
modulators. The relative phase of the two signals was adjustable over a full cycle,
with increments of one degree. The absolute amplitude of each signal could be varied
over the full range of each signal generator output.
A method was developed to consistently achieve cancellation. The amplitude of
the AM drive amplitude was adjusted until the peak height was approximately 35 dB
above background noise. The drive amplitude was then held constant throughout
the single frequency cancellation experiment. The AM drive frequency was set to
the desired cancellation frequency. The FM signal was then added at a slightly
different frequency, about 10 Hz separated from the AM peak. Figure 6.7 in section
6.3 shows AM and FM induced peaks side by side. The amplitude of the FM drive
was altered until the AM and FM peaks were the same height. The FM frequency
was then changed to be the same as the AM frequency. At this point the AM and
FM became phase locked. The relative phase of the two drives was adjusted until the
combined peak was a minimum. The amplitude of the FM drive was then tweaked
to reduce the combined peak further. The phase of the FM drive was then reversed
to see the height of the peak in the constructive interference limit.
100 120 140 160 180 200 220
-100
-90
-80
-70
-60
-50
-40
Frequency (Hz)
E
rr
o
r 
s
ig
n
a
l 
(d
B
V
rm
s
)
110 Hz
180 Hz
140 Hz
210 Hz
400 420 440 460 480 500
-95
-90
-85
-80
-75
-70
-65
-60
-55
-50
-45
-40
Frequency (Hz)
E
rr
o
r 
s
ig
n
a
l 
(d
B
V
rm
s
)
AM and FM
addition
φ = 203
AM and FM
Cancellation
φ = 23
o
o
Figure 6.9: The left hand plot shows cancellation at 45 Hz with the relative phase of
the drive signals shown. The right hand plot shows cancellation at four other frequencies,
with the data windowed around the relevant frequency.
For all frequencies where cancellation was observed, the amplitude of the FM
drive and the relative phase of the drives were recorded. The relative phase between
the drives at cancellation and addition was measured using a lock-in amplifier. At
each cancellation frequency, the two peaks were cancelled to the noise floor, approxi-
mately 35 dB of cancellation. Figure 6.9 shows two plots, the first is single frequency
cancellation at 450 Hz with the relative phase of the two drives explicitly marked.
The two traces show constructive and destructive interference between the AM and
FM signals. Note that the background noise features are unaffected by the state of
the interference. The second plot shows cancellation at four other frequencies, with
only the data immediately around the cancellation frequency shown. Table 6.3 lists
all the frequencies at which signal cancellation was recorded, with the respective
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FM drive and relative drive phase at cancellation.
Frequency (Hz) FM Drive (mV) Phase at Minimum
20 70 -60◦
40 50 -68◦
65 32 -76◦
80 28 -81◦
110 23 -104◦
140 22 -119◦
180 24 -144◦
210 30 -159◦
270 101 -190◦
330 145 -377◦
390 55 -381◦
450 37 -383◦
510 30 -385◦
800 20 -389◦
Table 6.3: The frequencies at which signal cancellation was recorded. The AM drive was
constant at 75 mV. The phase at minimum is the phase difference between the AM and
the FM drives at best cancellation.
The phase response of the flexure in steady state should be flat for frequencies
greater than 10 Hz away from the flexure resonance, as shown in figure 4.3. It was
already known that the response of the frequency modulation to input drives was flat
in both phase and amplitude. Thus, the phase of cancellation in 6.3 was surprising,
since it shows significant change with frequency. To better understand this, the
transfer function from the AM drive to the error signal was recorded. The swept
sine output from the SR 785 signal analyser was injected into the AM signal injection
port (shown in figure 5.5). The output was the cavity error signal, measured at the
unused output of the SR 560 pre-amplifier (shown in figure 5.7). The amplitude and
phase response of the cavity error signal was recorded. The response at resonance
was not recorded because the motion excited at resonance was too large for the
cavity to stay locked.
Superimposed on the transfer function in figure 6.10 are the data points from
table 6.3. To make the data from the table compatible with the transfer function it
was necessary to convert the FM drive amplitude to dB units using a global scaling
parameter. The single frequency cancellation data clearly fits the AM to error signal
transfer function very well.
With the success of the single frequency signal cancellation came the completion
of the major goal of this experiment. Mechanical motion was generated using am-
plitude modulation, and the effect of that motion on the error signal was cancelled
using frequency modulation. It is important to note that the signals were cancelled
in a coherent process rather than being suppressed by something like a feedback sys-
tem. The cancellation achieved always reduced the input peaks to the noise floor,
usually a suppression of 35 dB, or a factor of approximately 50 in amplitude.
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Figure 6.10: The AM drive to cavity error signal transfer function. Also plotted are the
data from table 6.3
6.5 Broadband Cancellation
A more ambitious goal of this project was to cancel ‘noise’ over some finite band-
width. This was a much more challenging problem experimentally. For single fre-
quency cancellation, two phase locked sources were used. It was simple to adjust
their relative amplitude and phase. For noise cancellation, however, a single source
was used, to make sure the AM and FM drives were highly correlated. The noise is
split and one path was given a phase and amplitude shift.
To achieve cancellation over the full signal bandwidth required matching the
relative amplitudes and phases of the noise drives to the AM to error signal transfer
function in figure 6.10. This was not possible with the equipment avaliable, and
in general requires either a very complex analogue filter, or a programmable digital
filter. The decision was then made to attempt the cancellation over a small, flat
part of the transfer function response. The region chosen was from 450 to 550 Hz.
Shifting the relative amplitudes over this bandwidth was straightforward, and
was done using a variable attenuator placed on the FM drive. Shifting the phase by
an amount constant over the measurement bandwidth, in a precise and controllable
way, was far from easy. Several attempts were made before one was successful.
For the successful attempt, the AM noise drive was connected to a SR 560 pre-
amplifier. The input was split before the pre-amplifier, with one part going directly
to the summer box on the input of the amplitude modulator. The other part was
processed by the pre-amplifier, which high pass filtered the signal at 10 kHz, with a
6 dB per octave roll-off. From 450-550 Hz, this gave a relatively flat phase shift of
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90◦. The high pass attenuation was also relatively flat over this bandwidth. A flat
gain of approximately 200 was added to correct for the attenuation. The output was
connected to the AM input summer box. The two noise inputs at the AM summer
box now had a 90◦ phase difference, so by adjusting their relative amplitudes (using
the fine scale adjustment of the pre-amplifier gain), the phase of their sum changed.
Through this rather convoluted mechanism the phase and amplitude of the two
noise drives could be adjusted quite freely. The response of the phase shift system
was also sufficiently flat over the 100 Hz bandwidth to allow moderate cancellation.
A more precise method of controlling the phase of the drives is planned in the further
work section.
To test how the broadband cancellation interacted with an independent signal
in the cancellation bandwidth, a signal was injected into the error signal through
the cavity locking servo. The data were recorded by measuring the error signal
spectrum with five different levels of signal input: with only the background noise;
the background noise with a single frequency signal injected into the cavity servo at
517 Hz; with bandwidth limited white noise connected to the amplitude modulator
through the summer box (in the arrangement described above) with noise output
adjusted until the signal was masked; with the same output noise used for the AM
connected to the FM drive, and the variable attenuation adjusted until the level was
the same as for the AM noise; and finally the noise source was used to drive the AM
and FM simultaneously. The results are shown in figure 6.11.
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Figure 6.11: The signal to noise ratio is demonstrably improved when both the amplitude
and frequency modulators are driven with noise, the effect of each was large enough to
mask the signal, but when both were present, they partially cancelled.
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The signal at 517 Hz was completely masked by either AM or FM noise. However,
when both AM and FM were noisy, the noise level dropped by approximately 12 dB.
This improved the signal to noise ratio of the 517 Hz signal from 1 to 4. The signal
shape and height is unchanged after the cancellation, further proof that the AM and
FM are interacting in a coherent manner. If the noise reduction was achieved using
some sort of suppression, the signal would also have been suppressed, and the signal
to noise ratio would have been constant. The successful measurement of broadband
cancellation completed the most optimistic of the pre-project goals.
6.6 Results Summary
It has been shown that the experiment was susceptible to optical non-linear effects.
Of these, the most interesting was the observation that the mechanical resonance
frequency of the flexure was altered by interaction with the circulating power in the
cavity. These effects were compared with a radiation pressure model of the system
and it was determined that radiation pressure was the cause of the non-linearites.
Most importantly, correlations were imprinted on a laser to mimic the quantum
correlations caused by squeezing. These correlations were created through modulat-
ing the beam in the same quadratures as those which cause shot noise and radiation
pressure noise. It was shown that when the phase of the correlation was correct,
the noise caused by the modulations was reduced. This noise cancellation is the
classical analogue of the quantum process which allows breaching of the standard
quantum limit.
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Chapter 7
Summary and Further Work
At the end of an experimental project there is usually further work that could be
done. In this case, further work will be done and the material presented in this
chapter will be used as a guide for that work. For this reason, the suggestions made
here are experimentally viable and will be implemented in the coming months. A
summary of the project outcomes is also presented.
7.1 Further work
The further work planned is divided into two categories: refinements and revisions.
Refinements are small changes which do not involve significant alterations of the
experiment. Revisions require major changes, but may yield the greatest results. It
may not be possible to implement all the suggestions in the revisions section.
7.1.1 Refinements
The detector used to measure how much power is incident on the cavity (I/P-PD)
will be changed. The current detector is a high power detector and has approxi-
mately 25 mW of optical power incident on it. The temperature of the detector
changed significantly with this much incident power, creating some long time con-
stant drift in the output voltage. The planned update involves heavily attenuating
the measured power using a non-absorptive method, such as a wedge, and a more
standard low power detector. As an extension of this, all the multi-order waveplates
currently in the main beam path will be replaced with zero order waveplates, to
reduce temperature effects with high power.
Further modification of the servo is planned. The servo interacts with the cavity
in a rather unpredictable manner, requiring that the locking bandwidth be very
low. To improve this performance, the post unity gain roll off will be increased
substantially from the current 1/f roll off. To do this, the third order elliptic filter
currently at 900 Hz will be moved to approximately 20 Hz. Third order elliptic
filters combine fast roll off with minimal phase disturbance. Further information
regarding such filters can be found in reference [34].
The flexure will be immobilised. By immobilising the flexure, possibly with a
wedge jamming the flexure between the movement limiters, radiation pressure and
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radiometric effects will be (all but) eliminated. This will allow better diagnosis of
AM effects not relating to motion of the flexure.
The average power of the input light will be increased. Previously the Michelson
was locked half-way up a fringe, to give the greatest range of modulation depth.
During the experiment, the modulation depth was almost always less than 20% of
the average power. Thus, it should be possible to lock the Michelson with at least
75% of the incident power transmitted, and modulate around that point. Also,
the tap-off which provides the Michelson locking signal is currently an uncoated
wedge. This removes approximately 10% of the laser power. To reduce loss, it will
be replaced by an anti-reflective coated surface, which should only reflect about 1%
of the laser power.
Using the improved input detector arrangement and higher optical intensity,
the AM to error signal transfer function will be re-recorded as a function of input
power, from high to low. It is hoped that this will isolate the spectrum of the power
dependent effects.
A superior means of controlling the low frequency phase will be developed to
improve the broadband noise cancellation. The system will likely use a quadrature
phase shifter, which has one input and four outputs which are 90 degrees apart.
These outputs can be summed with variable gain to give arbitrary phase. Such
a system was constructed during the experimental phase, but its performance was
poor.
7.1.2 Revisions
The revisions planned here require substantially more work than the previous sug-
gestions, but the pay-offs should by similarly higher.
Previously, there was a single beam incident on the cavity. It was high power,
circularly polarised, and was modulated with the necessary AM, the cancelling FM,
and the control scheme PM. However, AM interacts with the derivation of the cavity
error signal in an unfortunate way. To correct for this, the high power beam will have
linear polarisation, amplitude modulation, and frequency modulation. A second
probe beam of the orthogonal polarisation will then be used to sense the resonance
condition of the cavity. The probe beam will be generated by the same laser, and
will most likely be taken from the currently unused output of the first PBS in the
beam path in figure 5.4. The probe will carry the same FM as the high power
beam and will also carry the phase modulation used to control and sense the cavity
resonance condition.
Under this revised scheme, the high power beam now serves solely to affect the
cavity through radiation pressure. The probe beam senses the condition of the cavity
without disturbing it. As an additional benefit, the high power beam won’t pass
through the phase modulator, another cause of loss. This revision should remove
the power independent error signal modulation effect described in section 6.3. Part
of the experimental challenge will be to mode-match both beams to the cavity.
The construction of a small, portable vacuum chamber would greatly advance
this experiment. It is not known yet whether such a system will be built, so only a
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brief outline of the potential advantages will be given. Radiometry is an effect which
is optical and power dependent, and as such is extremely difficult to differentiate
from radiation pressure. However, radiometry is caused by the movable mirror inter-
acting with the surrounding gas, so removal of the gas should eliminate radiometry.
This is perhaps the greatest advantage of placing the system in vacuum.
Acoustic noise is all but eliminated by placing the system in vacuum. Also, if
the vacuum chamber is small it may be possible to suspend it from some form of
mechanical isolation on the table. This last suggestion is highly speculative, and as
yet unplanned.
A higher power laser would generate larger radiation pressure effects. The acqui-
sition of such a laser is planned, though it is unlikely to be used in this experiment.
Implicit in all the above suggestions is the assumption that appropriate data will
be recorded after each improvement. It is hoped that most of the above suggestions
will be implemented before February next year.
7.2 Conclusion
This thesis described the background and motivation for opto-mechanical noise can-
cellation in terms of gravitational wave detection. The concept of the standard
quantum limit was introduced, along with a means of breaching that limit. The
classical equivalent to breaching the SQL was described. Sufficient background ma-
terial was presented to adequately describe the experiment and analyse the results.
The experimental design, from pre-project work through to optical layout, was de-
scribed. The justification for several important design features was given.
The important results were presented and explained. These were the observation
of non-linear cavity scans; the measurement of an optical effect shifting a mechanical
resonance frequency; comparisons of experimental data with a model of radiation
pressure interaction; demonstration of single frequency cancellation; and demon-
stration of broadband opto-mechanical noise cancellation improving signal to noise
ratio. The cancellation of motion induced by radiation pressure with a correlated
frequency signal is directly analogous to using squeezing to breach the standard
quantum limit.
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Appendix A
Pre-project Flexure Design
The aim of the pre-project design was twofold: to determine whether the project
was viable as an honours project, and if so to design the flexure system to be used in
the project. Though this work was also completed by the author, it was not strictly
performed during the standard honours year.
The two aims of the project became, in effect, one. A design was hypothesised,
then tested using the first radiation pressure interaction model. The design was
then modified in an effort to:
•Increase the DC (or below resonance) amplitude response
•Increase the resonance frequency, and
•Determine whether the induced motion was detectable.
To achieve these tasks, is was necessary to reduce the mass, and moment of inertia
as much as possible. However, the moment of inertia was limited by several factors,
including the dimensions and placement of the mirror. The dimensions of the mirror
were chosen early in the design phase to be 12.7 mm in diameter and 1 mm thick and
weighing approximately 300 mg. The placement of the mirror greatly affected the
response. Having the mirror higher above the flexure increased moment of inertia,
and hence decreased resonance frequency, however it increased both the optical
torque and the linear displacement, by virtue of being a longer lever arm.
There were also the requirements that the flexure membrane be wide compared
with its thickness and that it be possible to manufacture the flexure using electrical
discharge machining.
Three designs were chosen to span a reasonable range of parameters. The first
had a 120 micron thick flexure which was 1 mm long, and a lever arm 12.7 mm
long. The second was the same as the first, but with a 240 micron thick flexure.
The third had an 80 micron thick, 2 mm long flexure, with a 19.05 mm long lever
arm. Each flexure system was labelled by the thickness of the membrane (‘the 120
micron flexure’).
The transfer functions of the three designs chosen were plotted as a function of
frequency. The transfer functions are shown in figure A.1. The amplitude displace-
ment is for a given optical force. To calculate the optical force an incident average
optical power of 250 mW was used, with full modulation depth (δ = 1), and a cavity
finesse of 1000. A diagram of the flexures is shown in figure A.2. It constrains all
the physical dimensions of the moving system. Note that the mirror was to sit on
the little ‘ledge’ seen in the side view. A picture of the 240 micron design is shown
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Figure A.1: The transfer functions of the three desisgns chosen for construction. Both
the amplitude response and the resonance frequency change significantly between designs.
in 3-D in figure 4.2.
In summary, three designs were chosen for possible use a moveable mirror spring.
The design spanned a wide range of parameters for spring constant and moment of
inertia. They were designed using a radiation pressure model using realistic values
for optical power, modulation depth, and cavity finesse. The lightweight mirror
to be used in conjunction with the flexure designs was also chosen at this stage.
The combined flexure-mirror systems were predicted to have resonance frequencies
of 32 Hz, for the 80 micron flexure, 130 Hz, for the 120 micron flexure, and 370
Hz, for the 240 micron flexure. The predicted DC displacement was approximately
3 nanometers (80 micron flexure), 0.2 nanometers (120 micron flexure), and 20
picometers (240 micron flexure). The aim of choosing such a range of parameters
was that one set would be suitable under experimental conditions.
67
1
4
.7
1
4
.7
6
.3
5
6
.3
5
6.35
1.0
1
.0
1.0
1
.0
8
.3
5
9
.3
5
3.175 3.1753.83
8.89
15.21
6.35
1.0
3.175
8.89
15.21
3.833.1751.0
2
.0
2
.0
9
.3
5
1
2
.7
2
1
.0
5
8
.3
5
1
2
.7
2
1
.0
5
Flexure Designs 1 and 2
Flexure Design 3
Flexure Width, d,
see table
Flexure Width, d,
see table
Flexure Design 1,
d = 120 microns,
fres = 130 Hz
Flexure Design 2,
d = 240 microns
fre = 370 Hz
Flexure Design 3,
d = 80 microns
fres = 32 Hz
base
basebase
base
Figure A.2: The three designs selected at the end of the pre-project design phase.
68 Pre-project Flexure Design
Appendix B
Radiation Pressure Model
The Matlab code used to model the radiation pressure effects. The principal vari-
ables are the input power, modulation depth, and error signal size. The thickness
was altered until a mechanical resonance of 303 Hz was calculated.
%% Program for plotting Flexure response using Pro-E %%
%% Values for mom-of-inertia, and measured finesse %%
clear all
Pin = 0.25; % Laser Power (Watts)
AMconst = 2.67; % Average incident power (arb units)
AMpp = 0.61; % Peak to peak modulation (arb units)
delta = AMpp/(2*AMconst); % Modulation depth
esigpk = 0.5; % zero-pk size of error signal (Volts)
r1 = sqrt(0.990); % Input coupler amplitude reflectivity
r2 = sqrt(0.9956); % Back mirror amplitude reflectivity
t1 = sqrt(1-r1^2); % Transmissivity of input coupler
c = 3e8; % Speed of light (m/s)
lambda = 1064e-9; % Wavelength (m)
wopt = c*2*pi/lambda; % Angular frequency of light (rad/s)
scan = lambda/1500; % Length scan (m)
nsteps = 1000;
x = linspace(-scan,scan,nsteps);
xrt = 2*x; % Round trip length change
phi = wopt*xrt/c; % Round trip phase of cavity
Ecirc = i*t1./(1-r1*r2*exp(i*2*phi));
Pcirc = Ecirc.*conj(Ecirc)*Pin; % Circulating power
Precyc = t1^2/(1-r1*r2)^2; % Power recycling factor
Fin1 = pi*(r1*r2)^(1/2)/(1-r1*r2); % Finesse
scr = get(0,’ScreenSize’);
FHWM = lambda/Fin1;
F = 2*delta*max(Pcirc)/c; % Force on mirror (N)
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%% Flexure Parameters %%
Ey = 105e9; % Youngs Modulus (N/m^2)
W = 6.35e-3; % Width of flexure (m)
l = 1e-3; % Length of flexure (m)
t = 202e-6; % Thickness of flexure membrane (m)
% Itot = 1.406e-7; % Moment of inertia of system (kgm^2)
Itot = 1.262e-7; % PRO-E mom of inertia (kgm^2)
Q = 1000; % Quality factor
hm = 1.27e-2; % Height of mirror centre above flexure (m)
Ia = W*t^3/12; % Moment of area (m^4)
ka = Ey*Ia/l; % Angular spring constant (Nm/rad)
T = F*hm; % Optical torque (Nm)
wres = sqrt(ka/Itot); % Undamped Resonance Frequency (Rad/s)
wdamp = wres*sqrt(1-1/(2*Q)); % Corrected resonance
fres = wdamp/(2*pi) % Resonance Frequency (Hz)
b = Itot*wres/Q; % Damping Co-efficient (kg m^2/s)
npoints = 1000;
fstart = 1;
ffin = 1.5e3;
w = logspace(log10(fstart*2*pi),log10(ffin*2*pi),npoints);
%% Driving frequency (Rad/s) %%
%% Amplitude response (in radians) of the mirror%%
theta = T./sqrt(Itot^2*((wres^2-w.^2).^2) + b^2*w.^2);
A = theta*hm; % Linear displacement of mirror
ampk = 20*log10(A*(esigpk*2)/(sqrt(2)*FHWM/2));
esig = 1; % Pk-pk size of error signal (V)
FWHM = lambda/Fin1; % Length scale of cavity linewidth
angx = x/hm; % Radian displacement of mirror in scan
Tx = ka*angx; % Mechanical torque (Nm)
Txopt = 2*Pcirc*hm/c; % Optical torque (Nm)
Txtot = Tx+Txopt; % Total torque (Nm)
for n=2:nsteps
katot(n-1) = (Txtot(n)-Txtot(n-1))*hm/(x(n)-x(n-1));
kaopt(n-1) = (Txopt(n)-Txopt(n-1))*hm/(x(n)-x(n-1));
% The total, and optical spring constants
end
%% The total resonance frequency %%
frestot = sqrt(katot/Itot)/(2*pi);
Appendix C
PZT Servo Design
The PZT servos used for both the Michelson locking and the test cavity locking are
based around the same design. A schematic for a standard PZT servo is shown in
figure C.2. The servos have a standard 1/f response at frequencies above the pole.
The integrator, when active, cancels this pole with a zero at the same frequency to
give infinite gain at DC with a 1/f roll off from DC. In addition, there is a third
order elliptic filter which provides a very sharp roll off. This filter is generally at
high frequencies, around 20 kHz, to cancel the mechanical resonance of the PZT.
For the cavity locking servo, the elliptic filter was moved down to 900 HZ, to cancel
a PZT mount resonance, and there are plans to lower it further in frequency.
The cavity servo was modified in other ways as well, these changes are briefly
listed in chapter 6. The open loop transfer function of the servo, post modification,
is included here as figure C.1.
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Figure C.1: The open loop transfer function of the cavity PZT servo with (a) the inte-
grator off and (b) the integrator on.
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Figure C.2: A standard PZT servo circuit diagram
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