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Abstract
In this paper, we extend results connecting quantum groups to spherical Whittaker functions
on metaplectic covers of GLr(F ), for F a nonarchimedean local field. Brubaker, Buciumas,
and Bump showed that for a certain metaplectic n-fold cover of GLr(F ) a set of Yang-Baxter
equations model the action of standard intertwiners on principal series Whittaker functions.
These equations arise from a Drinfeld twist of the quantum affine Lie superalgebra U√v(ĝl(n)),
where v = q−1 for q the cardinality of the residue field. We extend their results to all metaplectic
covers of GLr(F ), providing new solutions to Yang-Baxter equations matching the scattering
matrix for the associated Whittaker functions. Each cover has an associated integer invariant
nQ and the resulting solutions are connected to the quantum group U√v(ĝl(nQ)) and quantum
superalgebra U√v(ĝl(1|nQ)).
1 Introduction
The Whittaker functions for principal series representations of reductive groups over local fields play
an integral role in number theory and representation theory. Among other interesting connections,
they appear in the computations of local L-factors of integral representations of automorphic forms
at unramified places, in the computation of Fourier coefficients of Eisenstein series, and in the
Langlands-Shahidi method. Fascinatingly, these applications persist in the metaplectic case, where
we consider representations on metaplectic covers of a p-adic reductive group, despite the fact
that global Fourier-Whittaker coefficients are no longer Euler products in this case. The explicit
computation of these coefficients has been a source of important applications. For example, in [9],
Bump, Friedberg, and Hoffstein study the Eisenstein series on metaplectic covers of GSp4 in order to
prove non-vanishing results for twisted L-functions with applications to the Birch Swinnerton-Dyer
Conjecture. Additionally, Eisenstein series on the double cover of GL6 appeared in Chinta’s work
[13] on mean values of biquadratic zeta functions.
In the algebraic case (i.e., non-metaplectic case), the spherical Whittaker function is unique up
to scalar multiplication, and its values were computed by Shintani [31] for GLn and Casselman
and Shalika [11] in general. Casselman and Shalika’s method relied on computing the effect of
intertwining operators for Whittaker models of principal series representations, which amounts to
multiplication by a specific rational function in the Langlands parameter for the representation. In
the metaplectic case, theWhittaker functional is rarely unique, and thus intertwining operators act in
a more complicated way; for the reductive group GLr(F ), Kazhdan and Patterson [20] determined
the effect of intertwining operators on a natural basis of Whittaker functionals, whose structure
constants we call the scattering matrix coefficients. These scattering matrix coefficients were a key
ingredient in their investigation of generalized theta series, as well as the linchpin in the construction
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of a metaplectic Casselman-Shalika formula by Chinta and Offen [14] for GLr(F ) and McNamara
[26] for general reductive groups.
More recently, Brubaker, Buciumas, and Bump have made connections between metaplectic
Whittaker functions and quantum groups [3] that equate the scattering matrices of certain Whittaker
functions to Drinfeld twists of R-matrices arising from affine quantum groups. This observation was
made by connecting both sets of matrices with a six-vertex lattice model, and was proven for one
specific n-fold metaplectic cover ofGLr over a p-adic field. Furthermore, the connecting lattice model
was shown to be solvable using the Drinfeld twist of an R-matrix on a quantum affine superalgebra,
a particular kind of quasitriangular Hopf algebra with an additional graded structure. Applying a
Drinfeld twist to such a structure preserves its quasitriangularity, i.e. preserves the existence of a
universal R-matrix. For our purposes, we need the precise computation of the universal R-matrix
provided by a particular Drinfeld twist of U√v(ĝl(1|nQ)), which we will address in Section 6.
In this paper, we prove that analogous results hold for any metaplectic cover of GLr. Using a
similar connection to lattice models, we express Whittaker functions on any metaplectic cover as
the partition function of a solvable lattice model, which then can be viewed as a model for modules
of a quantum group. However, we note that many of the results in [3] rely on previous results which
also only consider the case of that specific n-fold metaplectic cover, such as those in [24], so we must
also modify these results for generic metaplectic covers as well.
Let G = GLr(F ) be a split reductive group over a local field F . For any positive integer n,
Brylinski and Deligne [8] associate a family of n-fold metaplectic covers of any split reductive group
to a quadratic form Q with certain nice properties; let G˜ denote the associated metaplectic cover of
G. The construction of these covers is considered in detail in Section 2 and explicitly parametrized for
our choice of G. The principal series representations for G˜ are indexed by characters χz of a subgroup
of the metaplectic torus T˜ , where z denotes the Langlands parameter of the character; using χz,
we define an unramified principal series representation πz := πχz with a vector space W
z := Wχz
of spherical Whittaker functions; see Section 3 for the details of these constructions. Unlike in the
algebraic case, this space of metaplectic Whittaker functions is not usually one-dimensional, but is
still finite dimensional, as computed by Kahzdan and Patterson [20].
Theorem 1.1. There exists a solvable lattice model with partition function which gives the values
of basis elements Wzγ in an explicit basis {γ} of the space of Whittaker functions Wz.
To state more precisely our second result, we must introduce some notation. For a simple
reflection si in the Weyl group of G, let Asi : πz → πsiz denote the standard intertwining operator
on metaplectic principal series, and Asi denote the normalized intertwining operator, both defined in
Section 3. As studied by Kazhdan and Patterson [20], these intertwiners induce maps Wz → Wsiz
on the spaces of Whittaker functions. Let Q be the bilinear form associated to a metaplectic cover
of G, and let nQ = n/ gcd(n,Q(α
∨)), where α∨ is any simple coroot. Let U := U√v(ĝl(nQ)) be
the quantized enveloping algebra of the untwisted affine Lie algebra ĝl(nQ), the central extension
of the loop algebra of gl(nQ). While it is standard to denote this algebra using Uq, we reserve
q for the cardinality of the residue field of F , and we set v = q−1. For V,W vector spaces, let
τ = τV,W : V ⊗W → W ⊗ V be the standard swapping map v ⊗ w 7→ w ⊗ v. For any U -modules
V and W , we have an R-matrix RV,W ∈ End(V ⊗W ) such that τRV,W : V ⊗W → W ⊗ V is a
module homomorphism. We discuss the precise form of these R-matrices for specific choices of V
and W in Sections 5 and 6; in particular, the R-matrices we consider satisfy parametrized Yang-
Baxter equations (see Jimbo [19], or Frenkel and Reshetikhin [16]). For a complex parameter z, let
V+(z) be the nQ-dimensional evaluation module of gl(n), which is a U√v(ĝl(nQ))-module with basis
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vα(z). We can expand the R-matrix Rzi,zj on the space V (zi)⊗V (zj) in terms of our basis elements
according to the formula
Rzi,zj (vα(zi)⊗ vβ(zj)) =
∑
γ,δ
Rγ,δα,β(zi, zj) · vγ(zi)⊗ vδ(zj)
where Rγ,δα,β(zi, zj) are rational functions in complex parameters zi and zj .
Theorem 1.2. Let G˜ be any metaplectic cover of GLr(F ), with corresponding quadratic form Q.
There exists a Drinfeld twist of the R-matrix for U√v(ĝl(nQ)) and an isomorphism θz from the space
Wz of Whittaker functions with z := (z1, ..., zr) to the vector space V+(z1)⊗ · · · ⊗ V+(zr) such that
the following diagram commutes:
Wz V+(z1)⊗ · · · ⊗ V+(zi)⊗ V+(zi+1)⊗ · · · ⊗ V+(zr)
Wsiz V+(z1)⊗ · · · ⊗ V+(zi+1)⊗ V+(zi)⊗ · · · ⊗ V+(zr)
θz
Asi (τRzi,zi+1)i,i+1
θsiz
where (τRzi,zi+1)i,i+1 applies the map τRzi,zi+1 to the ith and (i + 1)st tensor components and the
identity map to the remaining ones.
To make the connection to the solvable lattice models constructed in Section 5, we will also
need to explore the R-matrices for evaluation modules of the quantum superalgebra U√v(ĝl(1|nQ)).
We will then prove in Section 6 that the weights on the ice model come from a Drinfeld twist on
the R-matrix of the superalgebra, which will allow us to connect back to values of the Whittaker
function in Section 7 and prove the above theorem.
Note that although the solvable lattice models provide the bridge to connect Whittaker functions
to quantum groups, they do not appear in the final form of Theorem 1.2, and recourse to the lattice
model is not necessary for the proof of this theorem. This bypass is remarkable, and suggests
that the connection between Whittaker functions on metaplectic covers and quantum groups might
extend to other reductive groups.
Acknowledgements: This work was supported by NSF grant DMS-1745638. The author
thanks Ben Brubaker for his mentorship and support, as well as Dan Bump, Dihua Jiang, and Pavlo
Pylyavskyy for helpful comments. Finally, we thank Gurbir Dhillon for making us aware of the
computation (3.3) and related facts about the classification of covers.
2 Characterization of Metaplectic Covers of GLr
Let G := GLr(F ), where F is a non-archimedean local field with ring of integers o and uniformizer
̟. Let q be the cardinality of the residue field o/̟o and n a positive integer such that q ≡ 1
(mod 2n), so F contains the 2n-th roots of unity µ2n. Let T := T (F ) be a split maximal torus of G
and Y := Hom(Gm, T ) be the group of cocharacters of T . We also fix an embedding ǫ : µn → C×.
Metaplectic central extensions G˜ of G by µn are given by exact sequences of the form
1→ µn → G˜ p−→ G→ 1,
and are in correspondence with symmetric W -invariant bilinear forms B : Y ×Y → Z for which the
associated quadratic form Q(α∨) := B(α∨, α∨)/2 has Q(α∨) ∈ Z for all coroots α∨ [8]. Equivalently,
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the metaplectic groups G˜ may be thought of as the set G × µn with multiplication given by a
cocycle σ ∈ H2(G,µn). This construction has been well studied in various levels of generality by
Kazhdan and Patterson [20], Matsumoto [23], Brylinski-Deligne [8], McNamara [25], Gan, Gao, and
Weissman [17, 18], and others. In this paper, we consider the metaplectic covers of GLr(F ), which
were originally enumerated by Kazhdan and Patterson [20], and we loosely follow the construction
of McNamara [25].
Definition. A n-fold metaplectic cover G˜ of G is a non-algebraic central extension given by the
short exact sequence
1→ µn → G˜ p−→ G→ 1
or more generally, a non-algebraic central extension given by the short exact sequence
1→ µm → G˜ p−→ G→ 1
with n|m, such that the corresponding cocycle σ ∈ H2(G,µm) is essentially of degree n, in that [σn]
becomes trivial in H2(G,C×) under the inclusion induced by an embedding ε : µm → C×.
For n-fold metaplectic covers of GLr(F ), we can write down explicit formulas for their associated
cocycles and bilinear forms. As in Section 5 of [4], we slightly modify McNamara’s set-up by
considering n-fold covers that are essentially of degree n as well as “purely” n-fold covers; this shift
allows us to include the important example of the metaplectic cover corresponding to the Euclidean
inner product for the standard identification of Y with Zr. In fact, we will show that to accommodate
the metaplectic cover corresponding to any symmetric W -invariant bilinear form on the cocharacter
lattice, it suffices to consider m = 2n.
By [25], a cocycle σ ∈ H2(G,µn) restricts to coroot spaces Xα∨ , which are isomorphic to
SL(2, F ). For each coroot α∨, this restriction gives a cocycle in H2(SL(2, F ), µn), which is the
image of the integer Q(α∨) under the map
ξ : Z→ H2(SL(2, F ), µn).
For metaplectic extensions of SLr(F ), this set of values Q(α
∨) for positive simple coroots α∨ com-
pletely determines the cocycle σ; that is, if two bilinear forms B,B′ have Q(α∨) = Q′(α∨) for all
positive simple coroots α, they correspond to equivalent central extensions. For metaplectic exten-
sions of GLr(F ), we need additional data to specify the cocycle completely, but these values Q(α
∨)
still play an important part in our calculations.
For GLr(F ), we can give explicit formulas for cocycles corresponding to n-fold metaplectic covers
of G. Formulas for these cocycles on arbitrary elements of G are rather complicated, but restricting
to T , they become quite elegant. Fortunately, we may work in the other direction as well: we begin
by examining a set of cocycles defined on the torus, and then extend them up to G and show that
this set of cocycles on G suffices to give us any n-fold metaplectic cover of G.
Let (·, ·)2n be the 2n-th Hilbert symbol (see Neukirch [28]), and for k|2n, let (·, ·)k = (·, ·)2n/k2n .
For simplicity, when k = n, we will denote (·, ·)n simply as (·, ·). Then we define σb,c ∈ H2(T, µ2n)
to be the cocycle given on the torus by the formula below; that is, for x,y ∈ T ,
σb,c(x,y) = (det(x),det(y))
c
2n
∏
i>j
(xi, yj)
−b (1)
for some b, c ∈ Z, where x = diag(x1, ..., xn). Note that this cocycle is a slight modification of the
ones used by Kazhdan and Patterson [20]; like them, we use Matsumoto’s theorem for SL(n+1) to
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extend our cocycle from T to G. Some choices of b, c may give equivalent metaplectic extensions;
we will explain later in this section when we may or may not determine this overlap. For precise
computations of the cocycle on arbitrary elements of G˜, we refer the reader to Sections 4 and 5 of
[1].
Proposition 2.1. The cocycle σb,c on G generates an n-fold metaplectic cover G˜, and we may
describe its associated bilinear form explicitly in terms of b, c ∈ Z. That is, for x,y ∈ T˜ such that
p(x) = xλ and p(y) = yµ for x, y ∈ F× and λ, µ ∈ Y , we have
[x,y] = (x, y)B(λ,µ), (2)
where, under the standard identification of Y with Zr, we may express B as the matrix (3). Fur-
thermore, any such symmetric W -invariant bilinear form B takes this form for some b, c ∈ Z and
may thereby be linked back to a cocycle σb,c.
Proof. For G := GLr(F ), the torus T is the subgroup of diagonal matrices, with cocharacter group
Y generated by the r fundamental coweights ε∨i : F
× → T , given by ε∨i (a) = diag(1, ..., 1, a, 1, ..., 1),
where a is in the i-th entry. There are r−1 simple coroots: ε∨1 −ε∨2 , ε∨2 −ε∨3 , ..., ε∨r−1−ε∨r . In keeping
with the usual notation, for λ ∈ Y and a ∈ F×, we set aλ := λ(a).
Regarding the second statement, since Y has a finite basis, we can express a bilinear form
B : Y × Y → Z in the form
B(α, β) = xTAy
for some matrix A, where α, β correspond to the vectors x,y, respectively. In our case, B is
symmetric, so A must be a symmetric matrix. Furthermore, since the Weyl group W associated
to G is isomorphic to the symmetric group Sr, the W -invariance of B determines that A must be
invariant under conjugation by permutation matrices. Thus, the matrix A = (ai,j) associated to a
symmetric W -invariant bilinear form B must have ai,i = c for all i and ai,j = d for all i 6= j for some
pair c, d ∈ Z. For our purposes, we will re-parametrize slightly: let b = c − d ∈ Z. Let Bb,c be the
bilinear form corresponding to this parametrization. That is, the matrix A corresponding to Bb,c is
of the form below,
A =

c · · · c− b
c
...
...
. . .
c− b · · · c
 . (3)
Abusing notation, we will frequently conflate B with A and refer to the bilinear form as its associated
matrix.
For the first statement, let σb,c be the cocycle given on T by Equation 1. We can calculate the
commutator of any two elements x = diag(x1, ..., xr),y = diag(y1, ..., yr) ∈ T directly using our
cocycle:
[x,y] =
σb,c(x,y)
σb,c(y,x)
=
∏
i
(xi, yi)
c
∏
i 6=j
(xi, yj)
c−b. (4)
In the event that x = xλ,y = yµ for some x, y ∈ F×, λ, µ ∈ Y , we then have that xi = xλi and
yi = y
µi for all i, yielding the commutator
[xλ, yµ] =
∏
i
(x, y)λiµic
∏
i 6=j
(x, y)λiµj(c−b)
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= (x, y)
∑r
i=1 λiµic+
∑
i6=j λiµj(c−b)
= (x, y)Bb,c(λ,µ).
Thus, the central extension generated by σb,c corresponds to Bb,c under equation 2 as desired.
It remains to check that [σnb,c] is trivial in H
2(G,C×). Using Equation 1, the cocycle σnb,c is given
by
(g, h) 7→ (det(g),det(h))c2.
We construct a section γ : G → C× that splits σnb,c: for g ∈ G, we have det(g) ∈ F×, and for any
a ∈ F×, we have a quadratic form x2−ay2 on F 2. In [32], Weil constructed a map γ from the space
of quadratic forms to µ8 ⊂ C×. Define γ0(a) := γ(x2− ay2)c. Then by the last formula on page 176
of [32], we have
γ0(a)γ0(b)
γ0(ab)
= (a, b)c2.
Thus, the section g 7→ γ0(det(g)) splits our cocycle in H2(G,µ8) and therefore in H2(G,C×) as
well.
Remark 2.2. Many bilinear forms give precisely the same metaplectic cover, and many more give
(morally) equivalent covers. Since Hilbert symbols (·, ·)m give m-th roots of unity, bilinear forms
Bb,c and Bb′,c′ with b ≡ b′ (mod n) and c ≡ c′ (mod 2n) will give exactly the same cocycle, and thus
the same metaplectic cover. Thus we may restrict our attention to b ∈ Z/nZ and c ∈ Z/2nZ, giving
us 2n2 distinct cocycles σb,c, some of which give equivalent metaplectic extensions. Let ε : µ2n → C×
be any embedding. According to [20], we can distinguish the metaplectic coverings G˜j given by two
cocycles σbj ,cj for j = 1, 2 precisely when the induced extensions
1→ C× → G˜j,ε → G→ 1
are inequivalent, which happens when 2(c1 − c2) 6≡ 0 (mod n) or b1 6≡ b2 (mod n) and does not
depend on the choice of embedding. Furthermore, notice that for Bb,c, the associated quadratic form
Qb,c gives Qb,c(α
∨) = b for any simple coroot α∨. Recall that a metaplectic extension of SLr(F )
is completely determined by these values Q(α∨). Thus, we have that Bb,c and Bb,b give equivalent
extensions of SLr(F ). Since many of our later calculations will actually occur in SLr(F ) ⊂ GLr(F )
or depend only on these values Q(α∨), for the purposes of this paper we may think of Bb,c and Bb,b
as morally equivalent extensions for any c.
3 The Whittaker Functions for Metaplectic Covers
Now that we have constructed metaplectic covering groups of GLr(F ), we fix a metaplectic cover
G˜ with bilinear form B
G˜
for this section and construct its genuine unramified principal series rep-
resentations, as well as the Whittaker functions on these representations. See [25] for a convenient
source.
Definition. A representation π of G˜ is genuine if the central µn acts by scalars via the fixed
embedding ǫ : µn → C×. That is to say, π(ζg) = ǫ(ζ)π(g) for all ζ ∈ µn.
We first construct genuine irreducible representations of the metaplectic torus T˜ := p−1(T ). To
this end, let K be the maximal compact subgroup GLr(o) of G; then T (o) = T ∩K. Let T˜ (o) be the
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preimage of T (o) in G˜ and let H be the centralizer of T˜ (o) in T˜ . In fact, H is the maximal abelian
subgroup of T˜ [25]. Now, let s : G→ G˜ be the standard section and let Λ be the lattice defined by
Λ := {x ∈ Y : s(̟x) ∈ H} = {x ∈ Y : B
G˜
(x, y) ∈ nZ for all y ∈ Y.}.
By [25], we have H = Λ× µn × T (o) as a set.
To construct a genuine irreducible representation of T˜ , we take a genuine character χ of H that
is trivial on T˜ ∩K, noting that our central extension splits over K [25]. That is, let χ be in the set
{χ ∈ Hom(H/(T˜ ∩K),C×) : χ(ζ) = ǫ(ζ) for all ζ ∈ µn}. (5)
Inducing χ from H to T˜ gives an irreducible representation (πχ, i(χ)) on T˜ , by Theorem 5.1 of [25].
Next, we build a representation of G˜ from i(χ). Let B be the standard Borel subgroup B ⊇ T
in G, and let B˜ be its preimage in G˜, not to be confused with the bilinear form BG˜. Inflate the
representation (πχ, i(χ)) to B˜ under the canonical surjection B˜ → T˜ , and induce again to get the
unramified principal series I(χ) := IndG˜
B˜
(i(χ)). More concretely, I(χ) is the set of locally constant
functions f : G˜→ i(χ) such that
f(bg) = (δ1/2χ)(b)f(g) for all g ∈ G˜, b ∈ B˜
where δ is the modular quasicharacter of B. Note that G˜ acts on I(χ) by right translation.
We then need to determine when these representations are irreducible. For GLr(F ), the genuine
characters in (5) may be parametrized by the diagonal elements in GL(r,C), which we will denote as
r-vectors z: we can express every element h ∈ H as h = ζs(t), where ζ ∈ µn and t = (t1, ..., tr) ∈ T .
Define
χz(h) = ζ
r∏
i=1
z
ord(ti)
i . (6)
We will denote the representation doubly induced from χz as (πz, I(χz)). This does not depend
uniquely on z: in particular, if zn = (z′)n, then πz ∼= πz′ . Furthermore, πz is irreducible if and only
if znα 6= q±1 for all coroots α.
Let (πz, I(χz)) be irreducible. By Theorem 3.1 of [26], I(χz)
K is one-dimensional; fix a vector
φzK := φ
χz
K in this space, which we shall henceforth call the spherical vector for the representation
I(χz). All the subsequent results are independent of this choice.
Let U be the unipotent radical of B. By Matsumoto’s description of the metaplectic cover in
[23] we know that G˜ splits over U , so we may regard the root subgroups Uα for positive roots α as
subgroups of G˜. Let Φ+ denote the positive roots and Φ− the negative roots. Then for any element
w of the Weyl group, define the corresponding unipotent subgroup
Uw :=
∏
α∈Φ+,w(α)∈Φ−
Uα.
Define the intertwining operator Aw : I(χz)→ I(wχz) by
Aw(f)(g) :=
∫
Uw
f
(
w−1ug
)
du.
7
(By abuse of notation, both w ∈W and a representative of w in K are labelled by w.)
As noted above, each representation I(wχz) has a spherical vector φ
wz
K ; we may choose these to
be compatible with the Weyl group action of the intertwining operators, so
AwφzK = cw(χz)φwzK
where for simple reflections s = sα∨,
cs(χz) =
1− q−1znQα∨
1− znQα∨ ,
where zµ
∨
means that for z = (z1, ..., zr) and µ
∨ =
∑
ciεi a coweight, we take z
µ∨ =
∏
zcii . We see
that cw1w2(χz) = cw1(w2χz)cw2(χz) whenever ℓ(w1w2) = ℓ(w1) + ℓ(w2). Let Aw be the normalized
intertwining operator
Aw := cw(χz)−1Aw. (7)
Fix an unramified character ψ : U → C×. That is to say, for any simple reflection s ∈ W , the
restriction of ψ to the root subgroup Uα is trivial on Uα ∩K but nontrivial on any open subgroup
of Us with larger abelianization than Us ∩K.
Definition 3.1. A Whittaker functional (with respect to ψ) on the representation (π, V ) is a linear
functional W for which
W (π(u)v) = ψ(u)W (v)
for all u ∈ U, v ∈ V .
By Section 6 of [26], there is a unique i(χz)-valued Whittaker functional on (πz, I(χz)), which
we shall denote W z, given by
W z(φ) :=
∫
U−
φ(uw0)ψ(u)du for all φ ∈ I(χz) (8)
where U− is the opposite unipotent radical, viewed as a subgroup of G˜. Note that this Whittaker
functional is usually defined over U , rather than U−, but we may define it over U− instead since
there exists a T -invariant splitting of our metaplectic cover over U by Deligne as explained in [27],
which is stated globally but applies locally as noted.
We then have an isomorphism between i(χz)
∗ and the space of C-valued Whittaker functionals
on I(χz) given by composition:
L 7→ L ◦W z for all L ∈ i(χz)∗.
Thus, it is natural to index the Whittaker functionals of a representation (πz , I(χz)) on G˜ with
a basis of i(χz)
∗. Following the construction in [26], let v0 = φzK(1) ∈ i(χz). Let Γ ⊂ (Z/nQZ)r
be a subset of coweights such that {̟γ : γ ∈ Γ} is a set of coset representatives for T˜ /H. When
unambiguous, we may identify Γ with this set of representatives. Then the set {πz(̟γ)v0 : γ ∈ Γ}
is a basis for i(χz). Let {Lzγ : γ ∈ Γ} denote the corresponding dual basis of i(χz)∗.
For ̟µ ∈ T˜ , we can always write ̟µ = t · h for some h ∈ H, t ∈ T˜ /H. That is to say, we can
write µ = ν + β for β ∈ Λ, ν ∈ Γ. Then we have that
Lzγ(πz(̟
µ)v0) =
{
χz(̟
µ) if ν = γ
0 otherwise
. (9)
Therefore, the set {W zγ = Lzγ ◦W z : γ ∈ Γ} gives us a basis of the space of Whittaker functionals.
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Definition 3.2. A spherical Whittaker function on (πz, I(χz)) is the map G˜→ C given by
Wzγ (g) =W zγ (πz(g)φzK).
Note that Wzγ satisfies
Wzγ (ζugk) = ζψ(u)Wzγ (g)
for ζ ∈ µn, u ∈ U, g ∈ G˜, k ∈ K. Let Wz be the set of such Whittaker functions. By the metaplectic
Iwasawa decomposition, G = UT˜K, it suffices to compute the values of Wzγ on the torus elements
T˜ . Furthermore, it is straightforward to check that Wzγ vanishes on torus elements ̟µ unless µ is
a dominant coweight.
Remark 3.3. Since spherical Whittaker functions are in bijection with elements of T˜ /H, we might
ask for the cardinality of these sets. For some b, c, we have that B
G˜
= Bb,c. We may restrict this
cover to S˜Lr ⊂ G˜, on which one may check that
|T˜SL/HSL| = n
r−1
(br, n)(b, n)r−2
. (10)
In the more general case, it is tricky to write down a closed formula for |T˜ /H|, but for reasons that
will become clearer as we examine the computation of these Whittaker functions, we will see that
on a given element of G˜, most of them will be zero. So we merely note that T˜SL/HSL is a subgroup
of T˜ /H and so the total number of Whittaker functions may be expressed as
|T˜ /H| = (∗)b,c · n
r−1
(br, n)(b, n)r−2
where the multiplier (∗)b,c depends on b, c, and n.
4 Calculating Whittaker Functions on Metaplectic Covers
We have several methods for studying the values of spherical Whittaker functions. One method
relies on intertwining operators for principal series representations: Casselman and Shalika [11]
followed this method for linear groups, as did Kazhdan and Patterson [20], McNamara [26], Chinta
and Offen [14], and Brubaker, Buciumas, and Bump [3] for various metaplectic covering groups.
This approach uses the fact that for w an element of the Weyl group, Wwχ ◦Aw is an i(χz)-valued
Whittaker functional on I(χz). Thus, composing it with an element of i(χz)
∗, we get a C-valued
Whittaker functional, which we can expand in our chosen basis as follows:
Wwzν ◦ Aw =
∑
µ∈Γ
τ (w)ν,µWzµ (11)
where τ
(w)
ν,µ are (up to normalization) rational functions supported on nQ-th powers of z. We call
these structure constants τ
(w)
ν,µ the scattering matrix coefficients of the space of Whittaker functions.
Since the reflections sα∨ corresponding to simple coroots α
∨ generate the Weyl group, it suffices to
compute τ
(sα∨ )
ν,µ , which was done for the metaplectic covers of GLr by Kazhdan and Patterson in
[20] and reworked for more general groups by McNamara in [26].
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Recall that nQ = n/gcd(n,Q(α
∨)) for any simple coroot α∨, and let g(a) denote the normalized
n-th Gauss sum given by
g(a, b) =
1
q
∫
o×
F
(̟, t)aψ(̟bt)dt, (12)
where (·, ·) denotes the n-th power Hilbert symbol [28]. We will primarily use these Gauss sums
with b = −1, so define g(a) := g(a,−1), but we require the full definition for Section 8.
Remark 4.1. This Gauss sum has the following properties:
• If b < −1, then g(a, b) = 0.
• If b ≥ 0, then g(a, b) = 1− q−1 if a ≡ 0 (mod n) and 0 otherwise.
• The argument a depends only on the residue class a (mod n). In particular, g(0) = −q−1,
and g(a)g(n − a) = q−1 if n does not divide a.
• Comparing to the normalized n-th Gauss sum g(a) used in [26], we have g(a) = q−1g(−a).
Proposition 4.2 (Kazhdan-Patterson, [20], Lemma I.3.3; McNamara, [26], Theorem 13.1). Let
s := sα∨ be a simple reflection with corresponding coroot α
∨ and let µ, ν ∈ Γ. The structure
constants τν,µ := τ
(s)
ν,µ can be broken into two pieces:
τν,µ = τ
1
ν,µ + τ
2
ν,µ
where τ1 vanishes unless ν ∼ µ mod nQΛ and τ2 vanishes unless ν ∼ s(µ) + α∨ mod nQΛ. In
these cases,
τ1µ,µ = (1− q−1)
z
nQ
⌈
B(α∨,µ)
nQ·Q(α
∨)
⌉
α∨−B(α∨,µ)
Q(α∨)
α∨
1− q−1znQα∨
where ⌈x⌉ denotes the smallest integer at least x, and
τ2s(µ)+α∨,µ = g(−B(α∨, µ) +Q(α∨)) · z−α
∨ 1− znQα∨
1− q−1znQα∨ .
Remark 4.3. Note that the form of these τν,µ is slightly different than that appearing in [26], owing
to the fact that our Whittaker functions are supported on cosets γ ∈ Γ as opposed to on the nQ-th
power lattice. The scattering matrix coefficients for this normalization were computed by Brubaker,
Buciumas, Bump, and Friedberg in [4].
We will return to the exploration of these scattering matrix coefficients τν,µ in Section 8, in which
we relate them to values of the R-matrices explored in the next two sections.
A second method of computing the values of the spherical Whittaker function is by partitioning
the preimage of U− in G˜ into cells according to the torus components of the metaplectic Iwasawa
decomposition, then computing the defining integral of equation (8) directly cell by cell. This is
the approach taken in McNamara’s [24], which exploits the Chevalley-Steinberg presentation of
reductive groups and their metaplectic covers. McNamara examines the case of the n-fold cover for
G = SLr(F ); we will extend his results to our context.
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Let χ = χz be a genuine character of H/(T˜ ∩K) as defined in (6). We may extend χ naturally
to T˜ : every x ∈ T˜ may be written as x = ζs(t) for some t ∈ T , so we set χz(x) = ζ
∏
z
ord(ti)
i ,
mirroring (6). For each γ ∈ Γ, let fγ : G˜→ C be the function
fγ (ζutk) =
{
ζδ1/2(t)
∏r
i=1 z
λi
i if γ = λ
0 else
(13)
for t = ̟λ ∈ T˜ /T (o), where δ is the modular quasicharacter of B. Then, we have that fγ(g) =
Lzγ(φ
z
K(g)), and therefore,
Wzγ (g) =
∫
U−
fγ(uw0g)ψ(u)du
where again, w0 is a representative in K for w0 in the Weyl group. Recall, by definition 3.2, we need
only calculate the Whittaker function on torus elements with dominant weight, so we consider the
torus element ̟λ for a dominant integer partition λ. Also, note that w0̟
λw−10 = ̟
(λr ,...,λ1), which
we shall denote ̟w0λ. Under the change of coordinates u 7→ ̟w0λu̟−w0λ, we obtain
Wzγ (̟λ) =
∫
U−
fγ(̟
w0λu)ψw0λ(u)du,
where ψw0λ(u) := ψ(̟
w0λu̟−w0λ). Note that fγ(̟λg) = (δ1/2χ)(̟λ)fγ−λ(g) for any g ∈ G˜. Thus,
Wzγ (̟λ) = (δ1/2χ)(̟w0λ)
∫
U−
fγ−w0λ(u)ψw0λ(u)du. (14)
Hence, computing Wzγ (̟λ) reduces to computing
Iγ,λ =
∫
U−
fγ−w0λ(u)ψw0λ(u)du (15)
and this calculation occurs entirely in S˜Lr(F ) ⊂ G˜, which allows us to apply many of the calculations
done by McNamara in [24]. Note also that the Whittaker function here is defined slightly differently
from that in [24] in two ways: the argument of fγ and the fact that we use fγ instead of f =
∑
γ∈Γ fγ .
However, this second choice produces equivalent information: each term in the Whittaker function
W(g) = ∑γ∈ΓWzγ (g) analogous to McNamara’s is supported on a different coset of T˜ /H, so it is
straightforward to recover W from Wzγ or vice versa. For our later connection to lattice models,
however, we prefer to consider each piece Wzγ separately.
Remark 4.4. If ̟γ−w0λ 6∈ SLr(F ), then the function fγ−w0λ(u) is identically zero on U− and thus
Iγ,λ = 0. Hence, for a given λ, we may calculate the maximum number of nonzero Whittaker values
Wzγ (̟λ): it is precisely the number of cosets of |T˜ /H| whose representatives differ from w0λ by a
cocharacter for SLr, which is exactly |T˜SL/HSL| as calculated in Remark 3.3.
McNamara computes the equivalent of Iλ =
∑
γ∈Γ Iγ,λ explicitly for the unique n-fold metaplectic
cover of SLr(F ) by expressing it as a sum over the nodes in a crystal parametrized by λ. In the
remainder of the section, we will extend this computation to any metaplectic cover of GLr(F ).
Let I be a finite indexing set for the set of simple roots. As usual, let w0 denote the longest word
in the Weyl group W , and set N := r(r−1)2 , which is the length of w0. Let 〈·, ·〉 denote the pairing
of roots and coroots induced by our fixed bilinear form Bb,c. Let lα∨ be the length of a coroot α
∨
induced by this pairing. Then lα∨ = Q(α
∨) = b · ||α∨||2, where || · || is the standard Euclidean norm.
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In order to compute this integral, we first describe a decomposition of U− according to a partic-
ular basis for the highest weight representation parametrized by pairs (i,m), where i = (i1, ..., iN )
is an N -tuple of elements of I such that w0 = si1si2 · · · siN is a reduced decomposition of the long
word w0 ∈ W , and m ∈ NN with certain additional conditions (see Proposition 4.5). This choice
of long word gives a total ordering α1 < α2 · · · < αN on the positive roots by αj = si1 · · · sij−1αij ,
where αij ∈ I. We prefer to retain the symbol αi for the i-th simple root, so we will immediately fix
w0 = sr(sr−1sr)(sr−2sr−1sr) · · · (s1s2 · · · sr−1sr), which gives us the ordering (i, j) < (k, ℓ) if i < k
or if i = k and j < ℓ.
We will denote parts of m as mα := mi,j, where α = (i, j), and we list these in m in the same
order as the positive roots. For a fixed i, the tuples (i,m) index the cells Cim in a specific partition
of U−, described in detail in Section 4 of [24]. This basis of ordered pairs happens to arise from
string data in the Kashiwara crystal B(λ) associated to a highest weight λ. See Bump and Schilling
[10] for a full treatment of these crystals.
Note that differences in indexing on parts of λ occur between our paper and McNamara’s because
we prefer to index λ as a partition, rather than a sum of fundamental weights, in order to facilitate
the connections we make to lattice models in Section 5.
Proposition 4.5. For i = (r, r− 1, r, r− 2, r− 1, r, ..., 1, 2, ..., r), the tuple (i,m) ∈ B(λ+ ρ) if and
only if for each (i, j) ∈ Φ+, we have 0 ≤ mi,j and
r∑
k=j
mi,k ≤ λr−i − λr−i+1 + 1 +
r∑
k=j+1
mi+1,k. (16)
Connecting to combinatorial methods of constructing the Whittaker function as seen in [24] and
[6], we decorate the tuple (m, α) with the following boxing rule: for α =
∑
cjεj, let mα =
∑
cjmj.
Then, circle mα if mα = 0 and box mα if, for α = (i, j), we have equality in Equation (16).
Let gQ(a) be the normalized nQ-th Gauss sum g(Q(α
∨)a), where g(a) is defined in (12). We
then define the weight function
w(m, α) =

gQ(rα, sα) if mα is not circled
qrα if mα is circled but not boxed
0 if mα is both boxed and circled
(17)
where ri,j =
∑
k≤imk,j and si,j = λr−i − λr−i+1 +
∑r
k=j+1mi+1,k −
∑r
k=jmi,k.
Theorem 4.6. For any metaplectic cover of GLr(F ) and dominant weight λ, the integral Iλ used
to calculate the Whittaker function is given by
Iλ =
∑
γ∈Γ
Iγ,λ =
∑
(i,m)∈B(λ+ρ)
∏
α∈Φ+
w(m, α)xmαα .
Proof. Recall that U− is the negative unipotent radical of G, which we identify with the correspond-
ing subgroup in G˜, since our metaplectic extension admits a T -equivariant splitting over U and thus
splits over U− [27]. Since the calculation of Iλ occurs entirely in U−, we can view our calculations
for G = GLr(F ) instead as calculations in the embedded subgroup SLr(F ). As seen in Section
2, the bilinear form controls multiplication inside the metaplectic covering group. Notice that for
SLr(F ), there is a unique metaplectic extension given by the dot product; this is the case for which
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McNamara calculates an equivalent Iλ in [24]. However, for GLr(F ), our metaplectic extensions are
given by bilinear forms Bb,c, so multiplication in the embedded copy of SLr(F ) in G˜ is modified by
a power of b.
We therefore treat the n used by McNamara as a formal parameter, noting that in our context,
this parameter is in fact our nQ. That is, it depends both on our original choice of n used in Section
2 and on the bilinear form related to our metaplectic extension. To that end, we make the following
modifications to McNamara’s calculations: at every instance of lα∨ , we use the length of α
∨ as
defined above, which equals Q(α∨) as opposed to the standard Euclidean norm. We also replace
any n-th order Gauss sums by nQ-th order Gauss sums. We allow λ to vary over cocharacters
of GLr, noting that McNamara’s calculations for SLr treat λ as a generic partition. Under these
modifications, Proposition 6.1, Lemma 6.3, Theorem 6.4 of [24] remain true for any metaplectic
cover of GLr(F ).
Marshaling these results together, we manipulate Iλ following McNamara: using Algorithm 4.4
to rewrite u =
∏
α∈Φ+ e−α(xα) in terms of wα = ̟
−miuα, we have that for the case when allmα > 0:
f =
∑
γ∈Γ fγ takes the form
f(u) =
∏
α∈Φ+
(q−〈ρ,α〉xα)mα(̟,uα)
∑
β≤α∈Φ+ mα·B(β,α∨)
and ψw0λ(u) =
∏r
i=1 ψ(̟
λr−i−λr−i+1xi,i+1) becomes
ψw0λ(u) =
∏
α∈Φ+
ψ
̟sα ∏
β≥α∈Φ+
u
B(α,β∨)/b
β
 .
Under the change of variables tα =
∏
β>α∈Φ+ u
B(α,β∨)
β , the power of q in f(u) cancels out with that
coming from the Jacobian and we then have that∫
Cim
f(u)ψw0λ(u)du =
∏
α∈Φ+
xmαα
∫
o×
F
(̟, tα)
rα·bψ(̟sαtα)dtα
=
∏
α∈Φ+
w(m, α)xmaα .
For the cases in which some mα = 0, the alterations necessary are discussed in the proof of Theorem
8.4 of [24] and pass through to our general case unhindered. Summing over all cells Cim then
completes the proof.
5 Metaplectic Ice and Yang-Baxter Equations
In [3], Brubaker, Buciumas, and Bump explore connections between solvable “metaplectic ice” lattice
models, i.e., those with weights satisfying a Yang-Baxter equation, and the Whittaker functions for
the metaplectic n-fold cover corresponding to the dot product (BG˜ = B1,1). In particular, they
give explicit formulas connecting the partition functions of these models to values of the Whittaker
functions.
To construct a metaplectic ice lattice model, we build a rectangular grid with finitely many rows
and columns, with vertices located at each intersection of a row and column. Note that every vertex
has valence 4. Every edge is assigned a spin (either + or −). We fix a set of spin conditions on the
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boundary edges, which defines a system, and allow the spins on interior edges to vary; we will call
a choice of these interior spins a state of our system.
In particular, [3] considers a way to define boundary conditions on these models such that systems
with r rows are parametrized by integer partitions of length r. Let λ = (λ1, ..., λr) be an integer
partition. Build a grid with r rows and N columns, where N is any integer greater than or equal
to λ1 + r (not to be confused with the N of section 4). Set the boundary edge spins to be + on the
left and bottom edges and − on the right edges. For the top edges, number them from right to left
in increasing order, starting with 0. Then, add ρ := (r− 1, ..., 3, 2, 1, 0) to λ and label the top edges
numbered (λ + ρ)i with − spin for all 1 ≤ i ≤ r. Label the remaining top edges with + spin. See
Figure 1 for an example of these conditions.
z1 z1 z1 z1 z1
z2 z2 z2 z2 z2
z3 z3 z3 z3 z3row: 3
2
1
− − + + −
+ + − + + −
− + − + +
+ − − − − −
+ + − + +
+ + + − − −
+ + + + +
01234column:
3 2 1 0 0 0
1 0 0 0 0 0
4 3 2 2 1 0
Figure 1: An admissible state of metaplectic ice for the parameters r = 3, N = 5, and λ = (2, 2, 0).
This gives λ+ ρ = (4, 3, 0), so top edges 4, 3, 0 get − spin. Each horizontal edge is labelled with its
charge; note that this state is only nQ-admissible for nQ = 1, 2.
Definition 5.1. We say that a state of metaplectic ice is admissible if at each vertex, the choice of
spins on the four adjacent edges matches one of the six configurations shown in Figure 2. We will
only be considering admissible states for the remainder of this paper.
Let nQ be a positive integer. We will later specify it to depend on our fixed n and a quadratic
form Q as in Section 3, but the results in this section are independent of this specification. We will
name other variables in this section in a similarly suggestive manner; they may all be viewed as
general parameters until we specify them in Section 7.
Definition 5.2. Define the charge at each horizontal edge to be the number of + spins in its row
that are on or to the right of this edge. (For example, all horizontal edges in Figure 1 are labelled
with their charge.) We then define a state to be nQ-admissible if it is admissible and in addition,
every horizontal edge with a − spin has charge ≡ 0 (mod nQ). Restricting to these cases, we can
then consider all our charges modulo nQ.
The Boltzmann weight of a state is obtained by attaching a weight to each vertex and taking
the product over all vertices in the state. Accordingly, label the vertices in the i-th row of the grid
as zi, numbering from bottom to top. In Figure 2 we choose a set of weights depending on these zi
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for each type of admissible vertex. Note that these are a generalization of the modified Boltzmann
weights from Section 5 of [3]. In these figures, the weight assigned to a vertex in the i-th row of a
state depends on i, the charge of the adjacent horizontal edges (mod nQ), and the type of vertex
(i.e. the spins of all four adjacent edges). To define these weights, we also need to define a pair of
functions gQ and δ. For a fixed parameter v, let gQ(t) be a function on integers t such that: gQ is
periodic modulo nQ, gQ(0) = −v, and gQ(t)gQ(nQ− t) = v if t 6≡ 0 (mod nQ). (Note that the nQ-th
Gauss sum discussed in Section 3 is such a function.) Let δ(t) be the function on integers t defined
by
δ(t) =
{
1 if t ≡ 0 (mod nQ)
0 else
.
We will denote the Boltzmann weight of a state s as B(nQ)(s), in order to make clear the dependence
on our choice of nQ and also maintain consistency with previous literature.
a1 a2 b1 b2 c1 c2
+
+
+
+
a+1 a
z
−nQδ(a)
i
−
−
−
−
0 0
1
+
−
+
−
a+1 a
gQ(a)z
−nQδ(a)
i
−
+
−
+
0 0
1
−
+
+
−
0 0
(1− v)z−nQi
+
−
−
+
1 0
1
Figure 2: The Boltzmann weights at a vertex for our ice model. The illustrated vertices are in the
i-th row and have charge ≡ a (mod nQ). The Boltzmann weight of any other configuration is zero.
Example 5.3. Let s be the state shown in Figure 1, which is only nQ-admissible for nQ = 1, 2.
Suppose nQ = 2. The Boltzmann weight of the top left vertex (row 3, column 4) is type b1, so
it has charge gQ(1)z
−2δ(1)
3 , which equals gQ(1). Reading left to right across the rest of row 3, we
then have one type c2 vertex (weight 1), one type c1 vertex (weight (1 − v)z−23 ), another type a1
vertex (weight z
−2δ(1)
3 ), and another type c2 vertex (weight 1). So the total weight for this row is
−v(1 − v)z−23 . Continuing this process across the remaining rows, we calculate that the weight of
the second row is 1 and the weight of row one is z−21 . So, the total Boltzmann weight of our state
is B(nQ)(s) = −gQ(1)(1 − v)z−21 z−23 .
Definition 5.4. We may extend our notion of system conditions to include not only boundary
spin requirements but also boundary charge requirements. In this case, we specify the vector c =
(c1, ..., cr), where ci is the left boundary charge of the i-th row. Then, given a system (S; c) of
boundary conditions, the partition function Z(S; c) is
Z(S; c) =
∑
s∈(S;c)
B(nQ)(s).
This ice model is closely related to the solvable six-vertex models of statistical mechanics, and
we can use techniques from the study of six-vertex models, such as Yang-Baxter equations, in this
context as well. One quick shift in perspective is necessary: our Boltzmann weights depend on the
charge of horizontal edge, which is a global statistic. In order to use statistical mechanics techniques,
we need vertex weights to be completely local, relying only on the incident edges. Thus, we will
proceed with decorated spins as in [3], where each edge is labelled with an ordered pair (σ, a) of a
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spin σ (+ or −) and some integer a (mod nQ). The point here is that we can consider the decoration
a as part of the data on a horizontal edge, rather than as a global statistic superimposed on our
state. Since we will stay in the context of nQ-admissible states, we will require that if σ = −, we
have a ≡ 0 (mod nQ), and that adjacent horizontal edges have decorated spins (σ, a) and (τ, b)
appearing as one of the six admissible vertex states in Figure 2. We see then that if we set the
decorations on the rightmost edges in a state to be identically 0 and impose these restrictions, we
recover the Boltzmann charge on a vertex as originally stated. Thus, we can consider Boltzmann
weights as local, which allows us to calculate the weight of a subgraph of an nQ-admissible state.
In this context, we view the transfer matrices associated with Yang-Baxter equations as the
weighted R-vertices shown in Figure 3. Attaching one of these diagonal vertices to an ice state
allows us to switch the i-th and j-th strands at that point and evaluate what effect changing or not
changing the boundary conditions on those strands has on the partition function of the total state.
a1 a2
+
+ +
+
a
a a
a
−v + znQα∨
1− vznQα∨
+
+ +
+
b
a b
a
gQ(a− b) 1− z
nQα
∨
1− vznQα∨
+
+ +
+
b
a a
b
(1− v)
1− vznQα∨ ·
{
znQα
∨
a > b,
1 a < b
−
− −
−
0
0 0
0
1
b1 b2 c1 c2
+
− +
−
a
0 a
0
v(1− znQα∨)
1− vznQα∨
−
+ −
+
0
a 0
a
1− znQα∨
1− vznQα∨
−
+ +
−
0
a a
0
(1− v)znQα∨
1− vznQα∨
+
− −
+
a
0 0
a
(1− v)
1− vznQα∨
Figure 3: Boltzmann weights for the R-vertex Rzi,zj . Here, let z = (z1, ..., zn) and α
∨ the coroot
with α∨i = 1, α
∨
j = −1, and all other coordinates equal to zero. We assume that b is not equal to a.
To suit this purpose, we limit the types (i.e. choices of decorated spins on edges) of R-vertices
allowed to those in Figure 3. To calculate the Boltzmann weight of an ice model involving an R-
vertex, treat the R-vertex like any other vertex and multiply its weight into the Boltzmann weight
of the rest of the state. When we take the partition function of a system involving an R-vertex, we
also consider all possible choices of R-vertices that suit the conditions of the system when creating
our states.
Theorem 5.5. Fix the decorated spins (σ, a), (τ, b), (θ, c), (ρ, d) and the spins α, β as boundary
conditions as in the states below. Then, using the set of weights in Figures 2 and 3, the partition
functions of the following two states are equal.
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σ
a
b
τ
β
c
θ
ρ
d
α
e
ν
µ
f
γRzi,zj
zj
zi σ
a
b
τ
β
c
θ
ρ
d
α
ψ
h
g
φ
δ Rzi,zj
zj
zi
(18)
Proof. In [3], Theorem 3.1, Brubaker, Buciumas, and Bump prove the analogous theorem for a
slightly different set of Boltzmann weights. The weights in this paper are obtained from theirs by
a change of basis and a slight modification. We also set their n to equal our nQ and their g(a) to
equal our gQ(a).
Given z ∈ C, z 6= 0, define V (z) to be the (nQ + 1)-dimensional vector space spanned by
vα = vα(z), where α runs through the decorated spins {−0,+1, ....,+nQ}. We may view the vertices
in Figure 2 as acting on the space V (zi) and the R-vertices in Figure 3 as acting on the space
V (zi) ⊗ V (zj). Thus, changing the basis we use for these spaces changes the weight attached to a
vertex: let f(α, z) be a function on α a decorated spin and z ∈ C. Then, take the Boltzman weights
from Figures 2 and 3, with zi and zj as in those figures, of the following vertices:
β
α δ
γ
, α
±
β
±
.
We multiply these weights, respectively, by
f(α, zi)f(β, zj)
f(γ, zi)f(δ, zj)
,
f(α, zi)
f(β, zi)
, (19)
and the result gives us a new set of Boltzmann weights, that still satisfy all the same equations as
the original sets. Thus, since the original weights in [3] satisfied the Yang Baxter equation in (18),
the new weights after change of basis will as well.
We choose the function
f(α, z) =
{
za if α = +a, 0 < a ≤ n,
1 if α = −0
and apply this change of basis to the unmodified weights in [3]. We divide the resulting vertex
weights by zi and the resulting R-vertex weights by 1− v(zi/zj)nQ to obtain the weights in Figures
2 and 3, respectively. This division does not affect the Yang Baxter equation, since it happens on
both sides, so (18) holds with our weights. Note that the original proof in [3] checks all 32 possible
cases of boundary spin choice, which can be found in an older version of the paper. We present a
particularly interesting case of this calculation with our weights below, and include the rest of the
modified calculations for our weights in the Appendix (Section 9) for the sake of completeness.
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Example 5.6. Consider the boundary spin conditions in Case 10 (as numbered in Section 9): with the
boundary spins (σ, τ, β, θ, ρ, α) = (+,+,−,+,−,+). We have three subcases, based on the choice of
(a, b, c, d).
Case 10a: For k 6≡ nQ, suppose that the decorated spins on the boundary are as follows:
a b c d
σ τ β θ ρ α
1 k + 1 k 0
+ + − + − +
We can complete these boundary conditions to a state in only one way on each side of the figures
in Equation (18):
+
1
k + 1
+
−
k
+
−
0
+
k + 1
+
+
1
−Rzi,zj
zj
zi +
1
k + 1
+
−
k
+
−
0
+
−
0
k
+
− Rzi,zj
zj
zi
(20)
Writing this information in a more compact format, we have:
left hand side right hand side
e f
weight
ν µ γ
k + 1 1 gQ(k)(1 − v)znQα∨
1− vznQα∨+ + −
g h
weight
φ ψ δ
k 0 gQ(k)(1− v)znQα∨
1− vznQα∨+ − −
Since the weight on each side is the same, the Yang Baxter equation is satisfied.
Case 10b: The second case with these boundary spin conditions also assumes k 6≡ nQ. Then,
assign (a, b, c, d) as
a b c d
σ τ β θ ρ α
k + 1 1 k 0
+ + − + − +
Again, we only have one state on each side of Equation (18), which we write as tables, as we did
above:
left hand side right hand side
e f
weight
ν µ γ
k + 1 1 gQ(−k)gQ(k)(1− znQα∨)
1− vznQα∨+ + −
g h
weight
φ ψ δ
0 k v(1− znQα∨)
1− vznQα∨− + +
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Since we required our function gQ to satisfy gQ(a)gQ(−a) = v, the weights are the same.
Case 10c: We now account for the case where k ≡ 0 (mod nQ), in which we have multiple
states on the right hand side. Suppose our boundary spins are decorated as:
1 1 0 0
+ + − + − +
Then our states complete as:
left hand side right hand side
e f
weight
ν µ γ
1 1 −vz−nQj (−v + znQα
∨
)
1− vznQα∨+ + −
g h
weight
φ ψ δ
0 0 −v(1− v)z−nQi znQα
∨
1− vqznQα∨+ − −
0 0 vz
−nQ
j (1− znQα
∨
)
1− vznQα∨− + +
Note that the weights on the right hand side add to equal the weight obtained from the left hand
side, so our partition functions are equal.
There are other types of Yang-Baxter equations satisfied by these weights.
Theorem 5.7. Fix boundary conditions α, β, γ, δ, ǫ, φ. Then, using the weights in Figures 2 and 3,
the partition functions of the following two systems are equal.
Rzi,zj
Rzi,zk
Rzj ,zk
α
β
γ δ
ǫ
φ
Rzi,zj
Rzi,zk
Rzj ,zk
α
β
γ δ
ǫ
φ
(21)
Theorem 5.7 gives an example of a parametrized Yang-Baxter equation. We will delay the proof
of this theorem, as well as the next, to Section 6, in order to make use of the relationship between
our weights and the R-matrices attached to a particular quantum group.
Theorem 5.8. Fix boundary conditions α, β, γ, δ. Then the partition function of
Rzi,zj Rzj,zi
α
β
γ
δ
equals {
1 if α = γ, β = δ
0 otherwise.
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Remark 5.9. We have to check Theorem 5.5 by hand because we do not have a quantum interpre-
tation for this Yang-Baxter equation, due to the fact that the vertical strand would correspond to a
2-dimensional quantum group module, and our quantum group has appears to have no such module.
We could similarly check Theorems 5.7 and 5.8 by hand, but the connection to the quantum group,
which is a natural algebraic source for solutions to Yang-Baxter equations, suggests recourse to a
more direct proof. Note also that it was reasonable to expect an RRR relation, as in (21), because
the intertwining operators satisfy braid relations. These results suggest that there may exist solvable
lattice models with similar Yang-Baxter equations mimicking the relations of intertwining operators
over other metaplectic groups.
6 Relation to ĝl(1|n) and the Drinfeld Twisting
One interesting property of quantum groups is that they are a natural source of solutions to the
Yang-Baxter equations. In [29], Perk and Schultz found new solutions to the Yang-Baxter equations,
which were then shown to be related to the R-matrix of a quantum group by Yamane [33]; Zhang [34]
then studied the affine version of this quantum group and its R-matrix. Bazhanov and Shadrikov
[2] introduced graded (supersymmetric) versions of the Yang-Baxter equations; we use Kojima [21]
as a convenient reference for our case.
We will relate the R-vertex weights of Figure 3 to the universal R-matrix of the affine quan-
tum group U := U√v(ĝl(1|nQ)). All of our modifications will preserve the Yang-Baxter equations
presented in Theorems 5.7 and 5.8. Note that U is a quasitriangular Hopf superalgebra, that is, a
Z/2Z-graded Hopf algebra equipped with comultiplication ∆, antipode S, and an invertible element
R ∈ U⊗̂U , which we call the universal R-matrix, such that
(∆⊗ id)R = R13R23,
(id⊗∆)R = R13R12,
∆op(x) = R∆(x)R−1, ∀x ∈ Uq(ĝl(1|nQ))
where ∆op(x) = τ∆(x) and τ(a ⊗ b) = b ⊗ a. In the first two equations, Rij is understood to be
acting on the i- and j-th components of a tensor product of 3 modules. We refer the reader to Chari
and Pressley [12], Chapters 6 and 9 for an explicit description of generators and relations for this
quantum group. In addition, Kojima presents in [21] an explicit formula for the universal R-matrix
of U achieved using this construction.
In order to examine Kojima’s universal R-matrix, we must first understand the structure of
certain U -modules. For every z ∈ C×, there is an (1|nQ)-dimensional evaluation U -module Vz with
basis v0, ..., vnQ . Associate the decorated spins from Section 5 with the basis elements v0, ..., vnQ ;
that is, we assign −0 to v0, and +1, ....,+nQ to v1, ..., vnQ . Note that this matches the assignment
discussed in Section 1, with the addition of the basis element v0 to match the addition of the
decorated spin −0. Recall that +0 = +nQ; we choose this representative to match the ordering
va ≤ vnQ for all a. Note that this ordering also matches the calculations we did to prove Theorem
5.5, in which +a < +0 for all a 6= 0. Accordingly, this puts the negative −0 in the 1-graded piece
and the positive spins +a in the 0-graded piece of Vz; let [vα] denote the grading of vα. For the sake
of brevity, we will conflate the basis element with the decorated spin in the following considerations.
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βα δ
γ
We then can compare the weight Rzi,zj of the R-vertex above, which acts on strands i and j
of our ice model, with the R-matrix Rγ,δα,β considered in Definition 2.1 of Kojima’s [21], which is
induced by the action of the universal R-matrix for U on the tensor products V (zi) ⊗ V (zj) of
standard evaluation modules V (z):
Ri,j(z)(vγ ⊗ vδ) =
∑
γ,δ
(vα ⊗ vβ)Rγ,δα,β(z). (22)
In Figure 4, we have the R-vertex weights in this paper on the left and the weights used by
Kojima on the right. Note that the q in the Kojima weights is not the same as the q we have been
using for the characteristic of the residue field; rather, Kojima’s q =
√
v for v as defined in Section
5.
Note the similarities between our weights and Kojima’s weights. Since Kojima’s weights already
satisfy graded versions of the desired Yang-Baxter equations of Theorems 5.7 and 5.8, we will exploit
this similarity to prove that the ungraded versions of these equations hold with our weights.
Lemma 6.1 (Kojima, Section 2 of [21]). Let Ri,j(z) be the weight induced by the action of the
R-matrix R(z) on Vzi ⊗ Vzj . The R-matrix R(z) satisfies the graded Yang-Baxter equations
Ri,j(zi/zj)Ri,k(zi/zk)Rj,k(zj/zk) = Rj,k(zj/zk)Ri,k(zi/zk)Ri,j(zi/zj), (23)
where we view R(z) as acting on V (zi)⊗ V (zj)⊗ V (zk) in the equation above, and
Ri,j(z)Rj,i(1/z) = 1. (24)
Substituting znQα
∨
for z, we have identical weights in cases I, III,VII, and VIII. We can then
modify the Kojima weights in cases II, V, and VI by a procedure called a Drinfeld twist, originally
due to Drinfeld [15] and Reshetikhin [30], which preserves the graded Yang-Baxter equations (23)
and (24). A convenient reference for our case is Section 4 of [4], in which Brubaker, Buciumas,
Bump, and Friedburg consider a particular Drinfeld twist of the quantum group U√v(ĝl(n)) in the
case of the n-fold metaplectic cover.
Let F =
∑
i fi ⊗ f i ∈ U√v(ĝl(1|nQ))⊗ U√v(ĝl(1|nQ)) be an invertible element satisfying
(∆ ⊗ id)F = F13F23, (id⊗∆)F = F13F12,
F12F13F23 = F23F13F12, FF21 = 1
(25)
where F21 = τF =
∑
i f
i⊗fi. Let u =
∑
i f
iS(fi). We can then use F to twist our original quantum
group Uq(ĝl(1|nQ)).
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Figure 3 Kojima
a1
I
−v + znQα∨
1− vznQα∨
−q2 + z
1− q2z
II gQ(a− b) 1− z
nQα
∨
1− vznQα∨
q(1− z)
1− q2z
III
(1− v)
1− vznQα∨ ·
{
znQα
∨
if a > b
1 if a < b
(1− q2)
1− q2z ·
{
z if a > b
1 if a < b
a2 IV 1 -1
b1 V
v(1− znQα∨)
1− vznQα∨
q(1− z)
1− q2z
b2 VI
1− znQα∨
1− vznQα∨
q(1− z)
1− q2z
c1 VII
(1 − v)znQα
1− vznQα∨
(1− q2)z
1− q2z
c2 VIII
(1− v)
1− vznQα∨
1− q2
1− q2z
Figure 4: We compare the R-vertex weights of this paper to the values of Kojima’s ĝl(1|n) R-matrix.
Note: it is assumed that a 6≡ b (mod n). For consistency, the numberings in the second column
correspond to the categorization of R-weights used in Section 4 of [3].
Theorem 6.2 (Reshetikhin, Theorem 1 of [30]). Let UFq (ĝl(1|nQ) be the coalgebra that is Uq(ĝl(1|nQ))
as a vector space, with the same unit, counit, and multiplication as Uq(ĝl(1|nQ)), but comultiplica-
tion, antipode, and universal R-matrix given by
∆F (a) = F∆(a)F−1, SF (a) = uS(a)u−1, RF = F21RF−1.
Then UFq (ĝl(1|nQ)) is a quasitriangular Hopf superalgebra, called the Drinfeld twist of Uq(ĝl(1|nQ)).
Following the notation of [30], choose F to be
F =
∑
i
ei,i ⊗ ei,i +
∑
+i
q−1/2 · e−0,+i ⊗ e+i,−0 +
∑
+i
q1/2 · e+i,−0 ⊗ e−0,+i (26)
+
∑
+i<+j
(q · gQ(i− j))1/2 · e+i,+j ⊗ e+j,+i +
∑
+i<+j
(q · gQ(i− j))−1/2 · e+j,+i ⊗ e+i,+j (27)
Straightforward calculations verify that F satisfies (25), so we may use this F to take a Drinfeld
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twist. We may similarly express the Kojima R-matrix in such a form,
R = −e−0,−0 ⊗ e−0,−0 +
∑
+i
−q2 + z
1− q2z · e+i,+i ⊗ e+i,+i +
∑
i 6=j
q(1− z)
1− q2z · ei,i ⊗ ej,j
+
∑
i<j
1− q2
1− q2z · ei,j ⊗ ej,i +
∑
i<j
(1− q2)z
1− q2z · ej,i ⊗ ei,j .
Applying the Drinfeld twist using F in Equation (26) yields the universal R-matrix of UF :
RF = −e−0,−0 ⊗ e−0,−0 +
∑
+i
−q2 + z
1− q2z · e+i,+i ⊗ e+i,+i
+
∑
+i 6=+j
gQ(i− j) 1− z
1− q2z · e+i,+i ⊗ e+j,+j
+
∑
+i
q2(1− z)
1− q2z · e−0,−0 ⊗ e+i,+i +
∑
+i
1− z
1− q2z · e+i,+i ⊗ e−0,−0
+
∑
i<j
1− q2
1− q2z · ei,j ⊗ ej,i +
∑
i<j
(1− q2)z
1− q2z · ej,i ⊗ ei,j .
Note that only the ei,i ⊗ ej,j terms have been affected, which are precisely cases II, V, VI in Figure
4. For case II, we note also that this calculation uses the fact that gQ(i− j)gQ(j− i) = v to combine
cases when i < j and i > j. Futhermore, when we plug in q2 = v and z = znQα
∨
, the new coefficients
of the terms for cases II, V, and VI precisely match the R-matrix weights in Figure 3.
Now, we have matched all cases except IV. However, we note that the Yang-Baxter equations in
Lemma 6.1 are both graded Yang-Baxter equations. Kojima remarks that multiplying his weights
Rj1,j2k1,k2(z) by the signature (−1)[vk1 ][vk2 ] gives the Perk-Schultz R-matrix RPS(z), which satisfies the
ungraded versions of these Yang-Baxter equations. This amounts to changing the sign on all cases
with only odd-graded spins (i.e. I, II, and III), but it works just as well to change the sign on all
cases with only even-graded spins, which only affects VI.
Proof of Theorems 5.7 and 5.8. Starting with Kojima’s R-matrix weights Rα,βγ,δ , we apply the two
methods of changing our R-matrices discussed above to obtain the R-vertex weights in Figure 3.
Then Theorems 5.7 and 5.8 follow from Equations (23) and (24) of Lemma 6.1, respectively.
Note that the methods we used in this section apply to reductive groups in general, as opposed
to just GLr(F ), so one future direction for our research would be to develop analogous R-vertex
weights satisfying similar Yang-Baxter equations for metaplectic covers of other reductive groups.
7 Proof of Theorem 1.2
We now have assembled all the necessary pieces to prove the first of our main results. Let G˜ be the
metaplectic cover associated to a bilinear form B and quadratic form Q. Set v = q−1, gQ to the
nQ-th Gauss sum given in Equation (12), and nQ = n/gcd(n,Q(α
∨)) for any simple coroot α∨.
Proposition 7.1. The R-matrix weights in Figure 3 on vertices with all positive spins are precise
normalizations of the entries in the scattering matrix. That is to say, let c = (c1, ..., cr) be an integer
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partition with ci ∈ (0, n] for all i. Let ν = ρ − c, and let τν,µ(z) := τ siν,µ(z) as in Proposition 4.2,
where the reflection si corresponds to the simple coroot α
∨
i . Let wt return the Boltzmann weight of
a vertex according to Figures 2 and 3. Then, given any pair of integers a, b with a ≡ ci and b ≡ ci+1
(mod nQ), if a 6≡ b (mod nQ), then
τ1ν,ν(z) = z
(ci−ci+1−1)α∨i wt
 +
+ +
+
a
b b
a
 and τ2ν,siν+α∨i (z) = z−α
∨
i wt
 +
+ +
+
a
b a
b
 .
If a ≡ b (mod nQ), then
τ1ν,ν(z) + τ
2
ν,siν+αi(z) = z
−α∨i wt
 +
+ +
+
a
a a
a
 .
In the case where nQ = n, Proposition 7.1 recovers Proposition 5.3 of [3].
Proof. For notational clarity, we set s := si and α
∨ := α∨i . Then we plug ν into the equations from
Proposition 7.1: here νi = r − i− ci, so
τ1ν,ν(z) = (1− v)
z
nQ
⌈
B(α∨,ν)
nQQ(α
∨)
⌉
α∨−B(α∨,ν)
Q(α∨)
α∨
1− vznQα∨ = (1− v)
z
nQ
⌈
−ci+ci+1+1
nQ
⌉
α∨
z(ci−ci+1−1)α∨
1− vznQα∨
= z(ci−ci+1−1)α
∨ 1− v
1− vznQα∨ ·
{
znQα
∨
if ci < ci+1
1 if ci > ci+1.
Similarly,
τ2ν,sν+α∨(z) = g(−B(α∨, sν + α∨) +Q(α∨)) · z−α
∨ 1− znQα∨
1− vznQα∨
= z−α
∨
gQ(ci+1 − ci) 1− z
nQα
∨
1− vznQα∨
Checking against the table in Figure 3, we obtain the desired relations in the first case. For the case
of a ≡ b (mod nQ), that is ci = ci+1, we have gQ(ci+1 − ci) = gQ(0) = −v, so
τ1ν,ν(z) + τ
2
ν,sν+α∨(z) = z
−α∨ · (1− v)z
nQα
∨
1− vznQα∨ − vz
−α∨ · 1− z
nQα
∨
1− q−1znQα∨
= z−α
∨ · z
nQα
∨ − v
1− vznQα∨
which gives us the desired equality.
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Let θz : W
z →⊗i V+(zi) be the map
θz(Wzν ) = z−ν · vc
for ν = −c+ ρ, where c = (c1, ..., cr) and vc = vc1 ⊗ · · · ⊗ vcr .
Proof of Theorem 1.2. Let ν ∈ Γ. Tracing Wzν through the diagram of Theorem 1.2,
Wz V+(z1)⊗ · · · ⊗ V+(zi)⊗ V+(zi+1)⊗ · · · ⊗ V+(zr)
Wsiz V+(z1)⊗ · · · ⊗ V+(zi+1)⊗ V+(zi)⊗ · · · ⊗ V+(zr)
θz
Asi (τRzi,zi+1)i,i+1
θsiz
we first consider θsizAsi(Wzν ). There are precisely two values of µ on which τν,µ is nonzero, namely
ν = µ and µ = siν+α
∨
i . As we may use ν for the first, let µ = siν+α
∨
i ; if we write ν−ρ = (c1, ..., cr),
then, we have that µ− ρ = si(ν − ρ) = (c1, ..., ci+1, ci, ..., cr). Then
θsizAsi(Wzν ) = θsiz(τ1ν,νWzν + τ2ν,µWzµ) = (siz)−ντ1ν,νvν−ρ + (siz)−µτ2ν,µvµ−ρ. (28)
If we follow the other direction around the diagram, we have θz(Wzν ) = z−νvν−ρ and
(
τRzi,zi+1
)
i,i+1
acts on the vci ⊗ vci+1 component of vν−ρ as
τR(vci ⊗ vci+1) =
∑
ck,cl
R
ci,ci+1
ck,cl (vck ⊗ vcl).
To determine which terms on the right hand side are zero, we must split into cases: if ν 6= siν+α∨i ,
the only nonzero terms on the right hand side are those corresponding to vci ⊗ vci+1 and vci+1 ⊗ vci .
Thus, we have that(
τRzi,zi+1
)
i,i+1
θz(Wzν ) = z−ν
(
R
ci,ci+1
ci,ci+1
)
i,i+1
vν−ρ + z−ν
(
R
ci,ci+1
ci+1,ci
)
i,i+1
vµ−ρ. (29)
If instead ν = siν + α
∨
i , then ci = ci+1 and there is only one nonzero term on the right hand side,
corresponding to vci ⊗ vci , so(
τRzi,zi+1
)
i,i+1
θz(Wzν ) = z−ν
(
Rci,cici,ci
)
i,i+1
vν−ρ. (30)
To check commutativity of the diagram, we again split into cases. When ν 6= siν + α∨i , we have
that (siz)
ν · z−ν = z(ci−ci+1−1)α∨ and (siz)µ · z−ν = z−α∨ . Comparing like terms on the right hand
sides of (28) and (29), the first half of Proposition 7.1 gives us equality of coefficients for both terms.
When ν = siν+α
∨
i , we have µ = ν and so the terms on the right hand side of (28) combine into
(siz)
−ν(τ1ν,ν + τ2ν,ν)vν−ρ. In this case, (siz)ν · z−ν = z−α
∨
, so comparing to the right hand side of
(30), the second half of Proposition 7.1 provides equality of coefficients as desired.
8 Metaplectic Ice and Whittaker Functions
One of our goals in defining this structure of metaplectic ice is to relate it back to metaplectic covers
via the following result.
Theorem 8.1. Let λ be a partition with r parts and nQ a fixed positive integer. Then the partition
function Z(Sλ) is (up to normalization) a value of a p-adic spherical Whittaker function on a
metaplectic cover of GL(r, F ).
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Note: for the bilinear form corresponding to the dot product, which has nQ = n, this is Theorem
2.5 of [3]; however, to prove the general case requires modifications to the existing literature, since
many of the results used in [3] are also proven only in the dot product case.
Proof. Recall from Section 4 that we have an expression for Iλ in terms of a sum over nodes in the
Kashiwara crystal B(λ+ ρ):
Iλ =
∑
(i,m)∈B(λ+ρ)
∏
α∈Φ+
w(m, α)xmαα . (31)
There is a bijection between nodes v = (i,m) ∈ B(λ+ ρ) and Gelfand-Tsetlin patterns T with
top row λ+ρ [6]. We direct the reader to [7] and [22] for a careful treatment of how Gelfand-Tsetlin
patterns relate to crystals and ice models in general; for the purposes of this paper, it suffices to
know the connection for Type A. Without loss of generality, we choose i to be the decomposition
of the long word as w0 = sr(sr−1sr)(sr−2sr−1sr) · · · (s1s2 · · · sr−1sr) as in Section 4 and in [6]. We
have one entry in m = (mα)α∈Φ+ for every positive root α = (i, j), which we index by their matrix
representations. Given a strict Gelfand-Tsetlin pattern
T =

a0,0 a0,1 a0,2 · · · a0,r−2 a0,r−1
a1,1 a1,2 a1,3 · · · a1,r−1
. . . . .
.
ar−1,r−1

the bijection gives us that mi,j = ar−j+2,r−i − ar−j+1,r−i. Note that the inequalities of Proposition
4.5 derive from the Gelfand-Tsetlin pattern inequalities ak,l ≤ ak+1,l ≤ ak,l−1.
Define
G((i,m)) =
∏
α∈Φ+
w(m, α).
where the weighting function on the crystal is defined in Equation (17).
We claim that G((i,m)) gives the same coefficient as does the Gelfand-Tsetlin description of
the Whittaker function. Recall that we may weight a Gelfand-Tsetlin pattern T by attaching an
integer ei,j defined as
ei,j =
r−1∑
k=j
ai,k − ai−1,k
to each entry ai,j, then assigning a weight γ(ai,j) defined by
γ(ai,j) =

qei,j if ai−1,j−1 > ai,j = ai−1,j
g(ei,j , 0) if ai−1,j−1 > ai,j > ai−1,j
g(ei,j ,−1) if ai−1,j−1 = ai,j > ai−1,j
0 if ai−1,j−1 = ai,j = ai−1,j
,
where g(a, b) is the Gauss sum used in [24]. The weight of the whole pattern is then G(T) =∏
1≤i≤j≤r−1 γ(ai,j).
Examining the correspondence, we see that mα is boxed if its corresponding pattern entry is
left-leaning, in which case sα = −1, and circled if its entry is right-leaning. If mα is neither boxed
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nor circled, the corresponding entry has strict inequalities, in which case sα ≥ 0, and we recall
that g(a, b) = g(a, 0) if b ≥ 0. For α = (i, j), we have that ri,j = er−j+2,r−i. Therefore, for T the
Gelfand-Tsetlin pattern corresponding to v = (i,m):
G(v) = G(T).
As in Theorem 4.6, the modification to the proof of Proposition 5 of [6] necessary for our case
amounts to replacing the n-th Gauss sum with the nQ-th Gauss sum. So we may rewrite our
expression for Iλ as a sum over Gelfand-Tsetlin patterns. Furthermore, by Proposition 1 of [5],
there is a bijection between strict Gelfand-Tsetlin patterns with top row λ+ρ and admissible states
of ice with boundary conditions λ. Recall that we form the Gelfand-Tsetlin pattern corresponding
to an ice state by listing off the vertical columns with negative spin above each row, from top to
bottom. For instance, given our choice of long word, the crystal node and Gelfand-Tsetlin pattern
corresponding to the ice state in Figure 1 are
(i,m) = ((2, 1, 2), (0, 2, 1))) and T =

4 3 0
4 2
2

The bijection between crystal node weights and Gelfand-Tsetlin pattern weights is irrespective
of the choice of metaplectic cover of G; the only modification necessary for our case is to change all
of the n-Gauss sums to nQ-Gauss sums. Since we do this on both sides of the bijection, the proofs
given by Brubaker, Bump, and Friedberg in [6] for the cover corresponding to the dot product
extend as written. On the other hand, while the bijection between Gelfand-Tsetlin patterns and ice
states doesn’t depend on the metaplectic cover, we must check that it is weight preserving, i.e. that
G(T) is the coefficient of BnQ(s) for the matching ice state s. It suffices to check that terms that
are not nQ-admissible have weight 0. To do this, we note that the Gauss sums g(r, s) with s ≥ 0
are nonzero only when s ≡ 0 modulo our chosen modulus. These sums occur when an entry in
the Gelfand-Tsetlin pattern is neither left-leaning nor right-leaning, which forces a vertex in the ice
state to take type c1 with charge s ≡ 0 (mod nQ) on both adjacent horizontal edges. Changing our
Gauss sum to modulus nQ then causes this weight to be zero unless the ice state is are nQ-admissible.
Thus, up to normalization of the power of z, these bijections allow us to rewrite the sum in (8) as
the partition function of the system Sλ.
For the sake of completeness, we determine the precise normalization necessary. Of particular
note to this normalization will be the fact that when we consider the boundary conditions on a
system, we take all charges as residues mod nQ, and as in previous calculations, if ci ≡ 0 (mod nQ),
we consider it as ci = nQ, rather than ci = 0.
Theorem 8.2. Let Sλ be the set of boundary conditions given by the partition λ, as described in
Section 5; note that this includes a choice of N columns. Let γ ∈ Γ. Let c ∈ (Z/nQZ)r be defined
by c = [N − γ−w0ρ], where [·] denotes the residue mod nQ (following the convention above), we set
w0(x1, ..., xr) := (xr, ..., x1), and k := (k, ...., k) for any integer k. Then using the weights in Figure
2, we have
Z(Sλ; c) = z
−N+w0ρ+c · δ−1/2(̟λ)Wzγ (̟λ). (32)
Example 8.3. Referring back to the ice state in Figure 1, we had λ = (2, 2, 0) and N = 5. This state
was nQ-admissible for nQ = 1, 2, so suppose nQ = 2; the charge is then c = (1, 1, 2). We calculated
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the Boltzmann weight of that state to be −gQ(1)(1−v)z−21 z−23 . Via the bijection above, we see that
the corresponding crystal node is (i,m) = ((2, 1, 2), (0, 2, 1)), with m = (m12,m13,m23). This node
contributes the term g(3,−1)g(2, 0)z21 z12z−33 to I(4,3,1),(2,2,0) and thus the term g(3,−1)g(2, 0)z21 z32z−13
to Wz(4,3,1)(̟(2,2,0)). Note that this power of z is in (4, 3, 1)Λ. The Gauss sums match up, since
g(3,−1) = gQ(1) and g(2, 0) = 1 − v, and multiplying this crystal node term by the normalizing
power z(−4,−1,1), where (−4,−3,−1) = −(5, 5, 5)+ (0, 1, 2)+ (1, 1, 2), gives the correct power of z of
our Boltzmann weight.
Proof. It suffices to determining a map between the charge c and the parameters γ, λ that suits
the bijection of the proof above, which then will provide the desired normalization factor. From
Equation (15), we know that Iγ,λ is supported on powers of z in the coset (γ−w0λ)Λ. (Accordingly,
Wzγ (̟λ) is supported on the coset γΛ.) Translating between the powers xα used by McNamara and
our powers of z by xα = z
α, we see that the power of zp provided by the node (i,m) is
pi =
∑
j>i
mi,j −
∑
k<i
mk,i.
On the other hand, we may express the total charge of an ice state, before we reduce all our charges
modulo nQ, in terms of the entries of the corresponding Gelfand-Tsetlin pattern. As we travel along
a row from right to left, the charge increases by one every time we encounter a vertex with a plus
in the western position; since the right hand boundary is a minus sign, charge will not begin to
accumulate until we hit a vertex of type c2. From there, each vertex will increase the charge by
one until we encounter a vertex of type c1, at which point, charge remains stagnant until another
c2 vertex occurs. In order to connect back to the pattern, we incorporate the type b1 vertex as
well and notice that this allows us to say that charge starts incrementing when we hit a vertex with
a minus in the northern position and stops incrementing when we reach a vertex with a minus in
the southern position. (With a type b1 vertex, these are the same vertex, which explains the lack
of interruption.) However, for row i, northern minus signs correspond to Gelfand-Tsetlin entries in
row r− i and southern ones to entries in row r− i+1. Thus, we have that the unmodulated charge
c′ is
c′i = N − ar−i,r−i +
∑
j≥r−i
ar−i+1,j − ar−i,j.
Chasing our bijection between the Gelfand-Tsetlin pattern and the crystal node back through these
entries, we may rewrite in terms of mi,j:
c′i = N −
∑
j≥i
mi,j +
∑
k<i
mk,i − (λ+ ρ)r−i+1
= N − pi − (λ+ ρ)r−i+1.
Using w0(λ+ ρ)i = (λ+ ρ)r−i+1, we then have that c′ = N − p−w0(λ+ ρ). Since p is in the coset
(γ − w0λ)Λ, we have that after we take the residue mod nQ,
c = [N − γ −w0ρ].
It remains to then consider the normalization factor between Z(Sλ; c) and Iγ,λ. Due to the δ(a)
factor in the weights of Figure 2, we increment a power of z
−nQ
i each time the unmodulated charge
c′i on the eastern position of a vertex is divisible by nQ. Since these all must occur on interior
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horizontal edges, we then see that the total power of z in Z(Sλ; c) is precisely z
−c′+c. Here is
where our convention becomes crucial: if the charge increments to a multiple of nQ on the left-most
boundary (i.e. c′i ≡ 0 (mod nQ)), the interior horizontal edges will not have attained that last
multiple of nQ, and therefore we need ci to be nQ rather than 0. By (14) and multiplicativity of the
modular quasicharacter, Wzγ = δ1/2(zλ)zw0λ · Iγ,λ. Then, since −c′ + c = −N +w0(λ+ ρ) + p+ c,
we have that
Z(Sλ; c) = z
−N+w0ρ+c · δ−1/2(̟λ)Wzγ (̟λ).
Corollary 8.4. Under the precise equivalence of Theorem 8.2, we see that the functional equation
on partition functions provided by the Yang-Baxter equation reproduces the functional equation of
the scattering matrix. That is, from either source,
Z(Sλ,siz; c) = wt
 +
+ +
+
a
b b
a
Z(Sλ,z; c) + wt
 +
+ +
+
a
b b
a
Z(Sλ,z; sic). (33)
Proof. We start by evaluating the partition function of the following system:
zi+1
zi
zi+1
zi
zi+1
zi
zi+1
zi
ci
ci+1
+
+ −
−
· · · .
We have only one choice of R-vertex (type a2), so this partition function gives the left hand side of
(33). Then, repeatedly applying Theorem 5.5 to push the R-vertex through to the other side in a
“train argument,” this is equal to the partition function of the following lattice:
zi+1
zi
zi+1
zi
zi+1
zi
zi+1
zi
+
+ −
−
ci
ci+1
· · · .
Here, we have two choices for the R-vertex: either ci and ci+1 do not swap, which yields the first
term on the right hand side of (33), or they do swap, which yields the second term.
Alternately, we have Wsizγ ◦ Asi = τ1γ,γWzγ + τ2γ,siγ+αiWzsiγ+αi . Note that N − w0ρ = ρ + k for
some k, so we have γ = ρ − c + k, where the k shift accounts for the choice of N . Then siγ + α∨i
corresponds to sic under the same shift. Since
zN−w0ρ−c(siz)−N+w0ρ+c = z(−ci+ci+1+1)αi and zN−w0ρ−sic(siz)−N+w0ρ+c = zαi ,
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when we plug in from Theorem 8.2 the factors appearing from the powers of z out front will cancel
with the factors of z appearing in Proposition 7.1, leaving just the R-vertex weights and the desired
functional equation.
9 Appendix
These are the complete calculations for the proof of Theorem 5.5. For readability, we omit the
denominators in the R-weights. Thus, the actual values of these calculations are the printed value
divided by 1− vznQα. The orientation of tables follows that in Example 5.6, where the central table
is the system of boundary conditions, and the second set of tables are the states for that system
on the left and right sides of Equation (18), respectively. In cases where the second set of tables is
stacked, the top one is the left hand side and the bottom the right hand side.
Case 1a:
k + 1 k + 1 k k
+ + + + + +
k + 1 k + 1
(zizj)
−nQδ(k) (−v + znQα)
+ + +
k + 1 k + 1
(zizj)
−nQδ(k) (−v + znQα)
+ + +
Case 1b: k 6≡ ℓ (mod nQ).
ℓ+ 1 k + 1 k ℓ
+ + + + + +
k + 1 ℓ+ 1
(1− v)z−nQδ(ℓ)i z−nQδ(k)j ·
{
znQα k + 1 > ℓ+ 1
1 k + 1 < ℓ+ 1+ + +
k ℓ
(1− v)z−nQδ(k)i z−nQδ(ℓ)j ·
{
znQα k > ℓ
1 k < ℓ+ + +
Note: if k ≡ 0 (mod nQ) but ℓ 6≡ 0 (mod nQ), then k > ℓ (mod nQ) but k + 1 < ℓ + 1 (mod nQ),
so the cancellation does work out properly, and vice versa.
Case 1c: k 6≡ ℓ (mod nQ).
k + 1 ℓ+ 1 k ℓ
+ + + + + +
k + 1 ℓ+ 1
gQ(ℓ − k)z−nQδ(ℓ)i z−nQδ(a)j
(
1− znQα∨
)
+ + +
k ℓ
gQ(ℓ− k)z−nQδ(ℓ)i z−nQδ(k)j
(
1− znQα∨
)
+ + +
Case 2: (+,+,+,−,−,+). There are no admissible configurations in this case.
Case 3a: k 6≡ 0 (mod nQ). k + 1 0 0 k
+ − + − + +
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0 k + 1
1− v− + +
0 k
1− v− + +
Case 3b: 1 0 0 0
+ − + − + +
0 1
(1 − v)z−nQi− + +
0 0
(1 − v)z−nQi (1− znQα)+ − −
0 0
(1− v)z−nQj− + +
Case 4a: k 6≡ 0 (mod nQ). k + 1 0 k 0
+ − + + − +
k + 1 0
v(1 − znQα∨)
+ − +
0 k
v(1 − znQα)− + +
Case 4b: 1 0 0 0
+ − + + − +
1 0
vz
−nQ
j (1 − znQα
∨
)
+ − +
0 1
(1− v)2z−nQj− + −
0 0
(1− v)2z−nQi znQα
∨
+ − −
0 0
vz
−nQ
j (1 − znQα
∨
)− + +
Case 5: 0 k + 1 0 k
− + + − + +
0 k + 1
z
−nQδ(k)
i (1− znQα
∨
)− + +
k 0
z
−nQδ(k)
i (1− znQα
∨
)
+ − +
Case 6a: k 6≡ 0 (mod nQ). 0 k + 1 k 0
− + + + − +
k + 1 0
(1− v)znQα∨
+ − +
k 0
(1− v)znQα∨
+ − +
Case 6b: 0 1 0 0
− + + + − +
1 0
(1− v)z−nQj znQα
∨
+ − +
0 1
(1 − v)z−nQj (1− znQα
∨
)− + −
0 0
(1− v)z−nQi znQα
∨
+ − +
Case 7: (−,−,+,+,+,+). There are no admissible configurations in this case.
Case 8:
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0 0 0 0
− − + − − +
0 0
1− vznQα∨− − +
0 0
1− vznQα∨− − +
Case 9a: k 6≡ 0 (mod nQ). 1 k + 1 0 k
+ + − − + +
1 k + 1
gQ(k)(1− znQα∨)+ + +
k 0
gQ(k)(1− znQα∨)+ − −
Case 9b: k 6≡ 0 (mod nQ). k + 1 1 0 k
+ + − − + +
1 k + 1
1− v
+ + +
0 k
1− v− + +
Note that k + 1 > 1 here; if k + 1 ≡ 0 (mod nQ), we treat it as nQ, not as 0, although we write
it as 0.
Case 9c: 1 1 0 0
+ + − − + +
1 1
z
−nQ
i (−v + znQα
∨
)
+ + +
0 0 −vz−nQi (1− znQα
∨
)
+ − −
0 0
(1 − v)z−nQj− + +
Case 10a: k 6≡ 0 (mod nQ). 1 k + 1 k 0
+ + − + − +
k + 1 1
gQ(k)(1 − v)znQα∨+ + −
k 0
gQ(k)(1− v)znQα∨+ − −
Case 10b: k 6≡ 0 (mod nQ). k + 1 1 k 0
+ + − + − +
k + 1 1
gQ(−k)gQ(k)(1− znQα∨)+ + −
0 k
v(1− znQα∨)− + +
Case 10c: 1 1 0 0
+ + − + − +
1 1 −vz−nQj (−v + znQα
∨
)
+ + −
0 0 −v(1− v)z−nQi znQα
∨
+ − −
0 0
vz
−nQ
j (1− znQα
∨
)− + +
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Case 11: (+,−,−,+,+,+). There are no admissible configurations in this case.
Case 12: 1 0 0 0
+ − − − − +
1 0
v(1− znQα∨)
+ − +
0 1
1− v− + −
0 0
1− vznQα∨− − −
Case 13: (−,+,−,+,+,+). There are no admissible configurations in this case.
Case 14: 0 1 0 0
− + − − − +
1 0
(1− v)znQα∨
+ − +
0 1
1− znQα∨− + −
0 0
1− vznQα∨− − +
Case 15: (−,−,−,−,+,+). There are no admissible configurations in this case.
Case 16: (−,−,−,+,−,+). There are no admissible configurations in this case.
Case 17: (+,+,+,−,+,−). There are no admissible configurations in this case.
Case 18: (+,+,+,+,−,−). There are no admissible configurations in this case.
Case 19a: k 6≡ 0 (mod nQ). k + 1 0 0 k
+ − + + + −
0 k + 1
gQ(k)(1− v)2z−nQj− + −
0 k
gQ(k)(1− v)2z−nQi znQα
∨
+ + −
Case 19b: k 6≡ 0 (mod nQ). k + 1 0 k 0
+ − + + + −
k + 1 0
v(1 − v)z−nQi (1− znQα
∨
)
+ − +
0 k
gQ(k)gQ(−k)(1− v)z−nQi (1 − znQα
∨
)
+ + −
Case 19c: 1 0 0 0
+ − + + + −
0 1 −v(1− v)2(zizj)−nQ− + −
1 0
v(1− v)(zizj)−nQ(1 − znQα∨)+ − +
0 0 −v(1− v)(zizj)−nQ(−v + znQα∨)+ + −
33
Case 20: (+,−,+,−,−,−). There are no admissible configurations in this case.
Case 21a: k 6≡ 0 (mod nQ). 0 k + 1 k 0
− + + + + −
k + 1 0
(1− v)2z−nQi znQα
∨
+ − +
k 0
(1− v)2z−nQj+ + +
Note that k < 0 here in the R-matrix on the right, because we treat +0 as +nQ.
Case 21b: k 6≡ 0 (mod nQ). 0 k + 1 0 k
− + + + + −
0 k + 1
gQ(k)(1 − v)z−nQj (1− znQα
∨
)− + −
k 0
gQ(k)(1− v)z−nQj (1 − znQα
∨
)
+ + +
Case 21c: 0 1 0 0
− + + + + −
0 1 −v(1 − v)(zizj)−nQ(1− znQα∨)− + −
1 0
(1− v)2(zizj)−nQznQα∨+ − +
0 0
(1− v)(zizj)−nQ(−v + znQα∨)+ + +
Case 22: (−,+,+,−,−,−). There are no admissible configurations in this case.
Case 23: 0 0 0 0
− − + − + −
0 0
(1− v)z−nQi (1 − vznQα
∨
)− − +
0 0
(1− v)2z−nQj− + +
0 0
(1 − v)z−nQi (1− znQα
∨
)
+ − −
Case 24: 0 0 0 0
− − + + − −
0 0
(1 − v)z−nQj (1− vznQα
∨
)− − −
0 0
v(1− v)z−nQj (1− znQα
∨
)− + +
0 0
(1− v)2z−nQi znQα
∨
+ − −
Case 25a: k + 1 k + 1 k k
+ + − + + −
k + 1 k + 1
gQ(k)
2(zizj)
−nQδ(k)(−v + znQα∨)
+ + −
k k
gQ(k)
2(zizj)
−nQδ(k)(−v + znQα∨)
+ + −
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Case 25b: k 6≡ ℓ (mod nQ). k + 1 ℓ+ 1 ℓ k
+ + − + + −
ℓ+ 1 k + 1
gQ(k)gQ(ℓ)(1− v)z−nQδ(k)i z−nQδ(ℓ)j ·
{
znQα
∨
ℓ+ 1 > k + 1
1 ℓ+ 1 < k + 1+ + −
ℓ k
gQ(k)gQ(ℓ)(1− v)z−nQδ(k)j z−nQδ(ℓ)i ·
{
znQα
∨
ℓ > k
1 ℓ < k+ + −
Case 25c: k 6≡ ℓ (mod nQ). k + 1 ℓ+ 1 k ℓ
+ + − + + −
k + 1 ℓ+ 1
gQ(k)gQ(ℓ)gQ(ℓ− k)z−nQδ(k)j z−nQδ(ℓ)i (1− znQα
∨
)
+ + −
ℓ k
gQ(k)gQ(ℓ)gQ(ℓ− k)z−nQδ(k)j z−nQδ(ℓ)i (1− znQα
∨
)
+ + −
Case 26: (+,+,−,−,−,−). There are no admissible configurations in this case.
Case 27a: k 6≡ 0 (mod nQ). k + 1 0 0 k
+ − − − + −
0 k + 1
gQ(k)(1− v)− + −
0 k
gQ(k)(1− v)− + −
Case 27b: 1 0 0 0
+ − − − + −
0 1 −v(1− v)z−nQi− + −
1 0
v(1 − v)z−nQi (1− znQα
∨
)
+ − +
0 0 −v(1− v)z−nQj− + −
Case 28: 1 0 0 0
+ − − + − −
1 0 −v2z−nQj (1− znQα
∨
)
+ − −
0 0 −v2z−nQj (1− znQα
∨
)− + −
Case 29a: k 6≡ 0 (mod nQ). 0 k + 1 0 k
− + − − + −
0 k + 1
gQ(k)(1− znQα∨)− + −
k 0
gQ(k)(1− znQα∨)+ − −
Case 29b:
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0 1 0 a
− + − − + −
0 1 −vz−nQi (1− znQα
∨
)− + −
1 0
(1 − v)2z−nQi znQα
∨
+ − +
0 0 −vz−nQi (1− znQα
∨
)
+ − −
0 0
(1− v)2z−nQj− + +
Case 30a: k 6≡ 0 (mod nQ). 0 k + 1 k 0
− + − + − −
k + 1 0
gQ(k)(1 − v)znQα∨+ − −
k 0
gQ(k)(1− v)znQα∨+ − −
Case 30b: 0 1 0 0
− + − + − −
1 0 −v(1− v)z−nQj znQα
∨
+ − −
0 0 −v(1− v)z−nQi znQα
∨
+ − −
0 0
v(1 − v)z−nQj (1− znQα
∨
)− + +
Case 31: (−,−,−,+,+,−). There are no admissible configurations in this case.
Case 32: 0 0 0 0
− − − − − −
0 0
1− vznQα∨− − −
0 0
1− vznQα∨− − −
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