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The field of guided projectile research has continually grown over the past several 
decades.  Guided projectiles, typically encompassing bullets, mortars, and artillery shells, 
incorporate some sort of guidance and control mechanism to generate trajectory 
alterations.  This serves to increase accuracy and decrease collateral damage.  Control 
mechanisms for smart weapons must be able to withstand extreme acceleration loads at 
launch while remaining simple to reduce cost and enhance reliability.  Controllable 
internal moving masses can be incorporated into the design of smart weapons as a 
mechanism to directly apply control force, to actively alter static stability in flight, and to 
protect sensitive components within sensor packages. 
This dissertation examined techniques for using internal translating masses 
(ITM’s) for smart weapon flight control.  It was first shown that oscillating a mass 
orthogonal to the projectile axis of symmetry generates reasonable control force in 
statically-stable rounds.  Trade studies examined the impact of mass size, mass offset 
from the center of gravity, and reductions in static stability on control authority.  A more 
detailed analysis followed in which a physical internal translating mass control 
mechanism was designed that minimizes force and power required using a vibrating 
beam as the internal moving mass.  Results showed that this relatively simple mechanism 
provides adequate control authority while requiring low on-board power.  Trade studies 
revealed the affect of varying beam lengths, stiffness, and damping properties.  Then, the 
topic of static margin control through mass center modification was explored.  This is 
accomplished by translating a mass in flight along the projectile axis of symmetry.  
Results showed that this system allows for greater control authority and reduced throw-
off error at launch.  Finally, a nonlinear sliding mode controller was designed for a 
projectile equipped with an internal moving mass as well as for a projectile equipped with 
 xxiii 
both an ITM and canard control mechanisms.  Monte Carlo simulations that incorporated 
realistic uncertainty demonstrated the robust nature of the control system.  These 
dispersion simulations examined the effect of ITM size and incorporation of a variable 
stability mechanism.  It is shown that use of an ITM as a direct control mechanism can 
reduce circular error probable by nearly half, while coupling ITM control with canard 
control can reduce required canard area by approximately half as well.  Overall, it was 
determined that direct ITM control generates modest control authority for practical 
systems.  Therefore, it can be used to reduce dispersion error but not eliminate it to levels 
commensurate with sensor noise.  Likewise, the ITM variable stability mechanism 
provides a limited control authority enhancement to guided projectiles controlled by other 
means.  Thus, while the mechanism may not be useful for guided munitions that exhibit 
ample control authority, it provides a useful supplement to projectiles requiring slight 










 Throughout the past several decades, the U.S. military has been engaged in 
numerous conflicts involving challenging battlefield scenarios.  Combat in urban 
environments and against non-traditional adversaries have often exposed significant 
flaws in tactics and equipment that were developed for battle against a traditional large 
military force.  These deficiencies have motivated new procurement strategies aimed at 
developing weapons and tactics suitable for operations in urban environments and against 
non-traditional foes.[1] 
 A key component of these new weapons systems are precision guided munitions 
(“smart projectiles”) designed to enhance the accuracy of field artillery and other gun-
launched projectiles.  Precision guided munitions (PGM’s) have the capability to correct 
trajectory errors in flight and to actively guide to designated targets using on-board 
control mechanisms.  However, smart projectiles differ from guided missiles in that their 
electronics and control mechanisms must be able to withstand extreme acceleration loads 
associated with launch and high spin rates.  Control components must be relatively 
inexpensive, since projectiles are typically fired in large quantities.  Modern 
advancements in robust electronic sensors, actuators, and control systems have been the 
key to developing systems that meet these stringent requirements. 
 Precision guided munitions offer several key advantages over traditional unguided 
rounds, including increased combat effectiveness, improved operational flexibility, and a 
reduced logistical burden.  Due to the increased accuracy of guided rounds, the need for 
high volumes of fire to hit a specific target is reduced, as is the time it takes to neutralize 
a target.  Furthermore, because “the rules of engagement and collateral damage estimates 
drive the targeting decision-making process,” [2] use of precision guided munitions 
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allows targets that have large potential for collateral damage (for instance, targets 
embedded in urban canyons) to be engaged with increased confidence, leading to more 
flexibility for field commanders.  Additionally, because a single precision munition can 
be used in place of large volleys of unguided rounds, the logistical burden on field 
batteries is significantly reduced on a per-target basis.[2] 
 However, even though high-precision smart projectiles are useful for a wide 
variety of missions, the army retains the need “to saturate large areas with fire in high-
intensity conflict.”[3]  Such missions can involve cases in which enemy location is not 
precisely known or “fire for effect” missions in which there is no single target to engage.  
In these scenarios, it may be desirable to reduce dispersion error only to a certain point in 
order to maintain the area fire capability of indirect fire munitions.  Therefore, limited 
control authority systems that can significantly reduce dispersion error (but do not 
provide a precision strike capability) are still useful in many engagement scenarios. 
Numerous smart weapons development programs have been conducted over the 
past several decades.  While many in the areas of missiles and precision-guided bombs 
have been fielded, there has been only limited success in fielding smart munitions.  
Control engineers and designers have been challenged by the relatively small size, high 
spin rates and velocities, and large acceleration loads of these classes of munitions, 
leading to many novel control actuator designs.  Some of these actuators, such as canards 
[4,65], ram air deflectors [5,6], and moveable noses [70,71], rely on aerodynamic effects 
to provide control.  Others, such as gas or explosive thrusters [7,61], rely on on-board 
thrust mechanisms.  A third class of actuator designs, inertial load mechanisms, change 
fundamental mass properties of the projectile leading to aerodynamically-induced control 
forces.[8,9]  All of these mechanisms have positive and negative aspects associated with 
them, and the ultimate selection of a control mechanism for a smart weapon is complex 
and depends on the application.  Furthermore, many of these control techniques are 
capable only of slightly altering the projectile’s trajectory, often referred to as “ballistic 
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nudging,” due to typical projectile stability characteristics and flight regimes.  This 
limited control authority inherent in projectile configurations stands in stark contrast to 
missiles, which often exhibit relatively large control response. 
This thesis focuses on examining the use of controllable internal moving parts for 
smart weapon flight control purposes, namely, as a direct control mechanism, as a means 
to enhance control authority, and as a means to protect the smart weapon sensor suite.  
While Section 1.1 provides a comprehensive overview of research performed on moving 
mass flight control for air vehicles, several other brief literature surveys are discussed at 
the beginning of Chapters 4, 5, and 6 providing background on topics related specifically 
to the applications discussed in those chapters. 
 
1.1.  Flight Vehicles with Moving Mass Control 
 Moving mass control has been applied to a wide variety of vehicles.  However, 
for a moving mass system to provide significant control authority, movement of the 
internal mass must correspond to reasonably large changes in the system mass center of 
the air vehicle.  This has restricted the use of moving mass control systems to vehicles in 
which a significant proportion of vehicle weight, on the order of several percent or more, 
can be reliably translated without prohibitive energy requirements.  As a result, 
maneuverable reentry vehicles (MaRV’s), missiles, unmanned aerial vehicles (UAV’s), 
and gun-launched projectiles have proven suitable applications for moving mass control 
mechanisms. 
 Significant research has been conducted by several investigators exploring the use 
of moving mass control in reentry vehicle applications. A main advantage of moving 
mass control in this class of vehicles is that the control mechanism is not exposed to 
extreme aerodynamic loads experienced during reentry, unlike standard canard control 
mechanisms.  In addition, extremely large drag forces act on the airframe during reentry, 
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leading to generation of large control moments.  Petsopoulos, Regan, and Barlow
 
[14] 
used an internal translating mass in a roll-control system for a fixed-trim re-entry vehicle.  
The controlled moving mass translated along a line perpendicular to the projectile 
centerline.  When translated off the projectile centerline, the system mass center was 
laterally offset from the aerodynamic center of pressure, inducing a roll moment.  In this 
way, the projectile could be controlled to a prescribed roll angle, and as a result of the 
vehicle’s fixed angle of attack configuration this roll control mechanism could be used 
for trajectory maneuvers.  Roll control autopilot equations were developed, using a linear 
quadratic regulator design.  Furthermore, gain scheduling techniques were implemented 
so as to adapt the control system to the disparities in dynamic pressure experienced by re-
entry vehicles throughout flight.  Simulations showed that using a 2.5% mass ratio, 
significant roll control was possible and substantial trajectory maneuvers could be 
induced. 
 Further work was performed by Robinett, Sturgis, and Kerr
 
[15] to investigate 
ITM control of both slow-spinning vehicles, exemplified by re-entry vehicles, and fast-
spinning vehicles, exemplified by artillery rockets.  The authors first developed equations 
of motion using a six-degree-of-freedom (6DOF) projectile model and a point mass ITM 
that could move freely in a two-dimensional plane perpendicular to the projectile’s axis 
of symmetry.  Autopilot equations were then developed to keep the mass stationary with 
respect to the body in a non-rolling reference frame.  The authors claimed that, for slow-
spinning vehicles, aerodynamic forces dominate and control moment could be effectively 
generated from aerodynamic drag acting at a lateral offset from the system center of mass 
(the same control technique considered by Petsopoulos, et al. in Reference [14]).  
However, for fast-spinning vehicles, inertial forces dominate and control moment could 
be generated by principle axis misalignment if the ITM could once again be held 
stationary with respect to the body in a non-rolling frame.  Simulations of both fast- and 
slow-spinning vehicles equipped with an ITM verified that control force could be 
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generated to produce reasonable divert capability.  Example conceptual designs for ITM 
mechanisms were also presented. 
Menon, Sweriduk, Ohlmeyer, and Malyevac
 
[16] considered internal translating 
mass control of kinetic warheads used as missile interceptors.  Three orthogonal 
translating masses were proposed, and once again control moment was generated by a 
lateral offset between the aerodynamic center of pressure and the system center of mass.  
In exoatmospheric scenarios, control moment was generated during thrusting maneuvers 
by a similar lateral offset between the thrust line of action and the system mass center.  A 
guidance and control system was developed using feedback linearization techniques.  
Endoatmospheric and exoatmospheric interception scenarios were considered using both 
non-maneuvering and weaving targets, and it was demonstrated that orthogonal ITM’s, 
each of approximately 9% mass ratio, produced sufficient control authority to 
successfully intercept.  The authors noted, however, that for ITM’s to provide sufficient 
control authority within the atmosphere the airframe “must have near-neutral 
aerodynamic static stability characteristics.” 
 Unmanned aerial vehicles provide a particularly suitable application for ITM 
control since they are often lightweight, allowing for generation of large changes in 
system mass center.  An example of moving mass control of UAV’s is provided by Beyer 
and Costello [69] in the design and implementation of the Hopping Rotochute.  This 
vehicle is a small, lightweight, coaxial helicopter in the shape of a weeble-wobble.[72]  
The vehicle is pitched in the desired direction by creating a thrust-line offset from the 
vehicle center of mass.  Therefore, the center of mass of the system is controlled by 
rotating an internal mass to a desired position on the body.  A 3.4% mass was 
experimentally shown to provide sufficient control authority.  A picture of the Hopping 






Figure 1.1:  Beyer’s Hopping Rotochute. 
 
Recently, further research has attempted to incorporate moving mass control into 
gun-launched munitions for control purposes.  Frost and Costello [8] considered a 
projectile wherein a disk rigidly attached in an arbitrary orientation with respect to the 
projectile is allowed to rotate at a constant angular velocity.  Such configurations have 
been used in systems to precisely control projectile spin.  Frost and Costello assumed 
known motion for the disk, and a modified linear model was developed for this 
configuration.  This model was used to predict the affect of the rotating component on the 
epicyclic modes of a spin-stabilized projectile.  It was found that the rotating component 
can alter the epicyclic dynamics substantially, even causing instability in some cases.  A 
study on the effect of frequency and damping of these epicyclic modes was conducted by 
varying disk orientation, mass, location, and rotational speed. 
 Additional work conducted by Frost and Costello [9] investigated control 
authority of a round equipped with an unbalanced part that could rotate off the projectile 
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centerline.  At some point after launch, the unbalanced part rotates to a desired roll 
orientation relative to the no-roll reference frame, creating a stationary mass unbalance in 
the two-body system.  This mass unbalance creates a control moment produced by axial 
drag about the composite body center of mass.  Frost and Costello showed that 
reasonable control authority could be generated for both fin-stabilized and spin-stabilized 
rounds, and that control authority increases linearly with the mass of the rotating part 
multiplied by the offset of the part from the projectile centerline.  The authors found that 
reducing projectile stability and altering aerodynamic characteristics served to increase 
control authority as well. 
 
1.2  Instability of Projectiles with Loose Internal Parts 
Although extensive research has shown that moving masses in a controlled 
fashion leads to the potential for air vehicle flight control, it has also been shown that 
vehicles that contain masses allowed to vibrate or move in an uncontrolled fashion can 
lead to serious stability problems.  Flight tests of new artillery projectiles in the 1950’s 
resulted in the surprising discovery that very small masses moving or vibrating within a 
round could create significant instability.  These projectiles were equipped with rotating 
ball fuses, sliding rings, or other internal parts that were able to vibrate or somehow move 
in an uncontrolled fashion within the round.  Extensive research has been conducted over 
the past three decades in order to understand these flight instabilities. 
One of the first researchers to explore these stability issues was Soper, [10] who 
considered a projectile containing a cylindrical mass fitted loosely within a cylindrical 
cavity.  Although this internal mass was constrained to roll with the projectile, it could 
move slightly in a radial and longitudinal direction.  This configuration is typical of a 
projectile equipped with ballast weights.  Flight tests had previously shown that ballasted 
spin-stabilized projectiles were susceptible to continual growth in coning angle and 
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unusually large spin decay.  Soper derived a quasi-steady state solution for the system, 
and showed that an unstable coning motion is obtained with this configuration.  The 
severity of this instability was shown to be dictated by the tolerance between the 
cylindrical mass and the cavity as well as the frictional coefficient between the two.  
Reasonable parameters were shown to produce prohibitively large coning angles and a 
high rate of spin decay. 
 Shortly afterward, Murphy
 
[11] developed a quasi-linear solution for projectiles 
equipped with internal masses that undergo either uncontrolled translation or 
uncontrolled rotation off the centerline axis of the projectile.  This research was also 
motivated by instabilities observed during flight tests of rounds with internal moving 
components.  Murphy’s model showed that internal moving masses could decrease the 
damping rate of the projectile’s fast-mode epicyclic motion, which in turn could cause a 
rapid decrease in spin rate.  The results from this model reasonably matched the nature of 
instabilities observed during flight test. 
 Murphy’s model provides a basis for ballistics engineers to predict under what 
conditions flight instabilities might occur as a result of so-called “partially-restrained 
internal members” (PRIM’s).  It assumes that the projectile undergoes decoupled slow 
and fast precessional modes, and in a quasi-linear fashion considers only the fast-mode as 
a contributor to PRIM motion.  This leads to two types of resulting motion of the PRIM: 
precession about the PRIM’s axis of symmetry and a circulatory motion of the PRIM’s 
mass center about the projectile axis of symmetry, both at the precession frequency of the 
projectile.  The amplitudes and phase angles of these motions are needed as inputs to the 
theory, so maximum physical tolerances and phase angles of 45-90 deg have traditionally 
been assumed when using the model. 
 Almost ten years after Murphy’s formulation of this closed-form solution for 
PRIM motion, D’Amico
 
[12] attempted to develop a more complete picture of PRIM 
motion via experimental methods.  A hollow cylindrical ring, like that considered by 
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Soper [10] and Murphy [11], was attached to a freely-gimbaled gyroscope to recreate 
free-flight motion of a spin-stabilized projectile equipped with a PRIM.  Specifically, the 
setup was designed to determine the phase angle between motion of the PRIM and the 
yaw motion of the gyroscope, which could then be used as inputs to Murphy’s quasi-
linear theory.  Finally, D’Amico compared the motion of the gyroscope to that predicted 
by Murphy using experimental data as inputs.  D’Amico found that when Murphy’s 
assumptions were appropriately modeled by the experiment (namely when the motion 
had reached steady-state) the theoretical and experimental predictions of yaw growth 
matched quite well.  Furthermore, experimental data showed that the use of maximum 
tolerances and assumed phase angles in Murphy’s model resulted in over-predictions of 
actual PRIM-induced motion.  A diagram of D’Amico’s experimental setup is shown in 
Figure 1.2. 
 




[13] continued the study of flight dynamics of projectiles with moving 
internal parts by considering the affect of a small offset between the projectile body mass 
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and the PRIM mass center.  Hodapp’s analysis of the dynamic equations for this system 
showed that, for small mass center offsets (on the order of those occurring randomly 
within manufacturing tolerances), slight movement could actually reduce the instability 
caused by the loose internal part.  This stabilizing effect was confirmed through 
experimental tests. 
 
1.3  Contributions of the Thesis 
 The contributions of this thesis involve five distinct research areas that are related 
in that they all involve moving mass technology applied to smart weapons.  The five 
research areas are: 
1. Control authority of a projectile equipped with a controllable internal translating 
mass. 
2. Cantilever beam actuator design for projectile internal moving mass systems. 
3. Active static margin control of projectiles using internal translating masses. 
4. Sensor suite shock absorbers using internal translating masses. 
5. Active control of projectiles equipped with internal moving mass actuators and 
combined canard-moving mass actuators. 
 
1.4  Thesis Outline 
 This thesis is composed of seven chapters.  A brief description of each chapter 
follows: 
1. Chapter 1: Introduction.  A description of the problem statement, the previous 
work on each topic, and the contribution of the present work are described. 
2. Chapter 2: Control Authority of a Projectile Equipped with a Controllable 
Internal Translating Mass.  A dynamic model of a projectile equipped with a 
translating mass is developed.  Example simulation results are presented 
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demonstrating reasonable control authority.  Trade studies varying system 
parameters are described. 
3. Chapter 3: Cantilever Beam Design of Projectile Internal Moving Mass 
Systems.  Another dynamic model is formulated in which the internal mass 
rotates on a cantilever beam within the projectile body, providing an example 
physical design for implementation.  Example results and numerous trade studies 
demonstrate the advantages of this actuator design. 
4. Chapter 4: A Variable Stability Projectile Using an Internal Translating 
Mass.  The concept of translating a mass along the projectile’s longitudinal axis 
during flight is discussed, exploring the impact of active static margin control.  
Results show that projectiles that can alter static margin control in flight require 
less control force than rigid projectiles to achieve the same reduction in dispersion 
error. 
5. Chapter 5:  Sensor Suite Shock Absorbers Using an Internal Translating 
Mass.  A translating mass consisting of sensitive components from the electronics 
package within a smart weapon is considered, in which movement again takes 
place along the projectile’s longitudinal axis.  Translating mass movement occurs 
freely during launch and is heavily damped, aimed at providing protection against 
large acceleration loads.  Simulation results show that, while overall acceleration 
loads cannot be decreased significantly, high frequency oscillations in g-loading 
can be considerably reduced. 
6. Chapter 6: Active Control of a Projectile Using an Internal Moving Mass.  A 
sliding mode guidance law is developed for an indirect fire munition using the 
internal moving mass control actuator and a combined canard-moving mass 
actuator.  Dispersion simulations incorporating model uncertainty and sensor 
noise show the control system’s effectiveness at circular error probable. 
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7. Chapter 7:  Conclusions and Future Work.  Conclusions from the different 
moving mass technologies are summarized and future work relating to several 
areas is proposed. 
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CHAPTER 2 
CONTROL AUTHORITY OF A PROJECTILE USING AN 
INTERNAL TRANSLATING MASS 
 
 This chapter examines the trajectory alteration potential of a single internal 
translating mass aligned along the lateral axis of a projectile.  Control authority is 
generated by a lateral mass center offset from the aerodynamic center of pressure.  The 
chapter begins with a brief note on nomenclature and a description of a seven degree of 
freedom flight dynamic model used for trajectory predictions.  A description of a flight 
control system to generate translating mass movement is also presented.  The dynamic 
model is subsequently employed to predict control authority for an example projectile.  
Then, effects of key physical properties of the system such as internal mass size, cavity 
stationline location, mass oscillation amplitude, and static stability properties are 
examined against swerve production capability.  [18,22] 
 
2.1  Note on Nomenclature 
 The nomenclature used throughout this dissertation for position, velocity, angular 
velocity, and acceleration vectors is as follows.  The nomenclature for position vectors is 
such that rα β→

 is defined as the position vector from point α to point β.   For velocity and 
acceleration vectors, the symbols / Zvα

 and / Zaα

 represent the velocity and acceleration 
vectors respectively of point α with respect to frame Z.  Unit vectors along the x, y, and z 












 respectively.  The angular velocity and 






 respectively.  Also, all equations in this thesis use the following shorthand notation 
for trigonometric sine, cosine, and tangent functions: sα = sinα , cα = cosα , tα = tanα . 
   The vector component operator shown in equation (2.1) outputs a column vector 
comprised of the components of an input vector in a given frame.  For example, if the 
position vector from α to β is expressed in reference frame A as 
A A Ar x I y J z Kα β αβ αβ αβ→ = ∆ + ∆ + ∆
  

















  (2.1) 
 
Notice that the reference frame is denoted by the subscript on the operator. 
 The cross product operator shown in equation (2.2) outputs a skew symmetric 
matrix using the components of an input vector in the reference frame denoted in the 
subscript.  For example, if the position vector from α to β is expressed in reference frame 
A as A A Ar x I y J z Kα β αβ αβ αβ→ = ∆ + ∆ + ∆
  
 then the cross product operator acting on rα β→

 
















= ∆ −∆ 
 −∆ ∆ 

S  (2.2) 
  
2.2  Internal Translating Mass Projectile Dynamic Model 
 A sketch of the basic projectile configuration is shown in Figure 2.1, while a more 
detailed schematic is shown in Figure 2.2.  It consists of two major components, namely, 
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a main projectile body and an internal translating mass.  The main projectile body is 
largely a typical projectile with the exception of an internal cavity that hosts an internal 
mass.  The internal mass is free to translate within the main projectile cavity.  An actuator 
inside the projectile exerts a force on the internal mass as well as the main projectile to 
move the mass inside the cavity to a desired location.  Note that while Figures 2.1 and 2.2 
show an arbitrary example artillery shell, the mechanism can be implemented on many 




Figure 2.1:  Sketch of the Translating Mass Projectile. 
 
 
Figure 2.2:  Schematic of the Translating Mass Projectile. 
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Three reference frames are used in development of the equations of motion for the 
system, namely the inertial, projectile, and translating mass reference frames. The three 
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The inertial reference frame is referred to as the I frame.  The projectile-fixed reference 
frame, the origin of which lies at the system mass center, is referred to as the P frame.  
The T frame, aligned with the translating mass cavity and centered at the middle of the 
cavity, is assumed to be fixed with respect to the P frame, and therefore the angles ψ T  
and θT  (the cavity pitch angle, not shown in Figure 2.2) do not change with time.  A 
schematic of the reference frames used in the development of the dynamic model are 




Figure 2.3:  Reference Frame Schematic. 
 
 Throughout the development of the equations of motion, several different position 
vectors are used.  The position vector of the mass center of the two-body system with 
respect to a ground fixed reference frame is written as, 
 
 
O C I I I




while the position of the internal translating mass with respect to the projectile reference 
frame is, 
 
 ( ) ( ) ( )( ) ( ) ( )
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where xT is the distance from the cavity center to the system center of mass along PI

, and 
s is the position of the internal translating mass within the cavity.  The mathematical 
model describing the motion of the internal translating mass projectile allows for 4 
translational and 3 rotational rigid body degrees of freedom.  The translational degrees of 
freedom are the three components of the composite body mass center position vector (x, 
y, z) and the position of the internal translating mass with respect to the projectile body 
(s).  The rotational degrees of freedom are the Euler roll, pitch, and yaw angles (ϕ , θ, ψ) 
mentioned above. 
  
2.2.1  Kinematics 
 The velocity of the composite body mass center can be described in the inertial 
reference frame or the projectile reference frame. 
 
 /C I I I I P P Pv xI yJ zK uI vJ wK= + + = + +
     
    (2.7) 
 
The translational kinematic differential equations relate these two representations of the 
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The angular velocity of the projectile with respect to the inertial reference frame can be 
written in terms of appropriate Euler angle time derivatives or in terms of projectile frame 
angular velocity components. 
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The kinematic relationship between time derivatives of the Euler angles and projectile 
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where vs is the velocity of the translating mass with respect to the center of the cavity.  
 
2.2.2  Dynamics 
 The translational dynamic equations for both the projectile and internal mass are 
derived through force balancing.  They are given by 
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 (2.12) 
 /T T I T C I Fm a W F F F= + + +
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 (2.13) 
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Taking first and second derivatives of this equation in the inertial frame leads 
respectively to  
 
 / / /C I P P I T T Imv m v m v= +
  
 (2.15) 




By adding equations (2.12) and (2.13) and noting the mass center definition in (2.16), the 
translational dynamics equation for the system is formed. 
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where X, Y, and Z are the sum of the three forces given in equation (2.17). Another 




 component of the translating mass 
equation of motion shown in equation (2.13).  The well-known formula for one point 
moving on a rigid body yields, [26] 
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Multiplying through by mT , 
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The translating mass equation of motion is therefore 
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 component of this equation is accomplished by taking the inner product 
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In component form, this equation of motion is written as 
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Note that in equation (2.32), a viscous friction force is incorporated in the translational 
dynamics for the ITM using the friction coefficient cv.  This friction force accounts for 
both contact friction and air resistance as the ITM translates within the cavity. 
The rotational dynamic equations are obtained by equating the I frame time rate 
of change of the system angular momentum about the system mass center to the total 
applied external moments to the system about the system mass center. 
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Expressed in the projectile reference frame, the components of this equation are 
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The dynamic equations of motion for the internal translating mass projectile are 
given collectively by equations (2.8), (2.10), (2.11), (2.18), (2.28), and (2.34).  With a 
known set of initial conditions for the projectile, these 14 scalar equations are 
numerically integrated forward in time using a 4
th
 order Runge-Kutta algorithm to obtain 
a single trajectory. [40] 
 
2.2.3  Projectile Applied Forces and Moments 
In the equations developed above, applied loads drive the motion of the projectile.  
Aerodynamic forces and moments calculated within the flight dynamic simulation use the 
PRODAS aerodynamic expansion, [27] an industry-standard aerodynamics model used 
extensively in ballistics and smart weapons research.  The total applied force on the 
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where the subscripts (P) and (T) denote forces on the projectile and ITM respectively.  
Only expressions for the applied loads on the projectile are shown.  The weight force on 
the translating mass is similar to the projectile with obvious changes.  Forces and 
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) denote forces and moments due to 
weight, aerodynamics, and control inputs respectively.  Control forces and moments are 
computed within the control system, which is described later, hence expressions are not 















   −
   
=   




The aerodynamic forces on the projectile are split into standard steady (
SA
) and Magnus 
(
MA
) terms.  The Magnus forces act at the Magnus center of pressure, which is different 
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The steady body aerodynamic moment is computed with a cross product between the 
distance vector from the center of gravity to the center of pressure and the steady body 
aerodynamic force vector above. Likewise, the Magnus aerodynamic moment is 
computed with a cross product between the distance vector from the center of mass to the 
center of Magnus force and the Magnus force vector.  
 The unsteady body aerodynamic moment provides a damping source for projectile 





































=   
 (2.53) 
 
 A diagram showing the various forces and moments described above is shown in 
Figure 2.4.  The aerodynamic coefficients and aerodynamic center distances are all a 
function of local Mach number at the center of mass of the projectile.  Computationally, 





Figure 2.4:  Forces and Moments on Projectile Body. 
 
2.3  Internal Translating Mass Control System 
 In order to examine the capabilities of the internal translating mass control 
mechanism, a control law is created to move the translating mass in a prescribed manner.  
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The control law for the translating mass is derived using feedback linearization, [28] 
which assumes full state feedback.  First, by solving for s, equation (2.28) is rewritten as 
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where AS1, AS2, and AS3 are given respectively by equations (2.29), (2.30), and (2.31), and 
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Examination of equation (2.54) leads directly to the feedback linearization control law (or 
inversion control) given by 
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The commanded translating mass position 
com
s  and its derivatives are generated within 
the simulation, and its precise form will be discussed later.  Note that the feedback 
linearization controller is developed and used within the simulation solely to create the 
prescribed motion of the ITM for control authority, and does not necessarily represent a 
realistic control system for this mechanism.  In Chapter 6, where a more realistic ITM 
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actuator design is proposed, the control law is changed to a simpler proportional plus 
derivative formulation. 
 
2.4  Theory of Control Generation Using an Internal Translating Mass 
 Trajectory deflection using an internal translating mass relies on a control 
moment caused by aerodynamic drag acting at an offset to the system center of mass.  As 
the translating mass moves off of the projectile centerline, the system center of mass 
shifts laterally off of the centerline as well.  However, due to the axial symmetry of the  
projectiles considered, the aerodynamic center of pressure is located along the axis of 
symmetry of the body.  This creates a yawing moment that can be used to generate 




Figure 2.5:  Drag Offset Control of a Projectile. 
 
 Maintaining a maneuver force in a consistent control plane in the inertial 
reference frame requires oscillation of the internal translating mass at the projectile roll 
rate in rounds that spin.  Therefore, commands are sent to the ITM controller based on the 





s A φ φ= +  (2.57) 
 
where AT is the ITM oscillation amplitude, or half of the ITM “stroke,” and Tφ  is the 
oscillation phase angle determined by the orientation of the control plane.  Derivatives of 
equation (2.57) are determined analytically and used to compute 
com
s  and 
com
s  within the 





) with respect to the projectile over one roll cycle. 
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Figure 2.6:  Diagram of Sinusoidal ITM Motion Over One Roll Cycle. 
 
2.5  Example Simulation Results 
 Several example trajectories are shown in this section to demonstrate validity of 
the flight simulation as well as trajectory alteration potential of the ITM control 
mechanism.  The projectile used to generate these example results is a fin-stabilized 
indirect fire projectile with a reference diameter of approximately 105 mm and a length 
of approximately 0.579 m.  The projectile’s mass, roll, and pitch inertia are 17.61 kg, 
0.0377 kg-m
2
, and 0.8531 kg-m
2
 respectively.  Stationline CG position is 0.351 m 
measured from the aft end of the round.  For all cases in this chapter, the translating mass 
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Euler angles are ψT = 90 deg and θT = 0, meaning that the ITM translates perpendicular to 




Figure 2.7:  Example Indirect Fire Projectile. 
 
Three example trajectories are shown to demonstrate model validation and control 
authority potential, namely a rigid 6DOF case (“Rigid 6DOF”), a translating mass 
projectile simulation where the ITM is held on the projectile centerline (“ITM-No 
Oscillation”), and a translating mass projectile simulation where the ITM is oscillated at 
the projectile roll rate with ϕT = 0 (“ITM-Oscillation”).  The rigid 6DOF case uses a 
previously-validated six-degree-of-freedom rigid body flight simulation.  The results of 
the “Rigid 6DOF” case and the “ITM-No Oscillation” case are compared to show that in 
the case of no ITM movement, results collapse back to the rigid body case.  This is taken 
as evidence of the validity of the flight simulation model.  The “ITM-Oscillation” case 




 direction due to the use of ϕT = 0.  
All initial conditions and ITM parameters for the three cases above are given in Table 
2.1.  Control system gains shown in Table 2.1 were tuned such that ITM tracking error 




Table 2.1:  Initial Conditions and ITM Parameters for Example Cases. 
x (m) 0.0 
y (m) 0.0 
z (m) 0.0 
ϕ (deg) 90.0 
θ (deg) 2.86 
ψ (deg) 0.0 
u (m/s) 860.0 
v (m/s) 0.0 
w (m/s) 0.0 
p (rad/s) 5.0 
q (rad/s) 0.0 
Initial 
Conditions 
r (rad/s) 0.0 
mT  (kg) 0.730 
AT  (cm) 4.83 
ϕT  (deg) 0.0 
ITM 
Parameters 
cv (kg/s) 0.146 
Max Force (N) 889.8 




K1  (nd) 100 
 
 
Figures 2.8-2.14 show time and range histories of selected projectile states.  Figures 2.8 
and 2.9 clearly show that the trajectories of the 6DOF case and the ITM-No Oscillation 
case match nearly identically, while Figure 2.9 demonstrates that the ITM mechanism is 
capable of generating about 30 m of trajectory deviation over approximately 5000 m 
range.  The total velocity time history shown in Figure 2.10 is noteworthy in that, not 
only do all three cases match, but that the decrease in forward velocity as the flight 
progresses leads to noticeably less control authority at the end of flight as compared to 
launch, since ITM control relies on drag for its maneuver capability.  This effect is 
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exacerbated by the fact that for fin-stabilized projectiles, static stability increases as 
forward velocity decreases, leading to a further loss of control authority later in flight. 
 
 



























Figure 2.8:  Altitude vs Range. 
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Figure 2.9:  Deflection vs Range. 





























Figure 2.10:  Total Velocity vs Time. 
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Figure 2.11:  Yaw Angle (ψ) vs Time. 
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ITM - No Oscillation
 
Figure 2.12:  Roll Rate vs Time. 
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Figure 2.13:  Zoom View of Roll Rate vs Time. 







































Figure 2.14:  Total Angle of Attack vs Time. 
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The yaw angle time history shown in Figure 2.11 demonstrates this decrease in control 
authority as flight progresses, as the majority of trajectory deviation for the ITM-
Oscillation case is established at the beginning of the trajectory.  The angle of attack time 
history shown in Figure 2.14 confirms the decrease in control authority as flight 
progresses, demonstrated by the steady decrease in total angle of attack.  Also note the 
initial large oscillations in total angle of attack caused by ITM motion just after launch 
before the round achieves its nominal spin rate.  Roll rate time histories shown in Figures 
2.12 and 2.13 demonstrate the interesting effect that when mass oscillation occurs, 
corresponding changes in projectile axial inertia cause oscillation in the projectile roll 
rate at the mass oscillation frequency.  This so-called “Ice Skater” effect is corroborated 
by Figure 2.15, which demonstrates how roll rate changes as ITM movement occurs over 
half of a roll cycle for a segment of the ITM-Oscillation example case.  Roll rates are 
highest when the ITM is centered in the cavity (i.e., s = 0), and lowest when ITM 
distance from the projectile centerline is largest.  Time histories of translating mass 
motion for this example case are shown in Figures 2.16 and 2.17, confirming that the 

























Figure 2.15:  Roll Rate vs ITM Displacement for Half Roll Cycle (“Ice Skater” Effect). 

























Figure 2.16:  ITM Displacement vs Time. 
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Figure 2.17:  Zoom View of ITM Displacement vs Time. 
 
 Force commands output by the ITM controller for the ITM-Oscillation case are 
shown in Figure 2.18.  The variation in amplitude of force required is driven by changes 
in the projectile roll rate through flight.  Higher roll rates produce higher centripetal 
forces on the ITM, which must be counteracted by the ITM controller.  Therefore, force 
amplitude is highest when the projectile roll rate peaks, approximately 2 sec into flight. 
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Figure 2.18:  Force vs Time. 
 
 The nearly identical match between the rigid 6DOF case and the ITM-No 
Oscillation case provides partial evidence of model validation.  Additional proof of 
validation is provided in Chapter 3, when a separate oscillating beam dynamic simulation 
is created and matched with the ITM simulation.  Furthermore, reasonable control 
authority has been established using realistic mass and controller parameters. 
 
2.6  Trade Studies 
 Trade studies are reported that explore the effects of ITM size, oscillation 
amplitude (“stroke”), placement with respect to the projectile center of gravity, and 
projectile static stability.  The example projectile used for these trade studies is an 81mm 
mortar round, and differs from the example projectile used in Section 2.5 in order to 
demonstrate both the versatility of the ITM mechanism as well as its effect on different 
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types of munitions.  The example mortar round has a reference diameter of approximately 
81 mm and a length of approximately 0.54 m.  The projectile’s mass, roll, and pitch 
inertia are 4.583 kg, 0.00371 kg-m
2
, and 0.04993 kg-m
2
 respectively.  Nominal 
stationline CG position is 0.282 m measured from the aft end of the round.  As before, the 




 direction is commanded by setting θT = 0.  A sketch of the example mortar is shown 
in Figure 2.19, highlighting cavity offset and ITM stroke.  A table of initial conditions for 
















Figure 2.19:  Example 81mm Mortar Projectile. 
 
 
2.6.1  Static Margin Trade Study 
 A trade study was conducted to show that control authority using the ITM 
mechanism increases significantly as static margin decreases.  One case was run with 
nominal stability characteristics (center of mass stationline of 0.282 m), termed “ITM 
Nominal Stability.”  Another case was run with reduced static stability (center of mass 
stationline of 0.209 m), termed “ITM Reduced Stability.”  For both of these cases, ITM 
mass size, cavity offset, and ITM stroke (as shown in Figure 2.19) were 0.125 kg, 0.167 
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m, and 5.08 cm respectively.  Both cases were also compared with 6DOF trajectories 
using identical stability characteristics. 
 
Table 2.2:  Initial Conditions for Trade Study Simulations. 
 
x (m) 0.0 
y (m) 0.0 
z (m) 0.0 
ϕ (deg) 0.0 
θ (deg) 45.8 
ψ (deg) 0.0 
u (m/s) 294.0 
v (m/s) 0.0 
w (m/s) 0.0 
p (rad/s) 0.0 
q (rad/s) 0.0 
Initial 
Conditions 
r (rad/s) 0.0 
 
 
 In Figure 2.20, showing deflection versus range, it is clear that all projectiles 
show some deflection due to drift.  Projectile drift typically increases as static stability 
decreases.[29]  However, almost four times as much trajectory deviation is created in the 
reduced stability ITM-controlled round compared to the nominal stability ITM-controlled 
round.  Total angle of attack plots shown in Figures 2.21 and 2.22 show that the ITM 
mechanism creates larger angle of attack oscillations in the reduced stability 
configuration.  Furthermore, the reduced stability projectile develops a higher trim angle 
of sideslip (not evident in total angle of attack plots) compared to the nominal stability 
round.  Therefore, it is concluded that reduced stability characteristics substantially 
increase control effectiveness of the ITM mechanism. 
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Figure 2.20:  Deflection vs Range. 

































Figure 2.21:  Angle of Attack vs Time. 
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Figure 2.22:  Zoom View of Angle of Attack vs Time. 
 
2.6.2  Cavity Offset and ITM Stroke Trade Study 
 Another trade study was performed to examine the effect of cavity offset and ITM 
stroke on control authority (cavity offset and ITM stroke are clearly labeled in Figure 
2.19 for reference).  In this case, control authority is measured by total radial deviation, 
or the total distance between the impact points of the rigid round and the ITM round with 
identical mass properties and initial conditions.  Simulations were conducted with several 
different cavity offsets and ITM strokes using both the nominal and reduced stability 
rounds described above in Section 2.6.1.  Figures 2.23 and 2.24 show the results of this 
trade study in terms of radial deviation for various cavity offsets and ITM strokes for the 
nominal and reduced stability cases respectively.  Also shown on the plots are the 
example cases from Section 2.6.1 for reference. 
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Figure 2.23:  Radial Deviation vs Cavity Offset for Nominal Stability Projectile.  
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Figure 2.24:  Radial Deviation vs Cavity Offset for Reduced Stability Projectile. 
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The results shown in Figures 2.23 and 2.24 demonstrate several interesting and somewhat 
predictable features.  First, for most ITM strokes control authority is nearly insensitive to 
cavity offset.  This follows from the fact that control authority is derived from a moment 
arm created by a lateral mass center offset, and longitudinal mass offset does not change 
the magnitude of this moment arm.  However, ITM stroke does change the magnitude of 
the average lateral mass center offset, and therefore larger stroke leads to more control 
authority.  Also, note that for larger strokes, total deviation increases somewhat with 
cavity offset (especially evident in Figure 2.23).  This can be explained by first 
recognizing that reaction forces exerted by the ITM control mechanism between the 
projectile and the ITM are equal and opposite on both bodies.  On the projectile, if this 
control force is exerted at an offset distance from the mass center, it will produce a 
corresponding moment on the projectile.  This moment produces angular motion in the 
projectile (and corresponding angle of attack) that has a frequency of twice the roll 
frequency, due to the motion of the ITM being matched to the roll rate.  As cavity offset 
grows, the magnitude of this moment grows due to the control force acting at a larger 
moment arm.  Corresponding high angles of attack produce increased drag and 
subsequent decreases in range.  This decrease in range leads to an increase in radial 
deviation from the rigid round impact point, resulting in the increasing plots for larger 
strokes shown in Figure 2.23.  A plot of angle of attack versus angle of sideslip for 
various cavity offsets is shown in Figure 2.25, verifying that larger cavity offsets lead to 
larger angle of attack or coning motion.  Note that no coning motion occurs for zero 
cavity offset, since the line of action of the reaction force on the projectile goes through 
the projectile mass center. 
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Figure 2.25:  Angle of Attack vs Angle of Sideslip for Various Cavity Offsets. 
 
2.6.3  ITM Mass and ITM Stroke Trade Study 
 A final trade study examined the effect of mass size on achievable radial 
deviation.  Again, simulations were run using several different ITM strokes as well as 
various ITM mass sizes using both the nominal and reduced stability configurations.  
Figures 2.26 and 2.27 show trade study results for the nominal and reduced stability 
configurations respectively, with the example cases from Section 2.6.1 marked for 
reference.  As might be expected, radial deviation increases with ITM mass size in 
addition to ITM stroke.  This is due to the larger lateral mass center offset produced by a 
heavier internal translating mass.   
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Figure 2.26:  Radial Deviation vs ITM Stroke for Nominal Stability Projectile. 
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Figure 2.27:  Radial Deviation vs ITM Stroke for Reduced Stability Projectile. 
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The trade study results shown in Sections 2.6.1-2.6.3 clearly show that the optimal 
mechanical configuration for the ITM mechanism includes large stroke, large mass size, 
and reduced projectile static stability.  Large cavity offsets have negligible effect on 
control authority but introduce the potential for larger coning motion as the mass 
oscillates, producing higher drag.  Therefore, placement of the cavity at or near the mass 
center improves flight characteristics by reducing this coning motion.  However, larger 
masses and oscillation amplitudes significantly increase force required to move the ITM 
due to the required compensation for centripetal force.  This design issue is the subject of 
Chapter 3, in which a mechanical mechanism is designed to allow for large ITM sizes 
and oscillation amplitudes with minimal force and power required. 
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CHAPTER 3 
CANTILEVER BEAM DESIGN OF PROJECTILE MOVING MASS 
SYSTEMS 
 
 The previous chapter demonstrated that internal moving mass systems could 
generate reasonable control authority.  However, high spin rates characteristic of many 
gun-launched munitions complicate the mechanical design of ITM mechanisms, since 
large control forces are required to overcome centripetal force experienced by the ITM.  
Furthermore, moving parts within the ITM control mechanism are susceptible to damage 
during high acceleration loading at launch.  In this chapter, a mechanical design is 
proposed that seeks to minimize moving parts as well as actuator force and power 
requirements.  Specifically, the translating mass is replaced by a laterally-oscillating 
cantilever beam powered by electromagnetic actuators.  It is shown that certain choices of 
beam properties lead to resonant oscillations with the projectile spin frequency, leading to 
very low power requirements.  Trade studies are performed on beam length and spring 
and damper constants.  In addition, it is shown that active tuning of beam properties in 
flight can lead to further on-board power savings.[21]  Finally, structural dynamics of the 
beam are analyzed to show that high spin accelerations at launch and continual vibration 
of the beam do not lead to loss of structural integrity.  
 
3.1  Cantilever Beam Projectile Dynamic Model 
The cantilever beam is a fixed-free elastic beam, with one end attached to the 




I J  plane.  The beam’s first vibrational mode is the only mode considered 
significant to dynamic interaction with the projectile.  For this reason, the cantilever 
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beam can be accurately modeled as a rigid, massless beam with a spherical mass 
(considered to be a permanent magnet) attached to the end.  A torsional spring and 
damper are attached to the hinge point to simulate the elastic properties of the cantilever 
beam.  This dynamically equivalent system is referred to as the ITM-Beam.  A sketch of 
the cantilever beam design is shown in Figure 3.1, while a detailed schematic of the ITM-
Beam projectile is shown in Figure 3.2.  Note that γ is defined as the angle between the 
ITM-Beam and the centerline of the projectile.  A permanent magnet is attached to the 
end of the beam and can swing freely about the hinge.  Force is exerted on the magnet by 
electromagnets on both sides of the cavity to move the beam to a desired angle. 
 
 
Figure 3.1:  Sketch of the Cantilever Beam Projectile. 
 
 
Figure 3.2:  Schematic of the ITM-Beam Projectile. 
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Four reference frames are used in the development of the equations of motion for 
this system, namely the inertial, projectile, translating mass, and projectile-fixed S 
reference frames.  The projectile and inertial frames are identical to those used in Chapter 
2.  The S frame is also fixed to the projectile, with its origin at the hinge point.  It is 
defined such that the ITM-Beam oscillates about the 

S
K  axis and 

S
J  points to the rear of 
the cavity exactly equidistant from both electromagnetic actuators.  Therefore, the S 
frame can be related to the P frame by two constant Euler angles ψS and θS such that  
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Throughout the rest of this chapter, fixed angles of ψS = 90 deg and θS = 0 are used, and 
thus the S frame can be obtained by a single 90 deg rotation about the 

P
K  axis, resulting 
in the orientation shown in Figure 3.2.  The T frame is fixed to the ITM-Beam and is 
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Note that the T frame is aligned with the S frame when γ = 0. 
 
3.1.1  Kinematics 
 The kinematic differential equations for the ITM-Beam are nearly identical to the 
kinematic relationships for the ITM projectile derived in Chapter 2, leading to the 
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The final kinematic equation relates the derivative of the ITM-Beam angle and angular 




γ ω=  (3.5) 
 
3.1.2  Dynamics 
 As in Chapter 2, the translational dynamic equations for the ITM-Beam projectile 
are derived through force balancing.  Using the identical methodology as in Chapter 2, 
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The rotational dynamic equations are obtained by first equating the I frame time 
rate of change of the system angular momentum about the system mass center to the total 
applied external moments on the system about the system mass center in the 

S





directions, given by equations (3.7) and (3.8).  Then, the same moment equation is used 
for each body separately, this time written in the 

S
K  direction.  These four equations are 
given by 
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where point X represents the center of the spherical mass at the free end of the ITM-
Beam.  Note that equation (3.9) equates the time rate of change of the angular momentum 
of the ITM-Beam to the total moment applied to the ITM-Beam.  Equation (3.10) equates 
the time rate of change of the angular momentum of the projectile to the total moment 
applied to the projectile.  Equations (3.7)-(3.10) were utilized so as to avoid dealing with 
constraint moments at the ITM-Beam hinge point. 
Several intermediate expressions will be useful in deriving the rotational dynamic 
equations in the body-fixed S frame.  First, note that the well-known two points fixed on 
a rigid body formula yields the relationship 
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a in terms of known quantities and state derivatives.  
Also, using the definition of the system center of mass it can be shown through algebraic 
manipulation that  
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Equation (3.12) is also used to expand the cross-product terms on the left-hand side of 
equations (3.7) and (3.8) in terms of known quantities and state derivatives. 
 Equations (3.7)-(3.10) can be expanded using the expressions in equations (3.11) 
and (3.12) and rearranged to form a 4×4 system of equations given by  
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In equation (3.13), rows 1-4 correspond to equations (3.7), (3.8), (3.9), and (3.10) 
respectively.  The full expressions for the values of the A matrix and the B vector are 
lengthy and are provided in Appendix A.  The set of equations given by (3.3), (3.4), (3.5), 
(3.6) and (3.13) constitute the equations of motion for the ITM-Beam projectile.  Given a 
known set of initial conditions, these 14 scalar equations are numerically integrated 
forward in time using a fourth-order Runge-Kutta algorithm to obtain a single trajectory. 
 
 
3.1.3  ITM-Beam Control System 
 As in Chapter 2, a feedback linearization controller is used to move the ITM-
Beam in a prescribed manner.  Force is exerted on the magnet at the free end of the ITM-
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B  is defined in Appendix A and is derived from equation (3.9).  Likewise, 
A11, A12, A13, and A14,  are from equation (3.9) and provided in Appendix A.  Equation 
(3.9) is used to compute the feedback linearization control, rather than equation (3.10), 
since use of equation (3.10) would require feedback of aerodynamic loads.  This is 
complicated to physically implement and can be avoided through the use of equation 
(3.9) instead. 
The commanded deflection angle γ
com
 is generated by synchronizing ITM-Beam 
movement with the projectile roll angle.  This is done by setting  
 
 ( )1γ φ φ−
 








where AT is the magnitude of oscillation of point X from the cavity center and Tφ  is a trim 
angle used to define the plane of control.  Derivatives of equation (3.15) are computed 
analytically and used the control law given in equation (3.14).  As in Chapter 2, this 
inversion controller is designed solely to generate prescribed motion of the ITM-Beam 




3.2  ITM-Beam Electromagnetic Actuator Control System 
 A zoom view of the ITM-Beam mechanism is shown in Figure 3.3.  Two 
electromagnets, each at opposite ends of the cavity, exert force on the fixed magnet at the 
end of the ITM-Beam.   
 
 
Figure 3.3:  Zoom View of the ITM-Beam Mechanism. 
 














The magnetic dipole moment per unit mass is a unique property of a material, with units 
Joules/Tesla/kg.  For example, assuming the ITM is made of magnetized iron and using 
an ITM-Beam mass of mT = 0.730 kg, the dipole moment is found to be DM = 171.5 







 can be found by first recognizing that the magnetic field 
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z  is the distance from the endpoint of the ITM beam to the nearest 
electromagnet actuator, k is the dimensionless relative permeability of iron (200 at a 
magnetic flux density of 0.002 W/m
2
), n is the number of coils per meter, b is the radius 
of the solenoid, and LA is the length of the solenoid.  For all cases below, values of 3 cm, 
2 cm, and 10000 were used respectively for b, LA, and n.  Taking the derivative of 
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The process of calculating current required through the mechanism is as follows.  At each 
timestep, control force is computed using the controller above.  Knowing the magnetic 







 is computed at each 
timestep using equation (3.16).  Then, knowing the position of the ITM-Beam with 
respect to the actuators, the current required can be computed at each timestep by 
rearranging equation (3.18) such that 
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Note that the electromagnet dimensions used above are comparable to dimensions for 
commercially-available iron-core electromagnets. 
 
3.3  Model Validation and Example Case 
 An example trajectory of the ITM projectile is compared to an example trajectory 
of a projectile equipped with a strictly translating internal mass for model validation 
purposes.  The translating internal mass trajectory is created using the dynamic model 
developed in Chapter 2.  The ITM-Beam projectile (“ITM-Beam” case) and the 
translating mass projectile (“Translating Mass” case) use identical parameters for internal 
mass size, cavity offset, and oscillation amplitude.  A rigid body trajectory (“Rigid 
6DOF” case) is also included for comparison.  All simulations use the example indirect 
fire fin-stabilized projectile used in Section 2.4.  Initial conditions and translating mass 
parameters are identical to those used in the example case given in Section 2.4 and are 
given in Table 2.1.  The ITM beam length used for the ITM-Beam simulation is 9.14 cm, 
and maximum ITM-Beam deflection angle is 31.6 deg.  The two translating mass 
trajectories are generated solely to demonstrate control authority and validate the ITM-
Beam simulation, and thus both controlled rounds are commanded to maximum possible 
deflection.  Figures 3.4-3.10 show the results of each example trajectory.  These results 
clearly demonstrate the close correlation between the ITM-Beam flight simulation model 
and the translating mass flight simulation model, despite significant differences in their 
equations of motion.  Small differences in trajectories between the two models, shown in 
Figures 3.8, 3.9, and 3.10, are due to the small displacement of the moving mass in the 
longitudinal direction in the ITM-Beam case as the beam rotates, creating very small 
oscillations in stationline mass center position.  Furthermore, both ITM models were run 
with the internal mass held in the center (as in Chapter 2), and both trajectories matched 
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the rigid results nearly exactly.  The fact that these two independent models provide 
nearly identical results in cases of mass oscillation and in cases where the ITM rounds 

































Figure 3.4:  Altitude vs Range. 
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Figure 3.5:  Deflection vs Range. 































Figure 3.6:  Total Velocity vs Time. 
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Figure 3.7:  Roll Rate vs Time. 




























Figure 3.8:  Zoom View of Roll Rate vs Time. 
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Figure 3.9:  Total Angle of Attack vs Time. 






































Figure 3.10:  ITM Lateral Displacement vs Time. 
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The ITM-Beam simulation case shown above is also used to generate an example 
time history of current required and total battery size.  Specifically, control force and 
ITM displacement time histories can be used to generate a time history of current 
required for each electromagnetic actuator.  This is accomplished using the procedure 
outlined in equations (3.16)-(3.19).  Furthermore, this current time history can be 
integrated to produce the total charge required for a given example flight in A-sec.  This 
value for total charge can be used to size the battery for the ITM-Beam control system.    
The total charge required for the example flight shown above was 13.5 A-sec.  Note that 
this number is relatively large since the spring and damper coefficients have not been 
optimized for this preliminary example case. 
Figure 3.11 shows a segment of the current time history for the example ITM-
Beam simulation used above.  Notice that 
input
f  (labeled “Force” in the plot) and the 
ITM-Beam lateral displacement sx are shown on the same plot as the current time history 
to demonstrate the phase relationships between current, input force, and ITM-Beam 
displacement.  When the ITM-Beam is displaced in the positive 

S
I  direction (sx 
positive), electromagnet EM 1 shuts off and EM 2 is responsible for control.  Likewise, 
when the ITM-Beam is displaced in the negative 

S
I  direction (sx negative), 
electromagnet EM 2 shuts off and EM 1 is responsible for control.  This scheme takes 
advantage of the fact that the electromagnets are much more effective when the ITM is at 
close range.  Since current required is a nonlinear function of both distance to the ITM 
and control force required, the current time history is not sinusoidal like the ITM 





























































Figure 3.11:  Segment of Current vs Time for ITM-Beam Actuators. 
 
3.4  ITM-Beam Trade Studies 
 Several trade studies are performed to examine the effect of beam length and 
beam spring and damper coefficients on actuator force and power required.  Section 3.4.1 
discusses the ITM-Beam length trade study, while Sections 3.4.2 and 3.4.3 describe the 
effect of spring and damper coefficients on actuator effort over steady-state flight and full 
flight scenarios respectively. 
 
3.4.1  ITM-Beam Length Trade Study 
The length of the ITM-Beam has a significant impact on the force required to 
move the beam in a prescribed fashion.  From equation (3.9), the external moment 
exerted on the ITM-Beam by the actuators in the 

S
K  direction about point L is given by 
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Therefore, the input force required to exert a given control moment on the ITM-Beam 
varies inversely with beam length.  In addition, for a given maximum ITM displacement 
sx, the maximum angular displacement γ max  varies inversely with beam length. Trade 
studies verified these results using example simulations with various beam lengths.  The 
maximum ITM displacement from the projectile centerline was sx = 47.8 mm for all 
cases.  Figures 3.12 and 3.13 show maximum angular displacement and average force 
required as a function of beam length respectively.  Notice that as beam length increases, 
maximum angular displacement and average force required both decrease.  The average 
control force reduction with increased beam length occurs due to the increased 
“efficiency” of the ITM-Beam actuators (i.e., the same control moment requires less 








































Figure 3.12:  Maximum Angular Displacement vs Beam Length. 






























Figure 3.13:  Average Force Required vs Beam Length. 
 
 68 
3.4.2  Trade Study on Beam Elastic Properties in Steady Flight 
As outlined above, the ITM-Beam dynamic model represents a fixed-free elastic 
beam.  The rigid ITM-Beam is attached to the projectile at point L with a torsional spring 
and torsional damper to model the elastic beam’s vibrational properties.  A trade study 
examines how force and power requirements vary with different spring and damping 
coefficients.  Once an optimum spring and damper coefficient are determined, they can 
be used to identify the proper elastic properties of the fixed-free beam for a prototype 
system. 
 The performance of the system is examined for a range of torsional spring 
constants and damping ratios for the example projectile rolling at an approximately 
steady-state rate of 128 rad/s.  The projectile trajectory is simulated for a 2 sec flight with 
no gravity.  This simplified flight profile is used solely to establish the correlation 
between spring and damper parameters and average force, average power, and total 
battery charge required.  Figure 3.14 shows the projectile roll-rate time history for this 
flight profile.  The high frequency oscillation of the roll rate occurs at the mass oscillation 
frequency due to the variation of axial inertia as the mass undergoes lateral motion (as 
described in Chapter 2). 
 Figures 3.15-3.17 show the effect of spring and damper coefficients on average 
force, average power, and total battery charge required.  In Figure 3.15, it can be clearly 
seen that an optimum torsional spring constant exists, in which the spring-mass-damper 
system of the ITM-Beam operates near resonance with the projectile roll rate.  These 
peaks are not as sharp as typical spring-mass-damper resonant peaks due to the fact that 
the projectile roll rate varies over time. Note, however, that significant reductions in force 
are achieved if the spring constant is placed near its optimum value and damping is 
lowered as much as possible.  These reductions in force are mirrored by reductions in 
average power and total charge required, resulting in significantly smaller battery sizes. 
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Figure 3.14:  Roll Rate vs Time for Example Simulation. 





































Figure 3.15:  Average Force Required vs Torsional Spring Constant. 
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Figure 3.16:  Average Power Required vs Torsional Spring Constant. 




































Figure 3.17:  Total Charge Required vs Torsional Spring Constant. 
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3.4.3  Trade Study on Beam Elastic Properties for Full Flight Profile 
A similar study examines the same spring-mass-damper parameters for a full 
flight profile of the example projectile using the same initial conditions as those used in 
the first example study above.   Figures 3.18-3.20 show that, as in the partial flight profile 
case, optimal spring coefficients can be found.  However, the results for the partial flight 
profile have a significantly sharper peak than the results for the full flight profile.  This is 
because, as shown in Figure 3.7, roll rate of the projectile varies between 5 rad/s initially 
and a final value of approximately 80 rad/s.  This large variation in roll rate means that 
the spring coefficient is only optimized for a very short period of the overall flight, and 
the broad peaks shown in Figures 3.18-3.20 result.  To demonstrate this, Figure 3.21 
shows a current time history for an example full flight trajectory using kT = 94.9 N-m/rad 
and kD = 0.068 N-m/rad/s.  Note that the spring constant is optimized for the projectile 
roll rate approximately 1 sec into flight, and once again after spin decay occurs 
approximately 7 sec into the flight. 
 Despite the broad nature of the peaks shown in Figures 3.18-3.20, significant size 
and weight savings can be achieved using the proper spring constants in the form of 
smaller batteries.  As shown in Figure 3.20, batteries with a total charge of less than 5 A-
sec may be used for systems with optimal spring coefficients and low damping ratios.  
Furthermore, Figure 3.21 shows that reasonable maximum current levels, on the order of 
150 mA, can be expected with an optimized system. 
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Figure 3.18:  Average Force Required vs Torsional Spring Constant. 





































Figure 3.19:  Average Power Required vs Torsional Spring Constant. 
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Figure 3.20:  Total Charge Required vs Torsional Spring Constant. 
























Figure 3.21:  Current vs Time for Sample Case. 
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3.4.4  Roll Rate Feedback System 
Average force levels, and therefore total charge required, can be decreased even 
further by actively changing the elastic properties of the beam during flight.  A fixed-free 


















x  is the distance along the beam.  The natural frequency of the first vibrational 













where E is the modulus of elasticity of the material and ρ is the density of the beam.[31]  
By changing the modulus of elasticity, it is therefore possible to tune the natural 
frequency of the cantilever beam to a desired value.  Recent investigations into smart 
materials, [32,33,34,35]  specifically materials used in tunable vibration absorbers, have 
shown that various methods can be used to actively alter a material’s modulus of 
elasticity, allowing the beam’s torsional spring constant to be actively optimized during 
flight as the projectile roll rate changes.  This would allow the ITM-Beam system to 
operate with the lowest possible power through the entire flight, yielding further 
reductions in battery size. 
 To investigate this, several example simulations were run.  The first set simulated 
the projectile for the full flight using fixed optimum spring constants obtained from 
Figure 3.20.  This produced the least possible battery charge required for the ITM-Beam 
system with a fixed spring constant for each damping ratio considered.  The second set of 
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simulations included a roll-rate feedback mechanism.  In these cases, at specific points 
throughout the flight the torsional spring and damping coefficients of the ITM-Beam 
were adjusted according to the current roll rate.  Figure 3.22 shows how the torsional 
spring constant was adjusted for an example flight with ζ = 0.05.  Note that the curve in 
Figure 3.22 has the same qualitative shape as the roll rate time history shown in Figure 
3.7.  Table 3.1 summarizes the results of the two sets of simulations with the fixed 
torsional spring and variable torsional spring constants.  Note that in the variable 
torsional spring cases, the torsional damping coefficient 
D
k  was adjusted slightly as well 
so as to keep the damping ratio ζ constant.  Figure 3.23 demonstrates that implementation 
of the roll-rate feedback system saves approximately 1 A-sec of charge for all damping 
ratios considered (34.4% decrease in battery size for ζ = 0.02, 28.1% decrease for ζ = 
0.05, 20.4% for ζ = 0.1, and 11.2% for ζ = 0.2). 
 








































Table 3.1:  Performance Evaluation of Roll-Rate Feedback System. 
Charge Required (A-sec) 
Damping 
Ratio ζ 








in Charge Required 
with Feedback 
0.02 71 3.924 2.576 34.4% 
0.05 69 4.576 3.287 28.1% 
0.1 67 5.895 4.692 20.4% 
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3.5  ITM-Beam Mechanism Structural Analysis 
This section discusses several key issues associated with the flexible dynamics 
and structural integrity of the ITM-Beam projectile.  Specifically, Section 3.5.1 explores 
torsional mode excitation of the ITM-Beam during projectile flight using a simplified 
dynamic model.  In Section 3.5.2, maximum normal and shearing stresses within the 
ITM-Beam are calculated in order to help a designer size the beam and choose proper 
materials.  Section 3.5.3 considers fatigue within the beam, further facilitating design of 
the beam’s size and material makeup. 
 
3.5.1  Torsional Mode Excitation 




 plane, it may undergo 
torsional motion in response to applied rolling moments.  In similarly-configured 
dynamic systems, such as helicopter blades, these torsional modes, when coupled with 
bending modes, have been shown potentially to lead to instabilities.  For helicopters, this 
phenomenon is known as pitch-flap coupling, and can be unstable for certain 
configurations.[49] 
To analyze both the transient and steady-state behavior of the ITM-Beam, a 
simplified 2-degree-of-freedom model is used.  The projectile body, represented as a 
large cylinder, is subjected to an external torque and allowed to roll freely by an angle ϕ 
with respect to the inertial frame.  Coupled to the cylinder by a torsional spring and 
damper is a rectangular prism representing the ITM-Beam.  The ITM-Beam is not 
subjected to any external torques except for the reaction moments from the hinge and 
damper, and rolls with respect to the projectile by an angle δ.  The kinematic and 
dynamic equations that describe this simplified system are 
 

















δ δ δ φ
 










where IB and IT are the axial mass moments of inertia of the cylinder and beam 
respectively, k and d are the torsional spring and damper constants respectively, and T is 
the external torque applied to the cylindrical body.  The cylindrical body has identical 
mass properties to the example projectile used in previous simulations, while the ITM-
Beam’s mass properties are varied in order to explore different sizing options.  
Furthermore, the external torque applied to the cylinder is identical to the rolling torque 
applied to the example projectile in flight caused by fin cant and aerodynamic spin 
damping.  Figures 3.24 and 3.25 show schematics of the simplified system, while Figure 




Figure 3.24:  Simplified System Diagram. 
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Figure 3.25:  Reference Frames for Simplified System. 































Figure 3.26:  Applied Roll Torque vs Time. 
 
The torsional spring constant for the simplified simulation represents the beam’s 
torsional elasticity.  A torque applied to the free end of a fixed-free beam is converted 
linearly into a rotation angle δ according to 
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 δ=T k  (3.27) 
 
where k = JG/L as long as the stresses within the beam fall within the elastic range.  In 
this definition of k and equation (3.27), T is the applied torque, J is the beam’s polar 
moment of inertia (in units of [length]
4
), L is the length of the beam, and G is the shear 
modulus of the material.  Since damping constants for such a system are likely to be 
small, a value of d = 0.00014 N-m/rad/sec was used the simulation below. 
 An example simulation is performed using reasonable parameters for beam size, 
shape and material composition.  Table 3.2 provides the relevant inertial, dimensional, 
and material properties.  Figures 3.27-3.31 show the state time histories for projectile roll 
angle and roll rate as well as beam roll angle and roll rate. 
 
Table 3.2  Parameters for Example Simulation. 
 











Beam Mass (kg) 0.73 
Beam Length (cm) 12.2 
Beam Width (cm) 3.8 
Beam Depth (cm) 1.27 





Shear Modulus G (N/cm
2





Given the example set of parameters in Table 3.2, the torsional spring constant k of the 
beam is found to be 1.6547 × 10
4
 N-m/rad.  Therefore, the frequency of beam torsional 










f  (3.28) 
which matches nearly exactly with the simulated results. 
 















Figure 3.27:  Cylinder Roll Angle (ϕ) vs Time. 
 
 82 






























Figure 3.28:  Cylinder Roll Rate vs Time. 
















Figure 3.29:  Beam Roll Angle (δ) vs Time. 
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Figure 3.30:  Zoom View of Beam Roll Angle (δ) vs Time. 



























Figure 3.31:  Beam Roll Rate vs Time. 
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Two important factors lead to the conclusion that torsional motion of the beam will have 
negligible impact on the flight dynamics of the projectile and the bending dynamics of 
the beam.  First is the difference in order of magnitude between the torsional frequency of 
the beam, the bending frequency of the beam, the projectile roll frequency, and the 
epicyclic frequencies of the projectile.  While the beam undergoes torsion at a frequency 
of roughly 2 kHz, the projectile rolls at a frequency of approximately 10-20 Hz (see 
Figure 3.28), with the beam bending at double the roll frequency (20-40 Hz).  Epicyclic 
frequencies of the projectile are typically lower than the projectile roll rate.  Due to the 
roughly three orders of magnitude difference in frequencies between the beam’s torsional 
mode and other projectile and beam oscillation modes, it is highly unlikely that any 
important coupling will occur.  Furthermore, the torsional mode is characterized by very 
small oscillation amplitudes, on the order of 10
-6
 rad, due to the relatively low external 
torque applied to the cylinder and very small axial inertia of the beam.  These very small 
amplitudes lead to the conclusion that shear stress due to torsion are negligible compared 
to the stress induced by the bending motion of the beam. 
 The cause of the large frequency disparities between the beam torsional modes 
and the projectile roll and epicyclic modes is the roughly three orders of magnitude 
difference between the beam axial mass moment of inertia and the projectile axial mass 
moment of inertia.  To demonstrate this, a trade study is conducted that measures the 
maximum torsional deflection of the beam for various beam moments of inertia and 
torsional spring constants.  Figure 3.32 shows that for a wide range of spring constants 
and beam inertias, the beam’s maximum torsional deflection is limited to milliradians.  
Note that the nominal case, shown in the example study above, actually lies very close to 
the origin in Figure 3.32. 
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k = 271 N-m/rad
k = 679 N-m/rad
k = 1085 N-m/rad
 
Figure 3.32:  Maximum Beam Torsional Deflection vs Moment of Inertia. 
 
The large frequency separation between projectile modes and beam torsional modes 
combined with the very small amplitudes associated with beam torsional motion lead to 
the conclusion that torsional modes of the beam will not have any significant impact on 
projectile flight dynamics. 
 
3.5.2  Stress Analysis of the ITM-Beam 
Both the maximum normal stress and the maximum shearing stress are computed 
for a rectangular ITM-Beam in order to facilitate design of the mechanism.  A schematic 




Figure 3.33:  Fixed-Free ITM-Beam Configuration. 
 
Given a fixed-free beam configuration like that used for the ITM-Beam, it can be shown 
that the maximum normal stress in the presence of a force at the free end of the beam 
occurs at the junction point of the beam to the fixed surface, at points farthest from the 












σ  is the maximum normal stress, F is the force imparted on the free end of the 
beam, and J is the area moment of inertia of the beam.  Computation of the maximum 
shear stress of the beam is somewhat more complicated, and cannot be solved in closed 












where F is the force imparted on the free end of the beam and A is the area of the beam 
cross-section.  An empirically-derived table [36] given in Table 3.3 allows the maximum 
and minimum shear stresses to be calculated from the shear stress along the axis.  Note 
that beam dimensions d and w are shown in Figure 3.33. 
 
Table 3.3:  Maximum and Minimum Shear Stress Multipliers for Various Beam Depth-
to-Width Ratios. 
 








τ τ  0.940 0.856 0.805 0.800 
 
 
These multipliers can be used to compute maximum stress in the ITM-Beam based on the 
axial calculation given in equation (3.30).  Note that equations (3.29) and (3.30) as well 
as Table 3.3 are only valid as long as the stresses remain within the elastic range of the 
material. 
 Equations (3.29) and (3.30) demonstrate that the maximum stresses vary linearly 
with the maximum force imparted on the beam.  A trade study was therefore conducted to 
examine the maximum normal and shear stresses in the beam for various maximum force 
levels and various ratios of beam depth to width.  Figures 3.34 and 3.35 show the results 
of this trade study for a beam width of 1.27 cm.  Figure 3.34 shows a logarithmic plot of 
maximum normal stress, while Figure 3.35 shows maximum shear stress. 
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Figure 3.34:  Maximum Normal Stress vs Maximum Force. 








































Figure 3.35:  Maximum Shear Stress vs Maximum Force. 
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Figure 3.34 demonstrates that maximum normal stresses in rectangular beams fall well 
below the yield stress of typical metals such as aluminum and stainless steel.  Only in the 
case of square beams does the maximum normal stress approach prohibitively high 
values.  For reasonable depth-to-width ratios between 2 and 6, it is clear that composite 
materials with high enough yield stresses can be found to physically realize the ITM-
Beam mechanism. 
 
3.5.3  Fatigue Considerations for the ITM-Beam 
Fatigue is considered by first examining the number of completely reversed 
cycles that are experienced by the ITM-Beam during flight and, given the maximum 
stress experienced by the beam, determining the probability of failure using a fatigue 
curve (or S-N curve).  Figure 3.7 shows the roll rate profile of the example projectile.  
Integration of roll rate over time for a full 8 second flight reveals that the projectile 
undergoes approximately 124 full roll cycles.  Since the ITM-Beam oscillates exactly 
twice every roll cycle, the ITM-Beam experiences approximately 248 total cycles during 
flight for the example considered here.  Fatigue due to less than 1000 stress cycles is 
considered to be “low cycle” fatigue.  In this range, most materials exhibit a failure stress 
of between 90% and 100% of their ultimate tensile stress, as shown in the S-N curve in 
Figure 3.36.  Since the margin between maximum stress felt by the beam and yield (or, to 
be sure, ultimate) stress in several materials was shown to be so large in Section 3.5.2, it 








A VARIABLE STABILITY PROJECTILE USING AN INTERNAL 
TRANSLATING MASS 
 
The previous two chapters explored the use of translating internal masses for 
projectile flight control purposes.  In this chapter, an internal translating mass is used not 
to create direct control moments but rather to actively alter projectile static margin in 
flight.  Therefore the cavity hosting the internal mass is oriented longitudinally rather 
than laterally within the projectile, allowing translation of the mass to alter center of 
gravity position along the axis of symmetry.  In this so-called variable stability 
configuration, the ITM is translated once from the front to the aft end of the projectile, 
decreasing static stability after launch perturbations have dissipated allowing for greater 
control authority throughout the remainder of flight.  Example trajectories and trade 
studies demonstrate the reduction in required control force provided by the variable 
stability mechanism.  [22] 
 
4.1  Previous Work on Static Stability and Projectile Flight Dynamics 
The correlation between static margin size and projectile stability has been known 
for some time and utilized since the earliest days of aircraft and missile design.  
However, limited work has been performed to examine the effects of static margin on 
flight dynamics and control authority of artillery shells in particular, little of which 
examines the effect of actively altering the mass center location in flight.   
Previous research on the effect of static margin on projectile flight dynamics have 
been driven by an effort to ballistically match dissimilar projectiles, resulted in 
investigation of the effect of mass properties on the Yaw of Repose and resulting 
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trajectory drift.  Vaughn and Wilson [29] showed that the ratio of roll inertia to static 
margin is the most important factor in determining yaw of repose magnitude by 
developing an analytic expression for yaw of repose.    Estimation of cross range drift 
using this expression matched closely with results from a 6DOF model.  Later, Rollstin
 
[17] continued this work by developing an analytic expression for trajectory drift that was 
dependent on mass center location and roll inertia, but independent of pitch or yaw 
inertia.  This expression also closely matched results from a 6DOF model.  A carefully 
controlled set of flight tests using the M106 munition, in which projectile mass properties 
were varied, also showed good correlation with Rollstin’s analytic expression.  The 
author therefore concluded that trajectory drift increases with a larger roll inertia and, for 
a spin-stabilized round, decreases with larger distance between the mass center and 
aerodynamic center. 
Several researchers have investigated the benefits of varying projectile static 
stability in flight.  Donovan [37] designed a specific mechanism for redistributing mass 
within a round during flight by transferring fluid between two cavities located at different 
stationlines along the projectile.  Liquid could be transferred using pumps that take 
advantage of the projectile’s high spin rate.  The author pointed out that varying mass 
center location in this manner could allow flight dynamics of spin-stabilized rounds to be 
tuned as desired.  Furthermore, a projectile could be destabilized over the target area 
using this mechanism, causing it to tumble and fall.  A drawing of Donovan’s variable 
stability shell is shown in Figure 4.1. 
Glotz et al. [38] introduced another idea for static margin variation several years 
later.  In their design, a rod protruding from the front of a non-spinning projectile was 
linked to an internal mass.  Movement of the rod produced variation in aerodynamic 
center of pressure, while corresponding mass movement created further static margin 
alterations.   
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Figure 4.1: Donovan’s Dual Cavity Projectile Concept. 
 
 
Like Donovan, the authors pointed out that such a mechanism could be used to 
destabilize a projectile when desired, causing it to tumble and fall rapidly.  This could 
occur if, for instance, the projectile missed the target during training exercises and it was 
highly undesirable to hit other objects on the training range.  A drawing of Glotz’s 
variable stability projectile is shown in Figure 4.2. 
 




4.2  Dynamic Model and Flight Control System 
 The dynamic model for the variable stability projectile is identical to the model 
derived in Chapter 2, with the exception that the cavity Euler angles ψT = 0 and θT = 0.  
This results in a cavity aligned with the longitudinal axis of the projectile.  Therefore the 
equations of motion remain unchanged and the flight dynamic model from Chapter 2 
using these new cavity Euler angles is used to generate trajectory results.  A schematic of 
the variable stability projectile is shown in Figure 4.3. 
 
 
Figure 4.3:  Schematic of the Variable Stability Projectile. 
 
Translating mass position is controlled using a simple proportional plus derivative 
controller. 
 A primary goal of this chapter is to study possible reductions in required control 
force using a projectile incorporating the variable stability system.  In order to perform a 
general analysis, it is assumed that an unspecified control mechanism is capable of 
exerting a lateral force on the projectile at some point on the body subsequently yielding 
an associated control moment.  This control force is limited to a specific value.  The 
control law used for trajectory guidance is Proportional Navigation Guidance (PNG), [39] 
a standard guidance law used in many smart weapons designs.  Proportional navigation 
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seeks to force the line of sight angle between the projectile and the target to be constant.  











A  is the acceleration command, 
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r  denotes the distance vector from the system mass center to the impact point, 
the PNG-generated acceleration command can finally be written as  
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All cases below use a PNG gain of 3.0. 
 
4.3  Static Stability, Throwoff Error, and Control Force Required 
Several case studies are examined first using rounds not equipped with the 
variable stability mechanism in order to understand the effect of CG position on 
uncontrolled circular error probable (CEP) for a nominal munition, as well as to 
determine the effect of CG position on required maximum control force.  Circular error 
probable is defined as the radius of a circle drawn around the mean impact point that 
encompasses half of all dispersion impacts.  Once these relationships are determined, the 
variable stability mechanism is introduced in a similar framework to show its ability to 
both decrease “throw-off” errors and to minimize control forces required to hit a given 
target.  Throw-off errors, otherwise known as aerodynamic jump, are trajectory 
alterations caused by non-zero crossing velocities and roll rates at launch, and have been 
shown to contribute significantly to dispersion.[73]  In cases where a CEP is generated, 
three error budgets for initial conditions are used, referred to as “Low Error,” “Medium 
Error,” and “High Error.”  The standard deviations for each of these error budgets, as 
well as the initial conditions for all simulations, are given in Table 4.1.  Note that “σ” 
denotes standard deviation and wind azimuth is a uniform random variable between 0 and 
2π. 
All simulations in this chapter use the example indirect fire projectile used in 
Chapters 2 and 3.  For all cases containing the variable stability mechanism, the length of 






Table 4.1.  Initial Conditions (IC’s) and Error Budget Parameters. 
 
 IC σ - Low σ - Medium σ - High 
x (m) 0.0 0.0 0.0 0.0 
y (m) 0.0 0.0 0.0 0.0 
z (m) 0.0 0.0 0.0 0.0 
ϕ (rad) 0.0 0.0 0.0 0.0 
θ (rad) 0.05 0.00015 0.00031 0.0005 
ψ (rad) 0.0 0.00008 0.00016 0.00025 
u (m/s) 860.8 2.44 3.20 4.57 
v (m/s) 0.0 0.55 0.91 1.52 
w (m/s) 0.0 0.55 0.91 1.52 
p (rad/s) 5.0 0.8 1.5 2.0 
q (rad/s) 0.0 0.6 1.0 1.7 
r (rad/s) 0.0 0.6 1.0 1.7 
Wind (m/s) 0.0 3.66 5.58 6.40 
 
 
The first study examines the effect of CG position on uncontrolled CEP of the 
example projectile.  Two hundred Monte Carlo cases were run for each error budget at 
each CG location to generate the uncontrolled CEP.  Figure 4.4 shows that, as expected, 
CEP grows significantly as the CG moves aft (and the projectile becomes less statically 
stable).  This is mainly due to initial throw-off error experienced by the projectile during 
launch.  As expected, analysis of trajectory data from these dispersion simulations 
revealed that rounds with low stability experience significantly higher angles of attack.  
For reference, a mass center stationline position of 0.34 m corresponds to a static margin 
at launch of approximately 0.103 calibers. 
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Figure 4.4:  CEP vs Stationline CG Position. 
 
At the same time, projectiles with lower stability margin (a CG further aft) respond more 
to control inputs than higher stability rounds.  The same case was run with zero-error 
initial conditions for the same array of CG locations as in the first study above.  




 direction was exerted on the 
projectile and the cross-range of the impact point was recorded.  Figure 4.5 shows that the 
same amount of control force generates more cross-range in a less stable round than a 
more stable round. 
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Figure 4.5:  Cross Range Deflection vs Stationline CG Position. 
 
Figures 4.4 and 4.5 demonstrate that there exists a fundamental trade-off in projectile 
design between a highly stable round, which requires greater control force, and a less 
stable round, which is more susceptible to initial throw-off error.  These factors are 
characterized by the “controllability” effect, which refers to how responsive a round is to 
control force, and the “throw-off” effect, which refers to how vulnerable a round is to 
disturbances.   
A Monte Carlo simulation using the controlled example round examines how 
these two effects interact and ultimately shows that there is a CG location that optimizes 
these two effects to produce a minimum required control force.  To generate this 
controlled CEP simulation, a PNG control law was used to guide the example projectile 
to the impact point x = 4,938 m,  y = -0.91 m, z = 0.0 m.  A set of 200 Monte Carlo runs 
were completed for each CG location to generate a controlled CEP.  A time history of 
control forces for each trajectory was collected, and then all 200 time histories were 
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averaged to produce a single “average force” value for each CG location.  Control forces, 
applied 15.24 cm forward of the projectile mass center, were limited to 266.9 N in both 
the directions, and sensor errors were not included.  The controller was activated 4 
seconds into each trajectory.  Figure 4.6 shows the controlled CEP for each CG location, 
while Figure 4.7 shows the average force required for each CG location as described 
above.  Figure 4.6 shows that, except for marginally stable rounds that proved either too 
difficult to control or suffered from uncorrectable launch errors, the controller is quite 
effective at hitting the target.  Interestingly, Figure 4.7 shows there is actually an 
“optimum” CG location where control force required is at a minimum.  Rounds with CG 
positions forward of this require more effort by the controller to maneuver the round, 
while rounds with CG position aft of this suffer from substantial initial error and thus 
require more force to correct the trajectory.  In this way, the “controllability” and “throw-
off” effects play off one another to create an optimum CG location.  These results were 
also verified for an example direct fire case for a fin-stablilized projectile.  It is 
interesting to note that results from the indirect and direct fire case demonstrated that the 
optimum CG location varies as a function of error budget and range to target. 
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Figure 4.6:  CEP vs Stationline CG Position. 




























Figure 4.7:  Average Force vs Stationline CG Position. 
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4.4  Variable Stability Example Case 
Incorporating the variable stability mechanism into the example round, it can be 
shown that an increase in the projectile’s stability for only a fraction of second beyond 
launch is sufficient to mitigate most throwoff error.  Once initial perturbations of the 
round vanish, the remainder of the flight can be conducted with reduced stability with 
little effect on uncontrolled CEP.  For comparison purposes, two projectiles were 
considered.  The first, referred to as the “reduced stability” round, is the example 
projectile without the variable stability mechanism and a CG farther aft than nominal.  
The other, the “variable stability” round, is the example projectile with the variable 
stability mechanism incorporated.  Uncontrolled CEP’s were generated for both rounds 
using the “medium error” set of initial conditions given in Table 4.1.  For all variable 
stability cases below, the mass was placed initially as far forward as possible, and then 
translated aft approximately 0.3 seconds into the trajectory.  The experiment was 
designed such that with the mass in the aft position the variable stability round had 
identical stability characteristics to the reduced stability round.  Figure 4.8 shows the 
static margin, defined as the distance between the total aerodynamic center of pressure 
and the mass center, of both the reduced and variable stability rounds for one of the 
above simulations using the 13% mass size.  Note that the static margin of the variable 
stability round is initially higher, and after mass translation the stability of both 
projectiles are identical.  Figure 4.9 shows the position of the translating mass with 
respect to the projectile throughout the variable stability trajectory in order to 
demonstrate how mass movement occurs in flight.  Note that proper tuning of the 































Figure 4.8:  Static Margin vs Time. 





















Mass Translation at 0.3 sec
 
Figure 4.9:  ITM Displacement vs Time. 
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Table 4.2 summarizes CEP results for both cases, run for two different translating 
mass percentages.  Notice that, although the majority of the trajectory is flown at 
identical stability margins, the variable stability round has significantly smaller CEP than 
the reduced stability round.  This is due to its higher initial stability, which allows initial 
errors (a primary cause of dispersion) to be mitigated much more effectively. 
 













1 – Reduced N/A 0.3667 0.3667 4,754 89.13 
1 – Variable 5 % 0.3978 0.3667 4,757 55.55 
2 – Reduced N/A 0.3417 0.3417 4,913 93.32 
2 - Variable 13 % 0.4164 0.3417 4,917 54.39 
 
 
With the knowledge that an optimal CG location exists and that use of the internal 
moving mass can substantially reduce throw-off error as shown in Table 4.2, the variable 
stability mechanism can be implemented in a controlled round to increase control 
authority.  In a round with a given available control force, this is equivalent to greater 
control authority.  To demonstrate this, the variable stability mechanism is implemented 
in the example projectile along with the PNG guidance system with control force limits 
of 111.2 N in both the 

P
J  and 

P
K  directions.  The cavity is approximately 12% of the 
total projectile volume and the translating mass is 8% of the total projectile mass.  Two 
rigid projectiles, equivalent in mass to the variable stability round, are also used for 
comparison purposes.  The first has a CG location equal to the variable stability round’s 
CG location before mass translation, while the second has a CG location equal to that of 
the variable stability round after mass translation.  The rigid round with the forward CG 
location is called “Highly Stable,” while the round with the aft CG location is called 
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“Reduced Stability.”  The projectile equipped with the variable stability mechanism is 
referred to as “Variable Stability.”   
To compare the highly stable, the reduced stability, and the variable stability 
rounds, the target was placed at x = 4,755 m, y = -76.2 m, z = 0.0 m.  The controller was 
turned on 4.0 seconds into the flight, representing a reasonable amount of time for sensor 
systems and other electronics to be powered on and initialized after launch.  Randomly 
generated initial conditions were used:  x = 0.0 m, y = 0.0 m, z = 0.0 m, ϕ = 0.0 rad, θ = 
0.0499 rad, ψ = 0.0 rad, u = 860.91 m/s, v = 1.658 m/s, w = 1.089 m/s, p = 5.26 rad/s, q = 
-0.18 rad/s, r = 0.72 rad/s, wind magnitude = 3.29 m/s, wind azimuth = 5.12 rad.  Figures 
4.10, 4.11, and 4.12 show trajectory outputs, while Figure 4.13 shows time histories of 
the magnitude of the control forces for all three rounds.  The reduced stability round 
misses the target by almost 200 m due to the large throwoff error, as can be clearly seen 
in Figure 4.11.  The highly stable round misses the target by approximately 20 m, since 
there is insufficient control authority with the given force limit to achieve the 
commanded cross range.  However, the variable stability projectile hits the target nearly 
exactly due to its small initial throwoff and its relatively large control authority.  Figure 
4.13 confirms this, as the controller for both the highly stable and the reduced stability 
rounds are saturated through the entire trajectory, while the controller for the variable 
stability round is out of saturation for a significant portion of the flight.  The term 
“saturation” is used here to mean that the controller is using the maximum control force 
available to it, which oscillates between the maximum available in one direction (111.2 
N) and the magnitude of the maximum available in both directions (157.3 N) as the 
projectile rolls.  Therefore, as seen in Figure 4.13, for the variable stability case the 
controller does not require all available control for the variable stability case, while for 
the other cases it does.  Furthermore, the average force required is 140.6 N for the highly 
stable round, 149.9 N for the reduced stability round, and 129.0 N for the variable 
stability round.   
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Figure 4.10:  Altitude vs Range. 


























Figure 4.11:  Deflection vs Range. 
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Highly Stable Impact Point Target
 
Figure 4.12:  Zoom View Deflection vs Range. 














































Figure 4.13:  Force vs Time For Each Projectile. 
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Note that the average force required for the projectile equipped with the variable stability 
mechanism is almost 10% less than that required for the highly stable round, and almost 
17% less than that required for the reduced stability round, neither of which were able to 
achieve the desired divert distance. 
 
4.5  Dispersion Simulations 
The benefit of the variable stability mechanism can be further explored by 
comparing dispersion of the highly stable, reduced stability, and the variable stability 
rounds.  Figures 4.14-4.17 show the controlled CEP as a function of maximum maneuver 
control force for various internal mass sizes.  Table 4.3 shows the change in mass center 
stationline affected by mass translation in the variable stability round.  In all cases the 
mass center stationline after mass translation (“Aft CG Stationline”) is the same, since an 
attempt was made to keep a static margin of at least 2/10 caliber throughout the entire 
flight.  CEP’s were generated using the “High Error” budget with the example projectile, 
and control force was exerted 4.0 seconds after launch.  The 95% mass case (meaning 
that 95% of the system mass consists of the internal translating mass) may be realized as 
a hollow aeroshell within which nearly the entire mass of the projectile may be translated.  
Also, note that as mass percentage is increased, there is a corresponding change in total 
pitch moment of inertia.  Moments of inertia of the rigid projectiles were therefore 
changed in each different mass percentage case in order to match the variable stability 
mass properties with the rigid projectile mass properties.  In Figures 4.14-4.17, the 
controlled CEP at zero maximum maneuver control force (equivalent to uncontrolled 
CEP, since no force can be exerted by the controller) for the highly stable and variable 
stability rounds are nearly identical, demonstrating that both rounds exhibit the same 
response to initial perturbations.  This further proves that mass translation after initial 
perturbations dissipate has little effect on the trajectory if no control force is exerted. 
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Figure 4.14:  Controlled CEP vs Maximum Control Force, 10% ITM. 


























Figure 4.15:  CEP vs Maximum Control Force, 30% ITM. 
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Figure 4.16:  CEP vs Maximum Control Force, 65% ITM. 


























Figure 4.17:  CEP vs Maximum Control Force, 95% ITM. 
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10% 0.4144 0.3579 0.0547 
30% 0.5235 0.3579 0.1639 
65% 0.7147 0.3579 0.3550 
95% 0.8786 0.3579 0.5190 
 
 
As Figures 4.14-4.17 show, the variable stability mechanism shows better overall 
performance in reducing CEP for a given maximum force level than equivalent rigid 
rounds.  The reduced stability round shows less dispersion as mass percentage increases 
due to the corresponding decrease in pitch moment of inertia (reducing the effect of 
initial perturbations).  The highly stable round actually shows more dispersion as mass 
percentage increases, even though the round is more stable throughout the flight.  This is 
because, as described above and in Figure 4.7, the disadvantage of reduced control 
authority outweighs the benefit of increased stability at these mass center locations. 
Figure 4.18 shows the same variable stability CEP curves as in Figures 4.14-4.17 
for each mass percentage, and establishes an important design benchmark for 
implementation of the variable stability mechanism.  It is clear that at some mass 
percentage between 10% and 30%, further increases in mass percentage produce little to 
no benefit in reducing dispersion for a given maximum maneuver control force.  First, it 
should be noted that all cases had the same mass center position after mass translation as 
described above, and therefore exhibited the same control authority during controlled 
portions of flight.  The cases differed only in their initial mass center position, with the 
95% case being the most stable at launch and the 10% case being the least stable.  
However, at some point further increases in projectile stability have little effect on 
reducing launch perturbations, and therefore little difference is seen between the 30%, 
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65%, and 95% cases.  Thus in this case a mass percentage of between 20% and 30% 
would probably be sufficient to provide the maximum benefit that the variable stability 
mechanism has to offer in terms of reducing dispersion and increasing control 
effectiveness.  Note, however, that the performance increase due to various mass sizes is 
likely to be projectile-specific. 
 




























30% Mass, 60% Mass,
95% Mass
 
Figure 4.18:  CEP vs Maximum Control Force, Variable Stability Cases. 
 
Figures 4.19 and 4.20, based on the results above, demonstrate a further trade-off 
when considering mass size.  Figure 4.19 shows that for low maximum force levels (0-45 
N) the percentage decrease in CEP resulting from the variable stability mechanism when 
compared to the highly stable round is quite steep with respect to force level, and there is 
a local maximum for all mass sizes around 45-67 N.  Also, note that the 95% mass case 
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shows the most improvement in percentage decrease in CEP compared to the highly 
stable round.  However, Figure 4.20 demonstrates that the variable stability mechanism 
shows relatively constant percentage decreases in CEP over all force levels compared to 
the reduced stability round for each mass size, and the 10% mass case now shows the 
greatest improvement.  Therefore, the high mass percentage case’s improvements over 
the highly stable round must be tempered by the low mass percentage case’s 
improvements over the reduced stability round, and a mass percentage in between the two 
extremes would provide the best trade-off. 
 
































Figure 4.19:  Percent Decrease in CEP Compared to Highly Stable Projectile. 
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65% Mass, 95% Mass
 
Figure 4.20:  Percent Decrease in CEP Compared to Reduced Stability Projectile. 
 
4.6  Conclusion 
The variable stability mechanism has been developed to reduce required control 
forces for smart munitions, which often suffer from a lack of control authority.  The 
results presented above demonstrate that a one-time shift in the mass center location in 
flight enables optimization of projectile flight characteristics by reducing throw-off error 
and increasing control authority.  Active control of a projectile’s center of gravity 
position using the variable stability mechanism lets the designer have the “best of both 
worlds,” that is a projectile with low susceptibility to initial throw-off errors and high 
control authority throughout controlled portions of flight.  Trade studies performed using 
a 7 degree of freedom flight dynamic model showed that projectiles equipped with a 
variable stability mechanism exhibit lower dispersion for a given maximum maneuver 
control force due to decreased initial errors and increased control authority.  Increases in 
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translating mass size resulted in less dispersion, although at some point no benefit was 
obtained by further increasing mass percentage.  Flight dynamic and control 
improvements must be tempered by the fact that the control mechanism adds complexity, 










SENSOR SUITE SHOCK ABSORBERS USING AN INTERNAL 
TRANSLATING MASS 
 
 This chapter explores the use of translating mass technology configured as a 
shock absorbing damper for sensitive electronics components within a smart weapon.  In 
this configuration, the translating mass is composed of sensors and other electronic 
components susceptible to disturbance or damage from high acceleration loads 
experienced by a projectile during launch.  The translating mass is allowed to move 
freely during launch along the longitudinal axis of the body, providing some reduction in 
acceleration magnitude and significant protection against high-frequency structural 
vibrations typically experienced just after muzzle exit.  First, an example simulation 
using a typical interior ballistic pressure-time curve demonstrates shock absorber 
operation in a launch environment.  Then, trade studies are performed to examine the 
effect of various cavity lengths, damping coefficients, and mass sizes on shock absorber 
performance.  In addition, actual launch acceleration data from an example artillery shell 
is used to simulate acceleration loads, capturing shock absorber response to high-
frequency acceleration oscillations.  Results show that although a passive shock absorber 
cannot significantly reduce the magnitude of launch acceleration using reasonable cavity 
lengths, it can effectively isolate the electronics package from harmful high-frequency 
acceleration oscillations after launch. 
 
5.1  Sensor Suite Performance in Projectile Launch Environments 
 The physical environment associated with the launching of projectiles is 
extremely harsh.  Design of electronics suites able to withstand this environment has been 
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one of the most difficult technical issues associated with smart weapons development.  In 
an article recently published by NDIA’s National Defense, retired Army Col. Frank 
Hartline claims that “the biggest challenge for cannon-launched, precision-guided 
munitions has been getting sensitive guidance technology safely out of the very difficult 
environment of a gun barrel.”[50]  This environment incorporates extreme temperatures 
and pressures in addition to large axial and angular accelerations.  Table 5.1 outlines 
baseline launch and flight survivability requirements for tank, artillery, mortar, and 
missile projectiles used for initial weapon design by the U.S. military.  Note specifically 
the extremely high acceleration loads experienced at launch by tank, artillery, and mortar 
projectiles as compared to missiles.  Additionally, as clearly shown in the table, 
operational environments during launch are far more severe than during flight, and can be 
viewed as the driving factor behind survivability requirements of the on-board electronics 
package. [51] 
 












Chamber Pressure ksi 80 60 15  
Max Axial Launch Accel. g’s 100K 20K 10K 500 
Max Radial Launch Accel. g’s 10K 2K 1K 50 
Angular Rotation In-Bore (Twist) rev/cal 0 1/20 1/20 0 
Motor Propellant Temp K 3000 3000 3000 3000 
Time In-Bore ms 7-10 10-20 5  
      
Flight Conditions      
Base Pressure psi 20 20 20 20 
Max Axial Flight Accel. (Drag) g’s -5 -10 -5 -20 
Max Radial Flight Accel. g’s 0.50 0.50 1.00 2.00 
Angle of Attack degrees ±5 ±15 ±15 ±15 
Structural Vibrations KHz 10 10 10 20 
Roll Rate Hz 0-60 100-300 0-130 0-60 
Yaw/Pitch Rate Hz 0-10 0-40 0-40 0-10 
Time In-Flight s 10 200 30 1000 
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 Over the past decade significant advancements have been made in developing 
sensor suites that can withstand extreme shock loads endured at launch.  Many of these 
sensor packages incorporate Micro-Electromechancal Systems (MEMS) due to their 
small packaging and robust construction.  In fact, numerous MEMS accelerometers and 
rate sensors are available commercially that can withstand tens of thousands of g’s, [45] 
[51] and shock-hardening of MEMS sensors continues to be a very active research area. 
[46,47]  The Army Research Laboratory’s (ARL’s) Diagnostic Instrumentation Fuze 
(DFUZE) is an example of an integrated sensor suite comprised of these shock-hardened 
sensors, and has been used with great success in many projectile flight test programs over 
the past decade. [43,44] 
 However, although many sensor packages have been developed to withstand high 
launch accelerations, problems remain due to vibration and resonance phenomena.  Gun-
launched munitions experience structural ringing effects just after muzzle exit due to the 
sudden release of friction between the projectile and the barrel.  Likewise, missiles during 
powered flight experience high-frequency vibrations characteristic during thrust provided 
by a rocket motor.  Testing of MEMS accelerometers during ARL’s DFUZE 
development program revealed that certain models exhibited large bias errors and 
intermittent operation after exposure to high-frequency acceleration loads produced by a 
shock table, similar in nature to the structural ringing experienced by gun-launched 
projectiles.[42] These high-frequency oscillations have also been problematic for MEMS 
rate sensors, which contain small proof masses that are susceptible to resonant vibration 
if excited at their natural frequency.  Many times, vibrations experienced by gun-
launched projectiles after muzzle exit and by missiles during thrusting maneuvers contain 
these resonant frequencies, resulting in severely decreased performance and unreliable 
readings from rate sensors.[41,51] 
 One interesting example of this is outlined by Harkins, et al. [41] in a study of 
telemetry data from a sensor package on-board a gun-launched model of a spacecraft.  
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Just after muzzle exit, “rate sensors required time to ‘recover’ from launch shocks before 
giving accurate output, in this case approximately 0.2 sec.”  This recovery time was due 
to severe vibrations experienced by the proof mass within the rate sensors.  During this 
interval, a magnetometer-based method was used instead to estimate the model’s angular 
rates and attitude history.  Interestingly, due to the high-drag shape of the model, this 
short interval after launch proved critical to analysis of the air vehicle’s flight dynamics, 
and therefore rate sensor information would have been very beneficial to post-flight 
analysis if it could have been reliably obtained. 
 Another example of the detrimental effect of vibration on rate sensors is described 
by Brown [51] in a study of the effects of harsh launch and flight environments on 
MEMS devices.  In this case, telemetry from a 2.75 inch powered rocket is collected.  
During the thrusting phase (for approximately 1.0 second into flight), high-frequency 
oscillation is experienced due to the nature of solid rocket motor combustion.  This can 
be clearly seen in the accelerometer readings shown in Figure 5.1.  This high-frequency 
vibration can cause “erroneous angular rate measurements depending on the relative 






Figure 5.1:  Accelerometer Output for a Powered Rocket in Flight. [51] 
 
 Both examples highlighted above motivate the need to develop vibration isolation 
technology for smart weapons sensor suites.  While a simple method to mitigate this 
resonant phenomenon would be to place the natural frequency of the MEMS proof mass 
far outside the range of typical projectile vibration frequencies, mechanical isolation of 
the complete sensor suite serves the dual purpose of dampening these particular harmful 
oscillations while reducing overall shock and vibration loads on all sensors.  Reducing 
these vibrations becomes especially important when using sensor feedback for control 
systems, since high frequency content in sensor outputs typically results in reduced 
control system performance.  Furthermore, if structural ringing continues for a significant 
duration after launch, reliable sensor information may be unobtainable until later in flight.  
Many control mechanisms (such as the ITM mechanism) perform best early in flight, and 
therefore delays in control activation can cause critical control performance degradations. 
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5.2  Model Description and Example Simulation 
 A diagram of the sensor suite shock absorber placed within an example projectile 
is shown in Figure 5.2.  The mechanism can be physically realized quite simply, for 
example by placing the sensitive electronics package within a cavity filled with damping 
fluid.  Choice of fluid viscosity and shaping of the electronics package would serve to 
implement the desired damping characteristics of the system. 
 
 
Figure 5.2:  Projectile with Sensor Suite Shock Absorber. 
 
 In order to examine the capabilities of the shock absorber mechanism, a pressure-
time curve is generated using a simplified interior ballistic model derived in detail in 
Reference [48].  The development of this model is not included here, since its sole 
purpose is to generate a pressure-time curve typical during launch of a large caliber 
artillery shell (the type of round considered for analysis in this chapter).  This pressure-
time curve is then used directly to generate a force on the base of the projectile, creating a 
simple model of projectile acceleration during launch.  Furthermore, a corresponding roll 
torque time history is also created and used as an input into the rotational dynamic 
equations.  The example projectile used for all simulations in this chapter is a 155 mm 
spin-stabilized projectile with a mass of 43.00 kg, axial inertia of 0.1472 kg-m
2
, and 
longitudinal inertia of 1.893 kg-m
2
.  Projectile length is approximately 0.914 m, and 
nominal velocity and spin rate at muzzle exit are 826.0 m/s and 1674.1 rad/sec 
respectively.  A drawing of the example projectile is shown in Figure 5.3.  Parameters of 
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the interior ballistic model are adjusted appropriately so as to generate a realistic curve 
that results in proper muzzle exit velocity and spin rate for this type of munition.  The 
pressure-time curve used for all simulations in Sections 5.2 and 5.3 is shown in Figure 
5.4, and the roll torque time history is shown in Figure 5.5. 
 
Figure 5.3:  Example 155 mm Spin-Stabilized Projectile. 
 

























Figure 5.4:  Pressure vs Time Curve for Shock Absorber Simulations. 
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Figure 5.5:  Roll Torque vs Time for Shock Absorber Simulation. 
 
 An example simulation is presented to demonstrate projectile response to the 
input pressure and roll torque profiles as well as to show the shock reduction capabilities 
of the ITM shock absorber mechanism.  Cavity length is 0.914 m, mass size is 0.730 kg, 
and the damping coefficient of the fluid in the cavity is 671 N/m/s.  Mass size is 
determined by assuming that the ITM consists of three 200 g MEMS sensors and 130 g of 
additional packaging.[63]  For all cases in this chapter, the projectile starts from rest and 
the ITM is placed at the front of the cavity.  The given pressure and torque profiles are 
then applied, and the simulation transitions from the interior ballistic model to the 
translating mass flight dynamic simulation (as derived in Chapter 2) at muzzle exit.  
Lateral motion of the projectile center of mass and lateral pitch rates within the gun barrel 
are not considered in this simple model.  Projectile position, velocity, and roll rate 
 124 
responses are shown in Figures 5.6-5.8.  ITM displacement and velocity time histories are 
shown in Figures 5.9 and 5.10.   
 
 

































Figure 5.6:  Projectile Position Relative to Breech vs Time. 
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 vs Time. 
























Figure 5.8:  Roll Rate vs Time. 
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Figure 5.9:  ITM Displacement vs Time. 























Figure 5.10:  Projectile and ITM Velocity vs Time. 
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Figures 5.9 and 5.10 show that the ITM shock absorber demonstrates responses typical of 
a first-order damper, as expected.  Transition from the front to the rear of the cavity 
occurs during projectile acceleration within the barrel and continues for a short time after 
muzzle exit, resulting from an acceleration impulse of longer duration but lower 
magnitude.  The acceleration loads experienced by the projectile and the ITM shock 
absorber are shown in Figure 5.11.  Note the mild reduction (approximately 10%) in peak 
acceleration experienced by the ITM shock absorber. 
 






















ITM Accel with Constant Damping
 
Figure 5.11:  Acceleration vs Time. 
 
It is clear from Figure 5.11 that the goal of achieving sizeable reductions in peak 
acceleration experienced by the sensor suite is not achieved using these example 
parameters and fixed cavity damping coefficients.  To this end, several trade studies are 
conducted to explore how variation of mass size, damper coefficients, and cavity length 
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as well as the incorporation of active damping impact the ITM acceleration profile and 
peak acceleration values. 
 
5.3  Trade Studies 
 Several trade studies are conducted to explore the effects of shock absorber mass 
size, length, and damping characteristics.  Note the in all trade studies in this section, 
damping coefficients are assumed constant throughout the simulation.  Section 5.3.1 
studies the effect of varying the cavity length, while Section 5.3.2 develops the 
relationship between mass size, damping coefficient, and ITM acceleration response. 
 
5.3.1  Cavity Length Trade Study 
 An identical interior ballistic simulation as shown in Section 5.2 was performed 
for cavity lengths ranging from 46 cm to 366 cm.  Although the length of the projectile is 
only approximately 92 cm, cavity lengths in excess of this are studied simply to establish 
trends as well as to allow the results to be extended to longer rounds.  Damping 
coefficients in the cavity were varied with cavity length (but held constant in each 
simulation) such that ITM motion with respect to the projectile ceased at the rear of the 
cavity (i.e., the ITM did not impact the rear of the cavity).  Mass size for all simulations 
was 730 g, assuming that the ITM consists of three 200 g MEMS sensors and 130 g of 
additional packaging.[63]  Table 5.2 shows damping coefficients used for each cavity 
length, while Figure 5.12 shows acceleration profiles of the projectile and ITM for each 
cavity length.  Note that as cavity length increases, ITM peak acceleration decreases.  
This is because longer cavity lengths allow for lower damping coefficients, resulting in a 








































ITM, 46 cm Cavity
ITM, 91 cm Cavity
ITM, 183 cm Cavity
ITM, 274 cm Cavity
ITM, 366 cm Cavity
 





5.3.2  Mass Size and Damping Coefficient Trade Study 
 The ITM Shock Absorber is a first-order dynamic system which is excited by the 
acceleration impulse on the projectile body.  As such, a simplified dynamic model can be 
studied in which ITM motion is described by 
 
 ( ) ( )TF t m A t=  (5.1) 
 
where F(t) is the force on the ITM, mT is the ITM mass, and A(t) is the acceleration 
profile generated by the pressure pulse within the gun.  Now, the ITM Shock Absorber is 
simply a mass-damper system, and therefore 
 
 ( )T v Tm s c s m A t+ =   (5.2) 
 
where cv is the damping coefficient within the cavity.  In the Laplace domain, this 
equation can be written (assuming zero initial conditions) 
 
 ( ) ( ) ( )2 v
T
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where p is used as the Laplace variable rather than s to avoid confusion with ITM 
displacement.  Equation (5.3) can be solved to yield the transfer function of ITM 



















Therefore, the ratio /
v T
c m  is the inverse of the first-order system time constant.  Given a 
fixed cavity length and the stipulation that the ITM must come to rest before impacting 
the rear of the cavity, the time constant of the damper can be computed directly.  Using 
this time constant, damping coefficients can be correlated with proper ITM mass for 
design purposes.  A plot of damping coefficient as a function of mass size for various 
cavity lengths is shown in Figure 5.13. 
 











































Figure 5.13:  Viscous Damping Coefficient vs ITM Mass Size. 
 
5.4  Active Damping and Minimum Peak Acceleration 
 It is clear from the results presented in Sections 5.2 and 5.3 that significant 
reductions in peak acceleration experienced by the ITM are not possible using a fixed 
damping coefficient within the cavity.  It would, however, be beneficial to know the 
minimum theoretical peak acceleration experienced by the ITM if a means of variable (or 
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active) damping within the cavity could be implemented.  This theoretical minimum 
value is computed as follows.  First, assume that at some final time tf relative motion 
between the ITM and projectile body ceases (i.e., s  = 0).  Furthermore, at time tf the ITM 
has traveled the full length of the cavity and the projectile has achieved its muzzle exit 
velocity of vf.  Also note that the minimum peak acceleration naturally occurs when ITM 
acceleration with respect to the inertial frame is a constant such that 
 
 / ˆT I Pa I a=

i  (5.5) 
 
Therefore, the acceleration-distance relation yields 
 
 ( )21 ˆ
2
f f
at x t CL= −  (5.6) 
 
where x is the position of the projectile mass center and CL is the cavity length.  








=  (5.7) 
 
Equations (5.6) and (5.7) can be solved simultaneously for tf and the minimum theoretical 
peak acceleration â  given a specific cavity length, muzzle velocity, and distance versus 
time profile for the projectile.  Table 5.3 provides tf and â  for the example projectile used 











46 15.0 5565 
91 16.2 5153 
183 18.5 4503 
274 20.9 3994 
366 23.2 3598 
 
 
Given the predicted minimum acceleration for a specific cavity length, an 
expression can be derived describing how cavity damping coefficient cv must be actively 
changed in order to achieve the ideal flat acceleration profile.  Note that, in the absence of 





direction can be written as, 
 
 /T T T I vI m a sc= −
 
i  (5.8) 
 
since constraint force is zero along the axis of the cavity.  Substituting the expression 













Active alteration of cv according to equation (5.9) yields approximately constant ITM 
acceleration with respect to the inertial frame. 
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 The adaptive damping law shown in equation (5.9) was implemented in 
simulation to demonstrate its effectiveness in reducing peak acceleration.  Several 
different cavity lengths were considered.  Figure 5.14 shows ITM acceleration time 
histories for each cavity length, while Figure 5.15 shows time histories of the adaptive 
damping coefficients.  Note that due to physical considerations viscous damping was 
limited to positive values only, and was also limited to values less than 5800 N/m/s.  Also 
note that the optimum acceleration profiles have the rectangular shape described above, 
but show somewhat higher peak accelerations than those listed in Table 5.3.  This is due 
not only to the limitations placed on cv, but also to the fact that the simulation models the 
mass with a certain length rather than as a point mass (as the analytical model above 
assumes), decreasing total useable cavity length. 
  
 
























ITM, 46 cm Cavity
ITM, 91 cm Cavity
ITM, 183 cm Cavity
ITM, 274 cm Cavity
ITM, 366 cm Cavity
 
Figure 5.14:  Acceleration vs Time. 
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Figure 5.15:  Viscous Damping Coefficient vs Time. 
 
5.5  Simulation Using Experimental Acceleration Profile 
 While the pressure curve shown in Section 5.2 is useful for predicting shock 
absorption performance with respect to the large acceleration pulse within the gun barrel, 
it cannot be used to accurately simulate vibration isolation performance against high-
frequency acceleration phenomena as described in Section 5.1.  Recall that such 
phenomena typically occur due to solid rocket motor combustion or structural ringing 
effects just after muzzle exit.  In order to accurately capture these high-frequency 
oscillations, experimental accelerometer data was obtained for the example 155 mm 
projectile and used directly to simulate shock absorber performance.  Figure 5.16 shows 
the output of an accelerometer aligned with the axis of symmetry of the projectile.  
Accelerometer data was collected during an ARL flight test at Aberdeen Proving Ground, 
MD, using an Endevco 7270A with a data rate of 1 Megasample/sec.  Note the large 
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amplitude, high-frequency oscillations present just after muzzle exit lasting 
approximately 5 ms.   
 





























Figure 5.16:  Axial Accelerometer Data for Example Projectile. 
 
 In order to simulate shock absorber isolation performance against this structural 
ringing effect, the axial accelerometer data was input directly into the simulation in place 
of the pressure-time curve described in Section 5.2.  Translating mass loads were then 
examined for various realistic cavity lengths ranging from 7.62 cm to 91.4 cm using 
constant damping coefficients in each case.  Figure 5.17 and the zoom view in Figure 
5.18 show the acceleration loads felt by the ITM for each cavity length.  Note that 
although the shock absorber does not significantly reduce the peak acceleration load, it is 
very effective at reducing high-frequency oscillations, especially for longer cavity 
lengths.  Again, such performance is typically of a first-order damper excited at 
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frequencies far higher than its natural frequency.  Also note that while active damping of 
these loads would significantly reduce acceleration oscillation even for short cavity 
lengths (i.e., using the technique from Section 5.4), such an active damper would require 
damping properties to change in tenths or hundredths of milliseconds, leading to serious 
physical implementation issues.  Therefore, such cases are not studied here. 
 An interesting implication of this study is that while sensor packages can be 
isolated from structural ringing, accelerometers and rate sensor data would not 
correspond with actual projectile motion due to the mechanical decoupling of the ITM 
and projectile body.  This may negatively affect sensor initialization and state estimation.  
Further studies should be conducted to examine the impact of this decoupling on overall 
sensor and estimation performance. 
 































ITM, 7.62 cm Cavity
ITM, 15.2 cm Cavity
ITM, 30.5 cm Cavity
ITM, 61.0 cm Cavity
ITM, 91.4 cm Cavity
 
Figure 5.17:  Axial Acceleration vs Time for ITM Shock Absorber. 
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Figure 5.18:  Zoom View of Axial Acceleration vs Time for ITM Shock Absorber. 
5.6  Conclusion 
 This chapter explored shock absorber technology using an internal translating 
mass for projectiles containing sensitive components.  First, a typical pressure-time curve 
was used to simulate actual acceleration loads experienced during launch.  By varying 
mass size, shock absorber damping parameters, and shock absorber length it is shown 
that passive damping cannot significantly reduce peak acceleration loads felt by the 
internal translating mass.  However, analytical results predicted theoretical minimum 
acceleration loads using active damping, which were verified using simulation.  Finally, 
actual accelerometer data from the example artillery round was used to show that the 
ITM shock absorber is very effective at reducing high-frequency loads even with 
relatively small cavity sizes, on the order of centimeters.  Such passive dampers provide 
potential solutions to the rate sensor resonance issues and other difficulties resulting from 
high-frequency load oscillations outlined in Section 5.1. 
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CHAPTER 6 
ACTIVE CONTROL OF A PROJECTILE USING AN INTERNAL 
MOVING MASS 
 
 In this chapter, an active control system is developed to guide the internal 
translating mass projectile to a ground-based stationary target.  Specifically, a novel 
sliding mode control system is derived for the ITM-Beam actuator system.  In order to 
preserve the highest possible simulation accuracy, realistic sensor errors are included 
within the feedback control loop.  Servo control of the internal moving mass employs a 
simple proportional derivative controller.  In addition, flight control using both strict ITM 
control and combined ITM-canard control are considered.  [23] 
 Section 6.1 provides a brief survey of previous applications of sliding mode 
control to smart weapons systems and other aerial vehicles.  Section 6.2 describes the 
canard aerodynamic model, while Section 6.3 provides a complete derivation of the 
sliding mode control law used here as well as example cases to demonstrate control 
system performance. Section 6.4 provides a brief summary and final conclusions. 
 
6.1  Sliding Mode Control of Guided Weapons  
 Sliding mode control (SMC) [28], the technique used to generate the control law 
for the internal translating mass projectile, is a switching type control law developed 
within the larger framework of variable structure control.  Its robust nature and ability to 
handle highly nonlinear systems has promoted its use in a wide variety of applications, 
from robot manipulators to underwater vehicles and automotive transmissions.  The 
primary benefit of SMC is that it converts an n-dimensional tracking problem into a first-
order stabilization problem.  Regulation of this first-order system, represented by a scalar 
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called the sliding variable, often proves much easier than tracking the original n 
variables, even in the presence of nonlinearities and uncertainties.  Furthermore, by 
altering certain parameters within the SMC control law, a trade-off can be established 
between system performance and the controller’s ability to remain effective in the 
presence of uncertainty.  SMC thus proves to be a robust control framework that can 
handle both parametric uncertainties and unmodeled dynamics. 
 The mathematical foundation behind sliding mode control was developed in the 
Soviet Union in the 1960’s and 1970’s [24,25] as a specific method of variable structure 
control.  Variable structure controllers can alter their structure instantaneously from one 
to another member of a set of continuous functions of the state, allowing different types 
of control responses in different regions of the state space.  Utkin [54] developed general 
sliding mode control techniques in the framework of variable structure control systems.  
Specifically, he outlined SMC as a variable structure system (VSS) that contains a 
discontinuity along surfaces in the state space determined by the formulation of the 
sliding manifold.  However, Utkin pointed out that due to the resulting discontinuity in 
the closed-loop dynamics of the system, the differential equations that describe resultant 
system dynamics no longer satisfy classical theorems on the existence and uniqueness of 
solutions. 
 While it was clear by the 1980’s that SMC held great promise as a robust 
nonlinear control technique useful in a wide variety of applications, significant problems 
with its implementation remained.  A particularly difficult problem is “chattering 
phenomenon,” in which discontinuities across the sliding manifold produce high-
frequency excitation within the controller.  These high-frequency inputs into the system 
serve to both excite unwanted high-frequency system dynamics as well as place a large 
burden on control actuators.  Slotine, Sastry, and Coetsee [19,55,56] designed techniques 
to mitigate this phenomenon by replacing discontinuities in the control law with smooth 
interpolations in regions close to the sliding surface.  The region in which these 
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interpolations were applied, termed the “boundary layer,” could be actively scaled as 
model uncertainty expanded or contracted.  Therefore, while implementation of boundary 
layer techniques can be shown to degrade control performance, active scaling of the 
boundary layer maintains high performance in regions of low uncertainty while still 
eliminating high-frequency control responses. 
 Slotine’s development of techniques to reduce control chattering facilitated the 
incorporation of SMC into flight vehicle control system development.  Since the 1990’s, 
use of sliding mode controllers in smart weapons has centered around guided missiles, 
specifically in air-to-air intercept missions.  Brierley and Longchamp [57] were among 
the first to apply SMC to the air intercept problem.  The authors first generated a sliding 
surface based on the missile-target line of sight angle (LOS).  Then, intercept 
performance was compared with a standard proportional navigation guidance (PNG) law 
using a two-dimensional flight simulation.  While in the case of no uncertainty SMC 
demonstrated comparable performance to PNG, the authors showed that in the case of 
limited uncertainty in plant dynamics SMC proved to be far more robust.  In a final 
simulation example, the authors showed that in the case of a partial actuator failure the 
SMC system achieved a successful intercept where PNG did not. 
 More recently, Shima, Idan, Golan, and Koren [58,59,60] have explored the idea 
of using sliding mode control in an integrated guidance and control loop.  Typically, 
control systems for air vehicles are designed by separating the flight control and guidance 
laws such that an inner-loop autopilot is constructed to follow commands of an outer-
loop guidance algorithm.  While separation is usually valid for most missile interception 
scenarios, this decoupling between guidance commands and control responses can lead to 
severe performance degradations during the period just before interception, when missile-
target geometry changes rapidly.  Therefore, the authors proposed an integrated sliding 
mode guidance and control loop.  Initial simulation results showed the benefits of the 
integrated methodology, while more detailed studies [59,60] considered control of 
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missiles with on-off actuators or control surfaces.  Interestingly, the sliding surface 
chosen by the authors was the zero-effort-miss distance (ZEM), defined as the miss 
distance if, from the current time onward, both the missile and interceptor do not apply 
controls. 
 Tournes, Shtessel, and Shkolnikov [61] have recently reported work on an SMC 
controlled interceptor missile that used attitude and divert thrusters.  The missile utilized 
thrusters at the center of gravity (divert thrusters) with attitude thrusters farther forward, 
combining aerodynamic and thrust capabilities to increase divert performance.  A higher-
order sliding mode control law was derived that utilized a second-order sliding manifold.  
The sliding mode controller tracked commanded pitch rate and flight path angles, in 
contrast to Shima et al.’s use of ZEM.  SMC was chosen for this application because 
considerable model uncertainty is created by the interaction between the airflow and 
thruster jets.  The sliding mode controller was shown to be very robust to these 
uncertainties.  Most recently [62], the authors reported a fully integrated guidance and 
control system for the same dual thrust interceptor incorporating a seeker model and 
missile state estimator.  Once again, the sliding mode controller proved robust in the 
presence of significant model uncertainties, target maneuvers, time delays, and 
measurement noise. 
 Another recent application of SMC to air vehicles has been developed by Wells 
and Hess.[52]  The authors took advantage of SMC’s robust characteristics in creating an 
SMC design methodology for reconfigurable flight vehicles, including vehicles with 
significant damage to the airframe or control actuators.  Incorporating an asymptotic 
observer into the SMC feedback loop, the authors were able to shield parasitic dynamics 
of the system (such as high-frequency structural modes) from high-frequency control 
inputs.  In selecting observer eigenvalues, the authors identified a tradeoff between 
minimizing adverse effects of parasitic dynamics and maintaining robustness to 
variations in the vehicle and/or actuator dynamics.  A comparison between SMC and a 
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classical loop-shaping controller applied to an F-18 pitch control system demonstrated 
that tracking and robust performance of the SMC system was far superior to that of the 
classical control law.  Most recently, Hess and Bakhtiari-Nejad [53] have applied their 
reconfigurable SMC design methodology to a highly nonlinear unmanned aerial vehicle.  
Performance of the resulting SMC design compared favorably with that of a dynamic 
inversion controller. 
 The sliding mode controller designed here is novel in that tracking trajectory 
errors are used directly to generate the sliding surface.  Unlike many of the missile 
controllers designed above using simplified two-dimensional models, the controller 
developed here incorporates full three-dimensional projectile motion.  Furthermore, both 
translational and rotational body dynamics are accounted for within the control law, 
yielding a robust controller applicable to many classes of munitions.   
 
6.2  Canard Aerodynamic Model 
 Later in this chapter, internal translating mass control is combined with canard 
control to simulate a system in which both types of actuators can be used efficiently at 
different stages throughout the trajectory to increase control performance.  The 
aerodynamic force due to a single canard is modeled as a point force on the body exerted 
at the center of canard aerodynamic pressure.  The orientation of the canard can be 
described by three body-fixed rotations.  Starting from a frame aligned with the body 
frame P, the i
th
 canard frame Ci is first rotated about the PI

 axis by the canard azimuthal 
angle 
iC
φ .  Then, the resulting frame is rotated about the resultant z axis by the canard 
sweep angle 
iC
γ .  Therefore, the transformation matrix from the canard frame to the 
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Figure 6.1:  Canard Angles and Forces Diagram. 
 








 as shown in Figure 6.1 are computed 
using strip theory.  First note that the canard aerodynamic angle of attack is computed 
using only the 
iC
u  and 
iC
w  components of the relative air velocity experienced at the 
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q  is the dynamic pressure at the canard computation point, 
iC
S  is the reference 
area of the canard lifting surface, and 
Ci
L
C  and 
Ci
D
C  are the canard lift and drag 
coefficients respectively.  Note from Figure 6.1 that 
iC
δ  is the canard deflection angle, 
which is actively controlled by the smart weapon to achieve desired canard force.  Lift 
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and local dynamic pressure at the canard computation point is given by  
 
 ( )2 2 21
2i i i i
C C C C
q u v wρ= + +  (6.5) 
 
All canard aerodynamic coefficients vary with respect to local Mach number at the 
canard.  After lift and drag force in the canard frame is computed, canard forces are 
transformed into the body frame using equation (6.1) and canard moments about the 
projectile mass center are computed using a cross product between the distance vector 
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from the mass center to the canard computation point and the vector of forces exerted by 
the canard. 
 
6.3  Sliding Mode Control Law Derivation 
The initial step in creating a sliding mode control law is to choose an appropriate 
sliding variable and corresponding sliding surface.  While numerous choices exist, some 
options produce better results than others in terms of the trade-off between model 
complexity and system performance.  For instance, modeling of flexible body modes in 
flight vehicles often provides little control performance benefit while dramatically 
increasing model complexity.[28]  Furthermore, in the case of guided projectiles, a poor 
choice of sliding surfaces can lead to reduced control performance, steady-state error 
issues, or even stability problems in some cases.  Specifically, a control law that neglects 
translational dynamics (meaning that control is based on errors in projectile orientation 
and angular velocity only) is susceptible to steady-state error in high cross wind 
scenarios.  Control laws that neglect rotational dynamics (meaning that control is based 
on errors in position and translation velocity only) can produce undesirable system 
responses in projectiles in which rotational dynamics play a large role, such as spin-
stabilized munitions.  Therefore, a “hybrid” rotational-translational sliding surface is 
proposed that captures all rigid body dynamics inherent in projectile motion. 
 The goal of this section is to derive a sliding mode control law that generates 
phase and magnitude commands for internal translating mass oscillation.  The sliding 




 plane.  These control forces are then converted into ITM phase and magnitude 
commands.  Finally, these phase and magnitude commands are sent to a proportional plus 
derivative controller that computes the required ITM control force.  As in Chapter 3, this 
control force is exerted on the ITM-Beam through electromagnetic actuators to produce 
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desired ITM-Beam motion.  For all cases in this chapter, proportional and derivative 
gains of 5 × 10
5
 and 1000 respectively are used. 
 Two sliding surfaces are chosen for the sliding mode control law in order to 
establish projectile control in three dimensions.  The lateral sliding variable Slat captures 




S w S w Sψ ψ= +  (6.6) 
 
where Sψ and Sy are secondary sliding variables defined in Sections 6.3.1 and 6.3.2 
respectively, and wψ and wy are user-defined weighting parameters.  In a similar fashion, 
the longitudinal sliding variable Slong captures error dynamics in the inertial x-z plane, and 




S w S w Sθ θ= +  (6.7) 
 
where Sθ and Sz are secondary sliding variables defined in Sections 6.3.1 and 6.3.2 
respectively, and wθ and wz are user-defined weighting parameters. 
 
6.3.1  Rotational Sliding Dynamics 
 The rotational sliding surfaces Sψ and Sθ are defined such that projectile 
orientation tracking error decays to zero when Sψ = 0 and Sθ = 0.  By first specifying a 
desired projectile trajectory, these sliding manifolds can be defined as 
 
 ( ) ( )e e c cSθ θ θθ λ θ θ θ λ θ θ= + = − + −    (6.8) 
 ( ) ( )e e c cSψ ψ ψψ λ ψ ψ ψ λ ψ ψ= + = − + −    (6.9) 
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where the subscript (c) denotes commanded angles and θλ  and ψλ  are positive user-
defined gains.  Note that these constants control the decay rate of the tracking error once 
on the sliding surface.  A diagram of projectile orientation and relevant angles is shown 























Figure 6.2:  SMC Rotational Control Angle Schematic. 
 
 In order to compute the control law, expressions for commanded angles are 
developed as follows.  The user-specified lead distance xL is used along with an input 
trajectory command table (a set of points that define the commanded trajectory) to find 
the desired locations yc and zc at the current control calculation time.  Then, the command 
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Given the rotational kinematic relationships in equation (3.4) and the expressions in 
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 Sliding mode control laws typically consist of an equivalent control that forces 
tracking error to zero when S = 0 and a switching control that drives tracking error 
dynamics to S = 0 when off of the sliding surface.  In order to solve for the equivalent 
control, the time derivative of the sliding variables are set to zero.  Solving these 
expressions for the control yields the equivalent control component of the sliding mode 
control law.  In order to compute the derivative of equations (6.14) and (6.15), let T be 
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These equations involve numerous intermediate expressions which are described below.  
First note that the final expressions derived in Appendix B for p , q , and r  are used to 
obtain equations (6.17) and (6.18).  Furthermore, the matrix Q is defined as Q = A
-1
, 
where A is the matrix used in the ITM-Beam rotational dynamics equation given in 
equation (3.13) (the full expression for the A matrix can be found in Appendix A).  In 
equations (6.17) and (6.18), T and Q subscripts denote the element of the respective 
matrices, m denotes system mass, and Con
Y
F  and Con
Z
F  are control forces in the body-
frame y and z directions respectively.  As in Appendix B, the term 
LR
∆  is the stationline 
distance from the ITM-Beam hinge point L to the point of control application.  








2 L ck x y y= + −  (6.20) 
 
Also, the terms Dθ and Dψ are lengthy expressions of state variables and non-control 
related forces.  Full expressions for these quantities are provided in Appendix C.  
Equations (6.17) and (6.18) will be used to compute the final control law after the 
translational component of control has been derived in Section 6.3.2. 
 
6.3.2  Translational Sliding Dynamics 
 Translational dynamics can be incorporated into the control law by defining 
sliding surfaces Sy and Sz given by 
 
 ( )y e y e c y cS y y y y y yλ λ= + = − + −    (6.21) 




λ  and 
z
λ  are positive user-defined gains.  Taking the derivative of equations 
(6.21) and (6.22) yield, after some algebraic manipulation, 
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F , and 
z
F  consist of the sum of all non-control-related external force 
components expressed in the body frame (i.e., the sum of aerodynamic, weight, and 
Magnus forces). 
 
6.3.3  Translational-Rotational Hybrid SMC 
 To obtain the translational-rotational sliding mode control law, the derivative of 
equations (6.6) and (6.7) are taken, yielding 
 
 lat y yS w S w Sψ ψ= +
    (6.27) 
 long z zS w S w Sθ θ= +
    (6.28) 
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In order to guarantee attraction to the sliding surface, a switching control is chosen such 
that 
 
 ( )satlat lat latS Sα= −  (6.37) 
 ( )satlong long longS Sα= −  (6.38) 
 
















Note that use of the saturation function rather than the signum function eliminates 
“control chattering” phenomenon typically exhibited by switching controllers.  Finally, 
combining expressions for 
lat
S  and longS
  in equations (6.29), (6.30), (6.37), and (6.38), 
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α
α
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=    
− −     
 (6.40) 
  
Equation (6.40) is used to calculate desired force commands in the body y and z 
directions.  As a check on the derivation of the control law, closed form expressions for 
Con
Y
F  and Con
Z
F  obtained from equation (6.40) were substituted back into equations (6.23) 
and (6.24) to shown that: when 
lat
S  = 0, longS
  = 0;  when 0, 0
lat lat
S S> < ; and when 
0, 0
lat lat
S S< > .  Identical hand calculations were performed for 
long
S . 
 The SMC law used here requires feedback of all 12 projectile states as well ITM-
Beam angle and angular velocity (γ  and γ ).  Furthermore, projectile mass and all 
aerodynamic forces and moments are required as well.  Oftentimes estimation of all of 
these feedback parameters involves significant error.  However, the robust nature of SMC 
yields reasonable performance in the presence of these uncertainties.  This robust nature 
is demonstrated using Monte Carlo simulations later in this chapter, when noise and bias 
errors are placed on all feedback signals.   
The sliding mode control law derived above utilizes numerous user-defined gains, 
which are listed along with their respective purpose in Table 6.1.  Of particular 
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importance to controller robustness are the switching gains 
lat
α  and 
long
α .  Theoretically, 
given a plant and specified bounds on uncertainty it is possible to analytically find SMC 
switching gains that guarantee global stability and attraction to the sliding surface.  
However, while in this case the plant model and uncertainty bounds are known, the 
extremely complicated nature of such calculations make this analytical technique 
practically impossible to utilize, since all types of uncertainty must be considered in all 
conceivable flight regimes.  Instead, Monte Carlo methods may be used to determine 
lower bounds on switching gains by slowly decreasing them while observing controller 
performance over numerous controlled trajectories.  Reduction of switching gains beyond 
the lower bound will result in noticeably reduced control performance in many cases.  
This empirical technique was used here to determine adequate switching gains for all 
cases incorporating uncertainty. 
 
Table 6.1:  Sliding Mode Controller User-Defined Parameters. 
User-Defined 
Parameter 
Name Restrictions Purpose 
xL Lead Distance > 0 





α  Switching Gains > 0 
Determines rate of 
attraction to sliding surface 
, , ,
y zθ ψλ λ λ λ  Sliding Gains > 0 
Determines decay rate of 
tracking error when S = 0 
, , ,
y z





w ≤ , All others 0≥  
Weights translational and 







6.3.4  Flight Control System Test Case 
 In order to test flight controller functionality, a step-input is applied to the control 
system, implemented on the example fin-stabilized projectile used in Chapter 3.  Control 




 plane (no ITM control is used in this initial test case).  Canard deflection angle 
can be altered by the controller between +8 deg and -8 deg.  Due to the geometry of this 
canard configuration, the Con
Z
F  force output from the control system is discarded (since 
control is not possible in the body z direction), and canard deflection angle 
can
δ  is 
computed based on control output Con
Y























 is the lift-curve slope of the canard airfoil, and 
can
V  is the total velocity at the canard computation point.  Initial conditions for the 
example step-response simulation are x = 0.0 m, y = 3.048 m, z = 3.048 m, ϕ = 0.0 deg, θ 
= 0.0 deg, ψ = 0.0 deg, u = 860.0 m/s, v = 0.0 m/s, w = 0.0 m/s, p = 0.0 rad/s, q = 0.0 
rad/s, r = 0.0 rad/s.  Gravitational forces are set to zero and the command trajectory is a 
straight line with y = 0 and z = 0.  The initial conditions and command trajectory produce 





direction is introduced in order to demonstrate control performance in the presence of 
winds.  All simulations terminate at a range of approximately 3000 m. 
 In addition to control law validation, this example case also serves to demonstrate 
the tradeoff between translational and rotational control.  Three controlled simulations are 
run.  A “translational only” case (where 0w wθ ψ= = ) demonstrates control response 
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when only the translational portion is included.  Conversely, a “rotational only” case 
(where 0
y z
w w= = ) demonstrates control response when only the rotational portion is 
included.  A “translational plus rotational” case shows the benefits of including both 
components of the control law.  Table 6.2 details canard and controller parameters used 
in this example simulation. 
 




except where specified) 
,w wθ ψ  0.0, 0.0 
y
w  1.0 
z
w  -1.0 
,
lat long





λ λ  5.0, 5.0 
,w wθ ψ  1.0, 1.0 
y
w  0.0 
z
w  0.0 
,
lat long
α α  100.0, 100.0 
,θ ψλ λ  5.0, 5.0 
Rotational Only 
L
x  6.1 m 
,w wθ ψ  1.0, 1.0 
y
w  0.3 
z
w  -0.3 
,
lat long
α α  100.0, 100.0 
,θ ψλ λ  5.0, 5.0 
,
y z




x  6.1 m 
Canard Stationline 47.24 cm Canard 





Figures 6.3-6.6 show trajectory, canard deflection angle, and sliding surface time 
histories.  First, note that in each of the three cases, tracking error is nearly eliminated by 
the controller with reasonable rise time and damping characteristics as shown in Figures 
6.3 and 6.4.  However, Figure 6.3 clearly shows that the rotational only case exhibits 
steady-state error in the presence of cross winds.  This occurs because the projectile 
develops a steady-state crab into the wind.  Thus the sliding variables can be zero even 
when the projectile is not on the tracking trajectory.  This is clearly demonstrated in 
Figure 6.5, where both sliding variables in the rotational only case are zero in the 
presence of steady-state error.  Furthermore, while the translational only controller 
eliminates steady-state error issues, it does not account for rotational dynamics of the 
body and therefore has difficulty damping angular motion induced by control forces.  
This is demonstrated in the trajectory oscillations shown in Figures 6.3 and 6.4, and even 
more clearly in the canard deflection time history shown in Figure 6.6.  Note that in the 
translational only case canards are fully active throughout the whole trajectory as the 
controller attempts to force tracking error to zero without accounting for projectile 
angular motion.  In contrast to both of these cases, the rotational plus translational case 
represents an integrated control scheme in which the “inner loop,” which follows angle 
commands, and the “outer loop,” which follows position commands, are combined.  As a 
result, the control response exhibits extremely small steady-state error without the 
overactive control tendencies of the translational only case.  Therefore it can be seen that 
an effective blending of translational and rotational control leads to optimum control 
performance.  Note that tuning of the translational and rotational weighting parameters is 
an empirical process; the choice of weighting parameters shown here resulted from 
experimentation using several different sets.  The optimal weights depend on projectile 
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and actuator characteristics as well as control system gains, and methods for obtaining the 
optimal weights other than trial and error are beyond the scope of this work.   
 
 
























Figure 6.3:  y vs Time for Step Input. 
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Figure 6.4:  z vs Time for Step Input. 
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Figure 6.5:  Sliding Variables vs Time for Step Input. 
 162 





















































































Figure 6.6:  Canard Deflection vs Time for Step Input. 
 
6.3.5  Sliding Mode Control of an Internal Translating Mass Projectile 
 In this section, the sliding mode control law derived above is applied to the ITM-
Beam projectile described in Chapter 3 and used to generate trajectory corrections.  The 
outputs from the sliding mode control law are force commands in the body y and z 
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directions, and therefore an “inner loop” control law is needed to transform these force 
components into internal translating mass oscillation phase angle and magnitude 
commands.  This is accomplished as follows.  First, force commands are resolved into the 









Z Y ZF F s F cφ φ= +  (6.43) 
 
The no-roll reference frame is the standard non-rolling body-fixed reference frame used 





 axis.  Note that 
NR
Con
YF  and NR
Con
ZF  are control force components in this frame.  
Then, the phase angle 
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L  and 
ITM
L  are the lengths of the cavity and ITM respectively and 
LIM
F  is a 
user-defined force level that sets defines saturation of the “inner loop” control system.  
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Note that if the total magnitude of the control force vector is greater than 
LIM
F , the entire 
cavity is used. 
 Uncertainty in plant dynamics and feedback signals is an important effect to 
capture in any evaluation of control performance.  In this section as well as Section 6.3.6, 
feedback uncertainty is incorporated in the model by placing errors on nearly all feedback 
parameters used by the control system.  At each control cycle, all body states, forces, and 
derivatives of body states used for both SMC and proportional derivative control 
calculation are corrupted by noise and bias errors.  For dispersion simulations, different 
bias errors are used for each simulation to ensure control law robustness against these 
types of errors.  Table 6.3 lists the standard deviations of the noise errors and the standard 
deviations of the biases generated for dispersion simulations.  Furthermore, for 
demonstration purposes, Figures 6.7 and 6.8 show time histories of the y and drag force 
feedback signals corrupted by noise for the example simulation shown later in this 
section.  Note that the feedback error levels shown in Table 6.3 represent reasonable 
values typical of industry-standard smart weapon state estimators.   
 Before outlining an example case of ITM control using the sliding mode control 
law, it is important to note the limited control authority inherent in this mechanism.  
Figure 3.5 in Chapter 3 demonstrated a maximum trajectory alteration of 25 m at 5000 m 
range, or approximately 5 mils, using a 4% ITM size.  This control authority potential 
stands in stark contrast to canard-actuated systems, which can often yield one or even two 
orders of magnitude more control authority for reasonably-sized canards.  The ITM 
projectile’s limited control authority capability stems from several causes.  First, lateral 
mass center offsets produced by internal translating masses on the order of a percent of 
the total system mass are inherently small.  Secondly, projectile static stability increases 
as velocity decreases after launch, reducing control authority significantly throughout the 
flight.  Furthermore, this velocity decrease causes a corresponding reduction in drag, the 
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source of control generation due to lateral mass center offset.  These effects result in a 
continual decrease of control authority as flight progresses. 
 





Bias Standard Dev. for 
Dispersion Simulations 
x 1.524 m 0.914 m 
y 1.524 m 0.914 m 
z 2.134 m 0.914 m 
ϕ 300 mrad 75 mrad 
θ 1 mrad 0.1 mrad 
ψ 1 mrad 0.1 mrad 
u 0.21 m/s 0.041 m/s 
v 0.076 m/s  0.041 m/s 
w 0.076 m/s 0.041 m/s 
p 500 mrad/s 70 mrad/s 
q 40 mrad/s 1 mrad/s 






γ  10-5 rad/s 10-6 rad/s 
All Forces 10% of actual value None 
 
 
 An example case of ITM control applied to the fin-stabilized projectile described 
in Chapter 3 is shown in Figures 6.9-6.16.  Several simulations are shown in order to 
demonstrate the capabilities of ITM control with the sliding mode control law.  First, a 
ballistic trajectory with “nominal” initial conditions described in Table 6.4 is simulated 
and used as the command trajectory for all controlled simulations.  Then, using perturbed 
initial conditions also shown in Table 6.4, a controlled simulation with no feedback 
uncertainty (called “Controlled, No Error”) is performed, as is a controlled simulation 
with feedback uncertainty (called “Controlled, Error”).  Also, a ballistic case using the 
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perturbed initial conditions (called “Ballistic”) is shown for reference.  Control system 
parameters were tuned for optimum performance, and are also shown in Table 6.4.  For 
the controlled case including uncertainty, first-order filters are applied to the outputs 
T
φ  
and AT of the inner-loop control system in order to provide smooth inputs to the ITM 
inner-loop controller.  Time constants 
phase
τ  and 
mag
τ  for these filters are provided in 
Table 6.4.  
 
 

























Figure 6.7:  y Feedback Signal vs Time for Simulation with Uncertainty. 
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Table 6.4:  Initial Conditions and Control Parameters for Example Case. 
  Nominal Perturbed 
x (m) 0.0 0.0 
y (m) 0.0 0.0 
z (m) 0.0 0.0 
ϕ (deg) 0.0 0.0 
θ (deg) 17.19 17.25 
ψ (deg) 0.0 0.172 
u (m/s) 860.0 861.6 
v (m/s) 0.0 0.50 
w (m/s) 0.0 0.02 
p (rad/s) 0.0 0.357 
q (rad/s) 0.0 2.22 
r (rad/s) 0.0 0.188 
Wind Mag (m/s) 0.0 0.364 
Initial 
Conditions 
Wind Azimuth (deg) N/A 45.5 
mT  (kg) 0.734 
,
lat long
α α  280.0, 280.0 
,ψ θλ λ  5.0, 5.0 
,
y z
λ λ  40.0, 40.0 
y
w  1.0 
z
w  -1.0 
,w wψ θ  0.1, 0,1 
xL 6.1 m 
LIM






τ τ  0.11 s, 0.11 s 
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Figure 6.9:  Altitude vs Range, ITM Control Example Case. 































Figure 6.10:  Zoom of Impact Area, Altitude vs Range, ITM Control Example Case. 
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Figure 6.11:  Deflection vs Range, ITM Control Example Case. 





















Figure 6.12:  ITM Displacement vs Time, ITM Control Example Case. 
 171 



























Figure 6.13:  Zoom View of ITM Displacement vs Time, ITM Control Example Case. 






























Figure 6.14:  ITM Phase Command 
T
φ  vs Time, ITM Control Example Case. 
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Figure 6.15:  ITM Magnitude Command AT vs Time, ITM Control Example Case. 
 
 Figures 6.9-6.16 show the results of the ITM control example case.  Figures 6.9-
6.11 demonstrate that the controlled impact points of both the uncertainty case and no 
uncertainty case lie approximately 78 m closer to the desired impact point than the 
perturbed ballistic trajectory impact point.  Given that the range of these trajectories is 
approximately 13.5 km, this control authority corresponds to roughly 5 mils, which 
matches the control authority predictions for the same mass size in Chapter 3.  
Furthermore, note that the uncertainty case and no uncertainty case show nearly the same 
trajectory results.  This is because, as seen in the magnitude command plot shown in 
Figure 6.15, the controller is saturated throughout the trajectory due to the mechanism’s 
limited control authority.  Furthermore, controller switching gains are set high enough 
that the sliding variable does not change sign due to uncertain feedback parameters, as 
shown in the second plot in Figure 6.16.  Finally, Figure 6.14 demonstrates that the 
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commanded ITM phase angle is relatively steady between -125 and -130 degrees 
throughout the trajectory, since the direction of desired control in the no-roll frame 
remains fairly constant.  Also note that, due to the limited nature of the mechanism’s 
control capabilities, the sliding variables shown in Figure 6.16 never achieve zero.  State 
time histories for body states not shown for this example case are similar to those shown 
in Chapter 3 and are omitted here for brevity.  Finally, note from Figures 6.12 and 6.13 
that the PD controller is very effective at oscillating the ITM according to the sinusoidal 
command. 
 





















































Figure 6.16:  Sliding Variables vs Time, ITM Control Example Case. 
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 Dispersion simulations of the ITM-controlled round are also performed in order to 
fully evaluate system performance in the presence of launch errors, plant uncertainty, 
sensor errors, and atmospheric winds.  Several mass sizes ranging from 1% to 5% of total 
system mass are used in order to demonstrate that greater control authority is generated 
with heavier internal masses. Each dispersion simulation consists of 200 Monte Carlo 
simulations run with a specific mass size.  Initial conditions and standard deviations used 
in generating dispersion results are shown in Table 6.5.  Wind azimuth is a uniform 
random variable between 0 and 360 deg.  Control parameters are similar to those given in 
Table 6.4 (which utilized a 4% mass), although minor tuning of the control system gains 
was required for different mass sizes to achieve optimum performance. 
 







x (m) 0.0 0.0 
y (m) 0.0 0.0 
z (m) 0.0 0.0 
ϕ (rad) 0.0 0.0 
θ (rad) 0.30 0.0005 
ψ (rad) 0.0 0.00025 
u (m/s) 860.0 4.57 
v (m/s) 0.0 1.52 
w (m/s) 0.0 1.52 
p (rad/s) 0.0 2.0 
q (rad/s) 0.0 1.7 
r (rad/s) 0.0 1.7 
Wind (m/s) 0.0 3.16 
 
 
Circular error probable as defined in Chapter 4 is the metric used to evaluate control 
system performance in this case.  Feedback uncertainty is incorporated in all Monte Carlo 
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simulations using the error parameters outlined in Table 6.3.  Also, total system mass is 
kept constant as ITM mass percentage changes. 
 In addition to examining control performance of the standard ITM-equipped 
round described in Chapter 3 (called “Nominal Stability”), dispersion simulations also 
evaluate control performance of an ITM-equipped round incorporating a variable stability 
mechanism as discussed in Chapter 4 (called “Variable Stability”).  In order to simulate 
the variable stability mechanism, a one-time mass center shift of 3.11 cm is performed 
shortly after launch in the same manner as described in Chapter 4.  This mass center shift 
was performed using a first-order lag in order to increase model fidelity. 
 Figures 6.17-6.21 show dispersion simulation results.  Figure 6.17 shows example 
dispersion results for the ballistic and the variable stability-equipped ITM projectile using 
a 5% internal mass (0.91 kg).  For this example case, ballistic CEP is 107 m and 


































Figure 6.17:  Dispersion Simulation for Ballistic and 5% ITM Variable Stability 
Projectile. 
 
Figures 6.18-6.21 show the results of all dispersion simulations.  In all figures, 0% ITM 
represents the ballistic case.  First, note that as expected controlled CEP decreases as ITM 
percentage increases as a result of increased control authority.  A maximum decrease of 
almost 40% in CEP is achievable using a 5% ITM as demonstrated in Figure 6.19.  
Figures 6.20 and 6.21 show that mean range and deflection impact points do not change 
significantly compared to the ballistic case, demonstrating that the control system does 
not introduce any undesired bias errors in the trajectory.  Slight deviations in mean 
impact points occur due to the use of slightly different controller gains for each mass size.  
Finally, note that incorporation of the variable stability mechanism results in a 5-10 m 

























Figure 6.18:  CEP vs ITM Mass Percentage. 

































Figure 6.19:  Percent Decrease in CEP vs ITM Mass Percentage. 
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Figure 6.20:  Mean Impact Range vs ITM Mass Percentage. 

































Figure 6.21:  Mean Impact Deflection vs ITM Mass Percentage. 
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Again, Figures 6.18 and 6.19 serve to demonstrate the limited control authority of the 
ITM mechanism.  While canard mechanisms are typically effective at reducing dispersion 
to the level of sensor error, the ITM mechanism lacks the control authority needed for 
such precision.  However, as discussed previously in Chapter 1, some smart weapons 
applications require that the “area” nature of the weapon be maintained.  In such cases, 
the ITM mechanism provides a means to reduce dispersion error (while not eliminating 
it) using a mechanism that is completely internal to the projectile.  The internal nature of 
the ITM actuator is beneficial in that it minimizes the potential of damage during 
transport, and more importantly provides increased immunity to very harsh launch 
environments. 
 Another interesting feature of the dispersion results shown in Figures 6.18 and 
6.19 is the diminishing payoff as ITM size increases, characterized by the decrease in the 
slopes of the plots as mass percentage increases.  One might expect decrease in CEP per 
unit mass size to remain relatively constant.  However, numerous example cases with 
larger mass sizes showed a consistent problem in overshoot resulting from large control 
authority at the beginning of the trajectory and severely limited control authority during 
the latter portions (this change in control authority throughout the trajectory was 
discussed in depth at the beginning of Section 6.3.5).  Just after launch, the ITM control 
mechanism can exert significant control forces.  In some trajectories, these large control 
inputs lead to overshoot which cannot be effectively damped later in the trajectory once 
control authority diminishes.  Extensive tuning of controller gains was not able to 
substantially mitigate this overshoot tendency.  This unique characteristic of ITM control 
leads to the conclusion that Model Predictive Control (MPC) algorithms, [64] which can 
account for variations in control authority as flight progresses, would be highly effective 
in reducing dispersion error for larger mass sizes.  The potential use of MPC control laws 
for ITM systems is discussed in more detail in Chapter 7. 
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6.3.6  ITM-Canard Combined Control 
 Another use of internal translating mass control arises as a form of supplemental 
control in munitions equipped with maneuver canards.  Projectiles that utilize canards for 
control suffer from aerodynamic drag penalties whenever these canards are deployed, and 
therefore often restrict control inputs to post-apogee portions of the trajectory.  However, 
it is still desirable to provide limited control before apogee, since control during initial 
portions of the trajectory substantially reduces error encountered in terminal portions due 
to the integrated effect of many throw-off and wind errors.  To this end, a control 
mechanism is designed combining the internal translating mass and maneuver canards.  
Shortly after launch, ITM control is applied to the projectile while canards remain 
stowed.  At apogee, ITM motion ceases, canards are deployed, and a clutch mechanism 
links the ITM and canards.  The translating mass and canards are configured such that 
control due to ITM movement and control due to canard deflection are in the same 
direction.  Thereafter, ITM movement drives canard motion and the two mechanisms 
provide control in unison.  The resulting projectile takes advantage of small, limited 
control inputs exerted by the ITM on the ascending portion of the trajectory with minimal 
drag penalties, and is able to correct any remaining errors during post-apogee portions of 
flight using combined ITM-canard control.  A drawing of a projectile equipped with the 
combined ITM-canard control mechanism is shown in Figure 6.22, and a zoom view of 
the actuator is shown in Figure 6.23.  Both drawing show the canards deployed and 
linked to the ITM.  A diagram of applied control forces is shown in Figure 6.24. 
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Figure 6.22:  The Combined ITM-Canard Controlled Projectile. 
 
Figure 6.23:  Zoom View of Combined ITM-Canard Actuator. 
 




 An example case of combined ITM-Canard control is shown to demonstrate both 
control system operation and the benefits of using this hybrid mechanism.  The combined 
actuator is applied to the fin-stabilized example projectile used throughout this chapter 
and described in Chapter 3, and the methodology behind this example case is similar to 
that used in Section 6.3.5.  A ballistic simulation using unperturbed initial conditions 
(called “Commanded”) is used as the command trajectory.  Using perturbed initial 
conditions, another ballistic simulation (called “Uncontrolled”) is run for comparison.  
Two controlled cases are simulated.  The first, called “Strict Post-Apogee”, uses no ITM 
control during the ascending portion of flight and applies control using the combined 
mechanism only after apogee.  The second controlled case, called “Preliminary ITM”, 
uses internal mass control only during the ascending portion and combined control during 
post-apogee flight.  Canard parameters, ITM parameters, and control system gains are 
described in Table 6.6.  Initial conditions are identical to those used for the example case 
in Section 6.3.5 and are given in Table 6.4.  Also, all controlled simulations incorporate 
feedback uncertainty, with error parameters identical to those used in Section 6.3.5 and 












Table 6.6:  Canard, ITM, and Control System Parameters for Example Simulation. 
Canard Stationline 41.15 cm 
Total Canard Area 11.15 cm
2 Canard 
Parameters 
Maximum Canard Deflection 8 deg 
mT  (kg) 0.734 
,
lat long
α α  370.0, 370.0 
,ψ θλ λ  25.0, 25.0 
,
y z
λ λ  90.0, 90.0 
y
w  1.0 
z
w  -1.0 
,w wψ θ  0.1, 0.1 
xL 15.24 m 
LIM






τ τ  0.069 s, 0.22 s 
 
 
Figures 6.25-6.31 show the results of the example combined ITM-canard 
simulation.  First, note that the controlled case that uses ITM control on the ascending 
portion of the trajectory (“Preliminary ITM”) is very effective at reducing trajectory 
errors to the level of sensor error.  While the other controlled case that uses control over 
the second half of the trajectory is effective at reducing miss distance, at apogee it has 
significantly more error to eliminate as compared to the Preliminary ITM case, shown 
clearly in Figure 6.27.  Figures 6.29 and 6.30 demonstrate how ITM movement occurs 
during the Preliminary ITM controlled case, specifically how ITM oscillation pauses near 
apogee to allow the canard clutch to engage.  Thereafter, canard movements and ITM 
oscillations are synchronized to take advantage of the control inputs from both 
mechanisms.  Finally, note that one of the benefits of this model is that by incorporating 
ITM dynamics, the simulation realistically models the inertial dynamics of canard 
actuation, since it does not assume a “massless canard” as in many industry-standard 
codes. 
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Figure 6.25:  Altitude vs Range, ITM-Canard Control Example Case. 

































Figure 6.26:  Zoom View of Target Area, ITM-Canard Control Example Case. 
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Figure 6.27:  Deflection vs Range, ITM-Canard Control Example Case. 





















































Figure 6.28:  Canard Deflection vs Time for Controlled Cases. 
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Figure 6.29:  ITM Displacement vs Time for Preliminary ITM Control Case. 



































Figure 6.30:  Zoom of ITM Displacement vs Time for Preliminary ITM Control Case. 
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Figure 6.31:  ITM Magnitude Command vs Time for Controlled Cases. 
 
 Dispersion simulations were run with the ITM-Canard combined actuator in order 
to examine the overall performance benefit of using the combined mechanism in the face 
of launch and sensor errors, model uncertainty, and atmospheric winds.  This analysis 
was accomplished as follows.  First, dispersion simulations were performed for various 
ITM mass percentages and terminated at apogee, yielding vertical plane dispersions that 
could be compared to a ballistic dispersion simulation.  Then, CEP’s were calculated for 
all cases, demonstrating that a vertical plane CEP reduction at apogee in excess of 50% is 
achievable with a 5% ITM.  Then, each dispersion simulation is continued to ground 
impact to obtain impact point CEP’s.  These impact point dispersion simulations were 
repeated for several different canard sizes, demonstrating that use of larger ITM sizes 
allows for canard size reductions in order to achieve a certain CEP.  All dispersion 
simulations incorporate feedback uncertainty as described in Table 6.3, and initial 
 188 
condition errors and wind parameters are identical to those used in Section 6.3.5, shown 
in Table 6.5.  Controller parameters are outlined in Table 6.7. 
 
Table 6.7:  Controller Parameters for Combined ITM-Canard Dispersion Simulations. 
,
lat long
α α  370.0, 370.0 
,ψ θλ λ  5.0, 5.0 
,
y z
λ λ  40.0, 40.0 
y
w  1.0 
z
w  -1.0 
,w wψ θ  0.1, 0.1 
xL 15.24 m 
LIM
F  889.6 N 
,
phase mag
τ τ  0.069 s, 0.11 s 
 
  
 Figure 6.32 shows the results of the ballistic and 5% ITM vertical dispersion 
simulations to demonstrate an example of vertical-plane dispersion results, while Figures 
6.33 and 6.34 show vertical-plane CEP and percent decrease in CEP as a function of ITM 
size respectively.  Note that ballistic CEP was 34.5 m and controlled CEP for the 5% 
ITM case was 16.0 m, a decrease of over 50%.  Also keep in mind that all vertical-plane 
dispersion results are considered at the apogee of flight, and that only ITM control is used 
to this point as described earlier.  For all dispersion simulations in this section, cases 
using a “0% ITM” mean that no ITM control is used in the ascending portion of flight.  
Figures 6.33 and 6.34 demonstrate the steady and considerable decrease in vertical-plane 
dispersion using ITM control on the ascending portion of the trajectory.  In fact, for mass 
sizes on the order of 5%, vertical-plane CEP approaches the level of sensor errors. 
 With the knowledge that use of ITM control during initial portions of the 
trajectory can significantly increase error at apogee, the goal is to determine possible 
canard area reductions as a function of internal mass size. 
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Figure 6.32:  Vertical-Plane Dispersion at Apogee for Ballistic and 5% ITM Case. 



























Figure 6.33:  Vertical-Plane CEP vs ITM Mass Percentage. 
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Figure 6.34:  Percent Reduction in Vertical Plane CEP vs ITM Mass Percentage. 
 
Therefore, assume that the goal is to obtain a 10 m controlled CEP with a canard 
stationline position of 41.15 cm and a maximum deflection angle of 8 deg.  To examine 
required canard areas, each dispersion simulation corresponding to an ITM size was 
continued to ground impact.  Furthermore, this process was repeated for various canard 
sizes, and controlled CEP’s were determined.  These controlled CEP’s represent circular 
error probable for ITM-canard control along the entire trajectory as described above for 
an array of mass sizes and canard areas.  Figure 6.35 shows CEP for various mass sizes 
and canard areas.  Note that in this figure, “No ITM” denotes no ITM control along the 
ascending portion of the trajectory.  It is clear that as canard size increases, CEP is 
reduced to the level of sensor errors.  In addition, as ITM size is increased, less canard 
control is needed during the terminal portion of the trajectory, resulting in smaller 
canards required to achieve a given CEP. 
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Figure 6.35:  CEP vs Canard Area for Combined ITM-Canard Control. 
 
Specifically, the canard area required to achieve a 10 m controlled CEP can be obtained 
by interpolating the data shown in Figure 6.35 along each ITM curve, yielding a specific 
canard size required for each translating mass size.  Figure 6.36 shows the estimated 
required canard area to achieve a 10 m CEP as a function of ITM size, while Figure 6.37 
shows the percent decrease of this canard size over the size needed to achieve 10 m CEP 
with no ITM control (i.e., the right-most point on the black curve in Figure 6.35).  As 
expected, as ITM size increases, error at apogee is significantly reduced and smaller 
canards are needed to eliminate error.  Clearly, significant reductions in canard area are 
possible as ITM size grows larger, resulting in approximately half the area required using 




























Figure 6.36:  Canard Size Needed to Achieve 10 m CEP vs ITM Mass Percentage. 









































Figure 6.37:  Percent Reduction in Canard Size Required as Compared to No ITM 
Control Case vs ITM Mass Percentage. 
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6.4  Conclusion 
 This chapter described the use of an internal translating mass in a projectile active 
control system.  Specifically, a novel sliding mode control law was introduced and 
developed to provide an integrated guidance law driving ITM motion.  While numerous 
types of control laws could have been used, sliding mode was chosen due to its robust 
characteristics and its effectiveness in controlling highly nonlinear systems.  Then, 
control system performance was demonstrated using a canard-controlled projectile, 
validating the control law and establishing the need for both translational and rotational 
components of control.  The control law applied to the ITM-Beam projectile showed that 
while control authority constraints limit trajectory correction capability with the ITM 
system, reasonable reductions in CEP can be achieved.  However, unlike canard and 
thruster actuator systems, ITM systems achieve these reductions using a mechanism 
completely internal to the projectile.  This characteristic serves to both increase transport 
and launch survivability and reduce the impact on gun design. 
 This chapter also explored the use of combined ITM-canard control actuators.  
Many current canard-actuated systems have some sort of translating part incorporated in 
the mechanism.  For instance, canard deflection angle may be driven by the translation of 
a magnet inside a voice coil.  Oftentimes, however, orientation and placement of this 
translating component is driven by space and simplicity considerations.  This research 
showed that significant benefit can be obtained by configuring the translating component 
such that the control moment from the translating mass supplements canard control.  
Furthermore, use of the translating component detached from the canards during initial 
portions of flight can significantly reduce the dispersion error that must be eliminated by 
canards during terminal portions of flight. 
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CHAPTER 7 
CONCLUSIONS AND FUTURE WORK 
 
7.1  Conclusions 
 This dissertation explored the use of internal translating mass mechanisms for 
smart projectile flight control purposes.  While several different technologies were 
considered in each of the five previous chapters, each fell into one of three categories.  
Chapters 2, 3, and 6 considered the use of internal moving masses as a direct control 
mechanism for a smart weapon.  Chapter 4 explored the use of an internal moving mass 
as a supplemental mechanism that enhances overall control authority and increases the 
effectiveness of existing control mechanisms.  Chapter 5 proposed the use of an internal 
moving mass as a shock absorbing device intended to isolate sensitive electronics from 
harsh launch environments. 
 The preliminary step that enabled each of these analyses was the development of 
the internal translating mass projectile equations of motion, as described in Chapter 2.  A 
flight simulation was built using the resulting dynamic equations, and used to predict 
trajectory alteration capability by translating the mass laterally within the projectile at a 
frequency equal to the projectile spin frequency.  Control moment was shown to be 
created by a lateral mass center offset.  Example cases and trade studies showed that the 
mechanism generates reasonable but limited control authority using realistic mass sizes, 
and that control authority increases with mass size and oscillation amplitude, but is 
insensitive to cavity location along the stationline of the projectile.  Further increases in 
control authority can be achieved with reduced projectile static stability.  
 In Chapter 3, a more realistic physical model of the ITM mechanism was 
designed (called the ITM-Beam) in order to minimize actuator force and power 
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requirements.  The ITM-Beam consists of a flexible beam that oscillates laterally within 
the projectile due to an oscillatory magnetic field generated by electromagnets.  ITM-
Beam motion approximates internal translating mass motion for longer beam lengths.  
Equations of motion for this mechanism were developed, and flight simulation showed 
that for longer beam lengths, both the ITM-Beam and internal moving mass simulation 
produced nearly identical results.  This correlation provided strong validation for both 
models.  Using the new ITM-Beam dynamic simulation, force and power requirements 
for the ITM-Beam mechanism applied to a fin-stabilized projectile were analyzed.  First, 
a trade study showed that longer beam lengths yield lower force and power requirements.  
Then, by varying beam spring and damper properties it was shown that an optimum 
resonance condition can be achieved that minimizes force and power requirements on the 
ITM actuator.  Furthermore, it was shown that by actively optimizing beam vibrational 
properties during flight, further power reductions are possible.  By integrating power 
requirements over a complete trajectory, it was shown that reasonable battery sizes and 
commercially-available electromagnetic actuators can be used to generate desired ITM-
Beam motion. 
 Using the ITM-Beam simulation developed in Chapter 2, a sliding mode flight 
control law was developed to generate active control results.  While many control designs 
could have been used, sliding mode control was chosen due to its ability to handle 
significant uncertainty in highly nonlinear systems.  First, the control law was developed 
and validated using a canard-actuated fin-stabilized projectile.  Then, example results 
were generated using a projectile equipped with the ITM-Beam control mechanism that 
incorporated model uncertainty and sensor error, establishing that the control law coupled 
with the ITM-Beam actuator can reduce impact error significantly.  These results further 
demonstrated the control law’s robustness to all types of feedback uncertainty.  
Dispersion simulations showed that as mass size increases, dispersion error generally 
decreases due to the increasing effectiveness of the ITM actuator.  However, it was also 
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noted that control effectiveness decreases significantly throughout the trajectory due to 
stability and drag considerations, causing overshoot problems when ITM control is 
applied shortly after launch.  For this reason, Model Predictive Control is proposed as a 
future alternative control law as described later in this chapter. 
 Another control scheme outlined in Chapter 6 uses ITM control to generate minor 
trajectory adjustments during the initial portion of flight, reducing errors before they 
propagate beyond the control system’s corrective capabilities.  Then, after apogee, 
internal mass control combined with canard control is used to generate large trajectory 
corrections.  This “combined control” scheme takes advantage of all portions of flight to 
apply trajectory corrections while avoiding the drag penalties inherent in canard 
deployment early in flight.  An example case demonstrated this concept, while dispersion 
simulations showed that by using ITM control during the initial portion of flight, the 
canard area required to achieve a specific controlled CEP can be reduced considerably.  
Smaller canards prove beneficial to designers in that they reduce space requirements, 
power requirements, and most importantly drag penalties.  Furthermore, most canard-
controlled smart weapons incorporate some manner of translating mechanism to generate 
canard deflection angle modulation at the projectile roll rate.  This research shows that if 
the translating mechanism can be oriented properly and operate while disengaged from 
the canards, it can be used to generate control independently and reduce the burden on 
canard control later in flight. 
 In addition to the use of an internal translating mass as a direct control 
mechanism, use of an ITM as a supplemental device to increase control efficiency was 
also explored.  This was accomplished in Chapter 4 by investigating the use of an ITM to 
actively alter projectile static stability in flight.  After describing the well-known 
correlations between projectile static stability, dispersion error, and control authority, the 
concept of the variable stability mechanism was introduced.  The mechanism consists of 
a mass that translates along the projectile’s axis of symmetry during flight.  The specific 
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concept considered here was a one-time static margin decrease shortly after launch.  This 
one-time shift results in a projectile that is less susceptible to throw-off error at launch 
and more maneuverable during controlled portions of flight.  An example case and trade 
studies showed that for a given maximum maneuver force, the variable stability-equipped 
projectile exhibits noticeably less dispersion error than comparable rigid rounds.  Trade 
studies showed that the benefit of the mechanism generally increases with larger mass 
size, although ITM percentages larger than approximately 35% showed negligible 
additional benefit. 
 The final internal translating mass technology considered in this dissertation is the 
sensor suite shock absorber (Chapter 5).  This device utilizes a translating mass 
comprised of the sensitive electronic components within the projectile sensor suite.  The 
ITM is placed in a fluid-filled cavity along the longitudinal axis of the projectile, acting 
as a first-order damper.  While initially the purpose of the shock absorber was to reduce 
the overall magnitude of the acceleration imposed on the sensor suite during launch, 
results showed that significant reductions are not possible using reasonable mass sizes 
and cavity lengths.  However, through use of actual projectile launch acceleration profiles 
it was shown that the shock absorber is highly effective at isolating the electronics 
package from harmful structural high-frequency acceleration loads after launch, even 
using relatively small cavity lengths.  These acceleration oscillations are a limiting factor 
in determining the time after launch that feedback control can be applied since many 
sensor readings prove unreliable in the presence of this vibration.  Therefore, use of the 
proposed shock absorber could potentially allow feedback control to commence earlier in 
flight, leading to a more effective active control system. 
Overall, it was determined that direct ITM control generates limited control 
authority for practical systems that can be used to reduce dispersion error but not 
eliminate it to sensor noise levels.  Likewise, the ITM variable stability mechanism 
provides a limited control authority enhancement to guided projectiles starved of 
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adequate authority, but cannot provide large control performance improvements.  
Therefore, while ITM mechanisms may not be universally applicable to all smart weapon 
systems, they do provide a unique benefit in certain applications.  Examples of potential 
applications include systems in which a reduced-dispersion area fire capability is desired, 
systems that require additional control authority without increasing direct control force, 
and canard-controlled projectiles that would benefit from trajectory corrections during 
initial portions of flight. 
 
7.2  Recommended Future Work 
 The results of this dissertation have established that internal translating mass 
technologies prove useful for certain smart weapons applications, either as a direct 
control mechanism or as an enabling mechanism for other control components.  Many 
opportunities for future work, presented below, could expand upon the findings described 
here and help to transition internal mass technologies to current and future smart weapons 
development programs. 
 A simple extension of the work presented here is an investigation into the use of 
multiple internal masses translating along orthogonal axes.  One limitation of the current 
design of the ITM projectile is that control can only be applied along a single projectile-




 only), and thus the projectile must be in the proper roll 









 axes respectively would allow a control moment to be exerted in 
any desired direction regardless of roll orientation.  Therefore, significant control 
authority increases are likely to be obtained.  In addition, a variable stability mechanism 




, leading to 
further control authority increases.  However, these control authority improvements lead 
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directly to increased power requirements.  Furthermore, a potentially difficult 
consequence of implementing multiple masses is the significantly increased complexity 
of the dynamic equations, already complicated in their current form.  This could be 
mitigated by use of multi-body simulation techniques.[66,67,68]  
 Internal moving mass control of non-rolling projectiles presents another 
opportunity for future research.  While this concept is similar to the work done on 
moving mass control of missiles and reentry vehicles, [15,16] it could differ in its use of 
canards to roll-stabilize a standard fin-stabilized projectile.  In this case, the projectile 
would achieve its nominal spin rate after launch.  Then, when control is activated, fixed-
angle reciprocating canards are extended from the body to roll-stabilize the projectile.  
The body roll angle could be set such that translating mass motion occurs in the desired 
control plane, and a constant ITM offset could be commanded to provide control 
moment.  Such a design would likely yield significantly higher control authority than the 
current design, and would require considerably less power since neither the mass nor the 
canards would need to be oscillated at the projectile roll rate. 
 Another concept for future research takes advantage of the ITM projectile’s 
reliance on drag to create control moment.  A flight control system that could increase 
total aerodynamic drag (by, for instance, extending symmetrical speed brakes from the 
body) during short bursts of ITM control would likely exhibit significantly more control 
authority than the current design.  Naturally, one of the challenges of this control 
technique would be the formulation of an algorithm to determine whether large drag 
increases would contribute error to the trajectory beyond the ITM controller’s ability to 
eliminate it.  
 Model predictive control [64] of the ITM projectile is one of the most exciting 
future research opportunities.  As described in Chapter 6, the current SMC design suffers 
overshoot problems using larger ITM sizes.  This phenomenon is due to large initial 
control authority (leading to large control corrections at the beginning of the trajectory) 
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followed by rapidly diminishing control authority as static stability increases and drag 
force decreases.  The large initial corrections lead to overshoot that cannot be damped as 
control authority is lost.  A model predictive control law would likely prove very 
effective in taking these changes in control authority into account though control 
weightings.  During initial portions flight control weightings could be low, while at the 
end of the trajectory large penalties could be placed on control.  The control law would 
then compute control commands that would not lead to overshoot since control authority 
variations are modeled within the control law itself. 
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APPENDIX A 
FULL EXPRESSIONS FOR ITM-BEAM ROTATIONAL DYNAMICS 
EQUATIONS 
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B  used in equation (3.14) is given by 
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SLIDING MODE CONTROL DERIVATION SUPPLEMENT 
 
 
In order to compute the sliding mode control law developed in Section 6.3, closed-
form expressions for p , q , and r  are needed.  Furthermore, these expressions must be 
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where the ap, aq, ar, bp, bq, and br are functions of state variables and non-control related 
forces and moments only.  In order to obtain these closed-form expressions, it is assumed 
that the control system is derived for the ITM-Beam system (whose equations of motion 
are derived in Chapter 3) and that the controller is provided full state, force, and moment 
feedback.  Reasonable error levels are associated with all of these feedback parameters as 
described in Chapter 6. 
 The ITM-Beam dynamic model computes components of angular acceleration in 
the body-fixed S frame according to 
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cases in this dissertation.  The components of vector B
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contain control moments and those that do not.  First, note from equation (A.1) that B1 
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Note that in equation (B.5) the sum of moments term can be written as 
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Note that the lengthy expression in equation (B.9) is closely related to the expressions for 
B3 and B4 given in equations (A.3) and (A.4).  Using the expanded expressions given in 
equations (B.4), (B.7), and (B.8), equation (B.2) can be separated into control-affine 
structure according to 
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Next, using the reference frame transformation given in equation (B.3) and assuming that 




































ConM  and Z
L
ConM  are control moments about point L about the body y and z axes 
respectively.  Therefore, substitution of equation (B.11) into (B.10) yields 
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Finally, let Q be a 4×4 matrix such that Q = A
-1
 and let vector G
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 is the first vector on the right-hand-side of equation (B.12).  Using this new 
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Using the relations given in (B.13), equation (B.14) can be expanded to produce the 
following control-affine formulas for the angular acceleration components: 
 
 2 22 24Z Y
L L
Con Conp G Q M Q M= − − −  (B.15) 
 1 12 14Z Y
L L
Con Conq G Q M Q M= + +  (B.16) 
 3 32 34Z Y
L L
Con Conr G Q M Q M= + +  (B.17) 
 
where subscripts denote the appropriate component of the vector or matrix.  As a final 
note, it is desired to obtain expressions for the angular acceleration components in terms 
of control forces rather than control moments.  Assume that control force is exerted at 
some point R on the projectile x axis.  Therefore, the distance vector from the hinge point 
to the point of control force application can be written as 
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Therefore, control forces and control moments can be related by 
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F  and Con
Z
F  are the control force components expressed in the body frame in 
the body y and z directions respectively.  Using the force-moment relationship in equation 
(B.19), the final control-affine expression relating angular acceleration components to 
control force components is given by 
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ROTATIONAL SLIDING MODE CONTROL INTERMEDIATE 
EXPRESSIONS 
 
 In development of the rotational sliding mode control law in Section 6.3.1, the 
following intermediate expressions are used in equations (6.17) and (6.18). 
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Note that in equations (C.1) and (C.2), matrix T is the body to inertial reference frame 
transformation given in equation (6.16), vector G

 is described in detail in Appendix B, 








2 L ck x y y= + −  (C.4) 
 




F , and 
z
F  consist of the sum of all non-
control-related external force components expressed in the body frame (i.e., the sum of 
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