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Abstract
We derive analytic expressions of the semiclassical energy levels of Sine–Gordon model in
a strip geometry with Dirichlet boundary condition at both edges. They are obtained by
initially selecting the classical backgrounds relative to the vacuum or to the kink sectors, and
then solving the Schro¨dinger equations (of Lame` type) associated to the stability condition.
Explicit formulas are presented for the classical solutions of both the vacuum and kink states
and for the energy levels at arbitrary values of the size of the system. Their ultraviolet and
infrared limits are also discussed.
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1 Introduction
Since their introduction in the seminal works [1, 2], semiclassical methods have proved to be
efficient tools for analysing non-perturbative effects in a large class of quantum field theories.
Based on this approach, there have been recently new developments concerning form factors at
a finite volume [3], non–integrable models [4] and energy levels of a quantum field theory on
a cylinder geometry [5]. As we show in the following, the analysis done in [5] also admits an
interesting generalization to a quantum field theory defined on a strip of width R, with certain
boundary conditions at its edges. The example discussed here is the Sine–Gordon model, defined
by the Lagrangian
L =
1
2
∂µφ∂
µφ−
m2
β2
(1− cos βφ) , (1.1)
subjected to the Dirichlet boundary conditions (D.b.c.)
φ(0, t) = φ0 +
2pi
β
n0 , φ(R, t) = φR +
2pi
β
nR , ∀t (1.2)
with 0 ≤ φ0,R <
2pi
β
and n0,R ∈ Z. The topological charge of this model is conserved also in the
presence of boundaries and it can be conveniently defined as
Q ≡
β
2pi


R∫
0
∂xφdx − (φR − φ0)

 = nR − n0 . (1.3)
Hence the space of states is split in topological sectors with Q = 0,±1,±2..., and within a given
Q-sector the states are characterized by their energies only.
It is worth mentioning that, in recent years, this problem (and variations thereof) has at-
tracted the attention of several groups: the case of half–plane geometry, for instance, has been
discussed by bootstrap methods in [6, 7, 8] and by semiclassical ones in [9, 10, 11] whereas the
thermodynamics of different cases in a strip geometry has been studied in a series of publications
(see [12–18]).
The semiclassical quantization presented here adds new pieces of information on this subject
and it may be seen as complementary to the aforementioned studies: for the static solutions, it
basically consists of identifying, in the limit β → 0, a proper classical background φcl(x) for the
given sector of the theory in exam, and then expressing the semiclassical energy levels as
E{kn} = Ecl +
∑
n
(
kn +
1
2
)
ωn , kn ∈ N , (1.4)
where Ecl is the classical energy of the solution whereas the frequencies ωn are the eigenvalues
of the so-called “stability equation” [1][
−
d2
dx2
+ V ′′(φcl)
]
ηn(x) = ω
2
n ηn(x) . (1.5)
For the Sine–Gordon model with periodic boundary conditions, alias in a cylinder geometry, this
program has been completed in [5]. Given the similarity of the outcoming formulas with the
1
ones appearing in [5], in the sequel we will often refer to that paper for the main mathematical
definitions as well as for the discussion of some technical details. There is though a conceptual
difference between the periodic example and the one studied here: in the periodic case, in fact,
the vacuum sector is trivial at the semiclassical level (it simply corresponds to the constant
classical solution) and therefore the semiclassical quantization provides non-perturbative results
just starting from the one-kink sector. Contrarily, on the strip with Dirichlet b.c., the vacuum
sector itself is represented by a non-trivial classical solution and its quantization is even slightly
more elaborated than the one of the kink sectors.
2 Static classical solutions
In the static case, the Euler–Lagrange equation of motion associated to (1.1) is equivalent to
the first order differential equation
1
2
(
∂φcl
∂x
)2
=
m2
β2
(1− cos βφcl +A) , (2.1)
which admits three kinds of solution, depending on the sign of the constant A. The simplest
corresponds to A = 0 and it describes the standard kink in infinite volume:
φ0cl(x) =
4
β
arctan em(x−x0) .
In this paper, we will be concerned with the solutions relative to the case A 6= 0, which can be
expressed in terms of Jacobi elliptic functions1 [19]. In particular, for A > 0 we have
φ+cl(x) =
pi
β
+
2
β
am
(
m(x− x0)
k
, k
)
, k2 =
2
2 +A
, (2.2)
which has the monotonic and unbounded behaviour in terms of the real variable u+ = m(x−x0)
k
shown in Fig. 1. For −2 < A < 0, the solution is given instead by
φ−cl(x) =
2
β
arccos [k sn (m(x− x0), k)] , k
2 = 1 +
A
2
, (2.3)
and it oscillates in the real variable u− = m(x − x0) between the k-dependent values φ˜ and
2pi
β
− φ˜ (see Fig. 1).
The SG model with the Dirichlet b.c. (1.2) can be classically described by using the two
building functions φ+cl(x) and φ
−
cl(x), thanks to their free parameters x0 and k, which can be
fixed in terms of φ0, φR and R. However, in order to simplify the notation, in writing down our
1See [5] and references therein for the definitions and the basic properties of complete elliptic integrals K(k)
and E(k), Jacobi and Weierstrass functions. In the following we will also use the incomplete elliptic integrals
F (ϕ, k) =
ϕ∫
0
dα√
1− k2 sin2 α
, E(ϕ, k) =
ϕ∫
0
dα
√
1− k2 sin2 α ,
which reduce to the complete ones at ϕ = pi/2.
2
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Figure 1: Solutions of eq. (2.1), A > 0 (left hand side), −2 < A < 0 (right hand side).
solutions we will rather use R and x0, both considered as functions of φ0, φR and k (as a matter
of fact, k can be recovered by inverting the elliptic integrals which enter the corresponding
expression of R).
As shown below, both types of solutions φ+cl(x) and φ
−
cl(x) are needed, in general, to define
the classical background in the vacuum sector whereas only one of them, φ+cl(x), is employed for
implementing the Dirichlet b.c. in the kink sector.
3 The vacuum sector: Q = 0
To discuss the vacuum sector, it is sufficient to restrict the attention to the case2 n0 = nR = 0,
φ0 < φR and
∣∣∣cos β2φ0∣∣∣ > ∣∣∣cos β2φR∣∣∣. It is also convenient to introduce the compact notation
c 0,R ≡ cos
β
2
φ0,R . (3.1)
In order to write down explicitly the classical background corresponding to the vacuum state
with Dirichlet b.c., it is necessary to introduce preliminarily two particular values R1 and R2 of
the width R of the strip, which mark a change in the nature of the solution. They are given by
mR1 = arctanh (c 0)− arctanh (cR) ,mR2 = K(k˜)− F (arcsin cRk˜ , k˜
)
, k˜ = | c 0| .
With these definitions, the classical vacuum solution, as a function of x ∈ [0, R], has the following
behaviour in the three regimes of R:
φvaccl (x) =


φ
(1)
cl (x) for 0 < R < R1
φ
(2)
cl (x) for R1 < R < R2
φ
(3)
cl (x) for R2 < R <∞
(3.2)
2All other cases can be described in a similar way, defining properly x0 and R, and by using antikinks when
necessary.
3
where
φ
(1)
cl (x) = φ
(+)
cl (x) with


mx0 = −k F
(
β
2 φ0 −
pi
2 , k
)
mR = k
[
F
(
β
2 φR −
pi
2 , k
)
− F
(
β
2 φ0 −
pi
2 , k
)]
0 < k < 1
φ
(2)
cl (x) = φ
(−)
cl (x) with


mx0 = −2K(k) + F
(
arcsin c 0
k
, k
)
mR = F
(
arcsin c 0
k
, k
)
− F
(
arcsin cR
k
, k
)
k˜ < k < 1
φ
(3)
cl (x) = φ
(−)
cl (x) with


mx0 = −F
(
arcsin c 0
k
, k
)
mR = 2K(k)− F
(
arcsin c 0
k
, k
)
− F
(
arcsin cR
k
, k
)
k˜ < k < 1
It is easy to check that at the particular values R1 and R2, the different definitions of the
background nicely coincide. Fig. 2 shows the classical solution at some values of R, one for each
of the three regimes3.
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Figure 2: Classical solution (3.2) at some value of R, in the case βφ0 = 1 and βφR = 2.
The classical energy of the background (3.2) is expressed as
Evaccl (R) =


E
(1)
cl (R) for 0 < R < R1
E
(2)
cl (R) for R1 < R < R2
E
(3)
cl (R) for R2 < R <∞
(3.3)
where
E
(1)
cl (R) =
2m
β2
{(
1−
1
k2
)
mR+
2
k
[
E
(
β
2
φR −
pi
2
, k
)
−E
(
β
2
φ0 −
pi
2
, k
)]}
,
E
(2)
cl (R) =
2m
β2
{
(k2 − 1)mR+ 2
[
E
(
arcsin
c 0
k
, k
)
− E
(
arcsin
cR
k
, k
)]}
,
E
(3)
cl (R) =
2m
β2
{
(k2 − 1)mR+ 2
[
2E(k)− E
(
arcsin
c 0
k
, k
)
− E
(
arcsin
cR
k
, k
)]}
,
3We have chosen for the plot the specific values βφ0 = 1 and βφR = 2, for which mR1 = 0.76 and mR2 = 1.49.
The same values will be considered in all other pictures since their qualitative features do not sensibly depend on
these parameters, except for few particular values of φ0,R discussed separately
4
and it is plotted in Fig. 3. As expected, the quantity (3.3) has a smooth behaviour at R1
and R2, which correspond to the minimum and the point of zero curvature of this function,
respectively. The non monotonic behaviour of the classical energy gives an intuitive motivation
for the classical background being differently defined in the three regimes of R.
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Figure 3: Classical energy (3.3) for βφ0 = 1 and βφR = 2.
Furthermore, the classical energy can be easily expanded in the ultraviolet (UV) or infrared
(IR) limit, i.e. for small or large values of mR, which correspond to k → 0 in the regime
0 < R < R1 or to k → 1 in the regime R2 < R <∞, respectively.
In fact, expanding the elliptic integrals in (3.3) (see [20] for the relative formulas), and
comparing the result order by order with the small-k expansion of mR defined in the first
regime of (3.2)
mR = k
β
2
(φR − φ0)
[
1 +
k2
4
(
1 +
sin βφR − sin βφ0
β(φR − φ0)
)
+ · · ·
]
, (3.4)
one obtains the small-mR behaviour
E
(1)
cl (R) =
1
2R
(φR − φ0)
2 +R
m2
β2
[
1−
sinβφR − sinβφ0
β(φR − φ0)
]
+ · · · . (3.5)
Later we will comment on the meaning of this result in the UV analysis of the ground state
energy. On the other hand, comparing the expansion for k → 1 of E
(3)
cl (R) in the third regime
with
mR = − log
{
1− k2
16
1
tan β4φ0 tan
β
4φR
}
+ · · · , (3.6)
one obtains the large-mR behaviour
E
(3)
cl (R) =
4m
β2
(
2− cos
β
2
φR − cos
β
2
φ0
)
−
32m
β2
tan
β
4
φ0 tan
β
4
φR e
−mR + · · · . (3.7)
The first term of this expression is the classical limit of the boundary energy of the vacuum
sector [12], since it is the term that needs to be subtracted by choosing to normalise the energy
to zero at R→∞.
5
The classical description of the vacuum sector can be completed by mentioning the existence
of two particular cases in which the three different regimes of R are not needed. The first is given
by φ0 = φR, for which the whole range of R is described by φ
(3)
cl (x) in (3.2), sincemR2 = 0 in this
situation. The second case, defined by φ0 arbitrary and φR = 0, can be instead described by the
antikink φ¯
(1)
cl (x) = φ
(1)
cl (−x) alone, since mR1 =∞ for these values of the boundary parameters
(note that x0 and R have to be defined as opposite to the ones in (3.2)). As a consequence, these
two cases display a monotonic behaviour of the classical energy, whose UV and IR asymptotics,
respectively, require a separate derivation, which can be performed by simply adapting the above
procedure.
Finally, it is also worth discussing an interesting feature which emerges in the IR limit of the
classical solution (3.2). As it can be seen from Fig. 2, by increasing R the static background is
more and more localised closely to the constant value φ(x) ≡ 0 and this guarantees the finiteness
of the classical energy in the R→∞ limit, given by the first term in (3.7)4. However, if the IR
limit is performed directly on the classical solution, we obtain one of the static backgrounds5
studied in [11]
φ
(3)
cl (x) −→
R→∞
2
β
arccos [ tanh m(x− x∞0 )] , with x
∞
0 = −arctanh(c0) .
The last expression tends to zero as x → ∞ and consequently has classical energy Ecl =
4m
β2
(
1− cos β2φ0
)
. This phenomenon can be easily understood by noting that the minimum
of φ
(3)
cl (x) (which goes to zero in the IR limit), is placed at mx¯ = mx0 +K(k) (see Fig. 1) and
this point tends itself to infinity as k → 1. Hence, the information about the specific value of
φR is lost when R→∞, i.e. only the states with φR = 0 survive in the IR limit.
4 Semiclassical quantization on the strip
We will now perform the semiclassical quantization in the vacuum sector, around the background
(3.2). Depending on the value of mR, the stability equation (1.5) takes the form{
d2
dx¯2
+ k2
(
ω¯2 + 1
)
− 2k2 sn2(x¯− x¯0, k)
}
η
(1)
ω¯ (x¯) = 0 , with x¯ =
mx
k
, ω¯ =
ω
m
, (4.1)
when 0 < R < R1, and{
d2
dx¯2
+ ω¯2 + 1− 2k2 sn2(x¯− x¯0, k)
}
η
(2,3)
ω¯ (x¯) = 0 , with x¯ = mx , ω¯ =
ω
m
, (4.2)
when R1 < R < R2 and R2 < R <∞.
Equations (4.1) and (4.2) can be cast in the Lame´ form with N = 1, which has been fully
discussed in [5]. The only differences with the periodic case are the presence of a non-trivial
center of mass x0 and the larger number of parameters entering the expression of the size R of the
4When |c0| < |cR|, the same qualitative phenomenon occurs, but the constant value is φ(x) ≡
2pi
β
in this case.
5Obviously, the same function is obtained as lim
R→∞
φ¯
(1)
cl (x), in the case φR = 0 mentioned above.
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system: these make more complicated the so–called “quantization condition” that determines
the discrete eigenvalues, although they do not alter the general procedure to derive it.
The boundary conditions (1.2), which translate in the requirement
ηω¯(0) = ηω¯(R) = 0 , (4.3)
select in this case the following eigenvalues, all with multiplicity one,
ωvacn (R) =


ω
(1)
n (R) for 0 < R < R1
ω
(2)
n (R) for R1 < R < R2
ω
(3)
n (R) for R2 < R <∞
, (4.4)
where
ω
(1)
n (R) =
m
k
√
2− k2
3
− P(iyn) ,
ω
(2,3)
n (R) = m
√
2k2 − 1
3
− P(iyn) ,
and the yn’s are defined through the “quantization condition”
2R¯ i ζ(iyn) + i log
[
σ(−x¯0 + iK
′ + iyn)σ(R¯ − x¯0 + iK
′ − iyn)
σ(−x¯0 + iK
′ − iyn)σ(R¯ − x¯0 + iK
′ + iyn)
]
= 2npi , n = 1, 2, ... (4.5)
This equation comes from the consistency condition associated to the boundary values
D+ ηa(0) +D− η−a(0) = 0 ,D+ ηa(R) +D− η−a(R) = 0 ,
where η±a are the two linearly independent solutions of the Lame´ equation which are used to
build the general solution η(x) = D+ ηa(x) +D− η−a(x) (see [5] and [21] for details).
As it can be seen directly from (1.4), the frequencies (4.4) are nothing else but the energies
of the excited states with respect to the ground state Evac0 (R). They can be easily determined
from the above equations and their behaviour, as functions of R, is shown in Fig. 4.
As in the periodic case [5], a more explicit expression for the energy levels (4.4) can be
obtained by expanding them for small or large values of mR. The UV expansion, for instance,
can be performed extracting from (4.5) a small-k expansion for yn, inserting it in (4.4), and
finally comparing the result order by order with (3.4). Exploiting the several properties of
Weierstrass functions which follow from their relation with θ–functions (see for instance [21]),
one gets
yn = arctanh
f
2npi
+
k2
4
{
arctanh
f
2npi
+ s
2npi(4n2pi2 − 3f2)
(4n2pi2 − f2)2
}
+ · · · ,
and
ω(1)n =
m
k
2npi
f
{
1−
k2
4
[
1 +
s
f
−
2fs
4n2pi2 − f2
]
+ · · ·
}
,
7
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Figure 4: The first few energy levels (4.4) for βφ0 = 1 and βφR = 2.
where we have introduced the compact notation f ≡ β(φR − φ0), s ≡ (sin βφR − sinβφ0). This
leads to the UV expansion
ω(1)n (R) =
npi
R
+m2R
s
f
2npi
4n2pi2 − f2
+ · · · (4.6)
In order to complete the above analysis and obtain the reference value of the energy levels,
i.e. the ground state energy Evac0 (R) of the vacuum sector, we need the classical energy (3.3)
and the sum on the stability frequencies given in (4.4), i.e.
Evac0 (R) = E
vac
cl (R) +
1
2
∞∑
n=1
ωvacn (R) . (4.7)
The above series is divergent and its regularization has to be performed by subtracting to it a
mass counterterm and the divergent term coming from the infinite volume limit – a procedure
that is conceptually analogous to the one discussed in [5] for the periodic case and therefore it is
not repeated here. Furthermore, as already mentioned, equation (4.7) can be made more explicit
by expanding it for small or large values of mR. Here, for simplicity, we limit ourselves to the
discussion of the leading 1/R term in the UV expansion since it does not receive contributions
from the counterterm and therefore it can be simply regularised by using the Riemann ζ–function
prescription (see [5] for a detailed discussion). The higher terms, instead, require a technically
more complicated regularization, although equivalent to the one presented in [5].
The UV behaviour of the ground state energy is dominated by
Evac0 (R) =
pi
R
[
1
2pi
(φR − φ0)
2 −
1
24
]
+ · · · (4.8)
where the coefficient −1/24 comes from the regularization of the leading term in the series of
frequencies (4.6), while the first term simply comes from the expansion of the classical energy
(3.5). It is easy to see that the above expression correctly reproduces the expected ground state
8
energy for the gaussian Conformal Field Theory (CFT) on a strip of width R with Dirichlet
boundary conditions [22, 23].
Finally, it is simple to check that also the excited energy levels display the correct UV
behaviour, being expressed as
Evac{kn}(R) =
pi
R
[
1
2pi
(φR − φ0)
2 +
∑
n
kn n−
1
24
]
+ · · · (4.9)
5 The kink sector: Q = 1
In discussing the kink sector we can restrict to n0 = 0 , nR = 1, since all other cases, as well
as the antikink sector with Q = −1, are described by straightforward generalizations of the
following formulas.
The classical solution can be now expressed only in terms of the function φ
(+)
cl (x) as
φkinkcl (x) = φ
(+)
cl (x) with


mx0 = −k F
(
β
2φ0 −
pi
2 , k
)
mR = k
[
2K(k) + F
(
β
2φR −
pi
2 , k
)
− F
(
β
2φ0 −
pi
2 , k
)]
0 < k < 1
,
(5.1)
since in this case the whole range 0 < mR < ∞ is spanned by varying k in [0, 1]. This can be
intuitively understood by looking at the behaviour of (5.1) in Fig. 5.
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Figure 5: Classical solution (5.1) at some values of R, in the case βφ0 = 1 and βφR = 2.
As a consequence, the classical energy and the stability frequencies of this sector can be
obtained from E
(1)
cl and ω
(1)
n of the vacuum (given respectively in eq. (3.3) and (4.4)), by simply
replacing φR → φR+
2pi
β
. The leading UV behaviour of the energy levels in this sector, given by
Ekink{kn}(R) =
pi
R
[
1
2pi
(
(φR − φ0) +
2pi
β
Q
)2
+
∑
n
kn n−
1
24
]
+ · · · (5.2)
with Q = 1, correctly matches the CFT prediction.
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The only result which cannot be directly extracted from the vacuum sector analysis is the
IR asymptotic behaviour of the classical energy, since now the k → 1 limit has to be performed
on E
(1)
cl . We have in this case
mR = − log
{
1− k2
16
tan β4φ0
tan β4φR
}
+ · · · , (5.3)
which leads to
E
(1)
cl (R) =
4m
β2
(
2− cos
β
2
φR + cos
β
2
φ0
)
+
32m
β2
tan β4φR
tan β4φ0
e−mR + · · · . (5.4)
Analogously to the vacuum sector, the first term of this expression is related to the classical
limit of the boundary energy in the one–kink sector. Notice that, differently from the vacuum
case, where the asymptotic IR value of the classical energy was approached from below (see
(3.7)), the coefficient of the exponential correction has now positive sign, in agreement with the
monotonic behaviour of the classical energy shown in Fig. 6.
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Figure 6: Classical energy in the Q = 1 kink sector for βφ0 = 1 and βφR = 2.
When R→∞, a mechanism analogous to the one discussed for the vacuum also takes place
here: the classical energy is finite for any value of φR, but since φ
kink
cl (x) assumes the value
2pi
β
at mx¯ = mx0+kK(k) (see Fig. 1), a point which tends to infinity as k → 1, only the states with
φR = 0 survive in this limit.
It is worth noticing that φ
(+)
cl (x) can be also used to satisfy, at finite values of R, Dirichlet
b.c. in sectors with arbitrary topological charge (see Fig. 7), giving rise to the correct UV
behaviour (5.2) with Q = nR −n0. However, since φ
(+)
cl (x) always assumes the value
2pi
β
(n0+1)
at mx¯ = mx0 + kK(k), which is once again the point going to infinity when k → 1, in the
IR limit it can only correspond to Q = 1. This result seems natural though, since in infinite
volume, static classical solutions can only describe those sectors of the theory with Q = 0,±1,
while time–dependent ones are needed for higher values of Q. Hence, in the topological sectors
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with |Q| > 1 the space of states will contain, at classical level, the time–dependent backgrounds,
defined for any value of R (which are not discussed here), plus the static ones of the form φ
(+)
cl (x),
which however disappear from the spectrum as R→∞.
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Figure 7: Classical solution in the Q = 3 sector (n0 = 0, nR = 3) at some values of R, in the
case βφ0 = 1 and βφR = 2.
6 Conclusions
In this paper we have presented the semiclassical energy levels of a quantum field theory on a strip
geometry. Our analysis builds on and extends the semiclassical quantization of a field theory on
a finite geometry introduced in [5]. The example discussed here is the Sine–Gordon model with
Dirichlet boundary conditions at both edges of the strip. The semiclassical approach provides
analytic and non–perturbative expressions for the energy levels, valid for arbitrary values of the
size R of the system, which permit to link the IR data on the half-line with the UV conformal
data of boundary CFT at c = 1.
In comparison with a cylinder geometry, an interesting new feature of the quantum field the-
ory defined on a strip consists in a non–trivial (and non–perturbative) semiclassical description
of its vacuum sector. Therefore, we have discussed in detail the classical solutions and energy
levels in the Q = 0 case, together with the Q = 1 that can also be described by static back-
grounds. It should be mentioned, however, that the semiclassical methods [1] are not restricted
to static backgrounds only. As in infinite volume, a complete description of the theory in all
sectors requires also the study of non–perturbative time–dependent solutions.
Finally, it is worth noticing that the method used here has natural and direct extension to
other quantum field theories with various kinds of boundary conditions.
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