We prove a new extremal inequality, motivated by the vector Gaussian broadcast channel problem. As a corollary, this inequality yields a generalization of the classical vector entropy-power inequality (EPI). As another corollary, this inequality sheds insight into maximizing the differential entropy of the sum of two jointly distributed random variables.
Introduction
Like many other important results in information theory, the classical entropy-power inequality (EPI) was discovered by Shannon [1] (even though the first rigorous proof was established by Stam [2] and was later simplified by Blachman [3] ). In [1, p. 641 ], Shannon used the classical EPI to prove a lower bound on the capacity of additive noise channels with arbitrary noise distribution. While the first application was on a point-to-point scenario, the real utility of EPI showed up much later in the multiterminal source/channel coding problems where the tension among users of different interests cannot be resolved by Fano's inequality alone.
The most celebrated examples include Bergman's solution to the scalar Gaussian broadcast channel problem [4] , Oohama's solution to the quadratic scalar Gaussian CEO problem [5] , and Ozarow's solution to the scalar Gaussian two-description problem [6] .
Denote the set of real numbers by R. Let X and Z be two independent random vectors with densities in R n . The classical EPI can be stated as: 
where h(·) denotes the differential entropy of the corresponding random vector, and the equality holds if and only if X and Z are Gaussian with proportional covariance matrices.
Fix Z to be Gaussian with covariance matrix K Z and assume that K Z is strictly positive definite. Consider the optimization problem:
where µ is a real number greater than one, and the maximization is over all random vectors X independent of Z. The classical vector EPI can be used to show that the solution to the optimization problem (2) is a vector Gaussian X * G with a covariance matrix proportional to K Z . This can be done as follows:
h(X) − µh(X + Z) ≤ h(X) − µn 2 log e e 2h(X)/n + e 
where h(X * G ) = h(Z) − (n/2) log e (µ − 1), (3) follows from the classical vector EPI, and (4) follows from the fact that for µ > 1 f (t) = t − µn 2 log e e 2t/n + e
is concave in R with a global maxima at t = a − (n/2) log e (µ − 1).
Checking the equality conditions of (3) and (4), we conclude that the optimization problem (2) has a Gaussian optimal solution X * G with a covariance matrix proportional to K Z .
Note that in solving the optimization problem (2) , the use of the classical vector EPI not only forces the optimal solution to be Gaussian but also imposes a certain covariance structure on the Gaussian optimal solution. A natural question to ask is what happens if there exists an extra covariance constraint on X such that the original optimal solution is no longer admissible. In that case, the classical vector EPI may still be used as in (3) ; however, the equality may no longer be achieved because the new optimal solution may no longer have the required proportionality. Particularly, one would be interested in finding out whether, under the additional covariance constraint, the optimization problem (2) still has a Gaussian optimal solution.
One particular type of covariance constraint is the following power-covariance type constraint:
Cov(X) S
where Cov(X) denotes the covariance matrix of X, " " represents "less or equal than" in the positive semidefinite partial ordering of real symmetric matrices, and S is an arbitrary positive semidefinite matrix. The reason for considering such power-covariance type of constraint is largely due to its generality: it subsumes many other covariance constraints including the trace constraint.
The focus of the paper is the following slightly more general optimization problem:
where Z 1 and Z 2 are Gaussian vectors with strictly positive definite covariance matrices K Z 1 and K Z 2 , respectively, µ is a real number, S is an arbitrary positive semidefinite matrix, and the maximization is over all random vectors X independent of Z 1 and Z 2 . As we shall see, such an optimization problem appears naturally when one is to seek the tightest Marton type outer bound for the capacity region of the vector Gaussian broadcast channel. The main result of this paper is summarized in the following theorem.
Theorem 1
The optimization problem (8) has a Gaussian optimal solution for all µ ≥ 1.
The rest of the paper is organized as follows. In Section 2, we point out a connection between the optimization problem (8) and the vector Gaussian broadcast channel problem; such a connection is the main motivation of this paper. The proof of the main result is in Section 3. We shall give two proofs: a basic proof using the classical vector EPI, and a strengthened proof using the more traditional perturbation approach. Some implications of the main result are discussed in Section 4. Finally in Section 5, we give some concluding remarks.
Motivation from the Vector Gaussian Broadcast Channel Problem
Consider the following two-user discrete-time memoryless vector Gaussian broadcast channel:
where X is the channel input subject to the constraint
and Z 1 , Z 2 are additive Gaussian noise with strictly positive definite covariance matrices. In [7] , this channel is called additive multiple-input-multiple-output broadcast channel and is shown to be the key for solving the general vector Gaussian broadcast channel problem.
Let U be the message intended for User 2. Assume that User 1 knows U while decoding his own message. The Marton region in this setup can be written as:
where I(·; ·) denotes the mutual information between the corresponding random vectors. Clearly, the Marton region is an outer bound for the capacity region of the vector Gaussian broadcast channel (9) . However, if X and U are jointly Gaussian, it coincides with the Costa region, which is an achievable region. Therefore, if we can show that the largest Marton region is given by a jointly Gaussian (X, U), we will have a full characterization for the capacity region of the vector Gaussian broadcast channel (9) .
To that end, we consider maximizing the weighted sum rate
We focus on µ ≥ 1 because the other Marton region (obtained by assuming User 2 knows the message intended for User 1 while decoding his own message) is strictly inferior for this range of µ. Under the constraint (10), h(Y 2 ) is maximized when X is Gaussian with zero mean and covariance matrix S. Therefore, we may consider maximizing h(Y 2 ) and
separately. Since Z 1 , Z 2 are independent of U, the second optimization problem is nothing but an average version of (8) where the averaging is over U. Because of our separatemaximization strategy, Theorem 1 is potentially stronger than the broadcast channel result.
Note that Theorem 1 alone is not enough to prove the desired broadcast channel result. To complete the proof along the line, we need to show that the value of the optimization problem (8) is a concave function of the parameter S in the constraint. Unfortunately, so far we have not been able to prove (or disapprove) this result.
Proof of the Main Result
We now prove Theorem 1, the main result of the paper. Our main tool is the classical vector EPI; this is barely surprising considering that the objective function of the optimization problem (8) involves the entropy of the sum of two independent random vectors. However, based on the discussion in Section 1, a direct use of the classical vector EPI might be loose here because the covariance matrix of the optimal solution may not have the required proportionality.
To resolve this issue, we need to borrow an interesting technique called enhancing from Weingarten, Steinberg and Shamai [7] , where it was key to their proof of the converse coding theorem for the vector Gaussian broadcast channel problem. To lift the inequality out of the broadcast channel problem context, we need the worst additive noise lemma independently proved by Ihara [10] and by Diggavi and Cover [11] . The details of the proof are deferred to Appendix A.
An Isoperimetric View
From the optimization standpoint, the power of the classical EPI roots in its ability to find global optima in nonconvex programs such as (2) . One thus can imagine that the proof of the classical EPI cannot be accomplished by any local optimization technique. In their classical proof, Stam [2] and Blachman [3] used a perturbation technique, which amounts to find a monotone path from any distributions of the participating random vectors to the optimal distributions for which the classical EPI holds with equality. The monotonicity guarantees that any distributions along the path satisfy the desired inequality, so do the ones to begin with. A different perturbation was later given by Dembo, Cover and Thomas [8] ; the main idea, however, is the same as that of Stam and Blachman's.
Proving monotonicity needs isoperimetric inequalities and, in case of the classical EPI, the classical Fisher information inequality (FII) [8, Theorem 13] . Fisher information is an important quantity in estimation theory. An interesting estimation theoretic proof of the classical FII was given by Zamir [12] . This connection between the classical EPI and FII is usually thought of as the estimation view of the classical EPI.
We may use the perturbation idea to give a stronger proof to Theorem 1. In particular, we may construct a monotone path using the "covariance-preserving" transformation, which was previously used by Dembo, Cover and Thomas [8] in their perturbation proof of the classical EPI. To prove the monotonicity, we need the following monotonicity result of Fisher information, as an addition to the classical FII. 
for any positive definite matrices A and A satisfying:
and any random vector X with covariance matrix K X and independent of Z and Z. In particular, we have
Remark. Lemma 2 can be understood through the following consequence of the Cramér-Rao inequality [8, Theorem 20] :
where n is the dimension of X, and the equality holds if and only if X is Gaussian. This inequality suggests that we may use Tr(K X J(X)) as a measure of the Gaussianity of X: The smaller Tr(K X J(X)) is, the more Gaussian X is. Lemma 2 provides a proper justification for such intuition by proving the monotonicity of Tr((K X + K Z )J(X + Z)) with respect to the Gaussian component Z.
For the scalar case with n = 1, Lemma 2 can be proved by combining the classical FII and the Cramér-Rao inequality; for the general vector case, however, we cannot quite do that. Instead, we resort to a method that relies on several important properties of score function. Some preliminaries on Fisher information and score function, as well as the proof of Lemma 2, will be presented in Appendix B.
The details of the perturbation proof are deferred to Appendix C.
Implications of the Main Result
In this section, we consider two special cases of the general optimization problem (8) namely, the degraded case and the extremely-skewed case. By considering the degraded case, we shall prove a generalization of the classical vector EPI; by considering the extremely-skewed case, we shall establish a connection between our main result and the classical result of Cover and Zhang [9] on the maximum differential entropy of the sum of two jointly distributed random variables.
A Generalization of the Classical Vector EPI
In the degraded case, we have either
We may write Z 2 = Z 1 + Z where Z is a Gaussian vector independent of Z 1 . We have the following corollaries.
Corollary 3 Let Z 1 and Z be two independent Gaussian vectors with covariance matrices
where S is an arbitrary semidefinite matrix, and the maximization is over all random vectors X independent of Z 1 and Z has a Gaussian optimal solution for all µ ∈ R.
Proof: For µ ≥ 1, the corollary follows directly from Theorem 1 by letting
The corollary is also true for µ ≤ 0, because h(X + Z 1 ) and h(X + Z 1 + Z) are simultaneously maximized when X is Gaussian with covariance matrix S. This leaves us the only case with µ ∈ (0, 1).
Note that the objective function of the optimization problem (18) can be written as:
It is known that h(X + Z 1 ) is maximized when X is Gaussian with full covariance matrix S. By the worst additive noise result of Lemma 8,
is also maximized when X is Gaussian. Within the Gaussian class, it is clear that a vector Gaussian X with full covariance matrix S minimizes I(Z; Z + X + Z 1 ) and hence maximizes h(
For µ ∈ (0, 1), both µ and 1 − µ are positive. We may conclude that (19) is maximized when X is Gaussian with covariance matrix S. This completes the proof of Corollary 3.
Corollary 4 Let Z be a Gaussian vector with covariance matrix K Z . Assume that K Z is strictly positive definite. The optimization problem
where S is an arbitrary semidefinite matrix, and the maximization is over all random vectors X independent of Z has a Gaussian optimal solution for all µ ∈ R.
Remark. Note that the optimization problem (20) is a constrained version of (2). Recall from Section 1 that the optimization problem (2) can be solved by the classical EPI. Conversely, we may also deduce a special case of the classical EPI (where one of the participating random vector is fixed to be Gaussian) from the fact that the optimization problem (2) has a Gaussian optimal solution. This can be done as follows: for any random vector X independent of Z, we may choose
where X * G is the optimal Gaussian solution of the optimization problem (2) . By the fact that X * G is also the optimal solution of the optimization problem (2), we
for any random vector X independent of Z and satisfying h(X) = h(X * G ), which is precisely the Costa-Cover form of the classical EPI [8, Theorem 6] . In this sense, Corollary 4 can be thought of as a generalization of (a special case of) the classical vector EPI.
For technical reasons, Corollary 4 cannot be proved by letting the covariance matrix of Z 1 in Corollary 3 vanish. Instead, it has to be proved similarly to that for Theorem 1; the details of the proofs (the basic one and the perturbation one) are omitted from the paper due their similarities to those of Theorem 1.
We now turn to the other degraded case with K Z 1 K Z 2 . We may write Z 1 = Z 2 + Z where Z is a Gaussian vector with covariance matrix K Z and independent of Z 2 . Consider the optimization problem:
where S is an arbitrary positive semidefinite matrix, and the maximization is over all random vectors X independent of Z 2 and Z. Theorem 1 asserts that the optimization problem (21) has a Gaussian optimal solution for all µ ≥ 1. Clearly, this is also true for µ ≤ 0. However, as we shall see next, this is generally not true for µ ∈ (0, 1).
Assume that K * X is strictly positive definite and strictly less than S. Denote by X * G the optimal Gaussian solution to the optimization problem (21). Under the assumption, we can verify that the covariance matrix of X * G must be equal to K * X . Let X be a non-Gaussian random vector satisfying h(X + Z 2 ) = h(X * G + Z 2 ) and Cov(X) S. Such X exists because by the assumption, the covariance matrix of X * G is strictly between 0 and S. Since X is non-Gaussian, by the classical EPI, we have h(X + Z 2 + Z) > h(X * G + Z 2 + Z) with the inequality being strict. We thus conclude that at least for this case, the optimal Gaussian solution X * G cannot be an optimal solution of the optimization problem (21).
The Maximum Differential Entropy of the Sum of Two Jointly Distributed Random Variables
Assume that Z 1 and Z 2 are in R 2 . The eigenvalue decompositions of K Z 1 and K Z 2 can be written as:
where V 1 , V 2 are 2 × 2 orthonormal matrices and 
where S is an arbitrary 2 × 2 semidefinite matrix, and the maximization is over all random vectors X in R 2 independent of Z has a Gaussian optimal solution for all µ ≥ 1.
The proof is deferred to Appendix E. Next, we use Corollary 5 to solve an optimization problem that involves maximizing the differential entropy of the sum of two jointly distributed variables. To put in perspective, let us first consider the following optimization problem:
where a 1 , a 2 are two arbitrary nonnegative real numbers, Var(·) denotes the variance of the corresponding random variable, and the maximization is over all jointly distributed random variables (X 1 , X 2 ). Clearly, given the problem setup, h(X 1 + X 2 ) is maximized when X 1 and X 2 are jointly Gaussian with variance a 1 and a 2 , respectively and are aligned, i.e.,
Substituting the variance constraints in the optimization problem (25) by entropy constraints, we have the following new optimization problem:
where a 1 , a 2 are two arbitrary real numbers, and the maximization is over all jointly distributed random variables (X 1 , X 2 ). Quite different from (25), the optimization problem (26) does not always have a Gaussian optimal solution.
Consider the special case with a 1 = a 2 . Denote by (X * 1G , X * 2G ) the optimal Gaussian solution of the optimization problem (26). We can verify that (X * 1G , X * 2G ) must satisfy X * 1G = X * 2G almost surely. That is, X * 1G and X * 2G must be aligned and have the same marginal distribution. Consider all jointly distributed (X 1 , X 2 ) where X 1 and X 2 have the same marginal density function f such that: 1) h(X 1 ) = h(X * 1G ); 2) f is not log-concave. By the result of Cover and Zhang [9] , among all (X 1 , X 2 ) satisfying the above two conditions, there exists at least one that satisfies:
where the inequality is strict. We thus conclude that at least for this case, the optimization problem (26) does not have a Gaussian optimal solution.
Somewhat between the optimization problems (25) and (26) lies the following optimization problem:
where a 1 , a 2 are two arbitrary real numbers with a 1 ≥ 0, and the maximization is over all jointly distributed random variables (X 1 , X 2 ). To our best knowledge, whether this problem has a Gaussian optimal solution remains an open problem. However, we may use Corollary 5 to prove the following result along the line; the proof is in Appendix F.
Corollary 6 Let Z be a Gaussian variable with strictly positive covariance. The optimization problem
where the maximization is over all jointly distributed random variables (X 1 , X 2 ) independent of Z has a Gaussian optimal solution for all a 1 ≥ 0 and all h(Z) ≤ a 2 ≤ a * 2 where
Concluding Remarks
Information theoretic inequalities are important in proving the converse coding theorems for multiterminal source/channel coding problems. Motivated by the vector Gaussian broadcast channel problem, we proved a new extremal inequality regarding to the differential entropy of random vectors. As a corollary, this inequality yields a generalization of the classical vector EPI. As another corollary, this inequality sheds insight into maximizing the differential entropy of the sum of two jointly distributed random variables.
In this paper, we gave two proofs to the main result: one uses the enhancing idea of Weigarten, Steinberg and Shamai [7] , and the other follows from the more traditional perturbation approach for proving EPI type of results. The perturbation proof relies on a crucial lemma on the monotonicity of Fisher information with regard to the Gaussian component of the involving random vector.
Finally, we would like to comment on the worst additive noise lemma (Lemma 8). What is surprising about this lemma is that even though it involves optimizing the entropy of the sum of two independent random vectors, the proof does not require EPI (but is only through a much less involved argument). In fact, except for the special case where K X is proportional to K Z , the worst additive noise lemma cannot be proved by directly using the classical EPI. In literature, there seems to have some confusion between the classical vector EPI and the worst additive noise lemma, in that some applications of the classical vector EPI can actually be replaced by the relatively weaker worst additive noise lemma. Realizing the difference between these two results may help to generalize some of the existing results to the vector case without having to strengthen the classical vector EPI. See [13] for an example on how to use this observation to generalize Ozarow's solution of the scalar Gaussian two-description problem [6] to the vector case.
A A Basic Proof of Theorem 1
To simplify the notation, let us denote the optimization problem (8) by P and the optimal value of P by (P ). To show that P has a Gaussian optimal solution, it is sufficient to show that (P) = (P G ) where P G is the Gaussian version of P by restricting the solution space within Gaussian distributions. Since restricting the solution space can only decrease the value of a maximization problem, we readily have (P ) ≥ (P G ).
To prove the reverse inequality (P ) ≤ (P G ), we shall consider an auxiliary optimization problem P and its Gaussian version P G . Specifically, if we can find an optimization problem
we will have (P ) ≤ (P G ), and the desired result (P ) = (P G ) will follow.
Let X * G be an optimal solution of P G and let K * X be the covariance matrix of X * G . Then K * X is an optimal solution to the conic program:
where the maximization is over all real symmetric matrices K X satisfying the constraints. As shown in [7] , K * X must satisfy the following KKT-like necessary conditions:
where M 1 , M 2 0 are Lagrange multipliers corresponding to the constraints K X 0 and K X S, respectively. Let K Z 1 and K Z 2 be two real symmetric matrices satisfying:
We have the following lemma, which was proved in [7] .
Let Z 1 and Z 2 be two Gaussian vectors with covariance matrix K Z 1 and K Z 2 , respectively. By Lemma 7, both K Z 1 and K Z 2 are positive semidefinite and hence both may serve as covariance matrices of random vectors. We now define the auxiliary optimization problem P as:
where the constant c is defined as
X S is Gaussian vector with covariance matrix S and independent of Z 2 and Z 2 , and the maximization is over all random vectors X independent of Z 1 and Z 2 . 1 Next, we show that the auxiliary optimization problem P so defined satisfies the desired chain of relationships (31).
Step 1: Proving (P ) ≤ ( P ). Since the optimization problems P and P have the same solution space, to show (P ) ≤ ( P ), it is sufficient to show that, for each admissible solution, the value of the objective function of P is less or equal than that of P .
The difference between the objective functions of P and P can be written as:
By Lemma 7, we have K Z i K Z i for i = 1, 2. Therefore, we may write Z i = Z i + Z i where Z i is a Gaussian vector independent of Z i . We thus have
= I(X;
where the inequality is due to the Markov chain
To bound from below the right-hand side of (45), we need the following worst additive noise lemma of Ihara [10] and Diggavi and Cover [11] .
Lemma 8 Let Z be a Gaussian vector with covariance matrix K Z and let K X be a positive semidefinite matrix. The optimization problem
where the maximization is over all random vectors X independent of Z has a Gaussian optimal solution, no matter K X and K Z are proportional or not.
Remark. Note that the objective function of the optimization problem (46) is equal to −I(Z; Z + X). Consider Z as the channel input and Z + X the channel output. Lemma 8 simply states that given a Gaussian input, the Gaussian additive noise channel is a worst one among all additive noise channels with a fixed noise covariance matrix.
Let X G be a Gaussian vector with the same covariance matrix as that of X and independent of Z 2 and Z 2 . By Lemma 8, we have
Since X G is Gaussian with covariance matrix Cov(X G ) = Cov(X) S = Cov(X S ), we may write X S = X G + X G where X G is a Gaussian vector independent of X G . We have
where the inequality follows from the Markov chain
Putting (47) and (49) together, we obtain from (45)
Substituting (43) and (50) into (40), we conclude that (P ) ≤ ( P ) for all µ ≥ 1.
Step 2: Proving ( P ) = ( P G ). To show that ( P ) = ( P G ), it is sufficient to show that X * G , the optimal solution of P G characterized in Step 1, is also an optimal solution of P . Since X * G is by construction Gaussian, this will lead to the conclusion ( P ) = ( P G ).
Let us first assume µ > 1. By Lemma 7, we have K Z 2 K Z 1 . Therefore, we may write Z 2 = Z 1 + Z where Z is a Gaussian vector with covariance matrix K Z = K Z 2 − K Z 1 and independent of Z 1 . It follows that for any random vector X,
where (52) follows from the classical vector EPI, and (53) follows from the fact that for µ > 1, the function f defined in (5) has a global maxima at (6).
Next, we verify that the upper bound on the right-hand side of (54) can be achieved by X * G . Substituting (36) and (37) into the KKT-like condition (33), we obtain
We have
and hence
(57) This gives
Substituting (58) into the right-hand side of (54), we obtain
We thus conclude that X * G is a Gaussian optimal solution of P for all µ > 1.
For µ = 1, by (55) we have
Therefore in this case, the objective function of P is a constant and X * G is a trivial Gaussian optimal solution.
Step 3: Proving ( P G ) = (P G ). Since X * G is an optimal solution of both P G and P G , to show ( P G ) = (P G ), we only need to compare the objective functions of P G and P G evaluated at X * G . The following lemma, proved in [7] , shows that the objective functions of P G and P G take equal values at X * G and thus proves the desired result ( P G ) = (P G ).
Lemma 9 For
, defined through (33) to (37) and µ ≥ 1, we have
Combining Steps 1-3, we conclude that the optimization problem (8) has a Gaussian optimal solution for all µ ≥ 1. This completes a basic proof of Theorem 1 using the classical vector EPI.
Remark. It should be clear why we need the auxiliary optimization problem P : To directly apply the classical vector EPI to solve the optimization problem P , we need K * X + K Z 1 and K * X + K Z 2 to be proportional. However, a quick look at the KKT-like conditions (33) reveals that to guarantee the required proportionality, we need both Lagrange multipliers M 1 and M 2 to be zero. Thus, the purpose of enhancing is to absorb the possibly nonzero Lagrange multipliers M 1 , M 2 into the covariance matrices of Z 1 and Z 2 , respectively, creating a new optimization problem that can be directly solved by the classical vector EPI. The choice of the constant c in P was motivated by the vector Gaussian broadcast channel problem.
B Proof of Lemma 2
We first give some preliminaries on Fisher information and score function. The material can be found, for example, in [14, Ch. 3.2] .
Definition 10 For a random vector U with a differentiable density function f U in R n , the Fisher information matrix J(·) is defined as
where the vector-valued score function
The following results on score function and Fisher information are known.
Lemma 11
The following statements on score function are true.
(Gaussian Distribution) If U is a Gaussian vector with zero mean and positive definite covariance matrix
K U , then ρ U (u) = −K −1 U u.(64)
(Stein Identity) For any smooth scalar-valued function f well behaved at infinity, we have
In particular, we have
where I is the identity matrix.
(Behavior on Convolution) If U, V are two independent random vectors and W
Lemma 12 The following statements on Fisher information are true.
(Cramér-Rao Inequality) For any random vector U with covariance matrix
with equality if and only if U is Gaussian.
(FII)
For any two independent random vectors U, V and any 0 ≤ λ ≤ 1, we have
We now give the proof of Lemma 2. Denote by ρ X+Z (·) and ρ X+ Z (·) the score functions for X + Z and X + Z, respectively and let
For any matrix B, we have
To expand the left-hand side of (72), we need to first calculate the correlations among random vectors ρ X+Z (X + Z), ρ X+ Z (X + Z), X + Z and X + Z.
First, by the definition of Fisher information matrix and the Stein identity, we have
Second, by the assumption K Z K Z , we may write Z = Z + Z where Z is a Gaussian vector with covariance matrix K Z and independent of Z and X. By the convolution behavior of score function, we have
Third, we have
where the last inequality follows from (74). Assume that K Z is strictly positive definite. We have
because Z is Gaussian and, without loss of generality, can be assumed to have zero mean. It is then followed by
Note that even though in the above derivation we have assumed that K Z is strictly positive definite, we may verify (by using the definition of score function) that (87) holds for all positive semidefinite K Z . Substituting (87) into (81), we obtain
Finally, we have
because Z is independent of both X and Z.
Substituting (73), (74), (79), (88) and (91) into the left-hand side of (72) and using the assumption
where
is a matrix-valued quadratic function. We notice that f(B) = 0 is equivalent to
By the assumption A A, we have A −1 A −1 and hence
Therefore, the matrix quadratic equation f(B) = 0 has at least two real solutions:
Picking B as one of them, we obtain from (92) the desired inequality (15).
The inequality (16) follows from (15) by letting
This completes the proof of Lemma 2.
C A Perturbation Proof of Theorem 1
To show that the optimization problem (8) has a Gaussian optimal solution, it is sufficient to show that for any random vector X 0 with Cov(X 0 ) S, there exists an admissible Gaussian solution at which the objective function is greater or equal than that at X 0 . In particular, we may choose the Gaussian solution to be an optimal Gaussian solution to the optimization problem:
where the maximization is over all random vectors X independent of Z 1 and Z 2 . Without loss of generality, we may assume Cov(X 0 ) = S. Under this assumption, the optimization problem (98) coincides with (8) and the optimal Gaussian solution of (98) becomes X * G . Other notations developed in the basic proof of Theorem 1 can be reused as well.
The following lemma proves, for a special case, the desired result:
for any random vector X 0 with covariance matrix S and any µ ≥ 1. The proof of the lemma is deferred to Appendix D.
Lemma 13 Let X * G be an optimal Gaussian solution of the optimization problem (8) . For any random vector X 0 with covariance matrix S and any 0 ≤ λ ≤ 1, let
If the Lagrange multiplier M 1 in the KKT-like condition (33) equals zero, then
is a monotone increasing function of λ for 0 ≤ λ ≤ 1 and µ ≥ 1.
. . . Figure 1 : A monotone path connecting X 0 and X * G .
By the definition of g(λ) in (101), the desired result (99) can be written as g(0) ≤ g (1), which follows easily from the monotonicity of g(λ) for 0 ≤ λ ≤ 1 of Lemma 13. A depiction of Lemma 13 is shown in Figure 1 .
For the general case where M 1 is nonzero, we may consider first to enhance Z 1 to create a new optimization problem in which the corresponding M 1 equals zero. We may then apply Lemma 13 to the new problem to obtain the desired result (99). Formally, this can be done as follows. Define
Using the definition of g(X), the desired result (99) can be written as
where Z 1 is a Gaussian vector with covariance matrix K Z 1 which is defined in (36). If we can show
the desired inequality g(X 0 ) ≤ g(X * G ) will follow.
Assume that Z 2 and Z 2 have the same distribution. The statements g(X 0 ) ≤ g(X 0 ) and g(X Remark. In the basic proof of Theorem 1, we enhance both Z 1 and Z 2 to obtain the desired proportionality so that the classical vector EPI can be used solve the problem. In the perturbation proof, however, we only need to enhance Z 1 so that the monotone result of Lemma 13 may apply. Neither the classical EPI nor the worst additive noise result of Lemma 8 is needed in the perturbation proof of Theorem 1.
D Proof of Lemma 13
Note that Z i , i = 1, 2, are Gaussian vectors and, without loss of generality, can be assumed to have zero mean. So we may write
where Z i,1 , Z i,2 are independent random vectors with the same distributions as that of Z i . We have
Since both X * G and Z i,2 are Gaussian, by the vector DeBruijn identity [8, Theorem 14] , we have
It is then followed by
The right-hand side of (114) can be evaluated as follows. First, by the assumption M 1 = 0, Z 1 and Z 1 have the same distribution. Therefore, we have
where the last equality follows from (56). Second, to apply Lemma 2, let us choose
Clearly, A A because K Z 2 K Z 2 . Furthermore, denote the covariance matrix of X λ by K X λ and we have
where (120) follows from Lemma 9. Applying Lemma 2, we obtain
where the second equality follows from (56). Finally, we have
because Z is Gaussian. Substituting (115), (125) and (126) into (114), we obtain
Now by the classical FII, for any µ ≥ 1, we have
It is followed by
Substituting (130) into (127), we conclude that that dg(λ)/dλ ≥ 0 for all 0 ≤ λ ≤ 1 and all µ ≥ 1. This completes the proof of Lemma 13.
E Proof of Corollary 5
By Theorem 1, for any random vector X in R 2 satisfying Cov(X) ≤ S and any µ ≥ 1, we have
(131) Appending µh(Z 2 ) − h(Z 1 ) to both sides of (131), we obtain
(132) For i = 1, 2, the eigenvalue decomposition of K Z i can be written as
) is a 2 × 2 orthonormal matrix and Σ i = Diag(λ i1 , λ i2 ) is a 2 × 2 diagonal matrix. Next we consider taking limits on both sides of (132) as λ 12 , λ 21 → ∞.
First consider the left-hand side of (132). Let
, Z i is a white Gaussian vector. Since V i is invertible, we have
We have the following simple lemma. 
Proof: By the chain rule of mutual information, we have
Next we show that both I(X 1 ; X 2 + Z 2 |X 1 + Z 1 ) and I(X 2 ; X + Z|X 1 ) tend to zero in the limit as σ 2 2 → ∞, and thus the desired result (134) will follow.
where the inequalities are due to the Markov chain X 1 + Z 1 ↔ X 1 ↔ X 2 + Z 2 and X 1 ↔ X 2 ↔ X 2 + Z 2 , respectively. Second, I(X 2 ; X + Z|X 1 ) = I(X 2 ; X 2 + Z 2 |X 1 ) + I(X 2 ; X 1 + Z 1 |X 1 , X 2 + Z 2 ) (138) = I(X 2 ; X 2 + Z 2 |X 1 ) + I(X 2 ; Z 1 |X 1 , X 2 + Z 2 ) (139) = I(X 2 ; X 2 + Z 2 |X 1 ) (140) ≤ I(X 2 ; X 2 + Z 2 )
where (140) follows from the fact that Z 1 is independent of Z 2 and X so I(X 2 ; Z 1 |X 1 , X 2 + Z 2 ) = 0, and (141) is due to the Markov chain X 1 → X 2 → X 2 + Z 2 . By the fact lim σ 2 2 →∞ I(X 2 ; X 2 + Z 2 ) = 0
we have from (137) and (141) that both I(X 1 ; X 2 + Z 2 |X 1 + Z 1 ) and I(X 2 ; X + Z|X 1 ) tend to zero in the limit as σ 
due to the continuity of the function f (A) = log e |I + A| over the semidefinite matrix A. Furthermore, the continuity is uniform over semidefinite matrices which are bounded from above by some strictly positive semidefinite matrix. 
for any random vector X in R 2 satisfying Cov(X) S and any µ ≥ 1. Corollary 5 thus follows from (150) and the fact that only the marginal distributions of Z 11 and Z 22 matter in the problem.
F Proof of Corollary 6
Let v 1 = (1, 1) t , v 2 = (0, 1) t and take into account 
By Corollary 5, the optimization problem max X 1 ,X 2 h(X 1 + X 2 + Z) − µh(X 2 + Z) subject to Var(X 1 ) ≤ a 1
where the maximization is over all jointly distributed random variables (X 1 , X 2 ) independent of Z has a Gaussian optimal solution for all µ ≥ 1. Let (X * 1G , X * 2G ) be the optimal Gaussian solution of the optimization problem (152). We have
for any jointly distributed random variables (X 1 , X 2 ) such that Var(X 1 ) ≤ a 1 .
For µ = ∞, we have h(X * 2G + Z) = h(Z); for µ = 1, we have h(X * 2G + Z) = a * 2 where a * 2 is defined in (30). By the intermediate value theorem, for any h(Z) ≤ a 2 ≤ a * 2 , there exists a µ such that h(X * 2G + Z) = a 2 . Thus for any jointly distributed random variables (X 1 , X 2 ) such that Var(X 1 ) ≤ a 1 and h(X 2 + Z) ≤ a 2 , we have by (153) h(X 1 + X 2 + Z) ≤ h(X * 1G + X * 2G + Z) + µ (h(X 2 + Z) − h(X * 2G + Z)) (154) ≤ h(X * 1G + X * 2G + Z).
We conclude that the optimization problem (29) has a Gaussian optimal solution for all a 1 ≥ 0 and all h(Z) ≤ a 2 ≤ a * 2 . This completes the proof of Corollary 6.
