. (1) As the size of the data, N , increases to infinity, the sampling distribution of the maximum likelihood estimator is known to follow a normal distribution with mean centered at the true and with variance lower-bounded by the inverse of the expected information matrix 1 . The
Fisher's information matrix is defined as the expected value of the negative Hessian of the loglikelihood (i.e., of the observed information matrix). We denote the Hessian of the log-likelihood as L and define the expected information matrix F( ) as follows 1 :
. (2) With this we specify the distribution of the maximum-likelihood estimator as
. (3) Therefore, the sampling variance of the estimate of can be quantified using the distributional properties of this normal distribution.
We now show that the posterior distribution of a parameter set given the data D asymptotically follows a normal distribution similar to the one shown in Equation 3 . A thorough treatment of this concept may be found in ref 2 among others, although we follow closely the proof given by ref 3 . Let the posterior distribution of be denoted by the following 3 :
, (4)
Let  0 and  1 denote parameter settings that maximize and , respectively. We can write the second order Taylor expansion around these maxima as follows 2 :
,
. (7) Here we have let R 0 and R Assuming that, with large sample size, R 0 and R 1 will be small, we ignore them. Additionally, we may disregard the terms )) and )) as they are constants. We then have the following result:
. (8) Combining terms, we can show the following:
, (9) ) ( 
