Motivation
The tail index of a random variable is arguably one of the most important parameters of its distribution:
It determines some fundamental properties like the existence of moments, tail asymptotics of the distribution and the asymptotic behavior of sums and maxima. As a measure of tail thickness, the tail index is used in fields where heavy tails are frequently encountered, such as (re)insurance, finance, and teletraffic engineering (cf. Resnick, 2007, Sec. 1.3 , and the references cited therein). Particularly in finance the closely related extreme quantiles play a prominent role as a risk measure called Valueat-Risk (VaR) .
The use of the variance as a risk measure has a long tradition in finance. Under Gaussianity the variance completely determines the tails of the distribution, which is no longer the case with heavytailed data. Hence, in order to assess the tail behavior of a time series, practitioners often estimate the tail index or an extreme quantile, the implicit assumption being their constancy over time. There are 1 several suggestions in the literature on how to test this crucial assumption: Quintos, Fan and Phillips (2001) developed so called recursive, rolling and sequential tests for independent and GARCH data for tail index constancy based on the Hill (1975) estimator. Tests based on other estimators than the Hill (1975) estimator were first proposed by Einmahl, de Haan and Zhou (2015+) for independent and Hoga (2014) for dependent data. To the best of our knowledge the only paper dealing with changes in extreme quantiles is Hoga (2015) . All these tests are of a retrospective nature.
We are not aware of any work on online surveillance methods for constancy of the tail index and extreme quantiles. This is important because, as noted in Chu, Stinchcombe and White (1996) , '[b] reaks can occur at any point, and given the costs of failing to detect them, it is desirable to detect them as rapidly as possible. One-shot tests cannot be applied in the usual way each time new data arrive, because repeated application of such tests yields a procedure that rejects a true null hypothesis of no change with probability one as the number of applications grows.' This paper will fill this gap for closed-end procedures. To allow for sufficient flexibility in the use of tail index estimators, we will use the approach of Hoga (2014) .
Whether a monitoring procedure for a change in the tail index or an extreme quantile is of interest will largely be a matter of context. If interest centers on VaR, which is widely used in the banking industry and by financial regulators as a risk measure, the quantile monitoring procedure will be more relevant. If however interest centers on the mean excess function of the (log-transformed) data X, then, since E (log X − log t|X > t) converges to the extreme value index of X as t → ∞, the tail index alternative seems more appropriate. Furthermore, the tail index per se could also be of interest as there are indications that it has predictive power for stock returns (Kelly and Jiang, 2014) , where higher (lower) tail indices of returns indicate higher (lower) absolute returns.
The outline of this paper is as follows. The main results under the null and two alternatives are stated in Section 2. Simulations and an empirical application are presented in Sections 3 and 4. The proofs are collected in the Appendix.
Main results

Preliminaries and assumptions
To introduce the required notation let X 1 , . . . , X n be a sequence of random variables defined on some probability space (Ω, A, P ) with survivor functionF i (x) := 1 − F i (x) = P (X i > x), that is regularly varying with parameter −α i (writtenF i ∈ RV −α i ), i.e.,
where
loosely speaking, that it behaves like a constant function at infinity, we say that X i with tails as in (1) has Pareto-type tails. In the context of extreme value theory, α i is called the tail index and γ i := 1/α i the extreme value index (Resnick, 2007, Sec. 4.5.1) .
being the left-continuous inverse of
controlling the number of largest order statistics used in the estimation of the tail index and p = p(n) → 0, n → ∞, will denote a sequence of small probabilities, for which we want to test for a change in an appertaining extreme (right-tail) quantile U i (1/p). For t − s ≥ 1/n and y ∈ [0, 1] set
Under the assumption of strictly stationary X i we writeF =F i and U = U i . Let γ(s, t) := γ n (s, t) (0 ≤ s < t < ∞, t − s ≥ 1/n) denote a generic tail index estimator based on the k(t − s) +1 -largest order statistics of the subsample X ns +1 , . . . , X nt . Then (see Hoga, 2015 , for a motivation)
is the so called Weissman (1978) estimator for the extreme quantile U (1/p). To give an example of a tail index estimator we introduce the Hill (1975) 
where X n:n ≥ X n−1:n ≥ . . . ≥ X 1:n denote the order statistics of the sample X 1 , . . . , X n .
The dependence concept we will use in the following is that of β-mixing. A sequence of random variables {X i } i∈N is called β-mixing iff the β-mixing coefficients β (l) converge to zero, i.e.,
. . , X m ). For more on this mixing concept we refer to Bradley (2007) . In order to construct a monitoring procedure for a tail index change, we have to assume tail index (or, equivalently, extreme value index) constancy over some historical period (also called training period) of suitable length n:
This assumption can of course be tested by any of the retrospective change point tests proposed in, e.g., Hoga (2014 Hoga ( , 2015 .
As soon as a period X 1 , . . . , X n of tail index or extreme quantile stability is identified and more observations X n+1 , . . . become available, we are interested in an online surveillance method testing
and
for some t * ≥ 1 denoting the unknown change point. We use H 0 or H ≶ 1 as shorthand notation for
We use the following detectors for (5)
and for (6)
where t 0 > 0 defines the (minimal) fraction of n upon which the tail index estimators are based. We are inclined to reject H 0 iff the following stopping times terminate (in the sense of being finite):
where from now on inf ∅ := ∞ and c > 0 is chosen, such that under H 0 , lim n→∞ P (τ n < ∞) = α for some prespecified significance level α ∈ (0, 1) (see Theorem 1 below). Here T > 1 denotes the arbitrarily large closed end of the procedure, i.e., the method terminates after observations X n+1 , . . . , X nT .
Closed end procedures are quite common (e.g., Aue, Hörmann, Horváth, Hušková and Steinebach, 2012; Wied and Galeano, 2013) .
The detector V γ n comes closer in spirit to many of the detectors in the online monitoring literature, where an estimate of some parameter based on the historical period is compared to that based on the (ever longer) monitoring period (again, e.g., Aue et al., 2012; Wied and Galeano, 2013) . However, the procedure based on V γ n is not consistent against H > 1,γ , cf. Theorem 2 below, which is the reason for introducing the method based on W γ n .
(b) We could have based our procedure equally well on detectors of the type
where σ 2 γ,γ is a consistent estimator of the asymptotic variance of
. . , X n in the observation period (e.g., the one in Theorem 2 of Hoga (2014)).
It turns out however, that in simulations values of even n = 500 for the training period are not sufficient to deliver accurate variance estimates, which distorts the sizes of our surveillance methods severely. This is why we opted for the self-normalized approach advocated in Shao and Zhang (2010) , which delivers far superior size in simulations. Simulation evidence in Shao and Zhang (2010) suggests that for retrospective tests in finite samples the price to be paid for using a self-normalization approach vs. a variance estimation approach is slightly lower power.
Under H 0 we will assume beyond (A1) that:
(A2) {X i } i∈N is a strictly stationary β-mixing process with continuous marginals and mixing coeffi-
(A5) There exist ρ < 0 and a function A(·) with eventually positive or negative sign, lim t→∞ A(t) = 0, such that for any y > 0
For the detectors for changes in extreme quantiles we need the following further assumptions:
(A7) The sequence k satisfies
The conditions (A2)-(A5) correspond to conditions (C1)-(C4) in Hoga (2014) . For a discussion of these conditions, as well as some easier-to-verify sufficient conditions for (A3) and (A4) see Hoga (2014), where also some examples of time series satisfying these conditions are presented. Condi- Hoga (2015) . (A6) provides a range for p: lim n→∞ np k = 0 provides an upper bound for the decay of p (indicating the limitations of the extreme value theory approach towards the center of the distribution) while lim n→∞ k −1/2 log (np/k) = lim n→∞ k −1/2 log (np) = 0 provides a lower bound, beyond which estimation is no longer feasible.
Results under the null and the alternative
We are now ready to state the main results under the null, describing the asymptotic behavior of our monitoring procedures based on the stopping rules τ n . Here and henceforth we will assume that these stopping times are based on one of the tail index estimators from Examples 1 -3 in Hoga (2014) . Theorem 1. Suppose (A1)-(A5) hold for y 0 = 1. Then for any t 0 > 0, T > 1 + t 0 and
Next, we investigate the behavior of our procedures under the 'one-sided' alternatives H ≶ 1 . To prove our results the observations will be denoted by the triangular array of random variables X n,i , n ∈ N, i = 1, . . . , n, which have a common marginal survivor function F pre ∈ RV −αpre (F post ∈ RV −αpost ) for
Theorem 2. Let the triangular array of observations {X n,i } n∈N,i=1,...,n be given by
where {Y n } n∈N and {Z n } n∈N both satisfy conditions (A2)-(A5) with y 0 = T and
respectively. Suppose further that r pre (tx, ty) = tr pre (x, y) and
Then (i)
Suppose that additionally (A6)-(A7) hold for {Y n } and {Z n }. Then
Remark 2. (a) For a discussion of condition (11) and the choice of k we refer to Hoga (2014, Remark 8) .
(b) If the X n,i are generated as in Theorem 2 the hypothesis H ≶ 1,γ is a strict subset of the hypothesis H ≶ 1,U . E.g., taking Z n = aY n , a = 1, is covered under H ≶ 1,U , but not under H ≶ 1,γ , since scaling does not affect the tail index. If however (e.g.) H > 1,γ is true, we have U pre /U post ∈ RV γpre−γpost>0 and hence 
Simulations
In this section we investigate the finite-sample behavior of the monitoring procedures based on the stopping times τ W 
We investigate size using data from a linear ARMA(1,1) and a non-linear ARCH(1) model. Specifically, we simulate {X i } i=1,..., nT from the two data generating processes (DGPs)
where t 10 denotes Student's t-distribution with 10 degrees of freedom (i.e., tail index equal to 10). For the verification of the conditions (A2)-(A7) we refer to Hoga (2015) and the references cited therein.
The |X i | generated from the ARMA and McCormick (1998) . The tail index of the X 2 i from the ARCH(1)-model is given by 8/2 = 4 (cf. Davis and Mikosch, 1998, Table 1 ).
For both models tests are oversized for nT = 500 and rejections depend quite significantly on p.
For nT = 2000 this dependence decreases and the size distortions vanish almost completely for the ARMA data and are markedly less severe for the ARCH data.
DGP
Break Level nT = 500 nT = 2000 To assess the power of our tests we generate data from the following two models, where the historical data in both cases were generated according to the models already investigated under the null:
where n = 100, 500 and T = 4 as before and t * = 1.15, 2.5, corresponding to breaks after 5% and 50% of the observation period. In the ARMA(1,1)-model with the break in the AR-parameter from 9 0.3 to 0.8 there is no break in the tail index, but a break in the variance from 0.92 to 1.81, i.e., a more volatile distribution after the break. In the ARCH case the parameter shift induces a tail index change from 8/2 = 4 to 4/2 = 2 (cf. Davis and Mikosch, 1998, Table 1 ), i.e., heavier tails after the break. At the same time the variance is finite pre-break and (hairline) infinite post-break.
Note that for the ARMA(1,1) model in (12) H 0,γ is true. However, as in finite samples an upward break in the variance may not be clearly discerned from one in the tail index by our procedure, we should expect more rejections for τ W γ n than in Table 2 . This is confirmed by the results in Table 3 .
Furthermore, the variance change is most frequently detected using τ W xp n for p = 0.1. This may be explained by the higher variance of x p for smaller values of p, which makes detection of a quantile break very difficult, if the quantiles do not lie sufficiently far apart, as is plausible here, where a mere variance change occured.
If there is a break in the tail index and the variance as in the ARCH-case, one can see from Table   3 that the procedures based on the Weissman (1978) estimator clearly perform better than that based on the Hill (1975) estimator. Heuristically, this may be explained by the fact that the Weissman (1978) estimator also takes differences in scale before and after the break into account (via X k (s, t, 1),
see (4) at the 10% level for the ARMA and the ARCH models given in (12) and (13) The results for the ARMA model are displayed in Figure 1 . The high false detection rate for the tail index-based method seems largely to be due to false detections just shortly after the break, as can be seen from the distinctive peak in panel (a1) (c1) and (c2), where, however, detection rates were poor. Overall the detection speed is satisfactory but faster for larger values of p. For the ARCH model one can see slightly dissimilar detection patterns for all procedures. The highest number of detections always occurs one or two bars after the break and that rate goes down only slowly so that detections (if they occur) take on average longer than in the ARMA case. This may be explained by the fact that ARCH models incorporate conditional heteroscedasticity, such that detection of changes in the variability of time series is inherently more difficult. We need to observe longer periods of higher variance before one can reject the null here. for p = 0.1, 0.001 for (12) and t * = 1.15 ((a1), (b1), (c1)), t * = 2.5 ((a2), (b2), (c2)) for nT = 2000 for p = 0.1, 0.001 for (13) and t * = 1.15 ((a1), (b1), (c1)), t * = 2.5 ((a2), (b2), (c2)) for nT = 2000
Application
In this section we apply our tests to the lower tail of log-returns, i.e., log-losses, of Bank of America Next, we verify that our two central assumptions, the stationary mixing assumption (A2) and the heavy tail assumption (A5), are plausibly met by the time series in the training period. To check whether there is evidence for heavy tails we plot the Pareto quantile plot in Figure 3 (a) , where the points (− log(j/(n + 1)), log X n−j+1:n ), j = 1, . . . , n, are plotted. See Beirlant, Vynckier and Teugels (1996) for more on Pareto quantile plots. In order for all log X n−j+1:n 's to be well defined we shifted the observations to the positive half-line by adding the absolute value of the smallest return plus 0.01. An upward sloping linear trend, like the one that can be seen in Figure 3 (a) from − log(j/(n + 1)) ≈ 1.5 onwards, for some j = 1, . . . , k + 1 in the plot indicates a good fit of the tail to (strict) Pareto behavior. An estimate of α can be obtained by the slope of the line from the point (− log((k + 1)/(n + 1)), log X n−k:n ) onwards, roughly 0.2. This is confirmed in the (slightly upward trending) Hill plot in Figure 3 (b), which displays the Hill estimates of the shifted data as a function of the upper order statistics k used in the estimation. As for the mixing assumption (A2) we remark that GARCH-models, which are widely used to model financial return data like the one considered here, are geometrically strong mixing, i.e., β(k) = η k , η ∈ (0, 1). Further, applying the retrospective tests of Hoga (2014) and Hoga (2015) we find no evidence of extreme quantile or tail index breaks during that period which would violate the stationarity assumption. Hence, we proceed with our monitoring procedure.
The results are shown in the middle part of Figure 4 . As in the simulations we choose k/n = 0.2 and t 0 = 0.2. All procedures terminate at the 5%-level if the value of 45.4 is exceeded by the detector.
We see that the procedure testing for a change in the 10%-quantile of the log-returns terminates first Procedures based on W xp detect mere variance changes more easily for larger values of p, while that based on W γ did not pick up a tail index change.
for a sequence of random variables U i ∼ U [0, 1], s.t.
W (t, y) is a centered Gaussian process with covariance function
Cov (W (t 1 , y 1 ) , W (t 2 , y 2 )) = min (t 1 , t 2 ) r (y 1 , y 2 ) .
The continuous mapping theorem (CMT) then implies
. Following the steps of the proof of Theorem 1 in Hoga (2014) we get (on a suitable Skorohod probability space)
And again retracing the proof of Hoga (2014, Corollary 1) we can see that 1, where U pre (1/p) = U post (1/p).
