In this paper, we study the global routing problem in VLSI design and the multicast routing problem in communication networks. First we propose new and realistic models for both problems. In the global routing problem in VLSI design, we are given a lattice graph and subsets of the vertex set. The goal is to generate trees spanning these vertices in the subsets to minimize a linear combination of overall wirelength (edge length) and the number of bends of trees with respect to edge capacity constraints. In the multicast routing problem in communication networks, a graph is given to represent the network, together with subsets of the vertex set. We are required to find trees to span the given subsets and the overall edge length is minimized with respect to capacity constraints. Both problems are APX-hard. We present the integer linear programming (LP) formulation of both problems and solve the LP relaxations by the fast approximation algorithms for min-max resource-sharing problems in [K. Jansen, H. Zhang, Approximation algorithms for general packing problems and their application to the multicast congestion problem, Math. Programming, to appear, doi:10.1007/s10107-007-0106-8] (which is a generalization of the approximation algorithm proposed by Grigoriadis and Khachiyan [Coordination complexity of parallel price-directive decomposition, Math. Oper. Res. 2 (1996) 321-340]). For the global routing problem, we investigate the particular property of lattice graphs and propose a combinatorial technique to overcome the hardness due to the bend-dependent vertex cost. Finally, we develop asymptotic approximation algorithms for both problems with ratios depending on the best known approximation ratio for the minimum Steiner tree problem. They are the first known theoretical approximation bound results for the problems of minimizing the total costs (including both the edge and the bend costs) while spanning all given subsets of vertices.
limited resources represented by the constraints increase the complexity of the problems. An example of the second characteristics is the shortest path problem in graphs, which is polynomial time solvable, while the shortest edgedisjoint paths problem with multiple source-destination pairs is NP-hard. In this problem we are given multiple pairs of vertices to be connected by edge-disjoint paths and the total edge length is minimized, which is a special case of the unsplitable min-cost flow problem. In fact the occurrence of constraints changes the feasible set of the problem, i.e., result in more complexity. Thus, the characteristics of the problem significantly differ from the original problem. Furthermore, in many problems arising in graph theory, when trees are required to be generated instead of paths, NPhardness appears frequently. For instance, the shortest path problem is easy, while the minimum Steiner tree problem is APX-hard.
In this paper, we study routing problems in two different engineering applications: in VLSI design and in multicast communication networks. In both problems, limited resources are shared by multiple entities. Furthermore, the solutions of both problems consist of trees generated for these entities. Specifically, we study the global routing problem in VLSI design and the multicast routing problem in communication networks, where capacity constraints are given on all edges. The purpose of both problems is to minimize the total cost (e.g., the overall edge length of the trees or with some additional cost). As specified, both problems are NP-hard. In fact we show that they are at least as hard as the minimum Steiner tree problem in graphs.
For a minimization problem, an r-approximation algorithm is a polynomial time algorithm which delivers a solution with the objective value at most r times the optimal objective value, for arbitrary input data. Here r is called the approximation ratio. An asymptotic approximation algorithm with a ratio r is a polynomial time algorithm such that the ratio between the objective value of the delivered solution and the optimal objective value is at most r for arbitrary input data, when the optimal objective value tends to infinity.
In this paper, we propose generalized models for the global routing problem in VLSI design and the multicast routing problem in communication networks. Then we develop approximation algorithms for the linear relaxations and obtain approximate solutions for the routing problems by applying randomized rounding. Our main result is as follows:
Theorem 1.1. Given an r-approximation algorithm for the minimum Steiner tree problem, for any given accuracy ∈ (0, 1), the algorithm developed in this paper is an asymptotic approximation algorithm for the global routing problem in VLSI design and the multicast routing problem in communication networks such that the objective values are bounded by r(1 + )OPT + o(OPT), where OPT is the optimal objective value.
Our approximation algorithm is the first of this kind. In addition, as a by product, we design a combinatorial technique for lattice graphs, which can be employed in many optimization problems in VLSI design and urban transportation networks.
Global routing in VLSI design
In the global routing stage of VLSI design, the channels on a chip form the edge set of a lattice graph, and their crosses consist of the vertex set. Pins of components are located on the vertices. A group of pins to be connected is called a net. Wires are to be routed along the channels to connect the nets with respect to the channel capacity, and certain objective functions (e.g., overall wirelength or maximum edge congestion) are optimized.
The global routing problem is NP-hard [27] . The solution methodologies are usually broken into two classes: (i) sequential techniques and (ii) integer programming techniques.
In sequential global routing, nets are ordered to their routing importance, then each net is routed separately. This method is called the maze runner method and was initially introduced by Lee [26] . Enhancements to the maze runner heuristics were shown in [17, 23] . The quality of a sequential global router depends on the ordering of the nets, which are usually based on their importance, half-perimeter wirelength and number of terminals [39] .
Integer programming methodologies solve the global routing problem by routing all the nets simultaneously. In this context, the global routing problem is formulated as a 0-1 integer programming problem where the objective is to select one Steiner tree for each net so that the total wirelength (tree length) is minimized and channel capacity (edge capacity) constraints are not violated. Recent approaches use linear relaxations to find approximate solutions to this problem [27] . In [40] , a linear relaxation of the routing problem is described as a multicommodity network flow problem. Randomized rounding [34, 35] is used to generate an integer solution to the LP problem in [22] . Finally, local search techniques including sequential routing, genetic routing and randomized procedures are used in [28] to produce legal routings.
Three traditional models of the global routing by integer programming are listed in [3] . In the first model [41, 33] , the goal is to minimize the overall wirelength with respect to the capacity constraints. The goal of the second model is to minimize the maximum tree length [28] . The third model is to minimize the maximum edge congestion [35] . Two new improved models are proposed in [3, 4] . In the first model, the goal is to minimize a linear combination of overall wirelength, overall number of vias (bends of the routed paths or trees) and the maximum edge congestion. The relative weights of these three terms depend on a pre-specified set of trees. A notable improvement is that the impact of vias is counted, as vias increase the hardness of manufacturing and lead to more heat generation. In the second model, besides the objective in the first model, the maximum edge congestion is to be minimized. To solve these problems, first a polynomial size set of trees for the nets is manually defined such that the trees in the set have relatively small wirelength and small number of vias. Then an integer program is proposed to find one tree in the set for each net with the capacity constraints. An interior point method is applied to solve the LP relaxation and randomized rounding is used to obtain a feasible solution. However, no performance bound for the solution was presented.
A feasibility version of the global routing problem to maximize the successfully routed nets was studied in [20, [14] [15] [16] 31, 37] .
Multicast routing in communication networks
We notice that a model of the global routing problem in VLSI design [28, 35] is to minimize the maximum edge congestion, which is essentially equivalent to the multicast congestion problem [2, 19] or multicast packing problem [8] in communication networks. In fact there are many similarities between the routing problems in VLSI design and the routing problems in communication networks, while the former problem is usually only modelled on lattice graphs. This motivates us to find the link between these two categories.
In a multicast communication network the processors can receive, duplicate and deliver packets of data, and are linked by infrastructure backbone. Here we assume that each processor is able to send the signals to any other processors linked to it. Furthermore, for each cable there is a bandwidth (capacity) constraint. There exist a certain number of requests in a multicast communication network. Each request utilizes some of the processors. One of them is the source processor to send the data packets, and others are destinations of the signal flows. We also assume that each processor is able to deal with the signal flows of different requests simultaneously. Thus, it is required to find a routing for each request in the network structure such that the transmission can be realized. We do not consider fault-tolerant systems, so the routing of every request is realized by a tree spanning the processors in the request.
From algorithmic point of view, a solution of a multicast routing problem is a set of trees spanning the requests with respect to the edge capacity constraints. And the goal is to minimize the total cost. Heuristics for this problem was studied in [44] , but no theoretical approximation bound result was reported.
In the multicast congestion/multicast packing problem, there is no edge capacity and the goal is to minimize the maximum edge congestion. Approximation algorithms for this problem were studied in [2, 6, 29, 19, 42] . Another related problem is the so-called group multicast routing problem [5, 21] . However, they deal with multiple identical requests in directed graphs with heuristics [21] , or give an efficient algorithm for the problem in directed acyclic graphs [5] . The undirected version of the group multicast routing problem is called as the minimum Steiner forest problem with bandwidth constraints in [30] , which is proved not to be approximated within ratio exp(poly(n)), unless P = NP. A feasibility version of the multicast routing problem to maximize the number of routing trees for one multicast request or its variant are studied in [9, 18, 24, 25] . Its generalization to maximize the throughput for different multicast request is studied in [38] . However, they are different from the problem of minimizing the total cost while routing all requests studied in this paper.
Structures of the paper
For the global routing problem, we first present a new model Section 2 generalizing the previous models developed in [3, 4, 35, 41] . Here we consider the three important factors in global routing: the total wirelength, the edge congestion, and the number of vias. The edge capacity can vary according to the local requirement instead of posing extra edge length as penalty for the highly congested edges. For instance, the edge capacity can be specified as a relatively small number in or around areas of potential hot spots. The goal is to optimize a combination of the total wirelength and total number of bends. According to the actual requirement, the values of the two weights corresponding to above terms can be adjusted to fulfil the required design criteria.
Similarly, for the multicast routing problem, we also propose a model which also generalizes the previous models in [2, 5, 6, 19, 21, 30, 42] . It is a special case of the global routing problem, but in arbitrary graphs. We optimize the overall cost with respect to the edge capacity constraints, which can also vary locally to reduce the maximum edge congestion.
To solve the routing problems, we apply binary search strategy to reformulate the linear relaxations to the convex min-max resource-sharing problem (the packing problem in the linear case) in Section 3. Then we use the approximation algorithm in [19] as a subroutine to solve the packing problems, which generalizes the approximation algorithm for convex min-max resource-sharing problems by Grigoriadis and Khachiyan [12] to the case when the block problem, which is a subproblem of the original convex min-max resource-sharing problem, is hard to approximate. We show that the block problem of the multicast routing problem is the minimum Steiner tree problem in graphs in Section 4. We also develop a combinatorial technique for lattice graphs, with which we also convert the block problem of the global routing problem to the minimum Steiner tree problem. Finally we obtain asymptotic approximation algorithms for the routing problems in Section 5. To our best knowledge, no approximation results have been previously reported for these problems.
In addition, with the combinatorial technique for lattice graphs, we also present polynomial time algorithms for some generalized optimization problems in urban transportation networks in Section 6.
Mathematical formulation
The global routing problem in VLSI design we study is defined as follows: Given an edge-weighted lattice graph and a set of nets (subsets of the vertex set), the edge set is associated with a nonnegative length function and a positive capacity function. The given edge capacity can differ from the physical channel capacity in order to control the congestion and reduce the hot spots when the chip turns on. Furthermore, there also exists a vertex cost function. The solution is a set of trees spanning the given nets. The total cost of a solution consists of two parts: the edge cost and the bend-dependent vertex cost. The edge cost is the sum of edge length of the generated trees, and the bend-dependent vertex cost is caused by the structure of the generated trees. For a tree in a solution in the given lattice graph, if the tree has a bend at vertex v, then its bend-dependent vertex cost on v is the given vertex cost (see Figs. 1 and 2). Otherwise, its bend-dependent vertex cost on v is 0 (see Fig. 3 ). In fact a bend on a vertex corresponds a vias in VLSI design, which leads to extra cost for manufacturing and results in risk of hot spots. The goal of the problem is to minimize the overall cost, which is a linear combination of the total edge cost and the total bend-dependent vertex cost, while the edge capacity constraints are fulfilled.
In the multicast routing problem in communication networks, we are given an edge-weighted undirected graph and requests (subsets of the vertex set). There are a nonnegative cost function and a positive capacity function associated to the edge set, while there is no vertex cost. The goal is to find a set of trees spanning the requests with respect to the edge capacity constraints, such that the overall cost is minimized.
The difference between the global routing problem in VLSI design and the multicast routing problem in communication networks lies in the following two points: First, there is no vertex cost in the multicast routing problem while it occurs in the global routing problem. Second, we only deal with lattice graphs in VLSI design, while a communication network can have arbitrary topologies. In fact, both problems are NP-hard. Furthermore, we have the following complexity result: Proof. We consider a restricted version of the global routing problem in VLSI design and the multicast routing problem in communication networks. In this restricted version, there is only one net/request. In addition, the vertex cost in the global routing problem is zero, and all edge capacities are sufficiently large. Thus the problem is to find a tree to span the only net/request S 1 and the total edge length is minimized. In fact this is exactly the minimum Steiner tree problem in graphs. Since the minimum Steiner tree problem is APX-hard, the lemma follows.
In the following we give the mathematical formulation of the global routing problem in VLSI design. Formally, given a planar edge-weighted lattice graph G = (V , E) (with some rectangular holes) and nets S 1 , . . . , S K ⊆ V , the edge set is associated with a length function : E → R + ∪ {0} and a capacity function c : E → R + . We assume that |S k | is bounded by some constant for all k = 1, . . . , K. Furthermore, there also exists a vertex cost w : V → R + ∪ {0}. A feasible solution is a set of K trees spanning S 1 , . . . , S K with respect to the edge capacity constraints. The goal is to minimize the overall cost defined as a linear combination total + v total , where total is the sum of edge length of all K trees and v total is the sum of numbers of bends of all K trees, while , 0 are artificial weights corresponding to the impact of the total wirelength and the total number of vias whose values are set according to the design requirements and are given in advance. For simplicity, we denote by c i the capacity of edge e i ∈ E from now on. In addition, by scaling, we can set + = 1, i.e., the overall cost is a convex combination of the total edge length and the total number of bends.
We now develop the integer linear program formulation of our generalized model. Denote by T k the set of all trees in G connecting the vertices in S k . Note that |T k | can be exponentially large. We also denote by x k (T ) the indicator variable as follows:
In addition, we define by (T ) and v(T ) the length of tree T and the number of vias of tree T, respectively. Therefore the integer linear program formulation of the global routing problem in VLSI design is as follows:
Here the first set of constraints specify that for any set T k we choose exactly one tree for S k , and the second set of constraints are capacity constraints.
In the multicast routing problem G can be an arbitrary graph. Formally, we are given an edge-weighted undirected graph G = (V , E) and requests S 1 , . . . , S K ⊆ V . There is a cost function : E → R + ∪ {0} and a capacity function c : E → R + associated with the edge set. In this problem, there is no vertex cost. The goal is to find K trees spanning S 1 , . . . , S K with respect to the edge capacity constraints, such that the overall cost is minimized. The integer linear programming formulation of the multicast routing problem in communication networks is similar to (1) except that the weight corresponding to the total number of bends is 0, and = 1. Accordingly, we just need to study the integer linear program (1) for both problems.
The packing formulation of the generalized model
In this section, we reformulate the integer linear program (1) of the global routing problem in VLSI design and the multicast routing problem in communication networks and its LP-relaxation. In fact we formulate the LPrelaxation as a convex min-max resource-sharing problem/a packing problem. In this way, existing approximation algorithms for convex min-max resource-sharing/packing problems can be employed for solving the LP-relaxation of (1).
First, we have the following equivalent formulation to (1) 
The arguments are as follows: We need to search for the minimum of g. Clearly for any fixed feasible solution x, the minimum is attained when
Therefore the optimum of (2) over all feasible solution is attained when
is minimized under the other constraints, which are same as the constraints in (1). Since exactly one tree is selected in any T k , the objective value of (1) is always positive. Thus the lemma follows. Furthermore, with the same argument we can show that any -approximate solution of (2) is also a -approximate solution of (1) for any 1. In this case we can study (2) instead of (1) .
As usual, we study the LP-relaxation of (2), and then apply rounding techniques to obtain a feasible solution. Note that there may be exponentially many variables in (2) and its LP-relaxation. Thus many exact algorithms for LPs such as standard interior point methods cannot be applied. The LP-relaxation of (2) may be solved by the volumetric-center [1] or the ellipsoid methods with separation oracle [13] . However, those approaches will lead to a large running time, which is very unsuitable to VLSI design or communication networks since these problems are of very large scale in general. Therefore, we study fast approximation algorithms for the LP-relaxation of (2) . In fact we can show that an optimal solution of the LP-relaxation of (2) 
then for any given ∈ (0, 1) we can find a (1 + )-approximate solution to the LP-relaxation of (2).
Proof. Assuming that we are given an oracle to solve (3), we apply the following strategy to solve the LP-relaxation of (2) approximately: We first guess a value of g ∈ [g L , g U ], where g L and g U are lower and upper bounds of g. With the guessed g we call the oracle to solve (3). We denote by OPT the optimum value of the LP-relaxation of (2) . If in the solution > 1, then the guessed g is too small such that OPT is larger than g because the capacity constraints must hold. If 1, it means that g is too large such that OPT is smaller than the guessed g. In the first case we can set g L = g and g = (g + g U )/2 to start the new iteration. In the second case we can set g U = g and g = (g + g L )/2. This binary search procedure stops when the resulting objective value 1 + for the given accuracy > 0. This approach gives a (1 + )-approximate solution to (2) , and there are at most log(g U / ) iterations in this binary search procedure. Clearly, g U K(m + n), because for any feasible tree the length cannot be more than m and the number or bends is at most n. Therefore the number of iterations is bounded by O(log(Km −1 )).
The remaining task is to solve (3). Here we call the linear program (3) the packing formulation of the global routing problem in VLSI design or the multicast routing problem in communication networks.
Approximation algorithms for the LP-relaxations
In this section we present some approximation algorithms for the LP-relaxations of the multicast routing problem in communication networks and the global routing problem in VLSI design. As indicated in Section 3, we consider the LP-relaxation (3) on the different types of graphs due to the particular properties of the problems. Here we call the linear relaxations of the multicast routing problem (respectively, the global routing problem) the fractional multicast routing problem (respectively, the fractional global routing problem). We study the fractional multicast problem at first and then the fractional global routing problem.
Approximation algorithms for the fractional multicast routing problem
In the fractional multicast routing problem in communication networks, we minimize the overall edge length of the trees spanning requests with respect to the capacity constraints (e.g., = 1 and = 0 in (1)- (3)). Thus we need to solve the following linear program:
We notice that (4) is indeed the formulation of the convex min-max resource-sharing problem (packing problems in the linear case) in [12, 19, 43] . The convex min-max resource-sharing problem is defined as follows:
where B ⊆ R N is a nonempty convex compact set and f m : B → R + are nonnegative continuous convex functions on B for m ∈ {1, . . . , M}. Let
Denote by x * the optimal solution and by * = (x * ) the optimal value of (5). In [12, 43] , algorithms are proposed to find (1 + )-approximate solutions to (5) provided an oracle to deliver an r = (1 + O( ))-approximate solution to the corresponding block problem (which depends on the specified f (x)). For example, an LP-relaxation of the scheduling problem on unrelated machines can be formulated as a convex min-max resource sharing problem [32] , whose block problem is a set of instances of linear optimization problems over simplices which can be solved by standard linear programming algorithms efficiently. More applications of this kind of algorithms can be found in [32] . However, in the fractional multicast routing problem in communication networks (also the fractional global routing problem in VLSI design), we can show that there is no PTAS for the block problem. In fact, we show in the remainder of this section that the block problem is the minimum Steiner tree problem in graphs, which is shown to be APX-hard [10] . The best approximation algorithm for the minimum Steiner tree problem has an approximation ratio r ≈ 1.55 [36] . As a generalization, we assume that only r-approximation algorithms exist for the block problem, with r > 1 (in our case r ≈ 1.55 for the minimum Steiner tree problem). In such a case the algorithms of [12, 43] are not applicable. On the other hand, an approximation algorithm for convex min-max resource-sharing problems with only weak block solvers is proposed in [19] . We use that algorithm to solve (4). The algorithm is based on the Lagrangian relaxation. The algorithm maintains a pair of a feasible solution x and a price vector (dual vector)
The block problem of (5) is as follows [19] : for a given price vector p
where t = O( ) and r 1 is the approximation ratio. Assuming an approximate block solver ABS(p, t, r) exists, the algorithm works with the scaling phase strategy. In the first scaling phase the relative error tolerance = 1 is set. Based on the known pair of x and p, a solutionx is delivered by the approximate block solver. Afterwards an appropriate convex combination of the old solution x and the block solutionx is computed as the new solution. In order to design the stopping rules, we first define a parameter to measure the duality gap as follows:
Furthermore, we also define a parameter to bound the value of (x) as follows:
for the first scaling phase;
Then the iteration stops when the solution satisfies any one of the following two stopping rules:
where¯ is the value of (x) of the last iteration in the previous scaling phase. After one scaling phase, the error tolerance is halved and the next scaling phase starts until the error tolerance . In the last scaling phase an r(1 + )-approximate solution is delivered. The algorithms L for (5) in [19] is shown in Table 1 . More details about packing problems or convex min-max resource-sharing problems can be found in [45] . [19] ). Given an r(1 + O( ))-approximate block solver for any given ∈ (0, 1), Algorithm L finds an r(1 + )-approximate solution to the convex min-max resource-sharing problem (5) 
Proposition 4.1 (Jansen and Zhang
The approximation algorithm for packing problems in [32] or [7] could also be applied here. Their algorithm is used for the decision version of the packing problems. To use their algorithm for the optimization version of the problem, the binary search strategy is also necessary. Furthermore, the bound on the number of iterations of their algorithm is O( −2 ln(M −1 )), where = max x∈B max m∈{1,...,M} f m (x) is the width of B, which can lead to only pseudo-polynomial time approximation algorithms. So we do not use their algorithms here. In the fractional multicast Table 1 Algorithm L for convex min-max resource-sharing problems 
x := ABS(p, t, r);
; Proof. From Proposition 4.1, if there is an r-approximate block solver for (4), then we can obtain an r(1 + )-approximation algorithm for (4) by using Algorithm L in [19] . Actually the key issue to apply Algorithm L for problem (5) is to identify the block problem min{p T f (x)|x ∈ B} for a pre-specified price vector p ∈ P [19] . We find the block problem for (4) .
We denote by x k a vector whose components are x k (T ) for all T ∈ T k for a fixed k ∈ {1, . . . , K}. Here the size of x k (T ) can be exponentially large. Clearly, x = (x T 1 , . . . , x T K ) T for the packing formulation (4). According to the third set of constraints in (4), the sum of components of x k is 1, for any k = 1, . . . , K. Therefore set B for which x ∈ B holds can be completely decomposed into K blocks B = B 1 × · · · × B K , where each B k corresponds to a vector x k and it is a simplex. Thus the optimum must exist on a vertex of each simplex.
The block problem is now to find an x such that the inner product of the price vector and the vector of the constraints is minimized, i.e.,
The last equality holds because the set B can be completely decomposed to K blocks. So we just need to find the minimum in each block and sum them up to obtain the overall minimum. For any tree T, its length is (T ) = e i ∈T i , where i is the length of edge e i . So
Thus we have that
The last equality holds because each B k is a simplex and for each k we can just take that components of x k as 1, which corresponds to the minimum of
while all the other components are set to be zeros. In this case we can attain the minimum of the dual value p T f (x). Now the goal of the block problem is for each net S k to find a tree connecting the vertices in S k such that W k is minimized. In fact, the goal is exactly to find a minimum Steiner tree for S k , where the weight for edge e i is p i /c i + p m+1 i /g. Thus we can apply existing approximation algorithms for the minimum Steiner tree problem as an approximate block solver.
Approximation algorithms for the fractional global routing problem
The fractional global routing problem in VLSI design is formulated as the linear program (3), where the weight for the overall number of bends (vias) = 0. The packing constraints in this case are
Similar to Section 4.1, we also apply the approximation Algorithm L of [19] for convex min-max resource-sharing problems. However, here the block problem is different from the one for the multicast routing problem in communication networks due to the additional cost caused by the impact of tree bends. We have the following result for the fractional global routing problem in VLSI design:
Theorem 4.2. Algorithm L delivers an r(1 + )-approximate solution to the fractional global routing problem (3)
provided an r-approximate minimum Steiner tree solver is available.
Proof. Similar to the proof of Theorem 4.1, we need to identify the block problem for the fractional global routing problem. We use the same notations and arguments as in Section 4.1.
The last equality holds because each B k is a simplex and for each k we can just take that component of x k as 1, which corresponds to the minimum of
while all the other components are set to zero. In this case we can attain the minimum of the dual value p T f (x). Now the goal of the block problem is for each net S k to find a tree connecting the vertices in S l such that W k is minimized. If = 0, then the goal is to find a minimum Steiner tree for S k , where the weight for edge e i is p i /c i + p m+1 i /g, same as the multicast routing problem in communication networks. However, for the second term of W k we need to apply a special technique.
To solve this problem, we partition the edge set E of the given lattice graph G into two subsets E x and E y such that E = E x ∪ E y and E x ∩ E y = ∅. Edge set E x only consists of edges parallel to x-axis (horizontal) while E y consists of edges parallel to y-axis (vertical) (see Fig. 4 ). Now we construct a two-layer graph H = (V H , E H ) based on G as follows: For each vertex v ∈ V , there exist a pair of vertices v and v ∈ V H . The pair v and v have the same xand y-coordinates, but different z-coordinates. We call v the mirror of v, and vice versa. The vertex set V H is now on a three-dimensional space, and locates in two layers. Each layer is a planar graph in an x.y plane (with the same z-coordinates), and these two layers are parallel, i.e., for each vertex in one layer, there is a mirror vertex in the other layer with the same x-and y-coordinates. We define the layer with greater (respectively, less) z-coordinates as the upper (respectively, lower) layer. Now we consider the edge set E H . In the upper layer, there are edges corresponding only to those in E y in the original graph G, i.e., the edge set E y in the upper layer is identical to E y . Similarly, in the lower layer, there are edges corresponding only to those in E x in G (the edge set E x is identical to E x ). Furthermore, we construct another edge set E z in H. Each edge in E z connects a pair of mirrors and is parallel to the z-axis. For simplicity we still use the notation E x , E y and E z for the edge sets E x , E y and E z , respectively. Now for the new graph H the edge set is E H = E x ∪ E y ∪ E z (see Fig. 5 ). It is obvious that one bend on vertex v ∈ V in the original graph G corresponds to an edge (v, v ) ∈ E z in the two-layer graph H. Furthermore, if a path in H passes though an edge (v, v ) ∈ E z , then it must have a bend on vertex v in the original graph G. Therefore, one time of using an edge in E z in H is equivalent to a bend in G. If there is a path in G with q bends, the corresponding path in H has the same edges in E x and E y and it is using q edges in E z corresponding to the bends of the path in G. An example of the two-layer graph H of the original lattice graph G (see Fig. 4 ) is shown in Fig. 5 .
We now set the weights to the edges in H. For any edge e i ∈ E x ∪ E y , we assign a weight w i = p i /c i + p m+1 i /g according to their indices in the original graph G. For every edge in E z , we assign a weight p m+1 /g. In this weighted two-layer graph H, a minimum Steiner tree for a net S k corresponds to a tree for S k in G with the minimum W k . Thus when we apply Algorithm L, the block problem corresponds to the classical Steiner tree problem in the graph H to minimize the overall edge weight of the Steiner tree connecting the vertices in S k . We can apply an approximate solver for the Steiner tree problem as the block solver of Algorithm L. According to Proposition 4.1, given any r-approximation algorithms for the minimum Steiner tree problem, there exists an r(1 + )-approximation algorithm for the fractional global routing problem in VLSI design. This completes the proof.
Remark. In the fractional global routing problem in VLSI design, we need to deal with the influence of the number of bends in the generated trees spanning the nets, which makes the problem harder than the fractional multicast routing problem in communication networks. However, we make use of the particular structure of lattice graphs such that we can obtain the same approximation ratio for the fractional global routing problem as for the fractional multicast routing problem. The key issue is to partition the edges into two sets and assign them to two different layers, respectively. We call this combinatorial technique the virtual layer method. Later we show that this technique can be also applied in some other optimization problems.
Approximation algorithms for the integer programs
Our approximation algorithm for the global routing problem in VLSI design or the multicast routing problem in communication networks has two steps. In the first step, Algorithm L is applied to find a fractional solution to the given instance. Then we use the randomized rounding presented in [34, 35] to find a feasible integer solution. Let OPT denote the optimal objective value of the LP relaxation of (3). Since the expectation of the rounded objective value r · OPT of (3) is the objective value of the corresponding LP-relaxation given by our algorithm, directly from [34] we have the following theorem: 
where OPT is the optimal objective value.
If r · OPT > ln m, we can conclude that the objective value generated by our algorithm is in fact bounded by exp(1)r(1 + )OPT. In the other case, the objective value generated by our algorithm is bounded by r(1 + )OPT + O(ln m). Therefore, we have obtained asymptotic approximation algorithms for the global routing problem in VLSI design and the multicast routing problem in communication networks.
In (1) the number of variables is exponential. However, by applying Algorithm L, we just need to generate K minimum Steiner trees for the K nets/requests in each iteration corresponding to the current price vector. There are only a polynomial number of Steiner trees generated in Algorithm L in total. The following theorem holds because each component of vector x corresponds to a tree: This is similar to the column generation technique for linear programs, and the hardness due to the exponential number of variables in (1) is overcome.
More applications of the virtual layer method
We have presented the virtual layer method in Section 4.2 to convert the block problem for the global routing problem in VLSI design to the minimum Steiner tree problem in a two-layer graph. In this section we give more applications of the virtual layer method. Now we consider an optimization problem in lattice graphs as follows: In a given lattice graph G = (V , E), let a source-destination pair (s, t) and an amount of demand d min e c(e) between the pair be given, where c(e) is the capacity of edge e. Let an edge cost function : E → R + ∪ {0}, and for each vertex a vertex cost w : V → R + ∪ {0} be given. A feasible solution is a routed path connecting the source and the destination. The overall cost of the path is the sum of the edge and the bend-dependent vertex costs, where the bend-dependent vertex cost of a vertex v is defined the same as in the global routing problem in VLSI design. This problem is a variant of the classical shortest path problem in lattice graphs. The difference is that in this problem the vertex cost of the path also depends on its bends. This problem has a realistic background in urban transportation networks. In many cases the urban transportation networks are lattice graphs or can be represented as lattice graphs. When a vehicle reaches an intersection, it can turn left or right, or drive straight through the intersection. The delays corresponding to these three choices are different. We assume that the delays to turn left and right are identical due to the traffic situation, pedestrians and traffic signal lights. The delay to pass through straight is much less than the delays of turns and can also be merged to the edge cost. To deliver a certain amount of commodity from a source to a destination in such a transportation network, a route for the vehicle with a minimum overall time is desired. The vehicle should try to avoid turns in this case unless turns can lead to edges with lower costs such that the overall cost is reduced.
To solve this problem, we can directly apply the virtual layer method to generate a two-layer graph H based on the given lattice graph G and obtain the following result: In addition, the virtual layer method can be further employed to the fractional minimum cost flow problem and the fractional minimum cost multicommodity flow problem in lattice graphs, where the total cost is also the sum of edge costs and the bend-dependent vertex costs of the routed paths. By the virtual layer method, they are formulated as the fractional minimum cost flow problem and the fractional minimum cost multicommodity flow problem in the corresponding two-layer graphs, where the total cost is only the sum of the edge costs. The virtual layer method makes use of the unique property of lattice graphs such that the change of direction is realized by a turn on a vertex. This technique is a crucial step for the design of our approximation algorithm for the global routing problem in VLSI design. We also believe that this method can find many applications in optimization problems on lattice graphs.
Conclusion
In this paper we have presented asymptotic approximation algorithms for the global routing problem in VLSI design and the multicast routing problem in communication networks. Our models generalize several previous models for these routing problems. In fact, with binary search technique one can study a bicriteria version of the minimization problem with two objective functions: the overall cost and the maximum edge congestion.
There are many interesting topics for further study. First, we intend to apply the virtual layer method to optimization problems in lattice graphs. Second, we would like to propose more general models for the global routing problem in VLSI design and for the multicast routing problems in communication networks such that the impact of more factors are included. Interesting problems arise when one studies the three-dimensional lattice graphs for the global routing problem. We are working on an implementation of our algorithm to explore its power in computational practice. Our preliminary computational results in [11] show that our algorithm has great potential in solving the typical benchmark problems in VLSI global routing.
