Very recently, Transformation based Markov Chain Monte Carlo (TMCMC) was proposed by Dutta and Bhattacharya (2014) as a much efficient alternative to the MetropolisHastings algorithm, especially in high dimensions. The main advantage of this algorithm is that it simultaneously updates all components of a high dimensional parameter using appropriate "move types" and considering appropriate deterministic transformation of a single random variable within the move type, thereby reducing time complexity and enhancing the acceptance rate. The optimal scaling of the additive TMCMC approach has already been studied for the Gaussian proposal density by Dey and Bhattacharya (2015b) . In this paper, we discuss diffusion-based optimal scaling behavior for non-Gaussian proposal densitiesin particular, uniform, Student's t and Cauchy proposals. We also consider diffusion based optimal scaling for non-Gaussian proposals when the target density is discontinuous. In the case of the Random Walk metropolis (RWM) algorithm these non-regular situations have been studied by Neal and Roberts (2011) in terms of expected squared jumping distance (ESJD), but the diffusion based approach has not been considered. Although we could not formally prove our diffusion result for the Cauchy proposal, simulation based results lead us to conjecture that at least the recipe for obtaining general optimal scaling and optimal acceptance rate holds for the Cauchy case as well. We compare our diffusion based TMCMC approach with that of ESJD based RWM approach for the challenging Cauchy proposal case, showing that additive TMCMC outperforms RWM with our conjectured optimal scale and acceptance rate.
Introduction
Markov Chain Monte Carlo techniques have revolutionized the statistical literature over the past two decades. It is extensively used today in Bayesian computation, systems biology, statistical physics, among many other fields. The most popular technique of simulation is the Random Walk Metropolis (RWM) algorithm. Choosing an appropriate proposal density is a highly pertinent issue in MCMC approach. In the RWM algorithm, the most popular choice is the Gaussian proposal with mean 0. However the variance or the scaling factor of the Gaussian proposal is of utmost importance. If the variance is small, the magnitude of jumps of the chain would be smaller and the chain converges slowly. If the variance is large, we end up rejecting too many proposed moves. Considering a diffusion based approach, Roberts et al. (1997) proposed optimal scaling (variance) of the Gaussian proposal for target distributions with iid components. Later, optimal scalings were derived for more general classes of target densities (see Bedard (2007) , Mattingly et al. (2011) , Bedard and Rosenthal (2008) , Bedard (2009) ). The optimal acceptance rate, corresponding to the optimal scaling, for most set-ups considered, is 0.234.
In most high-dimensional and realistic scenarios Metropolis Hastings algorithms, including the RWM algorithm, exhibit relatively poor acceptance rates when all the variables are jointly updated at a time. Sequential updating can maintain high acceptance rates, but can be computationally burdensome in the extreme; moreover, such algorithms usually have poor mixing properties due to high posterior correlations between the parameters, which severely affect sequential updating methods. Dutta and Bhattacharya (2014) introduced the general Transformation based Markov Chain Monte Carlo (TMCMC) algorithm in order to counter these problems effectively. In a nutshell, TMCMC constructs appropriate "move types", within which a single random variable having arbitrary distribution on some relevant support, is used to give simple deterministic transformations to all the parameters, which are then updated simultaneously in a single block. Given a move type, the single random variable effectively reduces the dimensionality to just one, thus dramatically improving acceptance rate and reducing computational burden. Properties like aperiodicity, Harris recurrence, irreducibility and geometric ergodicity of this algorithm have already been studied in great detail; see Dutta and Bhattacharya (2014) , Dey and Bhattacharya (2015a) . Dey and Bhattacharya (2015b) derived optimal scaling for the TMCMC algorithm for a wide range of target densities, considering the additive transformation. The optimal acceptance rate for our proposed algorithm was found to be 0.439, in contrast with 0.234, the optimal acceptance rate of the RWM algorithm. Particular advantages are related to robustness of TMCMC based diffusion speed with respect to choice of the scaling constants. Indeed, even if the choice of the scale is suboptimal, the diffusion speed of TMCMC is not much affected, while, on the other hand, that of RWM is significantly adversely affected by scalings that are not optimal. Since in complex, realistic problems, determination of the optimal scalings is usually an extremely difficult exercise, the robustness property of TMCMC seems to be quite advantageous in this regard.
However in all the above considerations, it was inherently assumed that the proposal distribution was Gaussian. A common criticism of the Gaussian proposal is that it is light-tailed and hence exploration of the state space would be quite slow. Starting from a particular initial point x 0 , the chain would usually move to a point close to x 0 , and in the rare cases when it makes a jump of large magnitude to some point y distant from x 0 , the acceptance rate min 1,
usually turns out to be very small, and hence the probability of accepting such a jump would be very low. This is one of the prime reasons why the RWM or the TMCMC chain with the Gaussian proposal have slow convergence rate and also high autocorrelation time, implying that the Monte Carlo estimators are relatively less efficient.
One way out to resolve the aforementioned problem of light-tailed proposals is to consider the uniform or heavy tailed proposal distributions like the Cauchy distribution instead of Gaussian. However, with the Cauchy proposal distribution, the Taylor's series expansions necessary for proving diffusion based optimal scaling results are not valid, since the moments are not defined for the Cauchy distribution. This is the case even if the usual regularity conditions (see, for example, Theorem 4.1 of Dey and Bhattacharya (2015b) in the TMCMC context and Roberts et al. (1997) in the context of RWM) are satisfied.
Additionally, if some of the regularity conditions are violated, for example, if the support of the target density is bounded (discontinuous target density on R d , where R is the real line and d is the dimensionality of the target distribution), the problem of optimal scaling poses further challenges.
To avoid these technical difficulties associated with the traditional diffusion based approach, Neal and Roberts (2011) obtained optimal scaling for RWM corresponding to several nonGaussian proposal densities by maximizing the expected squared jumping distance (ESJD), defined by
At least in the Gaussian proposal case Neal and Roberts (2011) show that their ESJD based approach coincides with the diffusion based approach. In this article, we consider the diffusion based approach to optimal scaling of additive TMCMC in situations where (a) all the regularity conditions of Theorem 4.1 of Dey and Bhattacharya (2015b) are satisfied but the proposal distribution is non-Gaussian, and (b) the non-regular cases consisting of target densities with bounded support, the proposal distribution being non-Gaussian.
The rest of our paper is structured as follows. In Section 2 we discuss our diffusion based approach to optimal scaling of additive TMCMC with non-Gaussian, thick-tailed proposals, assuming that the regularity conditions of Thoerem 4.1 of Dey and Bhattacharya (2015b) are satisfied. Even though the proof of our result does not go through with the Cauchy proposal (since the moments do not exist), as our simulation studies indicate, at least the recipe for obtaining optimal scaling and optimal acceptance rate remains valid even for the Cauchy proposal, which is what we conjecture. In Section 3 we consider target densities with bounded support, so that they are no longer continuous on R. The indicator function associated with the bounded support condition makes direct derivation of diffusion results difficult. To avoid such difficulty we consider the logistic transformation, mapping the bounded random variables to R, and obtain our diffusion result on the transformed space. We then make use of the Itô formula to obtain the diffusion result associated with the original bounded random variables, for Gaussian/non-Gaussian proposal distributions. We show that the notion and interpretation of diffusion speed remains intact even in the latter diffusion equation, so that obtaining optimal scaling by maximizing the diffusion speed remains a valid approach. Explict forms and values of the optimal scales and optimal acceptance rates for various proposal distributions are provided and discussed in Section 4. We compare our diffusion based optimal scaling of additive TMCMC with the ESJD based optimal scaling of RWM (Neal and Roberts (2011) ) in Section 5, focussing particularly on the Cauchy proposal. We show that our approach outperforms the ESJD method for the Cauchy based RWM agorithm. Finally, we summarize our contributions and provide concluding remarks in Section 6.
The diffusion based approach for additive TMCMC, as considered by Dey and Bhattacharya (2015b) remains valid in spite of non-Gaussian proposals. To understand why this is the case, we first provide a brief overview of additive TMCMC.
Additive TMCMC
Suppose that we are simulating from a d dimensional space (usually R d ), and suppose we are currently at a point x = (x 1 , . . . , x d ). Let us define d random variables b 1 , . . . , b d , such that, for i = 1, . . . , d, b i = +1 with probability p i ; −1 with probability 1 − p i .
The additive TMCMC uses moves of the following type:
where > 0 has any arbitrary distribution with support R + , the positive part of the real line. In this work, we shall assume that p i = 1/2 for i = 1, . . . , d and that = √ d * , where * ∼ q(·)I { * >0} , where q(·) is an arbitrary density with support R + . Here for any set A, I A denotes the indicator function of A.
Thus, a single is simulated from a distribution supported on R + , which is then either added to, or subracted from each of the d co-ordinates of x with probability 1/2. Assuming that the target distribution is proportional to π, the new move
The main difference of additive TMCMC with the RWM algorithm is that, instead of simulating and utilizing a single , the latter proceeds by simulating 1 , . . . , d independently from some density supported on the entire real line, and then adding i to the co-ordinate x i , to form x * i , for each i. The new move is accepted with probability having the same form as (3). The default, optimally scaled RWM proposal corresponds
As discussed in Dutta and Bhattacharya (2014) , in d dimensions the number of i allowed by TMCMC ranges from 1 to d, so that RWM is a special case of additive TMCMC. In what follows, however, we confine ourselves to a single for additive TMCMC.
Computational gain of TMCMC over RWM
Although TMCMC requires simulation of d+1 random variables in every iteration as opposed to simulation of d random variates required by RWM, the computational complexity of the former algorithm is much less because simulation of Bernoulli random variables is computationally a much simpler exercise compared to simulation of normal deviates. The issue on computational gain of TMCMC is illustrated in Dey and Bhattacharya (2015b) ; here we further remark that RWM took about 43 minutes for completion of 10 6 iterations for a 100-dimensional target distribution composed of products of standard normal densities truncated on (−1, 1) (see Section 5), while additive TMCMC took just about 28 minutes for the same number of iterations and the same target distribution, the codes been written in R and implemented on a desktop machine.
Diffusion approach to additive TMCMC avoids technical difficulties as-
sociated with non-Gaussian proposals using Lyapunov's central limit theorem conditional on and b 1
In order to prove diffusion based optimal scaling results for additive TMCMC, Dey and Bhattacharya (2015b) had to apply Lyapunov's central limit theorem on sums associated with the discrete random variables {b i ; i = 2, . . . , d}, conditional on (and b 1 ), and hence did not have to rely on any Gaussian assumption. Indeed, as shown in Dey and Bhattacharya (2015b) ,
, we still do not have joint normality of (b 1 * , . . . , b d * ). In fact, b i * + b j * = 0 with probability 1/2 for i = j, showing that the linear combinations of b i * need not be normal. That is, the joint distribution of (b 1 * , . . . , b d * ) is not normal, even though the marginal distributions are normal and the components are pairwise uncorrelated (E(b i * × b j * ) = 0 for i = j). This also shows that b i * are not independent, because independence would imply joint normality of the components. Note that b i * are dependent on the same * , hence they are not independent anyway.
Formal diffusion result for non-Gaussian proposals for iid product target densities
Let us consider target densities of the form
Let X d t = (X t,1 , . . . , X t,d ). As in Dey and Bhattacharya (2015b) (see also the references therein), we define
denotes the integer part), the sped up first component of the actual additive TMCMC-induced Markov chain. Thus this process proposes a jump every 1 d time units. As d → ∞, that is, as the dimension grows to ∞, the process essentially becomes a continuous time diffusion process.
Following Dey and Bhattacharya (2015b) let us assume that
Following Roberts et al. (1997) let us denote weak convergence of processes in the Skorohod topology by "⇒"; see also Dey and Bhattacharya (2015b) . Then, the following theorem, which is essentially Theorem 4.1 of Dey and Bhattacharya (2015b) , holds:
Theorem 2.1. Assume that f X is positive with at least three continuous derivatives and that the fourth derivative exists almost everywhere. Also assume that (log f X ) is Lipschitz continuous, and that (5) - (8) hold. Let X d 0 ∼ π X , that is, the d-dimensional additive TMCMC chain is started at stationarity, and let the transition be given by (x 1 , . . . ,
with B t denoting standard Brownian motion at time t,
Φ(·) being the standard normal cumulative distribution function (cdf ), and
The main difference of this theorem with Theorem 4.1 of Dey and Bhattacharya (2015b) is that here we allow * in ≡ √ d * to have arbitrary distribution q(·)I { * >0} , supported on the positive part of the real line, whereas Dey and Bhattacharya (2015b) considered q(·) to be N (0, 1). The proof of the theorem only requires b i * to have finite moments, and with this assumption, exactly the same proof of Dey and Bhattacharya (2015b) goes through for non-Gaussian choices of q(·).
2.4 Conjecture for proposals where the moments of b i * do not exist
As indicated above, the proof of Theorem 2.1, analogous to the proof of Theorem 4.1 of Dey and Bhattacharya (2015b), does not carry over for proposal distributions for which the moments of b i * do not exist, which happens when b i * is distributed as Cauchy, for instance. The reason is that some requisite Taylor's series expansions associated with b 1 * are not be valid as the higher order terms do not converge in probability to zero as d → ∞. However, all our simulation studies demonstrated that our additive TMCMC algorithms with the Cauchy proposal and the scale / √ d, have empirical acceptance rate extremely close to that associated with the theoretical acceptance rate associated with (10), even for d as small as 10, and results of simulations with high dimensions d = 50 and d = 100 lend further support to this observation (see Section 5). We thus conjecture that at least the method of obtaining optimal scaling and optimal acceptance rate, as discussed in Section 4, remains valid even for the Cauchy proposal. We use the result as a "rule of thumb" even in situations where valid proofs are yet pending.
3 Diffusion based optimal scaling for target densities with bounded supports
Although the diffusion based approach of Dey and Bhattacharya (2015b) remains valid for additive TMCMC for any proposal distribution such that b i * has finite moments, the approach needs to be slightly modified to accommodate target densities with bounded supports, so that they are discontinuous in R d , say. Otherwise the mathematics becomes unwieldy due to the presence of the indicator functions indicating the bounded support of the target density. Moreover, for target densities uniform on some bounded region, Fisher's information, which is an important ingredient in diffusion based optimal scaling theory, is not well-defined.
In particular, let us consider target densities of the form
for fixed real values a < b.
To handle such situations we give a bijective (one-to-one and onto) transformation to each x i so that the transformed random variables take values on the entire real line. In this paper, we will consider the well-known logit transformation, given by
Clearly, for each i, y i takes values on R, and the resulting joint distribution of y = (y 1 , . . . , y d ) is given by
where
If f X satisfies the regularity conditions on (a, b), then the transformed density f Y satisfies the corresponding regularity conditions on the real line R. Formally, we have the following lemma:
Lemma 3.1. Regularity conditions on f X on (a, b) carry over to regularity conditions on f Y on R in the following ways:
(a) Assume that f X is positive with at least three continuous derivatives and that the fourth derivative exists almost everywhere on (a, b). Then the same holds for the transformed density f Y on R.
(b) If f X satisfies the moment conditions (5) - (8), then the transformed density f Y satisfies the same moment conditions with Y replacing X.
Proof. Part (a) is trivial. Part (b) is also straightforward to see by taking derivatives and then making the transformation z = (a + be y )/(1 + e y ) in the integration associated with the expectation E f Y . To establish part (c), we prove the equivalent condition of Lipschitz continuity of (log f Y (y)) , that is, the absolute value of the second derivative of ψ(y) = log f Y (y) = log(b − a) + y − 2 log (1 + e y ) + log f a + be y 1 + e y is bounded. Note that
with z = (a + be y ) /(1 + e y ). Hence, noting that e y |(1−e y )| (1+e y ) 3 ≤ e y (1+e y ) (1+e y ) 3 = e y (1+e y ) 2 , we have
Since (log f X (z)) is Lipschitz continuous on (a, b), this is clearly bounded on (a, b), and by the equivalent characterization of Lipschitz continuity, (log f X (z)) is bounded on (a, b). Hence, the right hand side of (17) is bounded above, proving that (log f Y ) is Lipschitz continuous on R.
Using Lemma 3.1, we then have the following theorem, which is analogous to Theorem 2.1, but deals with the transformed target density f Y instead of the original target f X , which is supported on (a, b).
Theorem 3.1. Assume that f X is positive with at least three continuous derivatives and that the fourth derivative exists almost everywhere on (a, b). Also assume that (log f X ) is Lipschitz continuous on (a, b), and that (5) 
3.1 SDE associated with the original bounded random variables X Theorem 3.1 gives the SDE and the diffusion speed g( ) associated with
. However, we are interested in the SDE and the diffusion speed associated with
In this regard, we have the following theorem:
Theorem 3.2. Under the assumptions of Theorem 3.1 it holds that
where V 0 ∼ f X and {V t ; t ≥ 0} satisfies the SDE
Proof. Since {U d t ; t ≥ 0} ⇒ {U t ; t ≥ 0}, it follows from (21) that {V d t ; t ≥ 0} ⇒ {V t ; t ≥ 0}. SDE (22) follows from (18) by using transformation (21) and applying the Itô formula.
Notion of diffusion speed associated with the original bounded random variables X
Since the SDE (22) is not of the same form as (18) where a measure of diffusion speed, g( ), is well-defined, one may enquire if such notion of diffusion speed at all exists in the case of (22). Intuitively, SDE (22) must have exactly the same diffusion speed as (18), because of the bijection (21). It follows from Theorem 3.3 below that this is indeed the case.
Theorem 3.3. Assume that {Z t ; t ≥ 0} satisfies the SDE
Then {V t ; t ≥ 0} = {Z g( )t ; t ≥ 0} satisfies SDE (22).
Proof. The proof is analogous to the arguments of Bedard (2006) who clarify the notion of diffusion speed in the case of Langevin SDE. Let s = g( )t, so that ds = g( )dt. Hence,
Theorem 3.3 shows that if Z t is interpreted as a process with unit speed measure, then the limiting process V t is a "sped-up" version of Z t by the quantity g( ). Hence, g( ) can be interpreted as a measure of the diffusion speed of SDE (22). Thus, it makes sense to maximize g( ) with respect to to obtain optimal scaling even when the original random variables X are bounded.
It is clear that exactly the same ideas carry over to situations where the target is a product of independent but non-identical densities (assuming that the individual densities have the same support), and for TMCMC within Gibbs algorithms, as considered in Dey and Bhattacharya (2015b) . We omit details for brevity.
4 Optimal scalings and acceptance rates with respect to different proposal distributions and target densities in our SDE based approach
From Theorem 2.1 the optimal scales and the optimal acceptance rates under different proposal distributions can be obtained as follows. Let * be the maximizer of
Then the optimal scale is given by
and the corresponding optimal acceptance rate is given by
Thus, * depends only upon the proposal density q(·), the optimal scale opt depends upon q(·) as well as Fisher's information I Y , and the optimal acceptance rate depends upon q(·) only. Note that the optimal scale depends upon the chosen logit transformation y i = log
only through I Y . Since the optimal acceptance rate is independent of I Y , it is clearly independent of any bijective transformation used for mapping x i to y i . As is also clear, the optimal acceptance rate does not depend upon the target density or its support. Table 1 displays the optimal scales and optimal acceptance rates with respect to different choices of the proposal density q(·) and target densities associated with truncated normal and uniform distributions. As the degrees of freedom of the Student's t proposal density increases from 1 to 5, that is, as the proposal distribution approaches the N (0, 1) density beginning with the Cauchy(0, 1) density, it is seen that optimal scales and optimal acceptance rates increase and approach those associated with the N (0, 1) proposal in the TMCMC case; recall, in particular, that the optimal acceptance rate of additive TMCMC for the N (0, 1) proposal is 0.439. This increase in the optimal scales and the optimal acceptance rates are to be expected since the successive proposal distributions for increasing degrees of freedom have progressively thinner tails resulting in greater acceptance rates -the optimal scales increase to compensate for the thin tails so that the acceptance rates do not increase too fast.
Note that when the proposal distribution q(·) is U (0, 1), the optimal scale is much higher than those associated with the t-distributions. This is again to be expected since unlike for t-distribution based proposals, here the proposed * ∼ U (0, 1) must lie within (0, 1) with probability one, so that the resultant proposed values x i + b i √ d * are quite close to x i , resulting in too high acceptance rate unless the scale is quite large. It is also noteworthy that in this example this case of U (0, 1) proposal corresponds to target distribution with bounded support as well as proposal with bounded support. Neal and Roberts (2011) consider X = (X 1 , X 2 , . . . , X d ) to be a random vector with 0 < X i < 1 Table 1 : Optimal scales ( opt ) and optimal acceptance rates (α opt ) under different proposal distributions when the target densities are iid products of N (0, 1) truncated on (−1, 1) and U (−1, 1), respectively. for each i and that the density π for X has the following form:
where h is continuously differentiable on [0, 1]. Theorem 4.1 of Neal and Roberts (2011) provides ESJD based optimal scaling of RWM with the Cauchy(0, 1) proposal when the target distribution is of the form (27). The scaling they consider is d log d . In other words, Neal and Roberts (2011) consider RWM of the form
∼ Cauchy(0, 1). The optimal acceptance rate in this case, provided in Theorem 4.1 of Neal and Roberts (2011) , is given by 0.368.
Our result in this regard (which is actually a conjecture; see Section 2.4) is quite significantly different from that of Theorem 4.1 of Neal and Roberts (2011) . Indeed, our optimal acceptance rate with Cauchy(0, 1) proposal for * is 0.380 (see also the first row of Table 1), which is higher than that obtained by Neal and Roberts (2011) . But more significantly, while the scaling in the case of additive TMCMC is of the form / √ d, that of RWM based on ESJD is of the form /(d log d). Consequently, with Cauchy(0, 1) proposal, the former is expected to explore the target distribution in much less number of iterations compared to the latter. This seems to be a very significant advantage of our TMCMC approach compared with RWM.
In order to assess the performance of additive TMCMC and RWM for Cauchy proposal, we conduct simulation studies, assuming the target density to be a product of N (0, 1) densities truncated on (−1, 1). The additive TMCMC considers moves of the type
where * ∼ Cauchy(0, 1) such that * > 0, and b i = ±1 with probability each, for i = 1, . . . , d.
On the other hand, RWM considers moves of the type
with * i iid ∼ Cauchy(0, 1), for i = 1, . . . , d. We conduct three experiments, with d = 10, 50, 100, comparing the autocorrelations of TMCMC and RWM chains in each case. In all the cases, we ran the two algorithms for 10 6 iterations, starting with a draw from the target distribution. For TMCMC, we set T M CM C,opt = 2.934, as provided in Table 1 . The empirical acceptance rates, correct up to three decimal places, turned out to be 0.381, 0.379 and 0.380, respectively, for dimensions d = 10, 50 and 100. Thus, the empirical acceptance rates turned out to be very accurate, even for dimension as small as For RWM we tuned RW M,opt such that the empirical acceptance rate is approximately 0.368. For dimension d = 10, 50, 100, we obtain RW M,opt = 1.6, 2.06, 2.26, which yielded empirical acceptance rates 0.365, 0.374 and 0.368, respectively, correct up to three decimal places.
As already mentioned in Section 2.1.1, RWM took around 43 minutes to perform 10 6 iterations for 100 dimensions, while TMCMC required only around 28 minutes to perform the same number of iterations. Figure 1 compares the autocorrelations associated with TMCMC (thick, green vertical lines) and RWM (red vertical lines) chains for dimensions 10, 50 and 100. In every case, the autocorrelations corresponding to TMCMC are uniformly lower than those based on RWM. This clearly appears to be the consequence of lesser complexity of additive TMCMC with scaling / √ d as opposed to that of RWM with scaling /(d log d). Figure 2 magnifies the issue related to the speed of exploration of the target density by additive TMCMC and RWM, by comparing the two algorithms for the first 10,000 iterations when d = 10. As seen in the figure, in the first 10,000 iterations TMCMC explored the target density more adequately than RWM, the traceplots indicate faster mixing of TMCMC compared to RWM, and the autocorrelation of TMCMC decayed much faster than that of RWM.
Summary and conclusion
In this article we have proposed a diffusion based approach to optimal scaling of additive TMCMC in non-regular cases, in contrast with the ESJD approach of Neal and Roberts (2011) . Among the non-regular situations we have considered non-Gaussian proposal distributions and discontinuous target densities with bounded support, and have proposed simple extensions of the results of Dey and Bhattacharya (2015b) for non-Gaussian proposals in conjunction with the logistic transformation of the random variables with bounded support to map them on the real line and apply our diffusion results. We then used the Itô formula to revert back to SDE associated with the original bounded random variables, showing subsequently that the optimal scaling approach based on maximizing diffusion speed remains valid. For the Cauchy proposal, even though we are still unable to prove the results explicitly, our simulation results led us to conjecture that optimal scaling and optimal acceptance rate with the Cauchy proposal can be obtained using the same recipe discussed in Section 4. Comparison with the ESJD approach of Neal and Roberts (2011) for RWM showed that the complexity of RWM with the Cauchy proposal is much higher than that of additive TMCMC. The effect of much lesser complexity of additive TMCMC is reflected in our simulation based comparison between RWM and additive TMCMC with respect to the Cauchy proposal in the case of truncated normal target, where TMCMC outperforms RWM. Although our results are with respect to target distributions that are products of iid densities, it is easy to perceive that the ideas and the results go through even in the case of target densities that are products of independent but non-identical densities, as considered in Dey and Bhattacharya (2015b) and Bedard (2007) . It is only necessary to assume that the individual densities have the same support. Exactly the same ideas carry over to TMCMC within Gibbs algorithms, as considered in Dey and Bhattacharya (2015b) .
