B Data and descriptive statistics
Firm entry rates show a trend decline, whereas job creation rates are almost stable in many MSAs such as New York, NY, or Ann Arbor, MI. Focusing on the change in job creation by startups, converted to a rate relative to overall employment, we see stationary series. Firm exit rates also appear stationary. We show the MSAs with the smallest and largest population in 1986, the start of the migration series, and MSAs next to the deciles of the population size distribution. median 25th/75th percentile 5th/95th percentile for each point in time
The variables in our VAR and its periphery have regional variation that we model and use for identification. We show the median across MSAs along with the inner 50% and 90% for each point in time. House price data are from CoreLogic Solutions. 
B.1 Migration and population growth
Throughout our discussion, we treat population growth as driven by domestic migration. Figure B .4 contrasts the responses of population growth and the net migration rate to both identified shocks. The migration response is roughly 0.6 times that of population growth and has the same shape for both shocks.
We interpret the difference between the responses of the net migration rate and population growth as reflecting measurement error.
Startup productivity shock
Overall labor demand shock Population growth Net migration rate Population growth Net migration rate In principle, international migration or changes in fertility and mortality could account for the difference between our measure of migration and population growth. However, Figure B .5(a) shows that if we regress the net migration rate on the population growth rate, after purging it of MSA fixed effects, we find a coefficient of 0.55. This is about the factor of proportionality of the VAR responses.
B-8 The figure compares the net migration rate with the population growth rate. Panel (a) shows a scatter plot pooled across time and MSAs, while panel (b) compares the time series for a median-sized MSA (measured in 1986). The figure is consistent with our finding that the migration impulse-responses are a scaled-down version of population growth because of attenuation bias due to measurement error in net migration rates. The scale difference in impulse-responses is close to the slope coefficient in regressions in panel (a). As our example for the MSA with median population size in 1986 in panel (b) shows, the net migration rate often tracks the population growth rate closely, but can, at times, differ erratically, indicating measurement error in migration rates. Here we re-state and then prove Proposition 2.
(a) If the first instrument is correlated only with the first shock, we have (15), where ν 1 =c 1 (I − ηκ)Γ 1 e 1 and ν 2 = F chol(Λ). Here, F are the n z − 1 eigenvectors and Λ the diagonal matrix of strictly positive eigenvalues of
Then the first identified shock is identified only from the first instrument, i.e.,
Proof. Part (a): The treatment in Stock and Watson (2012) shows most clearly that with a single shock, the impact response is proportional to Γ. But even if it requires more algebra, we now also show how this follows from (15). Here, we follow the notation in Drautzburg (forthcoming, Appendix A), except for substituting β for α.
To identify a single shock from (15), set n z = 1. η = β 12 β 
To prove that β 21 = Γ 2 is as desired, use the Woodbury matrix identity to write
where the second equality uses that (I − ηκ) −1 is a scalar with n z = 1.
Consequently:
In Proposition 2 we consider n z > 1, so that we need to replace the scalar Γ 1 here with [Γ 1 ] 11 = e ′ 1 Γ 1 e 1 . Consequently, the constant in Proposition 2 is given byc =
where β 11 = Σ 11 − f (Σ, κ), normalizing the sign of the shock so that the impact-response is positive.
Part (b):
We proceed in two parts. First, we prove that
(1) Note that the n z × n z matrix S 1 S ′ 1 − ν 1 ν ′ is symmetric of rank n z − 1. Therefore:
where F are n z − 1 normed n z × 1 eigenvectors associated with the strictly positive eigenvalue λ i , where
). Because the eigenvectors are normed (15):
By construction:
as desired.
It remains to show that
to ensure the same factor of proportionality. Plugging in for ν 1 :
⇔c 1 (I − κη)κΓ 1 e 1 =c 1 (I − κη)Γ 2 e 1 .
The second to last equality uses that κ = Γ 2 Γ −1
Γe 1 .
C.2 Stacking and vectorizing the VAR
As it stands, equation (10) is part of a system of simultaneous equations and as such untractable. To simplify, it is useful to bring it into vector notation. As a first step, rewrite equation (10):
where e m,M is an M × 1 selection vector of zeros except for a one in its mth position. When obvious from the context, we drop the second subscript of the selection vector in what follows.
Stacking the model horizontally for each period across all MSAs:
. . .
Using the vec operator rule that vec(ABC) = (C ′ ⊗ A) vec(B) and the special case of vec(BC) = (C ′ ⊗ I) vec(B), this can in turn be rewritten as:
where vec(E t ) ∼ N (0, I N q ). This form of the spatial VAR is tractable as it expresses the forecast error in terms of the iid standard normal residuals vec(E t ) and therefore allows us to write down the likelihood function or to derive the form of the impulse-responses.
C.3 Rewriting the likelihood function
Proof. To derive the equality, first define a square M (n + n z + n p ) × M (n + n z + n p ) commutation matrix
, depending on whether M and n + n z + n p are even or
odd, see Lütkepohl (2005, p. 664, results (12) and (24)) for this and the following result:
Putting these results from Lütkepohl (2005) together yields:
BecauseR is diagonal, the matrix inside the determinant is block-diagonal. Using the rule for the determinant of partitioned matrices (Lütkepohl, 2005, p. 660) repeatedly gives us that
C-4
D Heterogeneous coefficients
We also examine whether the dynamics differ depending on MSA characteristics. To do so, we split the sample based on MSA characteristics. When possible, we choose characteristics before the start of our estimation sample, such as the population density in 1976 or the startup entry rate in 1978. We then estimate VAR-coefficients, within-MSA VAR-covariances, and spatial correlations with neighboring MSAs separately for each group. However, we do take account of the fact that the errors are dependent across groups. 26 Specifically, a simple transformation still purges the overall MSA-specific error term of their spatial dependence. Take the ith component of the overall error term in (13). Let G(m) map MSA m to group g.
to be the vector of within-MSA forecast errors. With heterogeneous spatial correlations, the overall error term becomes:
Post-multiplying the spatial errors by I − D diag([ρ i G(m) ] m ) therefore rids the error terms of their spatial dependence. We can estimate Σ g = B g B ′ g from the transformed error terms of all MSAs m that belong to group g.
Thus we conduct our inference separately across groups of MSAs, except for estimating the spatial correlation coefficients. The group-specific spatial correlation coefficients still maximize the joint quasilikelihood across MSAs of all groups. Of course, the bootstrap re-samples from v i t , using either an iid or a block bootstrap, and then re-introduces the estimated spatial correlation by post-multiplying with
This, of course, affects the quasi-likelihood. It is useful to rewrite the quasi-likelihood function by commuting rows and columns of the spatial transform. This corresponds to re-ordering the vector of VAR-residuals. It simplifies performing the computations and extending the model below. Since, by Lemma 1,
26 This is similar in spirit to Bonhomme and Manresa (2015) with group fixed effects and heterogeneous coefficients, but with known group assignments.
D-1
Now it is easy to see how the likelihood in (D.2) changes when the spatial transform becomes groupspecific:
We use the approach of Olley and Pakes (1996) -Estimate beta coefficient for employment -Calculate φ it as predicted sale minus employment timesβ
-Estimate the predicted survival probabilityp it using a logistic regression of survival on second order polynomial for investment, age and capital -Regress sale minus employment times the employment coefficient on capital, age, and the lagged second order polynomial of h it andp it -Estimate beta coefficients for capital, age and the constant
0 , where j denotes the industry firm i belongs to
• Collapsed firm-level TFP growth ∆ ln T F P it by year t and converted industry codes j E-2 F-1 The solid line is the median across the bootstrapped draws, while the shaded areas are the 68% and 90% confidence intervals, respectively. The underlying house price data are from CoreLogic Solutions. We compare two ways to factor the two identified shocks: In our baseline ("independent"), we attribute all the variation in the standard Bartik (1991) instrument to the overall labor demand shock. In the alternative, we choose a Cholesky factorization of the variance attributable to the two identified shocks that orders the overall labor demand shock first ("conditional Cholesky"). Both give almost identical answers. The solid line is the median across the bootstrapped draws, while the shaded areas are the 68% and 90% confidence intervals, respectively. The underlying house price data are from CoreLogic Solutions. We compare three bootstrap schemes: In our baseline, we sample blocks of three years at a time and impose the same shock realization on seven neighboring MSAs. In the iid bootstrap, we sample year by year independently. While the spatial correlation makes the results more uncertain, the effects are small. 
CI median 68% CI 90% CI
See Figure 3 for a description of the plots. The underlying house price data are from CoreLogic Solutions. We compare proximity measures: The inverse Euclidian distance between MSA centroids (our baseline), defining neighbors using common states, and using the correlation of HP-filtered employment. We also estimate the best-fitting combination of the inverse distance and the employment correlation. All give similar answers. Figure F .7: Impulse-responses in baseline VAR: Estimates based on different proximity measures. F-7 The concentrated log-likelihood clearly favors the inverse Euclidean distance when considering a single proximity measure.
With variable-specific spatial autocorrelation, the likelihood ratio is 5.4, and with common spatial correlation the ratio is 4.8.
The differences are much larger when using the correlation of cyclical employment to compute correlations. The models are not nested, but the distance-based measure increases the fit significantly. The proximity measure that combines the inverse distance matrix and the common state matrix performs even better and assigns a 0.659 weight to the inverse distance matrix with a 90% confidence interval of (0.625, 0.695). House price data are from CoreLogic Solutions. The F -statistics that measure how well the instruments identify the structural shocks drop in the larger VAR. Intuitively, the identification problem becomes harder when we try to tell the two shocks apart from four other shocks, rather than two other shocks.
F-8 
∆ job creation rate refers to the job creation rate by startups. Panel (a) shows the response to the identified startup shock, along with bootstrapped confidence intervals. Panel (b) shows the corresponding response to the overall labor demand shock. The solid line is the median across the bootstrapped draws, while the shaded areas are the 68% and 90% confidence intervals, respectively. The underlying house price data are from CoreLogic Solutions. We compare our baseline model with two lags to specifications with one or three lags. With a single lag, the VAR seems close to unstable and shock responses are qualitatively different from our baseline estimates. In contrast, with three lags we find qualitatively similar responses. Because theory suggests that we need a rich enough VAR specification, we conclude that we need at least two lags to capture the structural impulse-response functions well. The solid line is the median across the bootstrapped draws, while the shaded areas are the 68% and 90% confidence intervals, respectively. The underlying house price data are from CoreLogic Solutions. In our baseline VAR, we model firm entry rate, house price growth, and other variables without allowing them to feed back into the VAR. When we include entry and house prices in the core VAR, the responses of the original VAR variables change little. The responses of the entry rate and house price growth change slightly, but the larger model has less precise estimates whose confidence intervals are consistent with the estimates from the smaller model. The solid line is the median across the bootstrapped draws, while the shaded areas are the 68% and 90% confidence intervals, respectively. The underlying house price data are from CoreLogic Solutions. Here we drop the migration rate from the peripheral VAR to begin the estimation in 1980. We find qualitatively similar results, but noisier effects of the startup shock on employment and population growth. F-11 14.6, 31.5) 55.5 (51.3, 59 .9) Estimating a larger VAR leads to a similar variance decomposition for the variables that we model only in the periphery in our baseline but include in the larger VAR. The identified shocks still explain less than 15% of house price growth and less than 10% of firm entry. House price data are from CoreLogic Solutions. The F -statistics measuring the strength of the identification vary little with the number of lags included in the VAR and are always above 10.0. However, with three lags the bootstrapped distribution of the F -statistic shifts to the left.
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F.3 Differences in initial density The estimated spatial correlation is small for low density cities, but larger than in the baseline estimates for high density areas. For high density MSAs, the spatial correlation varies significantly across variables. House price data are from CoreLogic Solutions. The solid line is the median across the bootstrapped draws, while the shaded areas are the 68% and 90% confidence intervals, respectively. The underlying house price data are from CoreLogic Solutions. We split MSAs by their initial firm entry rate. The distribution is skewed to the right, and we set the cutoff at the 75th percentile. The effects of both shocks differ across MSAs with stronger effects in the MSAs with an initially lower startup rate. For MSAs with low initial startup rates, our results mirror our baseline estimates. For MSAs with many startups, our estimates of the effects of startup shocks are very noisy, and we find in Table F .9 that the corresponding F -statistic is low. We conclude that our identification is likely driven by MSAs with lower initial entry rates. The solid line is the median across the bootstrapped draws, while the shaded areas are the 68% and 90% confidence intervals, respectively. The underlying house price data are from CoreLogic Solutions. We split MSAs by their initial firm entry rate. The distribution is skewed to the right, and we set the cutoff at the 75th percentile. The effects of both shocks differ across MSAs with stronger effects in the MSAs with an initially lower startup rate. For MSAs with low initial startup rates, our results mirror our baseline estimates. For MSAs with many startups, our estimates of the effects of startup shocks are very noisy, and we find in Table F .9 that the corresponding F -statistic is low. We conclude that our identification is likely driven by MSAs with lower initial entry rates. Figure F .12: Impulse-responses to startup and overall labor demand shocks for MSAs grouped by their initial entry rate.
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F-15 The estimated spatial correlation is small for MSAs with few startups, but comparable to the baseline estimates for areas with high entry rates. For high entry MSAs, the spatial correlation varies significantly across variables. House price data are from CoreLogic Solutions. The solid line is the median across the bootstrapped draws, while the shaded areas are the 68% and 90% confidence intervals, respectively. The underlying house price data are from CoreLogic Solutions. We split MSAs by their initial firm entry rate.
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The distribution is skewed to the right, and we set the cutoff at the 67th percentile. The effects of both shocks differ across
MSAs with stronger effects in the MSAs with an initially lower startup rate. For MSAs with low regulation, our results are similar to our baseline estimates, but stronger. For MSAs with high regulation, our estimates of the effects of startup shocks are very noisy, and we find in Table F .11 that the corresponding F -statistic is low. We conclude that our identification is likely driven by MSAs with lower regulation. Higher regulation MSAs, however, also show a weaker response to overall labor demand shocks. The estimated spatial correlation is slightly negative for MSAs with low regulation, but comparable to the baseline estimates for areas with high regulation. For both high and low regulation MSAs, the spatial correlation varies significantly across variables. House price data are from CoreLogic Solutions.
F-19 The F -statistics measuring the strength of the identification indicate that our instruments predict the identified shocks well, except for startup shocks in highly regulated MSAs.
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