This study performs a spatial stability analysis of several jets that have previously been investigated in terms of their noise radiation. The cases include a round jet and two chevron nozzle jets with varying penetration angle. The instability wave evolution in the near-nozzle region is examined to seek for clues as to how and why the mean flow azimuthal inhomogeneity introduced by chevrons modifies the low-frequency noise component. A biglobal stability analysis is performed to determine the most unstable modes on an initial plane. The downstream evolution of the most unstable modes is then computed via three-dimensional parabolized stability equations. The azimuthal mean flow inhomogeneity introduced by chevrons is found to modify instability wave growth rates and phase speeds. Findings indicate that the near-field hydrodynamic pressure oscillations of round jet instability modes are suppressed by chevron jets. For the same modal excitation amplitude at the inlet, the two chevron jets generate considerably lower pressure fluctuations than the round jet. It is also shown that the chevron jet with the lowest hydrodynamic pressure fluctuation levels is the jet with the lowest far-field low-frequency noise output among the three jets. 
I. Introduction C ONTROL and reduction of high-speed jet noise by means of special flow mixing enhancement devices is a subject of ongoing research. For free subsonic jets, it is well known that the lowfrequency noise generated by large-scale structures dominates the peak noise radiation that occurs at shallow emission angles close to the downstream jet axis. Chevrons are currently the most popular passive control devices that have had some success in jet noise reduction. Some examples regarding the effects of chevrons on jet mixing and noise radiation can be found in the studies by Bridges and Brown [1] , Callender et al. [2] , and Alkislar et al. [3] . Despite this success, the physical mechanisms responsible for the observed lowfrequency noise reduction achieved by chevrons are not well understood. A general hypothesis that has emerged from the earlier studies is that the streamwise vorticity introduced by chevrons weakens the formation of large-scale structures and therefore leads to reduced low-frequency noise generation by large-scale structures. However, in our opinion, this hypothesis is open to debate and needs further verification.
A viable approach to gaining a better understanding of this interesting aeroacoustic phenomenon is based on an analysis of the problem in terms of the stability characteristics of the turbulent jet mean flow as modified by chevrons. From the mean flow point of view, the presence of chevrons disrupts the azimuthal homogeneity of the baseline round jet mean flow and introduces azimuthal inhomogeneity. The degree of azimuthal inhomogeneity strongly depends on the number of chevrons placed around the perimeter of the round jet nozzle as well as the chevron penetration angle. These modifications to the baseline round jet mean flow are then naturally expected to interfere with the instability characteristics of the modified jet flow and thus affect the evolution of instability waves in the near-nozzle region. Such instability waves are believed to be intrinsically linked to large-scale structures and the associated low-frequency noise emission.
The evolution of instability waves in free jet flows was previously examined using stability theory with reasonable success. However, much of the previous work was performed for azimuthally homogeneous round jets. Some noteworthy previous works on round jet stability analysis include those of Piot et al. [4] , Morris [5] , and Gudmundsson and Colonius [6] . These studies provided useful insight into the evolution of instability waves for round jets. In particular, Gudmundsson and Colonius [6] demonstrated that the linear instability waves predicted by parabolized stability equations (based on linearization around the turbulent mean flow) are a reasonably good representation of the evolution of large-scale structures in natural turbulent subsonic jets. This observation, however, is only valid for low-frequency and low-azimuthal wave-number modal structures.
Jordan and Colonius [7] as well as Cavalieri et al. [8] further discuss the extent to which instability waves have been found in the experimental data of unforced turbulent subsonic round jets. Additionally, Reba et al. [9] and Cavalieri et al. [8] examine the connection between the instability waves in unforced turbulent subsonic round jets and the low-frequency far-field noise radiated in the peak emission direction. Reba et al. [9] specifically demonstrate that an analytical acoustic source model, which is qualitatively similar to an instability wave and whose coefficients can be calibrated based on experimental near-field microphone measurements, can be used to successfully project the near-field pressure fluctuations to the far field. This extrapolation procedure is shown to produce sound pressure level predictions in the low Strouhal number range that match the corresponding experimental far-field noise measurements in the aft direction reasonably well. This observation therefore provides credible evidence toward the connection between large-scale instability waves and low-frequency jet noise radiated in the aft direction. Further compelling evidence for this connection can also be found in the recent study by Cavalieri et al. [8] . This particular work reports that the evolution of low-frequency velocity disturbances (in the Strouhal number range from 0.3 to 0.9) with azimuthal wave numbers of 0 and 1 in an unforced turbulent subsonic round jet can be reasonably represented as linear wave packets predicted by stability theory. It also shows that these azimuthal modes are fairly well correlated with the low-frequency jet noise component that is dominant in the aft direction.
Despite these encouraging developments in the case of azimuthally homogeneous round jets, similar analyses of more complex azimuthally inhomogeneous free jets, on the other hand, have been relatively rare in the literature. In the present context, the term "azimuthally inhomogeneous jet" refers to a specific case in which mean flow inhomogeneity is introduced to a round jet shear layer along its azimuthal direction. The first studies regarding the stability analysis of azimuthally inhomogeneous jets appear to have been performed by Gudmundsson and Colonius [10, 11] and Gudmundsson [12] . Gudmundsson and Colonius [10] initially performed a temporal stability analysis for the chevron or so-called "serrated" jets. Their follow-up studies [11, 12] focused on the spatial stability analysis of the same problem. In these temporal/spatial stability analyses, the one-dimensional Rayleigh equation, traditionally used in the stability analysis of round jets, was further extended to include the azimuthal inhomogeneities of chevron jets. A system of ordinary differential equations, describing the azimuthal Fourier modes, was derived and solved. The chevron jet mean flows were represented in terms of a finite number of their azimuthal Fourier transform modes. A locally parallel mean flow was also assumed in these studies to facilitate stability analyses on several axial planes in the near-nozzle region. These initial studies provided some understanding of the effect of chevrons on instability wave development. As first reported by Gudmundsson and Colonius [10, 11] , chevron jets contain a larger number of unstable modes due to the presence of both radial and azimuthal shear, as opposed to the presence of only radial shear in round jets. Some of these unstable modes for chevron jets appear as azimuthal modes that are analogous to round jet azimuthal modes. The remaining unstable modes represent instability waves that are unique to chevron jets. Furthermore, the reduction in instability wave growth rates observed in chevron jet modes was suggested as a possible cause for the low-frequency noise reduction observed with chevron jets [10, 11] .
To look for further clues as to how and why the azimuthal inhomogeneity in the mean flow introduced by chevrons modifies the low-frequency noise output, we perform a higher-fidelity spatial stability analysis of several high-speed free jet flows that have been previously investigated in terms of their noise characteristics. The instability modes of these jets are examined and compared against one another to better understand how the mean flow modifications affect instability wave evolution. In contrast to the one-dimensional Rayleigh-system approach pursued by Gudmundsson and Colonius [10, 11] and Gudmundsson [12] , the spatial stability analysis performed in the present study involves a partial differential equation (PDE) based eigenvalue problem. Furthermore, the azimuthally inhomogeneous chevron jet mean flow is fully included in the analysis, as opposed to a finite number of mean flow azimuthal Fourier transform modes included in the solution of the one-dimensional Rayleigh system by Gudmundsson and Colonius [10, 11] and Gudmundsson [12] . In the present study, the PDE-based eigenvalue problem (or a biglobal stability analysis to be discussed later) is solved to determine the most unstable modes on a given initial plane. We also use the threedimensional parabolized stability equations (PSE-3-D) to compute the further evolution of instability waves in the near-nozzle region.
Another motivation for the present work originates from the desire to answer the question as to whether the instability waves identified by a priori stability analysis do really exist in the case of chevron jets. As discussed earlier, the presence of large-scale instability waves predicted by stability theory has already been verified in the experimental flowfield measurements of turbulent round jets. However, to our best knowledge, there has not been any attempt to verify the presence of such instability waves in the case of more complex azimuthally inhomogeneous jets. Although the present study does not delve into presenting physical evidence for identified chevron jet instability waves, the findings from the present stability analysis can still serve as a useful guide toward what to look for while probing the detailed unsteady data sets available from a detailed experimental measurement or a numerical simulation. Hence, the stability analysis conducted in the present study can be viewed as an important step toward a future research goal, which aims to reveal physical evidence of such instability waves in the actual unsteady flowfield of chevron jets.
The specific cases that we examine in this study include a baseline round jet and two chevron nozzle jets, all of which were experimentally investigated by researchers at the NASA Glenn Research Center [1] . These cases correspond to unheated Mach 0.9 jets issued from nozzles designated as SMC000 (baseline round nozzle), SMC001 (six-chevron nozzle with 5 deg penetration angle), and SMC006 (six-chevron nozzle with 18 deg penetration angle). Figure 1 provides a picture of these experimental nozzles. Experimental noise measurements for the given three jets indicate that, in the aft direction, the SMC006 chevron nozzle has the lowest noise output in the low-frequency range. Time-averaged experimental particle image velocimetry (PIV) measurements taken on several axial planes Fig. 1 Experimentally tested nozzle geometries [1] .
are used as the baseline mean flow for spatial stability analyses. The next section discusses the details of our spatial stability analysis methodology and numerical techniques that are employed.
II. Spatial Stability Problem Formulation and Numerical Solution Techniques
This section provides the details of spatial stability analysis methods and numerical solution techniques employed in the present study. A biglobal stability analysis is performed first to determine the most unstable modes on an initial plane. The downstream evolution of the most unstable modes is then computed via the three-dimensional parabolized stability equations. Spectral methods are applied for the spatial discretization in radial and azimuthal directions. Reviews of these and other related stability analysis techniques, alternative numerical solution methods, and applications to several other problems can be found in Theofilis [13] , González et al. [14] , Gómez et al. [15] , and Juniper et al. [16] .
A. Compressible Linearized Inviscid Flow Equations
In this study, we examine spatially developing instability modes of high-speed, high-Reynolds-number free jet flows. Viscosity is not expected to play a key role in instability wave development under the given conditions. Thus, for the sake of simplicity in the analysis, the starting point in the derivation of spatial stability equations is chosen as the three-dimensional nonlinear compressible inviscid flow equations. To derive the linearized equations solved in this study, the following standard Reynolds decomposition is inserted into the nonlinear compressible inviscid flow equations:
where q is the instantaneous flow variable vector, q is the timeaveraged mean value vector, and q 0 is the unsteady fluctuation vector.
In linear stability analysis, it is assumed that the unsteady fluctuations imposed on the mean flowfield have a small amplitude; thus, the nonlinear interaction between fluctuations are neglected when the given identity is inserted into the nonlinear equations and term expansion is performed. After the insertion of the given identity into the nonlinear governing equations and simplification, the compressible linearized inviscid flow equations formulated in cylindrical coordinates are derived. We choose to work in the cylindrical coordinate system in this study because the inhomogeneous jet flows of interest possess natural periodicity in the azimuthal direction. The cylindrical coordinate system facilitates the application of the Fourier spectral method in the azimuthal direction during the numerical solution of the stability problem.
The linearized equations considered in this study are expressed in the following compact form:
where
and x, r, θ represent the axial, radial, and azimuthal coordinates, respectively; t is the time; v x , v r , v θ are the axial, radial, and azimuthal velocities, respectively; and p is the pressure. The details of linearized equations and matrices that appear in the given equation can be found in the Appendix. We note here that the chosen flowfield decomposition, also known as the Reynolds decomposition, has been traditionally used in the stability analysis of initially laminar flows to identify linear modal solutions about a laminar flow and study transition mechanisms to turbulence. However, the same type of decomposition has also been used in the stability analysis of a turbulent mean flow to determine modal solutions of flowfield fluctuations that can be supported by the turbulent mean flow. Although this analysis has been done in an ad hoc manner for turbulent flows, the results have shown reasonable success. For example, a recent successful application can be found in the stability analysis of high-speed turbulent subsonic round jets, as reported by Gudmundsson and Colonius [6] and Cavalieri et al. [8] . The good success reported in these studies therefore provides the motivation for the use of standard Reynolds decomposition in the stability analysis conducted in the present work.
B. Three-Dimensional Parabolized Stability Equations
The free jet flows of interest in this study are generally inhomogeneous in all three spatial directions. Without invoking any simplifying assumptions, the three-dimensional spatial stability analysis of a flow that is inhomogeneous in all directions normally involves a PDE-based eigenvalue problem, which would be prohibitively expensive to solve. Such a triglobal stability analysis without any simplifying assumptions would give rise to extremely large matrices during the solution of the eigenvalue problem. The matrix dimensions would be determined by the total number of discretization points times the number of flow variables per point. Dealing with such large matrices would obviously require significant computational resources. The associated computational cost would likely be comparable to or even higher than a direct numerical simulation. To ease the computational cost and make the current problem more amenable to a solution, the three-dimensional stability problem based on linearized equations can be parabolized by assuming that the mean flowfield varies gradually along the axial (or streamwise) direction. Although this is usually a reasonable assumption for most flows of practical interest, it may not be strictly valid in certain situations, such as in the case of chevron jet flows considered in the present study. As will be seen, chevron jets generally develop more rapidly than round jets in the axial direction. Nevertheless, the assumption of slowly varying mean flow in the streamwise direction is essential in developing a more tractable stability analysis technique, which can hopefully provide some useful insight into our problem of interest and yield at least some qualitatively meaningful trends.
The assumption of slowly varying mean flow in the streamwise direction allows the representation of flowfield fluctuation vector in terms of the following ansatz: q 0 x; r; θ; t Refqx; r; θ exp iΘx; tg (4) whereqx; r; θ is the complex-valued amplitude or shape function; i −1 p is the unit imaginary number; Θx; t is the complexvalued phase function given by
α is the complex axial wave number (i.e., α α r iα i ); ω is the realvalued angular frequency (i.e., ω 2πf, where f is the temporal frequency); and the variable ξ is related to slowly varying axial direction as ξ ϵx, where ϵ ≈ O0.1 for a turbulent jet. As the instability waves oscillate both in space and time, use of complex numbers helps simplify the analysis. For spatial stability analysis, ω has to be specified. We also note here that the amplitude change along the slowly varying spatial direction can be absorbed into either the amplitude function or phase function. In this study, the amplitude change is absorbed into the phase function; thus, the normalization condition that ensures that the kinetic energy of the shape function remains independent of axial distance is additionally imposed during the solution procedure [17] . This condition removes the exponential dependence of the shape function. Based on the given ansatz, the axial derivative of q 0 is given by
whereas its temporal derivative is given by
Upon substitution of Eqs. (4), (6) , and (7) into Eq. (2) and elimination of the complex exponential from all terms, we obtain the following equation for the shape function:
where I is the identity matrix. In this expression, the rate of change of q along the axial direction, which appears in the first term on the left, can be approximated using either first-order or second-order accurate backward Euler finite-difference schemes. In the present study, we work with experimental mean flow data gathered on nonuniformly spaced axial planes; thus, the use of a second-order scheme is not possible. We therefore employ the following first-order accurate backward finite-difference scheme:
where the subscripts j and j 1 denote the axial plane indices, and Δx is the axial spacing in between the successive planes. Equation (8) can now be rearranged in the following form:
where superscript n represents the index of an iterative procedure that will be discussed shortly. Equation (10) represents an initial value problem that can be solved using a marching procedure along the slowly varying axial direction. This marching procedure is computationally more feasible to solve than a fully three-dimensional PDEbased eigenvalue problem. The initial conditions needed for the marching procedure can be obtained from a biglobal spatial stability analysis, as will be discussed shortly. Given an initial condition, Eq. (10) generally needs to be solved multiple times as the complex wave number α that appears in the lefthand side of the equation is iteratively updated using the following relation:
whereû v 0 x ; v 0 r ; v 0 θ T , superscript † represents the complex conjugate, Ω is the integration domain (i.e., axial plane), and n ≥ 1 is the iteration index. For n 1, α n j1 α j . This equation results from the normalization condition that imposes that the kinetic energy of the shape function remains independent of axial distance [17] . The iteration continues until the difference between α n1 j1 and α n j1 becomes smaller than a specified tolerance. Assuming that a direct method is used for the solution ofq n j1 in Eq. (10), the coefficient matrix needs to be factorized after each update of α, before the system of equations can be solved for the next iteration. Because we generally work with very large matrices in this study, performing the matrix factorization repeatedly can become computationally expensive. To circumvent this issue, we replace the dynamically varying α in the coefficient matrix with a fixed value α f and rearrange Eq. (10) in the following iterative solution form:
where k ≥ 1 is the inner iteration index, and n ≥ 1 is the outer iteration index, the same as that previously defined in Eq. (11) . For k 1, q n j1 k q n−1 j1 , and for n 1,q n−1 j1 q j . If the marching procedure is being performed for a single instability mode, α f in Eq. (12) can be set to the known complex wave number of the instability mode on the upstream plane. If the marching procedure is being performed for multiple instability modes, then α f can be set to the averaged value of the upstream plane complex wave numbers for all instability modes that are being propagated downstream. Once α f is set, the left-hand-side coefficient coefficient matrix of Eq. (12) needs to be factorized only once for the given axial plane.
As can be seen in Eq. (12), only the right-hand-side vector changes during the inner iteration, whereas the left-hand-side coefficient matrix remains fixed. Because the coefficient matrix has to be factorized only once for a given plane, the system of equations can be solved very efficiently during successive inner iterations for each n. If multiple instability modes are being propagated using the marching procedure, the same factorized coefficient matrix can be used repeatedly for all modes. As k → ∞, q n j1 k1 →q n j1 . In practice, the inner iteration for each n is terminated when the difference between q n j1 k1 and q n j1 k becomes smaller than a specified tolerance. Once the convergedq n j1 is available, the updated complex wave number is calculated using Eq. (11) . The outer iteration is terminated when the difference between α n1 j1 and α n j1 becomes smaller than a specified tolerance, as mentioned earlier. Our numerical experiments show that this inner-outer iterative solution strategy is about 10 times faster than the original solution method, which requires factorization of the left-hand-side coefficient matrix every time α is updated. Hence, this inner-outer iterative solution strategy is our preferred method for PSE-3-D.
We also note that, to maintain numerical stability during the PSE-3-D marching procedure, the spacing in between successive axial planes has to be chosen such that Δx > 1∕jα r j, where α r is the real component of α. This constraint eliminates the upstream-propagating modes from the calculations and enables a stable integration of the downstream-propagating modes [18] .
D. Biglobal Spatial Stability Analysis for Initial Conditions
In the biglobal spatial stability analysis, one assumes that ∂α∕∂x 0 and ∂q∕∂x 0. Under these assumptions, the flowfield fluctuation vector is represented by the following ansatz: q 0 x; r; θ; t qr; θ exp iΘx; t where Θx; t αx − ωt
Consequently, Eq. (8) can be simplified and rearranged as follows:
The given equation is actually a generalized eigenvalue problem that can be represented as
To generate the initial conditions needed for PSE-3-D, the given generalized eigenvalue problem is solved on the initial plane. The eigenvalue problem solution then provides the eigenvalue α and its corresponding eigenfunctionq for the instability mode(s) to be propagated downstream using the PSE-3-D method.
To facilitate the solution of Eq. (15), we first rearrange it in the form of the following standard eigenvalue problem:
To locate a number of physical eigenvalues in the vicinity of a specified estimate σ, we employ the so-called shift-and-invert strategy.
¶ We thus apply a shift to both sides of the previous equation and rewrite it as follows:
Here, the shift σ can be picked based on some knowledge about the problem of interest or through a trial-and-error type process. For example, in the present subsonic jet instability problem, the physical spatial instability modes that we are interested in have positive axial growth rates (i.e., α i < 0) and phase speeds that are bounded by the jet velocity (i.e., ω∕α r < U jet ). This information can thus be used to isolate a specific region of the eigenvalue spectrum in which to look for physical eigenvalues and in the selection of proper shift σ.
To solve Eq. (19), the Arnoldi algorithm implemented in the parallel version of ARPACK software library ** is employed. Through a reverse communication interface, ARPACK requires the product of the system matrix of the transformed problem, i.e., C − σI −1 , with a vector ν that is randomly initialized and iteratively refined during the eigenvalue search procedure. This matrix-vector multiplication can be expressed as follows:
Hence,
From the previous relation, it is seen that
Therefore, to evaluate the vector χ C − σI −1 · ν (needed by ARPACK), one can solve the linear system given in Eq. (24) instead. This approach thus circumvents the expensive calculation of the inverse of C − σI matrix. Once the Arnoldi algorithm implemented in ARPACK converges for the transformed problem, i.e., Eq. (19), and returns λ, the eigenvalue of the original problem, α, can be recovered as
The eigenfunction corresponding to the converged eigenvalue is also available from ARPACK.
During the eigenvalue problem solution, we normally look for multiple eigenmodes, which are associated with instability waves of varying azimuthal structure. The desired number of eigenvalues in the vicinity of the chosen shift is an input parameter for ARPACK.
Depending on the distance between the chosen shift and location of physically meaningful eigenvalues that are being sought for, several trials with varying shifts may be needed to locate all eigenvalues of interest. In certain situations, the sought eigenvalues may have similar growth rates and phase speeds; thus, the eigenvalue spectrum may contain a cluster of closely positioned multiple eigenvalues. This type of situation normally does not create any convergence issues during the eigenvalue search as long as the chosen shift is sufficiently close to the location of the eigenvalue cluster and the dimension of the Krylov subspace (as needed in Arnoldi algorithm) is set appropriately for the desired number of eigenvalues.
E. Far-Field Boundary Conditions for the Shape Function
It is assumed that all near-field fluctuations decay to zero at infinity. Thus, as r → ∞,v x v r v θ p 0. In practice, the computational domain must be truncated at some finite radius away from the jet centerline. In the current study, we truncate our computational domain at 10 jet diameters away from the centerline and imposev x v r v θ p 0 on the truncated domain edge boundary. Numerical experiments show that domain truncation at even greater radial distances has an extremely small, thus practically negligible, effect on the computed eigenvalues and eigenfunctions. Thus, it is deemed that domain truncation at 10 jet diameters away from the centerline provides sufficiently accurate practical far-field boundary conditions for the present study. These boundary conditions are easily implemented by appropriately modifying the matrix row entries corresponding to the far-field boundary points. Although it is also possible to implement more sophisticated boundary conditions to model the outgoing disturbances on the far-field boundary for compressible flows, our experience indicates that such boundary conditions are unnecessary as long as the far-field boundary is located sufficiently away from jet centerline (typically 10 jet diameters).
F. Spectral Approximation of Radial and Azimuthal Derivatives
To ensure a good resolution of the eigenfunctions corresponding to physically relevant instability modes, we use the Chebyshev pseudospectral collocation method in the inhomogeneous radial direction and the Fourier spectral method to in the periodic azimuthal direction. These methods, which provide the highest level of accuracy possible on a given grid, are used to approximate radial and azimuthal derivative operators that appear in the governing equations. The details of these methods are provided next.
Radial Direction
To avoid the centerline singularity issue that is routinely encountered in cylindrical coordinate system equations, the Chebyshev pseudospectral collation method is applied along the radial direction in a special manner that specifically avoids placing a grid point on the centerline where r 0. This ensures that the governing equations do not contain any singular terms. As will be seen, the radial derivative operator is set up to use information from both sides of the centerline point.
Let us consider the schematic given in Fig. 2 , which depicts how the "combined" radial grid line runs from r −r max to r r max to avoid the centerline singularity issue. The radial direction r runs from left to right, as shown in the schematic. Each half of the combined grid line contains N r points; thus, the total number of grid points on the combined line is equal to 2N r . As mentioned earlier, there is no grid point placed at r 0. The radial grid point distribution is symmetric with respect to r 0. With this approach, no boundary condition is needed in the vicinity of the centerline. Only the far-field boundary conditions are enforced at the end points of the combined radial grid line.
The radial point coordinates on the combined grid line are given by
τ is the grid-stretching parameter and r c is the radial location for grid point clustering. Depending on the mean flow profile to be discretized, the typical values of τ range from 8 to 10, whereas those of r c vary from 0.37 to 0.5. The Chebyshev-Gauss-Lobatto (CGL) collocation points are given by In the previous equation, j is the collocation point index that runs from right to left, starting from zero, as depicted in Fig. 2 . Thus, as j → 0, η → 1, r → r max , and as j → N CGL , η → −1, r → −r max .
Let fr f 0 ; f 1 ; : : : ; f N CGL T be a vector that contains the data points distributed on the combined radial grid line. The radial derivative of f r is given by
and the grid transformation metric ∂η∕∂r ∂r∕∂η −1 can be evaluated either analytically or computationally. The derivative matrix D η is given by [19] 
where c j 2; j 0; N CGL 1; j 1; : : : ; N CGL − 1
To avoid redundancy, the radial derivative operator is constructed for the points located in the region where r > 0. Note that the region where r > 0 at a given azimuthal location θ corresponds to the region where r < 0 for the opposite azimuthal location, (π θ). Thus, the matrix D η is formed for j 0; : : : ; N r − 1 and l 0; : : : ; N CGL for each azimuthal location. We also note that special attention needs to be paid to the radial derivative calculation ofv r andv θ . For these two variables, the coefficient calculated from Eq. (32) has to be multiplied by −1 when l ≥ N r because the directions of these variables in the region where r < 0 are opposite to those in the region where r > 0.
Azimuthal Direction
Let fθ f 0 ; f 1 ; : : : ; f N θ −1 T be a vector that contains a total of N θ uniformly spaced data points along the periodic azimuthal direction at a given radial location r. The azimuthal coordinate is given by θ k 2πk∕N θ , where k 0; 1; : : : ; N θ − 1. Using the Fourier spectral method and assuming an even N θ , the azimuthal derivative of fθ is given by [20] 
where D θ1 and D θ2 are (N θ × N θ ) matrices given by the following expressions: In this study, all linear algebra operations such as matrix-vector multiplication, coefficient matrix lower-upper (LU) factorization, and linear system solution, which are needed during the course of PSE-3-D and biglobal stability analyses, are performed using the parallel subroutines readily available in the Scalable Linear Algebra Package (ScaLAPACK † † ) software library. Although the matrices that appear in our problem are generally sparse, our attempts to make use of a sparse matrix solver, such as the seemingly popular Multifrontal Massively Parallel Sparse Direct Solver (MUMPS ‡ ‡ ), turned out to be fruitless. To provide some details, the typical dimension of the matrices formed in this study is around 160,000. The ratio of nonzero elements to total number of elements in the A and B matrices [see Eq. (15)] was found to be only 0.17444 and 0.0008607%, respectively. During the matrix factorization phase, even with a total processor core count of around 10 5 , the MUMPS solver was found to require an excessive amount of memory, which was not physically available on the parallel machine being used. Turning on the so-called out-of-core option to have the MUMPS solver use the hard disk space as additional memory did not help resolve this issue. Although the reason for MUMPS' excessive memory requirement is currently unknown, it is believed to be likely related to the special matrix sparsity pattern that arises from the use of Chebyshev pseudospectral collocation method in the radial direction and the Fourier spectral method in the azimuthal direction. Given this technical issue, our only option was to make use of the full-matrix linear algebra subroutines available in ScaLAPACK. ScaLAPACK was found to run flawlessly without requiring an excessive amount of memory for all of the large matrix systems solved during the course of this study.
H. Assignment of Azimuthal Mode Number to Identified Instability Waves
The present stability analyses reveal a number of physically meaningful eigenfunctions, which represent instability modes with varying azimuthal structure. The eigenfunctions of the identified physically relevant instability modes are examined to determine which azimuthal mode number M they represent. If the jet mean flowfield has an N-fold periodicity in the azimuthal direction, then we expect that an azimuthal Fourier decomposition of the instability mode M should contain energy only in Fourier azimuthal wave numbers, m M kN where k 0; 1; 2; 3; : : : . This observation was previously noted by Gudmundsson and Colonius [10, 11] , who performed temporal/spatial stability analyses of chevron jets by solving the one-dimensional Rayleigh system, but it also happens to be a standard result of Floquet analysis [21] .
To avoid confusion, in the present study, we reserve M to denote the azimuthal mode number of the instability wave and m for the Fourier transform azimuthal wave number. Table 1 shows the makeup of M in terms of the coupled m values, in the case of N 6, which is the number of chevrons considered in this study. Note that, for
We also note that two instability waves that respectively correspond to the −M and M modes have the same eigenvalue. Consequently, adding up the −M and M mode eigenfunctions will produce a "combined" eigenfunction with the same eigenvalue, which will satisfy the original eigenvalue problem. In fact, during the eigenvalue problem solution procedure, it was noticed that ARPACK actually provides an eigenfunction that corresponds to a linear combination of the −M and M modes. It turns out that this is simply because ARPACK is generally initialized with a random vector that puts energy in all azimuthal wave numbers. By symmetry, a pair of given −M and M modes share a single eigenvalue, and so both modes are returned in the eigenfunction. To extract the M modes from this "linearly combined" eigenfunction, we first perform an azimuthal Fourier transform of the eigenfunction returned by ARPACK. We then reconstruct the −M and M modes separately via an inverse Fourier transform based on the relevant Fourier modes that are obtained from the m L kN relation, where L −M or L M. The extracted −M and M mode eigenfunctions are then normalized by their respective norm. These normalized eigenfunctions, which represent the shape functions of the most unstable modes identified on the initial plane, serve as initial conditions for the PSE-3-D marching procedure.
I. Validation of Biglobal Stability Analysis Tool
As mentioned earlier, initial conditions for the PSE-3-D marching procedure are obtained from a biglobal spatial stability analysis, discussed previously in Sec. II.D. To validate this tool, we perform a spatial stability analysis of a sonic unheated round jet under the locally parallel mean flow assumption and compare our results with those of Morris [5] and Davis, § § who both performed a stability analysis for the same jet by solving the Rayleigh equation via a shooting method. For this sample case, the following half-Gaussian velocity profile is assumed:
where h 0.4137D, b 0.125D, and D is the jet diameter. The density profile is obtained from the following Crocco-Busemann relation [5] :
where M j 1 is the sonic jet Mach number, T ∞ is the ambient temperature, and T R is the reservoir total temperature. T ∞ ∕T R 1 for an unheated jet. The pressure distribution is assumed to be uniform and the same as the ambient pressure. We employ 100 points along both radial and azimuthal directions to discretize the computational domain on which the biglobal spatial stability analysis is performed. The far-field boundary is located at 10D away from jet centerline. Figure 3 shows the comparison of our biglobal stability analysis results with those of Morris [5] and Davis. The figure depicts the variation of nondimensional axial growth rate and nondimensional phase speed with Strouhal frequency. The axial growth rate is normalized by the inverse of the length scale (i.e., D −1 ), whereas the phase speed is normalized by U j . Strouhal frequency is based on D and U j . The results are presented for both axisymmetric (m 0) and helical (m 1) instability modes. We observe good overall agreement between our results and those of Morris [5] and Davis. It is seen that, for both instability modes, there is a particular Strouhal frequency at which the corresponding axial growth rate becomes maximal. To reiterate, both Morris [5] and Davis use a shooting method to solve the Rayleigh equation. However, the results of Davis are obtained on a grid that is much finer than that used by Morris [5] . The comparisons clearly indicate that the grid resolution has a noticeable effect on shooting-method predictions of the axial growth rate in the high-frequency range. Our biglobal stability analysis results are found to be in better agreement with those of Davis in the high-frequency range. These favorable comparisons provide validation for the biglobal stability analysis tool of our methodology.
III. Results and Discussion

A. Preprocessing of Experimental Jet Mean Flow Measurements
The jets that we consider for stability analysis issue from nozzles designated as SMC000 (baseline round nozzle), SMC001 (six-chevron nozzle with 5 deg penetration angle), and SMC006 (six-chevron nozzle with 18 deg penetration angle). These jets were experimentally investigated by researchers at NASA Glenn Research Center [1] . Further details regarding the accuracy of experimental data and validation of the facility in which measurements were taken can be found in the publications by Bridges and Brown [1, 22] . the shear layers in all cases are fully turbulent, whereas the jet core region is in a uniform state. The shear layers get thicker with axial distance, and the potential core eventually breaks down. The jet flow downstream of the potential core is fully turbulent.
For stability analysis, we make use of the experimental particle image velocimetry (PIV) measurements taken on a total of eight axial stations. For all jets, the PIV planes are located at x∕D 0.5, 1.0, 2.0, 3.5, 5.0, 6.5, 8.0, and 10.0, where x denotes the distance measured from the nozzle exit plane, and D is the round nozzle jet exit diameter. For chevron jets, x is measured from the chevron tip; hence, for these jets, the nozzle exit plane is defined as the plane that passes through the chevron tip axial position. PIV measurements were also taken on two planes very close to the nozzle exit plane, at x∕D 0.1 and 0.2. However, an examination of the PIV data taken on these planes shows that the very thin jet shear layers at these axial locations are not adequately resolved by the PIV. Consequently, it was decided to start the stability analysis from the x∕D 0.5 plane in this study.
The baseline flow, needed in stability analyses, is determined by the time-averaged turbulent mean velocity field available from the PIV. However, the mean flowfields from the PIV need to be smoothed out before they can be used in the stability analyses. Our experience shows that the use of nonsmooth mean flow data could generate spurious eigenmodes and further complicate the analysis. Before smoothing the PIV data, we first shift the coordinates of the PIV plane to place the axis of cylindrical coordinate system at the geometric center of mean axial velocity field. This center-shifting procedure is described by Gudmundsson and Colonius [6] . For the round jet, after performing this shift, we interpolate the data taken on a rectangular PIV interrogation window onto a cylindrical grid with uniform azimuthal grid spacing. The interpolated mean axial velocity data are then averaged along the azimuthal direction. Next, the averaged radial profile is fitted with a half-Gaussian profile, similar to the expression given in Eq. (36), using the least-squares technique to determine h and b parameters in that equation. This provides a smooth curve fit to the averaged round jet axial velocity profile. This is the same procedure employed by Gudmundsson and Colonius [6] . This curve fit profile is then used to generate the mean axial velocity field at the given axial location. Because of the relatively low entrainment velocities of the round jet within near-nozzle region, the PIV measurements of the radial velocity profile in this region are found to be erroneous. The radial velocity profile for the round jet is therefore set to zero in our stability analyses. The azimuthal velocity profile is also set to zero because of the mean flow homogeneity of the round jet in azimuthal direction.
For chevron jets, after shifting the PIV plane center and interpolating the PIV plane data onto a cylindrical grid, we subdivide the mean axial velocity field on cylindrical grid into a total of 12 slices. Because there are six chevrons total, each slice corresponds to a 30 deg slice of the full azimuthal domain. The mean axial velocity field then is averaged over 12 slices to get the averaged data on a single slice. This averaged slice is further smoothed using the datasmoothing functions (which are based on local-averaging techniques) available in the Tecplot software.
¶ ¶ The smoothed slice is then duplicated periodically along the azimuthal direction to obtain the full mean axial velocity field. The chevron jet flowfields also contain a mean radial (or entrainment) velocity profile, which is stronger than that for the round jet, as well as a relatively lower amplitude but nonzero azimuthal velocity distribution. Although the chevron jet PIV measurements contain "in-plane" horizontal and vertical velocity components from which the corresponding radial and azimuthal velocities can be calculated, an examination of the chevron jet PIV data reveals that these in-plane velocity components are significantly contaminated by measurement errors. These two velocity components have magnitudes relatively lower than the axial velocity component. Furthermore, after the first few axial stations, the limited size of the PIV interrogation window is found to result in an abrupt termination (and thus a discontinuity) in these two velocity components around the PIV window boundaries. Given these issues, our only viable option was to exclude the mean radial and azimuthal velocity distributions in the chevron jet stability analyses in the present study. Thus, all stability analyses presented in this work are based on the mean axial velocity distributions alone. Figure 4 depicts the smoothed mean flowfield in terms of axial velocity contours (normalized by jet exit velocity U j ) on various axial planes that are considered for stability analysis in this work. As expected, the initial shear layers naturally thicken with axial distance for all jets. Within the first few diameters downstream of nozzle exit, the chevron jets generally develop more rapidly than the round jet. The chevron jets take a more rounded shape farther downstream. It is also easy to deduce from Fig. 4 that the azimuthally averaged mean shear-layer thickness at a given axial location in the near-nozzle region would be the thinnest for SMC000 and the thickest for SMC006. These differences observed among the mean flows of three jets in the near-nozzle region will have important implications on their instability characteristics, as will be seen. We also note that the experimental PIV measurements only provide the velocity field data. To obtain the density distribution from the velocity field, we make use of the Crocco-Busemann relation introduced earlier. The pressure distribution is assumed to be uniform and the same as the ambient pressure. For the round jet, the radial gradient of mean flowfield is computed analytically from the curve-fit profile. For the chevron jets, the radial and azimuthal gradients of mean flowfield are computed numerically using the spectral methods discussed earlier.
B. Stability Analysis and Numerical Calculation Details
All three jets considered in this study have a nozzle exit acoustic Mach number of 0.9 and are unheated. Experimental far-field noise measurements in the aft direction indicate that, among the three jets, the SMC006 chevron nozzle has the lowest noise output in the lowfrequency range with a peak Strouhal frequency Sr of about 0.35 [1] . This is the nondimensional frequency based on U j and D e . The peak frequency for the other two jets is slightly lower. Because we are interested in the connection between instability waves developing in the jet near field and the far-field noise at the dominant radiation frequency, we choose to set fD e ∕U j Sr 0.35 for our spatial stability analyses. For consistency, the same frequency is used for all jets.
For all cases, the biglobal stability analysis is performed on the initial plane, where x∕D 0.5, under the locally parallel mean flow assumption. This analysis determines the physically relevant dominant instability modes on this initial plane, which are then propagated downstream using the PSE-3-D marching procedure. The smoothed mean flowfield on PIV planes is used in the PSE-3-D marching procedure. Because the mean flow axial flow gradient is unavailable from the PIV data, we neglect all axial derivatives of the mean flow quantities that appear in the governing equations. For all jets, the cross-sectional grid on a given axial plane contains 200 points in both radial and azimuthal directions. The radial grid distribution is stretched using the function shown earlier in Eq. (26) to cluster the grid points within shear-layer region. The azimuthal grid distribution is chosen to be uniform. The spectral methods implemented in the methodology were found to provide a sufficient resolution of instability mode eigenfunctions with the given grid point distribution. Because there are four variables per grid point, the dimension of matrices that arise during stability analyses becomes 200 × 200 × 4 160; 000. In this study, we typically use a large number of cores (5 × 10 3 to 10 4 ) to handle large-scale matrix operations using the parallel ScaLAPACK software library. The total computational run time, including the biglobal stability analysis for initial conditions and the downstream propagation of physically relevant instability modes using PSE-3-D, is on the order of a few hours per test case. Figure 5 shows the typical eigenvalue spectra obtained from biglobal stability analysis on the initial plane. In the case of a round jet, eigenvalues corresponding to physical instability modes lie on a welldefined branch shown in Fig. 5a . For a chevron jet, physically meaningful eigenvalues generally follow a clear pattern in the complex plane and hence appear in the form of three distinct groups. As can be seen in Fig. 5b , two of these groups, which possess phase speeds that are greater than 0.6U j , are identified as "group 1" and "group 2" from this point onward. On the initial plane, group 2 modes generally have higher phase speeds but lower growth rates than group 1 modes. There is also a third group composed of eigenvalues with relatively lower phase speeds (which are smaller than 0.5U j ). The instability modes that are most acoustically relevant are generally thought to be modes with the highest phase speeds. Consequently, for the sake of brevity, our analysis is focused on group 1 and group 2 modes in this study. The low-phase-speed chevron jet modes are excluded. As can be expected, some differences naturally arise between the predictions of the two methods. For group 1 modes, notable differences are observed both in phase speed and growth rate predictions. For all group 1 modes, PSE-3-D consistently predicts generally higher growth rates. On the other hand, for group 2 modes, the two methods predict fairly similar growth rates, but phase speeds from PSE-3-D can be relatively lower for some modes in this group. These observed differences originate from the fact that PSE-3-D makes use of available upstream plane information in its prediction on the present plane, whereas the biglobal stability analysis treats a given axial plane independently under the locally parallel mean flow assumption. Although the axial derivative of the mean flowfield was unavailable for use in the present calculations, the PSE-3-D approach still takes the upstream plane shape function into account to propagate the instability wave from one plane to the next. Consequently, PSE-3-D results are believed to be generally more accurate than biglobal stability analysis predictions. The comparisons between the corresponding eigenfunctions predicted by the two methods will be shown later when we examine the instability wave shape functions.
C. Instability Wave Phase Speeds and Axial Growth Rates
The differences in mean flow axial velocity distributions and shear-layer thicknesses observed among the three jets give rise to several key differences in their instability characteristics. We first examine these instability characteristics in terms of instability wave phase speed and axial growth rate variation along the axial direction. The phase speed and axial growth rate of an instability wave are obtained from the complex wave number α. As the real part of the complex wave number, α α r iα i , represents the number of axial oscillations per unit of space (i.e., axial wave number), the phase speed is obtained from v p ω∕α r 2πf∕α r . The phase speed is normalized by the jet exit velocity U j , whereas the axial wave number is normalized by the inverse of jet effective diameter D −1 e . In terms of nondimensional quantities, the original identity can be written as
r ∕D e , where the superscript asterisk denotes a nondimensional quantity. This nondimensional identity can be further rearranged as v p 2πfD e ∕U j ∕α r 2πS r ∕α r , where Sr fD e ∕U j 0.35. The phase speed provides a measure of the convection speed of the instability wave. The axial growth rate is normalized by the inverse of jet effective diameter and is given by −α i . Once again, instability waves that correspond to −M and M azimuthal modes have the same eigenvalue (or complex wave number).
As seen earlier, the presence of both radial and azimuthal shear in chevron jet mean axial velocity profiles gives rise to two main groups of instability modes with relatively high phase speeds. As discussed previously in Fig. 5b , these two chevron jet groups have been identified as group 1 and group 2. For the round jet, there is obviously only a single group of instability modes because only radial shear is present. As the discussion in the following subsections will reveal, instability modes that generate the highest levels of near-field hydrodynamic pressure fluctuations are the M 0 and jMj 1 modes for the round jet and the analogous group 1 M 0 and jMj 1 modes for the two chevron jets. Because far-field noise is intrinsically linked to near-field hydrodynamic pressure oscillations, we consequently believe these two particular instability modes to be the most acoustically relevant instability modes. Hence, for brevity, we examine instability wave phase speeds and axial growth rates of only these modes.
Figures 7 and 8, respectively, plot the axial variation of nondimensional phase speed and nondimensional growth rates for the dominant M 0 and jMj 1 modes of the three jets. We first examine the phase speed behavior of these modes. For both modes, round jet phase speeds exhibit an initial decay starting from the first axial plane. This initial decay is followed by a slight increase that gives rise to a local peak at around x∕D 6.5, after which phase speeds again decay. A qualitatively similar trend is also observed for both chevron jets. For SMC001, the local peak observed after the initial decay is located at about the same location as the round jet, whereas for SMC006, this local peak happens sooner at several jet diameters upstream. Between the two chevron jets, the decay after the local peak is stronger for SMC006. It is also seen that round jet mode phase speeds are generally higher than the corresponding chevron jet mode phase speeds on all axial planes. The difference between the round jet and chevron jet phase speeds is usually the greatest on the first few axial planes. Comparing the chevron jet modes further, we observe that, on the first two axial planes, SMC006 phase speeds are relatively lower than SMC001, whereas the converse becomes true on the next few planes. SMC006 phase speeds again become relatively lower than those of SMC001 farther downstream.
We now examine the corresponding growth rate behavior of these instability modes. As seen in Fig. 8 , for SMC000 and SMC001, the initial growth rates for both modes peak on the second axial plane and then decay with axial distance. SMC006 mode growth rates, on the other hand, first display a slow initial decay from the first plane to the next, after which a stronger decay takes place. SMC006 growth rates are consistently lower than SMC001 on all axial planes. It is also interesting to note that the M 0 round jet mode takes negative growth rates for x∕D > 5, whereas the corresponding chevron jet modes maintain positive but small growth rates in the same region. For both modes, SMC001 initial growth rates on the first axial plane are slightly higher than those of SMC000. On the second axial plane, SMC000 and SMC001 growth rates are about the same. In the case of SMC006, the M 0 mode initial growth rate is about the same as that for SMC000, whereas the jMj 1 mode initial growth rate is relatively lower. For the next few near-nozzle axial planes over which a strong decay takes place, it is seen that chevron jet growth rates are consistently lower than round jet values. Farther downstream, all growth rates remain fairly stable and become relatively unimportant compared to their near-nozzle region values.
D. Instability Wave Shape Functions
We now examine the shape functions (or eigenfunctions) of the instability waves. figures also include a solid dark circle, which denotes the nozzle lip line, and two straight lines, which correspond to the chevron tip and valley planes.
It is observed that all eigenfunction amplitudes for all jets peak in the shear-layer region, indicating that these near-field hydrodynamic pressure oscillations are associated with Kelvin-Helmholtz-type instabilities. Because the SMC000 round jet mean flow is homogeneous in the azimuthal direction, rotating a given SMC000 eigenfunction around the jet axis by an arbitrary azimuthal value would still represent a valid solution of instability problem. On the other hand, because of the sixfold periodicity of chevron jet mean flows, chevron jet eigenfunctions can be rotated around the jet axis only in integer multiples of 60 deg ( 360∕6 deg) to obtain a valid solution of instability problem.
Let us focus on group 1 mode eigenfunctions, depicted in Figs. 9-12, first. For brevity, we include only positive M modes here. The negative M modes are equivalent to positive M modes by symmetry. It is seen that, for SMC000, eigenfunctions for the M 0; 1; 2; 3 modes resemble the familiar monopole, dipole, quadrupole, and hexapole source distributions, respectively. The azimuthal mean flow inhomogeneity introduced by chevrons modulates these near-field pressure fluctuations and reduces the strength of local extrema observed in SMC000 eigenfunctions. The azimuthal homogeneity of SMC000 eigenfunction amplitude distributions is also broken down by chevrons. The eigenfunction amplitudes for all chevron jet modes display a sixfold periodicity, consistent with the sixfold periodicity of the mean flow. However, for group 1 M 1 and 2 modes, it is seen that amplitude distributions are clearly "skewed" along the azimuthal direction. In other words, the eigenfunction amplitude distribution is not perfectly symmetric with respect to the chevron tip or valley planes for these two modes. Although not shown here, the skewness orientation switches direction depending on the plus or minus sign of the M mode. The skewness is clearly absent in the M 0 and 3 modes. The reason for this skewness phenomenon can be understood better by examining Table 1 . As can be seen in the table, for the particular count of six chevrons, the jMj 1 and jMj 2 instability modes are made up of a series of negative and positive Fourier azimuthal wave numbers m, which are "unevenly" coupled in the sense that a given negative m wave number does not have a corresponding positive counterpart, and vice versa. This does not happen for the M 0 and jMj 3 modes, as can be seen in the table. It is this "uneven" coupling of the m wave numbers that produces the skewness observed in the jMj 1 and jMj 2 chevron modes.
It is also worth noting that, for SMC000, except for the M 0 mode, the real component of a given eigenfunction has the same structure as the imaginary component but is phase-shifted in the azimuthal direction. The imaginary component is, in fact, equivalent to the real component being phase-shifted by θ π∕2∕M rad. The same observation cannot be made about chevron jet modes because the phase-shifted real and imaginary components of chevron jet eigenfunctions do not have an identical structure. Further comparisons between round jet and chevron jet group 1 modes reveal that chevron mode amplitude distributions are spread over a smaller area and display lower maxima relative to those of the round jet. It is also observed that the local maxima in SMC006 group 1 mode amplitude distributions have lower magnitude relative to SMC001. reaches its global peak for the corresponding mode. These figures also depict the azimuthal variation of radial, azimuthal, and total shear for the same radial location. As seen in Fig. 17 , for both chevron jets, group 1 M 0 mode disturbance amplitude peaks on the tip plane, on which the local shear layer is the thinnest and the radial shear of mean axial velocity is the largest. On this plane, azimuthal shear is obviously zero. This implies that group 1 M 0 chevron jet modes are primarily associated with radial shear.
For the remaining group 1 modes of both chevron jets, the disturbance amplitude peak is located in between the chevron tip and valley planes. Examining group 1 M 1 modes in Fig. 18 , we observe that the disturbance amplitude peak location coincides with the location of a local/global peak observed in the total shear amplitude curve. For SMC001, this peak in the total shear curve represents a global peak, whereas it is a local one for SMC006. Because of the stronger azimuthal inhomogeneity found in the SMC006 chevron jet at this particular radial location, the contribution coming from azimuthal shear to total shear is greater than that in the SMC001 case. Nevertheless, the good alignment observed between the azimuthal location of disturbance amplitude peak and the total shear local/global peak suggests that group 1 M 1 mode of the chevron jets is influenced by both radial and azimuthal shear, with the effect of radial shear likely being more dominant than that of azimuthal shear, particularly for SMC001.
We make some further interesting observations as we examine group 1 M 2 chevron jet modes in Fig. 19 . This particular mode displays two peaks of uneven strength for both chevron jets. For SMC001, at the given radial position, it is seen that radial shear is more dominant than azimuthal shear and the first disturbance peak (located to the left of chevron valley plane) is stronger than the disturbance peak located to the right. For SMC006, at the given radial position, azimuthal shear is more dominant than radial shear, and the first disturbance peak is weaker than the second one. For both cases, there is fairly good alignment between the position of the weaker disturbance peak and the position of the lesser shear component peak. Similarly, in both cases, the position of the stronger disturbance peak is aligned fairly well with the peak location of the dominant shear component or total shear. Thus, it appears that the lesser shear component is responsible for the weaker disturbance peak, whereas the dominant shear component is responsible for the stronger disturbance peak. These observations therefore lead us to conclude that the first disturbance peak (located to the left of the valley plane) must be primarily due to radial shear effects, whereas the second disturbance peak must be primarily due to azimuthal shear effects. Thus, group 1 M 2 modes of the chevron jets are found to be influenced by both radial and azimuthal shear.
Examining group 1 M 3 chevron jet modes in Fig. 20 , we again observe a dual-peak disturbance structure in which the two peaks have identical strength. The two peaks are aligned fairly well with the twin peaks of the total shear curve. Once again, for SMC001, at the given radial position, radial shear is more dominant than azimuthal shear, whereas the converse is true for SMC006. These observations again suggest the influence of both radial and azimuthal shear on group 1 M 3 chevron jet modes.
We now consider group 2 mode eigenfunctions. chevrons. In general, these modes have a similar structure between the two chevron jets, but the local extrema in amplitude distributions are again weaker for SMC006. The skewness phenomenon, discussed earlier, is also present in group 2 jMj 1 and 2 modes, although it is very mild and not as visually noticeable as in the group 1 case. The eigenfunction amplitudes of all group 2 modes again display a sixfold periodicity, as expected. Figures 21 and 22 provide the azimuthal variation of disturbance amplitude for group 2 M 0 and 1 modes, respectively. For brevity, the other group 2 modes have been skipped here. The azimuthal variation is again plotted from one chevron tip plane to the next. Group 2 modes generally peak at greater radial distances than group 1 modes. Consequently, at these radial distances, azimuthal shear becomes more dominant than radial shear, particularly for SMC006. This is clearly seen in Figs. 21 and 22. These figures also show that, for group 2 modes, the disturbance peak is located on the chevron valley plane, which is halfway between the two symmetric peaks of the total shear magnitude curve. The local shear layer is the thickest on the valley plane. Although not shown here, the trends observed in the case of group 2 M 2 and 3 modes are very similar.
The comparison between the eigenvalue predictions of biglobal stability analysis and PSE-3-D on the axial plane at x∕D 1.0 was previously shown in Fig. 6 . The comparison between the corresponding eigenfunctions is now presented in Figs. 23 and 24 for SMC001 and Figs. 25 and 26 for SMC006. We only include group 1 M 0 and 1 modes here for brevity. For the M 0 mode of both chevron jets, the disturbance amplitude distributions are fairly similar between the two predictions, although the local extrema in the amplitude distribution are of higher magnitude in the PSE-3-D prediction. The largest differences for the M 0 mode are observed in the real components of the shape function. The difference is even more notable in the case of SMC006. The imaginary components are relatively closer. This indicates that, despite similar disturbance energy levels, the distribution of energy between the two components of the shape function for the M 0 mode may vary depending on the stability analysis technique. The comparison of M 1 mode shows reasonable overall similarity between the two predictions. The local extrema generally have higher magnitude in the PSE-3-D predictions.
The streamwise variation of mode shape functions as predicted by PSE-3-D is also of interest. For this purpose, we examine the shape functions corresponding to group 1 M 0 and 1 modes. Figures 27-32 provide the shape functions on three axial planes, which are located at x∕D 0.5; 3.5, and 6.5 for the three jets. In the case of SMC000, the shape function amplitudes increase in strength as instability waves travel from x∕D 0.5 to 3.5 and weaken by the Fig. 30 Axial variation of the shape function for SMC001 group 1, M 1 mode. time they reach x∕D 6.5. In the case of chevron jets, the shape function amplitudes go through a more dramatic reduction in their strength as they propagate downstream. The M 0 mode of chevron jets also experiences redistribution of disturbance energy between the real and imaginary components of the shape function. It is also interesting to note that, in all cases, the dipole structure orientation of the M 1 mode may change relative to its initial orientation as the shape function marches downstream.
E. Near-Field Hydrodynamic Pressure Fluctuations
To make a more quantitative analysis of the near-field hydrodynamic pressure fluctuations of the instability waves, we first integrate the pressure fluctuation norm of a given mode on each axial plane. The integrated value on a given axial plane is then multiplied by an exponential term whose argument is equal to the axial integral of growth rate. The exponential term comes from the complex phase function that appears in the disturbance definition; see Eqs. (4) and ( group 2 modes possess lower overall growth rates than group 1 modes. Consequently, the largest near-field pressure fluctuations of these modes are not as strong as those of group 1 modes. For SMC000, the M 0 mode peaks at x∕D 5.0, whereas the jMj 1 mode peaks at x∕D 6.5. Both of the corresponding chevron jet group 1 modes peak at x∕D 6.5 for SMC001 and at x∕D 5.0 for SMC006.
By computing the area underneath each curve presented in Fig. 33 or Fig. 34 , we can calculate an additional quantity called the "total integrated pressure fluctuation". This quantity is simply a measure of the total hydrodynamic pressure fluctuation generated by the instability wave over the axial region 0.5 ≤ x∕D ≤ 10. Figure 35 shows this integrated quantity for all modes and jets. It is once again clear that the highest values belong to round jet M 0 and jMj 1 modes. All chevron jet modes generate considerably lower fluctuations compared to the round jet modes. For both chevron jets, group 1 M 0 and jMj 1 modes generate the highest fluctuation levels relative to the remaining group 1 modes and all group 2 modes. The highest SMC006 group 1 mode fluctuation levels are once again relatively lower than those of SMC001.
These findings correlate well with the observations regarding the experimental far-field noise measurements of the three jets in the aft direction. To reiterate, the experiments indicate that the two chevron jets have lower noise output than the round jet in the lowfrequency range of the noise spectra, and SMC006 generates the lowest low-frequency noise level among the three jets. As seen earlier in our analysis, the presence of chevrons modulates the near-field pressure fluctuations of the round jet instability waves. The most significant near-field hydrodynamic pressure oscillations of the round jet, which are associated with M 0 and jMj 1 modes, are suppressed by the corresponding group 1 chevron jet modes. The analysis also shows that SMC006 displays consistently lower fluctuation levels than SMC001. Because far-field noise is intrinsically linked to near-field hydrodynamic pressure oscillations, it is logical to hypothesize that the instability modes that generate the highest levels of near-field hydrodynamic pressure oscillations will play the most significant role in noise radiation to the far-field. The observed behavior of the dominant instability waves, as revealed by the stability analysis, provides evidence for this hypothesis and correlates well with the observed far-field low-frequency noise output of the three jets. Our stability analysis findings thus clearly indicate that the jet with the lowest levels of near-field hydrodynamic pressure fluctuation, which is SMC006, also happens to be the jet with the lowest far-field low-frequency noise output among the three jets.
F. Summary of Current Work Contributions Relative to Earlier Work
The observations made in the present study generally agree with the previous findings of Gudmundsson and Colonius [11] and Gudmundsson [12] . We now summarize the main contributions of present work relative to previous related work. The previous work studied only the SMC001 chevron jet, whereas the present work additionally considers the SMC006 chevron jet and examines the effect of chevron penetration angle on instability wave development. Furthermore, in the earlier work, the chevron jet mean flow was represented in terms of a finite number of mean flow azimuthal Fourier transform modes. In contrast, the azimuthally inhomogeneous chevron jet mean flow is fully included in the present analysis. The previous work examined instability modes on several nearnozzle planes independently under the locally parallel flow assumption. The present work, on the other hand, studies the downstream evolution of instability modes from the initial plane at x∕D 0.5 until x∕D 10 using the higher-fidelity stability analysis technique 
IV. Conclusions
This study performs a spatial stability analysis of three Mach 0.9 unheated jets that were experimentally investigated in terms of their noise generation characteristics. A high-fidelity methodology based on spectral methods is used for the stability analysis. The cases that are examined include a baseline round jet and two chevron nozzle jets, all of which were experimentally investigated by researchers at the NASA Glenn Research Center. Time-averaged experimental velocity field measurements taken on several axial planes within the near-nozzle region of these jets are used as the baseline turbulent mean flow for spatial stability analyses performed in this study. The evolution of large-scale instability waves is examined to better understand how the azimuthal inhomogeneity in mean flow introduced by chevrons modifies the low-frequency jet noise output.
The findings from stability analysis indicate that the presence of chevrons modulates the near-field pressure fluctuations of round jet instability waves. The most unstable modes of the two chevron jets are found to possess generally lower phase speeds and growth rates than the round jet modes in the near-nozzle region, with the SMC006 chevron jet modes having the lowest growth rates among the three jets. The most significant near-field hydrodynamic pressure oscillations of the round jet, which are associated with M 0 and jMj 1 modes, are found to be suppressed by the corresponding group 1 chevron jet modes. The analysis also shows that the SMC006 chevron jet with the higher penetration angle displays consistently lower near-field pressure fluctuation levels than the SMC001 chevron jet. The observed behavior of the dominant instability waves, as revealed by the stability analysis, correlates well with the observed far-field low-frequency noise output of the three jets. The noise experiments state that the two chevron jets have lower noise output than the round jet in the low-frequency range of noise spectra, and the SMC006 generates the lowest low-frequency noise level among the three jets. Findings herein thus clearly indicate that the jet with the lowest levels of near-field hydrodynamic pressure fluctuation, which is the SMC006 chevron jet, is also the jet with the lowest far-field lowfrequency noise output among the three jets.
As previously seen in the mean flow comparisons among the three jets, the azimuthally averaged mean shear-layer thickness on a given axial location is thinnest for SMC000 and thickest for SMC006. The azimuthal inhomogeneity introduced by chevrons is responsible for the thickening of the shear layer. This shear-layer thickening, in turn, affects instability wave development in a way that tends to suppress the level of near-field hydrodynamic pressure fluctuations. Because the azimuthal inhomogeneity introduced by SMC006 is stronger than that of SMC001, SMC006 is consequently more effective in the further suppression of near-field hydrodynamic pressure fluctuations. This near-field effect appears to further manifest itself in the form of reduced low-frequency noise radiation to the far field. 
Appendix: Governing Equations
