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Tvorjenje EtherChannel z uporabo LACP v načinu porazdelitve obremenitve 802.3ad. 
 
Ključne besede: 
Link aggregation, EtherChannel, Bond, LACP, 802.3ad, CentOS, IPTraf 
 
Diplomsko delo obsega opis tehnologije EtherChannel ter podroben opis protokola LACP, ki 
omogoča samodejno združevanje z minimalnim vloženim delom. 
Poleg LACP sta v delu omenjena še dva načina, ki ravno tako omogočata združevanje (PAgP 
protokol, statična konfiguracija). 
V delu smo tudi podrobno predstavili vse načine porazdeljevanja obremenitve (load 
balancing). 
 
Praktični del naloge v prvi fazi zajema priklop in delno konfiguracijo stikala Cisco Catalyst 
3750 v združenem načinu za uporabo tehnologije EtherChannel, v drugi fazi pa priklop in 
konfiguracijo fizičnega strežnika na operacijskem sistemu Linux CentOS za uporabo 
tehnologije EtherChannel. 
Tako na logičnem stikalu kot tudi na fizičnemu strežniku smo omogočili protokol LACP, ki je 
poskrbel za avtomatsko združevanje. Obenem pa smo nastavili še ustrezno porazdeljevanje 
obremenitve. 
Za meritev in zajem prometa na strežniku smo napisali bash-skripto, ki uporabi orodje 
»IPTraf«. V osnovi orodje že poda nekaj potrebne statistike, vendar je bilo za bolj podrobno 
analizo potrebno izluščiti podatke iz dnevniških datotek, ki jih je generirala skripta. 
Obdelavo podatkov in nadaljnjo analizo smo naredili v lupini s pomočjo Linuxovih ukazov. 










Forming of EtherChannel with LACP in 802.3ad load balance mode. 
 
Keywords: 
Link aggregation, EtherChannel, Bond, LACP, 802.3ad, CentOS
 
This thesis comprises description of technology EtherChannel and detailed description of 
LACP which  provides automatic link aggregation. 
Beside LACP we mention two more techniques which provide the same (PAgP protocol and 
static configuration). 
We also included detailed descriptions of load balancing modes. 
 
The first part of the practical task includes connection and partial configuration of Cisco 
Catalyst 3750 switch for use of EtherChannel technology. 
The second part includes connection and configuration of physical server with Linux CentOS 
operating system also for use of EtherChannel technology. 
LACP, which will provide automatic configuration and aggregation, has been enabled on the 
virtual switch and on the physical server. At the same time we have set the appropriate load 
balance mode on both devices. 
IPTraf tool has been used for measurement and capture of the network traffic. 
IPTraf basically already provides some of the needed statistics, but for a more detailed 
analysis, we had to extract data from log files. 
Data processing and further analysis have been done in bash terminal with Linux commands, 
using virtual terminal. 









V zadnjem desetletju svoje življenje vedno bolj selimo na splet. 
Uporabljamo ga tako v pomembnih kot tudi v manj pomembnih aspektih našega življenja. 
Takšen trend na eni strani ima vsekakor močan vpliv tudi na tisto drugo, uporabniku nevidno 
stran. 
Pod drugo stran seveda mislimo konstantno prilagajanje vseh nivojev omrežne topologije ter 
prilagajanje končnih naprav (strežniki, diskovna polja …). 
Načini, ki so bili vpeljani za povečanje kapacitete prenosa v omrežjih na eni strani ter 
zagotavljanje visoke razpoložljivosti končnih naprav na drugi strani, spadajo pod pojem             
»link aggregation«. 
Kot je mogoče razbrati že iz imena samega, pojem »link aggregation« opisuje različne 
metode vzporednega združevanja dveh ali več povezav/fizičnih vrat v namen povečanja 
prepustnosti ali zagotovitve redundance (v primeru izpada ene ali več povezav/vrat). 
 
Združevanje povezav lahko implementiramo na katerikoli izmed spodnjih treh plasti 
referenčnega modela OSI: 
 plast 1 (fizična plast) – vključuje električne povezave (IEEE 1901) ter brezžične 
naprave (IEEE 802.11), ki združijo več frekvenčnih pasov; 
 plast 2 (povezovalna plast) – združevanje navadno poteka med vrati naprav, ki so 
lahko ali fizična ali virtualna, krmiljena s strani operacijskega sistema; 
 plast 3 (omrežna plast) – združevanje na tej plasti vključuje krožno obdelavo, 
izračunavanje vrednosti, zgoščene iz različnih podatkov v glavi paketa, ali kombinacijo 
teh dveh metod. 
 
1.1 LAG 
Osnovni koncept združevanja je povezava več fizičnih vrat v eno logično povezavo ali kanal. 
Najpogosteje želimo s tem povečati kapaciteto ali zagotoviti redundanco povezave. 
Povezave, ki jih združimo med stikali, strežniki, sistemi za shranjevanje podatkov in ostalimi 
komponentami, vedno vidimo kot eno logično povezavo. 
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Na ta način lahko recimo sistemski administrator združi dve, štiri ali več povezav, ki jih ne 
smatramo več kot posamezne povezave, ampak kot združene povezave. 
Omenjeno lahko opišemo tudi z izrazi Link aggregation group (LAG), EtherChannel, 
PortChannel, MultiLink trunking (MLT) in ostalimi. 
 
Za združevanje lahko uporabimo različna načina: 
- statičnega, ki vključuje statično konfiguracijo, 
- dinamičnega, ki vključuje mehanizme za avtomatsko združevanje. 
Te načine bomo opisali kasneje. 
 
Z vidika omrežnih povezav bi tako lahko združili dve ali več povezav med dvema stikaloma ali 
recimo med stikalom in strežnikom. Za lažjo predstavo si oglejmo primer (slika 1). 
 
Slika 1: Primer LAG stikalo–stikalo in stikalo–strežnik 
 
V zgornjem primeru je LAG ali združevanje omogočeno tako na povezavi stikalo–stikalo kot 
na povezavi stikalo–strežnik.  
V zgornjem primeru predpostavimo, da obe stikali podpirata metodo združevanja, ter da ima 
strežnik fizično nameščeni vsaj dve omrežni kartici. 
Za fizično povezavo dveh naprav moramo zagotoviti ustrezno fizično povezavo (kabel) za 





V namen povečanja prepustnosti med stikali je v letu 1990 večina proizvajalcev stikal 
vključila razširitev, ki je omogočala združevanje fizičnih povezav v virtualno povezavo. 
Novonastali problem so predstavljale različne metode implementacije nove razširitve, ki se je 
od proizvajalca do proizvajalca razlikovala, kar je vodilo v nezdružljivost pri uporabi stikal 
različnih proizvajalcev. 
 
V novembru 1997 je del IEEE (802.3) vzpostavil skupino, katere namen je bila ustanovitev 
standarda, ki bi zagotavljal vzajemno delovanje povezovalnega nivoja modela TCP/IP. 
Končni dogovor je vključeval funkcijo, ki omogoča avtomatsko konfiguracijo in redundanco. 
Nov standard je postal znan kot LACP – »Link Aggregation Control Protocol«. 
V letu 2000 je večina sistemov za združevanje uporabljala standard IEEE, ki je bil do tedaj 
znan kot klavzula 43 standarda IEEE 802.3. Standard je postal znan kot 802.3ad. 
Večina izdelovalcev omrežne opreme je tedaj sprejela skupni standard in opustila svoj 
lastniški standard, ki so ga uporabljali do tedaj. 
 
V letu 2006 je David Law objavil, da so bili določeni sloji 802.1 v protokolnem skladu 
prestavljeni nad združevanje povezav, ki je definirano kot del podsloja 802.3. 
Neskladje je bilo urejeno z uradno premestitvijo protokola v skupino 802.1 s publikacijo IEEE 
802.1AX-2008. 
2. IEEE 802.3 
IEEE 802.3 predstavlja delovno skupino in zbirko standardov IEEE, izdanih s strani skupine, ki 
definirajo fizično in povezovalno plast Ethernet. 
V osnovi je to tehnologija lokalnega omrežja z dodatnimi aplikacijami prostranega omrežja. 
Opisuje fizične povezave (bakrene ali optične) med vozli in infrastrukturnimi napravami, kot 
so vozli in stikala. 
Tehnologija 802.3 obenem podpira omrežno arhitekturo IEEE 802.1. 
 
V protokolnem skladu se podplast za združevanje povezav nahaja na povezovalni plasti. Bolj 











Standard določa celo družino standardov, ki omogočajo prenos podatkov z različnimi 
prenosnimi hitrostmi, po različnih prenosnih medijih, z različnimi največjimi dolžinami 
prenosa (podana je največja teoretična možna razdalja med dvema najbolj oddaljenima 
postajama). 
 
Osnovno izvedbo Etherneta je v 1970. letih zasnovalo podjete Xerox. Krajevno omrežje je 
omogočalo prenosno hitrost 10 Mbit/s, za metodo dostopa pa so uporabili metodo 
CSMA/CD. Podjetje Xerox je kasneje v sodelovanju z DEC in Intel postavilo temelje standarda 
IEEE 802.3, ki je bil sprejet leta 1980. 
 
Skupino tehnologij Ethernet lahko danes v grobem razdelimo na naslednje podskupine: 
- osnovna različica, ki omogoča prenosno hitrost 10 Mbit/s in se prenaša preko 
koaksialnega kabla, sukane parice in optičnih vlaken; 
- 100 Mbit/s Ethernet – imenovan Fast Ethernet, ki se prenaša preko sukane parice ali 
optičnih vlaken s hitrostjo do 100 Mbit/s; 
- 1000 Mbit/s – ali Gigabit Ethernet, ki se prenaša s hitrostjo do 1000 Mbit/s preko 
optičnih vlaken ali sukane parice; 
- 10 Gigabit Ethernet. 
 
Podporni mehanizmi Ethernet: 
 VLAN (Virtual LAN) – mehanizem za virtualizacijo omrežja, 
Slika 2: Referenčni model Ethernet IEEE 802.3 
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 STP (Spanning Tree protocol) – mehanizem za preprečevanje nastanka zank v 
omrežju s stikali in obenem zagotavljanje velike razpoložljivosti in redundantnih 
povezav, 
 PoE (Power over Ethernet) – napajanje naprav preko Ethernet, 
 Link Aggregation – združevanje fizičnih povezav. 
 
Končne naprave, ki jih lahko povežemo v omrežje Ethernet: 
 osebni računalniki, 




 požarni zidovi. 
 
Omrežno opremo v omrežju Ethernet predstavljata: 
 stikalo – aktivno vozlišče in 
 obnavljalnik (vozel) – pasivno vozlišče. 
 
2.1 Pogoji za združevanje (omrežnih povezav) 
Kot smo že omenili, morajo vse naprave omogočati združevanje povezav. Obenem pa morajo 
imeti strežniki vsaj dvoje fizičnih vrat. 
Vse povezave, ki jih bomo združili v logični kanal, morajo ustrezati naslednjim pogojem. 
 
NAČIN POLNE DVOJNE POVEZAVE 
Povezava v tem načinu omogoča pošiljanje podatkov simultano v obeh smereh. Primer 
takšne naprave je telefon, kjer lahko vsak izmed obeh udeležencev v pogovoru hkrati posluša 
in govori. Kanal je lahko sestavljen iz dveh enosmernih povezav ali pa z uporabo enega 






HITROST PRENOSA PODATKOV 
Vse povezave morajo omogočati isto hitrost prenosa podatkov 10 Mbit/s, 100 Mbit/s, 1 
Gbit/s ali 10 Gbit/s. 
 
POVEZAVE TOČKA-TOČKA 
V telekomunikacijah se povezava točka-točka navezuje na komunikacijsko povezavo med 




Združevanje povezav omogoča nadgradnjo obstoječe infrastrukture z obstoječo opremo, kar 
je cenovno precej ugodneje kot nakup nove opreme. 
Pogoj za nadgradnjo so prosta dodatna fizična vrata na stikalih, ki jih uporabimo za 
združevanje. V tem primeru je potrebno zagotoviti le dodatne fizične povezave in človeške 
vire, ki bodo poskrbeli za konfiguracijo in vzdrževanje. 
 
2.2.2 Povečanje prepustnosti 
Eden izmed glavnih namenov metode združevanja je tudi povečanje prepustnosti povezave. 
Ta bi bila v nasprotnem primeru omejena na maksimalno hitrost, ki jo še omogočajo 
elementi fizičnega sloja (omrežna kartica, fizična vrata, fizična povezava – kabel). 
Kot primer vzemimo, da imamo dve 1 Gb/s vrati na stikalu 1, ki ju povežemo na dve 1 Gb/s 
vrati na stikalu 2. Prav tako pa dve prosti 1 Gb/s vrati na stikalu 1 povežemo na dve 1 Gb/s 
vrati na stikalu 3 (slika 3). 
 




Po ustrezni konfiguraciji vseh vključenih stikal bi lahko med stikalom 2 in stikalom 3 prenašali 
podatke s teoretično maksimalno hitrostjo prenosa C ≤ 2 Gb/s. 
 
2.2.3 Samodejni preklop  
Z združevanjem povečamo tudi zanesljivost povezave (slika 4). 
 
Slika 4: Izpad ene izmed fizičnih povezav v LAG 
 
V združeno logično povezavo je vključenih več fizičnih povezav, ki v primeru izpada katerekoli 
izmed njih zagotovijo, da se informacija preko stikala 1 vedno prenese po aktivnih, delujočih 
povezavah na stikalo 2. 
Velja seveda tudi obratno; tako se v primeru odpovedi katere izmed povezav informacija še 
vedno prenese preko stikala 2 do stikala 1. 
2.2.4 Porazdeljevanje obremenitve 
Večje število fizičnih povezav (slika 4) lahko s pridom izkoriščamo tudi za porazdeljevanje 
obremenitve med povezavami (load balancing). Ob pravilni konfiguraciji nam lahko 
porazdeljevanje vsaj v teoriji zagotavlja enakomerno porazdelitev omrežnega prometa po 
vseh fizičnih povezavah, ki so del virtualne povezave. 
Za porazdeljevanje lahko uporabimo različne načine, ki jih bomo našteli v nadaljevanju. Pri 
tem lahko uporabimo klasične metode, kjer se paketi pošiljajo v določenem vrstnem redu, ali 
pa metode, kjer se vrata, na katera bo paket poslan, izberejo po vnaprej določenemu 
algoritmu. 
 
Prednost predstavljata še redundanca in lažja administracija, ki omogoča, da lahko vse 
združene vmesnike administriramo kot eno enoto. 
Obenem lahko vse združene povezave uporabijo le en IP-naslov, kar je v trenutnem stanju 





- Vse povezave morajo zagotavljati isto hitrost prenosa podatkov. 
- Omejitev predstavlja tudi omejena redundanca, ki služi le v primeru odpovedi 
povezave. V kolikor pride do težav na ostali omrežni opremi se moramo zanašati na 
preostale tehnologije. 
- Večja prepustnost in redundanca zahtevata svoj davek. V našem primeru je to 
uporaba večjega števila vrat na stikalih, ki bi se v primeru neuporabe v namen 
združevanja uporabljala za povezavo z drugimi vozli oz. sistemi. 
- Omejitev predstavlja tudi število fizičnih povezav, ki so lahko del ene virtualne 
povezave: omejeno je na 8 fizičnih povezav. 
- Združevanje povezav samo po sebi ne more preprečiti nastanka zank v topologiji. 
3. EtherChannel 
3.1 Opis in delovanje 
EtherChannel je omrežna tehnologija združevanja vrat, ki omogoča združitev več fizičnih 
ethernet vmesnikov v skupni logični kanal. Poenostavljeno bi lahko rekli, da združeni 
vmesniki delujejo kot ena sama naprava ethernet. Tej napravi lahko rečemo tudi logična 
vrata (slika 5). 
 




Med najbolj zaželenimi prednostmi tehnologije EtherChannel sta  povečanje prepustnosti ter 
povečanje zanesljivosti oziroma robustnosti. 
Tehnologija omogoča uporabo do maksimalno 8 aktivnih vrat s končno navidezno hitrostjo: 
 800 Mbit/s (v primeru uporabe 100Mbit/s vrat), 
 8 Gbit/s (v primeru uporabe 1 Gbit/s vrat), 
 80 Gbit/s (v primeru uporabe 10 Gbit/s vrat). 
 
Uporabimo lahko do 8 aktivnih vrat in 1 rezervna vrata na EtherChannel. 
Za tvorjenje kanala lahko uporabimo katerikoli podprt ethernet vmesnik. Le-ti pa morajo biti 
na drugem koncu povezave povezani na stikalo, ki podpira tehnologijo združevanja. 
Z vidika fizičnega nivoja referenčnega modela OSI lahko EtherChannel realiziramo na 
povezavi ethernet preko kabla iz posukanih parov (parica) ali na optični povezavi 
(enorodovno in mnogorodovno vlakno). 
 
Zaradi uporabe obstoječih tehnologij za povezavo na fizičnem nivoju EtherChannel na precej 
enostaven način omogoči povečanje prepustnosti v katerikoli ravni omrežja. 
Vsi vmesniki, ki so del skupnega kanala, si delijo isti MAC-naslov, to pa pripomore k temu, da 
aplikacije in uporabniki vidijo ta kanal kot eno samo logično povezavo. 
Združeno povezavo podpira tudi protokol STP, katerega naloga je preprečevanje  nastanka 
zank v omrežni topologiji. 
Dodamo lahko samo še, da tehnologijo EtherChannel podpirajo vsa stikala Cisco. 
 
3.3 Omejitve 
- V združen kanal lahko združimo do 8 aktivnih vrat (z uporabo LACP do 16, vendar je 
še vedno le 8 aktivnih). 
- V primeru uporabe dveh stikal mora biti na obeh stikalih nastavljen isti povezovalni 
način (LACP, PAgP ali statična konfiguracija). 




- Sistem do vmesnikov, ki so uporabljeni v skupnem kanalu, po konfiguraciji ne more 
dostopati. Za urejanje atributov (hitrost vmesnika, velikost oddajne in sprejemne 
čakalne vrste itd.) moramo poskrbeti, preden vmesnik vključimo v skupni kanal. 
- Vsa fizična vrata morajo imeti isto vrednost VLAN. 
- Vsa vrata, ki so v isti agregacijski skupini, se morajo nahajati na istem stikalu (fizičnem 
ali logičnem). 
 
V nadaljevanju je predstavljena tehnologija StackWise.  
Predstavlja enega izmed načinov, s katerim se lahko izognemo zadnji našteti omejitvi 
(uporabljena bo tudi pri praktičnem delu naloge). 
 
CISCO STACKWISE 
Je tehnologija, ki je last podjetja Cisco. Razvita je bila v namen povečanja elastičnosti ter 
zmogljivosti v omrežju. Z uporabo namenskih kablov omogoča vzporedno povezavo do 9 
stikal serije 3750. Deluje tako, da eno stikalo prevzame aktivno vlogo »master«, ostala stikala 
pa zagotavljajo le dodatna vrata. 
Na sliki 6 je z rdečo črto označena povezava dveh Cisco stikal. 
 
Slika 6: Shema Cisco stikal z uporabo StackWise 
 
Prednosti tehnologije: 
- Zagotavlja nemoteno delovanje v primeru izpada kateregakoli stikala v skladu. 
- V primeru izpada aktivnega stikala prevzame njegovo vlogo naslednje stikalo v skladu. 
- Preprosta zamenjava okvarjenega stikala s stikalom brez konfiguracije. Vsako izmed 
stikal v skladu ima namreč celotno konfiguracijo sklada. Po vključitvi novega stikala 
sklad poskrbi za takojšnjo konfiguracijo novega člana. 





Tehnologija bo uporabljena tudi pri praktičnem delu naloge. 
Preostali načini so še SMLT (Split multi-link trunking), MLAG (multi link aggregation) in ostali, 
ki pa jih v tem delu ne bomo podrobno opisovali. 
 
3.4 Porazdeljevanje obremenitve 
EtherChannel zagotavlja porazdeljevanje po podatkovnih okvirjih in ne po podatkovnih bitih. 
Ob implementaciji je potrebno razmisliti tudi o načinu porazdeljevanja obremenitve, ki ga 
bomo uporabili. 
Pred opisom načinov porazdelitve obremenitve je potrebno razumeti tabelo 1: 
Število vrat v 
EtherChannel 
Razmerje porazdelitve 
prometa med vrati 
Razmerje porazdelitve prometa med vrati (%) 
8 1:1:1:1:1:1:1:1 12.5%:12.5%:12.5%:12.5%:12.5%:12.5%:12.5%:12.5% 
7 2:1:1:1:1:1:1 25%:12.5%:12.5%:12.5%:12.5%:12.5%:12.5% 
6 2:2:1:1:1:1 25%:25%:12.5%:12.5%:12.5%:12.5%: 
5 2:2:2:1:1 25%:25%:25%:12.5%:12.5%: 
4 2:2:2:2 25%:25%:25%:25% 
3 3:3:2 37.5%:37.5%:25% 
2 4:4 50%:50% 
 
Tabela 1: Razmerje porazdelitve prometa med vrati v EtherChannel 
 
Kot vemo, imamo v EtherChannel lahko vključenih največ 8 aktivnih vrat. Različno število 
vrat pa omogoča različne porazdelitve obremenitve (neodvisno od metode porazdeljevanja). 




Izračun na podlagi načinov porazdelitve ima lahko vedno rezultat med 0 in 7, kar predstavlja 
ravno 8 vrat. 
V primeru uporabe 4 združenih vrat vsaka vrata predstavljajo ravno 25% kapacitete 
združenega kanala. 
- V primeru rezultata 0 ali 1 bo okvir poslan na prva fizična vrata. 
- V primeru rezultata 2 ali 3 bo okvir poslan na druga fizična vrata. 
- V primeru rezultata 4 ali 5 bo okvir poslan na tretja fizična vrata. 
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- V primeru rezultata 6 ali 7 bo okvir poslan na četrta fizična vrata. 
 
Kot vidimo, je v primeru uporabe štirih vrat porazdelitev obremenitve po vratih enakomerna.  
Enakomerno porazdelitev (vsaj v teoriji) dosežemo še ob uporabi 2 ali 8 združenih vrat. 
 
Poleg razmisleka o številu fizičnih vrat je potrebno dati precej poudarka tudi izbiri načina 
porazdelitve obremenitve, ki ga bomo uporabili. 
Pri tem je smiselno narediti vsaj osnovno analizo prometnih podatkov, saj lahko ob 
nepravilni uporabi neenakomerno obremenimo določene povezave. S tem seveda dosežemo 
ravno obratni učinek od želenega, ki pa je v največ primerih povečanje prepustnosti. 
 
V osnovi stikalo za vsak okvir izvede deterministični algoritem in pri tem v izračunu uporabi 
eno ali več polj v okvirju. 
Deterministični algoritem je algoritem, ki se obnaša predvidljivo. Ko sprejme vhodni podatek, 
vedno poišče isto rešitev in stroj ali program, s katerim je algoritem implementiran, vedno 
opravi enako zaporedje operacij. 
Rezultat oziroma ostanek te funkcije nato določi, preko katerega vmesnika bo stikalo poslalo 
določen okvir. 
Katera polja okvirja se bodo uporabila, v osnovi določa sama platforma, na kateri se izvaja 
izračunavanje, ter obenem tudi konfiguracija, ki jo opravimo na napravi. 
 
Delovanje determinističnega algoritma je precej pomembno. Namreč, vsi okvirji določenega 
toka podatkov bodo z uporabo algoritma poslani na ista fizična vrata. To pa izloči možnost 
nepravilnega vrstnega reda okvirjev pri sprejemu (kar bi se lahko zgodilo ob pošiljanju preko 
različnih vrat).  
V obratni smeri delovanje algoritma nima vpliva. To je odvisno od načina porazdeljevanja 
naprave na drugem koncu povezave. 
Prav tako ni nobene zahteve po uporabi iste metode porazdeljevanja na obeh koncih 
povezave. Kot zanimivost lahko omenimo, da bi to v nekaterih primerih lahko pripeljalo celo 





3.5 Načini porazdelitve  




Porazdeljevanje obremenitve se izvaja glede na ciljni IP-naslov v poslanem paketu. 
Pri izračunavanju se ne uporabi noben drug podatek, kar lahko v nekaterih primerih pripelje 
do neizkoriščenosti celotne razpoložljive pasovne širine. 
Pri razlagi si lahko pomagamo s sliko 7, kjer pošljemo paket z mesta »Src« na »Dst IP A«.  
 
Slika 7: Primer dst-ip 
 
Pri uporabi tega načina porazdeljevanja obremenitve bo paket z istim ciljnim IP-naslovom 
vedno poslan preko iste fizične povezave v EtherChannel. 
Seveda zgornja trditev ne drži v primeru izpada povezave Fa0/1. 
3.5.2 dst-mac 





Slika 8: Primer dst-mac 
Pri uporabi tega načina bodo vsi paketi, ki bodo vsebovali isti ciljni MAC-naslov, poslani 
preko istih vrat; v našem primeru Fa0/1. 
 
3.5.3 dst-port 
Pri načinu porazdeljevanja obremenitve »dst-port« beseda »port« predstavlja TCP ali UDP 
vrata in ne fizičnega vmesnika. 
Vsa komunikacija na določenih vratih TCP/UDP poteka preko iste fizične povezave. 
Pri razlagi si pomagamo s sliko 9, kjer z mesta »Src« konstantno pošiljamo pakete preko vrat 
25. 
 




V našem primeru so vsi paketi, ki imajo v glavi ciljna vrata 25, poslani preko povezave Fa0/2. 
Pri tem načinu ne upoštevamo preostalih podatkov (IP, MAC naslov). 
V kolikor bi pošiljali promet na katera druga vrata, recimo 443, bi promet najverjetneje 
potekal preko druge fizične povezave. 
 
3.5.4 src-dst-ip 
Porazdeljevanje obremenitve se izvede z vrati XOR glede na podatek o izvornem in ciljnem 
IP-naslovu v glavi paketa.  
Če ga primerjamo z načinom »dst-port«, je največja prednost tega načina granularnost. 
Na ta način so lahko paketi z različnih izvornih IP-naslovov do istega ciljnega IP-naslova 
poslani na različna fizična vrata. 
Velja tudi obratno, tako so lahko paketi z istega izvornega IP-naslova, ki potujejo na različne 
ciljne IP-naslove, poslani na različna fizična vrata. 
 
Poglejmo si primer na sliki 10, kjer iz »Src A« in »Src B« pošiljamo pakete proti »Dst IP A«. 
 
 
Slika 10: Primer src-dst-ip 
 
V našem primeru vidimo, da gredo paketi iz »Src A« na »Dst IP A« preko fizičnega vmesnika 
Fa0/1. Medtem pa paketi iz »Src B«, ki gredo ravno tako do »Dst IP A«, preidejo preko 
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Porazdeljevanje obremenitve se izvede z vrati XOR glede na podatek o izvornem in ciljnem 
MAC-naslovu v poslanih paketih. 
Deluje po enakem principu kot način »src-dst-ip«, le da za razliko od njega dela izračun na 
podlagi MAC-naslovov. 
 
Slika 11: Primer src-dst-mac 
 
V našem primeru vidimo, da gredo paketi iz »Src A« na »Dst mac A« preko fizičnega 
vmesnika Fa0/1. Medtem pa paketi iz »Src B«, ki gredo ravno tako do »Dst mac A«, preidejo 
preko fizičnega vmesnika Fa0/2. 
 
Podajmo še primer izračuna vmesnika, preko katerega se bo poslal okvir. 
Predpostavimo, da imamo 4 aktivne povezave v EtherChannelu. Pri tem ima prva povezava 
oznako 0. 
 
Izvorni MAC-naslov (src_mac) v šestnajstiški obliki je 0x0000A4FBB321. 
- Izluščimo zadnji oktet, ki ga v zgornjem naslovu predstavlja 0x21. 
- Zadnji oktet zapišemo v binarni obliki; v našem primeru 00100001. 




Ciljni MAC-naslov (dst_mac) v šestnajstiški obliki je 0x0000A2123456. 
- Izluščimo zadnji oktet, ki ga v zgornjem naslovu predstavlja 0x56. 
- Zadnji oktet zapišemo v binarni obliki; v našem primeru 01010110. 
- Vzamemo zadnje tri bite binarne oblike; v našem primeru 110. 
 
Izbor povezave, preko katere se bo poslal paket: 
- Zapišemo formulo za izračun: {(bin_src_mac XOR bin_dst_mac) modN} 
- Vnesemo vrednosti: {(001 XOR 110) mod4}. 
- Izračunamo vrednost: 001 XOR 110 = 111 (decimalno 7) 
- 7 mod 4 = 3 
 
Rezultat je 3, kar pomeni, da se uporabi četrti vmesnik. 
 
3.5.6 src-dst-port 
Porazdeljevanje obremenitve se izvede z vrati XOR glede na podatek o izvornih in ciljnih 
vratih v poslanih paketih. 
Čeprav metoda na prvi pogled deluje podobno kot »src-dst-mac« in »src-dst-ip«, temu ni 
tako. 
V spodnjem primeru imamo komunikacijo med dvema strežnikoma (p2p). 
 




Kot lahko vidimo, promet iz »Src A«, ki ima za ciljna vrata nastavljeno vrednost 80, preide 
preko fizičnega vmesnika Fa0/1. Medtem pa ves promet ravno tako iz »Src A«, ki ima za 
ciljna vrata nastavljeno vrednost 25, preide preko fizičnega vmesnika Fa0/2. 
Metoda v primerjavi s prejšnjimi metodami ponuja še večjo granularnost. 
 
3.5.7 src-ip / src-mac / src-port 
Osnovni princip delovanja teh treh metod je enak, zato smo jih združili v eno podpoglavje. 
Porazdeljevanje obremenitve se izvaja glede na: 
- »src-ip« – izvorni IP-naslov, 
- »src-mac« – izvorni MAC-naslov, 
- »src-port« – izvorno številko vrat (TCP/UDP). 
 
Pri tem načinu popolnoma ignoriramo vse podatke o cilju (IP, MAC, vrata). 
 
Slika 13: Primer src-ip, src-mac, src-port 
 
V našem primeru vidimo, da ves promet iz »Src A«, neodvisno od cilja, preide preko fizičnega 







Porazdeljevanje obremenitve se izvede z vrati XOR glede na podatek o izvornem in ciljnem IP 
naslovu, ter izvornih in ciljnih vratih TCP/UDP v poslanih paketih. 
 
Slika 14: Primer src-dst-mixed-ip-port 
 
Z uporabo tega načina dosežemo najvišjo stopnjo granulacije (slika 14).  
- Paketi iz »Src A port 32345« na »Dst A« so poslani preko povezave Fa0/1. 
- Paketi iz »Src A port 32345« na »Dst A« so poslani preko povezave Fa0/2. 
- Paketi iz »Src A port 32346« na »Dst B« so ravno tako poslani preko povezave Fa0/2. 
- Kot vidimo paketi iz »Src A port 32346« na »Dst B« ne morejo biti poslani preko 
Fa0/3, saj je glede na izračun edina pravilna izbira povezava Fa0/2 (gledamo tudi 
podatke o ciljnem IP naslovu in vratih). 
 
Edina težava pri tej metodi je, da jo ne podpirajo vsa stikala (zahteva dražjo strojno opremo). 
Metoda bo uporabljena tudi pri praktičnem delu naloge (na strani strežnika). 
 
Preostali načini porazdeljevanja obremenitve, ki jih v tem delu ne bomo podrobno opisovali, 
so še: 
- src-dst-mixed-mac-ip – porazdeljevanje obremenitve se izvede z vrati XOR glede na 
podatek o izvornem in ciljnem MAC-naslovu ter izvornem in ciljnem IP-naslovu, 
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- dst-mixed-ip-port – porazdeljevanje obremenitve glede na podatek o ciljnem IP-
naslovu in vratih TCP/UDP, 
- src-mixed-ip-port – porazdeljevanje obremenitve glede na podatek o izvornem IP-
naslovu in vratih TCP/UDP, ter 
- load-balance mpls. 
Pred pričetkom analize prometa je smiselno preveriti, kateri načini porazdeljevanja so 
podprti na stikalu. Zaradi strojnih in programskih omejitev namreč vse naprave Cisco ne 
podpirajo vseh načinov. 
4. LACP (802.3ad) 
LACP (Link Aggregation Control Protocol) ali tudi 802.3ad je del standarda 802.1ax. 
Predstavlja protokol, ki omogoča dinamično združevanje povezav v logično povezavo (kanal). 
 
4.1 Opis protokola in delovanje 
4.1.1 Udeleženci protokola 
Protokol opišemo z vidika fizičnih vrat, ki predstavljajo skupno točko pritrditve prenosnega 
medija. Vsaka fizična vrata, ki so združena z ostalimi vrati, se smatrajo kot udeleženec 
protokola. 
Združevanje je realizirano z dvojimi ali več fizičnimi vrati, ki so povezana na multiplekser, ki 
distribuira in zbira okvirje z fizičnih vrat oziroma jih pošilja na fizična vrata. 
 
Vsaka naprava, ki bo udeleženec protokola, sama sebe vidi kot lokalnega udeleženca – 
»actor«. Medtem ta naprava vidi sosednjo napravo kot partnerja – »partner«. 
Ravno obratno sosednja naprava, ki bo udeleženec protokola, sama sebe vidi kot lokalnega 




Slika 15: Primer dveh udeležencev protokola 
 
Vsak izmed udeležencev, ki ima omogočen LACP, ima v osnovi nastavljen pasivni način. 
To pomeni, da posamezna fizična vrata pri tem udeležencu v tem načinu le sprejemajo 
pakete LACPDU. Šele, ko je LACPDU sprejet, sledi odgovor z ustreznimi podatki. 
 
Udeleženec, ki ima omogočen LACP in nastavljen aktivni način, v definiranem časovnem 
intervalu pošilja pakete LACPDU po vseh aktivnih povezavah. V kolikor prejme odgovor, ki 
ustreza vsem kriterijem za združevanje, tvori skupni kanal (EtherChannel). 
V kolikor imamo v topologiji dve napravi v osnovnem načinu (pasivni način), se kljub 
omogočenemu LACP na nobeni izmed njiju ne bo tvoril skupni kanal. 
 




AKTIVNI DA DA 
PASIVNI DA NE 
Tabela 2: LACP – odvisnosti stanja vrat 
 
Kot vidimo, lahko pride do uspešnega tvorjenja skupnega kanala le v primeru, ko ima vsaj 
eden izmed udeležencev nastavljen aktivni način. 
V nadaljevanju si poglejmo, kakšne pakete si morajo udeleženci med seboj izmenjavati ter 
kakšna je njihova vsebina. 
4.1.2 LACPDU 
LACPDU ali Link Aggregation Control Protocol Data Unit je protokolna podatkovna enota ali 




Vsi udeleženci protokola, ki imajo nastavljen aktivni način, na nek časovni interval pošiljajo 
LACPDU. Pasivni udeleženci pa le poslušajo in v primeru sprejema LACPDU odgovorijo. 
Lahko rečemo, da vsi udeleženci v protokolu v nekem danem trenutku med seboj 
izmenjujejo LACPDU (pod predpostavko, da je ima vsaj eden udeleženec nastavljen aktivni 
način). 
 
Kot smo že na začetku omenili, LACPDU vsebuje nadzorne protokolne informacije.  
Tem informacijam bi lahko rekli kar identifikacijski parametri, saj se z njimi udeleženca 
identificirata: 
Ti parametri so: 
- sistemski identifikator, 




PRIORITETA SISTEMA LACP 
Vsak sistem z omogočenim LACP ima nastavljeno 16-bitno vrednost, ki predstavlja sistemsko 
prioriteto LACP. V osnovi je ta vrednost nastavljena na 32768, lahko pa jo ročno spremenimo 
na katerokoli drugo vrednost med 1 in 65535. 
LACP to vrednost uporabi v kombinaciji z MAC-naslovom in s tem pridobi sistemski 
identifikator (sysID), ki v tej kombinaciji predstavlja 48-bitno vrednost. 
Prioriteta sistema je ključna pri začetni komunikaciji s partnerskimi napravami. 
Višja prioritetna vrednost pomeni nižjo prioriteto sistema. 
 
PRIORITETA VRAT LACP 
Vsaka vrata z omogočenim LACP imajo tako kot sistem nastavljeno 16-bitno vrednost, ki 
predstavlja prioriteto vrat LACP. V osnovi je ta vrednost nastavljena na 32768, lahko pa jo 
ročno spremenimo na katerokoli drugo vrednost med 1 in 65535. 
LACP uporablja to vrednost v kombinaciji s številko fizičnih vrat, s katerimi v tej kombinaciji 
tvori identifikator vrat (port identifier). 
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Prioriteta vrat je ključna v primeru, ko se pojavi omejitev, ki preprečuje zduževanje vseh 
primernih vrat. V tem primeru LACP na podlagi prioritete vrat določi, katera vrata bodo 
delovala v aktivnem načinu ter katera bodo ostala v pripravljenosti (standby). 
Višja prioritetna vrednost vrat pomeni manjšo za LACP. 
 
ADMINISTRATIVNI KLJUČ LACP 
LACP avtomatično nastavi vrednost administrativnega ključa, ki je enaka številki združenega 
kanala na vsakih vratih, ki uporabljajo LACP. Ključ definira možnost, da vrata omogočajo 
združevanje z drugimi vrati. 
 
VRATA V STANJU VROČE PRIPRAVLJENOST 
LACP omogoča združitev največ 16 vrat, vendar ima lahko največ 8 vrat naenkrat nastavljen 
aktivni način (LACP odloči glede na nastavljeno prioriteto posameznih vrat). 
Za ostala vrata LACP nastavi način vroče pripravljenosti (hot standby). 
V primeru težav na vratih v aktivnem načinu LACP okvarjena vrata nadomesti z vrati v načinu 
»hot standby«. 
 
Kot posledica indentifikacijskih parametrov se v LACPDU nastavijo zastavice (ne moremo jih 
ročno spreminjati). 
V tabeli 3 si poglejmo nekaj najbolj osnovnih zastavic. 
 
ZASTAVICA NAČIN OPIS 
LACP_Activity Active mode 
Pasive mode 
Označuje trenutno stanje 
fizičnih vrat 
LACP_Timeout Short timeout (1s) 
Long timeout (30s) 





Pove, ali udeleženec 
dovoljuje uporabo fizičnih 
vrat v namen združevanja 
Synchronization Synchronization Pove, ali je sistem pripravljen 
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Unset  uporabiti dotično povezavo v 
kanalu za prenašanje 
podatkov 
Tabela 3: LACP – zastavice 
 
Preostale zastavice so še »Distributing«, »Collecting«, »Expired« in »Defaulted«. 
V nadaljevanju si poglejmo sestavo LACPDU (slika 16). 
 
 
Slika 16: Sestava LACPDU 
 
Kot lahko vidimo s slike 16, je informacijam LACP namenjenih 108 oktetov.  
Zajemajo raznorazne informacije, ki si jih udeleženci protokola v želji po uspešni vzpostavitvi 
združenega kanala izmenjujejo med seboj. Poleg vzpostavitve povezave se informacije 
uporabljajo tudi za obveščanje partnerskih naprav o stanju vrat. 
V tabeli 4 imamo našteta polja v LACPDU z opisi. 
 
POLJE OPIS 
Ciljni naslov Ciljni MAC-naslov (48-bitni naslov) 
Naslov Vira Izvorni MAC-naslov (48-bitni naslov) 
Dolžina/Vrsta Nanaša se na »EtherType«, ki označuje, kateri protokol je ograjen v 
okvirju; v primeru LACP je ta vrednost vedno 0x8809 
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Podvrsta Označuje podvrsto ograjenega protokola; v primeru prenosa LACP je ta 
vrednost 0x01 
Verzija Polje definira verzijo protokola LACP 
LACP informacije Vse preostale informacije, ki jih LACP potrebuje za uspešno vzpostavitev 
združenega kanala 
FCS »Frame check sequence« – dodatni biti k okvirju v namen detektiranja 
napak, ki bi lahko nastale pri prenosu 
Tabela 4: Pomen polj v LACPDU 
 
4.2 Prednosti LACP v primerjavi z ročno konfiguracijo 
- Vrata v načinu vroče pripravljenost – do 8 vrat v stanju vroče pripravljenosti za 
primere, ko odpove katera izmed povezav 
- Failover – zagotavlja delovanje povezave ob izpadu katere izmed povezav v 
združenem kanalu. 
- Configuration confirmation – v kolikor je na kateremkoli koncu povezave težava v 
konfiguraciji, LACP ne bo tvoril združene povezave 
 
Kot smo že omenili, LACP deluje tako, da pošilja LACPDU po vseh omrežnih povezavah, ki 
imajo omogočen protokol LACP. Pri tem preverja vrednosti polj v LACPU (informacije LACP). 
Preverjanje teh polj omogoča detekcijo napak in posledično preprečevanje izpada povezav. 
V naslednjem poglavju bomo opisali kako deluje detekcija LACP. 
 
4.3 LACP – detekcija napak 
LACP kot mehanizem za samodejno združevanje omogoča zaznavanje skoraj vsake znane 
napake pri povezovanju. 
V primeru napake LACP zavrne zahtevo po združevanju. 






V spodnjem primeru (slika 17), želimo na sistemu »A« združiti povezavi. 
Ena izmed povezav je povezana s sistemom »B«, druga povezava na sistemu »A«, pa s 








V zgornjem primeru sistem »A« prejme LACPDU iz sistema »B« in preveri polje s sistemskim 
identifikatorjem. Prav tako prejme LACPDU iz sistema »C« in preveri njegov sistemski 
identifikator. 
Ker se sistemska identifikatorja sistema obeh prejetih LACPDU ne ujemata, LACP na sistemu 
»A« zavrne zahtevo po združevanju. 
Zavrnjene so namreč vse zahteve, pri katerih se sistemski identifikator ne ujema z že 
obstoječimi člani katere izmed agregacijskih skupin. 
 
Crossed LAGs 
V primeru na sliki 18 želimo tako na sistemu »A« kot na sistemu »B« dvakrat združiti po dve 
povezavi (ustvariti dva združena kanala, vsakega z dvojimi fizičnimi vrati). 
 
 
Slika 18: Primer detekcije – crossed LAGs 
 
Slika 17: Primer detekcije – split LAG 
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V zgornjem primeru sistem »A« v primeru tvorjenja LAG1 prejme dva LACPDU. Prvi je iz 
sistema »B«, s ključem »1«, drugi ravno tako iz sistema »B«, s ključem »2« (sistemski 
identifikator je pri obeh »B«). 
Ker si identifikatorja nista enaka, LACP na sistemu »A« zavrne zahtevo po združevanju. 
Zavrnjene so namreč vse zahteve, pri katerih se identifikator ključa ne ujema z že obstoječimi 
člani katere izmed agregacijskih skupin. 
Za tvorjenje LAG2 na sistemu »A« velja ista zgodba. 
 
Looped LAG 




Slika 19: Primer detekcije - looped LAG 
 
V zgornjem scenariju LACP preveri sistemski identifikator in ključ dohodnega LACPDU ter 
zavrne zahtevo po združevanju. 
Zavrnjene so vse zahteve, kjer bi lahko prišlo do združevanja sosednjih vrat na istem sistemu 







PAgP (Port Aggregation Protocol) je Ciscov lastniški protokol, ki se lahko uporablja  za 
združevanje povezav na stikalih Cisco. To predstavlja tudi glavno razliko med protokoloma za 
avtomatično združevanje PAgP in LACP, ki je standardiziran in ni omejen na določenega 
proizvajalca. 
 
Ravno tako kot LACP tudi PAgP omogoča samodejno ustvarjanje združenega kanala s 
pomočjo izmenjave protokolnih sporočil med vrati. Poleg tega se protokol tudi uči, kakšna je 
zmogljivost posameznih skupin vrat in o tem obvešča sosednja vrata. 
 
PAgP pozna štiri stanja vrat: 
- Off – v tem načinu na vratih v nobenem primeru ne bo omogočen PagP. 
- Auto – PAgP na vratih deluje v pasivnem načinu. EtherChannel se bo tvoril le v 
primeru, ko bo prejel zahtevo od pobudnika. V nobenem primeru pa ta vrata 
ne bodo pobudnik. 
- Desirable – PAgp na vratih deluje v aktivnem načinu. Vrata bodo pobudnik za 
združen kanal. 
- On –  v tem primeru se smatra, da je na drugem koncu povezave prav tako 
omogočeno združevanje (PAgP). 
 
Ravno tako kot pri LACP lahko pri PAgP predstavimo tabelo, v katerih primerih se tvori 
skupni kanal (tabela 5). 
 
DESIRABLE AUTO 
DESIRABLE DA DA 
AUTO DA NE 
Tabela 5: PAgP – odvisnosti stanja vrat 
 
V nadaljevanju je opisan praktičen primer osnovne konfiguracije dveh stikal 3750, kjer prvo 
stikalo pošilja PAgP pakete, drugo pa le posluša. 
 
Primer konfiguracije: 
- stikalo 1 (Fe0/10, Fe0/11 in Fe0/12 vmesniki v načinu »desirable«) 
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- stikalo 2 (Fe0/10, Fe0/11 in Fe0/12 vmesniki v načinu »auto«) 
 
Konfiguracija na stikalu 1 (S1): 
S1>enable Omogočimo privilegirano stanje 
S1#configure terminal Omogočimo globalno konfiguracijo 
S1 (config) #interface range 
fastethernet0/10 -12 
Izberemo tip: fastethernet, reža: 0 
Fizična vrata: 10, 11, 12 
S1 (config-if-range) # channel-group 1 
mode desirable 
Nastavimo vmesnike f0/10–12 v združen vmesnik 1 
s stanjem vrat »desirable« (pagp) 
S1 (config-if-range) #no shutdown Omogočimo izbrane vmesnike 
S1 (config-if-range) #end Izhod iz privilegiranega stanja 
 
Konfiguracija na stikalu 2 (S2): 
S2>enable Omogočimo privilegirano stanje 
S2#configure terminal Omogočimo globalno konfiguracijo 
S2 (config) #interface range 
fastethernet0/10 -12 
Tip: fastethernet, reža: 0 
Fizična vrata: 10, 11, 12 
S2 (config-if-range) # channel-group 1 
mode auto 
Nastavimo vmesnike f0/10–12 v združen vmesnik 1 
s stanjem vrat »auto« (pagp) 
S2 (config-if-range) #no shutdown Imogočimo izbrane vmesnike 
S2 (config-if-range) #end Izhod iz privilegiranega stanja 
S1#show etherchannel summary Na stikalu 1 preverimo konfiguracijo 
 
 
Po vnosu zadnjega ukaza na stikalu 1 dobimo naslednji izpis: 
 
Flags:  D - down        P - bundled in port-channel 
        I - stand-alone s - suspended 
        H - Hot-standby (LACP only) 
        R - Layer3      S - Layer2 
        U - in use      f - failed to allocate aggregator 
        M - not in use, minimum links not met 
        u - unsuitable for bundling 
        w - waiting to be aggregated 
        d - default port 
Number of channel-groups in use: 1 
Number of aggregators:           1 
 
Group  Port-channel  Protocol    Ports 
1      Po1(SU)         PAgP      Fa0/10(P)   Fa0/11(P)   Fa0/12(P)  
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6. Statična konfiguracija 
6.1 Opis 
Poleg dinamičnega združevanja povezav v logični kanal, ki ga omogočata LACP in PAgP, lahko 
povezave združimo tudi s statično konfiguracijo na stikalu. 
V tem primeru kompletno konfiguracijo vnesemo ročno in obenem sami zagotavljamo, da v 
povezavi med obema koncema ni napak – oziroma da je združen kanal na obeh straneh 
povezave nastavljen na isti način. 
Ta način (vsaj v produkcijskem okolju) ni priporočljiv za uporabo, saj lahko z eno napačno 
potezo ali slabim razmislekom povzročimo precej škode. 
 
6.2 Slabosti 
- Statična konfiguracija bo tvorila združen kanal brez kakršnekoli potrditve, kar 
lahko pripelje do težav v omrežni topologiji. 
- V primeru izpada katere izmed povezav ni poskrbljeno za samodejni preklop 
(naprava na drugem koncu ne bo zaznala nobenih težav). 
- V primeru uporabe statične konfiguracije na enem koncu povezave in 
dinamičnega protokola na drugem koncu ne bo prišlo do tvorjenja združenega 
kanala. 
 
PRIMER TEŽAVE PRI STATIČNI KONFIGURACIJI 
V nadaljevanju je opisan primer povezave stikalo–strežnik.  
Na strani stikala nimamo nastavljenega združevanja povezave (ali je konfiguracija napačna ali 
pa smo enostavno pozabili nastaviti). 
Na strani strežnika imamo med dvema povezavama nastavljen LAG (Linux Bond) z načinom 
porazdelitve krožne obdelave. 





Ker imamo na strežniku nastavljen način porazdelitve »round robin«, se okvirji zaporedoma 
pošiljajo preko obeh povezav. 
Ob vsakem prejetem okvirju se v tabelo CAM zapiše podatek o vratih in MAC-naslovu 
(opcijsko tudi številka VLAN). 
 
CAM-TABELA  
CAM-tabela, MAC-tabela ali tabela za filtriranje je dinamična tabela v omrežnem stikalu, ki 
vsebuje podatek o tem, kateri MAC-naslov se nahaja na katerih fizičnih vratih. 
Je osnovni mehanizem, ki ločuje omrežna stikala od omrežnih zvezdišč (hub).  
Zvezdišča v osnovi sprejemajo okvirje, ki jih nato posredujejo na vsa ostala vrata. 
Medtem imajo stikala t. i. CAM-tabelo (MAC address table – Cisco), ki posameznim vratom 
določi MAC-naslov. 
 
Slika 20: Primer CAM-tabele 
 
Težava nastane, ko se paketi izmenično pošiljajo preko obeh povezav. To pripelje do 
konstantnega spreminjanja vrednosti v CAM tabeli. 
- Strežnik pošlje paket A z MAC-naslovom 00:00:00:00:00:11 preko povezave 1. 
- Stikalo preko vrat 10 prejme paket A in v tabelo zapiše podatek o MAC-naslovu in 
vratih. 
- Strežnik pošlje paket B z MAC-naslovom 00:00:00:00:00:11 preko povezave 2. 
- Stikalo preko vrat 11 prejme paket B in v tabelo zapiše podatek o MAC-naslovu in 
vratih. 
- Strežnik pošlje paket C z MAC-naslovom 00:00:00:00:00:11 preko povezave 1. 





Ta trend se nadaljuje, dokler stikala ne preobremenimo in postane neodzivno. 
Precej podobna zgodba je nastala v primeru, ko je bila odkrita ranljivost, ki je omogočala 
poplavo podatkov v CAM-tabeli (CAM Table Overflow exploit). 
 
To težavo na stikalu lahko odpravimo tako, da vklopimo možnost, ki ob nenehnem 
spreminjanju zapisa v CAM-tabeli,generira dnevniško datoteko in nas o tem obvesti. 
V nadaljevanju vidimo izsek takšnega zapisa iz dnevniške datoteke. 
 
Nov  7 13:06:59.946 %C4K_EBM-4-HOSTFLAPPING: Host 00:1B:21:55:1E:C9 in vlan 40 is 
moving from port Te1/2 to port Te3/8 
Nov  7 13:06:59.946 %C4K_EBM-4-HOSTFLAPPING: Host 00:1B:21:55:1E:C9 in vlan 40 is 
moving from port Te3/8 to port Te1/2 
Nov  7 13:06:59.946 %C4K_EBM-4-HOSTFLAPPING: Host 00:1B:21:55:1E:C9 in vlan 40 is 
moving from port Te1/2 to port Te3/8 
Nov  7 13:06:59.946 %C4K_EBM-4-HOSTFLAPPING: Host 00:1B:21:55:1E:C9 in vlan 40 is 
moving from port Te3/8 to port Te1/2 
 
7. Bond 
Do sedaj smo se osredotočali le na konfiguracijo, ki je potrebna pri povezavah stikalo–stikalo. 
Potreba po povečanju prepustnosti, zagotovitvi redundance in ostalega pa seveda nastane 
tudi pri povezavah tipa stikalo–končna naprava (v našem primeru strežnik Linux). 
V tem primeru lahko na strežniku Linux uporabimo mehanizem za združevanje omrežnih 
vmesnikov v en virtualni vmesnik. 
 
Mehanizem za združevanje je bil kot modul jedra Linux vključen pri različici jedra 2.0. Do 






»Linux Ethernet Bonding Driver« je metoda, ki omogoča povezovanje več omrežnih 
vmesnikov v en sam logični združeni vmesnik. Splošno rečeno, s tem omogoča stanje vroče 
pripravljenosti in storitve porazdeljevanja obremenitve »load balancing«. 
 
Fizični strežnik mora tako imeti vsaj dva fizična omrežna vmesnika, ki ju med sabo lahko 
združimo v en logični vmesnik (bond). 
Na sliki 21 je prikazan primer povezovanja štirih omrežnih vmesnikov, ki jih po dva združimo 




Slika 21: Primer povezovanja omrežnih vmesnikov 
 
7.2 Načini združevanja 
V osnovi jih lahko razdelimo v tri kategorije: 
- zanesljivost na podlagi redundance. 
- splošni način. 







Parameter »mode«, ki ga vključimo kot del konfiguracije, pove, kakšen način združevanja bo 
uporabljen na logičnem združenem vmesniku. Parameter obenem potrebuje še argument, ki 
je lahko zapisan z besedo ali kot numerična vrednost. Tako je recimo »mode=802.3ad« 
enako zapisu »mode=4«. 
V nadaljevanju je opisanih nekaj najbolj osnovnih načinov združevanja. 
 
ZANESLJIVOST NA PODLAGI REDUNDANCE 
»Active-backup« ali »mode 1« 
Pri tem načinu so aktivna le ena fizična vrata, ki so del združenih vrat. Druga fizična vrata 
postanejo aktivna le v primeru, ko aktivna vrata prenehajo delovati. 
MAC-naslov združenih vrat pri tem načinu je navzven viden le na enih fizičnih vratih, saj bi v 
nasprotnem primeru prišlo do težav na stikalu. 
 
SPLOŠNI NAČINI 
Difuzijski način ali »mode 3« 
Pri difuzijski metodi vsa podrejena vrata (slave port) prenašanjo iste pakete in s tem 
zagotavljajo toleranco napak. Metoda ne omogoča porazdeljevanja obremenitve. 
 
Preostala dva splošna načina sta še »balance – tlb« ali »mode 5« in »adaptive load 
balancing« ali »mode 6«.  
 
NAČINI, KI ZAHTEVAJO PODPORO STIKALA 
Krožna obdelava ali »mode 0« 
Pri tem načinu je odhodni promet enakomerno porazdeljen po vseh vmesnikih v skupnem 
kanalu. Paketi se zaporedno pošiljajo na vmesnike v vrstnem redu od prvega do zadnjega 
vmesnika. Ko se okvir pošlje na zadnji vmesnik, nadaljuje pošiljanje s prvim vmesnikom. 
Prednost tega načina je vsaj teoretično maksimalno izkoriščena pasovna širina (ob 





»Balance-xor« ali »mode 2« 
Odhodni promet je porazdeljen po fizičnih vmesnikih po naslednji formuli (slika 22). 
 
 
Slika 22: Balance-xor – formula za izračun vmesnika 
 
Porazdeljevanje obremenitve se izvede z vrati XOR glede na podatek o izvornem in ciljnem 
MAC-naslovu. Dobljena vrednost se nato deli s številom vmesnikov v logičnem kanalu. 
Dobljena vrednost predstavlja številko fizičnih vrat, po katerih bo poslan okvir. 
Metoda zagotavlja porazdeljevanje obremenitve in redundanco. 
 
802.3ad ali »mode 4« 
Načinu lahko rečemo tudi LACP (protokol je opisan v poglavju 4). 
Pri tem načinu se odhodni promet porazdeli med vsa aktivna fizična vrata. Način 
porazdeljevanja je definiran v konfiguraciji logičnega združenega vmesnika s parametrom 
»xmit_hash_policy«. 
 
*Načini, ki zahtevajo podporo stikala, so lahko uporabljeni tudi v kombinaciji strežnik–
strežnik z uporabo križne povezave. 
 
7.3 Porazdeljevanje obremenitve 
Pri uporabi katerega izmed načinov, ki zahteva podporo stikala, lahko nastavimo tudi želeno 
porazdeljevanje obremenitve. 
S parametrom »xmit_hash_policy« nastavimo oddajno politiko za načina »balance-xor« in 
»802.3ad«. 
7.3.1 Oddajna politika 
PLAST 2 
Za izračun se uporabijo vrata XOR v kombinaciji s podatki povezovalne plasti (MAC-naslov). 
Dobljena vrednost se nato še deli po modulu seštevka vseh fizičnih vrat v združenih vratih. 
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Politika deluje enako kot način »balance-xor«. 
Ta oddajna politika je analogna načinu porazdelitve src-dst-mac (poglavje 3.5.5). 
 
PLAST 2+3 
Za izračun se uporabijo vrata XOR v kombinaciji s podatki omrežne in povezovalne plasti (IP-
in MAC-naslov).  
Ta oddajna politika je analogna načinu porazdelitve src-dst-mixed-mac-ip. 
 
PLAST 3+4 
Za izračun se uporabijo vrata XOR v kombinaciji s podatki transportne in omrežne plasti 
(vrata in IP-naslov). 
Ta oddajna politika je analogna načinu porazdelitve src-dst-mixed-ip-port (poglavje 3.5.8). 
 
Preostali politiki sta še »encap2+3«, ter encap3+4«, ki pa ju v tem delu ne bomo opisovali. 
 
V tabeli 6 je opisanih le nekaj dodatnih parametrov, ki jih še lahko vključimo v konfiguracijo. 
PARAMETER OPIS 
active_slave Definiramo nova aktivna fizična vrata za primer, ko trenutna 
aktivna vrata prenehajo delovati 
downdelay Definiramo časovnik (ms), preden sistem onemogoči fizična 
vrata po detekciji napake 
lacp_rate Definiramo počasno (30 s) ali hitro (1 s) pošiljanje LACPDU 
miimon Definiramo pogostost preverjanja fizičnih vrat za napakami 
(ms) 
min_links Definiramo najmanjše število aktivnih fizičnih povezav, 
preden se ustvari virtualna združena povezava (le ob uporabi 
802.3ad) 
primary Definiramo primarno napravo (primer: eth0), ki bo v primeru 
dosegljivosti vedno aktivna 
updelay Definiramo čas čakanja preden se lahko dosegljiva vrata 
združijo v virtualna. 
Tabela 6: Preostali parametri bond 
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8. Meritev in analiza prometa 
8.1 Opis 
V praktičnemu delu naloge smo preverili »pravičnost« porazdeljevanja bremena po dveh 
omrežnih povezavah. 
V prvi fazi smo priklopili in uredili konfiguracijo na stikalu serije Cisco Catalyst 3750, ki je 
združeno še z enim enakim stikalom s tehnologijo StackWise. 
Ker je govora o stikalu, ki je v produkciji, smo prikazali le konfiguracijo, ki je potrebna za  
kreiranje novega združenega vmesnika. Obenem smo nastavili še globalno porazdeljevanje 
obremenitve. 
V drugi fazi smo priklopili fizični strežnik modela HP ProLiant DL380 G7, ki ima že vgrajeni dve 
mrežni kartici, ki podpirata združevanje vmesnikov. 
Na strežniku je nameščen operacijski sistem CentOS 6.6 z modificiranim jedrom (Virtuozzo), 
ki omogoča virtualizacijo na nivoju operacijskega sistema. 
Na strežniku smo združili dva omrežna vmesnika in nastavili ustrezno porazdeljevanje 
prometa (plast 3+4). 
Na strežniku je bilo v času testiranja okrog 257 aktivno uporabljanih virtualnih strežnikov 
(vsak s svojim IP-naslovom), ki se primarno uporabljajo za spletno gostovanje. 
V tretji fazi smo preizkusili delovanje združenih vmesnikov (redundanca) in namestili orodje 
IPTraf. 
Za zajem prometnih podatkov smo napisali bash-skripto, ki je željen čas zajemala ves 
omrežni promet, ki je bil poslan na združene vmesnike. Vsebina je bila shranjena v obliki 
dnevniških datotek. V zadnji fazi smo zajete podatke obdelali ter jih poskusili prikazati na 
najbolj enostaven način. 
Na sliki 23 je prikazana topologija, ki smo jo uporabili pri praktičnem primeru. 
 
Slika 23: Topologija pri praktičnem primeru 
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8.2 Konfiguracija stikala 
Imamo dve stikali Cisco Catalyst 3750, ki uporabljata tehnologijo StackWise in delujeta kot 
eno logično stikalo. Eno stikalo je v aktivnem načinu, drugo pa le zagotavlja dodatna fizična 
vrata. Na vsako izmed stikal pripeljemo eno povezavo, saj na ta način omogočimo delovanje 
povezave tudi v primeru izpada katerega izmed stikal v logičnem stikalu. 
Na sliki 24 vidimo stikali, ki sta bili uporabljeni v praktičnem primeru. 
 
Slika 24: Fizična vrata na stikalu 
 
Ker se v delu osredotočamo le na tvorjenje skupnega kanala, bomo v to delo vključili le delno 
konfiguracijo stikala. V tabeli 7 si poglejmo, kako preverimo podprte načine porazdelitve 
obremenitve na stikalu in v nadaljevanju nastavimo stanje obojih fizičnih vrat.  
UKAZ NAMEN 
Switch#> enable Omogočimo privilegirano stanje 
switch# configure terminal Omogočimo globalno konfiguracijo 
switch (config)# port-channel load-balance ? Preverimo podprte načine 
porazdelitve obremenitve 
switch (config)# port-channel load-balance src-dst-ip Nastavimo način porazdelitve 
obremenitve »src-dst-ip« 
Switch (config) # interface GigabitEthernet1/0/30 Izberemo vmesnik na prvem 
fizičnem stikalu Ge1/0/30 
Switch(config-if) # channel-group 30 mode active Nastavimo vmesnik Ge1/0/30 v 




Switch (config) # interface GigabitEthernet2/0/30 Izberemo vmesnik na drugem 
fizičnem stikalu Ge1/0/30 (isto 
logično stikalo) 
Switch(config-if) # channel-group 30 mode active Nastavimo vmesnik Ge2/0/30 v 
združen vmesnik 30 s stanjem vrat 
»active« (LACP) 
sh run int GigabitEthernet1/0/30 Preverimo trenutno konfiguracijo 
na vmesniku Ge1/0/30 
Tabela 7: Konfiguracija stikala z opisi 
 
Z zgornjo konfiguracijo smo vmesnika Ge1/0/30 in Ge2/0/30 nastavili za uporabo LACP 
(aktivni način). Prav tako smo ju združili v skupni kanal 30 in nastavili način porazdelitve »src-
dst-ip«. 
 
8.3 Konfiguracija strežnika 
Konfiguracijo bomo uredili na strežniku HP ProLiant DL380 G7, ki ima več omrežnih kartic s 
podporo združevanja vmesnikov v skupna vrata (bond). 
Povezavi smo na strežniku priklopili v omrežni kartici eth1 in eth3, na drugem koncu pa sta 
bili povezavi priklopljeni v logično stikalo. Na sliki 25 vidimo priklopljen strežnik. 
 
Slika 25: Zadnja stran strežnika s fizičnimi vrati 
 
Na strežnik namestimo sistem CentOS in nato sistem za virtualizacijo Virtuozzo 
(spremenjeno jedro), ki omogoča virtualizacijo na nivoju operacijskega sistema. Sistem je 
nastavljen, da ob zagonu uporabi datoteke v /etc/sysconfig/network-scripts/ in na podlagi 
vsebine ustrezno omogoči in nastavi omrežne vmesnike. 
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Datoteke se povečini imenujejo »ifcfg-<ime>«, kjer se <ime> nanaša na ime naprave, ki jo 
nadzira konfiguracijska datoteka (primer ifcfg-eth0). 
Datoteke vsebujejo direktive, ki so naštete in opisane v tabeli 7.  
Direktiva Atribut Opis 
Device devicename Atribut predstavlja ime omrežne kartice 
Onboot yes 
no 
Vmesnik je med zagonom strežnika aktiven 




Ne uporabi se noben protokol 
Uporabi se BOOTP protokol 
Uporabi se DHCP protokol 
Userctl yes 
no 
Z napravo lahko upravljajo vsi uporabniki na sistemu 
Z napravo lahko upravlja le superadministrator 
Ipaddr ipaddr IP-naslov naprave 
Netmask netmask Maska omrežja 
Network network IP-naslov omrežja 
Gateway gateway IP-naslov privzetega prehoda 
Ipv6init yes Omogoči konfiguracijo IPv6 za vse vmesnike 
Ipv6addr Ipv6addr Naslov IPv6 naprave 
Ipv6_defaultgw Ipv6gateway Naslov IPv6 privzetega prehoda 
Bonding_opts <parameters> Z direktivo nastavimo konfiguracijske parametre 
združenih vmesnikov 
Hwaddr <MAC-address> Fizični naslov omrežnega vmesnika v obliki 
AA:BB:CC:DD:EE:FF 




Napravo nadzira vmesnik za združevanje kanala, 
definiran v direktivi »Master«  
Naprave ne nadzira vmesnik za združevanje kanala, 
definiran v direktivi »Master« 
Master <bond-interface> Definiramo kateremu združenemu vmesniku pripada 
fizični vmesnik 
Tabela 8: Direktive z opisi 
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BONDING_OPTS="mode=802.3ad xmit_hash_policy=layer3+4 miimon=100" 
 
 























Kreiramo konfiguracijsko datoteko /etc/modprobe.d/bonding.conf z vsebino: 
alias bond0 bonding 
 
Ko uredimo vse datoteke, je potrebno ponovno zagnati omrežni servis. To storimo z ukazom: 
service network restart 
 
Po ponovnem zagonu servisa preverimo ustreznost konfiguracije z ukazom »ifconfig –a« ali, 
še ustrezneje, z izpisom vsebine datoteke /proc/net/bonding/bond0. 
cat /proc/net/bonding/bond0 
V našem primeru se nam v terminalnem oknu izpiše naslednje: 
Ethernet Channel Bonding Driver: v3.6.0 (September 26, 2009) 
 
Bonding Mode: IEEE 802.3ad Dynamic link aggregation 
Transmit Hash Policy: layer3+4 (1) 
MII Status: up 
MII Polling Interval (ms): 100 
Up Delay (ms): 0 
Down Delay (ms): 0 
 
802.3ad info 
LACP rate: slow 
Aggregator selection policy (ad_select): stable 
Active Aggregator Info: 
 Aggregator ID: 1 
 Number of ports: 2 
 Actor Key: 17 
 Partner Key: 9 
 Partner Mac Address: 00:1e:4a:1f:fd:00 
 
Slave Interface: eth1 
MII Status: up 
Speed: 1000 Mbps 
Duplex: full 
Link Failure Count: 0 
Permanent HW addr: 40:f2:e9:0e:5d:5c 
Aggregator ID: 1 
Slave queue ID: 0 
 
Slave Interface: eth3 
MII Status: up 
Speed: 1000 Mbps 
Duplex: full 
Link Failure Count: 0 
Permanent HW addr: 40:f2:e9:0e:5d:5d 
Aggregator ID: 1 




Kot vidimo iz zgornjih podatkov, smo uspešno združili vmesnika eth1 in eth3. 
Prav tako lahko vidimo, kakšna politika porazdeljevanja je v uporabi (plast 3+4). 
 
8.4 Zajem prometa 
Za zajem omrežnega prometa bomo uporabili orodje za zajem prometa in izdelavo delne 
omrežne statistike »IPTraf«, ki deluje na sistemu Linux. 
 
V času zajema je bilo na fizičnemu strežniku aktivnih 257 virtualnih strežnikov, vsak s svojim 
IP naslovom. Strežniki se primarno uporabljajo za spletno gostovanje, tako je pričakovati 
precej prometa na vratih 80 in 443. Prav tako pa tudi preko vrat 21, 22, 25 in ostalih.  
 
Za namen zajema podatkov smo pripravili ustrezno bash-skripto, ki na začetku preveri, če je 
nameščen ustrezni paket. 
Nato nas povpraša po času zajema podatkov in poti shranjevanja. 
Zatem izvede zajem in podatke shrani kot dnevniške datoteke. 
*Skripta je prilagojena uporabi vmesnikov eth1, eth3 in bond0. 
#!/bin/bash 
 
#Preverimo, če je potreben paket namescen 
paket=$(rpm –qa | grep iptraf) 
if [ -z »$paket« ]; then 
 yum install iptraf 
 else 
 echo »$paket namescen« 
fi 
 
#Preberemo podatek o casu zajema 
echo "Vnesi cas zajema v min (za zakljucek klikni enter): " 
read cas 
 
#Preberemo podatek kam zelimo shraniti zajete podatke 




if [ -z "$cas" || -z "$pot"  ]; 
 then 




        iptraf -i eth1 -t $cas -L $pot/traffic_monitor_eth1.log -B 
         iptraf -i eth3 -t $cas -L $pot/traffic_monitor_eth3.log -B 
         iptraf -i bond0 -t $cas -L $pot/traffic_monitor_bond0.log -B 
         iptraf -d eth1 -t $cas -L $pot/details_eth1.log -B 
         iptraf -d eth3 -t $cas -L $pot/details_eth3.log -B 
         iptraf -d bond0 -t $cas -L $pot/details_bond0.log -B 
         iptraf -z eth1 -t $cas -L $pot/packet_size_eth1.log -B 
         iptraf -z eth3 -t $cas -L $pot/packet_size_eth3.log -B 
         iptraf -z bond0 -t $cas -L $pot/packet_size_bond0.log -B 
  
 echo "pocakaj $cas minut" 
 echo "--------------------------------------------------" 
 #Preverimo, ce programi tecejo v ozadju 
 echo "Programi v ozadju" 
 ps aux | grep iptraf 
 echo "--------------------------------------------------" 
 casovnik=$(($cas * 60)) 
 sleep $casovnik 




Podatke smo obenem zajemali tudi na stikalu, kjer je bila nastavljena metoda »port 
mirroring. Na ta način lahko ves promet na določenih fizičnih vratih na stikalu zrcalimo na 
neka druga fizična vrata na stikalu. 
V ta namen smo pripravili prenosnik z dvema omrežnima karticama. Vsako izmed njiju smo 
povezali na zrcaljena vrata na stikalu in ves izhodni promet iz strežnika zajemali z dvema 
analizatorjema prometa Wireshark. 
 
Ker so se zajeti podatki na strežniku in stikalu ujemali, smo smatrali, da je bil poskus 
uspešen. 









8.4.1 Primer neobdelanih podatkov 
Na sliki 26 vidimo primer neobdelanih podatkov, ki smo jih zajeli z orodjem IPTraf. 
*Podatki so delno anonimizirani. 
 
Slika 26: Neobdelani podatki – IPTraf 
 
Na sliki 27 vidimo primer neobdelanih podatkov, ki smo jih zajeli z analizatorjem prometa 
Wireshark. 
*Podatki so delno anonimizirani. 
 
Slika 27: Neobdelani podatki – Wireshark 
 46 
 
8.5 Analiza prometa 
Na grafu 1 vidimo število oddanih paketov po vmesnikih. 
Kot lahko vidimo, je bilo preko vmesnika eth3 oddanih približno 13.5% več okvirjev.  
 
Graf 1: Poslana količina podatkov prek vmesnikov 
 
Na grafu 2 vidimo količino oddanih podatkov po posameznih vmesnikih v MB. 
Kot vidimo, je bilo preko vmesnika eth3 oddanih približno 9,5% več podatkov. 
 









































































Na grafu 3 lahko vidimo hierarhijo protokolov po posameznih povezavah v združenem 
kanalu. Opazimo, da je bilo število TCP-povezav preko vmesnika eth3 kar nekaj večje kot 
število tistih preko vmesnika eth1. 
Kot je bilo pričakovati, je količina UDP-paketov prcej nižja, medtem ko je količina ICMP in 
ARP-paketov skoraj zanemarljiva. 
 
 
Graf 3: Hierarhija protokolov po vmesnikih 
 
Ker smo meritve izvedli v produkcijskem okolju, seveda ni možno objaviti IP-naslovov. 
Tako lahko v nadaljevanju (graf 4 in graf 5) vidimo le število paketov, ki so bili poslani preko 
istega podatkovnega toka. 
 
Iz grafov lahko razberemo, koliko istih podatkovnih tokov se je tvorilo iz posameznega 
virtualnega strežnika. Kot vidimo, na primeru eth1 izstopajo le trije, medtem ko jih pri eth3 
izstopa 5. 
To si lahko razlagamo tako, da so nekateri virtualni strežniki bolj obremenjeni in na nek isti 
ciljni IP-naslov in vrata pošiljajo promet v večjih količinah. 
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Graf 4: 20 najvišje uvrščenih IP-jev po številu oddanih paketov (eth0) 
 


























eth3 - število paketov po izvornem IP+vrata 
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Na grafu 6 so predstavljeni paketi po velikosti na posamezni vmesnik. Velikost paketov smo razdelili na 20 razredov (od 1 do 1514 oktetov). 
 
Graf 6: Distribucija paketov po velikosti po vmesnikih 
Glede na dejstvo, da je bila preko vmesnika eth3 poslana večja količina podatkov, je bilo pričakovano, da bo preko vmesnika tudi večja količina 


















Velikost paketa v bajtih (B) 





8.6 Sklepne ugotovitve 
Kot smo pričakovali in kot je mogoče razbrati z grafov o porazdelitvi 
obremenitve, prenesena količina podatkov po povezavah ni enaka. 
Po povezavi eth3 se namreč prenese večje število paketov in večja 
količina podatkov (tu moramo upoštevati tudi korelacijo z velikostjo 
paketov – graf 6). 
To lahko pripišemo temu, da je nekaj virtualnih strežnikov v času 
testiranja vzpostavilo precej istih podatkovnih tokov in preneslo precej 
podatkov preko iste fizične povezave.  
To v našem primeru pripelje do »nepravične« porazdelitve, kar bi v veliko 
bolj obremenjenem sistemu pomenilo, da pasovna širina ne bi bila 
izkoriščena v celoti. 
Za bolj »pravično« porazdelitev in boljšo izkoriščenost pasovne širine 
oddanih podatkov bi na združenem vmesniku na fizičnemu strežniku 
morali nastaviti način porazdeljevanja obremenitve krožne obdelave. Pri 
tej metodi bi sicer vsaj teoretično lahko dosegli pravično obremenitev 
obeh fizičnih povezav (pod pogojem, da bi bili vsi paketi enako veliki). Bi 
pa obstajalo tveganje, da paketi na cilj pridejo v napačnem vrstnem redu, 
kar bi bilo precej neugodno. 
To se namreč v primeru uporabe porazdelitve obremenitve 3+4 ne more 





Združevanje povezav nam zagotavlja tri temeljne prednosti: povečano 
kapaciteto, povečano elastičnost in redundanco.  
Živimo v časih, ko sta razširljiva zmogljivost in visoka razpoložljivost 
sistema nujni za delovanje podjetij. 
Kljub vsemu temu pa vseeno ne moremo z glavo skozi zid. Pred vsako 
spremembo ali nadgradnjo je namreč potrebno zelo dobro preučiti 
topologijo omrežja, v odvisnosti od tega pa kasneje izbrati ustrezno 
število vrat in metodo porazdeljevanja obremenitve. Še bolje pa je izvesti 
analizo prometa v omrežju in nato priti do skupnega zaključka. V 
nekaterih primerih bo namreč še vedno bolje investirati v povezavo, ki 
omogoča večjo kapaciteto prenosa, kot pa združevati povezave.  
Pri vsem tem igrajo precejšnjo vlogo finance, ki v današnjem stanju v 
večini primerov ne dopuščajo nakupa zmogljivejše opreme. 
Z vidika cene in redundance pa je seveda agregacija povezav v 
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