give partial results including a complete solution for the case that G is a torus, i.e., G is the Cartesian product of cycles.
Introduction
In the context of parallel and distributed computation, the problem of embedding one interconnection network into another one is of fundamental importance and has gained considerable attention during the recent years. Among the various graphs that have been proposed as interconnection networks for parallel computers, Cartesian product graphs (as hypercubes, grids, and tori) and shu e{oriented graphs (as shu e{exchange graphs and de Bruijn graphs) are among the most popular ones. In the present paper, we deal with the problem of subgraph containment of Cartesian product graphs in de Bruijn graphs and present results completely settling several of the relevant subcases, thereby improving previous results of Andreae, N olle, Schreiber 1] and Heydemann, Opatrny, Sotteau 6, 7] . For general information on interconnection networks and, in particular, on containment and embedding results, we refer to 2, 3, 9, 10] and the literature mentioned there; for applications, e.g. in the eld of parallel image processing and pattern recognition, see 5, 11, 12, 13] .
All graphs considered in this paper are simple, i.e. have no loops or multiple edges. If G is a graph, then V (G) and E(G) denote the set of vertices and the set of edges of G, respectively. Our terminology is standard; for graph{theoretic terminology not explained here, we refer to 4]. For graphs G i (i = 1; : : : ; m), the Cartesian product G 1 : : : G m is the graph with vertex set V (G 1 . A graph is nontrivial if it has at least two vertices. The symbol K n denotes the complete graph with n vertices; K n;m denotes the complete bipartite graph with color classes of cardinality n and m, respectively; P n (C n ) denotes the path (cycle) with n vertices, where, in the case of a cycle, n 3 is assumed; a cycle with n vertices is called an n{cycle. We write H G to indicate that H is a subgraph of G. Tori, grids, and hypercubes can, in terms of the Cartesian product, be de ned as follows. For m 2, a graph G is an m{dimensional grid (torus) if G is the Cartesian product of m nontrivial paths (cycles). The m{dimensional hypercube H(m) is the graph G 1 : : : G m where all G i are complete graphs K 2 ; for m = 3; H(m) is called a cube.
For graphs G; H, a subgraph embedding ' : G ! H is an injective mapping ' : V (G) ! V (H) such that '(x)'(y) is an edge of H whenever x y is an edge of G. In the present paper, we do not consider any kind of embeddings other than subgraph embeddings, and thus we several times just say "embedding" instead of "subgraph embedding". In the present paper, we consider the more general question whether a given Cartesian product G = G 1 : : : G m (m 2) of nontrivial connected G i is a subgraph of a given de Bruijn graph B(d; D), i.e., we do not restrict our investigations to spanning subgraphs or to optimal de Bruijn graphs. We do not attack the case D = 2 here since the methods to be employed for D = 2 (and also the expected results) appear to be quite di erent from the case D 3 . We now present our main results (Theorems 1{4), always assuming that G = G 1 Our results extend and improve several of the results previously obtained in 1, 6, 7] . For example, in the appendix of 6] a (nontrivial) embedding ' : C 10 C 10 ! B(d; 3) for d = 5 is given which by means of our Theorem 4 has found its natural generalization. The paper is organized as follows. In the remainder of this section, we collect some basic graph{theoretic de nitions and notational conventions. Thereafter, in section 2, we prepare the proofs of the main results by collecting a series of lemmas. The remaining sections contain the above{mentioned theorems and their proofs. If x; y are adjacent vertices of a graph, then the edge joining x and y is denoted by x y or x?y; similarly, if in a digraph there exists an arc from a vertex x to a vertex y, then this arc is denoted by (x; y) or x ! y. For a graph G and X V (G), we use the notation G X] for the subgraph of G induced by X. For a graph G with vertex set V , we de ne G ? X := G V nX] for X V ; we usually write G ? x instead of G ? fxg. 
Preliminaries
In this section, we present a series of lemmas preparing the proofs of the subsequent theorems. Let C be a 4{cycle and assume that the digraphC results from C by assigning to each edge of C one of its two possible orientations. We callC a cycle of type t if t is the maximum length of a directed trail contained inC. Then, of course, 1 t 4, and for each such t there is (up to isomorphism) just one cycle of type t, namely, every cycle of type 1 is of the form x ! y z ! w x and cycles of type 2, 3, and 4 are of the form x ! y ! z w x; x ! y ! z ! w x, and x ! y ! z ! w ! x, respectively. If x ! y ! z ! w x is a cycle of type 3, then x ! y z ! w x is called the corresponding cycle of type 1. follows that x = y, which is impossible. 2 A graph G is a ladder (closed ladder) if it is isomorphic to the Cartesian product G 1 K 2 for a path (cycle) G 1 . For a ladder L with 2n vertices choose the notations of the vertices such that V (L) = f 1 ; : : :; n ; 1 ; : : : ; n g; E (L) = f i i+1 ; i i+1 : i = 1; : : :; n ? 1g f i i : i = 1; : : :; ng. Then the edge i i is called the i{th rung of L; i i is an outer rung if i = 1 or n, and an inner rung otherwise; n n is the last rung of L. Note that these de nitions are dependent on the choice of the notations for the vertices of L and thus, whenever we talk about the rungs of a ladder, we implicitly assume that, as above, some xed choice of notations is given. A similar remark holds for closed ladders. Note also that ladders L are bipartite graphs, so that it makes sense to talk about the two color classes of L. A proof of the next lemma was given in 1], however, in order to make the paper self-contained, we also present the proof here.
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Lemma 8. Let G = G 1 : : : G m be the Cartesian product of m 2 nontrivial connected graphs and let be an equivalence relation on the vertex set of G. Assume that a c for all vertices a; c which form a pair of opposite vertices on some 2{ dimensional 4{cycle of G. Then the partition of V (G) corresponding to consists of at most two classes. Moreover, if G is bipartite and A is a color class of G, then a a 0 for all a; a 0 2 A. Proof. Since every connected graph contains a spanning tree, it clearly su ces to prove the lemma for the case that the graphs G i are trees. Then the graph G is bipartite since it is the Cartesian product of bipartite graphs. Let A be a color class of G and pick a; b 2 A. We claim that a b (which implies the lemma). Note that, in order to prove our claim, it su ces to consider the case when d G (a; b) = 2 since the general case can be settled by iterated application of the distance-two case. Let P = (a; x; b) be a path of G. If a; b is a pair of opposite vertices on a 2-dimensional 4-cycle of G then we are done; otherwise P is a 1-dimensional subpath of G and (since the graphs G i are nontrivial) there exists a 1-dimensional subpath P 0 = (a 0 ; x 0 ; b 0 ) of G such that P \ P 0 = ; and aa 0 ; xx 0 ; bb 0 (2) holds, then (by arguments based on the lemmas 1{5) statement (4) can be obtained as in the proof of 1], Theorem 7; in order to make the paper self{contained, we give a short sketch of the argument. If C is not of type 4, then C is a simple ladder with exactly two rungs and a c immediately follows from Lemma 3'. Thus we may assume that C is of type 4. If (1) holds, then C is contained in a cube H G. Let (II) G is nonbipartite. Then at least one G i is nonbipartite and thus contains an odd cycle C n . Hence in order to prove the theorem, it is su cient to establish the correctness of the following statements.
(6) P 3 C n 6 B(d; D) for odd n, (7) P 2 C n 6 B(d; D) for odd n and D 5.
For the proof of (6) suppose that, for some odd n, there is a subgraph embedding ' : P 3 C n ! B(d; D). We use the notations for the vertices of ' (P 3 C n ) as indicated in Figure 1 , where the left and right margins have to be identi ed. In the sequel, whenever we use terms like "vertical edge", "horizontal edge", "up", "down", etc., we use these expressions as suggested by Figure 1 . In particular, there are two rows of vertical edges, the upper row and the lower row. We say that two vertical edges of the same row are neighbors if they are incident with a common horizontal edge. The following is an immediate consequence of the Lemmas 1 and 2.
(8) Let e; f be vertical edges of the same row such that e and f are neighbors and such that neither e nor f is a double edge. Then (inB(d; D)) one of the edges e; f is oriented upwards and the other downwards.
Since n is odd, statement (8) implies that (9) each row of vertical edges contains at least one double edge.
From Lemma 7 one obtains (10) if e; f are distinct double edges of B(d; D), then the distance between e and f must be at least 2.
Consequently, for each vertical double edge, its two neighbors of the same row are not double edges, and thus one obtains, by making use of the fact that n is odd, that the lower row of vertical edges must contain a double edge e such that the (uniquely determined) orientations of the two neighbors of e are distinct, i.e., one neighbor is oriented upwards and the other downwards. We may assume that e is the edge ' (1; 1) ' (2; 1). By (10) the arcs ' (r; j) ' (1; j); ' (1; j + 1) ' (r; j + 1), otherwise. Further, one of the edges ' (r; j)' (1; j); ' (1; j + 1) ' (r; j + 1) is not a double edge, and thus assertion (11) follows from the Lemmas 1, 2. However, (11) contradicts Lemma 7, and thus we have proved (6) .
For the proof of (7) suppose that L := P 2 C n B(d; D) with n odd and D 5. By the same arguments as used above for the proof of (9) Then we put (x) = P C 2 if x is an edge and (x) = 1+ P C 2 , otherwise, and de ne (H) = min f (x)g where the minimum is taken over all vertices and edges of H. 4) since it can easily be seen that P 6 is a 2{bundle graph of the second kind. These results in particular show that the bound of Corollary 1 is sharp. We omit the details of the proofs, but we remark that the mentioned results are proved (though in a di erent, more direct way) in a forthcoming paper of M. Hintz 8] on ladders in de Bruijn graphs.
Tori
As our nal result we present a complete solution for the case that G 1 : : : G m is a torus (for D 3) . By Theorem 1 we may restrict ourselves to 2{dimensional bipartite tori and to the case D = 3. Let T(r; s) denote the Cartesian product of two cycles of length r and s, respectively, assuming that the vertex set of T(r; s) is the set of all pairs (i; j) with i 2 Z Z r ; j 2 Z Z s , where distinct vertices (i 1 ; j 1 ); (i 2 ; j 2 ) are adjacent if either i 1 = i 2 and j 1 ; j 2 di er by one (mod s) or j 1 = j 2 and i 1 ; i 2 di er by one (mod r). When discussing subgraph embeddings ' : T(r; s) ! B(d; 3) we use terms like "vertical edge", "horizontal edge", "left", "right", etc., the meaning of which can always be obtained by consulting Figure 4 ; note that in Figure 4 the upper and lower margin, as well as the left and right margin, have to be identi ed. Proof. Supposing the contrary, it su ces (by symmetry) to consider the case that C 1 ; C 2 are U{cycles having a horizontal edge e in common. Then e is a double edge and thus (by Lemma 7) (19) any other double edge of ' (T(r; s)) has distance from e at least 2.
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Let C 0 1 and C 0 2 be the left neighbors of C 1 and C 2 , respectively. Then one concludes from (19) that one of C 0 1 ; C 0 2 is an R{cycle and the other is a D{cycle, and we may assume that the cycles C i ; C 0 i form a con guration as shown in the shaded area of Figure 6 . (The case that the D{cycle is above the R{cycle can be treated analogously.) With the aid of (19) and Lemma 4, one obtains that the squares of the leftmost column of Figure 6 must be marked U; L; U as shown in the gure: to obtain this, rst conclude that the upper square must be marked U, thereafter conclude that the middle square must be marked L, and nally consider the lower square. By (19), the edge g is not a double edge and, by Lemma 7, the same holds for h. Hence, the middle square of the lower row must be marked R. But then, because of (19) and Lemma 4, no legal marking of the remaining square is possible. 2 By Lemma 10, if no square of ' (T(r; s)) is of type 4, then ' is of type DU, i.e., the toroidal grid of Figure 4 consists of U{cycles and D{cycles arranged like the black and white squares of a toroidal chess board (cf. Figure 7) . Note that in this case the corresponding embedding ' : T(r; s) ! B(d; 3) is trivial (in the sense de ned in Section 2). On the other hand, if there exists at least one square of ' (T(r; s)) which is of type 4, then it follows from the lemmas 4 and 11 that ' is of type R UDL, i.e., the squares of the toroidal grid of Figure 4 are arranged as shown in Figure 7 . (Note that each embedding of type R UDL is nontrivial.) Next we will be concerned with a detailed inspection of the type R UDL. Hence i k; j l (mod r) and thus we have settled the case i ? j k ? l (mod 2). Now assume i?j 6 k ?l (mod 2), say, i j; k 6 l (mod 2). But then it follows from (29), together with the assumption ' (i; j) = ' (k; l), that i?j ?1; i?j+1; k+l?1, and k + l + 1 form a quadruple of elements of Z Z r having the property described in (31), which is a contradiction. Now, conversely, assume that ' is injective. Then, by the remarks in the paragraph after (29), ' is a subgraph embedding of type R UDL with the additional property that ' (0; 0) | ' (0; 1) | ' (1; 1) | ' (1; 0) | ' (0; 0) is an R-cycle. From this one nds that (25) must hold. Hence (30), and thus it remains to show (31). To this end, let T = f(i; j; k) : i; j; k 2 Z Z r ; j 6 i (mod 2); k i ? 2 or i + 2 (mod r)g and observe that '(x; y) 2 f( i ; j ; k ) : (i; j; k) 2 T g for all x; y 2 Z Z r . Further, jT j = r 2 = jZ Z r Z Z r j, and thus we conclude from the injectivity of ' that ( i ; j ; k ) 6 = ( ; ; ) whenever (i; j; k); ( ; ; ) are distinct members of T . Now, in order to show (31), let i; k; i 0 ; k 0 2 Z Z r such that i 0, i 0 1 (mod 2), k i ? 2 .
In the present situation, statements (14) and (15) read as follows.
, ∈Σ are neighbors of the first kind, then there exists a ( ) , ∈Σ be neighbors of the second kind with v L ∈ 1 , w L ∈ 2 , and ( )
Then the 4-cycle ( ) ( ) ( ) ( ) ( ) ≠ or a a 2 4 ≠ .
We also need the following statement, which can easily be verified.
(32) Let L L 1 2 , ∈Σ be neighbors of the first kind,
In the sequel, statements (14'), (15'), and (32) will sometimes be used without being mentioned explicitly. We claim that there exists a subgraph embedding For the proof of our claim, let A be the set of all pairs ( )
, , ϕ 0 1 and 
4 is a subgraph embedding satisfying (33).
We assume in the sequel that the given subgraph embedding ϕ itself has the property (33). We now distinguish two cases. 
, , :
, and for each K x ∈ . let ( ) 
otherwise. Then, by taking into account (14'), (15'), and (32), it is not difficult to verify that ψ is an isomorphism of the graphs ′ G and G 1 . Thus, we have shown that G 1 is a d -bundle graph of the first kind. We show that, in this case, G 1 is a d -bundle graph of the second kind. Most arguments are similar to those used in case 1, but easier. Note that it follows from the hypothesis of case 2 that the support of each vertex of G 1 is uniquely determined. By (15'), the connectedness of We remark that in this part, as well as in the subsequent part 3, the assumption that G 1 is connected is not required. From (45), (46), (47) it follows that ϕ is a subgraph embedding of G K
