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Abstract
We prove a uniqueness theorem for stationary D-dimensional Kaluza-Klein
black holes withD−2 Killing fields, generating the symmetry group R×U(1)D−3.
It is shown that the topology and metric of such black holes is uniquely de-
termined by the angular momenta and certain other invariants consisting of a
number of real moduli, as well as integer vectors subject to certain constraints.
1 Introduction
The classic black hole uniqueness theorems state that four dimensional, stationary,
asymptotically flat black hole spacetimes are uniquely determined by their mass and
angular momentum in the vacuum case, and by their mass, angular momentum, and
charge in the Einstein-Maxwell case. The solutions are in fact given by the Kerr metrics
in the first case and the Kerr-Newman metrics in the second. This was proven in a
series of papers [2, 45, 1, 37, 24, 23, 30]; for a coherent exposition clarifying many
important details and providing a set of consistent technical assumptions see [7].
The black hole uniqueness theorem is not true as stated in general spacetime di-
mensions D ≥ 5. For example, in D = 5 dimensions, there exist asymptotically flat,
stationary vacuum black holes with the same mass and angular momenta, but with non-
isometric spacetime metrics, and in fact even different topology [40, 13, 43, 11, 4, 15, 12].
One would nevertheless hope that a similar uniqueness theorem still applies if addi-
tional invariants (“parameters”) are specified beyond the mass and angular momenta.
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2Unfortunately, except in the static case [19, 46], such a classification result is not
known, nor is it known what could be the nature of the additional invariants.
In this paper, we consider the special case of stationary vacuum black hole space-
times in dimension D ≥ 4 with a compact, non-degenerate, connected horizon, ad-
mitting D − 3 commuting additional Killing fields with closed orbits. The spacetimes
that we consider asymptote to a flat Kaluza-Klein space with 1, 2, 3 or 4 large spatial
dimensions and a corresponding number of toroidal extra dimensions. We will first
show how to associate certain invariants to such a spacetime consisting of a collection
of “moduli” {li ∈ R>0} and certain generalized “winding numbers” {ai ∈ ZD−3}. The
moduli may be thought of as the length of various rotation “axis” within the spacetime,
whereas the winding numbers characterize the nature of the action of the D − 3 rota-
tional symmetries near a given axis. The collection of these winding numbers uniquely
characterizes the topology and symmetry structure of the exterior of the black hole,
and we refer to it as the “interval structure” of the manifold. This analysis also implies
that the horizon must be topologically the cartesian product a torus of the appropriate
dimension and either a 3-sphere, ring (S2 × S1), or Lens-space L(p, q).
Our notion of interval structure may be viewed as a generalization of what has
been called “weighted orbit space” in the mathematics literature on 4-manifolds with
torus action [41, 42], but the latter notion does not involve the moduli {li}. Also, in
the context of stationary black holes, a similar notion called “rod structure” was first
considered by [21, 20]; see [14] for the static case. The main difference between this and
our notion is that our winding numbers are found to obey an integrality condition as
well as certain other constraints, whereas there were no such constraints in [21, 20]. The
latter are a necessary and sufficient condition for the spacetime to have the structure
of a smooth manifold with torus action. These topological considerations are described
in detail in sec. 3.
We will then prove a uniqueness theorem which states that there can be at most
one black hole spacetime with the same angular momenta and interval structure1.
Our uniqueness theorem generalizes a theorem proved in a previous paper [28] on
asymptotically flat vacuum black holes in D = 5 dimensions; see also [29] for the
Einstein-Maxwell case.
The proof of the theorem proceeds in two steps: First, one reduces the full Einstein
equations to equations on the space of symmetry orbits. Because the spacetime is
assumed to have a total number of D − 2 independent commuting Killing fields, the
space of symmetry orbits is two-dimensional—in fact it is shown to be a manifold
with boundaries and corners homeomorphic to a half-plane. The parameters {li} are
essentially the lengths of the various boundary segments. The arguments in the first
step are topological in nature, and the only role of Einstein’s equations is to provide
additional information about the fundamental group of the manifold via the topological
censorship theorem [9]. That information is needed to rule out the presence of conical
singularities in the orbit space2. Our results in this part may be thought of as a
1It has been brought to our attention that a conjecture in this direction had been made at the
talk [22], see also [21].
2Here our analysis also fills a gap in our previous paper [28], where the absence of such conical
singularities had to be assumed by hand.
3generalization of [41, 42] to a higher dimensional situation.
The second step is to cast the reduced Einstein equations on the orbit space into
a suitable form. Here, we make use of a formulation due to [34] involving certain
potentials. The form of the equations leads to a partial differential equation for a
quantity representing the “difference” between any two black hole metrics of the type
considered which has been called “Mazur identity” [37]. Using this identity, one can
prove the uniqueness theorem. The vectors {ai} and parameters {li} are important
to treat the boundary conditions of the differential equation. The arguments in the
second step are geometrical/analytical, and involve the use of Einstein’s equations in an
essential way. The simpler case of a spherical black hole with trivial interval structure
was previously treated by a similar method in [36].
While our uniqueness theorem in higher dimensions is in some ways similar to the
corresponding theorem in four dimensions, there are some notable differences. The first,
more minor, difference is that higher dimensional black holes are not only classified by
the mass and angular momenta, but in addition depend on the interval structure.
In D = 4 the interval structure of a single black hole spacetime is trivial. A more
substantial difference is that in D = 4 dimensions, the additional axial Killing field
is in fact guaranteed by the rigidity theorem [24, 38, 16, 44, 6]. While a generalized
rigidity theorem can be established in D dimensions [26, 39, 27], this theorem now only
guarantees at least one additional axial Killing field. For the arguments of the present
paper to work, we need however D−3 commuting axial Killing fields. It does not seem
likely that our theorem covers all asymptotically Kaluza-Klein, stationary black hole
spacetimes in D dimensions.
A third difference is that we have not been able so far to establish for which given
set of angular momenta and interval structure there actually exists a regular black hole
solution. The situation in this regard is in fact unclear even in five asymptotically
large dimensions with no small extra dimensions. Here, solutions corresponding to
various simple interval structures have been constructed. These include solutions with
horizon topology S3, S2 × S1, L(p, q), which are the possible toplogies allowed by our
uniqueness theorem. However, by contrast with the cases S3, S2 × S1 [40, 13, 43, 11],
the black holes with lens space horizon topology found so far [4, 15] are not regular,
and are thus actually not covered by our theorem. The situation is very different
in four dimensions. Here the interval structure for single black hole spacetimes only
involves the specification of a single parameter (related to the area of the horizon), and
a regular black hole solution is known to exist for any choice of this parameter and
the angular momentum—the corresponding Kerr solution. The mass, surface gravity,
angular velocity of the horizon etc. of the solution can all be expressed in terms of
these parameters.
2 Description of the problem, assumptions, nota-
tions
Let (M, g) be a D-dimensional, stationary black hole spacetime satisfying the vacuum
Einstein equations, where D ≥ 4. The asymptotically timelike Killing field is called t,
4so £tg = 0. We assume thatM has s+1 asymptotically flat large spacetime dimensions
and D− s− 1 asymptotically small extra dimensions, where s > 0. More precisely, we
assume that a subset of M is diffeomorphic to the cartesian product of Rs with a ball
removed—corresponding to the asymptotic region of the large spatial dimensions—and
R× TD−s−1—corresponding to the time-direction and small dimensions. We will refer
to this region as the asymptotic region and call it M∞. The metric is required to
behave in this region like
g = −dτ 2 +
s∑
i=1
dx2i +
D−1∑
i=s+1
dϕ2i +O(R
−α) , (1)
where α > 0 is some constant, and where O(R−α) stands for metric components that
drop off faster than R−α in the radial coordinate R =
√
x21 + ...+ x
2
s, with k-th deriva-
tives dropping off faster than R−α−k. These terms are also required to be independent
of the coordinate τ , which together with xi forms the standard cartesian coordinates on
Rs,1. The remaining coordinates ϕi are 2π-periodic and parametrize the torus T
D−s−1.
The timelike Killing field is assumed to be equal to ∂/∂τ in M∞. We call spacetimes
satisfying these properties “asymptotically Kaluza-Klein” spacetimes3.
The domain of outer communication is defined by
〈〈M〉〉 = I+ (M∞) ∩ I− (M∞) , (2)
where I± denote the chronological past/future of a set. The black hole region B is
defined as the complement in M of the causal past of the asymptotic region, and its
boundary ∂B = H is called the (future) event horizon.
In this paper, we also assume the existence of D − 3 further linearly independent
Killing fields, ψ1, . . . , ψD−3, so that the total number of Killing fields is equal to the
number of spacetime dimensions minus two. These are required to mutually commute,
to commute with t, and to have periodic orbits which close for the first time after
2π. The Killing fields ψi are referred to as “axial” by analogy to the four-dimensional
case, even though their zero-sets are generically higher dimensional surfaces rather than
“axis” in D > 4. We also assume that, in the asymptotic region M∞, the action of
the axial symmetries is conjugate to the standard rotations in the cartesian product of
flat Minkowski spacetime Rs,1 times the standard flat torus TD−s−1. In other words,
ψi = ∂/∂ϕi or
4 ψj = x2j−1∂x2j − x2j∂x2j−1 for j = 1, . . . , [s/2] in M∞. The group
of isometries is hence G = R × T , where R corresponds to the flow of t, and where
T = TD−3 corresponds to the commuting flows of the axial Killing fields. Looking at
the action of G on the asymptotic region, it is evident that an asymptotically Kaluza-
Klein spacetime can have at most [s/2] +D − s− 1 commuting axial Killing fields. If
this number is D − 3 as we are assuming, then s can be either 1, 2, 3 or 4. Thus our
spacetime is asymptotically the direct product of 2, 3, 4- or 5-dimensional Minkowski
spacetime and a (D − 2), (D − 3), (D − 4)- or (D − 5)-dimensional flat torus.
3For the axisymmetric spacetimes considered in this paper, we will derive below a stonger asymp-
totic expansion, see eq. (67).
4The notation [x] means the largest integer n such that n ≤ x.
5We are going to analyze the uniqueness properties of the asymptotically Kaluza-
Klein spacetimes just described. Unfortunately, in order to make our arguments in
a consistent way, we will have to make certain further technical assumptions about
the global nature of (M, g) and the action of the symmetries. Our assumptions are in
parallel to those made by Chrusciel and Costa in their study [7] of 4-dimensional sta-
tionary black holes. The requirements are (a) that 〈〈M〉〉 contains an acausal, spacelike,
connected hypersurface S asymptotic to the τ = 0 surface in the asymptotic region
M∞, whose closure has as its boundary ∂S = H a cross section of the horizon. We
assume H to be compact and (for simplicity) to be connected. (b) We assume that the
orbits of t are complete. (c) We assume that the horizon is non-degenerate. (d) We
assume that 〈〈M〉〉 is globally hyperbolic.
For the spacetimes described, one of the following two statements is true: If t is
tangent to the null generators of H then the spacetime must be static [47]. On the
other hand, if t is not tangent to the null generators ofH , then the rigidity theorem [26]
implies that there exists a linear combination
K = t+ Ω1ψ1 + · · ·+ ΩD−3ψD−3, Ωi ∈ R (3)
so that the Killing field K is tangent and normal to the null generators of the horizon
H , and
g(K,ψi) = 0 on H . (4)
FromK, one may define the surface gravity of the black hole by κ2 = limH(∇af)∇af/f ,
with f = (∇aKb)∇aKb, and it may be shown that κ is constant on H [48]. In fact, the
non-degeneracy condition implies κ > 0.
In the first case, one can prove that the spacetime is actually unique [30], and
in fact isometric to the Schwarzschild spacetime when D = 4, for higher dimensions
see [19, 46]. In this paper, we will be concerned with the second case, and we will give
a uniqueness theorem for such spacetimes. Of particular importance for us will be the
orbit space Mˆ = 〈〈M〉〉/G, so in the next section we will look in detail at this space.
3 Analysis of the orbit space
3.1 Manifolds with torus actions
To begin, we consider a somewhat simpler situation, namely an orientable, smooth,
compact connected Riemannian manifold Σ of dimension s ≥ 3, with a smooth ef-
fective5 action of the N -dimensional torus T = TN . Thus, we assume that Diff(Σ)
contains a copy of T . Such actions have been analyzed and classified in the case
s = 4 in a classic work by Orlik and Raymond [41, 42], and—repeating many of their
arguments—in [28]. Some of our arguments for general s are in parallel with this case,
others are not.
We may equip Σ with a Riemannian metric h, and by averaging h with the action
of T if necessary, we may assume that T acts by isometries of h. Later, Σ will be a
5This means that if k · x = x for all x ∈ Σ, then k is necessarily the identity. Given an action of
the above type, one may always pass to an effective action by taking a quotient of T if necessary.
6spatial slice of our physical spacetime (so that s = D − 1) and N will be taken to be
D − 3, but for the moment this is not relevant.
It will be useful to view the N -torus as the quotient RN/ΛN , where ΛN = (2πZ)
N is
the standard 2π-periodic N -dimensional lattice. Elements k ∈ T will consequently be
identified with equivalence classes of N -dimensional vectors, k = [τ1, . . . , τN ] ∈ RN/ΛN .
The standard basis of ΛN will be denoted b1, . . . , bN , i.e.,
bi = (0, . . . , 0, 2π, 0, . . . , 0) ,
where the non-zero entry is in the i-th position. Various facts about lattices that we
will use in this section may be found in the classic monograph [3].
We denote the commuting Killing fields generating the action of T by ψi, i =
1, . . . , N . The flows of these vector fields are denoted F τi , and we assume that they are
normalized so that the flows are periodic with period 2π, so F 2pii (x) = x for any x ∈ Σ,
and any i. The action of a group element k = [τ1, . . . , τN ] on a point is abbreviated by
k · x = F τ11 ◦ · · · ◦ F τNN (x) . (5)
We also abbreviate the action of k on a tensor field T = Ta1...aq
b1...br on Σ by k · T =
[F τ11 ◦ · · · ◦F τNN ]∗T , where the ∗ denotes the push-forward/pull-back of the tensor field.
Because the Killing fields commute, we have in particular k ·ψi = ψi for any k ∈ T . If
ψ1, . . . , ψN are Killing fields as above, then so are ψˆ1, . . . , ψˆN , where
ψˆi =
N∑
i=1
Aijψj , ±A = ±


A11 . . . AN 1
...
...
A1N . . . AN N

 ∈ SL(N,Z) . (6)
Another way of saying this is that we may conjugate the action of T = TN by the
inner automorphism6 αA([τ ]) = [τA
T ] of T , and the modified Killing fields ψˆi generate
the conjugated action. The freedom of choosing different 2π-periodic Killing fields to
generate the action of T = RN/ΛN is closely related to possibility of choosing different
bases in the lattice ΛN , because any such change of basis is implemented by an integer
matrix A with detA = ±1.
As is standard, we define the orbit and the isotropy subgroup associated with a
point by, respectively
Ox = {k · x | k ∈ T } , Ix = {k ∈ T | k · x = x} . (7)
Ix is a closed (hence compact) subgroup of T , and Ox is a smooth manifold that
can be identified with T /Ix. Being compact and abelian, Ix must be isomorphic to
Tn ×∏Z/pjZ. A more precise description of the action Ix in an open neighborhood
of x will be given below. The set of all orbits Σˆ = {Ox | x ∈ Σ} is called the factor
space and is also written as Σˆ = Σ/T . It is not a manifold for general group actions.
It will be useful to define the non-negative, symmetric N ×N Gram matrix of the
Killing fields,
fij = h(ψi, ψj) . (8)
6The automorphism property is αA(kk
′) = αA(k)αA(k
′) for all k, k′ ∈ T .
7It will also be convenient to distinguish points in Σ according to the dimension of their
orbit. For this, we define
Sr = {x ∈ Σ | dimOx = r}
= {x ∈ Σ | rank[f(x)] = r}
= {x ∈ Σ | dim Ix = n = N − r} . (9)
Evidently, n = N − r is also equal to the number of independent linear combinations
of the Killing fields ψ1, . . . , ψN that vanish at points of Sr. Clearly, we have
Σ =
N⋃
r=0
Sr . (10)
Lemma 1. Let (Σ, h) be a Riemannian manifold of dimension s, with N mutually
commuting Killing fields ψi, i = 1, . . . , N . Let fij be the Gram matrix, and let x be a
point such that rank[f(x)] = r. Then it follows that N − r ≤ [(s− r)/2].
Proof: Let Vx ⊂ TxΣ be the span of the Killing fields ψi|x, i = 1, . . . , N at x, and
let Wx be the orthogonal complement. The assumptions of the lemma mean that the
dimension of Vx is r, and that there exist N−r linear combinations of ψi|x, i = 1, . . . , N
that vanish. By forming suitable linear combinations of the Killing fields, we may hence
assume that span{ψi|x, i = 1, . . . , r} = Vx, and that ψi|x = 0, i = r + 1, . . . , N . Let D
be the derivative operator of h, and let ti = Dψi|x, where i = r+1, . . . , N . Then each ti
is a linear map ti : TxΣ→ TxΣ. The Killing equation implies that ti is skew symmetric
with respect to the bilinear form h : TxΣ × TxΣ → R, i.e. h(tiX, Y ) = −h(X, tiY ).
Evaluating the D-derivative of the commutator [ψi, ψj] = 0 at x for r < i, j ≤ N then
implies that the corresponding commutator titj − tjti = 0 vanishes, too. Evaluating
the derivative of the commutator [ψi, ψj] = 0 at x for r < i ≤ N and 0 < j ≤ r then
furthermore shows that ti ↾ Vx = Vx, and consequently ti ↾ Wx = Wx. Now let us
choose an orthogonal basis {e1, . . . , es−r} of Wx, and use that to identify ti, r < i ≤ N
with a linear map Rs−r → Rs−r. These linear maps must hence skew symmetric,
i.e., commuting elements of the Lie-algebra o(s − r,R). They must also be linearly
independent. Indeed, assume on the contrary that that a non-trival linear combination
λ1tr+1+ · · ·+λN−rtN vanishes. Then both the Killing field s = λ1ψr+1+ · · ·+λN−rψN ,
as well as its derivative Ds vanish at the point x. It is a well-known property of Killing
fields (see e.g. [48]) that a Killing field vanishes identically on a connected Riemannian
manifold if it vanishes at a point together with its derivative. Hence, the Killing fields
ψi, r < i ≤ N would be linearly dependent, a contradiction. Thus, we conclude that
the linear maps ti, r < i ≤ N may be viewed as forming a (N − r)-dimensional abelian
subalgebra of o(s−r,R). Any maximal abelian subalgebra of o(s−r,R) has dimension
[(s− r)/2], so N − r ≤ [(s− r)/2].
In the situation considered later in this section, we have N = s − 2 Killing fields.
The lemma then implies that the sets Sr are non-empty only for r = s− 2, s− 3, s− 4,
so we have Σ = Ss−2 ∪ Ss−3 ∪ Ss−4.
Our task will now be to construct, for each orbit Ox, an open neighborhood of
it and a coordinate system in which we can explicitly understand the action of the
8group T . We will then be able to locally take the quotient of this neighborhood by T
and thereby get a local description of the orbit space. By patching the local regions
together, we will be able to characterize the manifold structure of the orbit space.
Let x be an arbitrary but fixed point in Sr. Then the dimension of Ox is r, and
the dimension of the isotropy group Ix is n = N − r. As we have just seen, n may
only take on the values 0, 1, . . . , [(s− r)/2]. We first show that if x ∈ Sr, there exists a
matrix ±A ∈ SL(N,Z) such that the vector fields ψˆi, 0 < i ≤ N defined as in eq. (6)
satisfy ψˆi|x = 0, r < i ≤ N and such that ψˆi|x, 0 < i ≤ r span the tangent space TxOx.
We start our discussion with a general lemma.
Lemma 2. Let L ⊂ T = TN be an n-dimensional closed subgroup. Then there are
matrices of integers (Aij)
N
i,j=1 and (vij)
r
i,j=1 where r = N −n and detA = ±1, with the
property that L = αA(L0 ×L1). Here
L0 = {0r} × RN−r/ΛN−r , (11)
L1 = (v−1Λr)/Λr × {0N−r} , (12)
where Λr has been identified with the lattice generated by b1, . . . , br with origin denoted
0r, and where ΛN−r has been identified with the lattice generated by br+1, . . . , bN , with
origin denoted 0N−r. We have also written v
−1Λr for the lattice of R
r generated by∑r
j=1(v
−1)ijbj , where i = 1, . . . , r. Hence L0 is connected, L1 is finite,
L1 ∼= Zpα1
1
× · · · × ZpαM
M
, |L1| = pα11 . . . pαMM = | det(vij)ri,j=1| , (13)
with pj > 0 prime.
Proof: Let us first assume that L is also connected. Then L is a compact, abelian,
connected Lie-group and so must be isomorphic to Tn. Let β : Tn → L be the
isomorphism. We identify T = TN with RN/ΛN , where ΛN is the standard lattice.
Similarly, we identify Tn with Rn/Λn, with Λn = spanZ(bi)
N
i=r+1. Let ai = β(bi) ∈ ΛN ,
where i = r + 1, . . . , N . If λi ∈ R are such that
c = λ1ar+1 + · · ·+ λnaN
= β(λ1br+1 + · · ·+ λnbN) ∈ ΛN , (14)
then it follows that λi ∈ Z. We conclude from [3, Cor. 3, I.2.2] that there are vectors
a1, . . . , ar ∈ ΛN such that a1, . . . , aN form a basis of ΛN . We now let A be the N ×N
matrix of integers such that biA
T = ai for i = 1, . . . , N . Then detA = ±1 because the
matrix relates two bases of the lattice ΛN . Since L0 viewed as a subgroup of TN is
generated precisely by br+1, . . . , bN , this proves the lemma when L is connected.
In the general case, L is isomorphic to the cartesian product of a torus and cyclic
groups of order given by a prime power, i.e. there is an isomorphism β : Tn×∏Z
p
αj
j
→
L. For j = 1, . . . ,M , let cj be the image under β of the generator of the j-th cyclic
finite group in the decomposition, projected onto the (real) span of a1, . . . , ar. The
vectors c1, . . . , cM together with a1, . . . , ar generate an r-dimensional lattice Γr. Let
9γ
1
, . . . , γ
r
be a basis of the lattice Γr. It follows from [3, Thm. 1,I.2.2] that there are
integers vij such that vii > 0, vii > vji for j > i, and
a1 = v11γ1
a2 = v21γ1 + v22γ2
...
...
ar = vr1γ1 + vr2γ2 + · · ·+ vrrγr . (15)
It is evident that L is given by the image under αA of the cartesian product of the
group given by the real multiples of ar+1, . . . , aN mod ΛN and the group of integer
multiples of γ
1
, . . . , γ
r
mod ΛN . The first group is the image under αA of L0, while the
second is the image of L1. This proves that L = αA(L0 ×L1).
From the system (15) one sees that the order of L1 is given by
|L1| =
r∏
i=1
vii = det(vij)
r
i,j=1 .
On the other hand, α−1A ◦ β is an isomorphism between Tn×
∏
Z
p
αj
j
and L0×L1. The
number of connected components of the first group is given by
∏
p
αj
j = |
∏
Z
p
αj
j
|, while
it is given by |L1| for the second. This finishes the proof of the lemma. .
We apply this lemma to the isotropy group Ix ⊂ T , and we formulate the interme-
diate result as another lemma for future reference:
Lemma 3. Let x ∈ Sr. There are integer matrices (vij)ri,j=1 and (Aij)Ni,j=1 (depending
on x) with detA = ±1 such that Ix = αA(L0 × L1), with L0 and L1 the groups given
above in eq. (11). Alternatively, we can say that Ix is generated by the elements
k(τ1, . . . , τN) := αA
[ 1
2π
( N∑
i=r+1
τibi +
r∑
i,j=1
(v−1)ijτibj
)]
, (16)
where τi ∈ R for r + 1 ≤ i ≤ N , and where τi ∈ 2πZ for 1 ≤ i ≤ r.
If we define ψˆi =
∑
Aijψj , then lemma 3 implies that ψˆi|x = 0 for i = r+1, . . . , N ,
and ψˆj |x span TxOx for j = 1, . . . , r.
We now continue our analysis by inspecting the action of Ix on the tangent space
TxΣ. Let k ∈ Ix. Then, because k · x = x, this induces a linear map k : TxΣ → TxΣ
satisfying h(k · X, k · Y ) = h(X, Y ) for all X, Y ∈ TxΣ. In fact, because k · ψi = ψi
for any of our Killing fields, it follows that k leaves each vector in the tangent space
TxOx invariant. But then it also leaves the orthogonal complement Wx invariant. Let
{e1, . . . , es−r} be an orthogonal basis of Wx. So for every k ∈ Ix, we get a repre-
senting orthogonal matrix (kij), 0 < i, j ≤ s − r acting on the orthognonal basis by
k · ei =
∑
kijej. Because Σ is assumed to be orientable, we have a distinguished
non-vanishing rank s totally anti-symmetric tensor field ǫ (determined up to sign by
ǫa1...asǫb1...bsh
a1b1 . . . hasbs = s!). This tensor is invariant under the isometries of Σ, so in
10
particular k ·ǫ = ǫ at point x, for any k ∈ Ix. Because k ·ψi for any of our Killing fields,
this implies that the action of k on Wx preserves the orientation, so the matrix (kij)
representing this action has determinant det (kij) = +1, and (kij) ∈ SO(s− r). In par-
ticular, (kij) must have an even number of −1 eigenvalues. The matrices (kij) commute
for different choices of k ∈ Ix, and so we may put them simultaneously into Jordon
normal form. By making a change of basis of the {e1, . . . , es−r} with an orthogonal
element g ∈ O(s− r), we may achieve that
k · (e2j−1 + ie2j) = eiθj (e2j−1 + ie2j) , 0 < j ≤ [(s− r)/2] if s− r even (17)
together with k · es−r = es−r when s− r is odd7. The phases θj depend on k. For the
elements of the isotropy group given by lemma 3, we have in fact
k(0, . . . , 2π, . . . 0) · (e2j−1 + ie2j)
= exp
(
2πi
r∑
m=1
(v−1)lmwmj
)
(e2j−1 + ie2j) , 0 < j ≤ [(s− r)/2] (18)
if s− r is even together with k(0, . . . , 2π, . . . 0) · es−r = es−r when s − r is odd. Here,
the 2π is in the l-th slot, with l ≤ r. The wij are integers, which follows from the fact
that the group elements k(
∑
j vijbj) are the identity, by lemma 3. The above formula
becomes somewhat more transparent if we note that the elements γ
i
=
∑r
j=1(v
−1)ijbj
defined for i = 1, . . . , r generate a copy of the isotropy subgroup Ix ∼= (v−1Λr)/Λr ∼=∏
j Zp
αj
j
∼= 〈γ
i
modΛr〉, see lemma 2. Thus, we may view the exponential expression
in the above formula as a homomorphism
ϑj : (v
−1Λr)/Λr → S1 = {z ∈ C | |z| = 1} , ϑj(γk) = e2pii
Pr
m=1(v
−1)kmwmj . (19)
We also have
k(0, . . . , τl, . . . 0) · (e2j−1 + ie2j) = exp(iτlwlj)(e2j−1 + ie2j) , 0 < j ≤ [(s− r)/2] (20)
together with k(0, . . . , τi, . . . 0) · es−r = es−r when s − r is odd. Here, the τl is in the
l-th slot, and r + 1 ≤ l ≤ N . The wij are again integers.
As yet, the basis {e1, . . . , es−r} has only been defined in Wx, but we now wish to
define it for any Wy, with y ∈ Ox. Let
x(τ1, . . . , τr) = k(τ1, . . . , τr, 0, . . . , 0) · x , 0 ≤ τi < 2π , (21)
where k(τ ) is as in lemma 3. Note that x(τ ) is periodic in τ with period 2π in each
component of τ , and that τ ∈ [0, 2π)r → x(τ ) ∈ Ox provide (periodic) coordinates in
Ox. We define our basis elements in Wx(τ ) by transporting {e1, . . . , es−r} to x(τ ) with
the group element in eq. (21). We call this basis {e1(τ ), . . . , es−r(τ)}. We note that
this is still an orthonormal system, because it was obtained by an isometry between
7Here it has been used that (kij) has determinant +1. Otherwise (kij) could also act as a reflection
on an odd number of basis vectors.
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Wx → Wx(τ). Note that this basis is not periodic in τ , by eq. (17). To obtain an
orthonormal basis {e˜1(τ), . . . , e˜s−r(τ )} that is periodic in τ , we set
e˜2j−1(τ ) + ie˜2j(τ ) = exp
(
− i
r∑
m,l=1
τl(v
−1)lmwmj
)
(e2j−1(τ) + ie2j(τ )) , (22)
for 0 < j ≤ [(s− r)/2], together with e˜s−r(τ) = es−r(τ) when s− r is odd.
In an open neighborhood of Ox, we now define coordinates as follows. First, on Ox,
we use the coordinates (ys−r+1, . . . , ys) ∈ [0, 2π)r 7→ x(ys−r+1, . . . , ys). In a neighbor-
hood of Ox we use
(y1, . . . , ys) 7→ Expx(ys−r+1,...,ys)
(
s−r∑
j=1
yj e˜j(ys−r+1, . . . , ys)
)
. (23)
Here, “Exp” is the exponential map for our metric h, i.e., (y1, . . . , ys−r) are Rieman-
nian normal coordinates transverse to Ox. They cover an open neighborhood of Ox.
From the construction of the coordinates, the action of the isometry group T in these
coordinates is described by the following lemma:
Lemma 4. Let x ∈ Sr, let (vij) be the matrix and k(τ1, . . . , τN) ∈ Ix be as in lemma 3.
Then, in terms of the coordinates (23) covering a neighborhood of Ox, the action of T
is given by
k(σ1, . . . , σr, 0, . . . , 0) · (y1 + iy2, . . . , ys−r−1 + iys−r, ys−r+1, . . . , ys) (24)
=
(
(exp
[
i
r∑
l,m=1
σl(v
−1)lmwmj
]
(y2j−1 + iy2j))
[(s−r)/2]
j=1 , (ys−r+i + σi)
r
i=1
)
when s− r is even. When s− r is odd, ys−r remains unchanged. Furthermore,
k(0, . . . , 0, σr+1, . . . , σN) · (y1 + iy2, . . . , ys−r−1 + iys−r, ys−r+1, . . . , ys) (25)
=
(
(exp
[
i
N∑
l=r+1
σlwlj
]
(y2j−1 + iy2j))
[(s−r)/2]
j=1 , (ys−r+i)
r
i=1
)
when s− r is even. When s− r is odd, ys−r remains unchanged.
Let A be the matrix in lemma 4, and let ψˆi =
∑
j Aijψj . By lemma 4, the Killing
fields ψˆi are related to the coordinate vector fields ∂yi as:

ψˆ1
...
ψˆr
ψˆr+1
...
ψˆN


=


v11 . . . v1r w1 1 . . . w1 [(s−r)/2]
...
...
...
...
vr1 . . . vrr wr 1 . . . wr [(s−r)/2]
0 . . . 0 wr+11 . . . wr+1 [(s−r)/2]
...
...
...
...
0 . . . 0 wN 1 . . . wN [(s−r)/2]




∂ys−r+1
...
∂ys
y1 ∂y2 − y2 ∂y1
...
ys−r−1 ∂ys−r − ys−r ∂ys−r−1


(26)
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when s− r is even. When s− r is odd, there is an analogous expression. Let us denote
the N × (r+ [(s− r)/2]) matrix in this expression as C. When N − r = [(s− r)/2], C
is a square N ×N matrix. Furthermore, each of the commuting, locally defined Killing
fields ∂/∂yi and y2j−1∂/∂y2j − y2j∂/∂y2j−1 on the right side of the above equation is
periodic, with period precisely 2π. Hence, when N − r = [(s − r)/2], the matrix C
must have determinant ±1. So we get the condition
det (vij)
r
i,j=1 · det (w(r+i)j)N−ri,j=1 = detC = ±1. (27)
Because both determinants on the left are integers, we conclude we conclude that they
must be ±1. In view of lemma 2, this means p1 = · · · = pr = 1 and det (w(r+i) j)N−ri,j=1 =
±1. We summarize our findings in another lemma:
Lemma 5. Let ψ1, . . . , ψN be Killing fields as above, x ∈ Sr, n = N − r = [(s− r)/2].
Then p1 = · · · = pr = 1 (see lemma 2), and det (w(r+i) j)ni,j=1 = ±1. Furthermore, in
that case Ix is connected.
With the help of the above lemmas, we are now ready to analyze the orbit space
Σˆ in the case when N = s − 2. We first cover Σ by the coordinate systems defined
in eq. (23). Within each such coordinate system, we can then separately perform the
quotient by T . We need to distinguish the cases n = 0, 1, 2, where n = s− 2− r, and
where the coordinate system covers a point x ∈ Sr.
Case 0: For n = 0 and hence r = s−2, the isotropy group Ix is discrete and is isomorphic
to the group generated by the elements γ
i
=
∑s−2
j=1(v
−1)ijbj, see lemmas 2, 3. It is also
isomorphic to
∏
j Zp
αj
j
. Furthermore, by combining lemmas 3 and 4, the action of these
isotropy group in a neighborhood of Ox can be written as
k(0, . . . , 2π, . . . , 0) · (y1 + iy2, y3, . . . , ys) =
(
ϑ(γ
j
)(y1 + iy2), y3, . . . , ys
)
, (28)
where we are using the notation introduced in eq. (19) for the homomorphism ϑ :∏
j Zp
αj
j
→ S1, and where the “2π” is in the j-th slot. Consider now the kernel ker ϑ.
If g is an element in its kernel, then it is evident from the above formula that the
corresponding isometry of Σ acts by the identity both in a full neighborhood of Ox.
Consequently, g must be the identity element of the group, since we are assuming the
action to be effective. In particular, ϑ is injective. Consider next the image ranϑ. This
is a finite subgroup of the circle group S1. Hence it is given by ranϑ = {e2piik/q | k =
0, . . . , q − 1} ∼= Zq for some q. It follows from the fact that ϑ is injective that
|ranϑ| = q = |
∏
j
Z
p
αj
j
| =
∏
j
p
αj
j . (29)
Furthermore, it follows that the inverse ϑ−1 is a well-defined map on Zq, which can be
viewed as taking values in the isotropy group Ix ⊂ T .
It follows from the discussion that, within the neighborhood considered, the quotient
is modeled upon R2/Zq, where q =
∏
p
aj
j = | det v | (see lemma 2, 3), and where the
cyclic group of q elements acts on the coordinates y1 + iy2 by complex phases e
2pii/q.
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Thus, in a neighborhood of Ox, the quotient space is an orbifold R
2/Zq. In particular,
we see that the orbits having non-trivial discrete isotropy group must be isolated points
in Σˆ. These orbits are also called “exceptional orbits”. The other orbits in case (0)
have no isotropy group and are called “principal orbits”.
Case 1: For n = 1, lemma 5 applies and pi = 1 for all i. We first factor by the
group elements [0, . . . , 0, σs−2], see eq. (25), and afterwards by the group elements
[σ1, . . . , σs−3, 0], see eq. (24). Then it is quite clear that the resulting quotient space of
our neighborhood of Ox is locally modeled upon R×R>0. The first factor corresponds
to the variable y3, while the second factor to the variable
√
y21 + y
2
2.
Case 2: For n = 2, lemma 5 applies and pi = 1 for all i. We first factor by the
group elements [0, . . . , 0, σs−3, σs−2], see eq. (25), and afterwards by the group elements
[σ1, . . . , σs−4, 0, 0], see eq. (24). Then it is quite clear that the resulting quotient space of
our neighborhood of Ox is locally modeled upon R>0×R>0. The first factor corresponds
to the variable
√
y23 + y
2
4, while the second factor to the variable
√
y21 + y
2
2.
Thus, we have proven the following theorem:
Theorem 1. Let Σ be an orientable connected s-dimensional Riemannian manifold
with s−2 pairwise commuting Killing fields generating an action of the group T = Ts−2
by isometries. Then the quotient space Σˆ = Σ/T is an orbifold with conical singu-
larities, boundary segments, and corners. Thus, each point of Σˆ has a neighborhood
modeled on a neighborhood of the tip of a cone R2/Zq, on a half-space R×R>0, or on
a corner, R>0×R>0. In the first case, the corresponding isotropy group is finite and q
is given by the order of this group.
Each point of the boundary segments, corners, or orbifold points in Σ is associated
with an isotropy group Ix as in lemma 3. It follows from our discussion in case 1)
that, as long as we stay within one boundary segment, the isotropy group does not
change. Furthermore, by lemmas 5 and 3, the isotropy group Ix is connected for points
x associated with boundaries and corners. For x associated with conical singularities,
Ix is discrete, again by lemmas 5 and 3. It also follows from our discussion of cases
1) and 2) that, for each boundary segment and each corner, the isotropy group is
completely characterized by an integer matrix A of determinant ±1. Furthermore, it
follows from our discussion in case 0) that the isotropy group Ix is characterized by an
integer q and an injective homomophism ϑ−1 : Zq → Ts−2, whose image is Ix. There is
one such matrix A for each boundary segment one for each corner, and one such q, ϑ−1
for each conical singularity. The matrices A are actually not completely characterized
by the corresponding isotropy subgroup Ix. In fact, by lemma 2 (with L = Ix, x ∈ Sr)
the position of the isotropy subgroup within T is uniquely determined by the class
(N = s− 2)
[A] ∈ SL(N,Z)
U(N − r, r;Z) (30)
where U(N − r, r;Z) is the group of block-upper triangular matrices with block sizes
N−r, r with integer entries and determinant ±1. The quotient by such matrices U takes
into account the fact that left-multiplying an A by such a matrix gives the same isotropy
subgroup. When N − r = n = 1 (corresponding to case 1, and a boundary segment),
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the class of A is determined by the last row (aN1, ..., aNN) of the matrix A, and we have∑
aNiψi|x = 0 for each point x in M corresponding to the boundary segment under
consideration. When N − r = n = 2 (corresponding to case 2, and a corner), the class
of A is determined by the last two rows (a(N−1)1, . . . , a(N−1)N ), (a1N , . . . , aNN ) up to a
SL(2,Z) transformation acting on each column of the N×2 matrix formed from these.
We have
∑
a(N−1)iψi|x = 0 and
∑
aNiψi|x = 0 for each point x in Σ corresponding to
the corner under consideration.
If {Ij} ⊂ ∂Σˆ is the collection of boundary segments, and if Iij = Ii ∩ Ij are the
corresponding corners, then for each Ii, we have a vector a(Ii) ∈ ZN which is the last
row of the matrix A corresponding to that boundary segment. The greatest common
divisor (g.c.d.) of the entries of the vector may be assumed to be equal to 1,
g.c.d.{ai(Ij) | i = 1, . . . , D − 3} = 1 , (31)
For each corner Iij, the corresponding vectors a(Ii) and a(Ij) must be such that the
N×2 matrix formed from these vectors can be supplemented byN−2 rows of integers to
an SL(N,Z)-matrix, and this introduces a constraint on the pair a(Ii), a(Ij). In the case
s = 4 (i.e., N = 2), the constraint at each corner Iij is simply that det (a(Ii), a(Ij)) =
±1. In the general, the constraint on the vectors adjacent to a corner Iij can be restated
as follows applying [3, Lemma 2, I.2.3]:
Proposition 1. Let {Ij} ⊂ ∂Σˆ be the boundary segments. With each boundary seg-
ment there is associated a vector a(Ij) ∈ Zs−2 and
∑
ai(Ij)ψi = 0 at the corresponding
points of Σ. At a corner Iij = Ii ∩ Ij, the vectors are subject to the constraint
g.c.d. {Qkl | 1 ≤ k < l ≤ D − 3} = 1 . (32)
Here, the numbers Qkl ∈ Z are defined by
Qkl = | det
(
ak(Ii) ak(Ij)
al(Ii) al(Ij)
)
| . (33)
Let {xˆi} ⊂ Σˆ be the conical singularities. With each one, there is associated a natural
number qi > 1, specifying the type R
2/Zqi of the conical singularity, and a homomor-
phism ϑ−1i : Zqi → T , whose image is the discrete isotropy subgroup at xi = any point
in Σ in the class xˆi ∈ Σˆ.
Remarks: (1) The data consisting of (i) the vectors {a(Ij)}, (ii) the pairs {qj, ϑ−1j},
(iii) the orientation of Σˆ, (iv) the topological type of Σˆ (genus) has been called the
“weighted orbit space” by Orlik and Raymond [41, 42] for the case s = 4. Our propo-
sition hence may be viewed as a generalization of their analysis to higher dimensions.
(2) If the boundary ∂Σˆ is empty, then, as explained in detail in [41, Sec. 1.3], there are
additional invariants associated with the T -space Σ. These may be characterized as
obstructions to lift certain cross sections on the boundaries of tubular neighborhoods
of the orbifold-type orbits xˆi to Σ and may be thought of as a class in the space
H2
(
Σˆ,
m⋃
i=1
D2i ;Z
s−2
)
∼= Zs−2 (34)
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where each D2i is a disk around xˆi. This class has to be added to the data.
By a similar analysis we can also prove the following theorem on cohomogeneity-1
torus actions:
Theorem 2. Let (H, γ) be a connected, orientable, compact Riemannian manifold
of dimension s − 1 > 1 with an isometry group containing an (s − 2)-dimensional
torus T = Ts−2. Then the orbit space Hˆ = H/T is diffeomorphic to a closed interval
as a manifold with boundary, or to a circle. In the first case, we have the following
possibilities concerning the topology of H:
H ∼=


S2 × Ts−3
S3 × Ts−4
L(p, q)× Ts−4
(35)
Here L(p, q) is a 3-dimensional Lens space. In the second case, H ∼= Ts−1.
Proof: Let ψi, i = 1, . . . , s−2 be the commuting Killing fields of period 2π generating
the action of T on H. In the decomposition H = ∪Sr defined as in eqs. (9), (10), only
the sets with r = s− 1 and r = s− 2 may be non-zero, by lemma 1. We consider these
cases separately.
Case 0): Let x ∈ Ss−1, and let TxH = TxOx⊕Wx be the orthogonal decomposition
into vectors tangent to Ox and those orthogonal to Ox. By assumption, the dimension
of Wx is one. If k ∈ Ix is in the isotropy group, then it leaves TxOx invariant, as
k ·ψi = ψi for all i. So k acts as ±1 on Wx. But k also preserves the rank (s− 1) anti-
symmetric tensor ǫ compatible with the metric, which exists since H is orientable. So k
acts as +1 on Wx, and hence as the identity on TxH. The action of k must hence leave
invariant any piecewise smooth geodesic on (H, γ) through x, and therefore k must
act as the identity on all of H, since this is a connected manifold. Thus, the isotropy
group Ix is trivial in case 0). Consequently, near Ox, Hˆ = H/T has the structure of a
1-dimensional manifold, i.e., an open interval.
Case 1): Let x ∈ Ss−2. By exactly the same arguments as given above using
lemmas 4 and 5, the action of T is given near Ox in local coordinates (y1, . . . , ys−1) by
k(σ1, . . . , σs−2) · (y1 + iy2, y3, . . . , ys−1)
=
(
exp
[
i
s−2∑
l=1
wlσl
]
(y1 + iy2), y3 + σ1, . . . , ys−1 + σs−3
)
. (36)
Here, ±A is some SL(s − 2,Z) matrix, the numbers wl are integers, and ws−2 = ±1
(see lemma 5). It is evident from this that
√
y21 + y
2
2 furnishes a coordinate for Hˆ
in a neighborhood of Ox, thus identifying this neighborhood locally with a half-open
interval.
Because Hˆ can be covered by neighborhoods of the kind described in cases 0) and 1),
i.e., open and half open intervals, and because Hˆ is compact in a natural topology and
connected, it follows that Hˆ must be a 1-dimensional connected compact manifold with
or without boundaries. In the first case, Hˆ is diffeomorphic to a closed interval, in the
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second case to a circle. In the first case, the two boundary points of this closed interval
correspond to orbits Ox respectively Oy in H where an integer linear combination∑
ai,1ψi respectively
∑
ai,2ψi vanishes. We can redefine our action of T using instead
the Killing fields ψˆi =
∑
Aijψj for some integer matrix A with det A = ±1 in such
a way that on Ox we have ψˆ1 = 0, while on Oy we have pψˆ1 + qψˆ2 = 0. Consider
now the subgroup L ⊂ T generated by ψˆ3, . . . , ψˆs−2. Clearly, L is isomorphic to Ts−4.
It follows from the discussion of the cases 0) and 1) that there are no points in H
which are fixed under a non-trivial element of L, so H ∼= (H/L) × Ts−4. Then, H/L
is a three-dimensional manifold on which there acts the subgroup of isometries in T
generated by ψˆ1, ψˆ2. It is not difficult to see, and argued carefully in [28], that H/L
is isomorphic to S3 if (p, q) = (0, 1), isomorphic to S2 × T1 if (p, q) = (1, 0), and a
Lens-space L(p, q) otherwise.
In the second case, H must be diffeomorphic to the direct product of T and a circle,
i.e. to Ts−1.
3.2 The fundamental group of Σ
In the previous section, we have analyzed oriented s-dimensional manifolds Σ with an
effective action of T = Ts−2. We showed that the quotient space Σˆ = Σ/T was an
orientable 2-manifold with a finite number of conical singularities in the interior, and
with boundaries and corners. With each of the conical singularities xˆi ∈ Σˆ there was
associated an integer qi ∈ Z and an injective homomorphism ϑ−1i : Zqi → T . These
homomorphisms may be written as
ϑ−1j (e
2pii/qj ) = (e2piip1,j/qj , . . . , e2piips−2,j/qj ) , (37)
where g.c.d.{qj, g.c.d.{p1,j, . . . , ps−2,j}} = 1. Furthermore, with each of the boundary
intervals Ii ⊂ ∂Σ, there was associated a vector ai = (a1,i, . . . , as−2,i) ∈ Zs−2. On a
corner, the vectors are subject to the constraint (32), (33). If Σ is compact, then Σˆ is
a compact oriented 2-dimensional topological manifold, and hence topologically of the
form
Σˆ ∼= Σˆg \
d⋃
j=1
D2j (38)
where each D2j is a 2-dimensional disk, and where Σˆg is a closed Riemann surface of
genus g.
One can show that the manifold Σ with T -action is fixed up to equivariant isomor-
phism by the data consisting of Σˆ, {Ii}, {xˆi}, {qi, pi}, {ai}; we will indicate how to prove
this in subsection 3.4. Therefore, any topological invariant of Σ must be expressible in
terms of these data. It is evident that the fundamental group π1(Σ) should provide a
strong invariant for the topology of Σ. It is given in the next theorem:
Theorem 3. Let Σ be a compact orientable manifold with an effective action of T =
17
T
s−2 such that ∂Σˆ 6= ∅. Then the fundamental group can be presented as:
π1(Σ) =
{
k1, . . . , ks−2, d1, . . . , dc, h1, . . . , hd, m1, . . . , mg, l1, . . . , lg
∣∣∣
[m1, l1] · · · [mg, lg] · d1 · · · dc · h1 · · ·hd ;
[mi, kj] ; [li, kj] ; [di, kj] ; [hi, kj] ; [ki, kj] ;
k
a1,1
1 · · · kas−2,1s−2 , . . . , ka1,b1 · · · kas−2,bs−2 ;
dq11 k
p1,1
1 . . . k
ps−2,1
s−2 , . . . , d
qc
c k
p1,c
1 . . . k
ps−2,c
s−2
}
. (39)
Here, we are using the usual notation for a finitely generated group in terms of its
relations, and [x, y] = xyx−1y−1 is the commutator of group elements. Above, g is the
number of handles of Σˆ, c is the number of conical singularities, b is the number of
intervals {Ii} , and d is the number of boundary components in ∂Σˆ homeomorphic to
circles, see eq. (38).
Proof: The proof is essentially an application of the Seifert-Van Kampen theorem,
which is described e.g. in [35, Chap. 4]. Let x ∈ Σ be any point with trivial isotropy
group, and let ki, i = 1, . . . , s− 2 be the closed loops obtained by a applying the i-th
generator of π1(T ) (=generator of the i-th copy of T1 in Ts−2) to x. Let di, i = 1, . . . , c
be lifts of loops going around the i-th conical singularity in ∂Σˆ, and let hi, i = 1, . . . , d
be lifts of loops going around the i-th hole of Σˆ (=boundary component in ∂Σˆ). We
cut out a small disk D2i around each of the conical singularities in Σˆ, we cut out a small
neighborhood of the boundary in Σˆ, and we consider the corresponding subset of Σ.
This subset will have a homotopy group generated by k1, . . . , ks−2, d1, . . . , dc, h1, . . . , hd,
and generators m1, l1, . . . , mg, lg corresponding to the g handles of Σˆ. The relations are
[m1, l1] · · · [mg, lg] · d1 · · · dc · h1 · · ·hd ; [mi, kj] ; [li, kj] ; [di, kj] ; [hi, kj] ; [ki, kj] . (40)
We now glue back in the neighborhood of the boundary. Since, near the i-th boundary
segment Ii, the generator k
a1,i
1 · · · kas−2,is−2 shrinks to zero size, we receive the relations
k
a1,1
1 · · · kas−2,1s−2 ; . . . ; ka1,b1 · · · kas−2,bs−2 (41)
via the Van Kampen theorem. We finally glue in the disks around the conical singulari-
ties, each of which corresponds to a tubeD2×Ts−2. We must perform the gluing in such
a way that the standard action of T on D2×Ts−2 matches up with the action of T on
Σ near the exceptional orbits. This action is characterized by the homomorphism (37)
for the j-th tube; we receive the relations
dq11 k
p1,1
1 . . . k
ps−2,1
s−2 ; . . . ; d
qc
c k
p1,c
1 . . . k
ps−2,c
s−2 (42)
from this operation, again via the Van Kampen theorem.
The theorem has an interesting corollary in s = 4 if the action of T has a fixed point,
i.e. when the orbit space has a corner. The vectors associated with the intervals Ii, Ii+1
adjacent to the corner, ai, ai+1, must then satisfy det(ai, ai+1) = ±1 [see eq. (32)]. This
imposes the relation k1 = k2 = e in eq. (39). Then, if π1(Σ) = 0, this will imply that
g = d = 0, and q1, . . . , qc = 0. In other words, if s = 4, if the action has fixed point,
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and if Σ is simply connected, then there are no conical singularities, i.e., exceptional
orbits. This was first proved using methods from singular cohomology in [41].
The above theorem has another related corollary which will be relevant below in
our application to the structure of black holes. Let D2 ⊂ Σˆ be any disk in the interior
of the orbit manifold not intersecting any of the boundaries or conical singularities.
Thus, the orbits are all (s − 2)-dimensional tori, with no fixed points. The inverse
image of D2 in Σ is homeomorphic to D2 × Ts−2, with T acting on the second factor.
Let us denote the generators of π1(D
2 × Ts−2) by k1, . . . , ks−2, which are the s − 2
generators of π1(T
s−2) = Zs−2. Without loss of generality, we may assume that kj are
the image of the paths generated by the action of the j-th copy on T = Ts−2 on a
point x ∈ D2 × Ts−2.
From the inclusion f : D2 × Ts−2 → Σ, we get a corresponding homomorphism
f∗ : π1(D
2 × Ts−2) → π1(Σ). The way we have set things up, we may assume that
f∗(kj) = kj, using the same notation and assumptions as in the above theorem 3.
Lemma 6. If f∗ : π1(D
2 × Ts−2) → π1(Σ) is surjective, then we have g = d = 0, q1 =
· · · = qc = 1. In other words, Σˆ is a topologically a disk, and there are no conical
singularities.
Proof: Using eq. (39) and the formula f∗(kj) = kj, we see that f∗π1(D
2 × Ts−2) is a
normal subgroup of π1(Σ). By assumption, the factor group π1(Σ)/f∗π1(D
2 × Ts−2)
is trivial. From the quotient, the group π1(Σ) [see eq. (39)] receives the additional
relations kj = e for j = 1, . . . , s− 2. This means that the factor group is isomorphic to
π1(Σ)/f∗π1(D
2 × Ts−2) ∼=
{
d1, . . . , dc, h1, . . . , hd, m1, . . . , mg, l1, . . . , lg
∣∣∣ (43)
[m1, l1] · · · [mg, lg] · d1 · · ·dc · h1 · · ·hd ; dq11 ; . . . ; dqcc
}
.
Evidently, this group is non-trivial unless g = d = 0, q1 = · · · = qc = 1, from which the
lemma follows.
3.3 The orbit space of the domain of outer communication
We next want to determine the orbit space of a D-dimensional asymptotically Kaluza-
Klein stationary black hole spacetime (M, g) with D − 3 axial Killing fields ψi, i =
1, . . . , D − 3 generating an (effective) action of T = TD−3. Thus, the total group
isometries is G = T × R, with R the additive group generated by the asymptotic
timelike Killing field t. We have the following theorem:
Theorem 4. Let (M, g) be a stationary, asymptotically Kaluza-Klein, D-dimensional
vacuum black hole spacetime with isometry group G = R×T , satisfying the technical
assumptions stated in sec. 2. Then the orbit space Mˆ = 〈〈M〉〉/G of the domain of outer
communication is a 2-dimensional manifold with boundaries and corners homeomorphic
to a half-plane. In particular, there are no conical singularities in Mˆ . The possibilities
for the horizon topology are eqs. (35), with s = D− 1. One of the boundary segments
Ij ⊂ ∂Mˆ is the quotient of the horizon Hˆ = H/G, while the remaining Ij correspond
to the various “axis”, where
∑
ai(Ij)ψi = 0. The vectors a(Ij) ∈ ZD−3 are subject to
the constraint (32) on each corner Ii ∩ Ij .
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Remark: In the statement concerning the horizon topology, eq. (35), we do not mean
that the torus factors (such as in H ∼= S2 × TD−4) correspond to the rotations in the
extra dimensions near infinity.
Proof: The “structure theorem” 4.3 of [7] states that 〈〈M〉〉 contains a smooth, spacelike,
acausal slice Σ whose boundary is a cross section H of the horizon, which is asymptotic
to a τ = const. slice in the exterior under the identification of the exterior with (part of)
R
s,1×TD−s−1, which invariant under the action of T = TD−3 and which is transversal
to the orbits of t represented by the factor R in G. Furthermore, if F τ is the flow of
t, then 〈〈M〉〉 = ∪τF τ (Σ). This result will allow us to reduce the proof of thm. 4 to
thm. 1.
We first factor 〈〈M〉〉 by R. We can identify the resulting space with (Σ, h), with h
the Riemannian metric induced from g. This metric is asymptotic to the standard flat
metric on Rs × TD−s−1 (s = 1, 2, 3 or 4) in the exterior region. Evidently, T acts as a
group of isometries on (Σ, h), and Σ contains no points with discrete isotropy group.
For definiteness, we focus on the case s = 4, the other cases are similar. The action of
T is then conjugate in the exterior region to the standard action which acts on TD−5
by rotations along the generators, and which acts on R4 by rotations in the 12- and
34-plane.
We divide Σ up into two pieces Σ0 ∪Σ∞. The region Σ∞ is the asymptotic region,
and Σ0 is the rest. The split can be arranged so that both pieces are separately invariant
under the action of T . Σ0 is a compact manifold with boundary ∂Σ0 consisting of H
and of a second boundary component ∼= S3 × TD−5 bordering on Σ∞. The quotient of
Σ is given by the union of the quotients Σˆ0 = Σ0/T and Σˆ∞ = Σ∞/T . The action of
T on the exterior region is conjugate to the action of T on (R4 \ {(x1, x2, x3, x4) | R <
r})× TD−5, where R is the standard radius on R4. So the quotient is given by Σˆ∞ ∼=
{(R1, R2) ∈ R2 | R1, R2 > 0, R21+R22 > r2}, where R1 can be identified with
√
x21 + x
2
2
and R2 with
√
x23 + x
2
4. The boundary components of Σˆ∞ defined by Ri = 0, i = 1, 2
correspond to an axis in the spacetime where ψi, i = 1, 2 vanish. The quotient Σˆ0 can
be determined as in thm. 1, but we must now consider a compact manifold (Σ0, h)
with boundaries. Near the boundary component ∼= S3 × TD−5 of ∂Σ0, the quotient
space Σˆ0 must look like ∼= {(R1, R2) ∈ R2 | R1, R2 > 0, R21 + R22 ≤ r2}. Near the
horizon boundary component H, we can analyze the quotient space by combining the
arguments in thms. 1 and 2. In summary, Σˆ0 is a compact manifold with boundaries,
corners and possibly conical singularities in the interior. The quotient Hˆ = H/T ⊂ ∂Σˆ0
is represented by a boundary segment in the first case described in thm. 2, i.e. when
the horizon topologies are as in eq. (35) with s = D − 1. It is represented by the
boundary of a removed disk from Σˆ0 in the second case described in the thm. 2, i.e.
when the horizon topology is H ∼= TD−1. The other boundary components of Σˆ0 are
line segments corresponding to axis. The quotients Σˆ0 and Σˆ∞ are glued together along
the joint boundary {(R1, R2) ∈ R2 | R1, R2 > 0, R21 + R22 = r2}. It is clear that Σ0 is
oriented and connected. Therefore, it must be a handle body with possibly different
boundary components, each homeomorphic to circles, and with conical singularities in
the interior. Gluing Σˆ∞ onto Σˆ0, we thus see that Σˆ is homeomorphic to the connected
sum of a half-plane and a handle body Σˆg, with a number of disks removed and with
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orbifold points. Therefore, topologically
Σˆ ∼= (R× R>0) # Σˆg \
d⋃
j=1
D2j . (44)
To rule out the presence of handles, removed disks, and points with conical singular-
ities, we now use the topological censorship theorem for asymptotically Kaluza-Klein
spaces [9], see also [17, 18]. This theorem states that any curve γ with endpoints in
Σ∞ can be continuously deformed to a curve entirely within Σ∞. Furthermore, any
closed loop in Σ∞ is homotopic to a closed loop of in a neighborhood of Σ∞ of the form
D2×T , where D2 is a two-dimensional disk that can be identified with a corresponding
disk in Σˆ∞. These facts together imply that if f : D
2×T → Σ is the embedding map,
then f∗ : π1(D
2 × T ) → π1(Σ) is surjective. If Σ were a compact manifold (without
boundary), we could now directly apply lemma 6, and thereby conclude can be no
handles, removed disks, nor conical singularities, and that Σˆ would consequently be
a disk. In the case at hand, Σ is a manifold with boundary components consisting
of H and S3 × TD−5. Nevertheless, using eq. (44), the arguments leading to lemma 6
and 3 can be very easily adapted to this case, or one may alternatively compactify Σ
by gluing in appropriate manifolds with boundary H and S3 × TD−5. In either case,
we conclude that Σˆ is a homeomorphic to a half-plane, and that there are no conical
singularities.
Since Mˆ = 〈〈M〉〉/G ∼= Σˆ, this proves the theorem.
3.4 Model spaces, examples
We finally discuss to what extent the structure of the space 〈〈M〉〉 as a manifold with G-
action is determined by the associated data described in thm. 4. As we have seen in the
proof of this theorem, the study of 〈〈M〉〉 as a manifold with G-action essentially boils
down to the study of a (D − 1)-dimensional spatial slice Σ with corresponding action
of T , and it is hence sufficient from a topological viewpoint to study this situation.
Thus, let us assume that we are given an oriented s-dimensional manifold Σ with T -
action, with corresponding orbit space Σˆ and decoration data, as described in prop. 1,
and thm. 3. For simplicity, let us consider the case that Σ has no boundaries. The
general case can be treated quite similarly. Then we can ask whether Σ as a manifold
with T -action is uniquely determined by the orbit space and decoration data. In other
words, given another such manifold Σ′, does there exist a diffeomorphism h : Σ→ Σ′,
and an automorphism αA : T → T such that h(k·x) = αA(k)·h(x) for all x ∈ Σ, k ∈ T ?
As shown in the case s = 4 in [42, Para. I], the answer to this question is in the
affirmative. (In the case that ∂Σˆ 6= 0, the decoration data must include also the
invariant mentioned in remark (2) after prop. 1.) The proof of this theorem really
extends straightforwardly to the case of Σ with arbitrary dimension, so we will not
describe it here in detail.
A related question is whether for a given Σˆ and given decoration data as described in
prop. 1, we can find a corresponding manifold Σ with T -action described by these data.
The question is again in the affirmative, and we now outline how one can construct
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such a manifold. Thus, let us assume that we are given (i) an orbit space Σˆ which is an
oriented two-dimensional manifold with boundaries, corners, and conical singularities,
(ii) vectors {a(Ij)}, one for each component Ij ⊂ ∂Σˆ, satisfying the constraints (32) (iii)
a collection {qi, pi}, one for each conical singularity xˆi ∈ Σˆ, as described in around (37).
We want to construct a corresponding manifold Σ with T -action.
For simplicity, let us assume that Σˆ is a half-plane R>0×R, with finitely many coni-
cal singularities in the interior, and with boundary divided into the segments I1, . . . , Ib.
We first consider the conical singularities in the interior. We may assume that they
are all in a disk D2 ⊂ R>0 × R. We cut out this disk, and we consider D2 × T with
standard action of T on the second factor. We cut out from this region c tubes of the
form D2i × T , with each D2i a small disk containing the i-th of the c conical singulari-
ties. Near the conical singularities, we would like the T -action to be described by the
homomorphisms ϑ−1i : Zqi → T given in eq. (37). A model space for this action is
D2i ×ϑ−1i T , D
2
i = {z ∈ C | |z − zi| ≤ 1} , (45)
where g ∈ Zqi ⊂ S1 acts on the disk by multiplication with the complex phase. We
glue in these model spaces along the boundaries where we cut out the c tubes D2i × T
with diffeomorphisms hi : ∂(D
2
i ×ϑ−1i T )→ ∂(D2i ×T ) in such a way that the T -actions
match up. We call the manifold with boundary obtained from D2 × T in this way Σ0.
We now construct a second T -space Σ1 that incorporates the data {a(Ij)}. These
data were constructed above by giving, for each orbit, a neighborhood together with a
set of coordinates in which the action of T was explicitly given. It is intuitively clear
that we can turn this around and define Σ1 to be the collection of these coordinate
charts with corresponding T -action, and we now briefly explain how this can be done.
For simplicity and concreteness, we consider explicitly the case when s = dimΣ = 4.
The construction is well-known in topology and is sometimes called “linear plumbing”,
see [25]. We present the construction in such a way that the generalization to general
s should be fairly obvious, details will be given in [8].
The construction of Σ1 is as follows. Let b ≥ 2 be the number of boundary segments
{Ij}. On the boundary S3 of the four-dimensional solid ball B4 = {y21+y22+y23+y24 < 1},
we consider the disjoint subsets
S+ := {(y1, y2, y3, y4) ∈ S3 |
√
y23 + y
2
4 < 1/4} ,
S− := {(y1, y2, y3, y4) ∈ S3 |
√
y21 + y
2
2 < 1/4} . (46)
Both of these subsets are topologically solid tori. We consider the disjoint union of
b − 1 copies of the solid ball B4, and on the i-th copy we define an action of T = T2
generated by the two 2π-periodic vector fields ψ1, ψ2 given by(
y1∂y2 − y2∂y1
y3∂y4 − y4∂y3
)
=
(
a1(Ii) a2(Ii)
a1(Ii+1) a2(Ii+1)
)(
ψ1
ψ2
)
. (47)
The consistency condition on the i-th corner (33), (32) guarantees that the determinant
of the above matrix is ±1. We wish to glue the S+-part of the boundary of the i-th
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copy of the ball B4 to the S−-part of the boundary of the (i+1)-th copy in such a way
that the actions of T on these copies are compatible. It is not difficult to see that this
is achieved if we identify these parts by the maps fi : S− → S+ defined by
fi(y1, y2, y3, y4) =
(
y3, y4, y1 sin(niϕ) + y2 cos(niϕ), y1 cos(niϕ)− y2 sin(niϕ)
)
, (48)
where ϕ = arctan y3
y4
and ni = a1(Ii)a2(Ii+2) − a2(Ii)a1(Ii+2), i.e. we have fi ∗ψ1 = ψ1
and fi ∗ψ2 = ψ2. Thus, for b > 2 we define
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Σ1 = (. . . ((B
4 ∪f1 B4) ∪f2 B4) · · · ∪fb−3 B4) ∪fb−2 B4 . (49)
For b = 2 be define Σ1 = B
4. The space Σ1 has a 3-dimensional boundary whose
structure is determined by the first and last vector a(I1), and a(Ib). It is either T
1 ×
S2, S3, or a lens space L(p, q), see thm. 2.
We may cut out from Σ1 a tube D
2 × T , and glue the boundary obtained in this
way onto ∂Σ0. The manifold Σ obtained in this way is the desired T -space Σ in
the special case considered. The general case may be treated in a similar way, as we
will discuss in a future paper [8]. We may call the manifold Σ constructed from the
decoration data of the orbit space X [ǫ, Σˆ, {a(Ii)}, {qi, pi}], where ǫ is an orientation,
and Σˆ an oriented two-dimensional manifold with boundaries and corners. We give
some examples (without conical singularities):
Example 1: (From [41]) Let s = 4, Σˆ = D2, ∂D2 = I1∪I2∪I3, and consider the data
{(1, 0), (0, 1), (1, 1)}. Then the space X [D2, {(1, 0), (0, 1), (1, 1)}] is the complex projec-
tive space CP 2 = C3/ ∼, where the equivalence relation is (z1, z2, z3) ∼ (λz1, λz2, λz3)
and the action of T = T2 is [τ1, τ2] · (z1, z2, z3)∼ = (eiτ1z1, eiτ2z2, z3)∼. The equiv-
alence X [D2, {(1, 0), (0, 1), (1, 1)}] ∼= CP 2 can be seen e.g. by noting that the axis
in CP 2 corresponding to the vectors (1, 0), (0, 1), (1, 1) are given by the set of points
(z1, z2, z3)∼ ∈ CP 2 such that, respectively, z1 = 0, z2 = 0, z3 = 0.
Example 2: Let s = 4, Σˆ = D2 and consider the data {(1, 0), (0, 1), (1, 0), (0, 1)}
(four intervals). Then the space X [D2, {(1, 0), (0, 1), (1, 0), (0, 1)}] is S2 × S2, with the
standard action of T . This is easily seen by considering the isotropy groups of the
action. In fact, examples 1 and 2 constitute in some sense the most general case in
s = 4 because one can show that [41, 42], topologically, Σ is a connected sum of
projective spaces an S2 × S2’s in the situation under consideration.
Example 3: Let s = 5, Σˆ = D2 and consider the data {(1, 0, 0), (q1, q2, p), (0, 1, 0)}.
The constraints on the corners are fulfilled if we have g.c.d.(p, q1) = 1 = g.c.d.(p, q2).
The corresponding space X [D2, {(1, 0, 0), (q1, q2, p), (0, 1, 0)}] is a generalized lens space
L(p; q1, q2). The generalized lens space is defined as the quotient of S
5 (realized as the
unit sphere in C3) by the discrete subgroup of isometries of order p generated by an
8If X,Y are sets and f is a map f : A ⊂ X → Y , then X ∪f Y is the set defined as the quotient
of the disjoint union X ∪ Y by the equivalence relation x ∼ y :⇔ (x, y) ∈ graphf .
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element λ acting as λ·(z1, z2, z3) = (e2pii/pz1, e2piiq1/pz2, e2piiq2/pz3). The action of T = T3
on an equivalence class (z1, z2, z3)∼ ∈ L(p; q1, q2) under this action is
[τ1, τ2, τ3] · (z1, z2, z3)∼ = (eiτ3/pz1, ei(τ1+q1τ3/p)z2, ei(τ2+q2τ3/p)z3)∼ . (50)
The axis corresponding to the vectors (1, 0, 0), (q1, q2, p), (0, 1, 0) are, respectively, z2 =
0, z2 = z3 = 0, z3 = 0. Note that π1(L(p; q1, q2)) ∼= Zp, so for p 6= 1 this space is not
simply connected.
Example 4: Let s, Σˆ be as in the previous example, but let the data now be
{(1, 0, 0), (q1, q2, p), (0, 1, 0), (1, 1, 0)}. The constraints on the corners are fulfilled if
we have g.c.d.(p, q1) = 1 = g.c.d.(p, q2). The manifold in question is now topologically
(combining the examples 1 and 3)
X [D2, {(1, 0, 0), (q1, q2, p), (0, 1, 0), (1, 1, 0)}] ∼= L(p; q1, q2)#(CP 2 × S1) . (51)
4 Stationary vacuum black holes in D dimensions
In the previous section, we looked at the topology of the domain of outer communication
〈〈M〉〉 and the structure of the orbits of the symmetries. In this section, we investigate
the spacetime metric, i.e. the implications of the Einstein equations Rab = 0.
These equations imply a set of coupled differential equations for the metric on
the two-dimensional factor space Mˆ , described above in thm. 4. To understand these
equations in a geometrical way, we note that the projection π : 〈〈M〉〉 → 〈〈M〉〉/G = Mˆ
(with G = TD−3 × R the isometry group) defines a G-principal fibre bundle over the
interior of Mˆ , because we argued in the previous section that such points correspond
to points in the domain of outer communication with trivial isotropy group. At each
point x ∈ 〈〈M〉〉 in a fibre over π(x) in the interior of Mˆ , we may uniquely decompose
the tangent space at x into a subspace of vectors tangent to the fibres, and a space
Wx of vectors orthogonal to the fibres. Evidently, the distribution of vector spaces Wx
is invariant under the group G of symmetries, and hence forms a “horizontal bundle”
in the terminology of principal fibre bundles [33]. According to standard results in
the theory of principal fibre bundles [33], a horizontal bundle is equivalent to the
specification of a G-gauge connection Dˆ on the factor space, whose curvature we denote
by Fˆ = TIFˆ
I
αβdx
α ∧ dxβ, with TI , I = 0, . . . , D − 3 the generators of the abelian
group G. Roman indices α, β, . . . take the values 1, 2. The horizontal bundle gives an
isomorphism Wx → Tpi(x)Mˆ for any x, and this isomorphism may be used to uniquely
construct a smooth covariant tensor field tˆαβ...γ on the interior of Mˆ from any smooth
G-invariant covariant tensor field tab...c on M .
For example, the metric gab on M thereby gives rise to a symmetric tensor gˆαβ on
Mˆ . One can show with a significant amount of labor [8] (see also [7]) that the D − 2
dimensional subspaces spanned by the Killing fields at points of 〈〈M〉〉 corresponding to
interior points of Mˆ always contain a timelike vector. Hence the bilinear form induced
from gab on Wx has signature (++), so gˆαβ is in fact a Riemannian metric. We let Dˆ
act on ordinary tensors tˆαβ...γ as the connection of gˆαβ , with Ricci tensor denoted Rˆαβ .
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By performing the well-known Kaluza-Klein reduction of the metric gab along the
orbits of G, we can locally write the Einstein equations as a system of equations on
the interior of the factor space Mˆ in terms of metric gˆαβ, the components Fˆ
I
αβ of the
curvature, and the Gram matrix field GIJ
GIJ = g(XI , XJ) , XI =
{
t if I = 0,
ψi if I = i = 1, . . . , D − 3.
(52)
The resulting equations are similar in nature to the “Einstein-equations” on Mˆ for gˆαβ,
coupled to the “Maxwell fields” Fˆ Iαβ and the “scalar fields” GIJ , see [32, 5]. We will
not write these equations down here, as we will not need them in this most general
form.
In our case, the equations simplify considerably because one can show (see e.g. [7])
that the distribution of horizontal subspaces Wx is locally integrable, i.e., locally tan-
gent to a family of two-dimensional submanifolds. In that case, the connection is flat,
Fˆ Iαβ = 0, and the dimensionally reduced equations may be written as
Dˆα(rG−1DˆαG) = 0 , (53)
together with
Rˆαβ = DˆαDˆβ log r − 1
4
Tr
(
DˆαG
−1DˆβG
)
. (54)
Greek indices have been raised with gˆαβ. The equations are well-defined a priori only
at points in the interior of Mˆ where the Gram determinant
r2 = −detG (55)
does not vanish. Chrusciel has shown [8] (based on previous work of Carter [2] and also
of [7]) that r2 > 0 away from the boundary of Mˆ . The reduced Einstein equations are
hence well-defined there. On the other hand, r vanishes on any boundary component Ij
of Mˆ corresponding to an axis, i.e. where a linear combination
∑
ai(Ij)ψi = 0 vanishes,
because the Gram matrix then has a non-trivial kernel. It also vanishes on the segment
of ∂Mˆ corresponding to the horizon H , because the span of XI , I = 0, . . . , D − 3 is
tangent to H and hence a null space, with the signature of G consequently being
(0 + + · · ·+) there.
Taking the trace of the first reduced Einstein equation (53), one finds that r is a
harmonic function on the interior of Mˆ ,
DˆαDˆαr = 0 . (56)
Since Mˆ is an (orientable) simply connected 2-dimensional analytic manifold with con-
nected boundary and corners by thm. 1, we may map it analytically to the upper
complex half plane {ζ ∈ C | Im ζ > 0} by the Riemann mapping theorem. Further-
more, since r is harmonic, we can introduce a harmonic scalar field z conjugate to
r
Dˆαz = ǫˆαβDˆβr , (57)
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where ǫˆαβ is the anti-symmetric tensor on Mˆ satisfying ǫˆ
αβ ǫˆαβ = 2. Thus both r, z are
harmonic functions on (Mˆ, gˆ), and r = 0 on ∂Mˆ . Combining this with the fact Mˆ
is homeomorphic to a half-plane, one can argue (see e.g. [7, 6.3] or [49]) that r and z
are globally defined coordinates, and identify Mˆ with {z + ir ∈ C | r > 0}. In these
coordinates, the metric gˆ globally takes the form
gˆ = e2ν(r,z)(dr2 + dz2) . (58)
Since eq.(53) is invariant under conformal rescalings of gˆαβ , and since a 2-dimensional
metric is conformally flat, it decouples from eq. (54). In fact, writing the Ricci tensor
Rˆαβ of (58) in terms of ν, one sees that eq. (54) equation may be used to determine ν
by a simple integration, see e.g. [21] for details.
The boundary r = 0 of Mˆ consists of several segments according to our classification
theorem 4. In the description of Mˆ as the upper complex half plane Mˆ = {z + ir ∈
C | r > 0}, these are represented by a collection of intervals {Ij} of the z-axis. The
length of the j-th interval as measured by the coordinate z is called l(Ij). Because
the coordinates (r, z) were canonically defined, the numbers l(Ij) ≥ 0 are invariantly
defined, i.e. are the same for isometric spacetimes. Each segment is either an axis for
which there is a vector a(Ij) ∈ ZD−3 such that
∑
i ai(Ij)ψi = 0, or it corresponds to
the horizon. In that case, we put the corresponding vector to zero, aH = 0, because
no non-trivial linear combination of the axial Killing fields vanishes in the interior of
the corresponding interval IH , see thm. 4. Concerning the length lH of the horizon
segment, we have the following lemma.
Lemma 7. The length of the horizon interval satisfies
(2π)D−3lH = κAH , (59)
where AH is the area of the horizon cross section H, and where κ > 0 is the surface
gravity.
The proof of lemma 7 is given in appendix A.
We call the collection of real positive numbers {l(Ij)} and integer vectors {a(Ij)}
associated with the intervals the “interval structure” of the spacetime. As we explained
in the previous section, the collection {a(Ij)} determines the manifold structure of 〈〈M〉〉
and the action of G on this space up to diffeomorphism. In particular, the vector fields
XI are determined up to diffeomorphism. Furthermore, if we are given GIJ and gˆ (i.e.,
ν) as functions of r, z, then we can reconstruct the metric g of the spacetime in the
domain of outer communication. In a local coordinate system consisting of r, z and
ξI , I = 0, . . . , D − 3, such that the Killing fields are given by XI = ∂/∂ξI , the metric
locally takes the form
g = e2ν(r,z)(dr2 + dz2) +GIJ(r, z) dξ
IdξJ . (60)
For M = R4,1 × TD−5, the axial symmetries are the rotations in the 12-plane of R4,1
generated by the Killing field ψ1, the rotations in the the 34-plane of R
4,1 generated by
the Killing field ψ2 and the rotations of the D−5 compact extra dimensions generated
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by Killing fields ψ3, . . . , ψD−3. The coordinates r, z as constructed above are given by
r = R1R2 and z =
1
2
(R21 − R22), with R1 =
√
x21 + x
2
2 and R2 =
√
x23 + x
2
4, and with xi
the standard spatial Cartesian coordinates of R4,1. The conformal factor is given by
e2ν = 1/2
√
r2 + z2, and the Gram matrix is given by
G =


−1 0 0 0 . . . 0
0 ρ(1− cos θ) 0 0 . . . 0
0 0 ρ(1 + cos θ) 0 . . . 0
0 0 0 1 . . . 0
...
...
...
...
...
0 0 0 0 . . . 1


. (61)
Here, we have introduced the coordinates ρ, θ which are related to r, z by
r = ρ sin θ , z = ρ cos θ , (62)
or
ρ =
1
2
(x21 + x
2
2 + x
2
3 + x
2
4) , θ = arctan
2
√
(x21 + x
2
2)(x
2
3 + x
2
4)
x21 − x23 + x22 − x24
(63)
in terms of the spatial cartesian coordinates xi of R
4,1. For a general D-dimensional
asymptotically Kaluza-Klein spacetime with asymptotically flat 5-dimensional part,
we can determine the asymptotic form of the metric as follows: First, one establishes,
using standard results on elliptic equations, that G has a poly-homogeneous asymptotic
expansion in powers of 1/ρ for large ρ of the form
G(ρ, θ) ∼
∑
n≥0
ρ−nGn(ρ, θ) , (64)
where G0 is the diagonal Gram matrix for R
4,1 × TD−5 given above, and where the
other terms Gn represent corrections. The entries of the correction matrices are of
the same order in ρ as those of G0, up to possibly additional powers of log ρ. We
then insert this ansatz into the first reduced Einstein equation eq. (53). Since the
leading part G0 is a solution to the equation, we get from this an equation for the
correction matrix elements. At the lowest non-trivial order in 1/ρ this equation delivers
a decoupled system of second order ordinary differential equations in θ for the entries
of the correction matrix G1. These equations have a unique solution satisfying the
boundary conditions arising from the fact that the 11, 12, 13, . . . -components of G
must vanish for θ = 0 and sufficiently large ρ (as this represents an axis for ψ1), while
the 21, 22, 23, . . . -components must vanish for θ = π and sufficiently large ρ (as this
represents an axis for ψ2). Hence, these components must similarly vanish also for G1.
We do not give the details of the straightforward but somewhat lengthy calculation
but only quote the solution, written in a block-matrix form:
G1 =


2M b1(1− cos θ) b2(1 + cos θ) (bi)
b1(1− cos θ) (M − A+ η)(1− cos θ)ρ ζ sin2 θ (ci)(1− cos θ)
b2(1 + cos θ) ζ sin
2 θ (M −A− η)(1 + cos θ)ρ (di)(1 + cos θ)
(bi) (ci)(1− cos θ) (di)(1 + cos θ) (hij)

 .
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Here, the quantities M,A, ζ, η, hij, bi, ci, di are undetermined real constants and i, j
range through 3, . . . , D − 3 in this block-matrix. Because we must have −detG = r2,
they are subject to the constraint
2A =
D−3∑
i=3
hii .
According to eq. (57), we are still free to change the coordinate z by adding a constant.
This will result in adding a constant to η, and we may thus fix the remaining ambiguity
in z by setting η = 0. We will do this in the following. The asymptotic form of
the conformal factor e2ν can similarly be determined by the second reduced Einstein
equation, eq. (54), together with the asymptotic form of the Gram matrix eq. (64).
Again, we omit the straightforward but somewhat lengthy calculation and give only
the result, which is
e2ν =
1
2ρ
+
M − A
4ρ2
+ . . . , (65)
where the dots represent terms that go to zero faster as ρ→∞. Thus, in a coordinate
system (τ, ρ, θ, ϕ1, . . . , ϕD−3) such that
t = ∂/∂τ , ψi = ∂/∂ϕi , i = 1, . . . , D − 3 , (66)
we obtain the following asymptotic form of the metric eq. (60) for large ρ:
Asymptotic form of the metric for stationary black hole spacetime with D − 3
axial Killing fields, behaving as R4,1 × TD−5 near infinity:
g = −
(
1− 2M
ρ
)
dτ 2 +
1
2ρ
(
1 +
M −A
2ρ
)
(dρ2 + ρ2dθ2)
+ρ(1− cos θ)
(
1 +
M − A
ρ
)
dϕ21 + ρ(1 + cos θ)
(
1 +
M −A
ρ
)
dϕ22
+
D−3∑
i,j=3
(
δij +
hij
ρ
)
dϕidϕj +
2ζ sin2 θ
ρ
dϕ1dϕ2
+
2b1(1− cos θ)
ρ
dϕ1dτ +
2b2(1 + cos θ)
ρ
dϕ2dτ +
2
ρ
D−3∑
i=3
bi dϕidτ
+
2(1 + cos θ)
ρ
D−3∑
i=3
di dϕ2dϕi +
2(1− cos θ)
ρ
D−3∑
i=3
ci dϕ1dϕi + . . . , (67)
where the dots represent terms that are higher order in 1/ρ. The constants bi are
proportional to the angular momenta of the solutions, both in the asymptotically small
and large dimensions. These can be defined e.g. by the Komar expressions
Ji =
∫
S3×TD−5
∗dψi , (68)
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where the integration is over a surface at infinity, and where dψi denote the 2-forms
obtained by taking the exterior differential of ψi after lowering the index. The constant
M is related to the ADM-mass of the solution, see e.g. [31, sec. 3].
For M = R3,1 × TD−4, the axial symmetries may be taken as the rotations in the
12-plane of R3,1 and rotations of the D − 4 compact extra dimensions. The functions
r, z are then given by r =
√
x21 + x
2
2 and z = x3, with xi the standard spatial Cartesian
coordinates on R3,1. The conformal factor is just e2ν = 1. For a general D dimensional
asymptotically Kaluza-Klein spacetime with asymptotically flat 4-dimensional part, we
may again derive an expression for the asymptotic form of the metric as above. The
same can also be done for M = R2,1 × TD−3 and M = R1,1 × TD−2. Since the analysis
is quite similar, we do not give the results here.
5 Uniqueness theorem for stationary black holes
with (D − 3) axial symmetries
In the previous two sections, we have analyzed stationary black hole spacetimes that
are asymptotically Rs,1 × TD−s−1 where s = 1, 2, 3 or 4, and which have an isometry
group G = R × TD−3 (with no points in the domain of outer communication whose
isotropy group is discrete). We have derived a number of “invariants” associated with
such solutions:
• We showed that the orbit space of the domain of outer communication by G is a
half plane Mˆ = {z+ ir | r > 0}. The boundary of the half-plane is divided into a
finite collection of intervals {Ij}. With each interval, there is associated its length9
l(Ij) ∈ R>0, and a vector a(Ij) ∈ ZD−3 subject to the normalization (31). One of
the intervals corresponds to the orbit space Hˆ of the horizon and is associated with
the zero vector, while the others correspond to an “axis” in spacetime, i.e. points
where the linear combination
∑
i ai(Ij)ψi = 0 vanishes. For adjacent intervals Ij
and Ij+1 (not including the horizon), there is a compatibility condition stating
that the collection of minors Qkl ∈ Z, 1 ≤ k < l ≤ D − 3 given by
Qkl = | det
(
ak(Ij+1) ak(Ij)
al(Ij+1) al(Ij)
)
| (69)
have greatest common divisor g.c.d.{Qkl} = 1, see the discussion around (32).
The data {l(Ij)} together with {a(Ij)} were called the “interval structure”.
• Because the spacetime is asymptotically Kaluza-Klein, we can define its mass,
and the angular momenta {Ji} corresponding to the axial Killing fields, i =
1, . . . , D − 3. Some of the angular momenta correspond to the large, and some
to the small (extra) dimensions.
9For a half infinite interval, this would be ∞.
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• The asymptotic form of the metric (67) contains additional real parameters
{hij}, {ci}, {di}, ζ which are related to the asymptotic metric on the tori gen-
erated by the axial Killing fields ψi, i = 1, . . . , D − 3 in the region of spacetime
near infinity. These numbers are invariantly defined.
• The collection of angular velocities {Ωi}, the surface gravity κ, and horizon area.
It is natural to ask the following questions: Is the spacetime (M, g) under consideration
uniquely determined by the above data? To what extent can the data be specified
independently? The following theorem provides an answer to the first question and a
partial answer to the second question.
Theorem 5. There can be at most one stationary, asymptotically Kaluza-Klein space-
time (M, g) with D− 3 axial Killing fields, satisfying the technical assumptions stated
in sec. 2, for a given interval structure {a(Ij), l(Ij)} and a given set of angular momenta
{Ji}, i = 1, . . . , D − 3.
This uniqueness theorem is the main result of this paper. A consequence of the
theorem is that the interval structure and angular momenta uniquely determine the
other invariants mentioned above, such as e.g. the mass of the spacetime. In D = 4
with no extra dimensions, the only non-trivial interval structure for a single black hole
spacetime is given by the intervals (−∞,−z0], [−z0, z0], [z0,∞). The middle interval
corresponds to the horizon, while the half-infinite ones to the axis of the rotational
Killing field. The interval vectors a(Ij) are 1-dimensional integer vectors in this case
and hence trivial. For each z0 > 0 and for each angular momentum J , there exist a
solution given by the appropriate member of the Kerr-family of metrics. Thus, the Kerr
metrics exhaust all possible stationary, axially symmetric single black hole spacetimes
(satisfying the technical assumptions stated in sec. 2). This is of course just the classical
uniqueness theorem for the Kerr-solution [1, 2, 37, 45, 24], see [7] for a rigorous account.
The mass m of the non-extremal Kerr solution characterized by z0, J is related to these
parameters by z0 =
√
m2 − J2/m2 > 0. Hence the uniqueness theorem may be stated
equivalently in terms of m and J , which is more commonly done. Note that the length
of the horizon interval, lH = 2z0 tends to zero in the extremal limit, in accordance with
lemma 7.
In higher dimensions, one may similarly derive relations between the interval struc-
ture and angular momenta on the one side, and the other invariants on the other side
for any given solution. Such formulae are provided for the Myers-Perry or black-ring
solutions e.g. in [21]. Of course, for most interval structures it is not known whether
there actually exists a solution, so in this sense much less is known in higher dimensions
than in D = 4.
Proof of thm. 5: For definiteness, we give a proof here for spacetimes asymptotic
to R4,1 × TD−5, the other cases are similar. We will show that the the domains of
outer communication of any two spacetimes as in the theorem must be isometric.
It then follows from the argument given in [16] based on the characteristic initial
value formulation of the Einstein equations that the metrics of the interior of the two
black holes must also coincide. (The last step can be avoided if one assumes that the
spacetime metric is analytic.)
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The key step is to define from the reduced Einstein equations (53) a set of equations
which describe the difference between two solutions as described in the theorem. This
formulation is due to [37, 34], see also [36], and it involves certain potentials which we
define first. We first consider the twist 1-forms
ωi = ∗(ψ1 ∧ · · · ∧ ψD−3 ∧ dψi) i = 1, . . . , D − 3 , (70)
where the Killing fields have been identified with 1-forms via the metric. Using the
vacuum field equations and standard identities for Killing fields [48], one shows that
these 1-forms are closed, dωi = 0. Since the Killing fields commute, the twist forms
are invariant under G, and so we may define corresponding 1-forms ωˆi on the interior
of the factor space Mˆ = {z + ir ∈ C | r > 0}. These 1-forms are again closed. Thus,
the “twist potentials”
χi =
∫ xˆ
0
ωˆi (71)
are globally defined on Mˆ and independent of the path connecting 0 and the point
xˆ ∈ Mˆ , and dχi = ωˆi. The twist potentials and the Gram matrix of the axial Killing
fields fij = g(ψi, ψj), satisfy a system of coupled differential equations on Mˆ which
follow from the reduced Einstein equation (53). They are
0 = Dˆα
(
r(det f)−1χiDˆαχi + rDˆα log det f
)
(72)
0 = Dˆα
(
r(det f)−1f ijDˆαχj
)
(73)
0 = Dˆα
(
rf jkDˆαfki + r(det f)
−1f jkχiDˆαχk
)
(74)
0 = Dˆα
(
− rDˆαχi + rχiDˆα log det f + r(f jkDˆαfij)χk +
r(det f)−1χj(Dˆαχj)χi
)
. (75)
Here we are using the summation convention and f ij denotes the components of the
inverse of the matrix fij , which is used to raise indices on χi. To verify these equations,
it is necessary to use the relations
Dˆαα
i = r(det f)−1 ǫˆα
β f ijDˆβχj , (76)
as well as
β = f ijαiαj − (det f)−1r2 (77)
for the scalar products αi = g(t, ψi) and β = g(t, t). Again, α
i means f ijαj. The
above equations can be written in a compact matrix form. For this, one introduces the
(D− 2)× (D− 2) matrix field Φ which is written in an obvious block-matrix notation
as
Φ =
(
(det f)−1 −(det f)−1χT
−(det f)−1χ f + (det f)−1χ⊗ χT
)
, (78)
with χT = (χ1, . . . , χD−3). The matrix Φ satisfies Φ
T = Φ, det Φ = 1, and is positive
semi-definite, being the sum of two positive semi-definite matrices. Hence it may be
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written in the form Φ = STS for some matrix S of determinant 1. The equations (72)
can be stated in terms of Φ as
Dˆα(rΦ−1DˆαΦ) = 0 . (79)
Consider now two black hole solutions (M, g) and (M˜, g˜) as in the statement of the
theorem. We denote the corresponding matrices defined as above by Φ and Φ˜, and
we use the same “tilde” notation to distinguish any other quantities associated with
the two solutions. 〈〈M〉〉 as a manifold with a G-action is uniquely determined by the
interval structure modulo diffeomorphisms preserving the action of G and similarly for
the tilde spacetime. Therefore, since the interval structures are assumed to be the same
for both spacetimes, 〈〈M〉〉 and 〈〈M˜〉〉 are isomorphic as manifolds with a G action, and
we may hence assume that t˜a = ta, ψ˜ai = ψ
a
i for i = 1, . . . , D − 3, and we may also
assume that r˜ = r and z˜ = z. Consequently, it is possible to combine the divergence
identities (79) for the two solutions into a single identity on the upper complex half
plane, called “Mazur identity”. It is given by
Dˆα(rDˆ
ασ) = r gˆαβTr
(
NˆTα Nˆβ
)
, (80)
and it can be proven in almost exactly the same way as the identity given in [37]. Here,
we have written
σ = Tr(Φ˜Φ−1 − I), Nˆα = S˜−1(Φ˜−1DˆαΦ˜− Φ−1DˆαΦ)S , (81)
where in turn S and S˜ are matrices such that Φ = STS and Φ˜ = S˜T S˜ hold. The key
point about the Mazur identity (80) is that on the left side we have a total divergence,
while the term on the right hand side is non-negative. This structure can be exploited
in various ways. In this paper, we follow a strategy invented by Weinstein [49, 50],
which differs from that originally devised by Mazur.
The basic idea is to view r, z as cylindrical coordinates in an auxiliary space R3 con-
sisting of the points x = (r cos γ, r sin γ, z), and to view σ as a rotationally symmetric
function defined on this R3, minus the z-axis. The Mazur identity then gives
∆σ ≥ 0 on R3 \ {z-axis}, (82)
where ∆ is the ordinary Laplacian on R3. As we will show, σ is globally bounded on
R3, including at infinity and the z-axis. Furthermore, we claim that σ ≥ 0 at any
point away from the axis: Writing F = S˜S−1, we have σ = Tr (F TF ) − (D − 2).
Now, F TF ≥ 0, and det F TF = det Φ˜ det Φ−1 = 1, so we may bring F TF into the
form diag(eu1 , . . . , euD−3, e−u1−···−uD−3) by a similarity transformation. Thus, σ will be
non-negative if and only if
1
D − 2(e
u1 + · · ·+ euD−3 + e−u1−···−uD−3) ≥ 1 , (83)
which in turn follows directly because the exponential function is convex. Thus, we
are in a position to apply the maximum principle arguments in [50], which imply that
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σ = 0 everywhere. As we now see, this implies that the metrics g and g˜ are isometric
on the domain of outer communication, thus proving the theorem.
First, σ = 0 implies that u1 = · · · = uD−3 = 0, and hence that Φ˜ = Φ everywhere
in Mˆ . Therefore, the twist potentials and the Gram matrices of the axial Killing
fields are identical for the two solutions, f˜ij = fij and χ˜i = χi. To see that the
other scalar products between the Killing fields coincide for the two solutions, let
αi = g(t, ψi), β = g(t, t) as above, and define similarly the scalar products α˜i, β˜ for
the other spacetime. The right side of eq. (76) does not depend upon the conformal
factor ν, so since χ˜i = χi and f˜ij = fij , it also follows that α˜i = αi up to a constant.
That constant has to vanish, since it vanishes at infinity. Furthermore, from eq. (77)
we have β˜ = β. Thus, all scalar products of the Killing fields are equal for the two
solutions, G˜IJ = GIJ on the entire upper half plane. Viewing now the second reduced
Einstein equation (54) as an equation for ν respectively ν˜, and bearing in mind that
ν = ν˜ at infinity, one concludes that ν˜ = ν. Thus, summarizing, we have shown that
if the boundary integral in the integrated Mazur identity eq. (80) could be shown to
vanish, then G˜IJ = GIJ , r˜ = r, z˜ = z and ν˜ = ν. Since t˜ = t, ψ˜i = ψi it follows from
eqs. (60) and (58) that g˜ = g in the domain of outer communication.
It remains to be shown that σ is globally bounded, including at the z-axis (cor-
responding to ∂Mˆ ) and at infinity. It is here that the assumptions of the theorem
about the interval structures and angular momenta are needed. We must consider the
following separate cases: (1) The parts of ∂Mˆ corresponding to a rotation axis of the
Killing fields, (2) the part corresponding to the horizon, and (3) infinity.
(1) On each segment z ∈ Ij = (zj , zj+1), r = 0 of the boundary ∂Mˆ representing
an axis, we know that the null spaces of the Gram matrices fij and f˜ij coincide,
because we are assuming that the interval structures of both solutions are iden-
tical. Furthermore, from eq. (71), and from the fact that ωˆi vanishes on any axis
by definition, the twist potentials χi are constant on the z-axis outside of the
segment (zh, zh+1) representing the horizon. The difference between the constant
value of χi on the z-axis left and right to the horizon segment can be calculated
as follows:
χi(r = 0, zh)− χi(r = 0, zh+1) =
∫ zh+1
zh
ωˆi
=
1
(2π)D−3
∫
H
∗(dψi)
=
1
(2π)D−3
∫
S3×TD−5
∗(dψi) = 1
(2π)D−3
Ji .
The first equality follows from the definition of the twist potentials, the second
from the defining formula for the twist 1-forms and the fact that these are in-
variant under the action of the D − 3 independent rotation isometries each with
period 2π (withH a horizon cross section), the third equation follows from Gauss’
theorem and the fact that d(∗dψi) = 0 because ψi is a Killing vector on a Ricci-
flat manifold, and the last equality follows from the Komar expression for the
angular momentum. The analogous expressions hold in the spacetime (M˜, g˜).
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Because we assume that Ji = J˜i, we can add constants to χi, if necessary, so that
χi = χ˜i on the axis, and in fact that χi − χ˜i = O(r2) near any axis. One may
now analyze the behavior of σ near our boundary segment Ij = (zj, zj+1), r = 0,
given by
σ = −1 + det f
det f˜
+
f ij(χi − χ˜i)(χj − χ˜j)
det f˜
+ f ij(f˜ij − fij) . (84)
Let a(Ij) ∈ ZD−3 be the vector generating the kernel of the matrix f in on
our interval Ij. By lemma 2, we can find a matrix B ∈ SL(D − 3,Z) such that
a(Ij)B
T = (1, 0, . . . , 0). Thus, redefining the axial Killing fields to ψˆi =
∑
j Aijψj
and A = B−1 if necessary, we can assume without loss of generality that a(Ij) =
(1, 0, . . . , 0). By arguments parallel to those in the proof of lemma 7, the matrix
fˆ then takes the following form near Ij:
fˆ ∼


r2e2ν O(r2) . . . O(r2)
O(r2) fˆ22 . . . fˆ2(D−3)
...
...
...
O(r2) fˆ(D−3)2 . . . fˆ(D−3)(D−3)

 , (85)
and similarly for the second solution. It follows from this expression and eq. (84)
that σ is finite near the interval Ij.
(2) On the horizon segment, the matrices fij , f˜ij are invertible, so σ is finite there.
(3) Near infinity, the matrices fij and f˜ij both tend to the same limiting matrix, as is
evident from our discussion of the asymptotic form of the metric in sec. 4. Thus,
fij− f˜ij = O(1/ρ), where ρ =
√
r2 + z2 = |x|. We claim that the twist potentials
χi and χ˜i also approach the same value near infinity. First, we already know that
they are equal on the axis r = 0 and away from the horizon interval. We now
take a path in eq. (71) that stays on the axis r = 0 until a very large |z|, and
then follows a half circle
√
r2 + z2 = |x| = const. in the asymptotic region. In
this region, we can use the asymptotic form of the metric, eq. (67) derived above.
In the coordinates ρ = |x| and tan θ = r/z as in eq. (67), the dθ-component of
the twist 1-forms are given to leading order in 1/ρ by
ωˆi =
1
2
(2π)3−D Ji
{
(1− (−1)i cos θ) sin θ dθ + . . . for i = 1, 2,
sin θ dθ + . . . for i = 3, . . . , D − 3, (86)
where dots stand for terms of higher order in 1/ρ, or terms proportional to dρ,
which do not contribute in a line integral as in (71) along a large circle of constant
ρ. The asymptotic behavior of the twist potentials is hence
χi =
1
2
(2π)3−D Ji
{
cos θ − (−1)i 1
2
cos2 θ − 1 + (−1)i 1
2
+ . . . for i = 1, 2,
cos θ − 1 + . . . for i = 3, . . . , D − 3,
(87)
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where the dots stand for terms of order O(1/ρ). The same formula holds for the
tilde quantities. Therefore, because Ji = J˜i, it follows that χi − χ˜i = O(1/ρ).
Thus, σ tends to a zero for |x| → ∞.
Thus we have shown that σ remains bounded, including the axis, horizon segment,
and tends to zero near infinity. As we have explained, this concludes the proof of the
theorem.
6 Conclusions and outlook
In this paper, we have proved a uniqueness theorem for D-dimensional stationary,
asymptotically Kaluza-Klein black hole spacetimes satisfying the vacuum Einstein
equations, allowing a group of isometries G = R × TD−3. We showed that the so-
lutions are uniquely determined by certain combinatorial data specifying the group
action, certain moduli, and the angular momenta. This combinatorial data in particu-
lar determines the topology of the spacetime outside the black hole, and the topology
of the horizon.
To be able to prove our uniqueness theorem, we also had to make a number tech-
nical assumptions. They mainly concern the analyticity of the metric and the causal
structure of the spacetime. One feels that it ought to be possible to remove these
assumptions, but it is not clear to us how this could be done in practice.
The more unsatisfactory aspect of our analysis is that we have not been able to
prove or disprove the existence of smooth black hole solutions associated with more
elaborate topological structure/combinatorial data, such as “black lenses” etc. Some
partial results have been obtained in the literature on this (see e.g. [4]), but the general
situation is still unclear.
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A Proof of lemma 7
Lemma 6: The length of the horizon interval satisfies
(2π)D−3lH = κAH , (88)
where AH is the area of the horizon cross section H, and where κ > 0 is the surface
gravity.
Proof: We take the horizon to correspond to the interval z ∈ (z1, z2), r = 0 on
the boundary of the orbit space Mˆ . Let v = (1,Ω1, . . . ,ΩD−3). Then by definition
GIJv
IvJ = g(K,K), where K is the Killing vector (3), which is tangent to the null
generators of the horizon H , so GIJv
IvJ = 0 on H . It the follows e.g. from the min-
max principle that GIJv
J = 0 on the horizon, so limr→0GIJv
J = 0 in the orbit space
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for z ∈ (z1, z2). As was shown in [21, sec. 3], one can furthermore use the first reduced
Einstein equation (53) to show that limr→0GIJv
J/r = 0 for z ∈ (z1, z2).
Let us now choose coordinates (u, r, ϕ1, . . . , ϕD−3) nearH such thatK = ∂/∂u, ψi =
∂/∂ϕi. Let us define XˆI as XI above in eq. (52), with t replaced by K, and let GˆIJ =
g(XˆI , XˆJ). Then the reduced Einstein equations also hold for Gˆ, and furthermore, near
r = 0 and z ∈ (z1, z2), we have
Gˆ ∼


−r2detf−1 O(r2) . . . O(r2)
O(r2) f11 . . . f1(D−3)
...
...
...
O(r2) f(D−3)1 . . . f(D−3)(D−3)

 , (89)
up to terms of higher order in r. Here, z ∈ (z1, z2), and fij(z) is the limit as r → 0 of
g(ψi, ψj). Following [21, sec. 3], the second reduced Einstein equation (54) furthermore
gives
∂rν → 0 , ∂zν → −1
2
∂z log detf , as r → 0, z ∈ (z1, z2). (90)
We conclude from the last relation that e−2ν → c2det f for some constant c > 0 as
r → 0, z ∈ (z1, z2). From the form of the metric given in eq. (60) (with G replaced by
Gˆ), it follows that, near H , we have
g ∼ e2ν(dz2 + dr2 − c2r2du2) +
D−3∑
i,j=1
fij(z) dϕidϕj + 2r
2
D−3∑
i=1
O(1) dudϕi
= e2ν(dz2 + dUdV ) +
D−3∑
i,j=1
fij(z) dϕidϕj +
1
c
D−3∑
i=1
O(1) (V dU − UdV )dϕi . (91)
The minus sign in front of the du2-term follows from the fact that K is timelike in a
neighborhood outside H , which in turn follows directly from ∇a(KbKb) = κKa. In the
last line we switched to Kruskal-like coordinates U, V defined by UV = r2, U/V = e2cu.
It is apparent in these coordinates that H corresponds to V = 0. The restriction
of K = ∂/∂u to H is found to be cU ∂/∂U , from which one concludes in view of
the equation Ka∇aKb = κKb on H that c = κ. The lemma may now be proven by
calculating the horizon area in the coordinates z, ϕi using the above form of the metric.
It is
AH =
∫ z2
z1
dz
(∏
i
∫ 2pi
0
dϕi
)√
e2νdet f =
1
κ
(2π)D−3(z2 − z1) , (92)
from which the lemma follows immediately in view of lH = z2 − z1.
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