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Von sicherheitsrelevanten Bauteilen im Automobilbau verlangt man,
dass beim Kunden bis zur Zeit/Strecke q0 höchstens ein Anteil p0 aus-
gefallen ist. Die Verifikation dieses Quantils geschieht in einer Reihe von
Versuchen, bei denen die Bauteile mit einer typischen Kraft zyklisch be-
lastet werden, bis ein gewisses, im Vorfeld festgelegtes, Schadensbild auf-
tritt und die Anzahl Ti der Zyklen („Schwingspiele“) als Lebensdauer no-
tiert wird. Typischerweise ist der Stichprobenumfang N dabei sehr gering
(N < 10), während gleichzeitig ein extremes Quantil 0 ≈ p0  0, 1 verifi-
ziert werden soll. Verwendet man als Lebensdauerverteilung eine Weibull-
oder Lognormalverteilung, so tritt in den Quantilschätzern ein deutlicher
Bias auf, der beseitigt werden soll. Da es sich hierbei in der Regel um
einen positiven Bias handelt, würde man Bauteile als serientauglich ein-
stufen, obwohl sie möglicherweise deutlich unter den Vorgaben liegen. Die
Berechnung von Konfidenzintervallen für Quantile geschieht über Delta-
Methoden, die ebenfalls schlechte Resultate liefern (in Form einer zu ge-
ringen empirischen Signifikanz linksseiter Intervalle).
Im Folgenden werden Verallgemeinerungen der Bootstrap- und Jack-
knife-Biaskorrektur vorgestellt, welche nicht nur versuchen den Bias zu
beseitigen, sondern direkt den mittleren quadratischen Fehler des Schät-
zers weitestgehend zu reduzieren. Simulationsstudien zeigen, dass dies für
geringe Stichprobenumfänge gelingt. Außerdem wird untersucht, inwiefern
die Methode in Kombination mit der Bootstrap-Quantil-Methode einen
verbesserten Intervallschätzer für Quantile liefert. Dabei werden simulier-
te Daten betrachtet, deren Parameter repräsentativ für Lebensdauerver-
teilungen von sicherheitsrelevanten Bauteilen sind.
Stichwörter: Weibull, Bootstrap, Maximum-Likelihood, Betriebsfestigkeit.
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1 Einführung
Betrachtet werden uiv Zufallsvariablen X1, . . . , XN mit Verteilung F , wobei
hier die Fälle Weibull F =W(β; γ) bzw. Lognormal F = LN (µ;σ2) behandelt
werden. Hierbei ist
X ∼ LN (µ;σ)⇔ lnX ∼ N(µ;σ2) und X ∼ W(β; γ)⇔ (X/β)γ ∼ Exp(1) .
Im Folgenden wird die Verteilungsfunktion der Verteilung F als F (x) be-
zeichnet, die verallgemeinerte inverse Verteilungsfunktion als
F−(p) = inf{x | F (x) ≥ p}.
Zunächst soll ein Punktschätzer für das p-Quantil xp = F−(p) gefunden
werden für den Fall, dass p 0, 5 angenommen wird. In einem parametrischen
Modell F ∈ {Fθ | θ ∈ Θ ⊆ Rk}, hier k = 2, muss der Parameter θ geschätzt
werden, was in der Praxis oft mittels kleinsten Quadraten oder der ML-Methode





Während für Weibullverteilungen keine expliziten Formeln für βˆML, γˆML

















2 hat σˆ2ML einen Bias, der durch Mulitplikation mit
N
N−1 jedoch wieder beseitigt wird. Analoge Korrekturformeln lassen sich für
die Weibullparameter nicht aufstellen, da keine explizite Formel vorliegt (mit
Monte-Carlo-Simulationen lässt sich zeigen, dass auch wirklich ein Bias vorhan-
den ist). Aus diesem Grund schlagen viele Autoren vor, andere Schätzmethoden
zu verwenden. Stichworte hierzu sind die GLUEs von Bain, Minimale-Distanz-
Schätzer sowie weitere Methoden, die in der Regel mit der gumbelverteilten
Zufallsvariablen lnX arbeiten. Es soll dennoch zunächst untersucht werden, in-
wiefern sich die ML-Parameterschätzer einer Weibullverteilung korrigieren las-
sen.
2 Biaskorrekturen: Jackknife und Bootstrap
Grundidee der Biaskorrektur ist es einen Schätzwert für den Bias zu finden, der
dann vom eigentlichen Schätzer T subtrahiert wird:
TBias = T − B̂ias(T )
Hieraus resultiert für den biaskorrigierten Schätzer TBias:



























Abbildung 1: Interpretation des Jackknife als Extrapolation
Häufig hat man Bias(TBias) ≤ Bias(T ). Allerdings ist ein Varianzanstieg
möglich, der den Gewinn an Bias übersteigt (Bias-Varianz-Dilemma). Mit Jack-
knife und Bootstrap existieren zwei Verfahren, um den Bias einer beliebigen
Zufallsvariablen (bei den hier betrachteten Quantilschätzer sogar konsistent) zu
schätzen.
2.1 Jackknife-Biasschätzung
Nimmt man an, dass TN asymptotisch erwartungstreu und die Abbildung s :
N−1 7→ E(TN ) für große N annähernd linear ist, so kann auf den Wert θ =
E(T∞) mittels einer Geraden durch die Punkte









⇒ E(T∞) = NE(TN )− (N − 1)E(TN−1)
⇒ Bias(TN ) = (N − 1) (E(TN−1)− E(TN ))
Da die Erwartungswerte unbekannt sind, ersetzt Quenouille sie durch Beob-
achtungen (siehe etwa [1]), und gelangt so zum Biasschätzer:









wobei TN−1,i aus der Stichprobe {X1, . . . , Xi−1, Xi+1, . . . , XN} berechnet wird.
Hieraus resultiert der biaskorrigierte Schätzer:
TJack = TN − B̂iasJack
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2.2 Bootstrap-Biasschätzung
Die Bootstrap-Methode sieht vor, den Bias BiasF (TN ) = EF (TN ) − θ durch
eine Substitution F 7→ F ∗ zu schätzen, wobei F ∗ eine bekannte, aus den Daten
X1, . . . , XN berechenbare Verteilung ist. Liegt ein parametrisches Modell vor,
so geschieht dies in etwa durch Fˆ = FθˆML . Kennzeichnet man Größen bzgl. F
∗
wie üblich durch ∗, so lässt sich schreiben:
B̂iasBoot = E∗(T ∗N )− θ∗
und man definiert analog:
TBoot = TN − B̂iasBoot
Sind X∗1 , . . . , X∗N uiv Pseudodaten mit Verteilung F
∗, so bezeichnet θ∗ den
entsprechenden Wert des Parameters θ bzgl. F ∗. T ∗N wird dabei aus den Daten
X∗1 , . . . , X
∗
N berechnet. Liegt ein parametrisches Verteilungsmodell vor, so kann
z.B. für das parametrische Bootstrap F ∗ = FθˆML , θ
∗ = θˆML gewählt werden.
Für Weibullverteilungen ist es nicht möglich auf einfachem Weg explizite
Formeln für B̂iasBoot zu finden, weshalb hierzu eine Monte-Carlo-Simulation




Allen Bias-Schätzern ist gemeinsam, dass sie versuchen den mittleren quadrati-
schen Fehler mse(TN ) = E(TN − θ)2 = (Bias(TN ))2 +Var(TN ) zu reduzieren,
indem sie den Bias möglichst entfernen. In einem theoretischen Idealfall ist der
Bias b bekannt, und man verwendet die Korrektur TBias = T − b. In diesem Fall
hat man die Zusammenhänge:
Bias(TBias) = 0 (2)
Var(TBias) = Var(T )
Um einen Einfluss auf die Varianz auszuüben, muss mit einer multiplikativen
Korrektur kT gearbeitet werden. Wählt man k zunächst derart, dass wieder der
Bias entfernt wird, so muss gelten:





wobei ρ = E(T )−θθ der relative Fehler ist. Liegt ein positiver Bias vor, so ist
k < 1, womit die Varianz ebenfalls reduziert wird. Man kann nun auch direkt
versuchen, k derart zu wählen, dass mse(kT ) minimal wird:
mse(kT ) = (kE(T )− θ)2 + k2Var(T ) (3)
⇒ d
dk
mse(kT ) = 2(kE(T )− θ) · E(T ) + 2kVar(T ) != 0 (4)
⇔ k = θ · E(T )
(E(T ))2 +Var(T )
=
1





mse(kT ) = 2(E(T ))2 + (Var(T ))2) > 0
liegt mit (5) auch wirklich ein Minimum vor.
Für einen Überschätzer (positiver Bias) wird man also einen schlechteren
Bias im Vergleich zur Biaskorrektur , d.h. |Bias(Tmse) | > |Bias(TJack) | bzw.
|Bias(Tmse) | > |Bias(TBoot) | erwarten, jedoch zu Gunsten einer geringeren Va-
rianz. Für Unterschätzer (negativer Bias) wird hingegen Bias und Varianz (im
Vergleich zu biaskorrigierten Schätzern) verschlechtert, jedoch in verschiedenem
Maße so dass insgesamt ein geringerer mse resultiert.
Um den unbekannten Faktor k zu schätzen, muss man Schätzwerte für
E(T ) , θ und Var(T ) kennen. Schreibt man θ = E(T ) − Bias(T ) so müssen
alternativ Schätzwerte für E(T ) , Bias(T ) und Var(T ) gefunden werden. Hier
werden zwei Schätzverfahren betrachtet:
• Jackknife
Wähle für Bias und Varianz die entsprechenden Jackknife-Schätzer und
ersetzte E(T ) durch T :








T 2 + Vˆ
(T − bˆ)
Neben dem hierzu notwendigen Jackknife-Biasschätzer für bˆ aus Gleichung
(1) existiert eine Variante nach Tukey (siehe [1]), welche ebenfalls die
Varianz schätzt:













Die Schätzwerte für E(T ) ,Bias(T ) undVar(T ) werden aus 1.000 Bootstrap-
Stichproben (zur geschätzten Weibull- bzw. Lognormalverteilung) ermit-
telt.
3.2 Anwendungsbereiche
Nicht jeder verzerrte Schätzer kann sinnvoll mse-korrigiert werden. In diesem
Abschnitt soll eine einfache Faustregel gefunden werden, wann sich der Einsatz
dieser Korrekturform lohnt. Es wird ein Überschätzer (positiver Bias) betrach-
tet:
Aus Gleichung (4) kann entnommen werden, dass der mittlere quadratische
Fehler quadratisch von einem deterministischen Faktor abhängt. In Kombina-
tion mit Abbildung 2 entnimmt man, dass ein Überschätzer genau dann sinn-
voll korrigiert wird, falls der verwendete deterministische Faktor k im Intervall
[2kmin − 1, 1] liegt. Wird der optimale Korrekturfaktor kmin geschätzt, so kann
der Schätzwert außerhalb dieses Intervalls liegen. Ist das Intervall möglichst





nötig, um einen ungünstigen Schätzwert zu erhalten. Weiterhin ist für
kmin <
1







2kmin − 1 k
mse(k)
Abbildung 2: Mittlerer quadratischer Fehler als Funktion eines deterministischen
Korrekturfaktors
mehr unterschreiten kann.
Auch wenn diese Argumentation nur für deterministische Korrekturfaktoren
gültig ist, so bleibt als Faustregel, dass möglichst kmin < 12 gelten sollte. Sind
Erwartungswert und Varianz des unkorrigierten Schätzers bekannt (z.B. aus
Monte-Carlo-Simulationen), so kann kmin berechnet, und eine Abschätzung ob
die mse-Korrektur sinnvoll ist vorgenommen werden. Für Unterschätzer dreht
sich das Intervall: [1, 2kmin−1] und kmin sollte für ein breites Intervall möglichst
größer 1 sein.
In den meisten praktischen Beispielen wird θ · E(T ) > 0, womit bei einem
Überschätzer durch ρ > 0 auch wirklich kmin < 1, während für Unterschätzer
nicht zwangsläufig kmin > 1 gelten muss.
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4 Simulationsstudien: Mse-Korrektur der Para-
meterschätzer
4.1 Weibull-Parameter
Mit Hilfe von Monte-Carlo-Simulationen soll ermittelt werden inwiefern sich die
mse-korrigierten Schätzer von den gewöhnlichen Bias-korrigierten und unkorri-
gierten ML-Schätzern unterscheiden. Dabei werden 1.000 simulierte Stichpro-
ben des Umfangs jeweils 8 aus einer W(200.000; 2)-Verteilung erzeugt. Für die
Bootstrap-Korrekturen sind für jede einzelne Stichprobe 500 Pseudostichproben
generiert worden.
• Skalenparameter β = 200.000:
βˆML βˆBias βˆmse
Jack Boot Jack Boot
Bias -1.552 82 -195 -6.475 -5.842
Stdabw 36.588 37.109 37.073 37.237 35.915
Mse 1,341 ·109 1,377 ·109 1,374 ·109 1,428 ·109 1,324 ·109
kmin = 0, 97 ≈ 1⇒ Laut Überschätzer-Faustregel schlecht mse-korrigierbar.
• Formparameter γ = 2:
γˆML γˆBias γˆmse
Jack Boot Jack Boot
Bias 0,4896 -0,1699 -0,0689 -0,3926 -0,2440
Stdabw. 0,9195 0,8468 0,7150 0,7712 0,6424
Mse 1,0853 0,7460 0,5160 0,7489 0,4723
kmin = 0, 70 ⇒ Laut Überschätzer-Faustregel bedingt (> 0, 5) sinnvoll
mse-korrigierbar.
In diesem Zahlenbeispiel für die Verteilungsparameter sollte für den Form-
parameter also die mse-Korrektur basierend auf Bootstrap-Schätzern für Bias
und Varianz verwendet werden, während der Skalenparameter weiterhin per
ML-Methode geschätzt werden sollte.
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4.2 Lognormal-Parameter





2, was also leicht deterministisch mit
dem Faktor NN−1 zu korrigieren wäre. Versucht man sie dennoch empirisch zu
korrigieren so erhält man (LN (11; 0, 2)-Verteilung mit 8 Daten in 1.000 Simu-
lationen):
• Skalenparameter µ = 11:
µˆML µˆBias µˆfk
Jack Boot Jack Boot
Bias -0,0009 -0,0008 -0,0010 -0,0031 -0,0037
Stdabw 0,1527 0,1527 0,1530 0,1527 0,15270
Mse 0,0233 0,0233 0,0234 0,0233 0,0233
kmin = 0, 99 ≈ 1 ⇒ Laut Unterschätzer-Faustregel nicht sinnvoll mse-
korrigierbar.






Jack Boot Jack Boot
Bias -0,0259 -0,0010 -0,0043 -0,0381 -0,0395
Stdabw 0,0911 0,1041 0,1024 0,0863 0,0842
Mse 0,0090 0,0108 0,0105 0,0089 0,0086
kmin = 0, 28 < 1 ⇒ Laut Unterschätzer-Faustregel nicht sinnvoll mse-
korrigierbar.
Im Fall der erwartungstreuen Parameterschätzer ist eine Biaskorrektur (wie
erwartet) nicht notwendig und eine Fehlerkorrektur nicht wirkungsvoll.
5 Biasreduzierung von Quantilschätzern
5.1 Notwendigkeit der Korrekturen
Obwohl man die Parameter einer Lognormalverteilung erwartungstreu schätzen
kann (sofern NN−1 σˆ
2
ML verwendet wird), wird ein Quantilschätzer bei p < 0, 5
einen positiven Bias aufweisen:
ln xˆp = µˆ+
√
σˆ2N(0; 1)−(p) (5)










· N(0; 1)−(p)︸ ︷︷ ︸
<0
> 0 (6)
Verwendet man nicht erwartungstreue Schätzer für die Verteilungsparameter
(was im Weibull-Fall trotz Korrektur geschieht), so kann ein Bias des Quantil-
schätzers sowieso nicht ausgeschlossen werden. Sowohl für Lognormal- als auch




Aus 8 Daten einer W(200.000; 2)-Verteilung soll auf das 1%-Quantil (wahrer
Wert: 20.050,27) geschlossen werden. In 1.000 Monte-Carlo-Simulationen ergibt
sich:
tˆ0,01,ML tˆ0,01,Bias tˆ0,01,fk
Jack Boot Jack Boot
Bias 11.311 -781 693 2.720 -4.694
Stdabw. 20.046 19.658 18.953 19.080 17.425
Mse 529 ·106 387·106 359·106 371·106 325·106
kmin = 0, 45 < 1 ⇒ Laut Überschätzer-Faustregel sinnvoll mse-korrigierbar.
Auch hier reduzieren die Biaskorrekturen in beiden Fällen den Bias deutlich. Die
mse-Korrekturen reduzieren den Bias weniger gut, verringern dafür die Varianz
stärker und resultieren in einem besseren mse.
5.3 Lognormal-Quantile
Nun werden jeweils 8 Daten aus einer LN (11; 0, 2)-Verteilung erzeugt, und das
wahre 1%-Quantil 21.154,87 wird geschätzt:
tˆ0,01,ML tˆ0,01,Bias tˆ0,01,fk
Jack Boot Jack Boot
Bias 2.903 -898 -234 481 -950
Stdabw. 6.710 7.141 6.808 7.278 7.423
Mse 53,46 ·106 51,80 ·106 46,46 ·106 53,21 ·106 56,01 ·106
kmin = 0, 81 ⇒ Laut Überschätzer-Faustregel bedingt (> 0, 5) sinnvoll mse-
korrigierbar. Nur die Biaskorrekturen zeigen eine geringe Wirkung, während die
mse-Korrekturen keine Vorteile bzgl. des mse zeigen.
5.4 Modellmissspezifikationen
5.4.1 Weibull-Daten, Lognormal-Annahme
Bei der Anwendung der mse-Korrektur auf Quantilschätzer taucht die Möglich-
keit einer schlechteren Leistung auf Grund einer falschen Modellwahl auf. Die
Monte-Carlo-Simulationen werden wiederholt, diesmal jedoch mit der Annah-
me, es läge eine Lognormal-Verteilung vor:
tˆ0,01,ML tˆ0,01,Bias tˆ0,01,fk
Jack Boot Jack Boot
Bias 28.082 14.395 19.563 19.001 14.656
Stdabw. 26.263 29,874 25.459 27.725 23.811
Mse 1.478 ·106 1.099 ·106 1.030 ·106 1.129 ·106 781 ·106
kmin = 0, 32⇒ Laut Überschätzer-Faustregel sinnvoll mse-korrigierbar.
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5.4.2 Lognormal-Daten, Weibull-Annahme
Umgekehrt werden die Daten nun aus obiger Lognormal-Verteilung erzeugt, zur
Auswertung wird jedoch eine Weibullverteilung verwendet:
tˆ0,01,ML tˆ0,01,Bias tˆ0,01,fk
Jack Boot Jack Boot
Bias -6.283 -11.335 -10.296 -9.117 -11.145
Stdabw. 6.984 8.127 70.13 6.983 6.554
Mse 88 ·106 194 ·106 155 ·106 131 ·106 167 ·106
kmin = 1, 165 ⇒ Laut Unterschätzer-Faustregel bedingt (nah bei 1) sinnvoll
mse-korrigierbar.
Fazit Nimmt man eine Lognormalverteilung an, so haben höchstens die Bias-
korrekturen einen Vorteil bzgl. mse gegenüber den ML-Schätzern. Die-
ser Vorteil ist auch noch vorhanden, falls die Lognormal-Annahme falsch
ist, und Weibull-Daten vorliegen. Die Weibull-Quantile lassen sich sehr
gut mit der Bootstrap-mse-Korrektur verbessern, jedoch nur bei korrekter
Modellwahl. Nimmt man allerdings fälschlicherweise an, dass die Daten
Weibull-verteilt sind, dann führen sämtliche Korrekturmethoden zu einer
deutlichen Verschlechterung.
6 Quantilschätzer aus korrigierten Verteilungs-
parametern
Statt die Quantilschätzer selbst zu korrigieren, soll versucht werden bei Weibull-
Verteilungen nur den Formparameter zu korrigieren, um den Quantilschätzer
anschließend wie gewohnt aus den Parameterschätzern zu berechnen. Hierzu
wird für den Formparameter die mse-Korrektur mittels Bootstraps gewählt.
6.1 Korrekte Modellwahl
1.000 Simulationen von 8 Daten aus einerW(200.000; 2)-Verteilung zur Berech-












Mse 529 ·106 200 ·106
(Für Histogramme der simulierten Quantilschätzer siehe Seite 15)
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6.2 Falsche Modellwahl
1.000 Simulationen von 8 Daten aus einer LN (11; 0, 2)-Verteilung zur Berech-












Mse 88 ·106 226 ·106
Fazit Weibull-Quantile lassen sich am effektivsten in ihrem mse korrigieren,
falls sie aus mse-korrigierten Formparametern berechnet werden. Wie auch
schon beim Formparameter selbst konnte eine mse-Reduzierung um ca
50% erreicht werden. Allerdings gilt diese Eigenschaft nur, falls das Mo-
dell korrekt gewählt wurde, da sonst die ML-Schätzer wieder bessere Ei-
genschaften zeigen. Im Folgenden werden für Quantilschätzer aus Weibull-
Daten nur noch Korrekturen verwendet, die nur mit korrigiertem Form-
parameter arbeiten, nicht jedoch den Quantilschätzer selbst korrigieren.
Da die mse-Korrektur hier nur für Weibullverteilungen sinnvolle Verbes-
serungen anbot, wird die Methode zur Intervallschätzung nur noch an
Weibullverteilungen getestet.
7 Intervallschätzer für Quantile
7.1 Übersicht: Typische Verfahren
Die Verifikation sicherheitsrelevanter Bauteile arbeitet für gewöhnlich nicht mit
Punktschätzern, sondern berechnet linksseitige Konfidenzintervalle für die Quan-
tile. Für die Berechnung dieser Intervalle stehen Delta-, empirische Likelihood-
und Bootstrap-Methoden zur Verfügung1. Die notwendigen Glattheitsbedingun-
gen an die Zufallsvariablen werden als gültig angenommen.
1. Delta-Methoden
Gilt für eine Zufallsvariable Xn ∈ Rp sowie an ∈ R:
an(Xn − µ) n→∞−→ Np(0; (δij))
so gilt für eine stetige, in µ differenzierbare reellwertige Abbildung g:
an(g(Xn)− g(µ)) n→∞−→ N
(
0; ||∇g(µ)||2)
Wählt man Xn als Parameterschätzer und g(θ) = F−θ (p), so wird obige
Aussage verwendet um die asymptotische Normalität des Quantilschätzers




W (θ0) = −2
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folgt asympotisch einer χ2r-Verteilung, falls θ ∈ Θ ⊆ Rr. Hieraus ergibt
sich ein Konfidenzintervall der Form:
{θ0 ∈ Θ |W (θ0) < c} (7)
3. Bootstrap-Methoden
• Bootstrap-Quantil-Methode (BQM)
Betrachte die parametrische Bootstrap-Zufallsvariable T ∗. Ein In-
tervall I mit P∗(T ∗ ∈ I) kann entweder direkt aus der Kenntnis
von G∗ = Vert(T ∗) analytisch berechnet oder durch Monte-Carlo-
Simulation numerisch bestimmt werden. Im Fall einseitiger (1 − α)-
Intervalle lässt sich also schreiben:
I = [G∗−(α) ,∞) (8)
Anschließend wird die Approximation P(T ∈ I) ≈ 1− α verwendet.
• t-Bootstrap (tB)
Die Approximation P(T ∈ I) ≈ 1 − α gilt umso genauer, je „näher“
G∗ in der Verteilungsklasse bei G liegt. Um die Unterschiede zwischen
wahrer und Bootstrap-Verteilung zu minimieren, werden die Zufalls-
variablen studentisiert: Sei θ der wahre Wert der durch T geschätzt






wiederholt. Die hierbei auftauchende Varianzschätzung σˆ∗ kann durch
Jackknife oder Bootstrap geschehen. Im letzten Fall werden zu jeder
Bootstrap-Stichprobe erneut Bootstrap-Stichproben errechnet (dop-
pelte Bootstraps).
7.2 Betrachtete Verfahren
Ein Qualitätskriterium für die Intervallschätzer ist die empirische Konfidenz
(„Abdeckung“), d.h. die Wahrscheinlichkeit, dass das wahre Quantil im Konfi-
denzintervall enthalten ist. Exakte Intervallschätzer zeichnen sich dadurch aus,
dass die empirisches Konfidenz mit der (vorgegebenen/nominellen) Konfidenz
bereinstimmt. Die hierzu notwendigen Berechnungen sind sehr zeitaufwändig,
da etwa für die tB-Methode eine Monte-Carlo-Simulationsschleife mit jeweils
zwei iterierten Bootstrap-Schleifen gestartet werden muss. Aus diesem Grund
werden im folgenden Abschnitt nur Verfahren betrachtet, die auf BQM basieren.
Betrachtet wird der Quantilschätzer aus ML-Parametern sowie aus korrigierten2
ML-Parametern. Aus diversen Simulationsstudien ist bekannt, dass für geringe
Stichprobenumfänge die Bootstrap-Methoden meist die beste empirische Signifi-
kanz aufweisen (siehe etwa [3] bei symmetrischen Intervallen für den Mittelwert
oder [2] bei symmetrischen Intervallen für Quantilschätzer). Es werden daher
nur Varianten der Bootstrap-Methoden verwendet.
Um die BQM in allgemeinen Situationen zu verbessern, existieren biaskorri-
gierte Varianten (für eine Motivation siehe: [4, S. 133-144]):
2mittels Bootstraps
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Biaskorrigierte BQM (bBQM) Setze z0 = Φ−(G∗(T )), wobei Φ die Vertei-
lungsfunktion der Standardnormalverteilung ist, (basierend auf der häu-
figen (unerwünschten) Eigenschaft P∗(T ∗ ≤ T ) 6= 0, 5), so wird das bias-





2z0 − Φ−(1− α)
))
,∞)
was im Speziallfall z0 = 0 in die Form (8) übergeht.
Beschleunigt-biaskorrigierte BQM (bbBQM) Durch eine Erweiterung der
bBQM wird zusätzlich die Schiefe der Verteilung durch eine Beschleuni-
gungskonstante a berücksichtigt: Die Herleitung der Biaskorrektur nimmt
an, dass die Varianz σ2 von s(θˆ)− s(θ) nicht von θ abhängt. Nimmt man
an, dass ein Zusammenhang σ = 1 + as(θ) existiert, so schreibt sich das
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Im Spezialfall a = 0 ergibt sich die gewöhnliche bBQM. Die Schätzung von
a ist in der Regel sehr schwierig (vor allem in Verbindung mit zensierten
Daten), kann jedoch mit Hilfe des Jackknife oft hinreichend gut erledigt
werden. Falls jedoch ein ML-Schätzer betrachtet wird, kann aˆ = z0 gesetzt
werden, siehe [4, S. 137]
8 Simulationsstudien
Aus 8 Daten einer W(200.000; 2)-Verteilung werden in 200 Simulationschrit-
ten Intervallschätzer berechnet und geprüft ob das wahre 1%-Quantil 20.050,27
im linksseitigen 95%-Intervall enthalten ist. Hierzu wird die Bootstrap-Quantil-
Methode unkorrigiert, biaskorrigiert und beschleunigt biaskorrigiert verwen-
det. Um möglichst viele Simulationen zur Berechnung der empirischen Signi-
fikanz durchzuführen, wird die Anzahl der Bootstrap-Stichproben für die mse-
Korrektur des Formparameters, sowie für die BQM auf 100 begrenzt. Hierdurch
wird die Qualität der Schätzer beeinträchtigt, so dass man davon ausgehen kann,
dass die Methoden für eine höhere Zahl von Bootstrap-Stichproben eine bessere
Leistung zeigen sollten. Ebenso kann erwartet werden, dass die zeitaufwändigere
t-Bootstrap-Methodik bessere Resultate zeigen sollte. Ebenso wird für die Be-
rechnung der Bootstrap-Stichproben noch der Standard-ML-Parameterschätzer


















Bestimmt man die Bootstrap-Stichproben mit Hilfe des mse-korrigierten














Fazit Für sicherheitsrelevante Bauteile ist es angebracht, diejenigen Quantil-
schätzer vorzuziehen, welche mit ihrer empirischen Konfidenz die geforder-
te Konfidenz nicht unterschreiten. Während die bbBQM nur in Verbindung
mit dem ML-Schätzer gut zu funktionieren scheint, ist die Verwendung
einer mse-Korrektur in Verbindung mit der gewöhnlichen BQM am leis-
tungsfähigsten. Weiterhin hat die Verwendung der korrigierten Parame-
terschätzer für die Bootstrap-Stichproben kaum positiven Einfluss auf die
empirische Signifikanz. Gründe für die Unterschiede in der Wirksamkeit
der beschleunigten Biaskorrektur zwischen ML- und fk-Schätzern können
in den Verteilungen der Schätzer gesucht werden. In Abbildung 3 ist zu
erkennen, dass der gewöhnliche ML-Schätzer bereits wesentlich näher an
einer Normalverteilung liegt, als der Quantilschätzer aus fk-korrigierten
Formparametern, womit die Grundannahme, die zur Definition von z0 in
der bBQM führt hier eher gerechtfertigt ist, während sich die deutlich




für diese Approximation nicht
anbietet. Wegen der um 60% geringeren Varianz des korrigierten Schätzers
kann die gewöhnliche BQM aber dennoch gute Resultate erzielen.
9 Zusammenfassung
Welche Korrektur ist in welcher Situation angebracht?
• Parameterschätzer
– Weibullverteilung: Skalenparameter: Maximum-Likelihood.
Formparameter: Bootstrap-mse-Korrektur.
– Lognormalverteilung: Skalenparameter: Maximum-Likelihood.
Formparameter: Maximum-Likelihood · NN−1 .
• Quantilschätzer
– Weibullverteilung: Quantil aus ML-Skalen- und Bootstrap-mse-
Formparameter. (Schlechterer mse unter Missspezifikation als der un-
korrigierte Schätzer).
– Lognormalverteilung: Bootstrap-Bias-Korrektur des Quantils (aus
ML-Parametern). (Geringerer mse unter Missspezifikation als der un-
korrigierte Schätzer).
• Intervallschätzer für Quantile
– Weibullverteilung: Bootstrap-Stichproben aus den ML-Parameter-
schätzern, BQM bzgl. Quantil aus ML-Lageparameter und Bootstrap-
mse-Formparameter.
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Abbildung 3: Histogramme zu den simulierten Quantilschätzern
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