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RESUMEN 
El presente trabajo abarca y da a comprender un tema importante en el negocio de las 
entidades financieras, el cual es, la evaluación y el manejo estratégico del riesgo crediticio 
en el proceso de dación créditos. 
Este tema surge debido a dos principales motivos: Primero, al deseo de los clientes por 
obtener un crédito de manera rápida y sencilla. Segundo, por la posibilidad y medidas 
tomadas para atender este deseo, por parte de las entidades financieras. 
Para gestionar el riesgo inmerso en este proceso, es necesario adoptar soluciones que 
permitan generar procesos rápidos y eficientes, que faciliten tanto al cliente como a la 
institución, por esto se propone como objetivo de este trab!Üo: Diseñar un modelo 
matemático de credit scoring aplicable en la dación de créditos para clientes recurrente de 
una caja municipal. Esto se logró, mediante la selección de características socioeconómicas 
y financieras de un cliente. 
La data requerida para obtener el modelo, se obtuvo de datos generados de manera aleatoria, 
utilizando la metodología de simulación de sistemas. Estos datos fueron procesados 
mediante un software estadístico llamado Eviews, que además de los conocimientos 
estadísticos y econométricos aprendidos permitieron generar, analizar y seleccionar las 
variables exógenas que finalmente dan como resultado un modelo logit, con el 55.30% de 
las predicciones correctas, una bondad de ajuste deficiente, pero con variables finales 
confiables ya que sus efectos marginales son como se esperaban. Debido a no ser obtenido 
mediante análisis de datos reales este modelo no se puede considerar como modelo fiable 
para un proceso de dación de créditos real, por otro lado queda detallado, el proceso aplicable 
que se realizó para obtenerlo, generando así el propósito académico de esta investigación. 
Palabras clave: credit scoring, dación de crédito, microcrédito, microempresa. 
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ABSTRACT 
This research encompasses and gives to understand an important topic in the business of 
financia! institutions, which is, evaluation and strategic management of credit risk in the 
process of given credits. 
This issue arises because of two main reasons: First, the desire of customers to obtain credit 
quickly and easily. Second, the possibility and measures taken to address this desire on the 
part of financia! institutions. 
To manage the embedded risk in this process, it is necessary to adopt solutions that will 
generate fast and efficient processes that facilitate both the customer and the institution, so 
it is proposed asan objective ofthis work: To designa mathematical model of credit scoring 
applicable the giving of credit for recurring customers in a municipal fund. This was 
achieved through the selection of socio-economic and financia! characteristics of a client. 
The data required for the model are obtained from data generated randomly, using the 
methodology of simulation systems. These data were processed using a statistical software 
called Eviews, besides the learned statistical and econometric knowledge allowed to 
generate, analyze and select the exogenous variables that ultimately result in a logit model, 
with 55.30% of correct predictions, a goodness of poor, but with reliable final adjustment 
variables as their marginal effects are as expected. Because not be obtained through analysis 
of real data this model can not be considered as a reliable model for a real process of given 
credits, on the other hand is detailed, the applicable process that was undertaken to obtain it, 
thus creating the academic purpose of this investigation. 
Keywords: credit scoring, credit dation, microcredit, microenterprise. 
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INTRODUCCIÓN 
Este trabajo, permite detallar los diversos problemas que se presentan en el proceso 
crediticio, cómo se perjudican las entidades financieras y cómo genera malestar en los 
clientes. Además se utiliza la metodología de credit scoring para generar un modelo 
matemático, el cual es objetivo principal de este trabajo, y así encontrar el resultado de la 
siguiente hipótesis: "El diseño del modelo matemático propuesto de credit scoring permite 
identificar la probabilidad de impago de clientes recurrentes en el otorgamiento de créditos". 
Este proyecto busca otorgar una herramienta de análisis que determine la probabilidad de 
impago de un cliente, como apoyo en el proceso de evaluación de clientes para el 
otorgamiento de créditos y así lograr la minimización del tiempo de análisis de datos y de 
esta forma la simplificación del proceso de evaluación generando mejores niveles de servicio 
proporcionados a la clientela. 
El presente trabajo se ha visto pertinente ser desarrollado en cinco capítulos: 
En el primer capítulo se presentan los aspectos generales de la investigación, el problema 
de investigación el cual se encuentra inmerso las cajas municipales, así el planteamiento de 
la solución que logra este trabajo. 
El segundo capítulo se orienta a contextualizar el marco teórico necesario para poder 
desarrollar el propósito de esta investigación. Se detalla información actualizada de 
investigaciones relacionadas con el tema de las micro y pequeñas empresas, se describe el 
sistema financiero nacional y las CMACs, la evaluación crediticia y al análisis del riesgo 
generado por esta, en el cual se describe cómo implementar el proceso de selección crediticia 
y cuan necesario es contar con adecuada tecnología del marco financiero, como mecanismos 
de credit scoring, de los cuales se muestran los modelos más comunes utilizados en tal 
metodología. Finalmente se resume la metodología de simulación de sistemas y los procesos 
aleatorios, que son empleados como herramienta principal en esta investigación. 
El tercer capítulo se describe el proceso de evaluación de selección de las variables a 
priori, que se toman en cuenta para evaluar el comportamiento de pago de un cliente. Estas 
son tomadas en base a diversos antecedentes de modelos de credit scoring analizados. 
En el cuarto capítulo se aplica la metodología de procesamiento de datos para la 
estimación de modelos matemáticos de credit scoring. Esto se considera como el proceso 
de desarrollo del modelo. 
Para concluir se realiza el quinto capitulo. Este trata de la evaluación e interpretación de 
resultados, obtenidos de los modelos estimados. Aquí se utilizan diversos criterios de 
evaluación y bondad de ajuste para seleccionar el modelo de credit scoring de este trabajo. 
Finalmente se establece una serie de conclusiones las cuales tratan de dar respuesta a los 
objetivos del presente trabajo, además se agregan algunas recomendaciones para futuras 
líneas de investigación sobre este tema. 
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CAPÍTULO! 
ASPECTOS GENERALES 
En este capítulo se busca dar a conocer los aspectos metodológicos de esta investigación, 
para profundizar el tema que se desarrolla en este trabajo. Se describirá, Cómo surge la idea 
de esta investigación, la formulación del problema correspondiente, y los objetivos e 
hipótesis consideradas. 
1.1. Problema de investigación 
1.1.1. Descripción 
Las Cajas Municipales de Ahorro y Crédito son intermediarios financieros creados con 
la finalidad de recibir de las personas naturales y/o jurídicas sus fondos excedentes a través 
de alguna operación denominada pasiva y canalizar estos recursos, mediante las operaciones 
activas, hacia aquellas personas naturales y/o jurídicas que necesiten dinero para financiar 
sus necesidades y actividades 
Estas operaciones activas, son principalmente colocaciones de créditos, de aquí, surge 
el proceso de concesión de créditos o dación de créditos. En este proceso se pueden 
identificar dos factores que generan el problema de esta investigación: 
Primero, la negativa e incertidumbre que percibe el cliente sobre el proceso crediticio. 
Y a que él, siente obstáculos para obtener un crédito, debido a la cantidad de requisitos que 
se solicitan para generar una evaluación. Además siente malestar, debido al tiempo de espera 
que conlleva este proceso para conceder una respuesta. 
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El proceso de dación de créditos de las cajas municipales, en su mayoría tiene varias 
etapas que se describen y detallan a continuación: 
Figura 1.1. Proceso de dación de créditos 
El proceso de dación de créditos inicia con la solicitud de crédito por un cliente, el cual 
será atendido por un analista de créditos, realizando una revisión del historial crediticio del 
cliente y su posición financiera en las centrales de riesgo. Esto es un filtro muy importante 
para continuar con el proceso, aquí se toma un tiempo aproximado de 1 O a 15 minutos. 
Suponiendo que no se le oriente al cliente en los tipos de credito que posee la caja municipal. 
De ser aceptado por el analista de crédito, luego de esta primera etapa, el cliente es 
evaluado según el tipo de crédito y monto solicitado. 
El analista llena una solicitud del crédito y procede a solicitarle al cliente información de 
diferentes aspectos: socioeconómica, personal, académica, y en el caso particular de los 
créditos de tipo empresarial, se solicita información acerca de los negocios del cliente a 
detalle. Este proceso toma un tiempo aproximado de 20 min a 2 horas, como se muestra en 
la siguiente figura: 
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SOLICITUD 
DE DATOS 
i ;;¡ -
. 
~ 
ANÁLISIS Y EVALUACIÓN 
DE INFORMACIÓN 
OBSERVACIONES 
A COMITE DE 
EVALUACIÓN 
Figura 1.2. Proceso de evaluación de créditos sin credit scoring 
Posteriormente a la recolección de datos, el analista de créditos necesita comprobar y 
validar esta información presentada por el cliente, a través de visitas, historiales, o según él 
crea conveniente, donde se puede tomar un tiempo de entre 2 horas, hasta 3 o 4 días 
dependiendo de la complejidad de la información, experiencia del analista y su 
disponibilidad. 
La etapa anterior es crítica, ya que el analista necesita que los datos proporcionados por 
el cliente sean datos reales, con los cuales se pueda realizar una correcta evaluación para 
poder determinar si se debe conceder o no el crédito solicitado. 
Luego de validar esta información el analista de créditos procesa esto mediante algún 
proceso, metodología o sistema de evaluación que posea la entidad financiera, para obtener 
así ratios que determinen el estado financiero actual de ese cliente o criterios que permitan 
calificar la calidad de pagador de un cliente. Este proceso toma un tiempo de 20 minutos a 
2 horas, dependiendo del proceso de evaluación que utilice. 
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Una vez realizada la evaluación del cliente según la información recogida y contrastada 
por el analista de créditos. Este emite el resultado de la evaluación hacia unidades superiores 
de la financiera, encargada de aprobar o rechazar la solicitud. 
Aquí se revisan los ratios generados y los balances que genera la información recogida. 
Decidiendo si otorgar o no el crédito, en la mayoría de entidades, simplemente visualizando 
ratios de financiamiento, sin evaluar otros métodos existentes. Este proceso de aprobación 
toma un tiempo aproximado de 1 O m in a 1 día, por disponibilidad y tiempo de revisión por 
parte de las unidades correspondientes. 
Entonces se puede apreciar que, el tiempo de evaluación de una solicitud de crédito 
puede demorar hasta varios días, generando malestar al cliente y negativas con respecto a la 
financiera. 
Segundo, La necesidad de las entidades financieras para obtener mayor rentabilidad, 
captando ahorros y colocando créditos. Esto genera que estas entidades busquen mejorar sus 
servicios, para que llamen la atención de nuevos clientes; Por lo cual necesitan tener 
mecanismos robustos y seguros, capaces de responder y ayudar a cumplir estas metas. 
Como se describe en primer factor, se observa el proceso de evaluación que se realiza, el 
cual genera principalmente malestar en el cliente. Además, para la entidad, el éxito de este 
proceso depende de la capacidad del analista de créditos para poder evaluar la información 
recogida y de la crítica que este emita acerca del cliente. Debido a esto la solvencia del 
cliente, no está totalmente asegurada. Por lo cual, el riesgo crediticio es mayor para la 
entidad. 
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Entonces, podemos detallar que el problema de esta investigación radica, en el tiempo de 
espera de una evaluación en el proceso crediticio, para conocer si, un cliente puede recibir 
o no un crédito. Además de la capacidad de diferentes mecanismos para reducir el riesgo 
crediticio en los créditos que son concedidos, para así, no se generen perdidas a la financiera. 
1.1.2. Formulación del problema 
¿Cómo permite determinar la probabilidad de impago, el diseí'lo de un modelo 
matemático de credit scoring en la dación de un crédito para un cliente recurrente de una 
caja municipal? 
1.1.3.Hipótesis 
El diseí'lo del modelo matemático propuesto de credit scoring permite identificar la 
probabilidad de impago de clientes recurrentes en el otorgamiento de créditos 
1.2. Justificación e importancia de la investigación 
1.2.1. Justificación 
Para López (2012), el credit scoring es un sistema de calificación de créditos que intenta 
automatizar la toma de decisiones en cuanto a conceder o no una determinada operación de 
riesgo. La virtud de este sistema es la de acortar el tiempo de análisis además de 
simplificarlo, lo que contribuye a mejorar el nivel de servicios proporcionados a la clientela. 
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Para gestionar este riesgo en la dación del crédito, es necesario presentar soluciones que 
permitan generar procesos rápidos y eficientes, Jo que redundará en la evaluación y dación 
rápida en el otorgamiento del crédito, esto mediante evaluaciones de las características 
socioeconómicas y financieras del cliente. Y de esta forma se genere un valor medible capaz 
de modificar el flujo dicho proceso, para que el servicio que se demanda sea llamativo y 
que a la vez permita minimizar diferencias o controversias de los clientes. 
Con el modelo a diseñar se busca tener una herramienta de apoyo a los analistas de crédito 
quienes son Jos que intervienen principalmente en la evaluación del cliente, minimizando el 
riego crediticio que conllevar conceder un crédito, evitando perdidas a la financiera. 
Además, minimizando el tiempo de realización de esa etapa, beneficiando tanto a la entidad, 
como a los clientes. 
1.2.2. Importancia 
Esta investigación es importante porque permitirá diseñar un modelo de credit scoring 
con el fin de obtener la calificación de riesgo de un cliente y de esta forma mejorar la gestión 
del riesgo en el proceso de dación de créditos recurrentes para las cajas municipales. Así 
generar un mecanismo de confianza que se adicione al proceso de evaluación, reduciendo el 
tiempo en la evaluación crediticia y por ende en el proceso de dación de créditos, 
permitiendo una decisión rápida, además permitirá obtener un factor de riesgo medible que 
será un factor importante para el apoyo de la reducción de clientes con calificativos de no 
pagador es decir clientes morosos. 
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1.3. Objetivos 
1.3.1. Objetivo General 
Diseñar un modelo matemático de credit scoring aplicable en la dación de créditos para 
clientes recurrentes de una caja municipal. 
1.3.2. Objetivos especificos de la investigación 
Elaborar un proceso para determinar la probabilidad de impago de un cliente en la 
obtención de un crédito basado en un modelo matemático. 
Analizar los factores que determinan la probabilidad de impago de un cliente en un 
proceso crediticio. 
Desarrollar y validar un modelo matemático para determinar la probabilidad de 
impago de un cliente recurrente ante la solicitud de un crédito. 
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CAPÍTULOII 
MARCO TEÓRICO 
En este capítulo se abordará lo necesario para comprender el tema de la presente 
investigación y el desarrollo del objetivo principal de la misma. Se describirán brevemente 
los puntos concernientes al sistema financiero, las cajas municipales, y la micro y pequella 
empresa. Así también se describe en que consiste el riesgo crediticio, factor de la 
problemática de esta investigación. Además se contextualiza la metodología de credit 
scoring y la metodología de simulación de sistemas, principales herramientas para el 
desarrollo de este trabajo. 
2.1. El sistema financiero 
Es el conjunto de organizaciones públicas y privadas por medio de las cuales se captan, 
administran y regulan los recursos financieros que se negocian entre los diversos agentes 
económicos del país. 
Su finalidad es recibir el ahorro o excedente producido por las personas, empresas e 
instituciones y posibilitar que se traslade hacia otras empresas y personas que requieran esos 
fondos, así como al propio Estado, proyectos de inversión o financiación de gastos de corto 
plazo y planes de consumo. 
A esta finalidad se le conoce como, el proceso de intermediación financiera es aquel por 
medio del cual una entidad, traslada los recursos de los ahorristas, directamente a las 
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empresas o personas que requieren de financiamiento, se puede visualizar este proceso en la 
Figura 2.1, presentada a continuación: 
.' 
m INTERMEDIARIO ~j FINANC1ERO 
PréitarrtM Depósitos 1 Ahorros 
~ 111 6 Banco ... ~ 
PErsonllS que Perwnasquetienen 
necesitan dinero capacidad de ahorro 
Figura 2.1: Proceso de intennediación financiera 
Fuente: SBS (2012) 
2.1.1. Sistema financiero formal e informal 
El sistema financiero formal está formado por todas aquellas empresas que para operar, 
deben contar con una autorización de funcionamiento, infraestructura fisica apropiada y 
regirse por un marco legal especifico. La Ley le ha encargado a la Superintendencia de 
Banca, Seguros y AFP (SBS) la regulación y supervisión de dicho sistema, garantizando así 
la protección del dinero del ahorrista y la solidez y estabilidad del sistema 
Además, existe una denominada "banca paralela y/o informal", la misma que opera al 
margen del ordenamiento jurídico vigente y que no garantiza las operaciones que las 
personas puedan realizar a través de ella, ya que no existe un marco legal que la regule y en 
consecuencia, no está sujeta a la supervisión de ninguna entidad reguladora 
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En el Cuadro 2.1 se presenta un histórico de los tres últimos afios de evolución de la 
cantidad de empresas que pertenecen al sistema financiero peruano a diciembre del2014: 
Cuadro 2.1: Número de empresas en el sistema financiero peruano1 
Sistema Financiero: Número de empresas 
Dic-12 Dic-13 Dic-14 
Empresas Bancarias 16 16 17 
Empresas Financieras 11 12 12 
Instituciones Micro financieras no bancarias 33 31 33 (IMFNB) 
Cajas municipales (CM) 13 13 12 
Cajas rurales de ahorro y crédito (CRAC) 10 9 10 
Entidades de desarrollo de la pequefla y microempresa 10 9 11 (Edpyme) 
Empresas de arrendamiento financiero 2 2 2 
Total 62 61 64 
Fuente: SBS (2013) 
Elaboración propia 
2.1.2. Operaciones Financieras 
Sirven para atender y satisfacer la demanda de facilidades crediticias y servicios para las 
personas naturales y/o jurídicas. 
2.1.2.1. Operaciones Activas o Créditos 
Son aquellas operaciones mediante las cuales las entidades financieras prestan recursos a 
sus clientes, acordando con ellos una retribución que pagarán en forma de tipo de interés, o 
bien pueden tratarse de inversiones con la intención de obtener una rentabilidad. Los tipos 
1 Fuente: SBS, https://intranetl.sbs.gob.pe!estadistica/financiera/2014/Diciembre/SF-2103-di2014.PDF 
Evolución del sistema financiero pag.2 
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de crédito pueden clasificarse en ocho categorías, de acuerdo a lo que establece la 
Resolución SBS N° 11356-2008, de manera resumida son las siguientes: 
Créditos corporativos 
Son aquellos créditos otorgados a personas jurídicas que han registrado un nivel de ventas 
anuales mayor a S/. 200 millones en los dos últimos ailos, de acuerdo a los estados 
financieros anuales auditados más recientes del deudor. 
Créditos a grandes empresas 
Son aquellos créditos otorgados a personas jurídicas que poseen al menos una de las 
siguientes características: 
a) Ventas anuales mayores a S/. 20 millones pero no mayores a S/. 200 millones 
en los dos últimos ailos, de acuerdo a los últimos estados financieros del deudor. 
b) El deudor ha mantenido en el último año emisiones vigentes de operaciones 
representativas de deuda en el mercado de capitales. 
Créditos a medianas empresas 
Son aquellos créditos otorgados a personas jurídicas que tienen un endeudamiento total 
en el sistema financiero superior a S/. 300.000 en los últimos seis meses y no cumplen con 
las características para ser clasificados como créditos corporativos o a grandes empresas. 
Créditos a pequeñas empresas 
Son aquellos créditos destinados a financiar actividades de producción, comercialización 
o prestación de servicios, otorgados a personas naturales o jurídicas, cuyo endeudamiento 
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total en el sistema financiero (sin incluir los créditos hipotecarios para vivienda) es superior 
a S/. 20,000 pero no mayor a S/. 300,000 en los últimos seis meses. 
Créditos a microempresas 
Son aquellos créditos destinados a financiar actividades de producción, comercialización 
o prestación de servicios, otorgados a personas naturales o jurídicas, cuyo endeudamiento 
total en el sistema financiero (sin incluir los créditos hipotecarios para vivienda) es no mayor 
a S/. 20,000 en los últimos seis meses. 
Créditos de consumo revolvente 
Un crédito revolvente es aquel que se puede utilizar repetidamente y retirar fondos hasta 
un límite pre-aprobado. La cantidad de crédito disponible disminuye cada vez que pedimos 
prestado y aumenta cuando lo pagamos. 
Créditos de consumo no-revolvente 
Son aquellos créditos no revolventes otorgados a personas naturales, con la finalidad de 
atender el pago de bienes, servicios o gastos no relacionados a la actividad empresarial (se 
realizan pagos a través de cuotas parciales que siguen un cronograma de pagos). 
Créditos hipotecarios para vivienda 
Son aquellos créditos otorgados a personas naturales para la adquisición, construcción, 
refacción, remodelación, ampliación, mejoramiento y subdivisión de vivienda propia, 
siempre que tales créditos se otorguen amparados con hipotecas debidamente inscritas en 
registros públicos. 
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2.1.2.2. Operaciones Pasivas o Ahorros 
Son todas las opemciones que realizan las entidades financiems con el fin de captar 
recursos económicos de los agentes económicos supemvitarios, sean estos personas 
naturales o jurídicas. En contraprestación la entidad financiem les ofrece un pago (tasa de 
interés pasiva) que varía de acuerdo con la entidad. De manera resumida son las siguientes: 
Cuenta de ahorros 
Depósitos a plazo fijo 
Cuenta corriente 
2.1.2.3. Otros productos y servicios 
Las instituciones financieras, además de colocar créditos (opemciones activas) y captar 
depósitos (opemciones pasivas), ofrecen una serie de servicios a sus clientes, entre ellos: 
Cambio de moneda 
Giros ( tmnsferencias) 
Transferencia de fondos (a otras cuentas del país o del exterior) 
Cajas de seguridad 
Servicios de recaudación 
Emisión de cartas de presentación 
Emisión de cheques de gerencia 
Emisión de cartas-fianza 
Emisión de cartas de crédito para facilitar las opemciones de comercio exterior. 
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2.2. Las cajas municipales y las micro y pequeñas empresas 
2.2.1. Síntesis de las cajas municipales en el Perú 
En 1982 se funda la primera caja municipal de ahorro y crédito en Piura, contando con el 
apoyo de la Cooperación Técnica Alemana, cuyos expertos en finanzas contribuyeron a 
diseñar una estrategia de crecimiento para las cajas municipales en el Perú. 
Actualmente en el sector financiero de las cajas municipales en el Perú, se han registrado 
13 cajas municipales como se muestra en el Cuadro 2.2. A la fecha se tienen activas 12, ya 
que Caja Pisco fue intervenida en mayo de 2014, habiéndose iniciado su proceso de 
liquidación. 
Cuadro 2.2: Cajas municipales en el Perú 
Caja Municipal Inicio de Operaciones 
Caja Arequipa 1 O de marzo de 1986 
CajaCusco 28 de marzo de 1988 
Caja Del Santa 09 de abril de 1986 
Caja Huancayo 08 de agosto de 1988 
Caja lea 21 de octubre 1989 
CajaMaynas 08 de setiembre de 1949 
Caja Metropolitana 01 de setiembre de 1987 
CajaPaita 25 de octubre de 1989 
Caja Piura 04 de enero de 1982 
Caja Pisco 
( 21/05/2014, SBS N• 3028-2014, 19 de Febrero de 1992 
declaración de disolución) 
Caja Sullana 19 de diciembre de 1986 
Caja Trujillo 12 de noviembre de 1984 
Fuente: Página web de las Cajas Municipales del Perú 
Elaboración propia 
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2.2.2. Síntesis de las Micro y Pequeñas Empresas (MYPES) 
La micro y pequeña empresa (MYPE) están constituidas por una persona natural o 
jurídica bajo cualquier forma de organización o gestión empresarial contemplada en la 
legislación vigente; y tiene como objeto desarrollar actividades de extracción, 
transformación, producción, comercialización de bienes o prestación de servicios 
Con ayuda de la Figura 2.2, en la cual veremos los saldos históricos de los 3 últimos afios 
hasta diciembre 2014. de Jos créditos en el sistema financiero peruano, comprenderemos la 
significancia que tienen estas empresas micro financieras. 
Sistema Financiero: Evolución de los Créditos por Tipo 
(En millones de SI.) 
240000 
210 000 
180 000 
150000 
120 000 
90000 
60000 
30000 
Dic-12 
• Corporativo 
11 Microempresa 
Jun-13 
11 Gran empresa 
a Consumo 
Dic-13 Jun-14 Dio-14 
11 Mediana empresa a Peque!\ a empresa 
• Hipotecario 
Figura 2.2: Evolución de los créditos por tipo en el sistema financiero2 
2 Fuente: SBS, https://intranetl.sbs.gob.pe/estadistica/financiera/2014/Diciembre/SF-2103-di2014.PDF 
Evolución del sistema financiero pag.4 
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Como se observa en la Figura 2.2, Las colocaciones directas de las instituciones micro 
financieras (IMFNB) continuaron mostrando una tendencia creciente, al registrar una tasa 
de 8,3% entre diciembre de 2013 y diciembre de 2014. El saldo de créditos directos de las 
IMFNB se ubicó en S/. 16 349 millones en el último trimestre del año, con una participación 
mayoritaria de las CM (82,2%), seguidas de las CRAC (9,7%) y las Edpymes (8,1 %). Las 
EDP y CM continuaron incrementando sus colocaciones en 29,7% y 8,1 %, respectivamente; 
en tanto, las CRAC mostraron una tasa de crecimiento negativa (-3,5%). Créditos Directos 
por Tipo Al cierre del cuarto trimestre de 2014, el 38,5% de la cartera de créditos de las 
IMFNB estuvo conformada por créditos a pequeflas empresas y el 23,2% por colocaciones 
a microempresas, mientras que el 38,3% restante estuvo dividido entre los créditos de 
consumo (1 8,8% ), a medianas empresas (1 O, 7%), hipotecarios (7, 7%), a corporativos (0,8%) 
y a grandes empresas (0,2%).Afirmando así, que la tendencia crediticia es mayor en el 
mercado de las MYPES. 
Cabe recordar que los créditos a las microempresas (MES) son aquellos destinados a 
financiar actividades de producción, comercio o prestación de servicios, cuyo límite de 
endeudamiento en el sistema financiero no exceda de 20,000 soles; en caso exceda dicho 
monto será clasificado como un crédito a pequeña empresa. No se considerará como crédito 
MES a aquella persona que, conjuntamente con otra u otras empresas, constituyan un 
conglomerado financiero o mixto, o cualquier tipo de asociación de riesgo único, según el 
art. 203• de la Ley General, y que sobrepasen los límites mencionados. Además recordemos 
que se considera microempresa cuando el máximo de ventas anual que emite es de ISO UIT3 
y para una pequeña empresa es de 1700 UIT. 
' Unidad impositiva tributaria, valor 3850 soles al 2015. 
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2.3. El riesgo crediticio 
2.3.1. Antecedentes de la evaluación crediticia 
El acuerdo de Basilea 11, indica las tecnologías de crédito que permiten a las entidades 
financieras evaluar la capacidad y voluntad de pago de su mercado objetivo, por lo que éstas 
deberían contar con una tecnología micro financiera que optimice y agilice la gestión 
crediticia, reduciendo así los riesgos financieros y operativos. Existen muchas instituciones 
financieras que utilizan como herramienta de gestión de créditos el credit scoring, cuya labor 
ha permitido reducir el racionamiento de crédito que durante muchos aiios ha caracterizado 
al segmento de microfinanzas, así como también incorporar nuevos prestatarios al sistema 
crediticio formal. 
La condición necesaria para impulsar la rentabilidad y viabilidad de la actividad 
microempresarial es actuar simultáneamente en distintos frentes: Crédito, Investigación y 
Asistencia Técnica, Mercados y Comercialización; y Organización e Institucionalidad. 
En lo que toca al sector financiero, una de las condiciones fundamentales para su 
funcionalidad respecto del objetivo de desarrollo microempresarial es que esté sustentado 
en instituciones viables y sostenibles, de manera que garanticen una relación de largo plazo 
mutuamente provechosa para éstas y los microempresarios. 
Sin embargo, la predominancia de los pequeiios microempresarios requiere de 
instituciones financieras que, sin renunciar al objetivo de sostenibilidad, adecuen su 
tecnología crediticia a las peculiares características de este segmento en crecimiento. El 
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factor vinculante de ambas facetas del servicio fmanciero es precisamente la tecnología 
crediticia, en tanto ésta implica el conjunto de procedimientos y elementos operativos a 
través de los cuales se adecua la oferta financiera a las características particulares de los 
clientes; en este caso de todos los microempresarios; sin perder de vista los objetivos 
institucionales de la entidad financiera y sus exigencias de viabilidad. Es importante definir 
con precisión, cobertura y sostenibilidad, así como también investigar sobre las causas del 
incumplimiento de pago en microcréditos, destacando los canales de transmisión entre la 
evolución del escenario macroeconómico e institucional y el evento microeconómico de no 
pago. 
2.3.2. Manejo del riesgo crediticio 
La evaluación del riesgo crediticio de cada tipo de crédito o contrato se realiza de acuerdo 
a una metodología que fije el respectivo organismo de dirección de la entidad vigilada. Esta 
metodología interna debe contener por lo menos dos elementos: 
La probabilidad de deterioro o de cambio en la calificación de riesgo del crédito 
(probabilidad de no pago o tasa de morosidad esperada). 
La estimación o cuantificación de la pérdida en que incurriría la entidad en caso de que 
se produzca el evento anterior, durante un tiempo determinado. Para esta estimación es 
importante, entre otros aspectos, calcular el valor o tasa de recuperación del valor del 
activo en el evento de que el crédito se vuelva irrecuperable. La existencia e idoneidad 
de las garantías que respaldan los créditos son un factor determinante a considerar en 
este contexto. 
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2.3.3. Criterios para la evaluación del riesgo crediticio 
Las evaluaciones y estimaciones de la probabilidad de deterioro de los créditos y de las 
pérdidas esperadas deben efectuarse ponderando adecuadamente distintos criterios objetivos 
y subjetivos. Cada entidad debe establecer su propia metodología y criterios para llevar a 
cabo dichas evaluaciones, dentro de los cuales las entidades financieras deben tener en 
cuenta los siguientes aspectos: 
Capacidad de pago del deudor 
La evaluación de la capacidad de pago esperada de un deudor o proyecto a financiar es el 
proceso fundamental para determinar la probabilidad de no pago del respectivo crédito. 
Garantías que respaldan la operación 
Son necesarias para calcular las pérdidas esperadas en el evento de no pago. En este sentido, 
son fundamentales para determinar el nivel de las provisiones, pero no se deben tener en 
cuenta para calificar los créditos. Se entiende por garantías idóneas aquellas seguridades 
debidamente perfeccionadas que tengan un valor establecido con base en criterios técnicos 
y objetivos, que ofrezcan un respaldo jurídicamente eficaz al pago de la obligación 
garantizada al otorgar a la entidad acreedora una preferencia o mejor derecho para obtener 
el pago de la obligación y cuya posibilidad de realización sea razonablemente adecuada. 
Aviso oportuno del deudor 
La entidad prestamista debe recomendar a los potenciales deudores dar aviso oportuno de 
cualquier problema que pueda poner en riesgo el servicio o pago adecuado de la respectiva 
deuda. Esto, con el propósito de disminuir las pérdidas potenciales en que podrían incurrir 
deudores y acreedores en caso de presentarse dificultades de pago por parte del primero. 
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Infonnación previa al otorgamiento de un crédito 
Las entidades vigiladas deben velar porque el deudor potencial tenga un cabal entendimiento 
de los ténninos y condiciones del contrato de crédito. 
2.3.4.Superintendencia de banca, seguros y AFP 
La Superintendencia de Banca, Seguros y AFP es el organismo encargado de la 
regulación y supervisión de los Sistemas Financiero, de Seguros y del Sistema Privado de 
Pensiones, así como de prevenir y detectar el lavado de activos y financiamiento del 
terrorismo. Su objetivo primordial es preservar los intereses de los depositantes, de los 
asegurados y de los afiliados al SPP. 
La Superintendencia tiene por fmalidad defender los intereses del público, cautelando la 
solidez económica y financiera de las personas naturales y jurídicas sujetas a su control; 
velando por que se cumplan las nonnas legales, reglamentarías y estatutarias que las rigen; 
ejerciendo para ello el más amplio control de todas sus operaciones y negocios, además de 
denunciar penalmente la existencia de personas naturales y jurídicas que, sin la debida 
autorización ejerzan las actividades señaladas en la Ley General y la Ley del Sistema 
Privado de Pensiones, procediendo a la clausura de sus locales y, en su caso, solicitando la 
disolución y liquidación del infractor. 
2.3.4.1. Las centrales de riesgo 
El historial de crédito de una persona es un registro de todos los créditos aceptados, ya 
sean pagados oportunamente o con retraso; constituye un instrumento en la toma de decisión 
de la entidad financiera para el otorgamiento de un crédito. De otro lado, una central de 
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riesgo es un sistema integrado de registro de información de riesgos financieros, crediticios 
y comerciales relacionados con personas naturales o jurídicas, con el propósito de difundir 
por cualquier medio mecánico o electrónico, de manera gratuita u pagada, reportes de crédito 
acerca de éstas. En el Perú, la SBS tiene a su cargo un sistema integrado de registro de 
riesgos financieros, crediticios, comerciales y de seguros que cuenta con información 
consolidada y clasificada sobre los deudores de las empresas, con el propósito de difundir 
reportes de crédito sobre éstas. 
Para la SBS, los deudores de créditos se clasifican de la siguiente manera como se muestra 
en el Cuadro 2.3: 
Cuadro 2.3: Calificación de deudores según SBS 
Créditos Créditos a pequelias 
Categoría 1 corporativos, a empresas, Créditos 
Tipo de grandes empresas y a microempresas, de hipotecarios para 
crédito medianas empresas consumo revolvente y no vivienda 
(Comercial) revolvente (vivienda) (Consumo/MES) 
Puntualidad en el Cumplimiento del pago Cumplimiento del 
Normal pago de sus de sus cuotas o con atraso pago de sus cuotas o 
con atraso de hasta 30 
obligaciones. de hasta 8 días calendario. días calendario. 
Problemas Incumplimientos Cumplimientos del Cumplimiento del 
potenciales ocasionales y reducidos pago de sus cuotas o con pago de sus cuotas o 
(CPP) que no excedan a los 60 atraso de hasta 8 días. con atraso de hasta 30 días. días calendario. 
Incumplimientos Atraso en el pago de Atraso en el pago 
Deficiente mayores a 60 días y que sus cuotas de 31 a 60 días de 91 a 120 días 
no excedan de 120 días. calendario. calendario. 
Incumplimientos Atraso en el pago de Atraso en el pago 
Dudoso mayores a 120 días y sus cuotas de 61 a 120 días de 121 a365días que no excedan de 365 
calendario calendario. días. 
Incumplimientos Atraso en el pago de Atraso en el pago Perdida sus cuotas de más de 120 de más 365 días 
mayores a 365 días. días calendario. calendario. 
Fuente: Resolución S.S.S. N° 808-2003. Capítulo 1: Clasificación del Deudor. 
Elaboración propia 
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2.4. La simulación de sistemas 
La simulación, es una técnica que permite imitar en un ordenador el comportamiento de 
un sistema fisico o teórico según ciertas condiciones particulares de operación. El uso de la 
simulación como metodología de tmbajo, es una actividad muy antigua, y podría decirse que 
inherente al proceso de aprendizaje del ser humano. Para poder comprender la realidad y 
toda la complejidad que un sistema puede conllevar, ha sido necesario construir 
artificialmente objetos y experimentar con ellos dinámicamente antes de intemctuar con el 
sistema real. La simulación digital puede verse como el equivalente electrónico a este tipo 
de experimentación. 
2.4.1.Clasificación de modelos 
La descripción de las caracteristicas de interés de un sistema se conoce como modelo del 
sistema, y el proceso de abstracción para obtener esta descripción se conoce como modelado. 
Existen muchos tipos de modelos (modelos fisicos, modelos mentales, modelos 
simbólicos) para representar los sistemas en estudio. Utilizaremos modelos simbólicos 
matemáticos, como herramienta pam representar las dinámicas de interés de cualquier 
sistema en un entorno de simulación digital. Los modelos simbólicos matemáticos mapean 
las relaciones existentes entre las propiedades fisicas del sistema que se pretende modelar 
en las correspondientes estructuras matemáticas. 
El tipo de formalización matemática que se utilice va a depender de las características 
intrínsecas de las dinámicas de interés que se quieran representar. La descripción en términos 
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matemáticos de un sistema real no es una metodología de trabajo propia de la simulación 
digital, sino que es inherente a la mayoría de las técnicas que se utilizan para solventar 
cualquier tipo de problema, las cuales suelen seguir unas pautas que, de modo geneml, se 
pueden resumir en: 
- Reconocimiento del problema. 
- Formulación del modelo matemático. 
- Solución del problema matemático. 
- Interpretación de los resultados matemáticos en el contexto del problema real. 
Además de estas pautas, tenemos estas consideraciones que se deben tener en cuenta para 
garantizar una representación eficiente del sistema real: 
- Un modelo se desarrolla siempre a partir de una serie de aproximaciones e hipótesis y, 
consecuentemente, representa tan sólo parcialmente la realidad. 
- Un modelo se construye pam una finalidad específica y debe ser formulado pam que 
sea útil a dicho fin. 
- Un modelo tiene que ser por necesidad un compromiso entre la simplicidad y la 
necesidad de recoger todos los aspectos esenciales del sistema en estudio. 
Además de las anteriores mencionadas consideraciones, un buen modelo debe permitir: 
- Representar adecuadamente aquellas características del sistema que son de nuestro 
ínterés. 
- Ser una representación abstracta de la realidad lo suficientemente sencilla como pam 
facilitar su mantenimiento, adaptación y reutilización. 
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2.4.2. Ventajas y desventajas de la simulación 
- Permite analizar el efecto sobre el rendimiento global de un sistema, de pequeños 
cambios realizados en una o varias de sus componentes. 
- A partir de la experimentación con un modelo, es posible analizar los efectos sobre el 
sistema real de cambios organizativos, o de cambios en la gestión de la información. 
- El análisis del modelo del sistema puede permitir la sugerencia de posibles mejoras del 
sistema real, así como detectar las variables más influyentes en el rendimiento del 
mismo. 
- Permite la experimentación en condiciones que podrían ser peligrosas o de elevado 
coste económico en el sistema real. 
- La simulación suele ser utilizada también con una perspectiva pedagógica para ilustrar 
y facilitar la comprensión de los resultados que se obtienen mediante las técnicas 
analíticas. 
- Contribuye a la reducción del riesgo inherente a la toma de decisiones. 
- Soluciones no exactas. 
- Existe el riesgo de tomar malas decisiones basadas en modelos de simulación que no 
han sido validados y verificados adecuadamente. 
2.4.3. Los números aleatorios 
Los números aleatorios son la base esencial de la simulación. Usualmente, toda la 
aleatoriedad involucrada en el modelo se obtiene a partir de un generador de números 
aleatorios que produce una sucesión de valores que supuestamente son realizaciones de una 
secuencia de variables aleatorias independientes e idénticamente distribuidas. 
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Es un número generado al azar, ya sea con una fónnula matemática o con la ayuda de un 
software que se encargue de generarlo por medio de un algoritmo. Es un número obtenido 
al azar, es decir, que todo número tenga la misma probabilidad de ser elegido y que la 
elección de uno no dependa de la elección del otro. 
Posterionnente estos números aleatorios se transfonnan convenientemente para simular 
las diferentes distribuciones de probabilidad que se requieran en el modelo. En general, la 
validez de los métodos de transfonnación dependen fuertemente de la hipótesis de que los 
valores de partida son realizaciones de variables aleatorias, pero esta suposición realmente 
no se cumple, puesto que los generadores de números aleatorios son simplemente programas 
detenninísticos que intentan reproducir una sucesión de valores que parezca aleatoria. 
2.4.3.1. Características de los números aleatorios 
Puedes ser números unifonnemente distribuidos o no unifonnes. 
Estos tipos de números no deben caer en ciclos. 
Las series de números generados tienen que ser reproducibles. 
Rapidez al adquirir los números. 
El generador como los números que este genere de procurar tener un almacenamiento 
mínimo. 
Todos los números que sean generados tienen que estar unifonnemente distribuidos 
ósea que su probabilidad de salida tiene que ser la misma. 
Todos los elementos generados tienen que ser independientes de los que se han 
generado anterionnente. 
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2.4.4. Modelos de distribuciones para procesos aleatorios 
Uno de los objetivos de la estadística es el conocimiento cuantitativo de una determinada 
porción de la realidad. Para ello, es necesario construir un modelo de esta realidad particular 
objeto de estudio, partiendo de la premisa de que lo real es siempre más complejo y 
multiforme que cualquier modelo que se pueda construir. De todas formas, la formulación 
de modelos aceptados por las instituciones responsables y por los usuarios, permite obviar 
la existencia del error o distancia entre la realidad y el modelo. 
Toda variable aleatoria posee una distribución de probabilidad que describe su 
comportamiento. Si la variable es discreta, es decir, si toma valores aislados dentro de un 
intervalo, su distribución de probabilidad especifica todos los valores posibles de la variable 
junto con la probabilidad de que cada uno ocurra. En el caso continuo, es decir, cuando la 
variable puede tomar cualquier valor de un intervalo, la distribución de probabilidad permite 
determinar las probabilidades correspondientes con subintervalos de valores. 
2.4.4.1. Generador de distribuciones empíricas 
Los modelos probabilistas proveen herramientas para describir la variabilidad de los 
datos. Un primer paso consiste en asociar a la muestra, una ley de 
probabilidad. La distribución empírica asociada a una muestra es la ley de probabilidad sobre 
el conjunto de las modalidades, que afecta a cada observación con el peso.!. 
n 
Sean xv x2, ••• , Xn una muestra, cv c2, ••• , en los diferentes valores que toman los X;. Para 
h = 1, ... , k denotamos: 
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(2.1) 
Donde el número de veces que el valor eh aparece o sea el efectivo del valor eh. 
La distribución empírica de la muestra es la ley de probabilidad P sobre el 
conjunto ev e2, ••• , e k, tal que: 
(2.2) 
La media, la varianza y la desviación estándar pueden ser vistas como características 
probabilistas de la distribución empírica. La media de la muestra es la esperanza de su 
distribución empírica. 
Para un carácter discreto, la moda de la distribución empírica es el valor que tiene 
la frecuencia más alta. Para un carácter continuo agrupado en clases de amplitudes iguales, 
hablamos de clase modal. Una distribución empírica se llama unimodal si la frecuencia 
máxima es significativamente mayor que las otras. Puede ser bimodal o multimodal en otros 
casos. 
Para estudiar una distribución empírica, la primera etapa consiste en ordenar los datos en 
orden creciente, es decir escribir sus estadígrafos de orden. 
Sea Xv x2 , ••• , Xn una muestra numérica. Llamamos estadígrafos de orden de la muestra, 
a Jos valores x(l)• X(z)• ••• , X(n) iguales a Jos x 1puestos en orden creciente: 
X(t) = . .!_llin { x1} !'> X(2) !'> • · • !'> X(n) = . .!_llax {x¡} l-l .... n t-1, .. .,n (2.3) 
La función de distribución empírica es la función de R en [0, 1 ], que denotamos 
por f(x) y que toma los valores: 
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{O, para x < x1 
f(x) = !;.parax¡ ::Sr< Xt+l 
1, para x 2:: Xn 
(2.4) 
En otras palabras, f(x) es la proporción de los elementos de la muestra que son menores 
o iguales a r un número aleatorio. 
2.4.4.2. Generador del proceso uniforme 
Es aquella que se caracteriza por ser constante, en el intervalo (a; b) y cero fuera de él. 
Esta función de densidad define la distribución conocida como uniforme o .rectangular. El 
valor más sobresaliente que puede tener la distribución uniforme respecto a las técnicas de 
simulación radica en su simplicidad y en el hecho de que tal distribución se puede emplear 
para simular variables aleatorias a partir de casi cualquier tipo de distribución de 
probabilidad. 
Matemáticamente, la función de densidad uniforme se define como sigue: 
fx(x) = { 
1 
,si a< x < b b-a 
O ,sia>x>b 
(2.5) 
Donde X es una variable aleatoria definida en el intervalo (a; b). La función de la 
distribución acumulada fx(x), para una variable aleatoria X uniformemente distribuida, se 
puede representar por: 
f.x 1 x-a ( ) Fx(x)= ab-adt=b-a' O:::;;F X ::51 (2.6) 
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El valor esperado y la varianza de una variable aleatoria uniformemente distribuida están 
dados por las siguientes expresiones: 
E[X] = b+a 
2 
V (X) = (b-aJ• 
12 
(2.7) 
(2.8) 
Al efectuar aplicaciones de esta función, los parámetros de la función de densidad 
uniforme 2.5 esto es, los valores numéricos de a y de b, no necesariamente deben ser 
conocidos en forma directa. En casos tópicos, aunque esto no sucede en todas las 
distribuciones uniformes, solamente conocemos la media y la varianza de la estadística que 
se va a generar. En estos casos, los valores de los parámetros se deben derivar al resolver el 
sistema que consta de las ecuaciones 2. 7 y 2.8, para a y para b, pues se supone que E [X] y 
V (X) son conocidos. Este procedimiento, semejante a una técnica de estimación conocida 
en la literatura estadística como método de momentos, proporciona las siguientes 
expresiones: 
a = E[X] - .J3V (X) 
b = 2E[X]- a 
(2.9) 
(2.10) 
Para simular una distribución uniforme sobre cierto intervalo conocido (a; b) deberemos, 
en primer lugar, obtener la transformación inversa para la ecuación 2.6, entonces: 
x = a + (b - a)R, O ::; R ::; 1 (2.11) 
En seguida generamos un conjunto de números aleatorios correspondiente al rango de las 
probabilidades acumulativas, es decir, los valores de variables aleatorias uniformes 
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definidas sobre el rango O a l. Cada número aleatorio R determina, de manera única, un 
valor de la variable aleatoria x uniformemente distribuida. 
2.4.4.3. Generador del proceso exponencial 
Durante nuestra experiencia diaria, observamos como transcurren los intervalos de 
tiempo definidos entre las ocurrencias de los eventos aleatorios distintos, y sobre la base de 
un plan de tiempos completamente independientes, recibimos información sobre numerosos 
eventos que ocurren en nuestro alrededor. Bastaría con citar los nacimientos, defunciones, 
accidentes, o conflictos mundiales, para mencionar solo algunos. Si es muy pequeña la 
probabilidad de que ocurra un evento en un intervalo corto, y si la ocurrencia de tal evento 
es, estadísticamente independiente respecto a la ocurrencia de otros eventos, entonces el 
intervalo de tiempo entre ocurrencias de eventos de este tipo estará distribuido en forma 
exponencial. 
Se dice que una variable aleatoria X tiene una distribución exponencial, si se puede definir 
a su función de densidad como: 
(2.12) 
Con oc> O y x ;::: O. La funcion de distribucion acumulada de X está dada por: 
(2.13) 
Y la media junto con la varianza de X se puede expresar como: 
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1 E[X] =-
oc 
(2.14) 
1 V(X) =-
oc• 
(2.15) 
Como la distribución exponencial solamente tiene un parámetro oc, es posible expresarlo 
como: 
1 
OC=-E[X] (2.16) 
Existen muchas maneras para lograr la generación de valores de variables aleatorias 
exponenciales. Puesto que FX (x) existe explícitamente, la técnica de la transformada inversa 
nos permite desarrollar métodos directos para dicha generación. Por tanto: 
(2.17) 
Y consecuentemente: 
1 
x = - -ln(l- R) = -E[X]ln(l- R) 
oc 
(2.18) 
Por consiguiente, para cada valor del número aleatorio R se determina un único valor para 
x. Los valores de x toman tan solo magnitudes no negativas, debido a que log R s; O para 
O s; R s; 1, y además se ajustan a la función de densidad exponencial con un valor esperado 
E[X]. 
2.4.4.4. Generador del proceso normal 
La más conocida y más ampliamente utilizada distribución de probabilidad es sin duda 
la distribución normal y su popularidad se debe cuando menos a dos razones que presentan 
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sus propiedades generales. Las pruebas matemáticas nos señalan, que bajo ciertas 
condiciones de calidad, resulta justiciado que esperamos una distribución normal mientras 
que la experiencia estadística muestre que, de hecho, muy a menudo las distribuciones se 
aproximan a la normal. 
La distribución normal basa su utilidad en el teorema del límite central. Este teorema 
postula que, la distribución de probabilidad de la suma de N valores de variables aleatorias 
Xi independiente pero idénticamente distribuidos, con medias respectivas JL; y variancias 
u 2 ; i se aproxima asintóticamente a una distribución normal, a medida que N se hace muy 
grande, y que dicha distribución tiene como media y varianzas respectivamente, a: 
~2 = -.:>N ~2. 
v .L.z=t u 1 
(2.19) 
(2.20) 
A partir de la distribución normal, se pueden derivar otras muchas de las distribuciones 
existentes que juegan un papel muy importante en la estadística moderna, por ejemplo la 
Chi-cuadrada, la t, y la distribución F, las cuales se originan a partir de consideraciones 
hechas sobre la distribución de probabilidad de la suma de Jos cuadrados de un numero 
especifico de valores de variables aleatorias con una distribución normal estándar. 
Si la variable aleatoria X tiene una función de densidad fx (x) dada como: 
¡; (x) = - 1 -exp{- (x-~txl'} -oo < x < oo 
X ax..fi1i 2a; ' (2.21) 
Con uxpositiva, entonces se dice que X tiene una distribución normal o Gaussiana, con 
parámetros llx y Ux· 
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Si los parámetros de la distribución nonnal tienen los valores de Jlx = O y Ux = 1, la 
función de distribución recibirá el nombre de distribución nonnal estándar, con función de 
densidad: 
(2.22) 
Cualquier distribución nonnal se puede convertir a la fonna estándar, mediante la 
siguiente substitución: 
x-llx 
z=--
"z 
(2.23) 
La función de distribución acumulada Fx (x) o Fz (z) no existe en fonna explícita; sin 
embargo, esta última se encuentra totalmente tabulada en cualquier libro sobre estadística. 
El valor esperado y la varianza de la distribución nonnal no estándar están dados por: 
E[X] = Jlx (2.24) 
V[X] = ut (2.25) 
Existen varios métodos para generar en una computadora, valores de variable aleatoria 
distribuidos en fonna nonnal. Debido a su popularidad solo se discutirá en detalle el 
procedimiento llamado del límite central. 
A fin de simular una distribución nonnal con media Jlx y varianza ut dadas, se debe 
proponer la siguiente interpretación matemática del teorema del límite central. Si 
rv r2, ... , rN representan variables aleatorias independientes, cada una de las cuales posee la 
misma distribución de probabilidad caracterizada por E[r¡] = 8 y V[r¡] = u2 entonces: 
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( r/' r·-N9 ) 1 b { 1 } lim P a < 1=1 1 < b = = f exp -- z2 dz n-+oo n v2n a 2 (2.26) 
(2.27) 
(2.28) 
(2.29) 
Tanto de la definición de la distribución normal estándar como de la ecuación 2.23, se 
sigue que z es un valor de variable aleatoria con distribución normal estándar. 
El procedimiento para simular valores normales utilizando computadoras requiere el uso 
de la suma de K valores de variable aleatoria distribuidos uniformemente; esto es, la suma 
de rv r 2, .•. , rK , con cada r; defmida en el intervalo O < r 1 < 1. Así, tenemos: 
1 8 =-
2 
1 
u=-
..ff'i 
K K 
Lt=1Tt-¡ 
z= /K 
..Jii 
(2.30) 
(2.31) 
(2.32) 
Pero, por definición, z es un valor de variable aleatoria con distribución normal estándar 
que se puede escribir en la forma sugerida por la ecuación 2.23, donde x es un valor de 
variable aleatoria distribuido en forma normal que se va a simular, con media flx y varianza 
u; . Igualando las ecuaciones 2.23 y 2.32 obtenemos: 
(2.33) 
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Y resolviendo para x, tenemos que: 
(2.34) 
Por lo tanto, mediante la ecuación 2.34 podemos proporcionar una formulación muy 
simple para generar valores de variable aleatoria normalmente distribuidos, cuya media sea 
igual J.lx y varianza u;. Para generar un solo valor de x (un valor de variable aleatoria con 
distribución normal) bastara con sumar K números aleatorios definidos en el intervalo de O 
a l. Substituyendo el valor de esta suma en la ecuación 2.34, así como también los valores 
de J.lx y u; para la distribución deseada, encontraremos que se ha determinado un valor 
particular de x. Ciertamente, este procedimiento se puede repetir tantas veces como valores 
de variable aleatoria normalmente distribuidos se requieran. 
2.5. Fundamentos de credit scoring 
2.5.1. Definición de credit scoring 
El credit scoring es un sistema de calificación de clientes que intenta automatizar la 
toma de decisiones en cuanto a conceder o no una determinada operación de riesgo, 
normalmente un crédito. La virtud de este sistema es la de acortar el tiempo de análisis 
además de simplificarlo, lo que contribuye a mejorar el nivel de servicios proporcionados a 
la clientela. A veces denominados score-cards o classifiers. 
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Tienen una dimensión individual, ya que se enfocan en el riesgo de incumplimiento del 
individuo o empresa, independientemente de lo que ocurra con el resto de la cartera de 
préstamos. Este es uno de los aspectos en los que se diferencian de otras herramientas de 
medición del riesgo de crédito, como son los modelos de cartera y los VaR marginales, que 
tienen en cuenta la correlación de la calidad crediticia de los deudores de una cartera de 
préstamos. 
Se utiliza credit scoring para determinar puntajes de pago, ya que un buen puntaje de 
crédito es crucial para el éxito financiero. Un puntaje de crédito es un número calculado a 
partir de su informe de crédito rico en datos y es uno de los factores utilizados por los 
prestamistas para determinar su solvencia para una taljeta de hipoteca, préstamo o crédito. 
Su puntuación puede afectar sí o no el cliente es aprobado, así como diversos cálculos 
adicionales como qué tipo de interés se cobrará, que tipo de crédito sería el más adecuado o 
hasta comportamiento de morosidad. 
2.5.2. Ventajas y desventajas del credit scoring 
Aunque el credit scoring no es capaz de sustituir por completo a los analistas de créditos 
individuales, sí tiene la suficiente capacidad de pronóstico para realizar una mejora 
importante en el proceso de evaluación crediticia. Este cuantifica el riesgo y tiene ventajas 
importantes cuando se compara con el scoring implícito o subjetivo; entre ellas: 
- Cuantifica el riesgo como una probabilidad: Asigna una probabilidad bastante cercana, 
a diferencia del subjetivo que la expresa en relación al promedio. 
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- Es consistente: Trata de igual manera a dos solicitudes idénticas. El subjetivo varía de 
acuerdo al analista y su estado de ánimo inclusive. 
- Es explícito: Se puede conocer y explicar el proceso exacto utilizado para el pronóstico 
del riesgo. En el subjetivo, aún a los usuarios, les resulta dificil explicar. 
- Considera una amplia gama de factores: Toma en cuenta muchas más características 
que el subjetivo y de manera simultánea. 
- Puede probarse antes de usarlo: Es posible probarlo con los préstamos vigentes para 
pronosticar el riesgo, y compararlo con el observado en la práctica hasta la fecha. 
- No requiere cambios en el proceso de evaluación actual en las etapas anteriores a la 
etapa de análisis del comité de crédito. 
- Reduce el tiempo gastado en la gestión de cobranza. 
- Se puede estimar el efecto de scoring en la rentabilidad. 
Pero también presenta varías desventajas, y quién no sea consciente de ellas corre el 
riesgo de un proyecto fracasado. Como el scoring es una herramienta poderosa, su mal uso 
puede ser muy perjudicial. 
Requiere de numerosos préstamos y muchos datos de cada préstamo. Y supone que el 
futuro será como el pasado. 
- Depende de su integración con los sistemas de información gerencial de las instituciones 
financieras. 
- Parece arreglar lo que no está defectuoso. El subjetivo es imprescindible para valorar 
elementos del riesgo no registrados o cuantificados en la base de datos. 
- Puede denegar solicitudes, pero no puede aprobarlas o modificarlas. 
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2.5.3. Modelos usuales de credit scoring 
A continuación se presenta el Cuadro 2.4 que contiene un breve resumen de las técnicas 
más representativas que se utilizan para la generación de modelos de credit scoring. 
Distribuidas según la técnica que se emplea, paramétricas o no paramétricas. Las primeras 
se basan en suposiciones específicas acerca de la población de la que se desea hacer algún 
tipo de inferencia, mientras que en cambio las técnicas no paramétricas hacen supuestos muy 
generales respecto a la distribución poblacional de la que se desea hacer inferencias. 
Veamos: 
Cuadro 2.4: Tipos de modelos de credit scoring 
Ventajas Inconvenientes 
Buen rendimiento para grandes Problemas estadísticos y 
Análisis muestras. estimadores ineficientes. 
discriminante Técnicamente conveniente en la No arroja probabilidades de 
"' 
" estimación y mantenimiento . impago. ... 
" 
.5 Buen rendimiento para grandes Estimadores ineficientes . ....¡ 
Modelos de muestras. 
"' 
probabilidad Las probabilidades 
.. lineal Sugieren probabilidad de impago . estimadas podrian quedar 
• !:! 
J: Parámetros fácilmente interpretables fuera del intervalo (0, 1 ). 
., 
e Buenas propiedades estadísticas y no .. 
.. 
.. son estrictos con las hipótesis sobre 
"'"' 
"' 
Jos datos. .. 
·S Dificultad de interpretación u Modelos logit Muestran las probabilidades de ~ "' de Jos parámetros. ~ impago. 
" 
.5 
Gran rendimiento respecto a la ....¡ o 
~ metodología y resultados. 
Buenas propiedades estadísticas y no Dificultad de interpretación 
son estrictos con las hipótesis sobre de los parámetros. Modelos los datos. 
pro bit Proceso de estimación Muestran las probabilidades de 
relativamente complicado. impago. 
Continua 
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Apto para gran cantidad de variables. No estima parámetros ni probabilidades de impago. 
Programación Modelo de gran flexibilidad. Difícil comprensión. lineal 
., No requiere una especificación previa .. Inexactitud en la ~ del modelo. predicción . 
... 
El Gran predicción en muestras 
.. 
.. pequeflas . No estima directamente .. 
"" 
parámetros ni 
., Redes 
" 
Modelo de gran flexibilidad. probabilidades de impago. 
., neuronales 
.. 
. S! No requiere una especificación previa Difícil comprensión. 
" ~ del modelo . 
... 
El mejor para muchos autores. 
Árboles de Modelo de gran flexibilidad. 
No estima parámetros ni 
probabilidades de impago. 
decisiones 
No requiere una especificación previa Difícil comprensión. 
del modelo. 
Elaboración adaptada 
De los modelos mencionados anteriormente, el modelo logit y el modelo probit, 
corresponden a la clase de los denominados Modelos de Elección Discreta (Binarios) o 
también Modelos de Respuesta Cualitativa, que son, en todo caso, la forma más sofisticada 
de medir la probabilidad de incumplimiento de pago o default de los clientes, y que se 
utilizaran en este trabajo. 
2.5.4. Modelo Logit 
Función de distribución acumulativa (FDA) (logística): 
( 1) 1 1 e2t J1 = E Yi = ~ = l+e -(Po+l:P¡•t¡) = l+e-Zt = l+ezi (2.35) 
Donde: 
(2.36) 
El punto de partida de esta función es un modelo de regresión como el siguiente: 
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(2.37) 
Donde Y¡' es una variable no observable directamente o "variable latente", que en el 
contexto de los modelos de credit scoring puede definirse como la "propensión a incumplir 
con el pago" por parte de los clientes. 
Puesto que Y¡' no se observa, se recurre a una variable indicadora o variable dummy 
Y¡ definida del siguiente modo: 
y. = {1, si yj > O (el cliente es mal pagador) 
1 O, si no lo es (cliente buen pagador) (2.38) 
2.5.5. Modelo Probit 
Similar al caso del modelo Logit, el Probit es otro modelo que garantiza que las 
probabilidades estimadas se encuentren en el rango de O a l. Este modelo se basa en la 
distribución normal, por lo cual su función de distribución acumulativa normal estandarizada 
(FDA)es: 
R =P. (y· = 1) = _t_J.z' e-t'fzd 
1 r 1 ..fEi -co t 
Donde: 
t = Z¡- llz- N(0,1) (variable normal estandarizada) 
t = Z¡ dado que 1!z = O y a = 1 
(2.39) 
(2.40) 
(2.41) 
(2.42) 
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Los modelos Logit y Probit son bastante comparables entre sí, siendo una de las 
principales diferencias que la función de FDA logística es ligeramente más plana, es decir, 
se acerca a los ejes en forma más lenta que la FDA normal, como se puede apreciar en la 
Figura 2.3 a continuación. 
p 
.... ------------· Probit 
-------
,,.,.' 
, 
O.> V 
A 
1 
1 
1 
,/ 
o 
______ ., 
Figura 2.3: Comparación de modelo logit y probit 
Fuente: Herrán Anticona (2009) 
Logit 
.. 
En general, las estimaciones con ambos modelos se asemejan, a no ser que se tengan 
numerosas observaciones en las colas, donde, como se aprecia en el gráfico anterior, los 
resultados tienden a discrepar. 
La menor complejidad matemática del Logit lo hace preferible, con frecuencia, al Pro bit, 
pero la existencia de paquetes de computador o software que permiten estimar fácilmente 
ambos modelos, hace menos crucial dicha ventaja. Los parámetros estimados vía Logit o 
Probit pueden hacerse comparables entre sí mediante transformaciones adecuadas. 
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CAPÍTULO 111 
SELECCIÓN DE VARIABLES 
En este capítulo se abordará lo necesario para iniciar con la construcción de nuestro 
modelo matemático, objetivo principal de esta investigación. 
Para la construcción del modelo que se desea, se debe utilizar variables que permitan ser 
consideradas en el proceso de evaluación de un individuo. Sin embargo el problema radica 
en la elección y el número de variables a seleccionar, debido a que esta elección determina 
la efectividad del modelo a construir. 
3.1. Selección de variables a priori 
Se consideró que las variables recogieran cuatro tipos de características, es decir, las que 
corresponden a las características sociales, económicas, de riesgo fmanciero y crediticio. 
Las variables que, a priori, se consideraban importantes para explicar la probabilidad de 
impago de un cliente fueron obtenidas, de un análisis de las variables de modelos semejantes 
utilizadas en estudios previos, estos modelos pueden ser visualizados en el ANEXO l. 
En el anexo, se puede visualizar no solo las variables correspondientes a los modelos, si 
no, la variable analizada y la técnica matemática empleada. 
Luego de ser analizado este anexo, se determina en el Cuadro 3.1, las variables 
seleccionadas a priori, además se agrega su tipo de variable, y el efecto marginal esperado. 
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Cuadro 3.1: Variables seleccionadas a priori 
Relación Descripción corta Nombre variable Tipo variable Signo 
esperado 
Sexo del cliente TIPO SEXO Dummy +/-
Edad en at'ios CANT EDAD Numérica -
Estado civil TIPO CIVIL Categórica + 
Aftos en su residencia CANT_ANIO_RESIDE Numérica 
actual -
"' 
.!!! Régimen de residencia TIPO VIVIENDA Categórica + 
.!! 
" Viviendas a su nombre CANT VIVIENDA Numérica + Q 
00 
¿Posee teléfono fijo? SI FIJO Dummy + 
Situación profesional TIPO ACADEMICO Categórica -
¿Posee trabajo adicional? SI OTR TRAB Dummy -
Años en trabajo adicional CANT_ANIO_TRAB Numérica -
actual 
Ingresos adicionales CANT ING CLI Numérica -
Gastos adicionales CANT GAS CLI Numérica + 
Ingresos de cónyuge CANT ING CONYUGE Numérica 
-
., ¿Posee préstamos SI_OTR_CRE Dummy + 
" " actualmente? 
·a Deuda de préstamos 
-= CANT_OTR_CRE Numérica + 
= actualmente Q 
" ¡,¡¡ Aftos de la microempresa CANT EDAD MES Numérica +/-
Ingresos de la empresa CANT ING MES Numérica 
-
Gatos de la empresa CANT GAS MES Numérica + 
Patrimonio de la empresa CANT PAT MES Numérica 
-
Aftos como cliente CANT ANIO CLJ Numérica -
., ., 
-~ = Cantidad de solicitudes = .. CANT_CRE_DEN Numérica +/-
"':! denegadas en la entidad ~ ~ 
.e .,... Calificación de cliente TIPO_CAL_CMAC Categórica 
"' :¡ segúnCMAC -
., = Q .. 
.... 
Calificación de historial .,_ 
= = TIPO_CAL_SBS Categórica ·- crediticio -
Tipo de crédito TIPOCRE Categórica +/-
Importe del crédito CANT CRE SOLICITO Numérica + 
., ¿Posee garantía? SI GARANT!A Dummy 
-~ Valor de garantía CANT GARANTIA Numérica -¡¡ ¿Cliente pertenece a algún SI_CONVENIO Dummy -.. convenio? u 
Cantidad de at'ios de CANT_ANA_EXP Numérica 
experiencia del analista -
Calificación de pago TIPO CAL PAGO Dummy 
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3.2. Descripción de las variables 
Debido a que no se contó con data real, cabe hacer una explicación de las características 
y observaciones que se tomaron en cuenta para la generación aleatoria de las 29 variables a 
priori que consideraron para la obtención de la probabilidad de impago del cliente: 
TIPO_SEXO 
Variable que describe el sexo del cliente, se considera que no se permite determinar si 
hace más responsable al cliente ante la deuda según su sexo. La construcción de la data para 
esta variable se genera a través de una distribución empírica como se indica a continuación: 
Descripción 
Masculino o 
Femenino 1 
Generador: 
X= { 0, 
1, 
CANT_EDAD 
Valor f(x) 
40% 
60% 
O <r<0.4 
0.4 S r < 1 
F(x) 
40% 
100% 
Variable que describe la edad en años del cliente. Puede presumirse que un cliente con 
más años de edad goza de mayor experiencia y, por ende, obtiene mayores beneficios, a 
diferencia de los clientes con menor edad, es decir que se espera un efecto marginal negativo. 
La construcción de la data para esta variable se genera a través de una distribución uniforme 
como se indica a continuación: 
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Edad máxima 55 
Edad mínima 18 
Generador: 
x = 18+ (37)r 
TIPO CIVIL 
Variable que describe el estado civil del cliente, se considera que las personas 
comprometidas (casadas y convivientes) tienen mayores gastos. Todo lo contrario ocurre 
con las personas no comprometidas (solteros, viudos y divorciados). Es decir que se espera 
un efecto marginal positivo. La construcción de la data para esta variable se genera a través 
de una distribución empírica como se indica a continuación: 
Descri¡lCión 
Viudo 
Soltero 
Divorciado 
Casado 
Conviviente 
Generador: 
Valor 
o 
1 
2 
3 
4 
{
0, 
1, 
X= 2, 
3, 
4, 
f(x) 
5% 
30% 
5% 
25% 
35% 
O < r < 0.05 
0.05 $ r < 0.35 
0.35 $ r < 0.40 
0.40 $ r < 0.65 
0.65 $ r < 1 
F(x) 
5% 
35% 
40% 
65% 
100% 
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CANT ANIO RESIDE 
- -
Esta variable hace referencia a la cantidad de años que reside el cliente en su actual 
vivienda. Ya que se estima que a mayor cantidad de años, mayor es la estabilidad personal 
del cliente. Es decir que se espera un efecto marginal negativo. La construcción de la data 
para esta se genera a través de una distribución uniforme como se indica a continuación: 
Años máximos 55 
Años mínimos 1 
Generador: 
x = 1 + (54)r 
TIPO VIVIENDA 
Esta variable hace referencia al régimen de la vivienda en la que actualmente el cliente. 
reside. Ya que se relaciona con la variable CANT_ANIO_RESIDENCIA, se presume que 
cada tipo de esta variable puede incurrir en gastos adicionales diferentes. Es decir que se 
espera un efecto marginal positivo. La construcción de la data para esta variable se genera a 
través de una distribución empírica como se indica a continuación: 
Generador: 
Descripción 
Familiar 
Alquilada 
Propia 
{
0, 
X= 1, 
2, 
Valor f(x) 
o 
1 
2 
o 
0.35 
0.55 
35% 
20% 
45% 
< T < 0.35 
:::;; T < 0.55 
::;;r<1 
F(x) 
35% 
55% 
100% 
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CANT_ VIVIENDA 
Esta variable se refiere a la cantidad de viviendas registradas, que posee el cliente. Se 
estima que esta variable influye en los gastos adicionales de acuerdo a la cantidad que se 
posea. Es decir que se espera un efecto marginal positivo La construcción de la data para 
esta se genera a través de una distribución uniforme como se indica a continuación: 
Viviendas máximas 3 
Viviendas mínimas o 
Generador: 
x = 3r 
SI FIJO 
Esta variable describe si el cliente posee un teléfono fijo en su vivienda actual. Se estima 
que las personas que poseen un teléfono fijo, poseen gastos. Es decir que se espera un efecto 
marginal positivo. La construcción de la data para esta variable se genera a través de una 
distribución empírica como se indica a continuación: 
Descripción 
NO 
SI 
Generador: 
Valor 
o 
1 
X= {0, 
1, 
f(x) 
40% 
60% 
0 < T < 0.4 
0.4 ::5 T < 1 
F(x) 
40% 
100% 
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TIPO ACADEMICO 
Esta variable hace referencia al grado académico del cliente. Se estima que los clientes 
que poseen un grado académico más elevado tendrían más beneficios y por lo tanto más 
facilidades para ser solventes. Es decir que se espera un efecto marginal negativo. La 
construcción de la data para esta variable se genera a través de una distribución empírica 
como se indica a continuación: 
Descripción Valor f(x) F(x) 
Primaria completa o 1% 1% 
Secundaria completa 1 25% 26% 
Instituto superior 2 25% 51% 
Universitaria completa 3 23% 74% 
Titulado 4 20% 94% 
Estudios Magistratura 5 5% 99% 
Estudios Doctorales 6 1% lOO% 
Generador: 
o, o < r < 0.01 
1, 0.01 :s; r < 0.26 
2, 0.26 :s; r < 0.51 
x= 3, 0.51 :s; r < 0.74 
4, 0.74 :s; r < 0.94 
S, 0.94 :s; r < 0.99 
6, 0.99 :s; r<1 
SI OTR TRAB 
- -
Esta variable describe si el cliente tiene trabajo adicional. Si bien el cliénte posee una 
microempresa, se presume que puede tener un trabajo adicional y con esto conseguir 
ingresos adicionales ayudando a su solvencia. Es decir que se espera un efecto marginal 
negativo. La construcción de la data para esta variable se genera a través de una distribución 
empírica como se indica a continuación: 
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Descripción 
NO 
SI 
Generador 
X= {0, 
1, 
CANT _ ANIO _ TRAB 
Valor f(x) 
o 40% 
1 60% 
O < r < 0.4 
0.4 :5 r < 1 
F(x) 
40% 
60% 
Esta variable se refiere a la cantidad de años que tiene laborando el cliente en un trabajo 
adicional según la variable SI_TRABAJO_ADICIONAL. Se presume que ha mayor 
cantidad de años laborando en una empresa, mayor es la estabilidad y los beneficios que se 
reciben. Es decir que se espera un efecto marginal negativo. La construcción de la data para 
esta variable se genera a través de una distribución exponencial como se indica a 
continuación: 
Descripción Media 
Años en trabajo actual 4 
Generador: 
x = -4ln(1 - r) 
CANT_ING_CLI 
Variable que se refiere a los ingresos mensuales que percibe el cliente según variable 
SI_TRABAJO_ADICIONAL. Se espera un efecto marginal negativo. La construcción de 
la data para esta variable se genera a través de una distribución exponencial agregando un 
ajuste como mínimo valor 500 como se indica a continuación: 
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Descripción Media 
Ingresos mensuales adicionales 1200 
Generador: 
x = -1200 ln(l- r) , si x < 500 entonces x = 500 
CANT_GAS_CLI 
Variable que se refiere a los gatos mensuales que percibe el cliente, difiere de la variable 
CANT_GASTO_MES. Esta variable influye directamente a la solvencia de un cliente. Es 
decir que se espera un efecto marginal positivo. La construcción de la data para esta variable 
se genera a través de una distribución normal como se indica a continuación: 
Descripción Media Desviación 
Cantidad de gastos mensuales del cliente 1800 500 
Data generada mediante la herramienta de generación de números aleatorios "Análisis de 
datos" de Microsoft Excel. 
CANT _ ING _ CONYUGE 
Variable que se refiere a los ingresos mensuales que percibe el cónyuge del cliente según 
la variable TIPO_ ESTADO_ CIVIL. Se presume que el cónyuge participa como apoyo 
directo del cliente, además como responsable en caso de indisponibilidad del titular. Se 
espera un efecto marginal negativo La construcción de la data para esta variable se genera a 
través de una distribución exponencial agregando un ajuste como mínimo valor 500 como 
se indica a continuación: 
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Descripción Media 
Ingresos de cónyuge 1200 
Generador: 
x = -12001n(l- r) ,si x < 500 entonces x = 500 
SI OTR CRE 
- -
Variable que describe si el cliente posee préstamos adicionales con la entidad financiera 
u otra. Se estima que si el cliente posee préstamos adicionales generaran gastos que influyen 
a la posibilidad de pago. Es decir que se espera un efecto marginal positivo. La construcción 
de la data para esta variable se genera a través de una distribución empírica como se indica 
a continuación: 
Descripción 
NO o 
SI 1 
Generador: 
X= {0, 
1, 
CANT _ OTR_ CRE 
Valor f(x) 
85% 
15% 
O <r < 0.85 
0.85 $ T < 1 
F(x) 
85% 
100% 
Esta variable se refiere al monto total que tiene que pagar a causa de la variable 
SJ_OTROS_PRESTAMOS. Se estima que esta cantidad afectaría a la solvencia del cliente. 
Es decir que se espera un efecto marginal positivo La construcción de la data para esta 
variable se genera a través de una distribución normal como se indica a continuación: 
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Descripción Media Desviación 
Cantidad total de deuda en otros prestamos 700 200 
Data generada mediante la herramienta de generación de números aleatorios "Análisis de 
datos" de Microsoft Excel. 
CANT EDAD MES 
- -
Esta variable se refiere a la cantidad de años en funcionamiento la microempresa a 
evaluar. Se presume que esta variable es ambigua ya que no se puede determinar si la 
empresa con más años en el mercado es más solvente que una reciente. La construcción de 
la data para esta variable se genera a través de una distribución exponencial como se indica 
a continuación: 
Descripción Media 
Cantidad de edad de la microempresa 4 
Generador: 
x = -41n(1 - r) 
CANT_ING_MES 
Esta variable hace referencia al ingreso neto expresado en soles que percibe la 
microempresa mensualmente. Esta variable es importante porque forma parte del cálculo de 
liquidez de la microempresa, fundamental para identificar la posibilidad de pago. Se espera 
un efecto marginal negativo. La construcción de la data para esta variable se genera a través 
de una distribución exponencial agregando un ajuste como mínimo valor 750 soles como se 
indica a continuación: 
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Descripción Media 
Cantidad de ingresos mensuales de la microempresa 5000 
Genemdor: 
x = -5000 ln(l - r), si x < 750 entonces x = 750 
CANT_GAS_MES 
Esta variable se refiere a los gatos que percibe la microempresa. Esta variable es 
importante porque forma parte del cálculo de liquidez de la microempresa, fundamental para 
identificar la posibilidad de pago. Se espera un efecto marginal positivo. La construcción de 
la data pam esta variable se genem a tmvés de una distribución normal como se indica a 
continuación: 
Descripción Media Desviación 
Cantidad de gastos mensuales de la microempresa 1800 500 
Data generada mediante la herramienta de generación de números aleatorios" Análisis de 
datos" de Microsoft Excel. 
CANT_FAT_MES 
Esta variable hace referencia al valor del patrimonio que posee la microempresa. Esta 
variable es importante porque forma parte del cálculo de liquidez de la microempresa, 
fundamental pam identificar la posibilidad de pago. La construcción de la data para esta 
variable se genem a través de una distribución normal como se indica a continuación: 
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Descripción Media Desviación 
Cantidad de gastos mensuales de la microempresa 2500 400 
Data generada mediante la herramienta de generación de números aleatorios "Análisis de 
datos" de Microsoft Excel. 
CANT_ANIO_CLI 
Esta variable se refiere a la cantidad de años que el solicitante pertenece como cliente de 
la financiera. Se presume que a más cantidad de años como cliente, la institución tiene más 
confianza de otorgar el crédito. Se espera un efecto marginal negativo. La construcción de 
la data para esta variable se genera a través de una distribución exponencial como se indica 
a continuación: 
Se establece que afio mínimo para considerarse recurrente es l. 
Descripción Media 
Cantidad de afios como cliente 3 
Generador: 
x = -3ln(1- r) si x = O entonces x = 1 
CANT_CRE_DEN 
Esta variable se refiere a la cantidad de solicitudes de crédito denegadas anteriormente 
por la financiera. Se presume que la variable es ambigua y no se espera un efecto marginal 
fijo. La construcción de la data para esta variable se genera a través de una distribución 
normal como se indica a continuación: 
56 
Descripción Media Desviación 
Cantidad de solicitudes denegadas por la financiera 3 0.6 
Data generada mediante la herramienta de generación de números aleatorios "Análisis de 
datos" de Microsoft Excel. 
TIPO_ CAL_ CMAC 
Esta variable se refiere a la calificación, que la financiera podría tener del cliente. Se 
estima que la financiera podría tener una calificación particular diferente en algunos casos a 
la establecida por la SBS. Se presume que esta variable es un factor de confiabilidad para la 
financiera. Se espera un efecto marginal negativo. Estos tipos de calificación pueden 
obtenerse de acuerdo al porcentaje de cuotas con mora que ha tenido el cliente en el historial 
de la financiera. La construcción de la data para esta variable se genera a través de una 
distribución empírica como se indica a continuación: 
Descripción 
Calificación muy b¡ya 
Calificación debe ser observado 
Calificación normal 
Generador: 
TIPO_CAL_SBS 
{
0, 
X= 1, 
1, 
o 
0.15 
0.45 
Valor 
o 
1 
2 
< T < 0.15 
:5 T < 0.45 
:5r<1 
f(x) F(x) 
15% 15% 
30% 45% 
55% 100% 
Esta variable se refiere a la calificación que la SBS indica acerca del cliente, mediante de 
centrales de riesgo, u otras entidades. Se presume que esta variable es un factor principal de 
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confiabilidad para la financiera. Se espera un efecto marginal negativo. La construcción de 
la data para esta variable se genera a través de una distribución empírica como se indica a 
continuación: 
Descripción Valor f(x) F(x) 
Perdida o 1% 1% 
Dudoso 1 1% 2% 
Deficiente 2 8% 10% 
CPP 3 30% 40% 
Normal 4 60% 100% 
Generador: 
r 
o < r < 0.01 
1, 0.01 S r < 0.02 
X= 2, 0.02 S r < 0.1 
3, 0.10 S r < 0.4 
4, 0.40 S r<1 
TIPO_CRE 
Esta variable describe el tipo de crédito MES que solicita el cliente, dependiendo del giro 
de negocio de la microempresa, en este proyecto se toma en cuenta, los créditos para 
microempresas de tipo comercial, de servicio o productor. No se espera un efecto marginal 
fijo. La construcción de la data para esta variable se genera a través de una distribución 
empírica como se indica a continuación: 
Descripción Valor f(x) F(x) 
Crédito servicio o 20% 20% 
Crédito producción 1 30% 50% 
Crédito comercial 2 50"/o 100% 
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Generador: 
CANT_CRE_SOLICITO 
{
0, 
X= 1, 
2, 
0 < T < 0.2 
0.2 $; T < 0.5 
0.5 $; T < 1 
Esta variable describe el monto que solicita el cliente. Se espera un efecto marginal 
positivo. Por reglamento de crédito MES según la SBS el monto máximo que se considera 
disponible es de 20 000 soles, teniendo en cuenta esto, la construcción de la data para esta 
variable se genera a través de una distribución empírica como se indica a continuación: 
Monto solicitado máximo 20000 
Monto solicitado mínimo 1000 
Generador: 
x = 1000 + (19000)r 
SI GARANTIA 
Esta variable describe si el cliente posee garantía para el crédito que solicita, se estima 
que un cliente con garantía brinda confiabilidad a la financiera. Se espera un efecto marginal 
negativo. La construcción de la data para esta variable se genera a través de una distribución 
empírica como se indica a continuación: 
Descripción Valor f(x) F(x) 
NO o 20% 20% 
SI 1 80% 100% 
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Generador: 
CANT GARANTIA 
X= {0, 
1, 
0 < T < 0.2 
0.2 $; T < 1 
Esta variable se refiere al valor en soles de la garantía que se presenta. Esta variable se 
calcula según la variable SI_ GARANTIA. Se estima que esta variable funciona como 
soporte en caso de indisponibilidad del cliente. Se espera un efecto marginal negativo. La 
construcción de la data para esta variable se genera a través de una distribución normal como 
se indica a continuación: 
Descripción Media Desviación 
Valor en soles de la garantía 1200 300 
Data generada mediante la herramienta de generación de números aleatorios "Análisis de 
datos" de Microsoft Excel. 
SI CONVENIO 
Esta variable describe si el cliente posee convenio para el crédito que solicita, se estima 
que, el cliente puede tener algún tipo de convenio con la financiera, según leyes de amparo, 
programas sociales o por proyectos de la financiera. Se espera un efecto marginal negativo. 
La construcción de la data para esta variable se genera a través de una distribución empírica 
como se indica a continuación: 
Descripción Valor f(x) F(x) 
NO o 98% 98% 
SI 1 2% 1 00"/o 
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Generador: 
x ={o. 1, O < r < 0.98 0.98 :5 r < 1 
CANT ANA EXP 
- -
Esta variable se refiere a la cantidad de ailos como experiencia tiene el analista de crédito 
que evalúa la solicitud del cliente. Se estima que la experiencia del analista influye de 
manera directa en el proceso de dación de crédito, ya que es el primer filtro se la solicitud, 
además es el encargado de recolectar la información necesaria y validarla para poder 
procesarla y dar un criterio de aprobación a las órganos superiores del proceso. Se espera un 
efecto marginal negativo. La construcción de la data para esta variable se genera a través de 
una distribución uniforme como se indica a continuación: 
Descripción Media 
Cantidad de ailos de como analista de crédito 3 
Generador: 
x = -3 ln(1 - r) 
TIPO_CAL_PAGO 
Como se ha dicho, los modelos de credit scoring se utilizan para estimar probabilidades 
de default o riesgo de incumplimiento de individuos que solicitan un préstamo, definiéndose 
una variable de estudio que toma el valor entre O y 1 según la estimación que se realiza a 
partir de un conjunto de variables explicativas, que describen características cualitativas y 
cuantitativas del sujeto de crédito. La construcción de la data para esta variable se genera a 
través de una distribución empírica como se indica a continuación: 
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Descripción Valor f(x) F(x) 
SI PAGA o 55% 55% 
NO PAGA 1 45% 100% 
Generador: 
X= {0, 
1, 
O < r < 0.55 
0.55 :5 r < 1 
Teniendo en cuenta principalmente créditos MES, considerando como principales 
clientes a los recurrentes, que son los clientes que tiene o ha tenido un crédito hasta máximo 
un año con anterioridad, o según política de la entidad. En este capítulo se logró detallar las 
variables consideradas como principales para determinar la calificación de pago de un 
cliente. 
Una peculiaridad en este proceso fue, que se realizaron ajustes en la asignación de los 
valores a la función de distribución acumulativa de las variables categóricas, para que estén 
acorde a las variables que se requieren en la interpretación de signos marginales esperados 
para los modelos logit y probit. Además debido a la carencia de data real de un historial de 
créditos proporcionado por alguna caja municipal. Se evaluó y se obtuvo el generador de 
datos aleatorios de cada variable considerada. 
En conclusión, gracias a este capítulo se determinaron para este trabajo 29 variables a 
priori. Estas se procesarán en los capítulos posteriores para permitir determinar, un modelo 
matemático que determine la probabilidad de impago de un cliente. 
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CAPÍTULO IV 
PROCESAMIENTO DE DATOS 
En este capítulo se abordará lo necesario para lograr consolidar la data de las variables 
necesarias para determinar la probabilidad de impago de un cliente. 
El propósito fundamental de este capítulo es manipular y transformar los datos en 
bruto, de manera que la información contenida en el conjunto de datos pueda ser descubierta, 
para así desarrollar la aplicación del credit scoring para el procesamiento de datos que 
permita el conocimiento de relación de datos y posteriormente generar resultados para poder 
evaluarse. 
4.1. Pre-procesamiento de datos 
En esta etapa se consideran pasos como limpieza de datos ausentes o incorrectos, 
reducción de la información y transformación de los datos con el fin de adecuarlos al método 
de procesamiento de datos a utilizar. 
Para determinar un modelo de credit scoring, es necesario contar con una muestra 
representativa de clientes cumplidos e incumplidos, y con una suficiente y adecuada 
información de los clientes contenida en sus solicitudes de crédito o expedientes. 
Debido a la carencia de información real del historial de crediticio de una caja municipal, 
por la confidencialidad y privacidad de la información, la data a analizar para esta 
investigación se generó de la siguiente manera: 
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Se empleó la metodología de simulación de sistemas, utilizando principalmente la 
teoría de números aleatorios y sus generadores según distribuciones estadísticas, 
para generar datos aleatorios. 
Cada una de las veintinueve variables a priori comentadas en el capítulo anterior, 
tiene un generador de datos empleando números aleatorios, este fue asignado de 
acuerdo al comportamiento estadístico que se presume de cada variable. 
Se utilizaron los conocimientos univers-itarios- adquiridos referente a los cursos de 
estadística y economía, y con datos sobre el giro de negocio crediticio, se tomaron 
en cuenta controles que minimicen la ausencia e incoherencia de datos tales como, 
validar Jos montos de ingresos del cónyuge de un cliente, siempre y cuando este 
cliente esté casado o sea conviviente, se validaron montos, información económica 
de clientes, relaciones personales, relaciones monto y estado, limitaciones de 
montos, entre otros rangos de datos. 
Se aplicó el generador de datos de cada variable a priori, para generar valores 
utilizando la herramienta "generación de números aleatorios" de Microsoft Excel, 
además de técnicas manuales en algunos casos, para efectuar así 1500 corridas del 
generador asignado de cada variable tomada en cuenta, es decir 43500 corridas en 
total para generar la data de las variables seleccionadas a priori. 
Además, debido a que la data a evaluar debe corresponder a un histórico crediticio 
en cual se conozca el resultado final de las solicitudes de crédito positivo o negativo 
según el registro de variables tomadas en cuenta, se efectuaron 1500 corridas 
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adicionales para generar los datos de la variable resultante a analizar 
(TIPO_CAL_PAGO), es decir si dicha solicitud pago o no pago el crédito, 
asignando así de manera aleatoria el resultado de cada registro según las variables a 
priori tomadas en cuenta. 
Finalmente, en este proceso, se lograron obtener 45000 datos, estos fueron 
agrupados en 1500 registros ya que son veintinueve variables a priori además de la 
variable a evaluar, los cuales fueron consolidados en forma tabular para facilitar así 
la importación de los datos al software econométrico que se tendrá en cuenta para 
el procesamiento de esta información (EVIEW). 
4.2. Aplicación de metodología credit scoring 
Este proceso se considera el procesamiento de datos, una vez ya consolidada la data de 
1500 registros gracias a generación de números aleatorios, el procedimiento para la 
implementación del credit scoring se detalla en los siguientes pasos4: 
Paso 1: Realización de regresiones bivariables y selección de variables 
explicativas, según signo. 
En este primer paso, se realizaron regresiones bivariables como se detalla en el ANEXO 
2. A continuación se presenta en el Cuadro 4.1 el resumen de estas regresiones: 
4 ROSALES (2012), Econometrla 1 teórica prnctica Pag. 87 a 90 
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Cuadro 4.1: Resumen de regresiones bivariables 
Variable Coeficiente T -calculado probabilidad R2Mc Fadden 
CANT_ANA EXP 0.010612 0.988345 0.3230 0.000472 
CANT ANIO CLI -0.024698 -2.147809 0.0317 0.002247 
CANT ANIO RESIDE -0.000339 -0.164166 0.8696 0.000013 
CANT ANIO TRAB -0.007554 -0.838556 0.4017 0.000341 
CANT CRE DEN 0.047883 0.968814 0.3326 0.000454 
CANT CRE SOLICITO -9.45E-06 -1.582136 0.1136 0.001211 
CANT EDAD 0.001337 0.446694 0.6551 0.000097 
CANT EDAD MES -0.003063 -0.383192 0.7016 0.000071 
CANT GARANTIA 7.84E-05 1.350693 0.1768 0.000883 
CANT GAS CLI 0.000106 1.600499 0.1095 0.001240 
CANT GAS MES 9.44E-05 1.435807 0.151 1 0.000998 
CANT ING CLI -2.82E-05 -0.945107 0.3446 0.000433 
CANT ING CONYUGE 1.97E-05 0.524699 0.5998 0.000133 
CANT ING MES 7.40E-06 1.1090990 0.2674 0.000594 
CANT OTR CRE 2.82E-05 0.238662 0.8114 0.000028 
CANT PAT MES 8.12E-05 0.998131 0.3182 0.000482 
CANT VIVIENDA -0.006543 -0.190608 0.8488 0.000018 
SI CONVENIO -0.191378 -0.866254 0.3864 0.000366 
SI FIJO 0.043940 0.665000 0.5061 0.000214 
SI GARANTIA 0.050722 0.628485 0.5297 0.000191 
SI OTR CRE 0.052858 0.562772 0.5736 0.000153 
SI TRAB 0.018599 0.280958 0.7787 0.000038 
TIPO ACADEMICO -0.007835 -0.306271 0.7594 0.000045 
TIPO CAL CMAC -0.037791 -0.864220 0.3875 0.000361 
TIPO CAL SBS -0.026627 -0.628551 0.5296 0.000191 
TIPO CIVIL -0.020321 -0.853365 0.3935 0.000352 
TIPO CRE 0.025398 0.606273 0.5443 0.000178 
TIPO SEXO -0.086911 -1,318566 0.1873 0.000841 
Elaboración propia 
Posteriormente se seleccionan las variables explicativas según su signo esperado 
correcto, esto se realiza comparando el signo del valor del coeficiente de cada variable del 
Cuadro 4.1, con el signo esperado de las variables a priori (Cuadro 3.1). Seleccionando las 
variables que se indican a continuación en el Cuadro 4.2: 
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Cuadro 4.2: Variables seleccionadas según signo esperado 
Variable Signo esperado 
CANT ANIO CLI 
-
CANT ANIO RESIDE 
-
CANT_ANIO TRAB -
CANT GAS CLI + 
CANT _ GAS_MES + 
CANT ING CLI -
CANT_OTR_CRE + 
SI CONVENIO 
-
SI FIJO + 
SI OTR CRE + 
TIPO ACADEM!CO -
TIPO CAL CMAC -
TIPO CAL SBS -
TIPO SEXO +/-
CANT EDAD MES +/-
CANT_CRE_DEN +/-
TIPOCRE +!-
Elaboración propia 
Paso 2: Realizar comparaciones de correlación entre las variables 
seleccionadas, a fin de eliminar el problema de multicolinealidad. Para asumir la 
correlación, los coeficientes deben ser mayores a 0.5, y entre las variables 
correlacionadas optamos por la mayor R2 de Me Fadden obtenida en el Cuadro 4.2. 
En el paso 2, se realizó la correlación entre las variables seleccionadas previamente, 
detallado en el ANEXO 3. En este, se observa que no tenemos variables que se correlacionen 
a más de 0.5, por ende no se descarta ninguna variable. 
Paso 3: Para concluir la selección de variables, escogemos las variables 
procesadas en un modelo probit según su significancia estadística individual 
(escogemos las de probabilidad menores al 1 O por ciento). 
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En el paso 3, se realiza una estimación con las variables seleccionadas hasta el momento 
a de un modelo multivariable probit (ANEXO 4), resumiendo los valores que representan la 
significancia de las variables (columna prob.) en el Cuadro 4.3: 
Cuadro 4.3: Resumen de significancia de variables 
Variable Significancia 
CANT ANIO CLI 0.0288 
CANT_ANIO_RESIDE 0.8472 
CANT ANJO TRAB 0.5058 
CANT GAS CLI 0.0830 
CANT_ GAS_MES 0.1474 
CANT ING CLI 0.5664 
CANT OTR CRE 0.8198 
SI_CONVENIO 0.3579 
SI FIJO 0.5106 
SI OTR CRE 0.6249 
TIPO_ ACADEMICO 0.6778 
TIPO CAL CMAC 0.3920 
TIPO CAL SBS 0.5759 
TIPO_SEXO 0.1723 
CANT EDAD MES 0.6779 
CANT_EDAD 0.5438 
CANT_CRE DEN 0.3022 
TIPO CRE 0.6389 
De acuerdo a este cuadro, se seleccionan las siguientes variables más significativas 
(menores a 10%): cantidad de ailos como cliente (CANT_ANIO_CLI) y cantidad de gastos 
mensuales del cliente (CANT_GAS_CLI). 
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Finalmente luego de este paso, se analiza el efecto marginal esperado de estas variables 
como se indica en el Cuadro 3.1: 
Así se tiene que la variable CANT _GAS_ CLI, tiene incidencia directa sobre 
la variable explicada TIPO_CAL_PAGO; es decir ante un aumento de esta variable 
explicativa la probabilidad de incumplimiento de pago aumenta. 
Por otro lado, la variable que tiene relación inversa con TIPO_CAL_PAGO 
es CANT_ANIO_CLI, es decir ante un aumento de esta variable explicativa se 
espera que la probabilidad de incumplimiento de pago disminuya. 
En conclusión, este capitulo se observó, cómo se generó la data empleada para este 
trabajo. Además se realizó el análisis y procesamiento de esta, para poder determinar los 
factores más significativos, que influyen en la determinación la probabilidad de impago. Lo 
cual permite cumplir con el primer objetivo especifico propuesto (Analizar los factores que 
determinan la probabilidad de impago de un cliente en un proceso crediticio). 
Estas variables dan paso, a la generación de diversos modelos propuestos, para realizar 
de pruebas y comparaciones, y así seleccionar el mejor modelo matemático para este trabajo. 
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CAPÍTULO V 
INTERPRETACIÓN Y EVALUACIÓN DE RESULTADOS 
En este capítulo se realiza la estimación de modelos alternativos, a los cuales se les 
aplica distintas pruebas para compararlos y analizarlos, con la finalidad de determinar el 
modelo matemático de credit scoring más confiable, objetivo principal de este trabajo, 
Además de permitir determinar el resultado de la hipótesis planteada. 
Se aplicaran filtros como, determinación de signos marginales esperados, pruebas de 
bondad de ajuste y la interpretación de los patrones de resultado en la aplicación del método 
de procesamiento de datos. 
5.1. Interpretación y evaluación 
Teniendo en cuenta las variables escogidas hasta el momento, se realiza un paso 
adicional: 
Paso 4: Estimar un modelo en su versión logit y probit, para ser analizado y 
contrastado, y así seleccionar el mejor modelo según nuestros datos. 
En el paso 4, dadas las variables seleccionadas hasta el momento se procede a generar la 
estimación multivariable (regresiones multivariable) de un modelo probit y un modelo Iogit, 
como se muestra en los siguientes cuadros: 
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Cuadro 5.1: Estimación multivariable modelo probit 
Dependent Variable: TIPO_ CAL _PAGO 
Method: ML- Binary Probit (Quadratic hill climbing) 
Sample: 1 1500 
Included observations: 1500 
Convergence achieved after 4 iterations 
Covariance matrix computed using second derivatives 
Variable Coefficient Std. Error z-Statistic Prob. 
e -0.231002 0.129376 -1.785510 0.0742 
CANT_ANIO_CLI -0.024912 0.011504 -2.165472 0.0304 
CANT _GAS_ CLJ 0.000108 6.64E-05 1.624279 0.1043 
McFadden R-squared 0.003524 Mean dependent var 0.455333 
S.D. dependent var 0.498167 S.E. of regression 0.497289 
Akaike info criterion 1.377446 Sum squared resid 370.2031 
Schwarz criterion 1.388073 Log likelihood -1030.085 
Hannan-Quinn criter. 1.381405 Deviance 2060.16S 
Restr. deviance 2067.455 Restr. log likelihood -1033.727 
LR statistic 7.285659 Avg. 1og likelihood -0.686723 
Prob(LR statistic) 0.026178 
Obs with De¡F() 817 Total obs 1500 
Obs with Dep= 1 683 
Cuadro 5.2: Estimación multivariable modelo logit 
¡r:>ependent Variable: TIPO_CAL_PAGO 
~ethod: ML- Binary Logit (Quadratic hill climbing) 
Sample: 1 1500 
ncluded observations: 1500 
Convergence achieved after 4 iterations 
Covariance matrix computed using second derivatives 
Variable Coefficient Std. Error z-Statistic Prob. 
e -0.369599 0.207630 -1.780086 0.0751 
CANT _ ANIO _ CLI 
-0.040033 0.018580 -2.154669 0.0312 
CANT_GAS_CLI 0.000173 0.000106 1.623301 0.1045 
~cFadden R-squared 0.003529 Mean dependent var 0.455333 
~.D. dependent var 0.498167 S.E. ofregression 0.497288 
~ke info criterion 1.377440 Sum squared resid 370.2008 
Schwarz criterion 1.388066 Log likelihood -1030.080 
~annan-Quinn criter. 1.381398 Deviance 2060.159 
~estr. deviance 2067.455 Restr. log likelihood -1033.727 
fLR statistic 7.295446 Avg. log likelihood -0.686720 
~ob(LR statistic) 0.026050 
pbs with Dep=O 817 Total obs 1500 
bbs with Dep=1 683 
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Gracias al programa estadístico Eviews, se evalúan los modelos propuestos, considerando 
los siguientes criterios: 
Criterio 1: Signo correcto de los coeficientes: 
Como se puede observar en el Cuadro 5.1 y Cuadro 5.2, los coeficientes de las 
variables empleadas en los modelos matemáticos propuestos, cumplen con el signo 
marginal esperado (signo del valor de la columna "coefficient" de cada variable). 
Variable Signo esperado 
CANT ANIO CLI -
CANT GAS CLI + 
Criterio 2: Significancia estadística individual de los parámetros de acuerdo 
al Z-statistic y su probabilidad correspondiente. 
Se observan en ambos modelos estimados, que la probabilidad de las variables es 
menor al 0.1 esperado, es decir se consideran variables estadísticamente 
significantes. 
Modelo Probit 
Variable Probabilidad 
CANT ANIO CLI 0.0304 
CANT GAS CLI 0.1043 
Modelo Logit 
Variable Probabilidad 
CANT ANIO CLI 0.0312 
CANT GAS CLI 0.1045 
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Criterio 3: Pruebas de bondad de ajuste 
Se realizan pruebas de predicción para los modelos (ANEXO 5), de los cuales se 
extrae la sección más relevante (sección "Estimated Equation") de cada prueba. 
Esta sección, indica la cantidad de resultados correctos e incorrectos de la variable 
analizada, luego de aplicar el método estimado a la data inicial. Los resultados se 
resumen en los cuadros siguientes: 
Cuadro 5.3: Prueba de predicción de modelo probit 
Valor original= O Valor original = 1 Total (PAGO) (NO PAGADOR) 
Valor resultante - O 776 631 1407 
Valor resultante- 1 41 52 93 
Total 817 683 1500 
Correcto 776 52 828 
%Correcto 94.98 7.61 55.20 
% Incorrecto 5.02 92.39 44.80 
Total Ganancia -5.02 7.61 0.73 
Porcentaje de ganancia NA 7.61 1.61 
Elaboración: propia 
Cuadro 5.4: Prueba de predicción de modelo logit 
Valor original - O Valor original - 1 Total (PAGO) (NO PAGADOR) 
Valor resultante - O 776 630 1406 
Valor resultante= 1 41 53 94 
Total 817 683 1500 
Correcto 776 53 829 
%Correcto 94.98 7.76 55.27 
% Incorrecto 5.02 92.24 44.73 
% Total Ganancia -5.02 7.76 0.80 
Porcentaje de l(anancia NA 7.76 1.76 
Elaboración: propia 
En estos cuadros se puede observar el porcentaje total en los resultados correctos 
de los modelos respectivamente, este valor será considerado más adelante para 
comparar los modelos. 
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Se realizaron test de Hosmer-Leshow para cada modelo, detallados en el ANEXO 
6 respectivamente. Lo que busca esta prueba, es comparar el número de créditos 
malos y buenos estimados en base al modelo con el número real por grupos o 
quantiles de riesgo. Si estas diferencias son grandes, se rechaza el modelo menor. 
Los valores resultantes que se toman de esta prueba son las probabilidades de acierto 
respecto a grupos (campo Prob. Chi-sq (8)). 
Finalmente, luego de aplicar diferentes pruebas de bondad de ajuste, se resumen 
los valores resultantes de estas para ser evaluados en el cuadro 5.1 presentado a 
continuación: 
Cuadro 5.5: Comparación entre modelo probit y modelo logit 
Modelo R2 Criterio Criterio Criterio Probabilidad Predicciones Ganancia 
Estimado McFadden Akaike Schwarz Hannan H-L statistic correctas (%) predicciones Quino chi-sq(8) (%) 
PRO BIT 0.003524 1.377446 1.388073 1.381405 0.7179 55.20 0.73 
LOGIT 0.003529 1.377440 1.388066 1.381398 0.7972 55.27 0.80 
Elaboración propia 
De acuerdo a la bondad de ajuste generada por el R2 de McFadden de cada regresión 
multivariable, la cual describe el índice de cociente de verosimilitud, se observa que ninguno 
de los modelos es aceptable, ya que no se encuentran en el rango de 0.2 a 0.6 como se 
requiere según Rosales (2012). 
De acuerdo al criterio de información de Akaike, al criterio de Schwarz y al criterio de 
Hannan-Quinn, obtenido de cada regresión multivariable, el modelo preferido entre varios 
propuestos, debe ser el de menor valor. En este caso el modelo logit. 
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De acuerdo al test de predicción de Hosmer - Lemeshow y el de Andrews, el modelo a 
seleccionar debe ser el de mayor diferencia. En este caso el modelo logit. 
Finalmente teniendo en cuenta estos criterios de evaluación, además de Jos test de 
predicción donde el modelo logit es superior al modelo probit, se determina que el modelo 
matemático de este trabajo obtenido en este desarrollo, es el modelo logit. 
5.2. Interpretación del proceso 
Las 29 variables a priori que se determinaron fueron analizadas siguiente 
varios procedimientos de selección, en Jos cuales, en un primer paso se descartan las 
variables cuyo signo de coeficiente en su respectiva regresión bivariable con la 
variable dependiente, sea diferente al esperado. Estas variables se muestran a 
continuación: 
Variables seleccionadas 
CANT ANIO TRAB 
CANT ANIO RESIDE 
CANT GAS MES 
CANT ING CLI 
CANT OTR CRE 
SI CONVENIO 
SI FIJO 
SI OTR CRE 
TIPO ACADEMICO 
TIPO CAL CMAC 
TIPO CAL SBS 
TIPO SEXO 
CANT EDAD MES 
CANT CRE DEN 
TIPO CRE 
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El segundo paso de selección consistía en eliminar la múltiple 
correlacionalidad entre las variables significativas. Realizando el análisis 
correspondiente, se observa que no tenemos correlacionalidad significativa entre las 
variables, ya que ninguna es mayor al 50%, por ende, ya que no son redundantes no 
se descarta ninguna. 
Una vez realizada la segunda fase, se procede a estimar el modelo 
multivariable probit, con las variables seleccionas, en esta fase se eliminan las 
variables que no sean significantes es decir las que tengan probabilidad mayor a 1 0%, 
las cuales se muestran a continuación: 
Variables descartadas 
CANT ANA EXP 
CANT CRE SOLICITO 
CANT EDAD 
CANT GARANTIA 
CANT ING CONYUGE 
CANT ING MES 
CANT PAT MES 
CANT VIVIENDA 
SI GARANTIA 
SI OTR CRE 
SI TRAB 
TIPO CIVIL 
Finalmente se estima un modelo probit y un modelo logit con las variables 
significativas, para ser contrastados y seleccionar el más destacable. 
Una vez generados los modelos, se genera un cuadro (Cuadro 5.5) con 
indicadores estadísticos, en el cual se aprecia que, el modelo logit tiene mejor 
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performance que el modelo probit, ya que presenta mejor bondad de ajuste, menores 
criterios de información y su ganancia predictiva es mayor. 
Una vez elegido el modelo final; modelo Logit, se calculan los efectos 
marginales de cada variable como se detalla en el ANEXO 7. Se presenta a 
continuación la interpretación de este anexo: 
Cuadro 5.6: Valores marginales e implicancia en el modelo 
Variable Ef. Marginal Implicancia promedio 
CANT ANlO CLI 
- -
-0.124262 - Afios como cliente, + Prob. de default 
CANT_GAS_CLI 0.313885 + Gastos del cliente, + Prob. de default 
Elaboración propia 
Los efectos marginales promedios se calcularon a partir del valor de las 
medias de cada variable explicativa multiplicado por el coeficiente obtenido del 
modelo. Estos se interpretan como el cambio marginal en la probabilidad de 
incumplimiento de pago ante cambios en el valor de la variable explicativa. 
Así se tiene que la variable CANT _GAS_ CLI, tiene incidencia directa sobre 
la variable explicada TIPO_CAL_PAGO; es decir ante un aumento de esta variable 
explicativa la probabilidad de incumplimiento de pago aumenta. 
Por otro lado, la variable que tiene relación inversa con TIPO_CAL_PAGO 
es CANT_ANIO_CLI, es decir ante un aumento de esta variable explicativa se 
espera que la probabilidad de incumplimiento de pago disminuya. 
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Resulta importante aplicar el modelo Logit a ejemplos fuera de la muestra. Y 
así determinar el valor de la hipótesis planteada de esta investigación. Se simula dos 
solicitudes de créditos de diferentes clientes, ingresando los valores para cada 
variable como se indica a continuación: 
1- Se tiene el caso de un cliente tenga: 2 años como cliente de la entidad 
(CANT_ANIO_CLI = 2) y que su gasto mensual sea de 4000 soles 
(CANT _GAS_ CLI = 4000). El modelo predice una probabilidad de incumplimiento 
de pago de 56.01%, es decir, el cliente es no puntual. 
2- Se tiene el caso de un cliente tenga: 6 años como cliente de la entidad 
(CANT_ANIO_CLI = 6) y que su gasto mensual sea de 2000 soles 
' (CANT _GAS_ CLI = 2000). El modelo predice una probabilidad de incumplimiento 
de pago de 43.43%, es decir, el cliente puede ser puntual. 
SOLICITUD 
DE DATOS 
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Figura 5.1: Proceso de evaluación con modelo de credit scoring 
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El modelo obtenido no fue validado con un histórico de datos reales, por este 
motivo no se puede considerar un modelo aplicable en la dación de créditos en una 
caja municipal, por otro lado queda detallado el proceso que se realizó para lograr 
obtenerlo, generando así el propósito académico de esta investigación. 
Finalmente se observa, que el proceso realizado permitió generar un modelo 
matemático logit que permite calcular la probabilidad de impago de un cliente 
recurrente , simulando la petición de un crédito, cumpliendo así con el tercer objetivo 
específico de esta investigación (Desarrollar y validar un modelo matemático para 
determinar la probabilidad de impago de un cliente recurrente ante la solicitud de un 
crédito), Además permite aceptar la hipótesis propuesta "El diseño del modelo 
matemático propuesto de credit scoring permite identificar la probabilidad de 
impago de clientes recurrentes en el otorgamiento de créditos". Dando por concluido 
el desarrollo de este modelo. 
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CONCLUSIONES 
l. Debido a no contar con datos reales, proporcionados por una caja municipal, 
se empleó la teoría de simulación de sistemas la cual permitió gracias a las 
distribuciones de datos aleatorios, generar la data necesaria para desarrollo del 
modelo matemático obtenido. 
2. Se elaboró y describió un proceso (Capitulo III, IV y V), que permite 
determinar la probabilidad de impago de un cliente en la obtención de un crédito 
recurrente, basado en un modelo matemático, cumpliendo así el primer objetivo 
específico de esta investigación. 
3. Se comprobó que la hipótesis, "El diseño del modelo matemático propuesto 
de credit scoring permite identificar la probabilidad de impago de clientes 
recurrentes en el otorgamiento de créditos", es aceptable. Ya que según lo analizado 
en el Capítulo V, el modelo propuesto permite calcular la probabilidad de impago de 
un cliente. 
4. Se desarrolló y evaluó el modelo de credit scoring obtenido en base al modelo 
matemático Logit, el cual permitió obtener resultados (Capítulo V) relativamente 
aceptables (R2 de Me Fadden de 0.003529 y 56% de predicciones correctas), esto se 
justifica, debido a la data utilizada para generar el modelo, ya que en algunos casos 
la data que representaba los resultados de la variable a evaluar no eran los esperados. 
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5. El modelo obtenido aún es mejorable, a partir de la constatación de que aún 
existen algunas debilidades en la información analizada y variables no consideradas. 
En particular, se careció de datos reales para determinar la rentabilidad real del 
negocio financiado, la rentabilidad del cliente, además del histórico que ha tenido 
este en la entidad financiera y principalmente la variable dependiente que indica la 
característica correcta del comportamiento histórico del cliente, las cuales en esta 
data generada no se cumplen en su totalidad. 
6. A pesar que el- modelo seleccionado tiene como función principal la 
interacción de dos variables, el proceso por el cual, el modelo fue obtenido se realizó 
correctamente y fue analizado de igual forma, ya que las variables gasto mensual del 
cliente (CANT_GAS_CLI) y la variable cantidad de años como cliente 
(CANT _ ANIO _ CLIE) tienen sus efectos marginales como se esperaban. Analizando 
así los factores que determinan la probabilidad de impago de un cliente. 
7. En concreto, La investigación se orientó a estimar la probabilidad de 
incumplimiento de pago de un cliente recurrente ante la solicitud de un crédito 
microempresarial, en función de una serie de características, utilizando la 
metodología de credit scoring aplicándola a datos generados mediante números 
aleatorios, generados de acuerdo a la teoría de simulación de sistemas. Finalmente 
estos datos fueron procesados mediante un software estadístico llamado Eviews, que 
además de los conocimientos estadísticos y econométricos aprendidos, permitieron 
generar, analizar y seleccionar las variables determinísticas, que finalmente dan 
como resultado un modelo matemático logit , capaz de determinar la probabilidad de 
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impago de un cliente recurrente, objetivo principal de este trabajo, el cual se presenta 
en forma de ecuación a continuación: 
( 
e-(x+y•AÑOSCOMOCLIENTE+z•GASTOMENSUALCLIENTE) ) 
p .J.= 1 - 1 + e-(x+y•AÑOSCOMOCLIENTE+z•GASTOMENSUASCLJENTE) 
Donde: 
P.l = Probabilidad de impago 
X = -0.3695992 
y = -0.0400332 
z = 0.0001728 
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RECOMENDACIONES 
l. Utilizar el proceso para el diseño y desarrollo empleado, para generar 
diferentes modelos matemáticos de credit scoring, analizando y utilizando 
información real, acompañada del monitoreo y apoyo de la institución financiera a 
estudiar. 
2. En lo que respecta específicamente a la etapa de selección crediticia, es 
conveniente adoptar sistemas de información que permitan un acercamiento lo más 
estrecho posible a la capacidad y la voluntad de pago de los clientes. 
3. Respecto de la capacidad de pago, es importante la construcción de un flujo 
de caja con dimensión económica personal y familiar; balances y estados de 
resultados proyectados para una adecuada filtración de clientes. Además se sugiere 
a las cajas municipales que se actualice los expedientes de los clientes con impagos, 
para conocer sus causas y ser objetivo de estudio. 
4. Además de la capacidad de pago, es importante también contar con 
referencias sobre su solvencia moral y su comportamiento crediticio pasado; esto 
supone acceder a centrales de riesgo apropiadas. Hay que tener en cuenta también el 
escaso acceso de los pequeños empresarios al sistema financiero formal, por lo cual 
la información de las centrales de riesgo será insuficiente si no se complementa con 
otras fuentes. La sugerencia, por lo tanto, sería consultar directamente una central de 
riesgos centralizada como la proporcionada por la SBS, u otras instituciones serias y 
confiables. 
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5. Se recomienda la elaboración de un sistema de información completo y 
actualizado, así como el tratamiento de éste a fin de darle un valor agregado para la 
toma de decisiones en el proceso crediticio. Esto supone la modelación en sí, del 
riesgo crediticio o de la probabilidad de incumplimiento de pago de los clientes, a 
fin de decidir el otorgamiento del crédito. Es decir, implementar un sistema de credit 
scoring microempresarial. 
6. Se debe interceder ante los respectivos estamentos para que en el menor 
tiempo posible se logre contar con un sistema y servicio de informática que responda 
a las alturas de las exigencias que el momento amerita; y así poder hacer frente a la 
competencia. 
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ANEXOS 
Anexo 1: Variables de modelos de credit scoring tomados como antecedentes 
Altman 1968 
Técnica matemática: Análisis discriminante 
Variable analizada :_Quiebra 
Variables consideradas BAIT/activo total 
Capital de trabajo/activo total Valor mercado capital 1 valor contable de la deuda 
Beneficios retenidos/activo total Ventas/activo total 
Deakin 1972 
Análisis discriminante 
Variable analizada : Incidentes de pago 
Cash-flow/deuda total Caja/activo total 
Beneficio neto/activo total Activo circulante/pasivo circulante 
Deuda total7activo total Caja/pasivo circulante 
Activo circulante/activo total Activo circulante! ventas 
Activo disponible/activo total Activo disponible/ventas 
Capital de trabajo/activo total Capital de trabajo/ventas 
Caja/ventas 
Zollinaer 1982 
Análisis discriminante 
Variable analizada : Incidentes de J:lll&O 
Ventas Fondo de rotación/meses. De financ. 
BAIT/valor de la producción Activo neto/pasivo 
Auto financiación/ventas Fondos propios/deudas 
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Steenackers y Goovaerts 1989 
Regresión logística 
Variable analizada : calificación de pago 
Tiempo en el traba,jo actual Destino del préstamo 
Ingresos mensuales Estado civil 
Gastos mensuales Nacionalidad 
Propiedad de la vivienda Sexo 
Experiencia como prestatario Número de hijos 
Créditos concedidos con anterioridad Edad 
Duración del prestamos · Tenencia de teléfono 
Cantidad del préstamo Región geográfica 
Sector privado 1 sector publico Profesión 
Gardner y Milis 1989 
Regresión logística 
Variable analizada : probabilidad de incurrir en morosidad 
Ratio montante/valor de prestamos Edad del prestamista 
Ratio pago inicial/ingresos Número de trabajadores 
Duración del préstamo Numero de créditos vigentes 
Tiempo del préstamo en morosidad Fecha de la morosidad 
Destino del préstamo Cambios en el estado civil 
Tasa de interés Motivos de la morosidad 
Edad de la compaftía Existencia de morosidad anterior 
Deterioro de las condiciones de la zona de la 
Localización geográfica de la compaftía compaftía 
Situación laboral del prestamista 
Falbo 1991 
Análisis discriminante 
Variable analizada : Quiebra 
Deuda total/capital Beneficio bruto/gastos financieros 
Porcentaje de variación del valor afiadido Liras /volumen de negocio 
Amortización acumulada inmovilizado 1 
Beneficio bruto/ volumen de negocio inversión en capital 
Producción terminada /compras Valor aftadido 1 volumen de negocio 
Fondos propios/activo total Capital de trabajo 1 deuda a largo plazo 
Beneficio neto/ deuda total Amortización técnica/inversión en capital 
Deudas comerciales 1 compras Amortización técnica 1 valor aftadido 
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Vis!BDO 1993 
Análisis discriminante 
Variable analizada : Cliente pagador o fallido 
Sexo Lugar de la primera reunión 
Edad Donaciones 
Estado civil Intervienen donantes en la primera reunión 
Proximidad a la entidad Iniciativa en la solicitud 
Agricultura Lugar de la negociación 
Cría de ganando Lugar del desembolso 
Comercio Lugar del reembolso 
Jubilado Resp_onsabilidad en el desembolso 
Nivel tecnológico Cuantía del prestamos 
Flexibilidad estructural Cuantía concedida 1 cuantía solicitada 
Dependencia del tiempo Forma del desembolso del préstamo 
Fuente de ingreso Reembolso monetario 
Ingresos monetarios Reembolso mediante salario o pensión 
Acceso al mercado Reembolso directo mediante las ventas 
Tomador de precios Duración del prestamos en meses 
Ingreso mínimo periódico/cuantía del 
1 prestamos Periodicidad de las cuotas 
Ingresos anuales 1 deuda anual vencida Días de retraso del desembolso 
Total activo Criterio de determinación de la cuantía 
Tipo de tierra Tipo de interés del préstamo 
Teléfono Tipo de interés compuesto del prestamos 
Prestamos refinanciados Hipotecario 
Prestamos actualmente vencidos Declaración jurada de bienes 
Total deuda Garantía de mercado 
Total deuda]ltotal activos Garantía personal 
Otros préstamos bancarios Impagos pasados 
Prestamos con otros bancos/cantidad del 
lJ¡royecto Prestamos actuales en la entidad 
Porcentaje de autofinanciación Cuentas de ahorro en la entidad 
Asociado al organismo GV Calidad de la información 
Proyectos del sector publico Fuente de la información 
Donaciones exteriores al proyecto Empresa de reciente creación 
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Schneider 1999 
No definido 
Variable analizada : Calificación de pago 
Créditos previos Garantía 
Meses desde primer crédito Sucursal 
Duración del atraso máximo en el crédito previo Experiencia del oficial de crédito 
Numero de atrasos en el crédito previo Oficial de crédito 
Genero Año de desembolso 
Sector Mes del desembolso 
Monto desembolsado 
Lee2002 
Análisis discriminante y red neuronal 
Variable analizada : Calificación de pago 
Sexo Puesto de traba,jo 
Edad Ingresos anuales 
Estado civil Estado residencial 
Nivel educativo Límites de crédito 
Ocupación 
Jacobsonvltoszbach 2003 
Re11;resión probit 
Variable analizada : concesión o rechazo de crédito 
Edad Gastos anuales declarados al fisco 
Sexo Tenencia de ingresos del capital 
Estado civil Ratio préstamos garantizados/& ingresos 
Propietario de vivienda Tenencia de préstamos garantizados 
Residencia en gran ciudad Cantidad concedida del préstamo 
Número de solicitudes de información a la 
entidad financiera Tiene garantía 
Porcentaje del crédito sobre el límite que 
Registro fiscal del negocio está siendo utilizado 
Ingresos anuales declarados al fisco 
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Vo2el!!esand 2003 
Regresión logística 
Variable analizada : riesgo de impago 
Tiene penalizaciones por retrasos en créditos 
Estado civil anteriores 
Genero Reembolsos semanales 
Créditos impagados en otras entidades 
financieras Reembolsos quincenales 
Logaritmo de la edad del cliente Reembolsos irregulares 
Logaritmo de los ingresos que no proceden 
del nel!;ocio Duración del préstamo en días 
Logaritmo de los ingresos que proceden 
del ne2ocio Numero de rembolsosprogramados 
Promedio de atrasos anteriores Logaritmo del valor de las garantías 
Atraso máximo anterior Existencia de aval 
Logaritmos de los activos del negocio Préstamo desembolsado en Cochabamba 
Ratio pasivo/activo Prestamos desembolsado en Sucre 
Posee prestamos en otras entidades Préstamo desembolsado en Trinidad 
Logaritmo de la anti2üedad del nel!;ocio Préstamo desembolsado en Tarija 
Proporción de clientes con préstamos en 
Sector comercial o producción otras entidades 
Sector servicios o sector producción Renta per cápita de la cartera de IMF 
Logaritmo de cantidad aprobada Tolerancia de uno o dos días de atraso 
Diferencia entre la cantidad aprobada y 
solicitada Número de registros del créditos malos 
Crédito preferencial Ratio de crecimiento trimestral 
Tasa de interés Afio 
Importe de la comisión cargada al 
!préstamo 
Mures2005 
Análisis discriminante y regresión logística 
Variable analizada : calificación de @go 
Ingresos medios mensuales en 
Numero de individuo euros 
Antigüedad en el trabajo en 
Es moroso aílos 
Importe del crédito en miles de euros Posee propiedades 
Duración deJa operación en meses Es nueva su residencia 
1, si el destino de la inversión es la compra o reforma de 
vivienda, O en otro caso Es nuevo cliente 
1, si el destino es la compra de vehículos, O en otro caso Tiene compensaciones 
1, si el destino es la compra de locales comerciales o 
activos para actividad profesional;O en otro caso Numero de cuentas del cliente 
1, si el destino es la cancelación de deuda, O en otro caso Tiene otras operaciones activas 
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1, si el destino de la inversión es mercantil, O en otro 
caso Número total de operaciones 
Importe total de las 
1, si es por iniciativa del cliente,2 de la entidad, 3 operaciones activas en miles de 
campaña de marketing, 4 otra persona, 5 otra entidad euros 
1, si el tipo de interés es fijo.O en otro caso Numero de impagos anteriores 
Duración máximo del retraso 
1, si tiene garantías personales, O en otro caso en meses 
Número de personas a cargo 
Edad del cliente del cliente 
Estado civil Situación laboral 
Diallo2006 
Regresión logística y análisis discriminante 
Variable analizada : probabilidad de impago 
Tiempo en días transcurrido entre la solicitud y la 
concesión del crédito Tasa de interés 
Número de créditos concedidos tras la incorporación a la Cantidad solicitada/cantidad 
IMF aceptada 
Gastos financieros/montante delj>restamos 
Meier y Balke 2006 
Regresión logística 
Variable analizada : probabilidad de impago 
Edad Ratio de endeudamiento 
Montante del crédito Número de empleados del negocio 
Sector de actividad Mora mayor en días 
Importe ventas mensuales Antigüedad del negocio 
Ingresos familiares totales Capacidad de pago 
Gastos familiares totales Garantía 
Dinh y Kleimeir 2007 
Regresión logística 
Variable analizada : probabilidad de impago 
Nivel educativo Destino del crédito 
Genero Tipo de garantía 
Región geográfica Valor estimado de la garantía 
Tiempo en el actual domicilio Duración del préstamo en meses 
Estado residencial Tiempo como cliente de la institución 
Estado civil Número de créditos anteriores 
Numero de dependientes Cuenta corriente 
Teléfono en el domicilio Cuenta de ahorro 
Teléfono móvil 
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Esteve2007 
Análisis discriminante y algoritmo de Kohonen 
Variable analizada : probabilidad de impago 
Año de nacimiento Hipoteca pendiente 
Número de hijos Gastos en hipoteca o alquiler 
Personas dependientes Gastos en prestamos 
Tenencia de teléfono Gastos en compras a plazos 
Renta del cónyuge Gastos en tarietas de crédito 
Renta del cliente Valor del hogar 
Yane 2009 
Regresión logística 
Variable analizada : probabilidad de impago 
Edad del cliente Duración del préstamo 
Total activos Numero de cuotas 
Ratio cuota/ cantidad del préstamo Ratios cuotas impagadas 1 cuotas totales 
Herrán Anticona 2009 
Regresión logística y probabilística 
Variable analizada : probabilidad de impago 
Sexo Tipo de crédito 
Proxy de experiencia Cantidad de cuotas del crédito 
Tipo de financiamiento Número de días de la cuota 
Es refinanciado, normal o castigado 
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Anexo 2: Regresiones bivariables probit 
Dependent Variable: TIPO_eAL_PAGO 
~ethod: ML- Bimuy Probit (Quadratic hill climbing) 
Date: 06/21115 Time: 17:30 
~ample: 1 1500 
ncluded observations: 1500 
k::onvergence achieved after 3 iterations 
k:;ovariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.144172 0.045830 -3.145820 0.0017 
eANT_ANA_EXP 0.010612 0.010737 0.988345 0.3230 
~cFadden R-squared 0.000472 Mean dependent var 0.455333 
~.D. dependent var 0.498167 S.E. ofregression 0.498171 
~kaike info criterion 1.380319 Sum squared resid 371.7656 
~chwarz criterion 1.387403 Log likelihood -1033.239 
IHannan-Quinn criter. 1.382958 Deviance '2066.479 
~estr. deviance 2067.455 Restr. log likelihood -1033.727 
~R statistic 0.976308 Avg. log likelihood -0.688826 
Prob(LR statistic) 0.323112 
Pbs with Dep=O 817 Total obs 1500 
Pbs with Dep=l 683 
Dependent Variable: TIPO_eAL_PAGO 
~ethod: ML - Binary Probit (Quadratic hill climbing) 
bate: 06/21/15 Time: 17:32 
Sample: 1 1500 
ncluded observations: 1500 
k::onvergence achieved after 3 iterations 
k::ovariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.035900 0.048042 -0.747256 0.4549 
eANT_ANIO_eLI -0.024698 0.011499 -2.147809 0.0317 
~cFadden R-squared 0.002247 Mean dependent var 0.455333 ~.D. dependent var 0.498167 S.E. ofregression 0.497563 
~aike info criterion 1.377873 Sum squared resid 370.8584 ~chwarz criterion 1.384957 Log likelihood -1031.405 
IHannan-Quinn criter. 1.380512 Deviance 2062.810 
!Restr. deviance 2067.455 Restr.log likelihood -1033.727 
¡LR statistic 4.645130 Avg. log likelihood -0.687603 
IProb(LR statistic) 0.031142 
Pbs with Dep=O 817 Total obs 1500 
bbs with Deo=l 683 
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pependent Variable: TIPO_eAL_PAGO 
~ethod: ML- Binary Probit (Quadratic hill climbing) 
loate: 06/21115 Time: 17:33 
~ample: 1 1 500 
ncluded observations: 1500 
Convergence achieved after 3 iterations 
Covariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.102699 0.066329 -1.548327 0.1215 
icANT_ANTO_RESID 
E -0.000339 0.002062 -0.164166 0.8696 
~cFadden R-squared 0.000013 Mean dependen! var 0.455333 
~.D. dependen! var 0.498167 S.E. ofregression 0.498329 
~aike info criterion 1.380952 Sum squared resid 372.0006 
Schwarz criterion 1.388036 Log likelihood -1033.714 
Hannan-Quinn criter. 1.383591 Deviance 2067.428 
Restr. deviance 2067.455 Restr. log likelihood -1033.727 
LR statistic 0.026951 Avg. Jog likelihood -0.689143 
Prob(LR statistic) 0.869598 
pbs with Dep='(l 817 Total obs 1500 
pbs with Dep=1 683 
pependent Variable: TIPO_eAL_PAGO 
~ethod: ML - Binary Probit (Quadratic hill climbing) 
loate: 06/21/15 Time: 17:33 
~ample: 1 1500 
ncluded observations: 1500 
lconvergence achieved after 3 iterations 
icovariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.094758 0.038515 -2.460301 0.0139 
eANT_ANIO_TRAB -0.007554 0.009009 -0.838556 0.4017 
~cFadden R-squared 0.000341 Mean dependen! var 0.455333 
~.D. dependen! var 0.498167 S.E. ofregression 0.498217 
~aike info criterion 1.380500 Sum squared resid 371.8334 
Schwarz criterion 1.387585 Log likelihood -1033.375 
flannan-Quinn criter. 1.383140 Deviance 2066.751 
!Restr. deviance 2067.455 Restr. log likelihood -1033.727 
1--R statistic 0.704343 Avg. log likelihood -0.688917 
Prob(LR statistic) 0.401328 
pbs with Dep='(l 817 Total obs 1500 
pbs with Dep= 1 683 
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pependent Variable: TIPO_eAL_PAGO 
Metbod: ML - Binary Probit (Quadratic hill climbing) 
Date: 06/21115 Time: 17:34 
Sample: 1 1500 
ncluded observations: 1500 
eonvergence achieved after 4 iterations 
eovariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.256089 0.152046 -1.684280 0.0921 
eANT_eRE_DEN 0.047883 0.049424 0.968814 0.3326 
McFadden R-squared 0.000454 Mean dependent var 0.455333 
S.D. dependent var 0.498167 S.E. of regression 0.498177 
Akaike info criterion 1.380344 Sum squared resid 371.7735 
Schwarz criterion 1.387428 Log likelihood -1033.258 
Hannan-Quinn criter. 1.382983 Deviance 2066.516 
Restr. deviance 2067.455 Restr. log likelihood -1033.727 
LR statistic 0.938884 Avg. log likelihood -0.688839 
Prob(LR statistic) 0.332565 
Obs with De¡r() 817 Total obs 1500 
Obs with DeJF 1 683 
. 
¡oependent Variable: TIPO_eAL_PAGO 
¡Method: ML - Binary Probit (Quadratic hill climbing) 
pate: 06/21/15 Time: 17:34 
Sample: 1 1500 
ncluded observations: 1500 
Convergence achieved after 5 iterations 
Covariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.010691 0.071861 -0.148778 0.8817 
eANT_eRE_SOLiei 
TO -9.45E-06 5.97E-06 -1.582136 0.1136 
McFadden R-squared 0.001211 Mean dependent var 0.455333 
S.D. dependent var 0.498167 S.E. ofregression 0.497916 
!Akaike info criterion 1.379301 Sum squared resid 371.3852 
Schwarz criterion 1.386385 Log likelihood -1032.476 
!Hannan-Quinn criter. 1.381940 Deviance 2064.951 
~estr. deviance 2067.455 Restr. log likelihood -1033.727 
fLR statistic 2.503829 Avg. log likelihood -0.688317 
IProb(LR statistic) 0.113570 
pbs with DeJFO 817 Total obs 1500 
pbs with DeJF 1 683 
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Dependen! Variable: TIPO_eAL_PAGO 
Method: ML - Bina¡y Probit (Quadratic hill climbing) 
Date: 06/21115. Time: 17:35 
~ample: 1 1500 
ncluded observations: 1500 
Convergence achieved after 4 iterations 
Covariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.161312 0.114648 -1.407020 0.1594 
eANT_EDAD 0.001337 0.002994 0.446694 0.6551 
McFadden R-squared 0.000097 Mean dependen! var 0.455333 
S.D. dependen! var 0.498167 S.E. ofregression 0.498300 
Akaike info criterion 1.380837 Sum squared resid 371.9579 
Schwarz criterion 1.387921 Log likelihood -1033.628 
Hannan-Quinn criter. 1.383476 Deviance 2067.255 
Restr. deviance 2067.455 Restr.1og likelihood -1033.727 
LR statistic 0.199545 Avg. log likelihood -0.689085 
l>rob(LR statistic) 0.655089 
Obs with Dep=O 817 Total obs 1500 
Obs with Dep=1 683 
Dependen! Variable: TIPO_eAL_PAGO 
Method: ML- Bina¡y Probit (Quadratic hill climbing) 
Date: 06/21/15 Time: 17:35 
Sample: 1 1500 
ncluded observations: 1500 
eonvergence achieved after 3 iterations 
eovariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.100345 0.044810 -2.239366 0.0251 
eANT _EDAD _MES -0.003063 0.007993 -0.383192 0.7016 
McFadden R-squared O .000071 Mean dependen! var 0.455333 
S.D. dependen! var 0.498167 S.E. of regression 0.498309 
Akaike info criterion 1.380872 Sum squared resid 371.9711 
Schwarz criterion 1.387956 Log likelihood -1033.654 
Hannan-Quinn criter. 1.383511 Deviance 2067.308 
Restr. deviance 2067.455 Restr. log likelihood -1033.72° 
LR statistic 0.146972 Avg.1og likelihood -0.689103 
Prob(LR statistic) 0.701446 
Obs with Dep=O 817 Total obs 1500 
Obs with Dep= 1 683 
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Dependen! Variable: TIPO_eAL_PAGO 
Method: ML - Binary Pro bit (Quadratic hill climbing) 
Date: 06/21115 Time: 17:36 
Sample: 1 1500 
ncluded observations: 1500 
eonvergence achieved after 4 iterations 
eovariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.187550 0.064571 -2.904539 0.0037 
eANT GARANTIA 7.84E-05 5.81E-05 1.350693 0.1768 
McFadden R-squared 0.000883 Mean dependen! var 0.455333 
S.D. dependen! var 0.498167 S.E. of regression 0.498029 
Akaike info criterion 1.379752 Sum squared resid 371.5536 
Schwarz criterion 1.386837 Log likelihood -1032.814 
f!annan-Quinn criter. 1.382392 Deviance 2065.629 
Restr. deviance 2067.455 Restr. log likelihood -1033.727 
LR statistic 1.826181 Avg.log likelihood -0.688543 
Prob(LR statistic) 0.176579 
Obs with Dep=O 817 Total obs. 1500 
Obs with Dep= 1 683 
Dependen! Variable: TIPO_eAL_PAGO 
Method: ML - Binary Probit (Quadratic hill climbing) 
Date: 06/21115 Time: 17:36 
Sample: 1 1500 
ncluded observations: 1500 
eonvergence achieved after 4 iterations 
eovariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.304902 0.124728 -2.444530 0.0145 
eANT_GAS_eLI 0.000106 6.63E-05 1.600499 0.1095 
McFadden R-squared 0.001240 Mean dependen! var 0.455333 
S.D. dependen! var 0.498167 S.E. ofregression 0.497903 
Akaike info criterion 1.379261 Sum squared resid 371.3655 
Schwarz criterion 1.386345 Log likelihood -1032.446 
Hannan-Quinn criter. 1.381900 Deviance 2064.891 
Restr. deviance 2067.455 Restr. log likelihood -1033.727 
LR statistic 2.563639 Avg. log likelihood -0.688297 
Prob(LR statistic) 0.109347 
Obs with Dep=O 817 Total obs 1500 
Obs with Dep= 1 683 
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Dependen! Variable: TIPO_eAL_PAGO 
Method: ML - Binary Probit (Quadratic hill climbing) 
Date: 06/21/15 Time: 17:3 7 
Sample: 1 1500 
ncluded observations: 1500 
eonvergence achieved after 4 iterations 
eovariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.282283 0.122844 -2.297892 0.0216 
eANT_GAS_MES 9.44E-05 6.58E-05 1.435807 0.1511 
McFadden R-squared 0.000998 Mean dependent var 0.455333 
S.D. dependen! var 0.498167 S.E. ofregression 0.497986 
Akaike info criterion 1.379595 Sum squared resid 371.4895 
Schwarz criterion 1.386679 Log likelihood -1032.696 
Hannan-Quinn criter. 1.382234 Deviance 2065.392 
Restr. deviance 2067.455 Restr. Jog likelihood -1033.727 
LR statistic 2.063110 Avg. log likelihood -0.688464 
Prob(LR statistic) 0.150902 
Obs with De¡FO 817 Total obs 1500 
Obs with Dep= 1 683 
Dependen! Variable: TIPO_eAL_PAGO 
Method: ML - Binary Probit (Quadratic hill climbing) 
Date: 06/21/15 Time: 17:37 
Sample: 1 1500 
ncluded observations: 1500 
Convergence achieved after 3 iterations 
Covariance matrix computed using second derivatives 
Variable Coefficient Std. Error z-Statistic Prob. 
e -0.090016 0.040012 -2.249700 0.0245 
CANT_ING_eLJ -2.82E-05 2.98E-05 -0.945107 0.3446 
McF adden R -squared 0.000433 Mean dependen! var 0.455333 
S.D. dependen! var 0.498167 S.E. ofregression 0.498187 
~kaike info criterion 1.380373 Sum squared resid 371.7884 
~chwarz criterion 1.387457 Log likelihood -1033.280 
~annan-Quinn criter. 1.383012 Deviance 2066.559 
~estr. deviance 2067.455 Restr. log likelihood -1033.727 
fLR statistic 0.895813 Avg. log likelihood -0.688853 
~b(LR statistic) 0.343907 
pbs with Dep=O 817 Total obs 1500 
pbs with Dep=l 683 
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!Dependen! Variable: TIPO_CAL_PAGO 
¡Method: ML - Binmy Probit (Quadratic hill climbing) 
Date: 06/21115 Time: 17:37 
Sample: 1 1500 
ncluded observations: 1500 
eonvergence achieved after 3 iterations 
eovariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.120941 0.036469 -3.316277 0.0009 
eANT_ING_eONYU 
GE 1.97E-05 3.76E-05 0.524699 0.5998 
McFadden R-squared 0.000133 Mean dependent var 0.455333 
S.D. dependent var 0.498167 S.E. ofregression 0.498287 
Akaike info criterion 1 .380786 Sum squared resid 371.9386 
Schwarz criterion 1.387871 Log likelihood -1033.590 
Hannan-Quinn criter. 1.383426 Deviance 2067.180 
Restr. deviance 2067.455 Restr. log likelihood -1033.727 
LR statistic 0.275207 Avg. log likelihood -0.689060 
Prob(LR statistic) 0.599860 
Obs with Dep=O 817 Total obs 1500 
Obs with Dep= 1 683 
Dependen! Variable: TIPO_eAL_PAGO 
Method: ML - Binmy Probit (Quadratic hill climbing) 
Date: 06/21/15 Time: 17:38 
Sample: 1 1500 
ncluded observations: 1500 
eonvergence achieved after 5 iterations 
eovariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.149104 0.046492 -3.207067 0.0013 
eANT_ING_MES 7.40E-06 6.67E-06 1.109099 0.2674 
McFadden R-squared 0.000594 Mean dependen! var 0.455333 
S.D. dependen! var 0.498167 S.E. ofregression 0.498130 
Akaike info criterion 1.380151 Sum squared resid 371.7034 
Schwarz criterion 1.387235 Log likelihood -1033.113 
Hannan-Quinn criter. 1.382790 Deviance 2066.226 
Restr. deviance 2067.455 Restr.log likelihood -1033.727 
LR statistic 1.228781 Avg. log likelihood -0.688742 
Prob{LR statistic) 0.267644 
Obs with Dep=O 817 Total obs 1500 
Obs with Dep= 1 683 
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pependent Variable: TIPO_eAL_PAGO 
Method: ML - Binruy Probit (Quadratic hill climbing) 
Date: 06/21115 Time: 17:38 
Sample: 1 1500 
ncluded observations: 1500 
~onvergence achieved after 3 iterations 
~ovariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.115322 0.034979 -3.296871 0.0010 
CANT_OTR_eRE 2.82E-05 0.000118 0.238662 0.8114 
McFadden R-squared 0.000028 Mean dependen! var 0.455333 
S.D. dependent var 0.498167 S.E. ofregression 0.498324 
Akaike info criterion 1.380932 Sum squared resid 371.9932 
~chwarz criterion 1.388016 Log likelihood -1033.699 
flannan-Quinn criter. 1.383571 Deviance 2067.398 
~estr. deviance 2067.455 Restr.log likelihood -1033.727 
¡o..R statistic 0.056949 Avg. log likelihood -0.689133 
iJ'rob(LR statistic) 0.811384 
pbs with Dep=O 817 Total obs 1500 
pbs with Dep=l 683 
Dependen! Variable: TIPO_eAL_PAGO 
Method: ML - Binruy Probit (Quadratic hill climbing) 
pate: 06/21/15 Time: 17:39 
~ample: 1 1500 
ncluded observations: 1500 
~onvergence achieved after 5 iterations 
Covariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.316456 0.207240 -1.527007 0.1268 
eANT_PAT_MES 8.12E-05 8.13E-05 0.998131 0.3182 
McFadden R-squared 0.000482 Mean dependen! var 0.455333 
S.D. dependen! var 0.498167 S.E. of regression 0.498171 
Akaike info criterion 1.380305 Sum squared resid 371.7646 
Schwarz criterion 1.387390 Log likelihood -1033.229 
Hannan-Quinn criter. 1.382944 Deviance 2066.458 
Restr. deviance 2067.455 Restr. log likelihood -1033.727 
LR statistic 0.997012 Avg. log likelihood -0.688819 
Prob{LR statistic) 0.318034 
Obs with Dep=O 817 Total obs 1500 
Obs with Dep= 1 683 
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pependent Variable: TIPO_eAL_PAGO 
Method: ML - Binruy Probit (Quadratic hill climbing) 
pate: 06/21115 Time: 17:39 
~ample: 1 1500 
ncluded observations: 1500 
~onvergence achieved after 3 iterations 
~ovariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.102530 0.060202 -1.703085 0.0886 
eANT _VIVIENDA -0.006543 0.034325 -0.190608 0.8488 
~cFadden R-squared 0.000018 Mean dependen! var 0.455333 
S.D. dependen! var 0.498167 S.E. of regression 0.498327 
f'\kaike info criterion 1.380946 Sum squared resid 371.9983 
Schwarz criterion 1.388030 Log likelihood -1033.709 
!Hannan-Quinn criter. 1.383585 Deviance 2067.419 
¡Restr. deviance 2067.455 Restr. log likelihood -1033.727 
~R statistic 0.036332 Avg. log likelihood -0.689140 
~ob(LR statistic) 0.848831 
pbs with Dep=O 817 Total obs 1500 
pbs with De¡r1 683 
pependent Variable: TIPO_eAL_PAGO 
~ethod: ML - Binruy Probit (Quadratic hill climbing) 
pate: 06/21/15 Time: 17:41 
~ample: 1 1500 
ncluded observations: 1500 
~onvergence achieved after 3 iterations 
~ovariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.107929 0.032803 -3.290232 0.0010 
Sl_eONVENIO -0.191378 0.220926 -0.866254 0.3864 
~cFadden R-squared 0.000366 Mean dependen! var 0.455333 
~.D. dependen! var 0.498167 S.E. ofregression 0.498209 
f'\kaike info criterion 1.380466 Sum squared resid 371.8220 
~chwarz criterion 1.387550 Log likelihood -1033.349 
!Hannan-Quinn criter. 1.3831 OS Deviance 2066.699 
¡Restr. deviance 2067.455 Restr. log likelihood -1033.727 
~R statistic 0.756319 Avg.log likelihood -0.688900 
~ob(LR statistic) 0.384483 
pbs with Dep=O 817 Total obs 1500 
pbs with De¡r1 683 
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Dependent Variable: TIPO_eAL_PAGO 
Method: ML- Binary Probit (Quadratic hill climbing) 
Date: 06/21/15 Time: 17:41 
Sample: 1 1500 
Included observations: 1500 
eonvergence achieved after 3 iterations 
eovariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.138325 0.050964 -2.714180 0.0066 
SI FIJO 0.043940 0.066076 0.665000 0.5061 
McFadden R-squared 0.000214 Mean dependent var 0.455333 
S.D. dependent var 0.498167 S.E. ofregression 0.498260 
Akaike info criterion 1.380675 Sum squared resid 371.8977 
Schwarz criterion 1.387759 Log Iikelihood -1033.506 
Hannan-Quinn criter. 1.383314 Deviance 2067.013 
Restr. deviance 2067.455 Restr.log Iikelihood -1033.727 
1..R statistic 0.'442321 Avg. log likelihood -0.689004 
Prob(LR statistic) 0.506004 
Pbs with Dep=O 817 Total obs 1500 
Obs with De¡F 1 683 
Dependent Variable: TIPO_eAL_PAGO 
Method: ML - Binary Probit (Quadratic hill climbing) 
Date: 06/21115 Time: 17:42 
Sample: 1 1500 
ncluded observations: 1500 
eonvergence achieved after 3 iterations 
eovariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.152632 0.072069 -2.117853 0.0342 
SI_ GARANTIA 0.050722 0.080706 0.628485 0.5297 
McFadden R-squared 0.000191 Mean dependent var 0.455333 
S.D. dependent var 0.498167 S. E. of regression 0.498268 
~kaike info criterion 1.380706 Sum squared resid 371.9095 
~chwarz criterion 1.387791 Log 1ikelihood -1033.530 
lflannan-Quinn criter. 1.383346 Deviance 2067.060 
!Restr. deviance 2067.455 Restr. log likelihood -1033.727 
LR statistic 0.395269 Avg. log likelihood -0.689020 
Proh(LR statistic) 0.529543 
Obs with Dep=O 817 Total obs 1500 
pbs with De¡F 1 683 
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Dependen! Variable: TIPO_eAL_PAGO 
Metbod: ML - Binary Probit (Quadratic hill climbing) 
Date: 06/21/15 Time: 17:42 
Sample: 1 1500 
ncluded observations: 1500 
eonvergence achieved after 3 iterations 
eovariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.119509 0.034945 -3.419883 0.0006 
SI_OTR_eRE 0.052858 0.093925 0.562772 0.5736 
McFadden R-squared 0.000153 Mean dependen! var 0.455333 
S.D. dependen! var 0.498167 S.E. ofregression 0.498281 
Akaike info criterion 1.380759 Sum squared resid 371.9287 
Schwarz criterion 1.387843 Log likelihood -1033.569 
Hannan-Quinn criter. 1.383398 Deviance 2067.138 
Restr. deviance · 2067.455 Restr. log likelihood -1033.727 
LR statistic 0.316584 Avg. log likelihood -0.689046 
Prob(LR statistic) 0.573668 
Obs witb Dep=O 817 Total obs 1500 
Obs witb Dep= 1 683 
Dependen! Variable: TIPO_eAL_PAGO 
Method: ML - Binary Probit (Quadratic hill climbing) 
Date: 06/21/15 Time: 17:43 
Sample: 1 1500 
ncluded observations: 1500 
Convergence achieved after 3 iterations 
Covariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.123350 0.051265 -2.406101 0.0161 
SI_TRAB 0.018599 0.066200 0.280958 0.7787 
McFadden R-squared 0.000038 Mean dependen! var 0.455333 
S.D. dependen! var 0.498167 S.E. ofregression 0.498320 
!Akaike info criterion 1.380917 Sum squared resid 371.9878 
Schwarz criterion 1.388002 Log likelihood -1033.688 
IHannan-Quinn criter. 1.383556 Deviance 2067.376 
!Restr. deviance 2067.455 Restr. Jog likelihood -1033.727 
fLR statistic 0.078943 Avg. log likelihood -0.689125 
!Prob(LR statistic) 0.778734 
pbs with Dep=O 817 Total obs 1500 
pbs with Dep=1 683 
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¡oependent Variable: TIPO_eAL_PAGO 
~ethod: ML - Binary Probit (Quadratic hill climbing) 
!Date: 06/21115 Time: 17:43 
~ample: 1 1500 
ncluded observations: 1500 
[convergence achieved after 3 iterations 
~ovariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.092674 0.071514 -1.295896 0.1950 
TIPO_ AeADEMieO -0.007835 0.025581 -0.306271 0.7594 
~cFadden R-squared 0.000045 Mean dependen! var 0.455333 
~.D. dependen! var 0.498167 S.E. ofregression 0.498318 
!Akaike info criterion 1.380907 Sum squared resid 371.9842 
~chwarz criterion 1.387992 Log likelihood -1033.681 
¡tlannan-Quinn criter. 1.383547 Deviance 2067.361 
~estr. deviance 2067.455 Restr. log likelihood -1033.727 
~R statistic 0.093814 Avg. log likelihood -0.689120 
rrob(LR statistic) 0.759383 
pbs with Dep=O 817 Total obs 1500 
pbs with Dep=1 683 
¡oependent Variable: TIPO_eAL_PAGO 
~ethod: ML - Binary Probit (Quadratic hill climbing) 
!Date: 06/21115 Time: 17:44 
~ample: 1 1500 
ncluded observations: 1500 
[convergence achieved after 3 iterations 
~ovariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.059987 0.068555 -0.875023 0.3816 
TIPO_eAL_eMAe -0.037791 0.043728 -0.864220 0.3875 
McFadden R-squared 0.000361 Mean dependen! var 0.455333 
~.D. dependen! var 0.498167 S.E. ofregression 0.498209 
Akaike info criterion 1.380472 Sum squared resid 371.8220 
Schwarz criterion 1.387556 Log likelihood -1033.354 
Hannan-Quinn criter. 1.383111 Deviance 2066.708 
~estr. deviance 2067.455 Restr. log likelihood -1033.727 
1--R statistic O. 7 46788 Avg. log likelihood -0.688903 
rrob(LR statistic) 0.387495 
Obs with Dep=O 817 Total obs 1500 
Obs with Dep= 1 683 
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¡Dependent Variable: TIPO_eAL_PAGO 
IMethod: ML - Binary Probit (Quadratic hill climbing) 
pate: 06/21115 Time: 17:44 
Sample: 1 1500 
ncluded observations: 1500 
Convergence achieved after 4 iterations 
Covariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.019930 0.150324 -0.132581 0.8945 
TIPO_eAL_SBS -0.026627 0.042362 -0.628551 0.5296 
iMcF adden R -squared 0.000191 Mean dependent var 0.455333 
~.D. dependent var 0.498167 S.E. ofregression 0.498267 
~aike info criterion 1.380707 Sum squared resid 371.9090 
Schwarz criterion 1.387791 Log likelihood -1033.530 
Hannan-Quinn criter. 1.383346 Deviance 2067.060 
Restr. deviance 2067.455 Restr. log likelihood -1033.727 
LR statistic 0.394963 Avg. log likelihood -0.689020 
Prob(LR statistic) 0.529702 
pbs with Dep=O 817 Total obs 1500 
pbs with Dep= 1 683 
pependent Variable: TIPO_eAL_pAGO 
!Method: ML - Binary Probit (Quadratic hill climbing) 
pate: 06/21115 Time: 17:44 
~ample: 1 1500 
ncluded observations: 1500 
[convergence achieved after 3 iterations 
[covariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.059742 0.069486 -0.859782 0.3899 
TIPO_CIVIL -0.020321 0.023813 -0.853365 0.3935 
iMcF adden R -squared 0.000352 Mean dependent var 0.455333 
S.D. dependent var 0.498167 S.E. ofregression 0.498212 
~aike info criterion 1.380484 Sum squared resid 371.8264 
Schwarz criterion 1.387569 Log likelihood -1033.363 
~annan-Quinn criter. 1.383124 Deviance 2066.727 
~estr. deviance 2067.455 Restr. log likelihood -1033.727 
fLR statistic 0.728193 Avg. log likelihood -0.688909 
IProb(LR statistic) 0.393469 
pbs with Dep=O 817 Total obs 1500 
pbs with Dep=l 683 
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Dependent Variable: TIPO_eAL_PAGO 
Metbod: ML - Binary Probit (Quadmtic hill climbing) 
Date: 06/21/15 Time: 17:45 
Sample: 1 1500 
ncluded observations: 1500 
eonvergence achieved after 3 iterations 
eovariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.146167 0.064753 -2.257280 0.0240 
TIPO_eRE 0.025398 0.041892 0.606273 0.5443 
McFadden R-squared 0.000178 Mean dependent var 0.455333 
S.D. dependent var 0.498167 S.E. ofregression 0.498272 
Akaike info criterion 1.380725 Sum squared resid 371.9156 
Schwarz criterion 1.387809 Log likelihood -1033.544 
Hannan-Quinn criter. 1.383364 Deviance 2067.087 
Restr. deviance 2067.455 Restr. log likelihood -1033.727 
LR statistic 0.367651 Avg. log likelihood -0.689029 
Prob(LR statistic) 0.544287 
Obs with Dep=O 817 Total obs 1500 
pbs witb Dep= 1 683 
¡oependent Variable: TIPO_eAL_pAGO 
!Metbod: ML- Binary Probit (Quadmtic hill climbing) 
!Date: 06/21/15 Time: 17:45 
~ample: 1 1500 
ncluded observations: 1500 
Convergence achieved after 3 iterations 
Covariance matrix computed using second derivatives 
Variable eoefficient Std. Error z-Statistic Prob. 
e -0.061076 0.050532 -1.208666 0.2268 
TIPO SEXO -0.086911 0.065913 -1.318566 0.1873 
!McFadden R-squared 0.000841 Mean dependent var 0.455333 
~.D. dependent var 0.498167 S.E. ofregression 0.498044 
~kaike info criterion 1.379811 Sum squared resid 371.5759 
~chwarz criterion 1.386895 Log likelihood -1032.858 
iflannan-Quinn criter. 1.382450 Deviance 2065.716 
~estr. deviance 2067.455 Restr.log likelihood -1033.727 
~R statistic 1.738653 Avg.log likelihood -0.688572 
rrob(LR statistic) 0.187310 
pbs witb Dep=O 817 Total obs 1500 
pbs with Dep=l 683 
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Dependent Variable: TIPO_CAL_PAGO 
Method: ML - Binary Probit (Quadratic hill climbing) 
Date: 06/21115 Time: 17:45 
Sample: 1 1500 
ncluded observations: 1500 
Convergence achieved after 3 iterations 
~ovariance matrix computed using second derivatives 
Variable . Coefficient Std. Error z-Statistic Prob. 
e -0.057111 0.062109 -0.919534 0.3578 
TIPO_ VIVIENDA -0.043930 0.042254 -1.039643 0.2985 
~cFadden R-squared 0.000523 Mean dependent var 0.455333 
S.D. dependent var 0.498167 S.E. ofregression 0.498153 
Akaike info criterion 1.380249 Sum squared resid 371.7389 
~chwarz criterion 1.387334 Log likelihood -1033.187 
~annan-Quinn criter. 1.382888 Deviance 2066.374 
~estr. deviance 2067.455 Restr.log likelihood -1033.727 
fLR statistic 1.080898 Avg. log likelihood -0.688791 
frob(LR statistic) 0.298497 
Obs with Dep=O 817 Total obs 1500 
Obs with Dep=1 683 
Anexo 3: Matriz de correlación entre variables exógenas seleccionadas 
CANT_ANI CANT ANIO R CANT_ANIO_ CANT CRE CANTE 
- -O CLI ES IDE TRAB DEN DAD 
CANT_ANIO_C 
Ll 1.000.000 -0.032536 -0.035728 -0.005566 0.030477 
CANT_ANIO_R 
ES IDE -0.032536 1.000.000 0.005988 -0.005644 0.018858 
CANT_ANIO_T 
RAB -0.035728 0.005988 1.000.000 0.051768 -0.022049 
CANT_CRE_DE 
N -0.005566 -0.005644 0.051768 1.000.000 0.010943 
CANT EDAD 0.030477 0.018858 -0.022049 0.010943 1.000.000 
CANT_EDAD_ 
MES 0.011606 -0.017100 -0.024678 -0.010303 0.002684 
CANT_GAS_CL 
I 0.009677 -0.026504 -0.003108 -0.036513 -0.028065 
CANT_GAS_M 
ES -0.025980 -0.003846 -0.015216 -0.018029 -0.042409 
CANT_ING_CL 
I -0.014347 -0.029369 0.344653 -0.007297 -0.009626 
CANT OTR C 
- -
RE -0.019674 0.021908 0.016290 -0.013502 -0.000386 
SI CONVENIO -0.043248 -0.002031 -0.012052 -0.000928 -0.018717 
Continua 
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SI FIJO 0.015392 -0.016819 0.009408 0.021589 -0.029465 
SI OTR CRE -0.038313 0.012541 0.006808 -0.011275 -0.015484 
TIPO_ACADE 
MICO 0.006475 0.004767 -0.051922 -0.024785 -0.009342 
TIPO_CAL_CM 
AC 0.021854 0.019044 0.002987 -0.029183 -0.036588 
TIPO CAL SBS 0.020573 0.004335 0.019202 -0.003714 0.041990 
TIPO CRE -0.031863 0.027618 -0.025562 -0.035457 -0.032075 
TIPO SEXO -0.028480 0.015046 0.028598 -0.011432 0.002229 
CANT_EDAD CANT_GAS CANT_GAS 
-
CANT_ING CANT_OTR_ 
MES CLI MES CLI CRE 
CANT_ANIO_C 
Ll 0.011606 0.009677 -0.025980 -0.014347 -0.019674 
CANT_ANIO_R 
ES !DE -0.017100 -0.026504 -0.003846 -0.029369 0.021908 
CANT_ANIO_T 
RAB -0.024678 -0.003108 -0.015216 0.344653 0.016290 
CANT_CRE_DE 
N -0.010303 -0.036513 -0.018029 -0.007297 -0.013502 
CANT EDAD 0.002684 -0.028065 -0.042409 -0.009626 -0.000386 
CANT_EDAD_ 
MES 1.000.000 0.008571 0.024161 -0.063861 -0.023495 
CANT_GAS_CL 
1 0.008571 1.000.000 -0.019324 -0.013207 -0.005020 
CANT_GAS_ME 
S 0.024161 -0.019324 1.000.000 -0.021512 -0.028906 
CANT ING CLI -0.063861 -0.013207 -0.021512 1.000.000 -0.001980 
CANT_OTR_CR 
E -0.023495 -0.005020 -0.028906 -0.001980 1.000.000 
SI CONVENIO 0.031209 0.009850 -0.014276 -0.011586 0.030588 
SI FIJO -0.018212 0.023468 -0.036756 0.010504 0.030035 
SI OTR CRE -0.005535 0.012709 0.043647 -0.028004 0.033381 
TIPO_ACADEM 
!CO -0.004122 0.053826 0.019243 -0.042661 -0.035225 
TIPO_ CAL_ CM 
AC -0.047976 0.021730 -0.033587 0.033162 0.017030 
TIPO CAL SBS -0.016294 -0.000947 -0.011915 0.015575 0.037635 
TIPO CRE 0.023574 -0.003964 0.009931 -0.032070 -0.024443 
TIPO SEXO 0.039850 0.006124 0.028748 0.039939 -0.044536 
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SI_CONVE SI_OTR_C TIPO_ACADE TIPO_CAL_C 
NIO SI FIJO RE MICO MAC 
CANT ANIO CL 
- -
1 -0.043248 0.015392 -0.038313 0.006475 0.021854 
CANT_ANIO_RE 
SIDE -0.002031 -0.016819 0.012541 0.004767 0.019044 
CANT ANIO TR 
- -
AB -0.012052 0.009408 0.006808 -0.051922 0.002987 
CANT CRE DEN -0.000928 0.021589 -0.011275 -0.024785 -0.029183 
CANT EDAD -0.018717 -0.029465 -0.015484 -0.009342 -0.036588 
CANT_EDAD_M 
ES 0.031209 -0.018212 -0.005535 -0.004122 -0.047976 
CANT GAS CLI 0.009850 0.023468 0.012709 0.053826 0.021730 
CANT GAS MES -0.014276 -0.036756 0.043647 0.019243 -0.033587 
CANT ING CLI -0.011586 0.010504 -0.028004 -0.042661 0.033162 
CANT OTR CRE 0.030588 0.030035 0.033381 -0.035225 0.017030 
SI CONVENIO 1.000.000 -0.029150 0.042960 0.029121 -0.036317 
SI FIJO -0.029150 1.000.000 -0.051003 -0.033131 -0.036544 
SI OTR CRE 0.042960 -0.051003 1.000.000 -0.031964 0.064632 
TIPO_ACADEMI 
co 0.029121 -0.033131 -0.031964 1.000.000 -0.043794 
TIPO_CAL_CMA 
e -0.036317 -0.036544 0.064632 -0.043794 1.000.000 
TIPO CAL SBS 0.012628 -0.028768 -0.028970 -0.055220 -0.006449 
TIPO CRE -0.037299 0.049152 -0.011710 0.020499 -0.008418 
TIPO SEXO 0.017870 0.024570 3.14E-05 0.022944 -0.033411 
TIPO CAL SBS TIPOCRE TIPO SEXO 
CANT ANIO CLI 0.020573 -0.031863 -0.028480 
CANT ANIO RESIDE 0.004335 0.027618 0.015046 
CANT ANIO TRAB 0.019202 -0.025562 0.028598 
CANT CRE DEN -0.003714 -0.035457 -0.011432 
CANT EDAD 0.041990 -0.032075 0.002229 
CANT EDAD MES -0.016294 0.023574 0.039850 
CANT GAS CLI -0.000947 -0.003964 0.006124 
CANT GAS MES -0.011915 0.009931 0.028748 
CANT ING CLI 0.015575 -0.032070 0.039939 
CANT OTR CRE 0.037635 -0.024443 -0.044536 
SI CONVENIO 0.012628 -0.037299 0.017870 
SI FIJO -0.028768 0.049152 0.024570 
SI OTR CRE -0.028970 -0.011710 3.14E-05 
TIPO ACADEMICO -0.055220 0.020499 0.022944 
TIPO CAL CMAC -0.006449 -0.008418 -0.033411 
TIPO CAL SBS 1.000.000 -0.030775 -0.012305 
TIPO CRE -0.030775 1.000.000 -0.013327 
TIPO SEXO -0.012305 -0.013327 1.000.000 
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Anexo 4: Estimación multivariable modelo probit para selección de variables 
Dependent Variable: TIPO_CAL_PAGO 
Method: ML - Binary Probit (Quadratic hill climbing) 
Date: 06/21115 Time: 23:47 
Sample: 1 1500 
ncluded observations: 1500 
Convergence achieved after 5 iterations 
Covariance matrix computed using second derivatives 
Variable Coefficient Std. Error z-Statistic Prob. 
e -0.427471 0.339732 -1.258258 0.2083 
CANT ANIO CLI -0.025300 0.011574 -2.185861 0.0288 
CANT_ANIO_RESID 
E -0.000400 0.002076 -0.192662 0.8472 
CANT_ANIO_TRAB -0.006429 0.009662 -0.665393 0.5058 
CANT_GAS_CLI 0.000116 6.68E-05 1.733381 0.0830 
CANT_GAS_MES 9.61E-05 6.63E-05 1.448841 0.1474 
CANT_ING_CLI -1.84E-05 3.20E-05 -0.573292 0.5664 
CANT_OTR_CRE 2.71E-05 0.000119 0.227764 0.8198 
SI_CONVENIO -0.204325 0.222240 -0.919387 0.3579 
SI_}'IJO 0.043975 0.066838 0.657938 0.5106 
SI_OTR_CRE 0.046532 0.095161 0.488984 0.6249 
TIPO _ACADEMICO -0.010753 0.025882 -0.415452 0.6778 
TIPO_CAL_CMAC -0.037860 0.044229 -0.855993 0.3920 
TIPO_CAL_SBS -0.023953 0.042822 -0.559372 0.5759 
TIPO_SEXO -0.090736 0.066475 -1.364959 0.1723 
CANT_EDAD_MES -0.003356 0.008078 -0.415397 0.6779 
CANT_EDAD 0.001831 0.003017 0.607117 0.5438 
CANT_CRE_DEN 0.051394 0.049814 1.031717 0.3022 
TIPO_CRE 0.019843 0.042282 0.469305 0.6389 
IMcFadden R-squared 0.008310 Mean dependen! var 0.455333 
~.D. dependen! var 0.498167 S.E. of regression 0.498307 
jAkaike info criterion 1.392183 Sum squared resid 367.7476 
~chwarz criterion 1.459484 Log likelihood -1025.137 
Hannan-Quinn criter. 1.417255 Deviance 2050.275 
Restr. deviance 2067.455 Restr. Jog Iikelihood -1033.727 
LR statistic 17.17998 Avg. log likelihood -0.683425 
~b(LR statistic) 0.510765 
pbs with Dep=O 817 Total obs 1500 
pbs with Dep=1 683 
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Anexo 5: Expectativa de predicción de modelos propuestos 
Expectation-Prediction Evaluation for Binruy Specification 
Equation: PROBIT2 
Oáte: 06/22/15 Time: 14:46 
Success cutoff: C = 0.5 
Estimated Equation Constant Probability 
Dep=O Dep=l Total Dep=O Dep=l Total 
P(Dep= 1 )<=C 776 631 1407 817 683 1500 
P(Dep=I)>C 41 52 93 o o o 
Total 817 683 1500 817 683 1500 
Correct 776 52 828 817 o 817 
% Correct 94.98 7.61 55.20 100.00 0.00 54.47 
% Incorrect 5.02 92.39 44.80 0.00 100.00 45.53 
Total Gain* -5.02 7.61 0.73 
Percent 
Gain** NA 7.61 1.61 
Estimated Equation Constant Probability 
Dep=O Dep=1 Total Dep=O Dep=l Total 
E(#of 
Dep=O) 446.78 370.20 816.98 444.99 372.01 817.00 
E(#of 
Dep=l) 370.22 312.80 683.02 372.oJ 310.99 683.00 
Total 817.00 683.00 1500.00 817.00 683.00 1500.00 
Correct 446.78 312.80 759.58 444.99 310.99 755.99 
%Correct 54.69 45.80 50.64 54.47 45.53 50.40 
% Incorrect 45.31 54.20 49.36 45.53 54.47 49.60 
Total Gain* 0.22 0.26 0.24 
Percent 
Gain•• 0.48 0.49 0.48 
*Change in"% Correct" from default (constan! probability) specification 
**Percent of incorrect ( defau1t) prediction corrected by equation 
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Expectation-Prediction Evaluation for Binary Specification 
~uation: LOGIT2 
Date: 06/22115 Time: 00:15 
Success cutoff: C = 0.5 
Estimated Equation Constant Probability 
Dep=O Dep=l Total Dep=O Dep=l Total 
P(Dep=I)<=C 776 630 1406 817 683 1500 
P(Dep=1)>C 41 53 94 o o o 
Total 817 683 1500 817 683 1500 
Correct 776 53 829 817 o 817 
% Correct 94.98 7.76 55.27 100.00 0.00 54.47 
% Incorrect 5.02 92.24 44.73 0.00 100.00 45.53 
Total Gain* -5.02 7.76 0.80 
Percent 
Gain** NA 7.76 1.76 
Estimated Equation Constan! Probability 
Dep=O Dep=l Total Dep=O Dep=l Total 
E(# ofDep=O) 446.79 370.21 817.00 444.99 372.01 817.00 
E(# ofDep=l) 370.21 312.79 683.00 372.01 310.99 683.00 
Total 817.00 683.00 1500.00 817.00 683.00 1500.00 
Correct 446.79 312.79 759.59 444.99 310.99 755.99 
%Correct 54.69 45.80 50.64 54.47 45.53 50.40 
% Incorrect 45.31 54.20 49.36 45.53 54.47 49.60 
Total Gain* 0.22 0.26 0.24 
Percent 
Gain** 0.48 0.48 0.48 
*Change in"% Correct" from default (constant probability) specification 
**Percent ofincorrect (default) prediction corrected by equation 
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Anexo 6: Test de Hosmer- Lemeshow modelos propuestos 
poodness-of-Fit Evaluation for Binary Specification 
~ndrews and Hosmer-Lemeshow Tests 
¡Equation: PROBIT2 
loate: 06/22/15 Time: 00: 17 
prouping based upon predicted risk (randomize ties) 
Quantile ofRisk Dep=O Dep=l Total H-L 
Low High Actual Expect Actual Expect Obs Value 
1 0.3048 0.4095 93 92.7098 57 57.2902 150 0.00238 
2 0.4098 0.4313 86 86.7180 64 63.2820 150 0.01409 
3 0.4313 0.4438 77 84.2409 73 65.7591 150 1.41971 
4 0.4440 0.4531 84 82.7176 66 67.2824 150 0.04433 
5 0.4531 0.4599 92 81.5148 58 68.4852 150 2.95398 
6 0.4600 0.4673 83 80.4908 67 69.5092 150 0.16880 
7 0.4673 0.4744 79 79.3418 71 70.6582 150 0.00313 
8 0.4744 0.4836 78 78.2460 72 71.7540 150 0.00162 
9 0.4837 0.4940 76 76.7231 74 73.2769 150 0.01395 
10 0.4940 0.5347 69 74.2791 81 75.7209 150 0.74323 
Total 817 816.982 683 683.018 1500 5.36521 
H-L Statistic 5.3652 Prob. Chi-Sq(8) 0.7179 
Andrews Statistic 6.9082 Prob. Chi-Sq(l 0) 0.7341 
poodness-of-Fit Evaluation for Binary Specification 
f'\ndrews and Hosmer-Lemeshow Tests 
!Equation: LOGIT2 
pate: 06/22/15 Time: 00:18 
prouping based upon predicted risk (randomize ties) 
Quantile ofRisk Dep=O Dep=l Total H-L 
Low High Actual Expect Actual Expect Obs Value 
1 0.3060 0.4092 93 92.7150 57 57.2850 ISO 0.00229 
2 0.4096 0.4312 8S 86.7406 65 63.2594 ISO 0.08282 
3 0.4312 0.4437 78 84.2S84 72 65.7416 ISO 1.06064 
4 0.4440 0.4530 85 82.7304 65 67.2696 150 0.13884 
5 0.4530 0.4S99 91 8l.S217 59 68.4783 150 2.41394 
6 0.4600 0.4673 83 80.4936 67 69.5064 ISO 0.16842 
7 0.4673 0.4744 79 79.3399 71 70.6601 150 0.00309 
8 0.4745 0.4837 78 78.2387 72 71.7613 150 0.00152 
9 0.4838 0.4941 76 76.7089 74 73.2911 150 0.01341 
10 0.4942 0.53SO 69 74.2527 81 75.7473 150 0.73S84 
Total 817 817.000 683 683.000 1500 4.62082 
H-L Statistic 4.6208 Prob. Chi-Sq(8) 0.7972 
Andrews Statistic 5.5944 Prob. Chi-Sq(i 0) 0.8481 
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Anexo 7: Efectos marginales de variables seleccionadas 
CANT_ANIO_CLI CANT_GAS_CLI 
Mean -0.124262 0.313885 
Median -0.080066 0.313649 
Maxímum -0.040033 0.554465 
Mínimum -0.720594 0.024566 
Std. Dev. 0.114207 0.084653 
Skewness -1.968600 -0.096186 
Kurtosis 7.427585 2.861050 
Jarque-Bera 2194.066 3.519618 
Probability 0.000000 0.172078 
Sum -186.3936 470.8268 
Sum Sq. Dev. 19.55186 10.74194 
Observations 1500 1500 
Jl9 
