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xResumo
Defeitos topolo´gicos sa˜o soluc¸o˜es de equac¸o˜es diferenciais que conectam configura-
c¸o˜es distintas de um sistema. Para modelos unidimensionais essas soluc¸o˜es sa˜o chamadas
de kinks. Com isso, neste trabalho vamos estudar as soluc¸o˜es do tipo torc¸a˜o, denominadas
twistons topolo´gicos e tambe´m investigaremos o comportamento de fe´rmions na presenc¸a
de estruturas do tipo kink. Primeiramente estudaremos os twistons topolo´gicos presentes
no polietileno cristalino que representam uma torc¸a˜o de 180◦ na cadeia de CH2 causando
tambe´m uma contrac¸a˜o do comprimento da mole´cula. Pretendemos enta˜o construir um
modelo efetivo de dois campos que na˜o contenha degeneresceˆncia na energia atrave´s da
aplicac¸a˜o do chamado Me´todo de Extensa˜o, buscando tambe´m obter soluc¸o˜es anal´ıticas
desse modelo. Apo´s este estudo, voltaremos nossas investigac¸o˜es para a ana´lises de fe´rmi-
ons na presenc¸a de kinks com o objetivo de obter um controle da energia de limiar (gap
de energia onde residem os estados ligados) usando dois campos escalares.
PALAVRAS-CHAVE: Defeitos Topolo´gicos, Twistons, Fe´rmions
xi
Abstract
Topological defects are solutions of differential equations that connect distinct con-
figurations of a system. For one-dimensional models these solutions are called kinks. In
this work we will study the twist-like solutions, called topological twistons and also in-
vestigate the behavior of fermions in the presence of kink-like structures. First we will
study the topological twistons present in the crystalline polyethylene which represent a
180◦ twist in the CH2 chain also causing a contraction of the length of the molecule. We
intend to construct an effective model of two fields that does not contain degeneracy in
the energy through the application of the so called Extension Method, also seeking to
obtain analytical solutions of this model. After this study, we will turn our investigations
for fermion analyzes in the presence of kinks in order to control of the threshold energy
(energy gap where bound states reside) using two scalar fields.
KEY WORDS: Topological Defects, Twistons, Fermions
Cap´ıtulo 1
Introduc¸a˜o
Campos escalares teˆm sido usados de va´rias formas em diversos ramos da F´ısica.
Eles representam regio˜es no espac¸o em que cada ponto dessa regia˜o esta´ relacionado com
um escalar. Em Teoria de Campos eles sa˜o associados a part´ıculas de spin 0, que podem
ser descritas pela equac¸a˜o de Klein-Gordon. O campo de Higgs, que faz parte do meca-
nismo gerador de massa das part´ıculas, tambe´m e´ um campo escalar. Podemos entender
campos escalares tambe´m como soluc¸o˜es de equac¸o˜es de movimento de um determinado
sistema F´ısico. Se essas soluc¸o˜es fizerem conexo˜es entre configurac¸o˜es desse sistema, sa˜o
denominadas de defeitos. Caso essas conexo˜es sejam entre pontos de mı´nimo distintos
(ou va´cuos) de um potencial, sa˜o chamadas de defeitos topolo´gicos. Para sistemas unidi-
mensionais esses defeitos topolo´gicos recebem o nome de kinks. Em (2+1) dimenso˜es os
defeitos chamados de vo´rtices e em (3+1) dimenso˜es podem ser monopolos e skyrmions.
Defeitos topolo´gicos podem ser estudados, por exemplo, em cosmologia [1], na dinaˆmica
da mole´cula de DNA [2], em twistons topolo´gicos (no estudo da dinaˆmica da mole´cula
de polietileno cristalino) e tambe´m no comportamento de fe´rmions quando imersos em
estruturas do tipo kink. Dentre as aplicac¸o˜es de defeitos topolo´gicos citadas, voltaremos
nossos esforc¸os para o estudo dos twistons topolo´gicos e tambe´m do comportamento dos
fe´rmions imersos em kinks.
Twistons topolo´gicos foram primeiramente estudados por Mansfield e Boyd [3] e
representam uma torc¸a˜o de 180◦ sobre grupos formados por CH2 em uma mole´cula de
polietileno cristalino, causando tambe´m uma contrac¸a˜o do comprimento de uma unidade
de CH2. A partir de enta˜o, va´rios trabalhos surgiram com o intuito de descrever o com-
portamento dos twistons no polietileno cristalino, como por exemplo [4, 5, 6, 7]. Ha´
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tambe´m estudos em pol´ımeros orgaˆnicos, como o poliacetileno [8, 9], onde se investigou a
sua condutividade. Os trabalhos de [4, 6] mostram como pode ser feita a conexa˜o entre a
dinaˆmica molecular e a teoria cla´ssica de campos que descreve as soluc¸o˜es tipo torc¸a˜o, ou
twistons. Nesses trabalhos os autores apresentam um modelo para descrever os twistons
topolo´gicos onde um campo e´ responsa´vel pelo movimento de torc¸a˜o e outro campo e´
responsa´vel por contrair a cadeia. Os autores calcularam tambe´m a energia associada aos
twistons topolo´gicos. Entretanto, esse modelo apresenta uma degeneresceˆncia na energia
que permite que a cadeia de CH2 possa ser quebrada sem nenhum gasto energe´tico adici-
onal. Essa questa˜o foi investigada por [5] onde foi encontrada uma maneira de contornar
essa degeneresceˆncia inserindo uma perturbac¸a˜o ao modelo, apresentando, entretanto,
apenas soluc¸o˜es nume´ricas. Diante disto, buscamos encontrar um caminho alternativo
para minimizar o problema da degeneresceˆncia do modelo citado e obter tambe´m soluc¸o˜es
anal´ıticas para o modelo, como pode ser visto em [10], atrave´s da aplicac¸a˜o do chamado
Me´todo de Extensa˜o.
Nossa segunda linha de pesquisa se trata de fe´rmions na presenc¸a de campos es-
calares. As primeiras investigac¸o˜es de fe´rmions na presenc¸a de estruturas topolo´gicas se
inciaram com o importante trabalho desenvolvido nos anos 1970 por Jackiw e Rebbi [8],
que teve como importante contribuic¸a˜o para a F´ısica a fracionalizac¸a˜o do nu´mero fermioˆ-
nico. Mais tarde, Jackiw e Schrieffer [11] estudaram as conexo˜es entre mate´ria condensada
e teoria de campos relativ´ıstica, que surgiram daquele primeiro trabalho, investigando po-
l´ımeros orgaˆnicos. Trabalhos recentes teˆm estudado o comportamento de fe´rmions na
presenc¸a de campos escalares em 1+1 dimenso˜es [12, 13, 14, 15] e tambe´m em 2+1 di-
menso˜es [16, 17] onde observam o modo zero fermioˆnico, estados fermioˆnicos ligados e
tambe´m o comportamento do gap de energia (energia de limiar) que conte´m os estados
ligados. Nesse contexto de fe´rmions em campos escalares, nosso objetivo e´, usando os
modelos propostos por [14], observar o comportamento da energia de limiar colocando o
campo fermioˆnico na presenc¸a de dois campos escalares. Mais precisamente, pretendemos
controlar esse gap de energia, aumentando ou diminuindo o mesmo.
Este trabalho esta´ organizado da seguinte maneira. No Cap´ıtulo 2 estudamos a
teoria ba´sica para campos escalares reais unidimensionais. Iniciamos nossa revisa˜o apre-
sentando um modelo para um u´nico campo escalar e em seguida estudamos o Me´todo
BPS (Bogomol’nyi-Prassad-Sommerfield) desenvolvido por [18, 19] que permite encontrar
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as equac¸o˜es de primeira ordem de um determinado sistema minimizando a tarefa de se
resolver uma equac¸a˜o de movimento de segunda ordem, ale´m de possibilitar encontrar a
energia do sistema sem necessariamente conhecermos as soluc¸o˜es das equac¸o˜es de movi-
mento, utilizando apenas os mı´nimos (ou va´cuos) do potencial. Aplicamos essas te´cnicas
em dois modelos conhecidos, o modelo φ4 e o modelo φ4 invertido, com o intuito de discutir
os defeitos do tipo kink e lump, respectivamente. Discutimos tambe´m o chamado Me´todo
da Deformac¸a˜o, proposto por [20], que tem como objetivo fazer um mapeamento entre
dois modelos conhecendo apenas um deles. Em seguida apresentamos um modelo para
dois campos escaleres reais, onde tambe´m aplicamos o Me´todo BPS. Por fim, estudamos
o Me´todo de Extensa˜o desenvolvido por [21] que permite que possamos criar um modelo
de dois campos escalares efetivo (com interac¸a˜o entre os campos) a partir de dois modelos
de um campo escalar.
No Cap´ıtulo 3 discutimos os Twistons Topolo´gicos. Iniciamos o cap´ıtulo mos-
trando como e´ feita a conexa˜o entre a dinaˆmica molecular e a teoria cla´ssica de campos.
Apresentamos um modelo para descric¸a˜o de Twistons proposto por [4, 6] e em seguida
buscamos uma soluc¸a˜o, usado o Me´todo de Extensa˜o, para o problema da degeneresceˆncia
na energia que o modelo proposto apresenta.
No Cap´ıtulo 4 voltamos nossos estudos para os fe´rmions na presenc¸a de campos
escalares, ou, na presenc¸a de kinks, revisando os trabalhos de [12, 13, 14]. O cap´ıtulo
comec¸a com uma breve revisa˜o sobre a construc¸a˜o da Equac¸a˜o de Dirac bem como suas
soluc¸o˜es e finalizamos com o spin que a part´ıcula descrita pela Equac¸a˜o de Dirac apre-
senta. Mostramos tambe´m a teoria por traz do acoplamento dos fe´rmions com campos
escalares por meio do acoplamento de Yukawa e finalizamos nossos estudos investigando o
comportamento dos fe´rmions imersos em dois campos escalares atrave´s de dois diferentes
acoplamentos.
No u´ltimo cap´ıtulo do trabalho sa˜o apresentadas as concluso˜es e perspectivas.
Adotaremos neste trabalho a assinatura (+,−,−,−) para a me´trica de Minkowski
e tambe´m faremos uso do sistema de unidades naturais c = ~ = 1.
3
Cap´ıtulo 2
Campos Escalares Reais
Campos escalares sa˜o regio˜es finitas ou infinitas do espac¸o em que cada ponto
dessa regia˜o esta´ associado a uma quantidade escalar cont´ınua [22]. Em Teoria Quaˆntica
de Campos, por exemplo, campos escalares esta˜o associados com part´ıculas de spin 0, que
podem ser descritas pela Equac¸a˜o de Klein-Gordon. O campo de Higgs, que faz parte
do mecanismo gerador de massa das part´ıculas do Modelo Padra˜o, tambe´m e´ um campo
escalar. Campos escalares podem ser entendidos tambe´m como soluc¸o˜es de equac¸o˜es de
movimento associadas a um sistema F´ısico. Caso estas soluc¸o˜es fac¸am uma conexa˜o entre
configurac¸o˜es do sistema (sejam mı´nimos ou ma´ximos locais de um potencial) sa˜o chama-
das de defeitos. Para soluc¸o˜es esta´veis que conectem mı´nimos distintos de um potencial,
estes defeitos sa˜o ditos topolo´gicos e para soluc¸o˜es insta´veis associadas a ma´ximos locais
de um determinado potencial, os defeitos sa˜o chamados de na˜o-topolo´gicos. Se estivermos
tratando de um sistema unidimensional, o defeito topolo´gico e´ chamado de kink e o defeito
na˜o-topolo´gico recebe o nome de lump.
Neste cap´ıtulo abordaremos de forma breve a teoria ba´sica para campos escalares
reais. Inicialmente traremos o modelo para um campo escalar, onde tomaremos como
exemplos de soluc¸o˜es os defeitos do tipo kink e lump. Apresentaremos tambe´m o modelo
para dois campos escalares reais. Traremos tambe´m alguns me´todos necessa´rios para o
desenvolvimento do trabalho, tais como, Me´todo BPS, Me´todo da Deformac¸a˜o e Me´todo
de Extensa˜o de um modelo de um campo para dois campos.
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2.1 Modelos de um Campo Escalar Real
De modo geral, modelos de um campo escalar real sa˜o descritos pela seguinte
densidade de lagrangiana
L = 1
2
∂µφ∂
µφ− V (φ), (2.1)
onde a ac¸a˜o pode ser escrita como
S =
∫
d4xL(φ, ∂µφ). (2.2)
Para sistemas em (1 + 1) dimenso˜es podemos determinar a equac¸a˜o de movimento
(ou equac¸a˜o de Euler-Lagrange) a partir da minimizac¸a˜o da ac¸a˜o, isto e´, fazendo δS = 0,
resultando em
φ¨− φ′′ + ∂V
∂φ
= 0, (2.3)
onde φ¨ = ∂2φ/∂t2 e φ′′ = ∂2φ/∂x2. Considerando soluc¸o˜es esta´ticas, φ = φ(x), a equac¸a˜o
de movimento anterior toma a forma
φ′′ =
dV
dφ
. (2.4)
Podemos realizar uma primeira integral na equac¸a˜o acima multiplicando ambos os
lados por φ′ da seguinte maneira
φ′φ′′ =
dV
dφ
φ′, (2.5)
dφ
dx
φ′′ =
dV
dφ
dφ
dx
, (2.6)
d
dx
(
φ′2
2
)
=
dV
dx
. (2.7)
Agora, integrando ambos os lados desta u´ltima equac¸a˜o obtemos
φ′2
2
+ c1 = V + c2, (2.8)
ou, unindo as constantes c1 e c2 em uma u´nica constante e explicitando φ
′, podemos
escrever
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φ′ = ±√2V + C, (2.9)
onde C e´ dependente das condic¸o˜es de contorno. As soluc¸o˜es da equac¸a˜o (2.9) tambe´m
resolvem a equac¸a˜o de segunda ordem (2.4), entretanto, nem todas as soluc¸o˜es da equac¸a˜o
(2.4) satisfazem a equac¸a˜o de primeira ordem pois estas fazem parte de um conjunto maior
de soluc¸o˜es.
Esta mesma equac¸a˜o de primeira ordem (2.9) pode ser obtida de forma alternativa
utilizando um procedimento conhecido como Me´todo BPS.
2.2 Me´todo BPS
O procedimento BPS (Bogomol’nyi-Prassad-Sommerfield) foi desenvolvido por Bo-
gomol’nyi [18] e tambe´m por Prasad e Sommerfield [19] e tem como um de seus objetivos
encontrar soluc¸o˜es para as equac¸o˜es de movimento de segunda ordem a partir de equac¸o˜es
de primeira ordem que minimizem a energia do sistema, como veremos a seguir. Ou seja,
este importante procedimento permite a reduc¸a˜o da ordem da equac¸a˜o de movimento a
ser resolvida. Para isso, precisamos escrever a densidade de energia (ou densidade de
hamiltoniana) de um determinado sistema que pode ser obtida atrave´s da transformac¸a˜o
de Legendre
E = piφ˙− L = H, (2.10)
onde pi = ∂L/∂φ˙ e´ o momento canonicamente conjugado. Podemos reescrever a densidade
de lagrangiana (2.1) como
L = φ˙
2
2
− φ
′2
2
− V (φ), (2.11)
e substituindo em (2.10) obtemos a densidade de energia
E = φ˙
2
2
+
φ′2
2
+ V (φ), (2.12)
que, para campos esta´ticos, se reduz a
E = φ
′2
2
+ V (φ) = −L. (2.13)
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Podemos agora integrar a densidade de energia e assim obter a energia total do sistema,
que fica na forma
E =
∫ +∞
−∞
Edx, (2.14)
e no caso de campos esta´ticos em (1 + 1) dimenso˜es temos
E =
∫ +∞
−∞
dx(−L) =
∫
dx
(
φ′2
2
+ V (φ)
)
. (2.15)
O passo seguinte do me´todo BPS consiste em completar um quadrado perfeito no inte-
grando da equac¸a˜o (2.15) de forma a obter
E =
∫ +∞
−∞
dx
[
1
2
(
φ′ ∓
√
2V
)2
±
√
2V φ′
]
, (2.16)
onde podemos observar que a minimizac¸a˜o da energia total exige que
φ′ = ±
√
2V , (2.17)
de forma que (2.16) se resume a
E =
∫ +∞
−∞
dx
√
2V φ′. (2.18)
Vamos supor que o nosso potencial V (φ) seja escrito em termos de uma func¸a˜o W 1, da
seguinte maneira
V =
W 2φ
2
, (2.19)
onde Wφ = ∂W (φ)/∂φ. Dessa forma, a energia (2.18) fica
EBPS =
∫ +∞
−∞
Wφφ
′dx = |W [φ(+∞)]−W [φ(−∞)]| = ∆W, (2.20)
onde EBPS e´ a menor energia na˜o trivial do sistema e a equac¸a˜o de primeira ordem (2.17)
agora se torna
φ′ = ±Wφ(φ). (2.21)
1Esta func¸a˜o W vem da supersimetria e e´ chamada de superpotencial. Quando um potencial e´ es-
crito em termos de W o modelo de campo escalar pode ser visto como a parte bosoˆnica de uma teoria
supersime´trica [23]
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Verificamos enta˜o que ao fazermos uso do Me´todo BPS encontramos as equac¸o˜es
de primeira ordem do sistema, cujas soluc¸o˜es tambe´m satisfazem as equac¸o˜es de segunda
ordem. A vantagem da aplicac¸a˜o desse procedimento reside no fato de que resolver equa-
c¸o˜es diferenciais de primeira ordem pode ser uma tarefa mais fa´cil que resolver equac¸o˜es
de segunda ordem. E´ tambe´m importante lembrar que, a aplicac¸a˜o do me´todo so´ e´ bem
sucedida ao trabalharmos com potenciais positivos definidos.
2.3 Defeitos do Tipo Kink
Para ilustrar as te´cnicas vistas nas sec¸o˜es anteriores, vamos considerar o seguinte
potencial unidimensional
V (φ) =
1
2
(1− φ2)2, (2.22)
- 1.5 - 1.0 - 0.5 0.5 1.0 1.5 ϕ
0.5
1.0
1.5
V ( ϕ )
Figura 2.1: Potencial do modelo φ4
conhecido como φ4, cuja forma pode ser vista na Figura 2.1. A densidade de lagrangiana
do sistema fica escrita como
L = 1
2
∂µφ∂
µφ− 1
2
(1− φ2)2. (2.23)
Aplicando a equac¸a˜o (2.19) no nosso potencial obtemos que
Wφ = 1− φ2, (2.24)
e de acordo com (2.21) a equac¸a˜o de primeira ordem fica
8
φ′ = ±(1− φ2). (2.25)
Notemos que φ = +1 e φ = −1 sa˜o soluc¸o˜es esta´ticas da equac¸a˜o de primeira ordem (2.25)
com energia zero, uma vez que nesse contexto E = −L = 0. Dessa forma, o sistema possui
duas configurac¸a˜o distintas de energia mı´nima que sa˜o os va´cuos do potencial. Existem
outas soluc¸o˜es esta´ticas na˜o-triviais para a equac¸a˜o de primeira ordem (2.25), sa˜o elas
φ±(x) = ± tanh(x). (2.26)
Em relac¸a˜o ao comportamento assinto´tico das soluc¸o˜es, veja que, a partir da Figura 2.2,
para x → ±∞, φ → ±1, que sa˜o os pontos de mı´nimo do potencial. A regia˜o entre
esses dois mı´nimos e´ denominada de setor topolo´gico. Assim, soluc¸o˜es que conectam
essas duas configurac¸o˜es distintas do sistema, ou esses dois va´cuos, sa˜o chamadas de
kinks. Na equac¸a˜o (2.26) temos um kink, quando φ = + tanh(x) e um anti-kink quando
φ = − tanh(x).
- 4 - 2 2 4 x
- 1.0
- 0.5
0.5
1.0
ϕ ( x )
Figura 2.2: Soluc¸o˜es apresentadas na equac¸a˜o (2.26): kink, curva azul e anti-kink, curva
vermelha.
Podemos ainda calcular a energia das soluc¸o˜es esta´ticas (2.26) usando a equac¸a˜o
(2.15), obtendo
E =
∫ +∞
−∞
(
φ′
2
+ V (φ)
)
dx =
∫ +∞
−∞
sech4(x)dx =
4
3
. (2.27)
Essa mesma energia poderia ser calculada mesmo se na˜o soube´ssemos a forma da soluc¸a˜o
da equac¸a˜o de primeira ordem (2.25), apenas aplicando a energia BPS nos mı´nimos do
potencial. Usando a equac¸a˜o (2.24) escrevemos
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W =
∫
Wφdφ = φ− φ
3
3
, (2.28)
e substituindo esse resultado na equac¸a˜o (2.20), onde os limites de integrac¸a˜o agora sa˜o
os mı´nimos do potencial, obtemos que
EBPS =
(
φ− φ
3
3
) ∣∣∣∣
φ=+1
−
(
φ− φ
3
3
) ∣∣∣∣
φ=−1
=
4
3
. (2.29)
2.4 Defeitos do Tipo Lump
Vamos considerar um outro potencial unidimensional, semelhante ao ilustrado an-
teriormente, dado por
V (φ) =
1
2
φ2(1− φ2), (2.30)
que e´ conhecido como φ4 invertido, cuja forma pode ser vista na Figura 2.3.
- 1.0 - 0.5 0.5 1.0 ϕ
- 0.5
- 0.4
- 0.3
- 0.2
- 0.1
0.1
0.2
V ( ϕ )
Figura 2.3: Potencial do modelo φ4 invertido
Podemos ver que, de acordo com (2.19)
Wφ = φ(1− φ2) 12 , (2.31)
e consequentemente a equac¸a˜o de primeira ordem fica dada por
φ′ = ±Wφ = ±φ(1− φ2) 12 , (2.32)
que tem como soluc¸a˜o esta´tica
10
φ±(x) = ± sech(x), (2.33)
cuja forma e´ mostrada na Figura 2.4.
- 4 - 2 2 4 x
- 1.0
- 0.5
0.5
1.0
ϕ ( x )
Figura 2.4: Soluc¸o˜es apresentadas na equac¸a˜o (2.33): soluc¸a˜o positiva, curva azul e soluc¸a˜o
negativam curva vermelha.
Veja que φ = 0 e φ = ±1 sa˜o pontos de equil´ıbrio do potencial V (φ). Entretanto,
diferentemente do modelo tipo kink, φ = ±1 na˜o formam um setor topolo´gico pois sa˜o
pontos de equil´ıbrio insta´veis e apenas φ = 0 configura um va´cuo do potencial. Com isso,
na˜o existem duas configurac¸o˜es distintas com mesma energia para serem conectadas, mas
apenas uma. Como podemos ver na Figura 2.4, quando x→ ±∞, a soluc¸a˜o (2.33) parte
da sua posic¸a˜o de equil´ıbrio φ = 0, evolui ate´ o ponto de equil´ıbrio insta´vel φ = ±1 e
retorna para sua configurac¸a˜o inicial. Soluc¸o˜es com essa caracter´ıstica sa˜o chamadas de
lumps.
Semelhantemente ao caso visto na sec¸a˜o anterior, podemos calcular a energia total
do lump usando a equac¸a˜o (2.15), como
E =
∫ +∞
−∞
(
φ′2
2
+
1
2
φ2(1− φ2)
)
dx =
∫ +∞
−∞
sech2(x) tanh2(x)dx =
2
3
. (2.34)
Entretanto, na˜o podemos usar equac¸a˜o (2.20) para calcular a energia do lump.
Vejamos que para este potencial temos
W (φ) = −1
3
(1− φ2) 32 , (2.35)
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e assim
EBPS = |W [φ(+∞)]−W [φ(−∞)]| = −1
3
(1− 0) 32 + 1
3
(1− 0) 32 | = 1
3
− 1
3
= 0, (2.36)
que e´ um resultado diferente do que foi calculado anteriormente em (2.34). Uma alterna-
tiva para calcular a energia BPS do lump e´ definir
EBPSlump ≡ |W [φ(+∞)] +W [φ(−∞)]|. (2.37)
2.5 Modelos de Dois Campos Escalares Reais
Vamos agora estender nossas discusso˜es para um sistema descrito por dois campos
escalares reais. Para isso, considere a densidade de lagrangiana
L = 1
2
∂µφ∂
µφ+
1
2
∂µχ∂
µχ− V (φ, χ), (2.38)
cujas equac¸o˜es de movimento em (1 + 1) dimenso˜es sa˜o dadas por
φ¨− φ′′ + Vφ = 0; χ¨− χ′′ + Vχ = 0, (2.39)
onde Vφ = ∂V/∂φ e Vχ = ∂V/∂χ. Se considerarmos campos esta´ticos, isto e´ φ = φ(x), e
χ = χ(x), as equac¸o˜es de movimento se resumem a
φ′′ = Vφ; χ′′ = Vχ. (2.40)
Buscaremos novamente equac¸o˜es de primeira ordem atrave´s do me´todo BPS. Vimos que
a energia total e´ escrita como
E =
∫ +∞
−∞
dxE , (2.41)
e tambe´m que para campos esta´ticos E = −L permitindo-nos escrever
E =
∫ +∞
−∞
dx
(
φ′2
2
+
χ′2
2
+ V (φ, χ)
)
. (2.42)
Caso nosso potencial V (φ, χ) seja definido como
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V (φ, χ) ≡ W
2
φ
2
+
W 2χ
2
, (2.43)
a energia (2.42) e´ reescrita da seguinte maneira
E =
∫ +∞
−∞
dx
(
φ′2
2
+
χ′2
2
+
W 2φ
2
+
W 2χ
2
)
. (2.44)
Para aplicar o me´todo BPS, basta que completemos quadrados perfeitos no integrando
da equac¸a˜o (2.44) semelhante ao que foi feito anteriormente para o caso de apenas um
campo escalar real. Assim, completando os quadrados temos
E =
1
2
∫ +∞
−∞
dx
[
(φ′ ∓Wφ)2 + (χ′ ∓Wχ)2 ± 2φ′Wφ ± 2χ′Wχ
]
, (2.45)
de forma que
φ′ = ±Wφ(φ, χ) e χ′ = ±Wχ(φ, χ), (2.46)
minimizam a energia total e agora podemos escrever a energia BPS como
EBPS =
∫ +∞
−∞
dx(φ′Wφ ± χ′Wχ) =
∫ +∞
−∞
dx
dW (φ, χ)
dx
, (2.47)
e portanto
EBPS = |W [φ(+∞), χ(+∞)]−W [φ(−∞), χ(−∞)]| = ∆W. (2.48)
Podemos ainda unir as equac¸o˜es em (2.46) da seguinte maneira
φ′
χ′
=
dφ
dx
dχ
dx
=
dφ
dχ
=
Wφ
Wχ
, (2.49)
cuja soluc¸a˜o e´ conhecida como equac¸a˜o de o´rbita. Sua importaˆncia reside no fato de
que esta o´rbita desacopla, sempre que poss´ıvel, as equac¸o˜es de primeira ordem obtidas
anteriormente.
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2.6 Me´todo da Deformac¸a˜o
O me´todo da deformac¸a˜o, proposto por Bazeia e colaboradores [20] consiste na
gerac¸a˜o de novos modelos com soluc¸a˜o do tipo defeito topolo´gico a partir de um modelo
cujas caracter´ısticas sejam previamente conhecidas. A conexa˜o entre o modelo de partida
e o modelo de chegada (desconhecido) e´ feita por uma func¸a˜o chamada func¸a˜o de defor-
mac¸a˜o. Para desenvolver o me´todo, vamos considerar a seguinte densidade de lagrangiana
em (1 + 1) dimenso˜es
L = 1
2
∂µφ∂
µφ− V (φ), (2.50)
que sera´ nosso modelo de partida, o qual nos e´ conhecido. Como vimos anteriormente, a
equac¸a˜o de movimento para soluc¸o˜es esta´ticas e´ do tipo
φ′′ = Vφ, (2.51)
que ao ser integrada uma vez nos da´ uma equac¸a˜o de primeira ordem na forma
φ′ = ±
√
2V . (2.52)
Se considerarmos que o potencial V (φ) pode ser escrito como
V (φ) =
W 2φ
2
, (2.53)
a equac¸a˜o de primeira ordem fica dada por
φ′ = ±Wφ(φ). (2.54)
Consideremos tambe´m um outro modelo, tambe´m em (1 + 1) dimenso˜es, expresso
pela seguinte densidade de lagrangiana
Ld = 1
2
∂µχ∂
µχ− U(χ), (2.55)
que sera´ o nosso sistema de chegada, cujas informac¸o˜es sa˜o desconhecidas. Semelhan-
temente ao que foi feito em (2.50), para soluc¸o˜es esta´ticas temos a seguinte equac¸a˜o de
primeira ordem para (2.55)
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χ′ = ±
√
2U, (2.56)
e se consideramos novamente que o potencial U(χ) pode ser escrito como
U(χ) =
1
2
W˜ 2χ , (2.57)
a equac¸a˜o (2.56) se torna
χ′ = W˜χ(χ). (2.58)
Vamos agora definir as relac¸o˜es entre os campos φ e χ que fara˜o a ponte entre os
dois modelos. Essas relac¸o˜es sa˜o dadas por
φ = f(χ); χ = f−1(φ), (2.59)
sendo f(χ) uma func¸a˜o invers´ıvel chamada de func¸a˜o de deformac¸a˜o. Sabemos que φ′ =
dφ/dx e usando que φ = f(χ) podemos escrever uma relac¸a˜o entre as equac¸o˜es de primeira
ordem na forma
φ′ =
d[f(χ)]
dx
=
df
dχ
dχ
dx
= fχχ
′. (2.60)
Comparando agora este ultimo resultado com as equac¸o˜es (2.54) e (2.58) podemos ver que
Wφ(φ) = fχW˜χ(χ), (2.61)
ou ainda
W˜χ(χ) =
Wφ(φ)
fχ
∣∣∣∣
φ→f(χ)
. (2.62)
Substituindo este resultado na equac¸a˜o (2.57) escrevemos
U =
1
2
W 2φ(φ)
f 2χ
∣∣∣∣
φ→f(χ)
, (2.63)
e identificando nesta u´ltima a equac¸a˜o (2.53) obtemos por fim
U(χ) =
V (φ)
f 2χ
∣∣∣∣
φ→f(χ)
. (2.64)
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2.7 Me´todo de Extensa˜o de um Modelo de um Campo
para Dois Campos
Nesta sec¸a˜o, abordaremos o me´todo de extensa˜o de um modelo de um campo
escalar para um modelo de dois campos escalares proposto por Bazeia e Colaboradores
[21]. A ideia principal do me´todo e´ gerar a partir de um dado modelo de um campo outro
modelo tambe´m de um campo atrave´s do procedimento de deformac¸a˜o e em seguida
acopla´-los de forma a gerar um modelo efetivo de dois campos.
Vimos no final da sec¸a˜o 2.5 que podemos relacionar os campos φ e χ atrave´s da
expressa˜o
dφ
dχ
=
Wφ(φ, χ)
Wχ(φ, χ)
. (2.65)
Podemos tambe´m considerar dois modelos de um campo, dados pelas densidades de la-
grangiana
L = 1
2
∂µφ∂
µφ− V (φ); L = 1
2
∂µχ∂
µχ− V (χ), (2.66)
cujas equac¸o˜es de primeira ordem sa˜o escritas como
φ′ = Wφ(φ); χ′ = Wχ(χ), (2.67)
como foi visto em sec¸o˜es anteriores. Aplicando o me´todo da deformac¸a˜o podemos relaci-
onar essas equac¸o˜es de forma a obter
φ′ =
df
dχ
χ′ e Wφ(φ) =
df
dχ
Wχ(χ), (2.68)
semelhante ao que vimos nas equac¸o˜es (2.60) e (2.62) na sec¸a˜o 2.6. Das relac¸o˜es anteriores,
podemos ainda escrever
df
dχ
=
φ′
χ′
=
dφ
dχ
=
Wφ(φ)
Wχ(χ)
, (2.69)
que e´ semelhante a` (2.65) para dois campos. A chave desse me´todo esta´ em reescrever a
relac¸a˜o (2.69) usando o me´todo da deformac¸a˜o, obtendo uma equac¸a˜o do tipo
dφ
dχ
=
Wφ(φ, χ)
Wχ(φ, χ)
, (2.70)
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com o intuito de que sua soluc¸a˜o relacione um modelo de dois campos efetivo.
Para construir esse modelo efetivo de dois campos inicialmente escreve-se a equac¸a˜o
de primeira ordem para φ(x) de treˆs maneiras diferentes pore´m equivalentes, como
φ′ = Wφ(φ), φ′ = Wφ(χ), φ′ = Wφ(φ, χ), (2.71)
onde, na segunda equac¸a˜o usa-se a func¸a˜o de deformac¸a˜o e substitui-se φ → f(χ) em
todos os termos de Wφ resultando em Wφ(χ) dependendo apenas do campo χ, e na
terceira equac¸a˜o a deformac¸a˜o e´ feita de forma parcial, ou seja, troca-se φ→ f(χ) de uma
determinada maneira que resulte em Wφ com dependeˆncia tanto no campo φ quanto no
campo χ. O mesmo procedimento pode ser feito na equac¸a˜o de primeira ordem para o
campo χ onde obte´m-se
χ′ = Wχ(χ), χ′ = Wχ(φ), χ′ = Wχ(φ, χ). (2.72)
Em seguida define-se os paraˆmetros ai, bi e ci, com o ı´ndice i = 1, 2, 3 e tambe´m com
os v´ınculos a1 + a2 + a3 = 1, b1 + b2 + b3 = 1 e c1 + c2 + c3 = 0. Essas contantes esta˜o
relacionadas com as diferentes formas de escrever φ′ e χ presentes nas equac¸o˜es (2.71) e
(2.72), de maneira que troca-se Wφ por a1Wφ(χ) + a2Wφ(φ, χ) + a3Wφ(φ) e tambe´m Wχ
por b1Wχ(χ) + b2Wχ(φ, χ) + b3Wχ(φ) e por fim rescreve-se (2.70) como
dφ
dχ
=
a1Wφ(χ) + a2Wφ(φ, χ) + a3Wφ(φ) + c1g(χ) + c2g(φ, χ) + c3g(φ)
b1Wχ(χ) + b2Wχ(φ, χ) + b3Wχ(φ)
. (2.73)
Assim como as diferentes formas de escrever Wφ e Wχ foram constru´ıdas atrave´s da func¸a˜o
de deformac¸a˜o assim tambe´m e´ a func¸a˜o contra-pesa g(χ) = g(φ, χ) = g(φ). Esta func¸a˜o
levara´ ao modelo final o acoplamento entre os dois campos. Para encontrar g usa-se outro
v´ınculo que aparece de uma propriedade das derivadas de W (φ, χ) que diz
Wφχ = Wχφ. (2.74)
Como podemos ver na equac¸a˜o (2.73), substitui-se Wφ por
a1Wφ(χ) + a2Wφ(φ, χ) + a3Wφ(φ) + c1g(χ) + c2g(φ, χ) + c3g(φ) (2.75)
e Wχ por
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b1Wχ(χ) + b2Wχ(φ, χ) + b3Wχ(φ). (2.76)
Dessa forma, aplicando-se o v´ınculo (2.74) tem-se
a1Wφχ(χ) + a2Wφχ(φ, χ) + c1gχ(χ) + c2gχ(φ, χ) = b2Wχφ(φ, χ) + b3Wχφ(φ), (2.77)
de onde calcula-se a func¸a˜o contra-peso g e em seguida determina-se o superpotencial
efetivo W (φ, χ). Posteriormente aplicaremos este me´todo no estudo de Twistons Topolo´-
gicos, Cap´ıtulo 3, de forma que o funcionamento do mesmo sera´ melhor exemplificado.
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Cap´ıtulo 3
Twistons Extendidos
Twistons topolo´gicos sa˜o defeitos topolo´gicos do tipo kink que foram primeiramente
propostos por Mansfield e Boyd [3] como sendo uma torc¸a˜o de 180◦ que se estende de forma
suave sobre va´rios grupos de CH2 em uma mole´cula de polietileno cristalino causando
tambe´m uma contrac¸a˜o do comprimento da unidade de CH2 na cadeia polime´rica [4, 5, 6],
como ilustrado na Figura 3.1. Neste cap´ıtulo apresentaremos o modelo proposto por
Bazeia e colaboradores [4] para descrever twistons topolo´gicos e buscaremos um caminho
para contornar o problema da degeneresceˆncia que aparece no mesmo usando o chamado
me´todo de extensa˜o desenvolvido por [21] que foi visto na Sec¸a˜o 2.7 do cap´ıtulo anterior.
Figura 3.1: Movimento de torc¸a˜o seguido de um deslocamento longitudinal em uma cadeia
de CH2.
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3.1 Twistons Topolo´gicos
Primeiramente vamos entender de que forma e´ feita a conexa˜o entre dinaˆmica
molecular e teoria cla´ssica de campos, estudada anteriormente por [4, 5, 6]. Suponhamos
que estamos tratando de um grupo molecular r´ıgido que pode ser descrito por coordenadas
cil´ındricas. Assim, sua energia cine´tica fica caracterizada por
T =
1
2
m
∑
n
[
r˙2n + r
2
nθ˙
2
n + z˙
2
n
]
, (3.1)
onde m e´ a massa associada ao grupo molecular CH2. Podemos reescrever essa energia
como
T =
1
2
mr20
∑
n
[
φ˙ 2n +
c 2
r 20
χ˙ 2n + ρ˙
2
n
]
, (3.2)
onde r0 e´ a posic¸a˜o de equil´ıbrio da coordenada radial, c e´ a distaˆncia longitudinal entre
os grupos moleculares consecutivos e definimos
φn = θn − [1− (−1)n]pi
2
, (3.3a)
χn =
zn − nc
c
, (3.3b)
ρn =
rn − r0
r0
. (3.3c)
Desprezando o grau de liberdade radial, que e´ uma boa aproximac¸a˜o na descric¸a˜o de
twistons no polietileno cristalino, a energia cine´tica se torna
T =
1
2
mr20
∑
n
[
φ˙ 2n +
c 2
r 20
χ˙ 2n
]
, (3.4)
As coordenadas φn e χn correspondem aos graus de liberdade torcional e longitudinal,
respectivamente.
Assim, a Lagrangiana para cada cadeia apresenta a forma usual
L = T − U(φn, χn), (3.5)
onde U e´ o potencial intermolecular. No limite cont´ınuo as coordenadas φn e χn podem
ser vistas como campos reais φ(x, t) e χ(x, t). Portanto, a dinaˆmica dos twistons pode
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ser modelada por uma densidade de lagrangiana relativ´ıstica cla´ssica contendo esses dois
campos escalares, como vimos na Sec¸a˜o 2.5 Equac¸a˜o (2.38), que tem a forma
L = 1
2
∂µφ ∂
µφ+
1
2
∂µχ∂
µχ− V (φ, χ), (3.6)
Com o intuito de encontrar defeitos topolo´gicos anal´ıticos responsa´veis por um
movimento de torc¸a˜o, assumimos que nosso potencial V (φ, χ) e´ positivo definido e o
escrevemos em termos de um superpotencial, isto e´
V (φ, χ) =
1
2
W 2φ +
1
2
W 2χ , (3.7)
como vimos na Sec¸a˜o 2.5.
Um poss´ıvel modelo introduzido por Bazeia e colaboradores [4, 6] para descrever
este problema, estudado tambe´m por [5], consiste no seguinte potencial
V =
1
2
[
λφ (φ 2 − pi 2) + µφχ 2] 2 + 1
2
(
µφ 2 χ
) 2
, (3.8)
onde λ e µ sa˜o constantes reais. Como podemos ver na Figura 3.2, este potencial apresenta
uma linha de zeros em φ = 0. As equac¸o˜es diferencial de primeira ordem para este
potencial sa˜o
d φ
d x
= λφ (φ 2 − pi 2) + µφχ 2 ; dχ
d x
= µφ 2 χ , (3.9)
cujas soluc¸o˜es anal´ıticas sa˜o dadas por
φ(x) = ± pi
√
1
2
(1− tanh(µpi 2 x)) ; χ(x) = ± pi
√
λ
µ
− 1
√
1
2
(1 + tanh(µpi 2 x)) .
(3.10)
Essa soluc¸o˜es teˆm validade apenas enquanto λ/µ > 1, como mostram [4, 6] que tambe´m
foram responsa´veis por calcula´-las.
Para descrever esse modelo anal´ıtico o superpotencial usado e´
W (φ, χ) =
λ
2
φ 2
(
φ 2
2
− pi 2
)
+
µ
2
φ 2 χ 2 , (3.11)
que por sua vez e´ constru´ıdo a partir das equac¸o˜es de primeira ordem (3.9). Com o intuito
de calcularmos a energia do modelo, vamos invocar o me´todo BPS aplicado a dois campos
escalares visto na Sec¸a˜o 2.5. Nesta sec¸a˜o, vimo que para calcular a energia BPS, equac¸a˜o
(2.48), tomamos
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Figura 3.2: Potencial V , equac¸a˜o (3.8), para λ = 7.30 pi−2 e µ = 0.67. O gra´fico mostra
uma linha de zeros para φ = 0 entre dois va´cuos em φ = ±pi e χ = 0.
EBPS = |W [φ(+∞), χ(+∞)]−W [φ(−∞), χ(−∞)]| = ∆W. (3.12)
Substituindo o superpotencial (3.11), juntamente com as soluc¸o˜es anal´ıticas (3.10), na
equac¸a˜o (3.12), chegamos a` energia BPS
EBPS =
λ
4
pi 4 . (3.13)
Essa energia BPS foi calculada em [6], usando |λ|pi2 = 7.30, baseando-se em um dado
experimental apresentado em [3] para a contribuic¸a˜o energe´tica da regia˜o torcida. Esta
restric¸a˜o experimental leva a E = 17.99 kcal/mol como a energia para os twistons topo-
lo´gicos.
Um aspecto importante a ser notado na Figura Figura 3.2 e´ a linha de zeros que
o potencial apresenta.Como vimos, o campo φ desempenha o papel de torcer a cadeia
molecular por um mu´ltiplo inteiro de pi e o campo χ e´ responsa´vel por movimentar a
cadeia longitudinalmente por uma unidade de CH2.
Esse deslocamento longitudinal realizado pelo campo χ deve ser da ordem da dis-
taˆncia longitudinal entre os grupos moleculares adjacentes, isto e´, c = 1.27A˚. Entretanto,
sabendo que a linha de zeros apresenta degeneresceˆncia na energia, seja qual for o valor de
χv,isto nos revela que seria poss´ıvel romper a cadeia sem qualquer custo extra de energia
[5].
Na refereˆncia [5] foi proposto um caminho para resolver o problema da energia
degenerada atrave´s da inserc¸a˜o de uma perturbac¸a˜o no potencial original. Apesar de ter
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funcionado bem, as soluc¸o˜es para os campos sa˜o apenas nume´ricas.
3.2 Me´todo de Extensa˜o Aplicado a Twistons Topo-
lo´gicos
Com o intuito de contornar o problema da degeneresceˆncia no modelo proposto
por [4, 6] e manter uma descric¸a˜o anal´ıtica para os twistons, vamos fazer uso do Me´todo
de Extensa˜o,visto na Sec¸a˜o 2.7, na construc¸a˜o de outros modelos de dois campos [10] que
apresentem va´cuos bem definidos para o campo χ. Para isso, vamos considerar agora dois
modelos de um campo que obedecem as equac¸o˜es diferenciais de primeira ordem
φ′ = Wφ(φ) = µφ(φ2 − pi2), χ′ = Wχ(χ) = µχ
(
pi2 +
µχ2
µ− λ
)
, (3.14)
que sa˜o satisfeitos pelos defeitos anal´ıticos (3.10). Dessas soluc¸o˜es, podemos ver que o
mapeamento entre os campos φ e χ e´ feito pela seguinte func¸a˜o de deformac¸a˜o 1 e sua
inversa
φ = f(χ) =
√
pi2 +
µχ2
µ− λ, χ = f
−1(φ) =
√
µ− λ
µ
(φ2 − pi2). (3.15)
Agora, podemos escrever as equac¸o˜es de primeira ordem (3.14) de treˆs formas distintas,
pore´m equivalentes. Para o campo φ, temos
Wφ(χ) = µφ(φ
2 − pi2), (3.16a)
Wφ(φ) = ± µ
2χ2
µ− λ
√
pi2 +
µχ2
µ− λ, (3.16b)
Wφ(φ, χ) = φ
(
µ2χ2
µ− λ
)
. (3.16c)
Para o campo χ, obtemos
1Ver Sec¸a˜o 2.6 sobre me´todo da deformac¸a˜o.
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Wχ(χ) = µχ
(
pi2 +
µχ2
µ− λ
)
, (3.17a)
Wχ(φ) = ±µφ2
√
µ− λ
µ
(φ2 − pi2), (3.17b)
Wχ(φ, χ) = µφ
2χ. (3.17c)
Observando as novas formas de escrever Wφ e Wχ, dadas respectivamente por
Wφ = a1Wφ(χ) + a2Wφ(φ, χ) + a3Wφ(φ) + c1g(χ) + c2g(φ, χ) + c3g(φ) (3.18)
e
Wχ = b1Wχ(χ) + b2Wχ(φ, χ) + b3Wχ(φ), (3.19)
vemos que para evitar o aparecimento de ra´ızes quadradas no nosso potencial final, deve-
mos escolher a1 = b3 = 0, de forma que tenhamos os v´ınculos a2 + a3 = 1 e b1 + b2 = 1.
Escolhemos tambe´m c1 = 0, implicando em c2 + c3 = 0. Usando o v´ınculo Wφχ = Wχφ,
(veja a equac¸a˜o (2.74) da Sec¸a˜o 2.7), encontramos a seguinte expressa˜o para gχ(φ, χ)
c2gχ(φ, χ) = 2µφχ
(
b2 − µa2
µ− λ
)
. (3.20)
Integrando a equac¸a˜o anterior em relac¸a˜o a χ obtemos
c2g(φ, χ) = µφχ
2
(
b2 − µa2
µ− λ
)
, (3.21)
e usando a func¸a˜o de deformac¸a˜o inversa χ = f−1(φ) em (3.15) encontramos
c2g(φ) = φ(φ
2 − pi2)[(µ− λ)− µa2]. (3.22)
Substituindo estes resultados para a func¸a˜o contrapeso g em 3.18 e 3.19 e escolhendo
a2 = 1− a3, b1 = 1− b2 e c2 = −c3, encontramos que
Wφ = b2µφχ
2 − b2φ(φ2 − pi2)(µ− λ) + µφ(φ2 − pi2) (3.23)
e
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Figura 3.3: Em (a) mostramos o potencial V para λ = 7.30pi−2, µ = 0.67 e b2 = 0. Em
(b) mostramos um contorno de V , onde as curvas vermelhas solida e pontilhada sa˜o as
o´rbitas anal´ıticas que conectam os campos φ e χ.
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Figura 3.4: Em (a) mostramos o potencial V para λ = 7.30pi−2, µ = 0.67 e b2 = 2. Em
(b) mostramos um contorno de V , onde as curvas vermelhas solida e pontilhada sa˜o as
o´rbitas anal´ıticas que conectam os campos φ e χ.
Wχ = (1− b2)µχ
(
pi2 +
µχ2
µ− λ
)
+ b2µφχ
2. (3.24)
Integrando (3.23) em relac¸a˜o a φ e (3.24) em relac¸a˜o a χ obtemos o seguinte superpotencial
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efetivo
W (φ, χ) =
1
2
(1− b2)
(
µχ2
(
µχ2
2(µ− λ) + pi
2
))
− 1
2
b2
(
φ2
2
− pi2
)
φ2(µ− λ)
+
1
2
b2µχ
2φ2 +
1
2
µφ2
(
φ2
2
− pi2
)
.
(3.25)
Podemos encontrar o potencial efetivo V (φ, χ) usando o fato de que V (φ, χ) pode ser
escrito em termos de Wφ e Wχ, isto e´
V (φ, χ) =
W 2φ
2
+
W 2χ
2
, (3.26)
e com isso obtemos
V (φ, χ) =
1
2
(
µ2χ2 ((pi2(b2 − 1)− b2φ2) (µ− λ) + (b2 − 1)µχ2)2
(λ− µ)2
)
+
1
2
(φ(φ2 − pi2)(b2(λ− µ) + µ) + b2µχ2φ)2.
(3.27)
Como podemos ver em (3.10) a amplitude do movimento longitudinal e´ dada por
pi
√
λ
µ
− 1, (3.28)
e de acordo com [4], e´ necessa´rio ajustar essa amplitude a` unidade, isto e´,
pi
√
λ
µ
− 1 = 1, (3.29)
para torna´-la compat´ıvel com o fato de que quando a cadeia molecular gira em 180◦ e
volta para seu registro cristalino, o movimento longitudinal muda em c = 1.27A˚, que e´ a
distaˆncia entre dois grupos moleculares consecutivos. Isto nos retorna, a partir de (3.29),
uma restric¸a˜o nos paraˆmetros λ e µ de forma que
µ =
pi2
1 + pi2
λ. (3.30)
Consequentemente, escolhendo λ = 7.30pi−2, encontramos µ ≈ 0.67, resultando em uma
famı´lia de potenciais f´ısicos que podem descrever naturalmente o comportamento da tor-
c¸a˜o. Podemos observar as caracter´ısticas desses potencias nas Figuras 3.3 e 3.4 onde
mostramos como o paraˆmetro b2 altera a forma do potencial, interferindo inclusive no
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nu´mero de va´cuos do mesmo. Na Figura 3.3 plotamos o potencial (3.27) para b2 = 0 que
para este caso apresenta nove va´cuos, sendo quatro deles conectados por o´rbitas anal´ıticas.
Na figura, a o´rbita vermelha so´lida representa o conjunto de soluc¸o˜es anal´ıticas positivas
presentes na equac¸a˜o (3.10) e a o´rbita vermelha pontilhada representa o conjunto de solu-
c¸o˜es anal´ıticas negativas de (3.10). Observamos tambe´m o comportamento do potencial V
para b2 = 2 que nos traz um novo conjunto de va´cuos, a saber, cinco va´cuos. Novamente,
quatro deles sa˜o conectados pelas o´rbitas presentes em (3.10). No caso em que fazemos
b2 = 1, o potencial retorna a` forma analisada por [4, 6], como podemos ver na Figura
3.2. Um fato interessante de se ressaltar e´ que essa nova famı´lia de modelos apresenta a
mesma energia BPS encontrada por [4, 6], a saber,
EBPS =
λ
4
pi4 = 17.99, (3.31)
e isso confirma ainda mais a validade da nova famı´lias de modelos.
Pela primeira vez um modelo de twiston com soluc¸o˜es anal´ıticas foi constru´ıdo
atrave´s de uma combinac¸a˜o de dois sistemas de um campo onde ha´ interac¸a˜o entre eles.
As soluc¸o˜es anal´ıticas usadas satisfazem uma famı´lia inteira de dois modelos de campo
escalar, cujos potenciais na˜o apresentam uma linha de zeros. Conclui-se enta˜o que esses
novos modelos concordam com um deslocamento longitudinal fisicamente consistente para
a cadeia molecular, que deve ser proporcional a` distaˆncia entre os grupos moleculares
adjacentes.
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Cap´ıtulo 4
Fe´rmions na Presenc¸a de Campos
Escalares Reais
Os primeiros estudo sobre fe´rmions imersos em campos escalares, mais especifica-
mente na presenc¸a de soluc¸o˜es do tipo kink, foram feitos por Jackiw e Rebbi [8]. Um
resultado importante obtido nesse trabalho foi a fracionalizac¸a˜o do nu´mero fermioˆnico 1.
Trabalhos recentes teˆm utilizado o modelo de Jackiw e Rebbi acoplado ao modelo
λφ4 [12] e tambe´m a outras estruturas do tipo kink [13] com o intuito de observar o
comportamento dos fe´rmions nesses campos em 1 + 1 dimensa˜o e ha´ tambe´m estudos
desse comportamento em 2 + 1 dimenso˜es [16].
Neste cap´ıtulo vamos estudar o comportamento dos fe´rmions quando imersos em
campos escalares reais. Estudaremos como se comporta o gap de energia (energia de
limiar) onde residem os estados ligados fermioˆnicos e tambe´m a possibilidade de controlar
esse gap, aumentando ou diminuindo sua largura. Para isso, faremos uma breve revisa˜o
sobre a construc¸a˜o da equac¸a˜o de Dirac, de suas soluc¸o˜es e tambe´m sobre o spin da
part´ıcula de Dirac. Em seguida revisaremos o acoplamento entre o campo fermioˆnico e
o campo escalar (campo bosoˆnico) e tambe´m a forma da densidade de Lagrangiana para
este tipo de acoplamento. Por fim observaremos o comportamento dos fe´rmions imersos
em dois campos escalares reais usando dois diferentes acoplamentos.
1O nu´mero (ou carga) fermioˆnico e´ uma quantidade conservada que esta´ ligada a uma transformac¸a˜o
de simetria do grupo U(1) aplicada a uma lagrangiana com fe´rmions de Dirac. Geralmente, no va´cuo,
esse nu´mero fermioˆnico e´ zero [24].
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4.1 Equac¸a˜o de Dirac
Uma das primeiras tentativas de estabelecer uma teoria que descrevesse sistemas
quaˆnticos e tambe´m relativ´ısticos veio com a equac¸a˜o de Klein-Gordon. Esta, por sua vez,
apresentava derivadas temporais de segunda ordem que levava a uma densidade de proba-
bilidade com derivadas temporais de primeira ordem. Este fato, unido a possibilidade da
equac¸a˜o de Klein-Gordon apresentar estados com energias negativas, gera uma densidade
de probabilidade que pode ser tanto positiva quanto negativa e isto esta´ em desacordo
com a definic¸a˜o de densidade de probabilidade [25] e por essas razo˜es esta equac¸a˜o foi
descartada [26]. Este problema representava uma limitac¸a˜o para que Dirac constru´ısse
uma teoria relativ´ıstica para o ele´tron. Enta˜o, ele observou que a equac¸a˜o de Schro¨dinger
na˜o-relativ´ıstica na˜o continha densidades de probabilidade negativas pelo fato de sua de-
rivada temporal ser de primeira ordem, o que na˜o acontecia na equac¸a˜o de Klein-Gordon
[27].
Dirac partiu da equac¸a˜o de Einstein
E2 = ~p2 +m2, (4.1)
cuja raiz quadrada tem a forma
E =
√
~p2 +m2, (4.2)
que esta´ longe de ser uma relac¸a˜o linear. Embora essa raiz quadrada na˜o leve a uma
relac¸a˜o linear entre a energia e o momento, uma raiz quadrada matricial pode levar a essa
relac¸a˜o e essa foi a proposta de Dirac para contornar esse problema. Vamos reescrever a
equac¸a˜o Einstein como
E2 − ~p2 = m2 ou p2 = pµpµ = m2. (4.3)
Vamos considerar isto como uma relac¸a˜o matricial, isto e´, uma matriz identidade nxn
multiplicando ambos os lados. Vamos supor ainda que existam 4 matrizes γµ n × n
linearmente independentes, com µ = 0, 1, 2, 3, que sa˜o independentes do espac¸o-tempo de
tal modo que
/p = γ
µpµ (4.4)
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representa a raiz quadrada matricial de p2. Se isso e´ verdade, enta˜o, por definic¸a˜o, no´s
temos
/p/p = p
21 (4.5)
ou ainda
1
2
(γµγν + γµγν)pµpν = p
21, (4.6)
onde 1 denota a matriz identidade (no espac¸o matricial apropriado, neste caso, de dimen-
sional n) e usamos o fato de que as matrizes γµ sa˜o constantes para moveˆ-las atrave´s dos
operadores momento. Para a relac¸a˜o (4.6) ser verdadeira, e´ necessa´rio que as matrizes γµ
satisfac¸am uma a´lgebra, que tem a forma
γµγν + γνγµ = {γµ, γν} = 2ηµν1. (4.7)
Esta a´lgebra e´ conhecida como A´lgebra de Clifford. Vemos que se podemos encontrar
um conjunto de 4 matrizes independentes do tempo satisfazendo a A´lgebra de Clifford,
enta˜o, podemos obter a raiz quadrada matricial de p2 que seria linear na energia e no
momento. Antes de buscarmos uma representac¸a˜o para as matrizes γµ , vamos olhar as
consequeˆncias dessa possibilidade. Neste caso, as soluc¸o˜es da equac¸a˜o
/pψ = mψ, (4.8)
satisfariam automaticamente a equac¸a˜o de Einstein, ou seja,
/p(/pψ) = m/pψ ou p
2ψ = m2ψ. (4.9)
Ale´m disso, uma vez que a nova equac¸a˜o e´ linear nas varia´veis energia e momento, sera´,
consequentemente, linear nas derivadas do espac¸o e do tempo. Isto e´ o que se espera para
uma definic¸a˜o consistente para a densidade de probabilidade, contornando o problema de
Klein-Grodon. A equac¸a˜o (4.8) (ou sua representac¸a˜o nas coordenadas) e´ conhecida como
Equac¸a˜o de Dirac.
Para determinarmos as matrizes, γµ, e sua dimensionalidade, notemos que a A´lge-
bra de Clifford em (4.7)
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{γµ, γν} = 2ηµν (4.10)
pode ser reescrita explicitamente como
(γ0)2 = 1,
(γi)2 = −1, (para qualquer i = 1, 2, 3)
γ0γi + γiγ0 = 0,
γiγj + γjγi = 0. (i 6= j) (4.11)
Pode-se escolher qualquer uma das matrizes para ser diagonal e sem perda de generalidade,
escolhe-se
γ0 =

b1 0 . . . 0
0 b2 . . . 0
...
. . .
...
0 0 . . . bn
 . (4.12)
Do fato de que (γ0)2 = 1, conclu´ımos que um dos elementos da diagonal de γ0 deve ser
±1, isto e´
bα = ±1. (α = 1, 2, . . . , n). (4.13)
Usando as relac¸o˜es da A´lgebra de Clifford em (4.7), para i fixo, obtemos
Trγiγ0γi = Trγi(−γiγ0) = −Tr(γi)2γ0 = Trγ0. (4.14)
Por outro lado, a propriedade c´ıclica do trac¸o que diz que
TrABC = TrCAB, (4.15)
leva a
Trγiγ0γi = Trγiγiγ0 = Tr(γi)2γ0 = −Trγ0. (4.16)
Assim, comparando (4.14) e (4.16), obtemos
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Trγiγ0γi = Trγ0 = −Trγ0
ou Trγ0 = 0. (4.17)
Para isso ser verdade, conclu´ımos que γ0 deve ter tantos elementos diagonais com valor
+1 quantos com −1. Consequentemente as matrizes γµ tem dimensa˜o par.
Vamos assumir que n = 2N . A estrutura matricial na˜o-trivial mais simples surgiria
para N = 1 quando as matrizes devem ser bidimensionais (matrizes ×2). Sabemos que
as 3 matrizes de Pauli junto com a matriz identidade definem uma base completa para as
matrizes 2×2. Entretanto elas na˜o satisfazem a A´lgebra de Clifford. Ou seja, se definimos
σµ = (1, ~σ), enta˜o,
{σµ, σν} 6= 2ηµν1. (4.18)
De fato, em duas dimenso˜es, na˜o podem existir 4 matrizes anticomutantes.
A pro´xima escolha e´ N = 2 para a qual as matrizes sera˜o quadri-dimensionais
(matrizes 4×4). Neste caso, podemos encontrar um conjunto de 4 matrizes constantes
linearmente independentes que satisfac¸a a A´lgebra de Clifford. Um escolha particular
dessas matrizes, por exemplo, tem a forma
γ0 =
 1 0
0 −1
 ,
γi =
 0 σi
−σi 0
 , (i = 1, 2, 3) (4.19)
onde cada elemento das matrizes 4×4 representam uma matriz 2×2 e as σi correspondem
as treˆs matrizes de Pauli. Essa escolha particular das matrizes de Dirac e´ comumente
conhecida como representac¸a˜o de Pauli-Dirac.
Para obter a hamiltoniana para a equac¸a˜o de Dirac, vamos para a representac¸a˜o
das coordenadas onde a equac¸a˜o de Dirac (4.8) toma a forma (lembre que ~ = 1)
(i/∂ −m)ψ = (iγµ∂µ −m)ψ = 0
ou, (iγ0∂0 + i~γ · ~∇−m)ψ = 0. (4.20)
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Multiplicando γ0 pela esquerda e usando o fato de que (γ0)2 = 1, temos
i
∂ψ
∂t
= (−iγ0~γ · ~∇+mγ0)ψ = 0. (4.21)
Por convenc¸a˜o, denota-se
β = γ0, ~α = γ0~γ. (4.22)
Em termos dessas matrizes, enta˜o, podemos escrever (4.21) como
i
∂ψ
∂t
= (−i~α · ~∇+mβ)ψ = (~α · ~p+ βm)ψ. (4.23)
Esta e´ uma equac¸a˜o de primeira ordem (na derivada temporal) do mesmo modo que a
equac¸a˜o de Schro¨dinger e podemos identificar a hamiltoniana da equac¸a˜o de Dirac como
H = ~α · ~p+ βm. (4.24)
Em uma representac¸a˜o particular das matrizes γµ na equac¸a˜o (4.19), podemos notar que
β = γ0 =
 1 0
0 −1
 ,
α = γ0~γ =
 1 0
0 −1
 0 ~σ
−~σ 0
 =
 0 ~σ
~σ 0
 . (4.25)
Agora e´ poss´ıvel determinar a partir das equac¸o˜es (4.22) e (4.7) ou da pro´pria represen-
tac¸a˜o explicita na equac¸a˜o anterior que as matrizes α e β satisfazem as seguintes relac¸o˜es
de anti-comutac¸a˜o
{αi, αj} = 2δij1, (4.26)
{αi, β} = 0,
sabendo que β2 = 1. Podemos checar diretamente a partir de (4.25) que tanto α quanto
β sa˜o matrizes hermitianas. Entretanto, independentemente, podemos notar tambe´m da
pro´pria hamiltoniana (4.24) que, para que ela seja hermitiana, devemos ter
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β† = β, (4.27)
~α† = ~α.
Em termos das matrizes γµ isto pode ser escrito como
β = γ0 = (γ0)† = β†, (4.28)
~α = γ0~γ = (γ0~γ)† = ~α†.
De maneira equivalente podemos escrever
(γ0)† = γ0,
(γi)† = −γi.
(4.29)
Isto significa que , independente da representac¸a˜o, as matrizes γµ devem sempre satisfazer
as propriedades de hermiticidade vistas anteriormente na equac¸a˜o (4.29).
4.2 Soluc¸o˜es da Equac¸a˜o de Dirac
A equac¸a˜o de Dirac em (4.20) tambe´m pode ser escrita na representac¸a˜o do mo-
mento, na forma
(/p−m)ψ = (γµpµ −m)ψ = 0 (4.30)
Esta equac¸a˜o , como vimos, define um conjunto de equac¸o˜es matriciais. Uma vez que as
matrizes γµ sa˜o matrizes 4 × 4, as func¸o˜es de onda, neste caso, sa˜o matrizes coluna de
4 componentes (vetores coluna). Para entender que tipo de part´ıculas sa˜o descritas pela
equac¸a˜o de Dirac, olhemos as soluc¸o˜es de onda plana da equac¸a˜o.
Vamos denotar a func¸a˜o de onda de 4 componentes como (x significa ambos espac¸o
e tempo)
ψ(x) =

ψ1(x)
ψ2(x)
ψ3(x)
ψ4(x)
 , (4.31)
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com
ψα(x) = e
−ip·xuα(p), (α = 1, 2, 3, 4). (4.32)
Substituindo isto de volta na equac¸a˜o de Dirac (4.30), obtemos
(/p−m)u(p) = 0, (4.33)
onde a func¸a˜o de 4 componentes u(p) tem a forma
u(p) =

u1(p)
u2(p)
u3(p)
u4(p)
 . (4.34)
Vamos simplificar os ca´lculos restringindo o movimento ao longo do eixo z. Em outras
palavras, definimos
p1 = p2 = 0. (4.35)
Neste caso, a equac¸a˜o de Dirac fica
(γ0p0 + γ
ipi)u(p) = (γ
0p0 + γ
1p1 + γ
2p2 + γ
3p3)u(p) = (γ
0p0 + γ
3p3)u(p) = 0. (4.36)
Tomando a representac¸a˜o particular das matrizes γµ em (4.19), podemos escrever esta
u´ltima equac¸a˜o como

p0 −m 0 p3 0
0 p0 −m 0 −p3
−p3 0 −(p0 +m) 0
0 p3 0 −(p0 +m)


u1(p)
u2(p)
u3(p)
u4(p)
 = 0. (4.37)
Este e´ um segundo conjunto de 4 equac¸o˜es lineares homogeˆneas e uma soluc¸o˜es na˜o-trivial
existe apenas se o determinante da matriz dos coeficientes for zero. Assim, e´ necessa´rio
que
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det

p0 −m 0 p3 0
0 p0 −m 0 −p3
−p3 0 −(p0 +m) 0
0 p3 0 −(p0 +m)
 = 0, (4.38)
donde obtemos
p20 − p23 −m2 = 0. (4.39)
Com isso, vemos que uma soluc¸a˜o na˜o-trivial de onda plana para a equac¸a˜o de Dirac
existe apenas para os valores de energia
p0 = ±E = ±
√
p23 +m
2. (4.40)
Podemos obter as soluc¸o˜es da equac¸a˜o de Dirac resolvendo diretamente o conjunto
de equac¸o˜es acopladas em (4.37). Alternativamente, podemos introduzir func¸o˜es de onda
de duas componentes u˜(p) e v˜(p) e escrever
u(p) =
 u˜(p)
v˜(p)
 , (4.41)
onde
u˜(p) =
 u1(p)
u2(p)
 e v˜(p) =
 u3(p)
u4(p)
 . (4.42)
Notamos que, para as soluc¸o˜es com energia positiva, isto e´,
p0 = E+ = E =
√
p23 +m
2, (4.43)
o conjunto de equac¸o˜es acopladas toma a forma
 (E+ −m)1 σ3p3
−σ3p3 −(E+ +m)1
 u˜(p)
v˜(p)
 = 0. (4.44)
Escrevendo explicitamente a equac¸a˜o anterior, temos
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(E+ −m)u˜(p) + σ3p3v˜(p) = 0, (4.45)
σ3p3u˜(p) + (E+ +m)v˜(p) = 0.
A func¸a˜o de duas componentes v˜(p) pode ser resolvida em termos de u˜(p) e obtemos
da segunda relac¸a˜o em (4.44)
v˜(p) = − σ3p3
E+ +m
u˜(p). (4.46)
Vemos aqui que a primeira relac¸a˜o em (4.44) tambe´m leva a` mesma relac¸a˜o (4.46). Por-
tanto, a soluc¸a˜o com energia positiva e´ completamente dada pela relac¸a˜o (4.46).
Escolhendo as duas soluc¸o˜es independentes para u˜ como
u˜(p) =
 1
0
 e u˜(p) =
 0
1
 , (4.47)
obtemos respectivamente, substituindo-as em (4.46),
v˜(p) =
 − p3E++m
0
 (4.48)
e
v˜(p) =
 0
p3
E++m
 . (4.49)
Similarmente, para as equac¸o˜es com energia negativa escrevemos
p0 = E− = E = −
√
p23 +m
2, (4.50)
e o conjunto de equac¸o˜es (4.44) se torna
(E− −m)u˜(p) + σ3p3v˜(p) = 0, (4.51)
σ3p3u˜(p) + (E− +m)v˜(p) = 0.
podemos resolver isso (da primeira relac¸a˜o) e obter
u˜(p) = − σ3p3
E− +m
v˜(p). (4.52)
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Escolhendo novamente soluc¸o˜es independentes como
v˜(p) =
 1
0
 e v˜(p) =
 0
1
 , (4.53)
obtemos respectivamente, substituindo em (4.52),
u˜(p) =
 − p3E−−m
0
 (4.54)
e
u˜(p) =
 0
p3
E−−m
 , (4.55)
e essas determinam as duas soluc¸o˜es da equac¸a˜o de Dirac com energia negativa.
As func¸o˜es de onda de duas componentes independentes em (4.47) e (4.47) sugerem
estados de spin up e down de um espinor de duas componentes. Assim, do fato de que
podemos escrever
u+(p) =
 u˜(p)
− σ3p3
E++m
u˜(p)
 e u−(p) =
 − σ3p3E−−m v˜(p)
v˜(p)
 , (4.56)
as soluc¸o˜es com energia positiva e negativa teˆm as formas explicitas
u↑+(p) =

1
0
− p3
E++m
0
 , u
↓
+(p) =

0
1
0
p3
E++m
 , (4.57)
u↑−(p) =

− p3
E−−m
0
1
0
 , u
↓
−(p) =

0
p3
E−−m
0
1
 . (4.58)
A notac¸a˜o e´ sugestiva e implica que a func¸a˜o de onda corresponde a uma part´ıcula de
spin 1/2.
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4.3 Spin da Part´ıcula de Dirac
Como vimos, a estrutura das soluc¸o˜es de onda plana da equac¸a˜o de Dirac sugere o
fato de que a part´ıcula descrita pela equac¸a˜o de Dirac tem spin 1/2. Vamos definir uma
generalizac¸a˜o quadridimensional das matrizes de Pauli como
α˜i =
 σi 0
0 −σi
 , (i = 1, 2, 3). (4.59)
Pode-se verificar que isso esta´ relacionado a`s matrizes αi definidas em (3.22) e (3.25)
atrave´s da relac¸a˜o
αi =
 0 σi
σi 0
 = ρα˜i = α˜iρ, (4.60)
onde
ρ =
 0 1
1 0
 . (4.61)
Notemos que ρ2 = 1, enta˜o podemos inverter a definic¸a˜o (4.60) e escrever
ραi = ρ
2α˜i → ραi = α˜i, (4.62)
α˜i = ραi = αiρ.
Da estrutura das matrizes αi e α˜i conclu´ımos que
[α˜i, α˜j] = 2iijkα˜k. (4.63)
Isso mostra que 1
2
α˜i satisfaz a a´lgebra do momento angular (lembre que ~ = 1) e isso
e´ porque chamamos as matrizes, α˜i, a generalizac¸a˜o das matrizes de Pauli. Ale´m disso,
notemos que
[α˜i, αj] = 2iijkαk, (4.64)
e tambe´m que
[α˜i, β] = 0. (4.65)
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Com essas relac¸o˜es a` nossa disposic¸a˜o, vamos observar a hamiltoniana livre de Dirac em
(4.24)
H = ~α · ~p+ βm = αipi + βm. (4.66)
O operador momento angular e´ dado por
Li = ijkxjpk, (i, j, k = 1, 2, 3). (4.67)
Calculando o comutador deste operador com o hamiltoniano de Dirac, obtemos
[Li, H] = iijkαjpk. (4.68)
Assim, notamos que operador momento angular orbital na˜o comuta com o hamiltoniano
de Dirac. Consequentemente, o momento angular que comutaria com o hamiltoniano deve
conter tambe´m uma parte de spin. Para determinar o momento angular de spin, notamos
que
[α˜i, H] = −2iijkαjpk. (4.69)
Enta˜o, combinando esta relac¸a˜o com (4.68) obtemos
[Li +
1
2
αi, H] = [Li, H] +
1
2
[α˜i =, H] = iijkαjpk − iijkαjpk = 0. (4.70)
Em outras palavras, o momento angular total deve comutar com o hamiltoniano, se as
rotac¸o˜es sa˜o uma simetria do sistema, podemos identificar que
Ji = Li +
1
2
α˜i. (4.71)
Neste caso, portanto, podemos identificar o momento angular de spin como
Si =
1
2
α˜i. (4.72)
Note, em particular que
S3 =
1
2
α˜3 =
1
2
 σ3 0
0 σ3
 , (4.73)
40
que tem autovalores duplamente degenerados ±1
2
. Portanto, conclu´ımos que a part´ıcula
descrita pela equac¸a˜o de Dirac corresponde a uma part´ıcula de spin 1/2.
4.4 Acoplamento Fe´rmion-Bo´son
Como foi visto na sec¸a˜o 4.1, a equac¸a˜o de Dirac para uma part´ıcula massiva de
spin 1/2 tem a seguinte forma
(iγµ∂µ −m)ψ = 0. (4.74)
A densidade de lagrangiana que da´ origem a esta equac¸a˜o e tambe´m a` sua adjunta,
ψ¯(iγµ
←−
∂µ +m) = 0 [25], e´ dada por
L = ψ¯(iγµ∂µ−m) = iψ¯∂µψ −mψ¯ψ, (4.75)
onde podemos ver claramente que as equac¸o˜es de Euler-Lagrange sa˜o obtidas da densidade
de probabilidade anterior, ou seja
∂L
∂ψ¯
= (iγµ∂µ −m)ψ = 0, (4.76)
e
∂L
∂ψ
− ∂µ ∂L
∂(∂µψ)
= mψ¯ − ∂µ(−iψ¯γµ) = ψ¯(iγµ∂µ +m) = 0. (4.77)
Com o intuito de estudarmos o comportamento de campos fermioˆnicos imersos em
campos escalares reais, necessitamos de uma densidade de lagrangiana que contenha um
acoplamento entre esse campos. Para isso, e´ preciso utilizar o acoplamento de Yukawa.
Este tipo de acoplamento foi proposto por Hideki Yukawa com o objetivo de investigar
as interac¸o˜es nucleares entre nu´cleons (ψ) e p´ıons (φ) (me´son pi). Em teorias modernas
de part´ıculas, o Modelo Padra˜o conte´m termos de acoplamento de Yukawa entre o campo
escalar de Higgs com quarks e le´ptons [28].
O acoplamento de Yukawa e´ dado por gψ¯F (φ)ψ onde F (φ) e´ uma func¸a˜o que de-
pende do campo escalar real e g e´ uma constante que tem o papel de regular a intensidade
da interac¸a˜o entre o os campos chamada de constante de acoplamento. A densidade de
lagrangiana total sera´ enta˜o composta por uma parte fermioˆnica, uma parte bosoˆnica
(campo escalar real) e tambe´m pelo acoplamento de Yukawa, isto e´
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LTotal = LBosoˆnica + LFermioˆnica − gψ¯F (φ)ψ, (4.78)
onde temos explicitamente que
LTotal = 1
2
∂µφ∂
µφ− V (φ) + ψ¯(iγµ∂µ −m)− gψ¯F (φ)ψ. (4.79)
Analogamente, para o caso de sistemas em que o campo fermioˆnico esta´ imerso em dois
campos escalares reais, φ e χ, a densidade de lagrangiana total se torna
L = 1
2
∂µφ∂
µφ+
1
2
∂µχ∂
µχ− V (φ, χ) + ψ¯(iγµ∂µ −m)− gψ¯F (φ, χ)ψ. (4.80)
onde a forma de F (φ, χ) pode nos retornar acoplamentos usuais de Yukawa ou acopla-
mentos tipo-Yukawa.
4.5 Fe´rmions em Dois Campos Escalares Na˜o Inte-
ragentes
Nesta sec¸a˜o, faremos uma revisa˜o sobre fe´rmions na˜o massivos na presenc¸a de
um campo escalar usando as refereˆncias [12, 13, 14]. Nestes estudos observou-se que o
comportamento do campo fermioˆnico esta´ ligado a` forma do campo escalar. A depender
da forma do potencial escalar em que o campo fermioˆnico esta´ imerso ha´ um aumento
ou diminuic¸a˜o do nu´mero de estados ligados. A forma da energia onde e´ poss´ıvel ter
estados ligados (energia de limiar) tambe´m muda de potencial para potencial. Pensando
nisso, vamos investigar a possibilidade de alterar a forma da energia de limiar usando
dois campos escalares ao inve´s de um, utilizando um acoplamento do tipo F (φ, χ) = φχ
e outro do tipo F (φ, χ) = φ+ χ.
4.5.1 Acoplamento F (φ, χ) = φχ
Podemos escrever a densidade de lagrangiana (4.80) para fe´rmions na˜o massivos,
fazendo g = 1, da seguinte maneira
L = 1
2
∂µφ∂
µφ+
1
2
∂µχ∂
µχ− (V (φ) + V (χ)) + 1
2
ψ¯i/∂ψ − ψ¯F (φ, χ)ψ, (4.81)
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onde F (φ, χ) = φχ, representando um acoplamento tipo-Yukawa. Desta lagrangiana tem-
se a parte bosoˆnica
Lb = 1
2
∂µφ∂
µφ+
1
2
∂µχ∂
µχ− 1
2
W 2φ −
1
2
W 2χ , (4.82)
lembrando que
V (φ) =
W 2φ
2
e V (χ) =
W 2χ
2
. (4.83)
A parte fermioˆnica fica dada por
Lf = 1
2
iψ¯ /∂ψ − ψ¯φχψ. (4.84)
Da lagrangiana (4.82) obteˆm-se as equac¸o˜es de movimento
φ′′ −WφWφφ = 0 e χ′′ −WχWχχ = 0, (4.85)
cujas equac¸o˜es de primeira ordem obtidas via me´todo BPS teˆm a forma abaixo
φ′ = Wφ e χ′ = Wχ. (4.86)
A partir da lagrangiana (4.84) chega-se na equac¸a˜o de movimento para o campo fermioˆnico
(i/∂ − 2φχ)ψ = 0, (4.87)
com
/∂ = γµ∂µ. (4.88)
Dado o seguinte ansatz para o campo fermioˆnico
ψ(x, t) = e−iEt
ψ(+)(x)
ψ(−)(x)
 (4.89)
e substituindo-o na equac¸a˜o de movimento (4.87) obte´m-se
Eψ(±) +
(
± d
dx
− 2φχ
)
ψ(∓) = 0. (4.90)
E´ poss´ıvel ainda obter uma equac¸a˜o tipo Schro¨dinger a partir da equac¸a˜o anterior, que
fica na forma
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(
− d
2
dx2
+ U(∓)(x)
)
ψ(±) = E2ψ(±), (4.91)
onde o potencial U(±)(x) e´ dado por
U(±)(x) = ±2d(φχ)
dx
+ 4(φχ)2. (4.92)
Pode-se reescrever a equac¸a˜o (4.91) como
Q∓Q±ψ(±) = E2ψ(±), (4.93)
onde
Q± = ± d
dx
+ 2φχ. (4.94)
Para encontrar o modo zero fermioˆnico resolve-se Q±ψ(±) = 0 obtendo
ψ
(±)
0 = c±e
∓2 ∫ φχdx. (4.95)
Tomando o limite x → ∞ na equac¸a˜o (4.90) chega-se na energia de limiar (threshold
energy)
Eth = 2φminχmin, (4.96)
onde φmin e χmin indicam os mı´nimos (ou va´cuos) do potencial. Essa energia de limiar
representa a interface entre a regia˜o espectral compat´ıvel com estados ligados e a regia˜o
dos estados de espalhamento.
Consideremos dois modelos bosoˆnicos, presentes em [14].
Wφ =
1
1− λ cd(φ, λ), (4.97)
e
Wχ =
2 cn2(χ/2, µ)− (1− µ)
dn(χ/2, µ)
. (4.98)
Podemos observar que os modelos sa˜o escritos em termos das func¸o˜es el´ıpticas de Jacobi
onde λ e µ sa˜o paraˆmetros reais que pertencem ao intervalo [0,1]. As soluc¸o˜es obtidas
para os modelos (4.97) e (4.98) sa˜o dadas por
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φ(x) = sn−1
(
tanh
(
x
1− λ
)
, λ
)
(4.99)
e
χ(x) = 2 sc−1
(√
1 + µ
1− µ tanh
(
1
2
√
1− µ2x
)
, µ
)
. (4.100)
Como podemos ver na Figura 4.1, as soluc¸o˜es (4.99) e (4.100) representam configurac¸o˜es
topolo´gicas (kinks), como vimos na Sec¸a˜o 2.1. Ao passo que alteramos os valores dos
paraˆmetros λ e µ a transic¸a˜o entre dois diferentes estados do sistema se torna mais suave
ou mais abrupta, sendo que para o modelo (4.99) essa caracter´ıstica e´ mais acentuada.
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Figura 4.1: Forma das soluc¸o˜es (4.99) em (a) e (4.100) em (b). Em (a): λ = 0, 0.5 e 0.75
nas curvas preta, azul e vermelha, respectivamente. Em (b): µ = 0, 0.5 e 0.75 nas curvas
preta, azul e vermelha, respectivamente.
Dadas essas soluc¸o˜es podemos observar o comportamento do potencial (4.92) para
diferentes valores dos paraˆmetros λ e µ que nesse caso fica dado por
U− = 16 sc−1
(√
1 + µ
1− µ tanh
(
1
2
x
√
1− µ2
)
, µ
)2
sn−1
(
tanh
(
x
1− λ
)
, λ
)2
+
4 sc−1
(√
1+µ
1−µ tanh
(
1
2
x
√
1− µ2
)
, µ
)
cd
(
sn−1
(
tanh
(
x
1−λ
)
, λ
)
, λ
)
λ− 1 −
2(µ− 1)
√
1+µ
1−µ
√
1− µ2 sn−1 (tanh ( x
1−λ
)
, λ
)
µ− cosh
(√
1− µ2x
)
(4.101)
De imediato podemos perceber, atrave´s das Figuras 4.2 e 4.3, que o potencial na˜o e´
sime´trico (na˜o possui simetria de reflexa˜o). Entretanto, essa assimetria diminui conforme
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aumentamos os valores dos paraˆmetros. Em ambos fixamos um paraˆmetro e modificamos
o outro. Na figura 4.2 fixamos o paraˆmetro λ nos valores 0, 0.25, 0.5 e 0.75 em (a) ,(b)
,(c) e (d), respectivamente, e variamos o paraˆmetro µ tambe´m em 0, 0.25, 0.5 e 0.75 para
cada um dos valores de λ. Observamos tambe´m que a medida que aumentamos os valores
dos paraˆmetros a profundidade do poc¸o do potencial aumenta e sua largura sofre poucas
alterac¸o˜es, permanecendo praticamente a mesma.
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Figura 4.2: Potencial U− mostrado para µ = 0, 0.25, 0.5 e 0.75 em (a), (b), (c) e (d) nas
curvas vermelha, verde, azul e preta, respectivamente.
Ja´ na figura 4.3 fixamos o paraˆmetro µ nos valores 0, 0.25, 0.5 e 0.75 em (a) ,(b) ,(c)
e (d), respectivamente, e variamos o paraˆmetro λ tambe´m em 0, 0.25, 0.5 e 0.75 para cada
um dos valores de µ. Aqui verificamos um comportamento semelhante ao caso anterior,
onde fixamos λ, entretanto vemos que a profundidade do poc¸o aumenta de forma mais
abrupta. A largura do potencial por sua vez sofre tambe´m pequenas alterac¸o˜es conforme
aumentamos os valores dos paraˆmetros.
Vamos agora observar o comportamento da energia de limiar. Para as soluc¸o˜es
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Figura 4.3: Potencial U− mostrado para λ = 0, 0.25, 0.5 e 0.75 em (a), (b), (c) e (d) nas
curvas vermelha, verde, azul e preta, respectivamente.
(4.99) e (4.100) a energia de limiar (4.96) tem a seguinte forma
Eth = 4 sc
−1
(√
1 + µ
1− µ, µ
)
sn−1(1, λ). (4.102)
Na Figura 4.4 representamos a energia de limiar (4.102) em func¸a˜o do paraˆmetro
µ para λ = 0, 0.25, 0.5, 0.75 e 0.9. Tambe´m representamos a mesma energia na Figura
4.5 agora em func¸a˜o de λ, fixando os valores de µ em 0, 0.25, 0.5, 0.75 e 0.9. Podemos
verificar que e´ poss´ıvel, combinando os paraˆmetros dos modelos, alterar a forma da energia
de limiar, aumentando ou diminuindo a regia˜o onde os estados ligados sa˜o poss´ıveis. Em
consequeˆncia dessa alterac¸a˜o o nu´mero de estados ligados tambe´m pode aumentar ou
diminuir. Percebemos tambe´m, que esse controle do gap de energia e´ mais evidente
quando tomamos a energia em func¸a˜o de λ.
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Figura 4.4: Energia Eth representada para λ = 0, 0.25, 0.5, 0.75 e 0.9 nas curvas preta,
vermelha, verde, azul e laranja respectivamente.
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Figura 4.5: Energia Eth representada para µ = 0, 0.25, 0.5, 0.75 e 0.9 nas curvas preta,
vermelha, verde, azul e laranja respectivamente .
Nas Figuras 4.6 e 4.7 mostramos o comportamento do modo zero fermioˆnico, equa-
c¸a˜o (4.95), para diferentes valores de λ e µ. Na Figura 4.6 vemos a forma do modo zero
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fixando os valores de λ em 0, 0.5, 0.75 e 0.95 e variando µ em 0, 0.25, 0.5 e 0.75 para
cada um dos valores de λ. Vemos que quando λ cresce ha´ uma diminuic¸a˜o da largura e
um aumento na altura do modo zero. Vemos tambe´m que o modo zero fica mais loca-
lizado. Para a Figura 4.7, fixamos os valores de µ e variamos λ. Percebemos outra vez
uma diminuic¸a˜o da largura e aumento de altura, causando novamente um modo zero mais
localizado.
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Figura 4.6: Modo zero ilustrado para µ = 0, 0.25, 0.5 e 0.75 em (a), (b), (c) e (d) nas
curvas vermelha, verde, azul e preta, respectivamente.
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Figura 4.7: Modo zero ilustrado para λ = 0, 0.25, 0.5 e 0.75 em (a), (b), (c) e (d) nas
curvas vermelha, verde, azul e preta, respectivamente.
Vimos que para este acoplamento podemos construir um potencial fermioˆnico U−,
apesar do mesmo possuir uma assimetria em sua forma, e obter ainda modos zeros fermi-
oˆnicos bem definidos. A energia de limiar por sua vez, apresentou um bom controle, no
sentido de que nos permite fazer variac¸o˜es significativas conforme alteramos os paraˆme-
tros do modelo. Essas variac¸o˜es sa˜o mais acentuadas se fixarmos o paraˆmetro λ e menos
acentuadas se fixarmos o paraˆmetro µ.
4.5.2 Acoplamento F (φ, χ) = φ+ χ
Vamos considerar agora acoplamentos usuais de Yukawa na forma F (φ, χ) = φ+χ
e com isso reescrever a lagrangiana (4.81) como
L = 1
2
∂µφ∂
µφ+
1
2
∂µχ∂
µχ− (V (φ) + V (χ)) + 1
2
ψ¯i/∂ψ − ψ¯φψ − ψ¯χψ. (4.103)
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A equac¸a˜o de movimento para o campo fermioˆnico toma a forma
(i/∂ − 2(φ+ χ))ψ = 0, (4.104)
e ao aplicarmos o ansatz (4.89) chegamos com facilidade em
Eψ(±) +
(
± d
dx
− 2(φ+ χ)
)
ψ(∓) = 0. (4.105)
Como para o caso anterior, podemos escrever tambe´m uma equac¸a˜o tipo Schro¨dinger a
partir de (4.105) como
(
− d
2
dx2
+ U(∓)(x)
)
ψ(±) = E2ψ(±), (4.106)
onde o potencial U(±)(x) e´ dado por
U(±)(x) = ±2d(φ+ χ)
dx
+ 4(φ+ χ)2. (4.107)
Para encontrar o modo zero fermioˆnico seguimos os mesmos procedimentos vistos
anteriormente e reescrevemos (4.106) na forma da equac¸a˜o (4.93), onde
Q± = ± d
dx
+ 2(φ+ χ), (4.108)
e resolvendo Q±ψ(±) = 0 obtemos
ψ
(±)
0 = c±e
∓2 ∫ (φ+χ)dx. (4.109)
Tomando novamente o limite x→∞ na equac¸a˜o (4.105) chegamos em
Eth = 2(φmin + χmin), (4.110)
que e´ a energia de limiar.
Vamos utilizar os mesmos modelos vistos no caso anterior, a saber, os modelos
(4.97) e (4.98). Neste caso, o potencial (4.107) tem a forma
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U− = 4
(
2 sc−1
(√
µ+ 1
1− µ tanh
(
1
2
x
√
1− µ2
)
, µ
)
+ sn−1
(
tanh
(
x
1− λ
)
, λ
))2
+
2
(µ− 1)
√
µ+1
1−µ
√
1− µ2 nd
(
sc−1
(√
µ+1
1−µ tanh
(
1
2
x
√
1− µ2
)
, µ
)
, µ
)
µ− cosh
(√
1− µ2x
) −
2
cd
(
sn−1
(
tanh
(
x
1−λ
)
, λ
)
, λ
)
1− λ .
(4.111)
Podemos ver o comportamento desse potencial nas Figuras 4.8 e 4.9 para diferentes valores
de λ e µ. Diferentemente do caso anterior, esse potencial apresenta simetria de reflexa˜o.
Na figura 4.8 fixamos o valor do paraˆmetro λ em 0, 0.25, 0.5 e 0.75 em (a) ,(b) ,(c) e (d),
respectivamente, e variamos o paraˆmetro µ tambe´m em 0, 0.25, 0.5 e 0.75 para cada um
dos valores de λ. Vemos que a medida que aumentamos o valor de λ aumenta-se tambe´m
a profundidade do poc¸o do potencial e sua largura sofre poucas alterac¸o˜es.
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Figura 4.8: Potencial U− mostrado para µ = 0, 0.25, 0.5 e 0.75 em (a), (b), (c) e (d) nas
curvas vermelha, verde, azul e preta, respectivamente.
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Semelhantemente, na Figura 4.9, fixamos o valor de µ em em 0, 0.25, 0.5 e 0.75
em (a) ,(b) ,(c) e (d), nessa ordem, e variamos λ em em 0, 0.25, 0.5 e 0.75 para cada um
dos valores de µ. Podemos ver que quando aumentamos os valores de µ a profundidade
do potencial tambe´m aumenta, de forma mais abrupta que o caso anterior, entretanto
podemos uma alterac¸a˜o mais acentuada em sua largura, em oposic¸a˜o ao que observamos
na Figura 4.8.
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Figura 4.9: Potencial U− mostrado para λ = 0, 0.25, 0.5 e 0.75 em (a), (b), (c) e (d) nas
curvas vermelha, verde, azul e preta, respectivamente.
Para este acoplamento, observamos tambe´m como se comporta o modo zero fer-
mioˆnico normalizado. Atrave´s da equac¸a˜o (4.109) geramos as Figuras 4.12 e 4.13. Em
ambas, podemos observar que a func¸a˜o de onda para o modo zero mante´m sua altura e
fica mais estreita conforme aumentamos os valores de λ e µ
A energia de limiar, a equac¸a˜o (4.110), toma a forma
Eth = 2
(
2 sc−1
(√
1 + µ
1− µ, µ
)
+ sn−1(1, λ)
)
. (4.112)
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Representamos essa energia na Figura 4.10 em func¸a˜o do paraˆmetro µ para λ = 0, 0.25,
0.5, 0.75 e 0.9. Na Figura 4.11 podemos ver a mesma energia em func¸a˜o de λ fixando
os valores de µ em 0, 0.25, 0.5, 0.75 e 0.9. Novamente podemos perceber que e´ poss´ıvel
controlar esse gap de energia a proporc¸a˜o que alteramos os valores dos paraˆmetros dos
modelos. Entretanto, a mudanc¸a e´ mais suave e o controle mais limitado que no caso
anterior, levando em conta o intervalo de variac¸a˜o dos paraˆmetros λ e µ, mas permanece
a caracter´ıstica mais vis´ıvel quando tomamos a energia como func¸a˜o de λ.
0.2 0.4 0.6 0.8 1
μ
- 4 π- 3 π- 2 π
- ππ
2 π3 π4 π
E th
Figura 4.10: Energia Eth representada para λ = 0, 0.25, 0.5, 0.75 e 0.9 nas curvas preta,
vermelha, verde, azul e laranja respectivamente .
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Figura 4.11: Energia Eth representada para µ = 0, 0.25, 0.5, 0.75 e 0.9 nas curvas preta,
vermelha, verde, azul e laranja respectivamente .
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Nas Figuras 4.12 e 4.13 o comportamento do modo zero fermioˆnico, equac¸a˜o
(4.109), e´ mostrado para diferentes valores de λ e µ. Na figura 4.12 podemos ver o
comportamento do modo zero fixando os valores de λ em 0, 0.5, 0.75 e 0.95 e variando µ
em 0, 0.25, 0.5 e 0.75 para cada um dos valores de λ. Vemos que quando λ cresce ha´ uma
diminuic¸a˜o da largura e um aumento na altura do modo zero. Quanto maior o valor de λ
mais pro´ximas ficam as curvas. No caso da Figura 4.13 fixamos os valores de µ e variamos
λ. Observamos novamente uma diminuic¸a˜o da largura e aumento de altura, entretanto,
na˜o ha´ uma proximidade ta˜o grande do modo zero quanto no caso anterior. Portanto,
variar µ e manter λ fixo afeta mais o modo zero fermioˆnico do que o contra´rio.
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Figura 4.12: Modo zero ilustrado para µ = 0, 0.25, 0.5 e 0.75 em (a), (b), (c) e (d) nas
curvas vermelha, verde, azul e preta, respectivamente.
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Figura 4.13: Modo zero ilustrado para λ = 0, 0.25, 0.5 e 0.75 em (a), (b), (c) e (d) nas
curvas vermelha, verde, azul e preta, respectivamente.
Diferentemente do acoplamento anterior, o potencial observado para este caso apre-
senta simetria de reflexa˜o. Observamos tambe´m que o controle na energia de limiar perma-
nece e suas variac¸o˜es ainda sa˜o significativas. Novamente as variac¸o˜es sa˜o mais acentuadas
quando fixamos o paraˆmetro λ e variamos o paraˆmetro µ.
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Cap´ıtulo 5
Concluso˜es
Nossos estudos se concentram em dois temas principais, a saber, twistons topo-
lo´gicos e fe´rmions na presenc¸a de campos escalares. Para realizar nossas investigac¸o˜es,
iniciamos o trabalho fazendo uma revisa˜o sobre campos escalares reais unidimensionais
para modelos de um e dois campos. Revisamos tambe´m alguns me´todos que auxiliaram
no desenvolvimento do trabalho como, Me´todo BPS [18, 19], Me´todo da Deformac¸a˜o [20]
e Me´todo de Extensa˜o [21].
Inicialmente estudamos os twistons topolo´gicos em uma cadeia de mole´culas de
polietileno cristalino utilizando o modelo proposto por [4, 6] para descrever esse tipo de
soluc¸a˜o. Entretanto, esse modelo apresenta uma linha de zeros, causando degeneresceˆncia
em sua energia o que permite que a cadeia possa ser rompida sem custo adicional de
energia. Uma soluc¸a˜o foi proposta por [5] para eliminar essa degeneresceˆncia na energia,
entretanto, as soluc¸o˜es apresentadas eram apenas nume´ricas. Com o intuito de contornar
o problema da degeneresceˆncia do modelo e ao mesmo tempo encontrar soluc¸o˜es anal´ıticas
aplicamos o Me´todo de Extensa˜o ao modelo estudado.
Com isso, constru´ımos pela primeira vez um modelo para twistons atrave´s de uma
combinac¸a˜o na˜o trivial de dois sistemas de um campo e que tambe´m possui soluc¸o˜es
anal´ıticas. O novo modelo representa uma famı´lia de novos potencial que na˜o apresentam
a linha de zeros existente no modelo estudado inicialmente. A energia calculada para
esse novo modelo e´ a mesma encontrada no modelo inicial de estudo, o que corrobora
a validade do mesmo. Pretendemos aplicar estes procedimentos para descrever twistons
usando treˆs campos escalares e tambe´m revisar descric¸o˜es do polietileno cristalino via
modelos baseados em potenciais do tipo seno-Gordon.
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Nossa segunda etapa deste trabalho se concentra no estudo do comportamento dos
fe´rmions na presenc¸a de campos escalares, em particular, no controle da energia de limiar
onde residem os estados ligados. Nos trabalhos desenvolvidos por [12, 14] e´ mostrado que
a energia de limiar permanecia inalterada para os modelos aplicados, onde os fe´rmions
estavam acoplados a somente um campo. Em especial, nos modelos apresentados por [14],
o nu´mero de estados ligados aumentava, diminu´ıa ou permanecia o mesmo a depender
da forma do campo escalar no qual os fe´rmions estavam imersos. Baseando-se nisto,
conseguimos controlar a energia de limiar colocando o campo fermioˆnico na presenc¸a de
dois campos escalares, utilizando modelos trazido por [14]. Percebemos ainda uma ligeira
vantagem no acoplamento do tipo F (φ, χ) = φ + χ, por apresentar um potencial com
simetria de reflexa˜o, que esta´ de acordo com os modelos estudados. Por fim, nossas
ana´lises sobre o espectro fermioˆnico do sistema de dois campos nos permite conjecturar
que o aumento do nu´mero de campos pode ser interpretado como um mecanismo de
controle que nos permite aumentar o nu´mero de estados ligados, uma vez que, ele altera
a energia de limiar do espectro. Pretendemos confirmar nossa conjectura atrave´s de uma
ana´lise nume´rica do espectro de energia fermioˆnico.
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