ABSTRACT The no-wait flow shop scheduling problem (NWFSP) is one of the essential models in the manufacturing systems. In this paper, the fitness landscape of the factorial representation for NWFSP with the makespan criterion is studied. The encoding and decoding schemes based on the factorial representation are constructed to transfer the permutation domain to the integer domain. The position-type distributions and fitness distance correlation are implemented to analyze the fitness landscape of the classic benchmarks. The multiple big valleys' structure in the fitness landscape is confirmed through the observation of fitness distance plot and the analysis of factorial coding theory. The various local optima and high ruggedness of the fitness landscape are visualized through the statistical results of position-type distributions. The results of fitness landscape analysis show the suitability of the landscape for the searchability with evolutionary algorithms and local search methods for solving NWFSP.
I. INTRODUCTION
Fitness landscape and its statistical analysis are useful in various domains including understanding the behavior of meta-heuristics and evolutionary algorithms for solving the combination optimization problems and predicting the performance of algorithms [1] . The analyses of the fitness landscape help to choose the heuristic search algorithm for the specific combination optimization problem. The characteristic of the search space landscape is analyzed for extracting structural information of the problem. The ruggedness of the fitness landscape [2] is a measure of the number of local optima, and the fitness distance correlation (FDC, all the expansions for the abbreviations using in this paper are listed in Table 9 in ''Appendix'') [3] is the correlation The associate editor coordinating the review of this manuscript and approving it for publication was Chuan Li.
between the quality of a solution and its distance to the global optima.
Jones [3] and Jones and Forrest [4] presented the fitness distance correlation as a measure of problem hardness (or ease) for the consideration of evolutionary and other search algorithms. Reeves [5] proposed how the concepts associated with the landscape are extended to search by means of evolutionary algorithms. An extension of dynamic fitness landscape analysis for population-based evolutionary algorithms is presented in Wang et al. [6] . Jana et al. [7] , a continuous fitness landscape analysis is created based on the relative fitness of the neighboring sample points. The information of the fitness landscape is embedded in an adaptive operator selection mechanism for differential evolution in Sallam et al. [8] . The fitness landscape analysis was applied in a search-based software testing problem in Aleti et al. [9] . Lu et al. [10] proposed Discrete-time Fourier transform and dynamic time warping to acquire information of the fitness landscape for dynamic optimization problems from frequency and time domains.
In this paper, the information of the fitness landscape is discussed for the NWFSP with the minimization of makespan. In NWFSP, all n jobs will be processed in the same order on each of m machines and there is no waiting time between two consecutive operations until the whole process is done. NWFSP is a typical NP-hard problem [11] . The various methods for solving the NWFSP are evolutionary algorithms or local search metaheuristics [12] - [17] .
In the context of permutations, genotypes allow common modeling frameworks to be adapted for the problem under consideration. Recent work has used the factorial representation to represent permutation [18] - [20] . Factorial representation has been applied on various permutation problems such as traveling salesman problem, permutation flow shop scheduling problem, quadratic assignment problem and linear ordering problem [18] - [20] . However, to the best of our knowledge, the fitness landscape of factorial representation on no-wait flow shop scheduling problem (NWFSP) has not been studied to date.
In this paper, the position type distributions and fitness distance analysis are discussed for analyzing the fitness landscape based on two classic NWFSP benchmark problems with factorial representation and other six classical neighborhood structures. Furthermore, complete fitness landscapes are visualized for the factorial represented NWFSP. The fitness landscape analysis of factorial represented NWFSP is firstly proposed in the literature. The contributions of this paper are summarized as follows.
• Fitness landscape of the factorial represented NWFSP was studied and compared with six classical neighborhood structures.
• The theoretical support for the development of evolutionary algorithms is given through the fitness landscape analysis of the factorial represented NWFSP. The remaining sections are organized as follows. Section 2 reviews recent studies of factorial representation in permutation problems and fitness landscape analysis measures. In Section 3, the NWFSP is briefly introduced. Section 4 analyzes the fitness landscape of the factorial represented NWFSP. The conclusions and future work are shown in Section 5.
II. RELATED WORK A. FACTORIAL REPRESENTATION IN PERMUTATION PROBLEM
In the past decades, the factorial representation has been used in permutation problems by various researchers. In particle swarm optimization (PSO), factorial representation is applied to turn permutations into a usable structure [21] - [26] . Regnier-Coudert and Mccall [18] presented a method of the factorial representation through three algorithmic frameworks (a genetic algorithm and two estimations of distribution algorithms), and four classic permutation benchmark problems are as the test set(traveling salesman problem (TSP), permutation flow shop scheduling problem (PFSP), quadratic assignment problem (QAP) and linear ordering problem). The experiments results demonstrate that the factorial representation is a competitive approach when it is applied to permutation problems. The performance of the proposed algorithm was significantly better than the ordering messy genetic algorithm in Marmion and Regnier-Coudert [19] .Samarghandi and ElMekkawy [26] proposed a new algorithm, named TS-PSO, for solving NWFSP. The factorial was employed in TS-PSO as a coding and decoding technique for mapping the discrete feasible space to the set of integers. The computational results showed that it outperformed the compared methods and found some of the new upper bounds for the considered test problems. In HosseiniNasab and Emami [21] , an HPSO algorithm which a normal PSO combined with a simple simulated annealing criterion was presented for solving dynamic facility layout problem. The factorial was used to turn a solution in the discrete space of dynamic facility layout problem into a particle position of PSO in the continuous space. Samarghandi et al. [23] proposed a factorial mapping method based PSO algorithm to solve the single row facility layout problem. The computational results show that the efficiency of the proposed algorithm.
In summary, factorial representation is suitable for various permutation optimization problems such as NWFSP, PFSP, TSP, and QAP.
B. MEASURES IN FITNESS LANDSCAPE ANALYSIS
The position type distribution and the landscape ruggedness are two properties of the fitness landscape, which are used to estimate the local optimal proportion and performance of local search algorithms. Seven position types for a point in the search space are defined according to the topology of their local neighborhood [27] . Baioletti and Santucci [20] provided a classification of the position types in the fitness landscape of the PFSP with total flow time criterion. The indications on the smoothness and the local optima structure of the landscapes for the three search spaces were shown in the experiment results (adjacent swap, interchange and insert neighborhoods). Czogalla [1] analyzed the fitness landscape of the NWFSP. The position type distribution confirmed that the swap and shift neighborhood structure is favorable for local search procedures. The reason is that the number of local optima in the fitness landscapes is few and no problem instance has a position of type IPLAT.
Jones [3] proposed the FDC as a measure of problem difficulty for selection-based algorithms which are widely used in hard combination optimization problems. Baioletti and Santucci [20] proposed FDC as a measure to analyze the fitness landscape of PFSP. The experimental results show that the big-valley structure is more obvious for the adjacent swap neighborhood than insert and interchange neighborhood. Shi et al. [28] analyzed the big valley structure in TSP by FDC. The authors proposed an improved guided local VOLUME 7, 2019 search (GLS) to solve TSP and the big valley structure is used to improve the performance of the GLS. The FDC analysis results in Czogalla [1] show that the evolutionary algorithms are suitable for solving NWFSP as long as the local search method work in the big valley structure. Hains et al. [29] revisited the big valley search space structure in the traveling salesman problem by FDC. The authors found that the solutions in the area where the big valley structure breaks down around local optima or multiple funnels appear around local optima are close to the global optimum. Asta et al. [30] presented a novel fitness landscape analysis method in the search space of the online bin packing problem by FDC and correlation length measures. The correlation length measures which indicate the ruggedness of the fitness landscape is based on autocorrelation. A high value for correlation length value implies a smooth landscape whereas a low correlation length means a rugged landscape. The experiment results show that the potential for automated discovery is confirmed by intelligent systems of powerful heuristics for online problems.
C. THE FACTORIAL REPRESENTATION
The factorial number system is a lexicographical index for permutations based on mixed radix number system in the combination mathematics [31] . Laisant [32] presented the concept of factorial in the first. Each number between 0 and n! − 1 is uniquely represented as a string of factorial digits. For the position i, i ∈ [1, . . . , n], is assigned a digit taking a value between 0 and i. The factorial a (!) is transformed into its corresponding decimal integer a (10) as follows.
where a (!)i represents the ith element of a (!) . The factorial is a way to easily represent permutations. More detailed information about the factorial base and factorial system are found in Knuth [31] .
1) FACTORIAL ENCODING SCHEMA
The factorial encoding steps are described in algorithm 1.
A list of possible digits of the factorial base in ascending order is D F = {0, 1, . . . , n − 1}. An ascending job list is P = {1, 2, . . . , n}. An empty factorial sequence is F. Secondly, choose the first job J 1 from the π, and find this digit in P. Suppose J 1 is the ith digit in P. Remove the digit J 1 from P and put the corresponding ith digit f i into the end of the factorial list F. Then choose the second job J 2 from π and repeat the procedure until all the jobs are accessed. Finally, transform factorial list F to its decimal integer through Eq. (1). The pseudo code of the encoding process is given in algorithm 1. In order to explain the process of encoding, the mapping Table 1 based on algorithm 1.
// Find the first position index from left to right in P which makes
End 10 End 11 Output: Natural number N 
2) FACTORIAL DECODING SCHEMA
The detailed decoding steps include two phases. The first phase is a transformation that a decimal integer N is changed to factorial. The second phase is a transformation that the corresponding factorial is changed to a job permutation π.
In the first phase, suppose a decimal integer is N , a factorial vector is PT = {(n − 1)!, (n − 2)!, . . . , 1!, 0} and an empty factorial list is F. Firstly, the ith digit PT i from left to right is found in PT which is not greater than N . The i − 1 zeros element are placed in the F. Secondly, the quotient N /PT i is placed in the F. Let N is equal to the remainder of N /PT i . The two steps are repeated until N is equal to 0. Finally, a factorial list of an integer N is obtained.
In the second phase, suppose a factorial list F is obtained from the first phase, an empty job permutation is π, a list of possible digits based on the ascending order is D F = {0, 1, . . . , n − 1}, and an ascending job list is P = {1, 2, . . . , n} which contains all jobs. Firstly, the first element F 1 is chosen from F, and this digit is found in D F . Consider this digit D Fi is the ith digit in D F . The ith digit P i in P is removed and put it at the end of job permutation list π. Secondly, the next element F i is chosen from F and this procedure is repeated until all the jobs are accessed.
Algorithm 2 Factorial Decoding Process
1 Inputs: Natural number: N , Number of jobs:
Finally, the corresponding job permutation was obtained. The pseudo code of the decoding process is given in Algorithm 2.
The mapping process of ' Table 2 based on algorithm 2.
III. PROBLEM DESCRIPTION
The notations in this paper are listed as follows.
n
The number of jobs m The number of machines π A sequence of n jobs,
The processing time of a job j on the machine i, where j = 1, 2, . . . , n and i = 1, 2, . . . , m C j,i
The completion time of a job j on the machine i d j−1,j The distance between the completion times of two adjacent jobs on the last machine
The decimal form of a factorial code list F F Factorial code list of a job permutation π D F A list of possible digits of the factorial base in
The search space f A fitness function that assigns a quality to each solution, f : → R N (s)
The neighborhood of a solution s s A neighbor of the solutions, s ∈ N (s) ( , N , f ) The triplet of a fitness landscape
The following assumptions are used for no-wait flow shop scheduling [33] . The processing time of a job j on the machine i, p j,i is deterministic. The setup times are included in the processing times, and the transportation times between machines are negligible. In addition, all jobs are available to be processed at time zero on the first machine, each job can only be processed once and only once on each machine, each machine can process only one job at a time, and there is no machine breakdown. Once a job starts to be processed, it cannot be interrupted before completion, which means no preemption. Based on these assumptions, the objective is to find a sequence of jobs that minimize makespan. The completion time of a job j on the machine i(C j,i ) can be calculated by Eq. 
From Eq. The Gantt chart of a no-wait flow shop with three machines and three jobs is shown in Fig. 1 Fig. 1 . The scheduling sequence in Fig. 1 is π = {3, 2, 1} , and the corresponding makespan is 13.
IV. FITNESS LANDSCAPE ANALYSIS OF THE FACTORIAL REPRESENTED NWFSP
The fitness landscape is induced by a particular operator which defines a neighborhood structure [35] . More precisely, the fitness landscape is labeled directed graph [3] . In the optimization problem, the search space is a set of feasible solutions and f :
→ R is a fitness function that assigns mapping to each solution s ∈ . The neighborhood structure is defined as a mapping function N : → 2 that assigns a set of solutions N (s) ∈ to any admissible solution s ∈ , N (s) is called the neighborhood of s, and a solution s ∈ N (s) is called a neighbor of s. The fitness landscape [36] , [37] is defined by a triplet ( , N , f ). The neighborhood structure links a solution with other solutions of the search space. The principle is used in local search algorithms that move from a solution to its neighboring solutions. The fitness landscape analysis is useful to understand and predicts the behavior of metaheuristic algorithms [19] . In this paper, the fitness landscape is analyzed according to the following characteristics.
First, the characteristic of the landscape and the classification of the solutions/points are defined according to the fitness differences among the neighbors. There are seven types of points: SLMIN, LMIN, IPLAT, SLOPE, LEDGE, LMAX, and SLMAX. They are described in Fig. 2 [38] . A point P belongs to type IPLAT if all its neighbors have the same fitness values as P. The type of point is SLMAX (SLMIN) if it is a strictly local maximum (minimum), while the types LMAX and LMIN are non-strict local maxima (or minima).
FIGURE 2. Position types in the landscape.
A point P is a SLOPE if some of its neighbors have a greater fitness value and others have a lower value than P. A LEDGE point P has some neighbors with the same fitness values as P. The distribution of point types gives a quantitative analysis about the characteristic of the fitness landscape. In particular, the fitness landscape is more or less neutral according to the higher or lower percentage of IPLAT, LEDGE, LMAX and LMIN [1] .
The second analysis tries to verify the so-called ''bigvalley'' hypothesis [29] . Previous studies have shown that the search space of TSP have a ''globally convex'' or ''big valley'' structure, where local optima are clustered around one central global optimum [39] . The structure exists in the combination optimization problems. The search algorithms are easy to find the global optimum if the ''big valley'' structure exists in the search space. The global convex structure has been confirmed in the flow shop scheduling [35] . There are numerous local optima with the coarse level gradient into the global optimal in the ''big valley'' structure (see Fig. 3 ). The ''big-valley'' hypothesis has been accepted and for the design of modern evolutionary algorithms. The FDC as a measure of problem difficulty for EAs was proposed by Jones [3] . FDC is the correlation between the quality of a solution and its distance with the optimal solution. In this paper, the distance of two or more optimal solutions with the closest optimal solution is considered. Let x g is a global optimum, d(·, ·) is an appropriate distance function, d i = d(x i , x g ), and λ candidate solutions X = {x 1 , . . . , x λ } are given. Then the FDC is defined as Hoos and Stützle [27] .
where f and d indicate the average fitness and distance values, respectively. σ F and σ D denote the standard deviation of fitness and distance, respectively. The FDC indicates the tightness of fitness and distance for an optimal solution. If the fitness increases when the distance with the optimum becomes small, it is easy to find the global optimal for selection-based algorithms. The reason is that the evolution of the population is guided to a global optimum via solutions with increasing fitness. The FDC is a useful landscape feature for combination problems [1] .
A. NEIGHBORHOOD STRUCTURE OF FACTORIAL REPRESENTATION
A neighborhood structure is a mapping function N : → 2 . The neighborhood operator is the application of a move operator performing a small perturbation to a solution s. The choice of the neighborhood operator is the key for improving the efficiency of the local search.
The neighborhood definition and fitness landscape of factorials with point mutation neighborhood operator had been introduced in Marmion and Regnier-Coudert [19] . The authors considered the final replacement of a job permutation as a factorials sequence rather than a final natural number which is obtained. In this paper, a natural number denoted (NND) neighborhood structure was used to analyze the fitness landscape of factorial representation. As the same with the NND neighborhood structure for permutations, the number of neighbors per solution is 2 (two neighboring natural number around current integer). Table 3 shows all the neighborhood structure of the solution represented by the natural number 12 when job size is 4. The factorials sequence, as well as resulting permutations, are included in Table 3 . For the fitness landscape analysis, the flow shop scheduling problem instances were taken from the OR-library website (http://people.brunel.ac.uk/∼mastjjb/jeb /info.html) and treated as NWFSP instances. The problem instances are found in Taillard [40] (Ta) and Carlier [41] 
(Car).
In order to analyze the difference between factorial representation and other representations, the insertion neighborhood structure (INS) [42] , swap neighborhood structure (SNS) [1] , reversion neighborhood structure (RNS) [43] , semi-two points crossover neighborhood structure (CNS 2 ) [43] , semi-three points crossover neighborhood structure (CNS 3 ) [43] , and block-shift neighborhood structure (BNS) [44] are considered, which are known classical neighborhood structures for permutation problems.
INS neighbors are obtained by the insertion move which removes the job J i and inserts it behind the job J j with i = j and i = j + 1, as illustrated in Fig. 4(a) . The number of neighbors for each solution is (n − 1) 2 . The computation of the shortest insertion distance is related to the longest common subsequence of the two permutations and . Let LCS( , ) be the length of the longest common subsequence of and , the insertion distance is calculated as Cormode [42] .
SNS neighbors are obtained by the exchange move which swaps a pair of jobs J i and J j with i = j, as illustrated in Fig. 4(b) . The number of neighbors per solution is n(n − 1)/2. The swap distance is calculated as Czogalla [1] . If a job in is not in the same position as in , then swapped it to the correct position which makes the original positions in and the same job. Repeat this step until is equal to . The number of swap moves corresponds to the approximated exchange distance. 
RNS: In the neighbors, besides conducting swap, the jobs located in the swapped jobs are reversed, too [43] (See Fig. 4(c) ).
CNS 2 : In this method, two random points in a given sequence are selected, and divide the solution into the three distinct parts. Swapping the parts, six newly developed possible solutions are generated and the best one is selected according to their fitness [43] . A schematic view of the proposed approach assuming points 2 and 7 as the randomly selected points on an eight-job sequence is illustrated in Fig. 4(d) , where S i , i = 1, 2, . . . , 6 denotes the six substrings.
CNS 3 : Three random points in a given sequence are selected, and divide the solution into the four distinct parts. Similarly to the CNS 2 , the fitness of all the 4! generated solutions are measured to select the best candidate solution [43] .
BNS is defined as removing k consecutive jobs from the position x(x < n − k + 1) and re-inserting them into position y(y > x + k − 1ory < x) in the same order [44] . A schematic view of the proposed approach when x = 2, k = 4 and z = 1 is illustrated in Fig. 4(e) .
B. POSITION TYPE DISTRIBUTION
The position types have been obtained by a complete enumeration of the n! solutions in the search space when n ≤ 10 in order to analyze the landscape exhaustively. For n > 13, 1,000,000 uniform random solutions are chosen since the n! solutions exist in the search space. The results of the investigation are presented in Table 4 . In the big valley, the EAs are easier to find the optimal solution if the percent of SLOPE is higher than other position types in the structure of the neighborhood. In Table 4 , the black hold shows the highest ratio among the position types. The values present the percentage of the total number of search space positions. In order to more easily compare the characteristics of different neighborhood structures, the average ratio of different point type is shown in Table 5 . From Table 5 , the black hold shows that the average ratio of SLOPE is higher than other position types. Note that, each solution in the natural number neighbors has at most two neighbors. There are no LEDGE points in the NND search space.
From Table 4 , most of the points are SLMIN, SLMAX, and SLOPE in NND search space. For INS, SNS and RNS, LEDGE and SLOPE points occupy the vast majority. Other types of points are scarce. For CNS2 and CNS3, LMAX and SLMAX points occupy the vast majority. IPLAT points are few. There are no SLMIN, LMIN, SLOPE, and LEdgE points due to their own definition. For BNS, most points are SLOPE point. IPLAT points are scarce in the seven search spaces.
The number of SLMIN and SLMAX show that the factorial representation induces more local optima than others, and the proportion of local optima are hardly affected by n and m. The large numbers of local optimums are a difficult obstacle when the algorithm runs in the exploitation phase. In contrast, the proportion of local optima is smaller in INS, SNS, CNS 2 , and CNS 3 than NND search space. For INS and SNS, the proportion of LEDGE points is increasing when the scale of the problem becomes larger. The change means that the landscape of INS and SNS become more neutral and it helps to jump out of local optimum for the evolutionary algorithm. The experiment results demonstrate that the insertion and exchange representation is more suited for local search algorithms than the factorial representation, especially for small-scale instances. For RNS, the ratio of SLOPE and LEDGE are different for Car and Ta instances. Car instances are smoother than Ta instances. The quality of the solution is improved by CNS 2 , and CNS 3 due to the existence of the large number of LMAX and SLMAX. Car and Ta instances are smooth in BNS because the most of the points are SLOPE.
C. FITNESS-DISTANCE ANALYSIS
For the fitness-distance analysis, this paper focus on the Car instances [41] since the search space is smaller than Ta instances. The fitness landscape is easily displayed graphically for Car instances.
It is especially considered that the distance between the global optimum and the other local optima. For each n × m configuration and each neighborhood relation, Table 6 provides the correlation coefficients between the fitness and the distance of the local minima to the presumed global minimum in the NND, INS, SNS, RNS, CNS 2 , CNS 3 , and BNS.
For NWFSP, the big valley structure is verified in INS, SNS, RNS, CNS 2 , CNS 3 , and BNS under a threshold 0.15 introduced by Jones and Forrest [45] from Table 6 . However, the NND neighborhood shows a completely different result. All of the FDC values are less than 0.15. It seems that the big valley structure does not exist in NND neighborhood represented NWFSP. In order to verify the conclusion, a complete fitness landscape of Car2 and Car7 are visualized in Fig. 5(a) and Fig. 6(a) , respectively.
From Fig. 5(a) and Fig. 6(a) , it is seen that the landscapes are highly rugged, which meet the result of position type distributions analysis. Furthermore, the big valley deconstructs exist in several valleys which marked in the figure. In Car2, the bottom of the valleys reveals splits. The same situation is seen in Fig. 5(b) . The multi-valley concept implies that local optima are organized into clusters. A particular local optimum belongs to a particular cluster [46] . The experiment results show that the FDC values under NND neighborhood are less than 0.15. In addition, Fig. 6(b) presents the fitness-distance scatter plot for the 10% best sub-solution of Car7. From Fig. 6(b) , the points are divided into several areas and aren't matching the big valley hypothesis. There are multiple distinct valleys. VOLUME 7, 2019 Furthermore, the coding schema of factorial representation was analyzed to explain why the big valleys structure appears in the fitness landscape of the factorial representation on NWFSP.
The factorial representation maps a job permutation π to the natural number N which ranges from 0 to n! − 1. Therefore, the fitness landscape is based on the natural number sequence and its corresponding makespan values. The most obvious feature of the encoding method is that the job permutation π changes from right to left as N increases. In order to demonstrate the feature, the change of π was illustrated when n = 5 in Table 7 .
From Table 7 , the first job in π is 1 when the range of N is 0 to 23 and 2 when the range of N is 24 to 31. The change period of the first job is 12, which equal to n!/n. The second job in π is 2 when the range is 0 to 5 and 3 when the range is 6 to 11. The change period of the second job is 6, which equal to n!/[n × (n − 1)]. Therefore, the change period T of the ith job in π is:
The feature indicates that the solutions which have the same first job are clustered together. In turn, the solutions which have the same job from the second to the penultimate side in π are clustered together under the previous cluster in the fitness landscape. The permutation cluster which the first job is 1 is marked with the black hold in Table 7 , as well as the sub-cluster which the second job is 2 and its sub-cluster which the third job is 3.
Based on the aggregation feature, the big valleys structure appears when the permutations in the certain cluster have better makespan values than others. One valley is split into sub-valleys when the makespan values of the permutations in the sub-cluster are better than others. In order to investigate whether the phenomenon exists in NWFSP instances, Table 8 provides the frequency of the jobs which as the first job in the best 10% permutations of the Car instance. The clusters (or valleys) in each Car instance are given with boldface. As shown in Table 8 , almost all of the benchmarks show the aggregation feature. The frequency of the clusters which beginnings with certain jobs is higher than others, which denotes the fitness values of the permutations in the clusters are better than others. It is important to note that the big valley structure exists in the Car instance. However, it does not mean the structure exists in all the NWFSP instances.
In order to illustrate the aggregation feature, the frequency distribution histogram of the first job in the best 10% permutations of Car2 instance was shown in Fig. 7(a) . From  Fig. 7(a) , the frequency of the permutations which begin with job 3, 7 and 11 are 0.16, 0.31 and 0.10, which means there are three obvious valleys in the landscape. The three valleys corresponding Valley 1, Valley 2 and Valley 3 are shown in Fig. 5(a) . The frequency distribution histogram of the second job in the best 10% permutations of the Valley 2 was shown in Fig. 7(b) . From Fig. 7(b) , it is easy to find that there are three sub-valleys in the Valley 2, which are in line with Valley 2-1, Valley 2-2 and Valley 2-3 in Fig. 5(b) .
The big valleys structure is demonstrated by analyzing the coding schema and the aggregation feature of permutations.
V. CONCLUSION AND FUTURE WORK
In this paper, the fitness landscape of factorial representation is analyzed for NWFSP. The experimental results show that the factorial representation for NWFSP is visualized on the two instances. The presence of big valleys structure (as illustrated in Fig. 8 for two valleys) on NWFSP is useful for improving search capacity of EAs. The fitness landscape is locally rugged and the local optima are numerous. The property indicates that it is difficult to exploit the best areas. Hence, certain aspects are considered when one intends to design an EA with the factorial representation. First, a local search method like VNS is embedded in the EA for effective improving the capacity of exploitation. Second, an EA is changed through an adaptive mechanism in a certain way. It helps to search more local optima in the cluster. This adaptation is used to generate new starting points by disturbance mechanism for the search or by the use of different neighborhood structures [1] or introduce a PA procedure into the search procedure.
Further work could take one of several directions. First, other techniques of fitness landscape analysis like dispersion metric and local optima networks are used to analyze the landscape for the NWFSP. Second, other representations are considered such as a random key for the analysis of the landscape. Moreover, EAs are designed to solve NWFSP with factorial representation.
APPENDIX
See Table 9 .
