Robust 3D Surface Recovery by Applying a Focus Criterion in White Light
  Scanning Interference Microscopy by Altamar-Mercado, Hernando et al.
ar
X
iv
:1
90
1.
08
15
3v
1 
 [p
hy
sic
s.o
pti
cs
]  
23
 Ja
n 2
01
9
Research Article Applied Optics 1
Robust 3D Surface Recovery by Applying a Focus
Criterion in White Light Scanning Interference
Microscopy
HERNANDO ALTAMAR-MERCADO1 , ALBERTO PATIÑO-VANEGAS1 , AND ANDRES G. MARRUGO2*
1Facultad de Ciencias Basicas, Universidad Tecnologica de Bolivar, Cartagena, Colombia.
2Facultad de Ingenieria, Universidad Tecnologica de Bolivar, Cartagena, Colombia.
*Corresponding author: agmarrugo@utb.edu.co
Compiled January 25, 2019
White Light Scanning Interference (WLSI) microscopes provide an accurate surface topography of engi-
neered surfaces. However, the measurement accuracy is substantially reduced in surfaces with low re-
flectivity regions or high roughness, like a surface affected by corrosion. An alternative technique called
Shape from Focus (SFF) takes advantage of the surface texture to recover the 3D surface by using a focus
metric through a vertical scan. In this work, we propose a technique called SFF-WLSI, which consists
in recovering the 3D surface of an object by applying the Tennegrad Variance (TENV) focus metric to
WLSI images. Extensive simulation results show that the proposed technique yields accurate measure-
ments under different surface roughness and surface reflectivity outperforming the conventional WLSI
and the SFF techniques. We validated the simulation results on two real objects with a Mirau-type micro-
scope. The first, a flat lapping specimen with Ra = 0.05 µm for which we measured an average value of
Ra = 0.055 µm and standard deviation σ = 0.008 µm. The second, a metallic sphere with corrosion which
we reconstructed with WLSI versus the proposed SFF-WLSI technique producing a better 3D reconstruc-
tion with less undefined depth values.
OCIS codes:
http://dx.doi.org/10.1364/ao.XX.XXXXXX
1. INTRODUCTION
White Light Scanning Interference (WLSI) microscopes provide
unbeatable surface topography measurements of engineered
surfaces [1]. They deliver vertical resolution down to a frac-
tion of a nanometer while maintaining the submicron lateral
resolutionmeasurements found in any typical microscope. The
surface height is measured by detecting the best focus posi-
tion in the interference signal observed by a single pixel during
an axial scan [2–4]. Interference signals from rough surfaces
(above Ra = 50 nm) are analyzed by identifying the intensity
maximum position or the peak envelope position, and not with
phase techniques because the phase information loses its mean-
ing in rough surfaces [5]. However, when measuring surfaces
with regions of low reflectivity or varying degrees of roughness,
like a surface affected by corrosion, the detection of the inter-
ference pattern at these regions is substantially reduced. This
shortcoming ofWLSI microscopes is known [6], and it has to be
considered before using WLSI for measuring such surfaces.
As an alternative, microscopic Shape from Focus (SFF) [7]
is another technology that exploits the limited Depth of Field
(DOF) of microscopes as a way to recover the 3D shape of an ob-
ject by the estimation of the best focus position through an axial
z-scan. There are many implementations of SFF [8–10]. How-
ever, most methods are designed around a focus quality metric
that quantifies the difference between a sharp local region of an
image and an out-of-focus one. Various focusmetrics have been
proposed including spatial, entropy, and frequency-based met-
rics. All of which have their advantages and disadvantages, but
their performance is dependent on the object properties [11].
In contrast to WLSI microscopes, SFF microscopes take ad-
vantage of varying surface roughness and changes in reflectiv-
ity that give rise to images with great amount of texture. As a
result, the focus metric yields a single maximumwhich enables
the detection of the focus position. Although, due to noise and
textureless regions, the focus metric often exhibits local max-
ima which hinders the accurate localization of the focus quality
peak along the range of interest [12]. This drawback is often
overcome by projecting texture on the imaged surface [13, 14].
Moreover, while in optimal conditions the vertical resolution of
a WLSI system can be up to a fraction of a nanometer, in SFF
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Fig. 1. Schematic of a two-beam interferometer.
the vertical resolution is determined by the DOF of the optical
system which can be as large as 100 µm for 5× magnification
and can only go down to a few microns for the highest magnifi-
cations.
To overcome the disadvantages of the SFF systems, several
authors have proposed sophisticated strategies, like using a 3D
template instead of a 2D template for processing the stack of
focus images [15]. Although the performance of the system
does improve, the computational cost increases and the vertical
resolution is the same as any other SFF system. Nevertheless,
there have been previous works which include focus measures
in interferometric setups for in-focus plane detection [16], for vi-
bration detection [17], among other applications. Based on this
idea, we propose a method that consists in applying a focus cri-
terion in WLSI microscopy to achieve the best performance for
surfaces with varying roughness and reflectivity. Our contribu-
tions are three-fold. First, we propose an approach for achiev-
ing WLSI vertical resolution based on an SFF-operated low-
magnification microscope. Second, by applying SFF on WLSI
microscopy images, we obtain a robust profilometer that per-
formswell in textureless and low-reflectivity regions. Third, we
propose a simulation approach to test the performance of the
3D surface recoverymethod with objects of different roughness
and its image acquisition by standard and WLSI microscopy.
2. THEORY FUNDAMENTALS
A. Two-beam Interferometer Response
The intensity pattern at the position (x, y) in the output plane
of a two-beam interferometer for an object mirror placed at po-
sition z, as shown in Fig. 1, is given by
Iz(x, y) =I0(x, y) + Ir(x, y)+
2 (I0(x, y)Ir(x, y))
1
2 γ
(
2z
c
)
cos
[
4pi
λ¯
z + Φ0
]
,
(1)
where I0 and Ir are the object and reference intensity beams as-
sociated with the electric fields E0 and Er, respectively. γ (2z/c)
is the visibility function of the interference fringes, 2z is the op-
tical path difference (OPD) from the two beams, c is the speed
of light, λ¯ is the mean wavelength of the light source, and Φ0 is
Fig. 2. A thin lens imaging system.
the additional phase introduced by the components of the opti-
cal system.
For a white light source with a Gaussian spectral density
function, Eq. (1) can be written as
Iz(x, y) = I0(x, y)
{
1+ V exp
[
−
4z2
Lc
]
× cos
[
4pi
λ¯
z + Φ0
]}
,
(2)
where V is the visibility of the interference fringes, and Lc =
c
pi∆ν is the coherence length of the white light source with spec-
tral width ∆ν.
B. Imaging system
The simplest imaging system consists of a thin lens of focal
length f . If a plain object is located in front of a lens at a dis-
tance do, the lens forms a sharp image that can be registered
as an intensity distribution I f by a sensor located at a distance
di from the lens, as shown in Fig. 2. The condition for a sharp
image is given by the thin lens equation,
1
f
=
1
do
+
1
di
. (3)
If the object is displaced a distance z from the do position, then
the recorded image I(z) at the di position is a blurry version
of the image I f . The image is accepted focused if the object re-
mains within the DOF, for which the image remains acceptably
sharp. The recorded blurry image I(z) is given by
I(z) = I f ∗ hz + η , (4)
where ∗ is the convolution operator, hz is the point spread func-
tion (PSF) of the imaging system and η is the electronic noise
level of the sensor. The DOF of the system [18] can be calcu-
lated as
DOF =
λn
N2A
+
n
M· NA
e , (5)
where λ is the wavelength of the light source, NA the numeri-
cal aperture,M is the lateral magnification of the lens, n is the
refractive index of the medium, and e is the pixel size of the
camera.
C. Focus Measure
The sharpness of an image is evaluated by focus metrics. In this
work, we have used the Tennegrad Variance (TENV)metric [11]
based on the variance of the image gradient defined as
FMx,y = ∑
i,j ∈ Ω(x,y)
[
Gi,j − G¯
]2
, (6)
where G¯ is the mean value of the magnitude of the image gra-
dient in the window Ω. The magnitude of the gradient is cal-
culated as G =
√
G2x + G
2
y, where Gx and Gy are the gradients
of the image in the x and y directions, respectively. These are
calculated by convolution of the image with the Sobel filter [19].
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D. 3D Shape Recovery
The 3D shape recovery in a vertical scanning microscope is usu-
ally obtained either using a focus metric (SFF) or with an inter-
ferometric objective lens by processing the interference images
(WLSI). In both methods, the object is scanned vertically by ac-
quiring a stack of images for different depth values. In SFF, the
depth of each pixel is obtained by calculating the focus metric
at every scan position in the stack of images, which yields a fo-
cus curve. This curve contains a peak that corresponds to the
best focus position at a depth z. After the depth value for ev-
ery pixel is obtained, the collection of depth values is the depth
map or 3D shape of the object.
Alternatively, in WLSI the interferometer superimposes
fringes on the image at the sensor from points that meet the
OPD condition. The depth at each pixel is obtained by process-
ing the intensity signal recovered for every position in the stack
of images. This signal is an intensity modulated curve, given
by Eq. (1), in which the position where the fringe visibility is
maximum corresponds to the best focus position and hence the
pixel depth. Although there are many methods for processing
WLSI signals [20], we use here the maximum intensity detec-
tion because it is fast, requires little data storage, and has been
shown to yield accurate results in surfaces of relatively high
slope scanned with fine vertical stepping [1].
3. DESCRIPTION OF THE METHOD
Having described the limitations of WLSI and SFF vertical
scanning microscopy systems, we describe here the proposed
methodology for improving the performance of a 3D micro-
scopic optical profilometer.
A. Proposed Method
Starting from a Mirau-type WLSI microscope, we assume that
under conventional surfaces with high reflectivity the system
yields accurate surface topography. However, under low-
reflectivity or high-roughness regions, the system produces in-
accurate results which we regard as points with an undefined
depth value or spikes. Our proposed approach, called SFF-
WLSI, consists of recovering the 3D surface of the object by ap-
plying the TENV focus metric to the stack of interference im-
ages as if those images were obtained by SFF vertical scanning.
We argue that by processing interference images with a focus
metric we obtain a robust 3D profilometer that performs: 1) as
well as a conventional WLSI system for high reflectivity and
smooth surfaces, and 2)much better than the typical SFF system
for surfaces with high roughness and regions with low reflec-
tivity. Given that the coherence length of a white light source
is typically smaller than the DOF of the microscope objectives
commonly used in surface metrology, the SFF-WLSImethod en-
ables the precise determination of the best focus position better
than SFF and at par with WLSI for high reflectivity surfaces.
Nevertheless, our aim is to have a system that also per-
forms well under low reflectivity surfaces. In conventional
WLSI, a low reflectivity surface produces low signal-to-noise-
ratio (SNR) signals in which precise determination of the best
focus position is hindered, as shown in the ICenter curve in Fig. 3.
This low SNR can be explained in terms of Eq. (1), where the
reference beam Ir dominates over a low-value I0 beam com-
ing from the object surface. As a result, the fringe visibility de-
creases. However, note in Fig. 3 that there is an important rela-
tive spatial difference between the signals as each one is passing
through its zero OPD. Moreover, the signals are not in phase, as
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Fig. 3. An example of a WLSI signal for a low reflectivity point
(black line), the signals for several neighbor pixels (left, right,
up, down), and the curve from applying the focus metric (FM)
in a 5× 5 window centered in the low reflectivity point.
each point has a different depth, and the envelopes are not ex-
actly symmetric which impedes centroid-based focus detection.
The proposed windowed processing of the WLSI images
enables the measurement of the relative intensity change of a
point with respect to its neighbors as shown in the FM curve at
the bottom of Fig. 3. Due to the height difference of the points
within the window and the broad bandwidth of the source spec-
trum, during a z-scan and near the best focus position, the in-
terference pattern introduces an abrupt space-varying intensity
change within the window that is quantifiable with a gradient-
based focus metric. Moreover, because this measurement is
based on a relative change within a small window, it is more ro-
bust at identifying the best focus position than what is achieved
with the interference signal detected at a single pixel along the
z-scan. The windowed processing of the inference images also
enables robustness to vibrations and noise.
In the following sections, we describe the simulationswe car-
ried out to compare the proposed method with WLSI and SFF,
and the experimental results on real objects. The performance
comparison cannot be carried out in a real microscope because
it implies changing objective lenses, which is not practical and
requires image registration.
4. SIMULATION FOR PERFORMANCE ANALYSIS
To compare the proposed method to WLSI and SFF, we simu-
late the acquisition of images from a standard microscope and
a Mirau interferometric objective microscope. Because the di-
fferent 3D shape estimation methods are sensitive to surface
reflectivity, especially in interferometry, we generate different
reflectance maps for the same object. These maps are related
to surface roughness. We use the different reflectance maps to
highlight the advantages and limitations of each method.
The simulation consists in: 1) Generating ten objects of fixed
shape and variable surface roughness. 2) Two optical imaging
systems; A standard optical microscope, and an interferencemi-
croscope. 3) The vertical scanning acquisition, which consists
in acquiring one image for N object positions over the z axis.
4) Recovering the 3D shape by SFF for the standard microscopy
images, by maximum intensity criterion for the WLSI images,
and by the proposed method SFF-WLSI on the WLSI images.
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A. Simulation of the object
In general, the surface of an object can be difficult to describe
mathematically, but it can be modeled by a function that cor-
responds to the shape that the manufacturer wants to print in
addition to another part associated with the tool used in the
manufacturing process. The second part is associated with the
roughness of the surface. We will model the surface S of the
object as S = W + R, whereW is a function of the shape and R
a function of roughness. We will neglect the effects associated
with defects in the manufacturing machine tool that introduce
surface undulations known as waviness.
A.1. Object shape
The fixed shape for the objects is a Gaussian cap with a height
of 25 µm calculated with a 2D Gaussian function given by
W = A exp
[
−α
(
x2 + y2
)]
, with A = 25 µm and α = 5.0 ×
10−6µm−2.
A.2. Surface Roughness
The roughness is modeled by using the Weierstrass-
Mandelbrot (W-M) multivariate function developed by
Ausloos and Berman [21] and later used in three-dimensional
elastoplastic models [22], and surface roughness character-
ization and modeling. The multivariate W-M function in
Cartesian coordinates is expressed as
R(x, y) =C
M
∑
m=1
∞
∑
n=−∞
γ(Ds−3)n ×
{
cosΦm,n−
cos
[
2piγn(x2 + y2)
1
2
L
cos
(
arctan
( y
x
)
−
pim
M
)
+ Φm,n
]}
,
(7)
where C = L( KL )
Ds−2
(
ln γ
M
) 1
2
, Ds is the fractal dimension,
2 < Ds < 3, γ > 1 is a parameter that governs the frequency
and heights of the consecutive cosine shapes and thus controls
the spatial frequency density of the profile curve of the rough-
ness function R, K is a constant that acts as a scale factor, L
the maximum extension of the surface to be simulated, M is the
number of modes for the roughness simulation, and Φm,n is a
random phase in the range [0, 2pi]. TheWeierstrass-Mandelbrot
multivariate function has been truncated to the integer given by
nmax =

ln
(
Lmax
Lmin
)
logγ
 . (8)
In this work, the maximum dimension observed of the object
was taken as Lmax = 355.52 µm, and Lmin = 0.7222 µm as the
limit of the transverse resolution imposed by the diffraction for
a 20×microscope objective with numerical aperture NA = 0.45
using a light source with a mean wavelength of 630 nm.
Ten roughness functions were calculated by varying the frac-
tal dimension Ds in the range of 2.10 to 2.55 leaving γ = 1.6
fixed. The mean arithmetic roughness parameter Ra for each
simulated object was calculated in a grid of 481× 641 pixels as
Ra =
1
LxLy
Lx Ly
∑
i=1
|Ri| . (9)
Fig. 4. Reflectance maps of six of the ten simulated objects. Set-
ting γ = 1.6 for all objects and varying the roughness from
Ra = 49.58 nm for object 1 to Ra = 42.08 nm for object 6. The
roughness values for all objects are in Table 1.
A.3. Reflectance Maps
The surface geometry and roughness establish a value of re-
flectance that plays an important role when observing objects
through a microscope. Accurate reflectance numerical model-
ing is still a challenging problem, especially in computer graph-
ics for generating realistic images of scenes or for predicting im-
age degradation in optical mirror surfaces, because it requires
computational intensive methods like the Beckmann-Kirchhoff
theory for rough surface reflectance or the generalized Harvey-
Shack surface scatter theory [23, 24]. However, the purpose of
our simulations is to evaluate the performance of different 3D
reconstruction methods under surfaces of variable reflectance.
Therefore, we used a simple model based on Lambert’s cosine
law for reflection as a means to determine a variable reflectance
map for each object, i.e.,
I0 = Ii cos θ , (10)
where I0 is the reflected intensity by the surface of the object,
Ii the incident intensity and θ is the angle between the normal
direction at each point of the surface and the direction of obser-
vation. In the appendix, the equation for cos θ is deduced, and
we have taken Ii = 1. In Fig. 4 we show six of the ten reflectance
maps of the modeled objects.
B. Simulation of a Standard Optical Microscope and an Inter-
ference Microscope
The simulation of these two systems is necessary to be able
to compare the SFF, WLSI and SFF-WLSI techniques with the
same conditions of magnification and alignment. Interferomet-
ric optical profilers are based on standard microscopes where
an interferometer built into the objective replaces the standard
objective. The interference signal obtained with these objectives
is analyzed to provide quantitative data about a measured ob-
ject [25].
In our simulation of the optical system, we assume a micro-
scope with a Mirau objective interferometer [26], as shown in
Fig. 5. TheMiraumicroscope has a beam-splitter (BS) below the
objective lens (MO), and a reference mirror (RM) placed under-
neath a long working distance objective. At the beam-splitter,
approximately half of the incident light from the objective lens
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Std. microscopy Int. microscopy
series series
Fig. 5. Schematic of a Mirau objective interference microscope.
is reflected toward the reference mirror, the remainder is trans-
mitted to the sample. After reflection from the sample and the
reference mirror, the two light beams Er and Eo recombine at
the beam-splitter and pass back through the objective lens to
the CMOS detector. To obtain fringes at the best focus position,
the referencemirror is set at the best focus of the objective to ob-
tain the zero OPD [25]. The system calculates the surface height
at each detector pixel by vertical scanning and acquiring a num-
ber of frames. During the measurement, the interference signal
varies by changing the OPD between the object and reference
beams. The values used for the simulation were: f = 4.4 mm,
d0 = 4.42 mm, NA = 0.45 for a 20 × microscope objective, and
a camera sensor parameter k = 1.6 · 103 pix/mm. For all experi-
ments the acquisition noise in Eq. (4) was modeled as Gaussian
with zero mean and σ2 = 5.7× 10−4.
B.1. Simulation of Standard Microscopy Images
We simulate the image I(z) acquired by the microscope fol-
lowing the model given by Eq. (4), where I f comes from the
light reflected from the surface of the object and is given by I0
in Eq. (10). We assume the convolutional model with a Gaus-
sian PSF
hz(x, y) =
1
2piσ2
exp
(
−
x2 + y2
2σ
)
. (11)
This model is accepted under the limits of diffraction if one
works with incoherent illumination [27]. The parameter σ sets
the degree of blur at each point in the image and depends on
the z-axis position, the lens, and the sensor parameters. Pent-
land [28] derived an expression for σ given by
σ(x, y, z) = 2kNA f
2 |z− d0|
z (d0 − f )
, (12)
where NA and f are the numerical aperture and focal length of
the lens respectively, k is a constant that depends on the array
of sensors and d0 is the perfect focus position. The simulated
standard microscopy image is shown in Fig. 6a. We highlight a
(a) (b)
(c) (d)
Fig. 6. Synthetic microscopy images for Gaussian cap shaped
objects with different roughness Ra. The solid-line white circle
is a region of high reflectance; the dashed line circle is a region
of low reflectance. (a) standard microscopy image for an object
with Ra = 49.58 nm, (b)-(d) WLSI images for objects with Ra =
[49.58 nm, 47.00 nm, 43.82 nm].
region of low reflectivity with a white dashed-line circle and a
region of high reflectivity with a white solid-line circle.
B.2. Simulation of Interferometric Microscopy Images
The image I(z) produced by an interferometric microscope was
simulated with Eq. (4) as was done in the previous subsection,
but I f is now the result of Eq. (2) with I0 being the reflected
light from the surface of the object given by Eq. (10). The simu-
lated interference microscopy images are shown in Figures 6b-
6d. The regions of low and high reflectivity are highlighted in
them, as was done in Fig. 6a. All interference patterns were
calculated with a fringe visibility V = 0.4.
C. Simulation of Vertical Scanning
We simulated the vertical scanning acquisition of images of
both standard and interference microscopy by moving axially
at 26 nm steps. For each of the ten reflectance maps, we calcu-
lated 1000 interference patterns (one per blur step) so that each
point of the object is in perfect focus in at least one of the im-
ages.
5. SIMULATED RESULTS AND DISCUSSION
A. Performance of the Focus Metric in Standard Microscopy
and Interference Microscopy
To verify the improvement in axial resolution when using a fo-
cus metric in WLSI images with respect to SFF in standard mi-
croscopy, we take a point on the object with Zref = 5.0656 µm
and reflectance R = 0.5, with Ra = 43.82 nm. This point has
an intermediate value between the highest reflectance (R = 1.0)
and the lowest reflectance (R = 0.0), the roughness value is also
an intermediate value between the roughness values shown in
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Table 1. RMSE 3D reconstruction results for SFF in standard
microscopy, WLSI and the proposed SFF-WLSI.
Maps Ds Ra [nm]
RMSE [µm]
SFF WLSI SFF-WLSI
1 2.10 49.58 0.0859 4.6561 0.0303
2 2.15 48.42 0.1006 3.5892 0.0301
3 2.20 47.00 0.1185 2.3080 0.0297
4 2.25 45.44 0.0963 0.9497 0.0300
5 2.30 43.82 0.0893 0.1110 0.0294
6 2.35 42.08 0.1035 0.0284 0.0283
7 2.40 40.23 0.0796 0.0293 0.0280
8 2.45 38.37 0.1207 0.0292 0.0285
9 2.50 36.43 0.3602 0.0291 0.0287
10 2.55 34.47 2.7817 0.0291 0.0289
Table 1. At this point, the value of the focus metric was calcu-
lated for each Z position using Eq. (6) with a window Ω of 5× 5
pixels, both in standard microscopy images (SFF) and in WLSI
images.
In SFF, the window size selection comes from a trade-off
between spatial resolution and robustness to the lack of tex-
ture. Large windows tend to reduce the quality of the recon-
struction by excessively smoothing the depth-map, whereas
small windows yield unreliable measurements in uniform re-
gions [11]. In this work, we found the 5x5 window to yield
the best trade-off. The results are shown in Fig. 7. First, the
solid line is the response from the TENVmetric applied to stan-
dard microscopy images (SFF). Note that there is a range of val-
ues on the Z axis for which the focus metric curve presents a
plateau shape without a well-localizedmaximum. For the refer-
ence point taken, the maximum of the focus metric is located at
Zmax A = 5.5380 µm with an axial full-width at half-maximum
(FWHM) FWHMA = 2.496 µm. Second, the dashed line is the
response from the TENV metric applied to interferometric mi-
croscopy images (SFF-WLSI). The curve presents a global max-
imum in a position that can be determined without difficulty.
For this curve, Zmax B = 5.096 µm with FWHMB = 0.104 µm,
which represents a 24-fold increase in axial resolution.
B. Analysis in Points with Low and High Reflectance
In the following experiments, we carried out the 3D reconstruc-
tion by WLSI via the detection of the maximum of the intensity
because we have fine vertical scan stepping and relatively high
surface slope [1]. To assess the advantage of using focus met-
rics in WLSI, we have taken two points on the object shown
in Fig. 6. One with low reflectance (R = 0.059), shown with
a dashed white line circle, and another with high reflectance
(R = 0.910), shown with a solid white line circle. At each of
these points, the TENV metric was evaluated using a window
Ω of 5× 5 pixels, and the intensity was calculated for each Z
position of the series of images. The curves for the high re-
flectance point are shown in figures 8a and 8b. The reference
z value is Zref = 6.3206 µm. The detected best focus position
from the intensity curve (WLSI) is 6.3440 µm and with the fo-
cus metric (SFF-WLSI) is 6.3440 µm. The errors are 0.0234 µm,
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Fig. 7. Value of the TENV focus metric for each Z position at
a an object point with reflectance R = 0.5 using: standard
optical microscopy SFF (solid line) and SFF-WLSI with fringe
visibility V = 0.4 (dashed line).
and 0.0234 µm, respectively. Both errors are equal and small
(< 1%). Also, figures 8c and 8d correspond to the point of low
reflectance and reference z value Zref = 9.9706 µm, with the
obtained values from WLSI (9.5880 µm and 10.4000 µm) and
SFF-WLSI (10.0100 µm), respectively. The errors are 0.3826 µm,
0.4294 µm, and 0.0394 µm; with the problem of not being able
to clearly identify a single maximum in Fig. 8c.
In Fig. 8a we observe that using conventional WLSI the max-
imum of the intensity signal is determined without difficulty.
Likewise, in Fig. 8b we show that by using SFF-WLSI it is also
possible to determine Zmax unambiguously. That is, in points of
high reflectance WLSI and SFF-WLSI have similar performance.
Which makes sense, since both signals have a high signal-to-
noise ratio (SNR), 34.08 dB forWLSI and 35.09 dB for SFF-WLSI.
In the case of SFF-WLSI, despite the high reflectance of the
point, the interference pattern introduces local intensity varia-
tions near the point providing enough texture for determining
Zmax.
By observing Fig. 8c note that the intensity function varies
little throughout the z-scan and the influence of noise (SNR =
29.72 dB) makes it difficult to determine the position of a single
maximum value. In this case, the algorithm finds two maxima.
However, for the case of SFF-WLSI, we observe in Fig. 8d that,
although the value of the metric decreases with respect to the
point of high reflectance, the curve allows an accurate determi-
nation of Zmax with SNR=36.18 dB. That is, in points of low
reflectance the focus technique has a better performance than
the maximum intensity detection technique in WLSI. The pre-
vious results show that using a focus metric on WLSI images
(SFF-WLSI) allows determining the focus position robustly un-
der the criterion of the maximum value of the metric in both
points of high and low reflectance.
C. 3D Reconstruction Performance Assessment by Varying
Surface Roughness
In the previous sections, the advantage of using SFF-WLSI over
SFF and WLSI was shown. Now, we analyze a global perfor-
mance of such techniques by performing 3D reconstruction of
the surface of objects with different roughness. We simulated
ten objects of Gaussian shape with different roughness calcu-
lated by Eq. (7). The arithmetic roughness (Ra) is in the range
49.58 nm ≥ Ra ≥ 34.47 nm. We have taken this roughness
range because it is above the resolution of the WLSI technique
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Fig. 8. Comparison of the WLSI intensity criterion against the SFF-WLSI technique for an object with Ra = 49.58 nm. (a) Intensity
signal at a point with reflectance R = 0.910 (SNR = 34.08 dB), (b) Focus measurement value at a point with reflectance R = 0.910
(SNR = 35.09 dB). (c) Intensity signal at a point with reflectance R = 0.059 (SNR = 29.72 dB), and (d) Focus measurement value at a
point with reflectance R = 0.059 (SNR = 36.18 dB).
and below the resolution of the SFF technique.
The performance of each technique was evaluated by mea-
suring the RMSE of the reconstructed surface with respect to
the reference surface. In table 1 we show the obtained results.
Note that the WLSI technique has the worst performance on
surfaces of high roughness. We also observe that although the
SFF technique has an adequate performance on surfaces with
high roughness, it has poor performance on surfaces with low
roughness. However, the proposed SFF-WLSI method works
effectively on both high and low roughness surfaces.
In Fig. 9 we show the 3D reconstructions of the objects of
highest and lowest roughness from table 1. The top row cor-
responds to the surface of high roughness and the bottom row
to the surface of low roughness. From left to right, each col-
umn corresponds to the 3D reconstruction by SFF, WLSI, and
SFF-WLSI, respectively. From the 3D reconstructions and the
RMSE values from table 1, the proposed method performs bet-
ter than SFF orWLSI alone in high roughness samples (Maps #1
to #5), whereas, in low roughness (Maps #6 to #10), SFF-WLSI
andWLSI have comparable performance. Moreover, SFF under-
performs in these samples.
6. EXPERIMENTAL RESULTS IN REAL OBJECTS
We used an Olympus BH microscope equipped with a motor-
ized positioning stage, a 10× Mirau type interference objective
lens and a Tucsen IS 130 CCD camera. We acquired a WLSI
image series with the stage displaced 0.018 µm for each frame.
To validate the proposed method, we used the flat lapping
specimen of a Rubert & Co. Ltd roughness comparison set
No. 130 with roughness parameter Ra = 0.05 µm. We recon-
structed a portion of the specimen as shown in Fig 10a. In
Fig. 10b we show a profile and its mean line profile along the
P1 direction. We estimated the mean line profile according to
the standard ISO/TS 16610-22, and the Ra roughness parameter
was calculated by following the standard EN ISO 4287. We ob-
tained Ra values of 0.046 µm, 0.057 µm, and 0.063 µm through
the directions P1, P2, and P3 respectively, as shown in Fig. 10a.
The average value of Ra = 0.055 µm and standard deviation
σ = 0.008 µm, which is quite close to the reference value of
Ra = 0.05 µm. We also performed the 3D reconstruction via
WLSI with maximum intensity detection yielding an average
value of Ra = 0.047 µm and standard deviation σ = 0.008 µm.
As expected, in this sample of high reflectivity the measure-
ments with both methods agree within the experimental error.
The second reconstructed real object was the surface of a
metal sphere in the process of corrosion. We obtained the topog-
raphy of the sample by WLSI and SFF-WLSI. We show the 3D
reconstructions in Fig. 11 which have not been post-processed.
We observe that the 3D reconstruction by SFF-WLSI (Fig. 11b)
yields a robust measurement of the surface topography with
less unresolved height values. In Fig. 12 we show the compar-
ison of the WLSI versus SFF-WLSI signals for a point of high
reflectivity and low reflectivity. Note that the resulting curves
are in agreement with the results from the simulation shown
in Fig. 8. The SFF-WLSI response for the low reflectivity point
with a unique maximum and high SNR is clearly an improve-
ment over the WLSI signal. These results show how the low re-
flectivity caused by corrosion hinders the WLSI measurement.
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Fig. 9. 3D Reconstruction of a Gaussian-shaped object. Top row: roughness Ra = 49.58 nm. Bottom row: roughness Ra = 34.47 nm.
(a) and (b) SFF in standard microscopy. (c) and (d) WLSI. (e) and (f) proposed SFF-WLSI method.
7. CONCLUSIONS
Accurate surface metrology requires robust measurement tech-
niques that return reliable results under variable surface condi-
tions such as reflectivity and high roughness. We carried out
simulations of two profilometers with different measurement
techniques, namely Shape from Focus (SFF), White Light Scan-
ning Interferometry (WLSI), and the proposed SFF-WLSI with
the TENV focus metric, along with different surface roughness.
Through these simulations, we reproduced conditions for per-
formance comparisons which cannot be carried out in practice.
We showed that processing a WLSI stack of images with a
focus metric (SFF-WLSI), such as the TENV metric, yielded ac-
curate surface measurements under different surface roughness
and surface reflectivity outperforming the conventional WLSI
and the SFF techniques. This robustness is due to the capacity
of the SFF-WLSI technique to determine the position of maxi-
mum focus in low reflectivity regions because it takes into ac-
count information from neighboring points. In high reflectivity
regionswhere there is hardly any texture from the object, the in-
terference pattern introduces local texture which improves the
determination of the best focus position. We validated the sim-
ulation results on two real objects. The first, a flat lapping spec-
imen with Ra = 0.05 µm for which we measured an average
value of Ra = 0.055 µm and standard deviation σ = 0.008 µm.
The second, a metallic sphere with corrosion for which the pro-
posed SFF-WLSI method produced a better 3D reconstruction
with less undefined depth values.
ACKNOWLEDGMENT
This work has been partly funded by Colciencias project
538871552485 and Colciencias doctoral support program 785-
2017. Parts of this work were presented at the Imaging
and Applied Optics Congress 2018, Orlando, Florida, 2018, p.
JTu4A.19.
REFERENCES
1. K. Harding, Handbook of optical dimensional metrology (CRC Press,
2013).
2. G. Gianto, F. Salzenstein, and P. Montgomery, “Comparison of enve-
lope detection techniques in coherence scanning interferometry,” Ap-
plied Optics 55, 6763–6774 (2016).
3. K. G. Larkin, “Efficient nonlinear algorithm for envelope detection in
white light interferometry,” Journal of the Optical Society of America A
13, 832 (1996).
4. P. Montgomery, F. Salzenstein, D. Montaner, B. Serio, and P. Pfeif-
fer, “Implementation of a fringe visibility based algorithm in coher-
ence scanning interferometry for surface roughness measurement,”
Proceedings of SPIE 8788, 87883G (2013).
5. T. Dresel, G. Häusler, and H. Venzke, “Three-dimensional sensing
of rough surfaces by coherence radar.” Applied Optics 31, 919–925
(1992).
6. F. Gao, R. K. Leach, J. Petzing, and J. M. Coupland, “Surface mea-
surement errors using commercial scanning white light interferome-
ters,” Measurement Science and Technology 19, 015303–19 (2007).
7. M. Noguchi and S. K. Nayar, “Microscopic shape from focus using a
projected illumination pattern,” Mathematical and Computer Modelling
24, 31–48 (1996).
8. J. Florczak, “Usage of Shape From Focus Method For 3D Shape Re-
covery And Identification of 3D Object Position,” International Journal
of Image Processing pp. 116–124 (2014).
9. F. Helmli and S. Scherer, “Adaptive shape from focus with an error es-
timation in light microscopy,” Proc. of the 2nd International Symposium
on Image and Signal Processing and Analysis pp. 188–193 (2001).
10. Y. Tian, H. Hu, H. Cui, S. Yang, J. Qi, Z. Xu, and L. Li, “Three-
dimensional surface microtopography recovery from a multifocus im-
age sequence using an omnidirectional modified Laplacian operator
with adaptive window size,” Applied Optics 56, 6300 (2017).
11. S. Pertuz, D. Puig, and M. A. García, “Analysis of focus measure
operators for shape-from-focus,” Pattern Recognition 46, 1415–1432
(2013).
12. X. Xu, Y. Wang, X. Zhang, S. Li, X. Liu, X. Wang, and J. Tang, “A
comparison of contrast measurements in passive autofocus systems
Research Article Applied Optics 9
X [µm]
Y
 [
µ
m
]
0 100 200 300 400 500 600
0
50
100
150
200
250
300
350
400
450
500
µm
2
4
6
8
10
12
14
16
18
20
22
P1
P2
P3
(a)
0 50 100 150 200 250 300 350
2
4
6
8
10
12
14
16
18
distance [µm]
Z
 [
µ
m
]
Primary profile
Mean line profile
100 110 120 130 140 150 160
8.5
9
9.5
10
10.5
11
(b)
Fig. 10. 3D reconstruction of a flat lapping specimen with SFF-
WLSI. (a) Reconstructed surface map, and (b) a profile and its
mean line profile along the P1 direction shown in (a).
for low contrast images,” Multimedia Tools and Applications 69, 139–
156 (2014).
13. I. Lee, M. T. Mahmood, S. O. Shim, S. A. Lee, and T. S. Choi, “Depth
estimation based on blur measurement for three dimensional camera,”
IEEE Int. Conference on Consumer Electronics pp. 262–263 (2013).
14. M. Noguchi and S. K. Nayar, “Microscopic shape from focus using a
projected illumination pattern,” Mathematical and Computer Modelling
24, 31–48 (1996).
15. T. Fan and H. Yu, “A novel shape from focus method based on 3D
steerable filters for improved performance on treating textureless re-
gion,” Optics Communications 410, 254–261 (2018).
16. K. Liz˙ewski, S. Tomczewski, T. Kozacki, and J. Kostencka, “High-
precision topography measurement through accurate in-focus plane
detection with hybrid digital holographic microscope and white light
interferometer module,” Applied Optics 53, 2446 (2014).
17. J. L. D. C. Filipinas and P. F. Almoro, “Vibration detection using focus
analysis of interferograms.” Applied Optics 51, 1431–1435 (2012).
18. Y.-T. Lim, J.-H. Park, K.-C. Kwon, and N. Kim, “Analysis on enhanced
depth of field for integral imaging microscope,” Optics Express 20,
23480 (2012).
19. G. Sobel, I. and Feldman, “A 3x3 Isotropic Gradient Operator for
Image Processing, presented at the Stanford Artificial Intelligence
Project (SAIL) in 1968.” Tech. Rep. 1 (1968).
20. Q. Vo, F. Fang, X. Zhang, and H. Gao, “Surface recovery algorithm in
white light interferometry based on combined white light phase shifting
and fast Fourier transform algorithms,” Applied Optics 56, 8174–12
(2017).
21. M. Ausloos and D. Berman, “A multivariate weierstrass–mandelbrot
function,” Proc. R. Soc. Lond. A 400, 331–350 (1985).
22. W. Yan and K. Komvopoulos, “Contact analysis of elastic-plastic fractal
(a)
(b)
Fig. 11. Ametallic sphere topography reconstructed with:
(a) WLSI, and (b) SFF-WLSI.
surfaces,” Journal of Applied Physics 84, 3617–3624 (1998).
23. H. Ragheb and E. R. Hancock, “Rough Surface Analysis using Kirch-
hoff Theory,” in “British Machine Vision Conference 2003,” (British Ma-
chine Vision Association, 2003), pp. 20.1–20.10.
24. N. Choi and J. E. Harvey, “Image degradation due to surface scatter
in the presence of aberrations.” Applied Optics 51, 535–546 (2012).
25. D. Malacara, Optical shop testing, vol. 59 (John Wiley & Sons, 2007).
26. G. S. Kino and T. R. Corle, Confocal scanning optical microscopy and
related imaging systems (Academic Press, 1996).
27. M. Subbarao, “Focusing techniques,” Optical Engineering 32, 2824
(1993).
28. A. P. Pentland, “A New Sense for Depth of Field,” IEEE Transac-
tions on Pattern Analysis and Machine Intelligence PAMI-9, 523–531
(1987).
APPENDIX
To determine the reflected intensity I0 at a point P on a surface
using the Lambert’s model Eq. (10), we must determine cos θ,
which will depend on the normal N at each point on the surface,
as illustrated in Fig. 13. Knowing the analytic expression of a
surface of level S(x, y, z) = C, we can find the direction of the
normal N through the direction of the gradient vector of the
surface by
~N = ~▽S. (13)
For the observation from the +z direction, from the scalar prod-
uct we obtain
~▽S · k̂ =
∣∣∣~▽S∣∣∣ cos θ. (14)
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Fig. 12. Comparison of WLSI vs SFF-WLSI signals from the
metallic sphere in Fig. 11. (a) WLSI and (b) SFF-WLSI signals
for a high reflectivity point. (c) WLSI and (d) SFF-WLSI signals
for a low reflectivity point.
Therefore,
cos θ =
~▽S · k̂∣∣∣~▽S∣∣∣ (15)
Assuming the surface as the sum of a surfaceW and a function
of roughness R,
z(x, y) = W(x, y) + R(x, y). (16)
Thus, the level surface is
S(x, y, z) = z−W(x, y)− R(x, y) = 0, (17)
and the gradient is expressed as
~▽S = −
∂
∂x
(W + R) î−
∂
∂y
(W + R) ĵ +
∂
∂z
(z) k̂, (18)
~▽S = −
(
∂W
∂x
+
∂R
∂x
)
î−
(
∂W
∂y
+
∂R
∂y
)
ĵ + k̂, (19)
Then, Eq. (15) can be written as
cos θ =
1√(
∂W
∂x +
∂R
∂x
)2
+
(
∂W
∂y +
∂R
∂y
)2
+ 1
. (20)
To model the roughness we used the multivariate
Weierstrass-Mandelbrot (W-M) developed by Ausloos and
Berman given by Eq. (7).
Here, we take the example for a Gaussian surface
W(x, y) = A exp
[
−α(x2 + y2)
]
, (21)
where A and α > 0 are constants. Then, by developing the par-
tial derivatives of G and R and simplifying with trigonometric
identities, we get
∂W
∂x
= −2αxA exp
[
−α
(
x2 + y2
)]
, (22)
Fig. 13. Geometry for Lambert’s cosine law for intensity.
∂W
∂y
= −2αyA exp
[
−α
(
x2 + y2
)]
, (23)
∂R
∂x
=
2piC
L
M
∑
m=1
∞
∑
n=−∞
γ(Ds−2)n × cos
(pim
M
)
×
sin
{
2piγn
(
x2 + y2
)1/2
L
×
cos
(
arctan
( y
x
)
−
pim
M
)
+ Φm,n
}
,
(24)
∂R
∂y
=
2piC
L
M
∑
m=1
∞
∑
n=−∞
γ(Ds−2)n × sin
(pim
M
)
×
sin
{
2piγn
(
x2 + y2
)1/2
L
×
cos
(
arctan
( y
x
)
−
pim
M
)
+ Φm,n
}
.
(25)
Substituting Eq. (22)-Eq. (25) in Eq. (20) and using Eq. (10), the
reflected intensity is established for a Gaussian surface with
roughness.
