Abstract-In millimeter-wave (mmWave) MIMO systems, both the base stations (BS) and the mobile stations (MSs) employ large antenna arrays for directional beamforming. Acquiring channel knowledge for beamforming transmission is challenging due to the large number of antennas. Several prior work has studied the overhead reduction channel estimation method on narrow-band channel. However, the mmWave systems will likely operate on wide band. Therefore, we consider the case in frequency selective fading (FSF) channels. To this end, we propose a CANDECOMP/PARAFAC (CP) decomposition-based method to reduce the overhead in downlink channel estimation. The proposed method exploits the intrinsic low-rank structure of the multiway data collected from multiple modes, where the low-rank structure is a result of the sparse scattering nature of the mmWave channel. The uniqueness condition of CP decomposition is leveraged to shed light on the design of training beamforming and combining vectors, the frequency pilot patterns, and meanwhile provide general guidelines for choosing system parameters. Simulation results show that the proposed method presents a clear advantage over a compressed sensing-based method in terms of both estimation accuracy and computational complexity.
I. INTRODUCTION
Millimeter-wave (mmWave) communication is a promising technology for future 5G cellular networks [1] . Due to the small wavelength at the mmWave frequencies, the antenna size is very small and a large number of array elements can be packed into a small area. Directional precoding/beamforming with large antenna arrays is essential for providing sufficient beamforming gain for mmWave communications [2] , [3] . On the other hand, the design of the precoding matrix requires complete channel state information. Reliable mmWave channel estimation, however, is challenging due to the large number of antennas and hardware constraints.
To reduce the overhead in training stage brought by employing large antenna array, the sparse scattering nature of the mm-Wave channel can be utilized to reduce the length of training signal for channel estimation [4] - [6] . Specifically, it was shown [4] that compressed sensing-based methods achieve a significant training overhead reduction via leveraging the poor scattering nature of mmWave channels for downlink channel estimation. However, this method is proposed for Zhou Zhou and Jun Fang are with the National Key Laboratory of Science and Technology on Communications, University of Electronic Science and Technology of China, Chengdu 611731, China, Email: JunFang@uestc.edu.cn narrow-band channel with single path. In [7] , the author proposed a distributed compressive sensing-based multi-user uplink channel estimation method which utilizes the structure sparsity over FSF channel and the method adopts an adaptive grid matching pursuit strategy to reduce the grid mismatch error brought by continuous angles of arrival or departure (AoA/AoD).
In this letter, we consider the channel estimation method in downlink. We employ OFDM based transmission to convert the broadband FSF channel into parallel flat fading narrow band channel. As mmWave channels exhibit sparsity in both time and angular dimensions [8] , we aim to leverage this intrinsic multiple-dimensional sparsity to reduce the training overhead. In the training stage, our proposed scheme is that the BS transmits random spatial precoding vectors modulated with randomly allocated pilot subcarriers and MS receives the signal utilizing wideband random combining vectors. Then, MS uses our proposed CP decomposition based channel estimation method to estimate CSI. As compared with compressed sensing-based techniques, our method has the following advantages: 1) Our proposed method can solve the power leakage problem caused by grid mismatch, since AoAs/AoDs and delay parameters are continuous in practical channel. 2) Due to the use of tensors for data representation and processing, our proposed method is computationally more efficient than compressed sensing techniques. 3) It is noted that CP decomposition enjoys a nice uniqueness theoretical guarantee under simple and mild conditions. These conditions are easy to analyze, and can be employed to determine the exact amount of training overhead required for unique decomposition.
II. SYSTEM MODEL IN DOWNLINK TRAINING
Consider a mmWave massive MIMO-OFDM system consisting of a base station (BS) and multiple mobile stations (MSs). To facilitate the hardware implementation, hybrid analog and digital beamforming structures ( Fig. 1 ) are employed by both the BS and the MS. We assume that the BS is equipped with N BS antennas and M BS RF chains, and the MS is equipped with N MS antennas and M MS RF chains. The number of RF chains is usually less than the number of antennas, i.e. M BS < N BS and M MS < N MS . The number of OFDM tones (subcarriers) is assumed to be K. In data transmission, the downlink channel state information (CSI) is essential for spatial directional precoding/beamforming at BS to cancel out multi-user interference. In communications, the Let the signal s k (t) ∈ C r denote the pilot or data symbol vector associated with the kth subcarrier at time t, where r represents the number of streams. The pilot symbol vector s k (t) at each subcarrier is first precoded using an M BS × r subcarrier-dependent digital precoding matrix P k ∈ C MBS ×r and then followed by an inverse discrete Fourier transform (IDFT) and the addition of the cyclic prefix. Finally a common RF precoder P RF ∈ C NBS×MBS is applied to symbol vectors associated with all subcarriers. At the MS, after removing the cyclic prefix and performing a discrete Fourier transform (DFT), the received signal associated with subcarrier k can be expressed as
where Q k ∈ C r×MMS and Q RF ∈ C NMS×MMS respectively denote the digital and RF combining matrix employed at the MS, H k ∈ C NMS×NBS is the channel matrix associated with the kth subcarrier, and w k (t) ∈ C r denotes the additive Gaussian noise vector. Measurement campaigns in dense-urban NLOS environments reveal that mmWave channels typically exhibit limited scattering characteristics. Also, considering the wideband nature of mmWave channels, we adopt a geometric wideband mmWave channel model with L scatterers between the MS and the BS. Each scatterer has a time delay τ l , angles of arrival and departure (AoA/AoD), φ l , θ l ∈ [0, 2π]. Under this model, the channel matrix in the delay domain can be written as
where α l is the complex path gain associated with the lth path, a MS (θ l ) and a BS (φ l ) are the antenna array response vectors of the BS and MS, respectively. Given the delay-domain channel model, the channel matrix H k associated with the subcarrier k can be obtained by
where f s denotes the sampling frequency. Our objective is to estimate the channel matrices {H k } k from the received signals {y k (t)} k,t . In particular, we wish to provide a reliable channel estimate by using as few measurements as possible because the number of measurements is linearly proportional to the number of RF chains at the MS and the number of pilot symbols in time, both of which are expected to be reduced in practice.
Note that due to the sparse scattering nature of the mmWave channel, the channel matrix H k has a low-rank structure. In addition, channel matrices associated with different subcarriers, {H k }, are characterized by a set of common parameters {α l , φ l , θ l , τ l }. Thus it can be expected that a joint estimation of {H k } helps improve the estimation accuracy. To exploit the low-rank structure of the channel matrices and facilitate our algorithm development, we assume that the digital precoding and combining matrices are the same for different subcarriers, i.e. P k = P , ∀k and Q k = Q, ∀k. Further, we suppose s k (t) = s k s(t), where s(t) ∈ C r is the precoded vector at time t and s k is modulated scalar at the kth subcarrier. In training stage, we assume the BS employ scattered pilot tones associated with data symbols at the remaining subcarriers, i.e.,
where Ω represents the set of pilot subcarriers, r k is the corresponding pilot symbols, and b k is the data symbol. As will be shown later, this simplification enables us to develop an efficient CP decomposition-based method to extract the channel state information and at the same time estimate the modulated data symbols from very few number of measurements.
III. CP DECOMPOSITION-BASED CHANNEL ESTIMATION
Let S [s(1) . . . s(T )] denote the transmitted matrix consisting of T consecutive training precoded vectors. The received signal at the kth subcarrier can be written as
where
Since signals from multiple subcarriers are available at the MS, the received signal of all subcarriers can be expressed by a third-order tensor Y ∈ C NMS×T ×K whose three modes respectively stand for the RF chain, the symbol time, and the subcarrier. Thus, Y k is the kth slice of tensor Y and its (m, t, k)th entry is given by y m,t,k .
With a slight abuse of notation, let P P RF P S and Q Q RF Q. Substituting (3) into (5), we obtain
. We see that each slice of the tensor Y is a weighted sum of a common set of rank-one outer products. The tensor Y thus admits the following CP decomposition which decomposes a tensor into a sum of rank-one component tensors, i.e.
Due to the sparse scattering nature of the mmWave channel, the number of paths, L, is usually small relative to the dimensions of the tensor. Hence the tensor Y has an intrinsic low-rank structure. As will be discussed later, this low-rank structure ensures that the CP decomposition of Y is unique up to scaling and permutation ambiguities. Therefore, an estimate of the parameters {α l , φ l , θ l , τ l } as well as the mmWave channels {H k } can be obtained by performing a CP decomposition of the received signal Y. Define
These three matrices {A MS , A BS , F } are factor matrices associated with a noiseless version of Y.
A. CP Decomposition
If the number of paths, L, is known a priori or estimated via some ray-tracing techniques, the CP decomposition of Y can be accomplished by solving
The above optimization can be efficiently solved by the following alternating least squares (ALS) procedure which iteratively minimizes the data fitting error with respect to the three factor matrices,
If the knowledge of the number of paths L is unavailable, more sophisticated CP decomposition techniques can be employed to estimate the model order and the factor matrices simultaneously. The basic idea of these CP decomposition techniques is to use sparsity-promoting priors or functions to encourage a low-rank representation of the observed tensor. More details regarding these CP decomposition techniques can be found in [9] .
B. Channel Estimation
We discuss how to estimate the mmWave channels based on the estimated factor matrices {Â MS ,Â BS ,F }. As to be shown in the next subsection, under a mild condition, the CP decomposition is unique up to scaling and permutation ambiguities, i.e. the estimated factor matrices and the true factor matrices are related aŝ
where {Λ 1 , Λ 2 , Λ 3 } are unknown nonsingular diagonal matrices which satisfy Λ 1 Λ 2 Λ 3 = I, Π is an unknown permutation matrix, E 1 , E 2 , and E 3 denote the estimation errors associated with the three estimated factor matrices, respectively. The unknown permutation matrix can be neglected because it only affects the order of the index l which has nothing to do with the estimation of the channel. Note that each column of A MS is characterized by the associated angle of arrival θ l . Hence the angle of departure θ l can be estimated via a simple correlation-based method
whereâ l denotes the lth column ofÂ MS . The angle of departure φ l can be obtained similarly aŝ
whereb l denotes the lth column ofÂ BS . We now discuss how to estimate the time delay τ l from the estimated factor matrixF . Note that {r k } k∈Ω is known at both BS and MS, and f l (Ω) = α l g(τ l ), where
and Ω = {k 1 , k 2 , · · · , k |Ω| }. Therefore, the time delay τ l can be estimated viâ
wheref l denotes the lth column ofF . Substituting the estimated {θ l } and {φ l } back into (15) and (16) respectively, an estimate of the nonsingular diagonal matrices Λ 1 and Λ 2 can be obtained, based on which an estimate of Λ 3 can be calculated from the equality Λ 1 Λ 2 Λ 3 = I. Thus the amplitude ambiguity inF can be eliminated. Then, the fading coefficients {α l } can be estimated fromF (Ω, :) and {τ l }.
The channel matrices {H k } can now be recovered from the estimated parameters {θ l ,φ l ,τ l ,α l }. Finally, b k,u , k ∈Ω, can be estimated bŷ
C. Uniqueness of CP Decomposition
It is well known that when the Kruskals condition which is given below are satisfied, we can arrive at essential unique decomposed factor matrices via solving the problem (11) in noiseless case.
Theorem 1: Let {A, B, C} be a CP solution which decomposes a three-mode tensor X into R rank-one arrays. Suppose Kruskal's condition,
holds, where k A denote the k-rank of a matrix A, which is defined as the largest value of k A such that every subset of k A columns of the matrix A is linearly independent. If there is an alternative CP solution {Ā,B,C} which also decomposes X into R rank-one arrays, then we haveĀ = AΠΛ a ,B = BΠΛ b , andC = CΠΛ c , where Π is a unique permutation matrix and Λ a , Λ b , and Λ c are unique diagonal matrices such that Λ a Λ b Λ c = I.
Proof: Please refer to [10] . From the above theorem, we know that if
the estimated factor matrix {Â MS ,Â BS ,F } from (11) is essentially unique in noiseless case. We now discuss how to design the combining matrix Q ∈ C NMS×MMS , the beamforming matrix P ∈ C NBS×T such that the Kruskal's condition (22) can be met.
Due to the phase shifter employed at the RF of MS, we assume each entry of Q is chosen uniformly from a unit circle scaled by a constant 1/ √ N MS , i.e. q m,n = (1/ √ N MS )e jϑm,n , where ϑ m,n ∈ [−π, π] follows a uniform distribution. Denote a m,i as the (m, i)th entry of A MS . It can be readily verified that E[a m,i ] = 0, ∀m, i, and
When the number of antennas at the MS is sufficiently large, the steering vectors {a MS (φ i )} become mutually quasiorthogonal, i.e. a
, which implies that the entries of A MS are uncorrelated with each other. On the other hand, according to the central limit theorem, we know that each entry a m,i approximately follows a Gaussian distribution. Therefore entries of A MS can be considered as i.i.d. Gaussian variables. We have k A MS = min{M MS , L} with probability one. Similarly, if each entry in P is also randomly generated, we have k ABS = min{T, L} with probability one.
Furthermore, we know that F = diag(s)Gdiag(α), where
We assume the number of subcarriers K is greater than the number of scatters L. Note that G is Vandermonte matrix, diag(α) is a nonsingular due to α l = 0, ∀l. We see that if the number of nonzeros in s is greater than L, F is a full column matrix which has k F = L. Remark that the setting of Ω does not affect the uniqueness of CP decomposition. While the size of Ω increases, there are less number of subcarriers can be modulated with data symbols. However, the estimation accuracy of parameters {τ l } L l=1 is expected to be enhanced due to the increased number of observations in (20).
Since the huge bandwidth in mmWave can be employed for communications, the number of subcarriers is often designed to be much larger than the OFDM symbols in training and RF chains, i.e., K ≪ T and K ≪ M BS . Therefore, we can guarantee the Kruskals condition (22) is met with probability one as long as M MS ≥ 2 and T ≥ L or T ≥ 2 and M MS ≥ L. Moreover, we can also select a sub-tensor of Y in CP decomposition. Then, the channel parameters (also CSI) can be retrieved from the sub-tensor's decomposed factor matrices following a series of similar one dimensional searching which has been proposed in the previous subsection 1 . The uniqueness condition of this sub-tensor CP decomposition is similar as before. Clearly, the computational complexity of the sub-tensor's decomposition is lower, and we will give more discussions in Section IV.
IV. COMPARISON WITH COMPRESSED SENSING METHOD
We now discuss the computational complexity of CP decomposition based algorithm compared with compressed sensing based method. For ease of discussion, we consider the algorithm complexity for sub-tensor Y(:, :, Ω). With a slight abuse of notation, in the following discussion, we denote Y(:, :, Ω) as Y.
A. Compressed Sensing Based Channel Estimation
The downlink channel estimation problem considered in this paper can also be formulated as solving a compressed sensing problem. Taking the Mode-3 unfolding of Y [11] , we have
Taking the transpose, we can arrive at
The dictionary Σ and F is characterized by a number of unknown parameters which need to be estimated. To formulate the channel estimation as a sparse signal recovery problem, we discretize the continuous parameter space in Σ into an N 1 × N 2 two dimensional grid with each grid point given by {ψ i ,ω j } for i = 1, ..., N 1 and j = 1, ..., N 2 . Similarly, the continuous parameter space in F can be discretized intoτ k for k = 1, ..., F . Hence, (26) approximately equals
whereΣ is an overcomplete dictionary dictionary consisting of N 1 × N 2 columns, with its i + (j − 1)N 1 column given by a BS (ψ i ) ⊗ a MS (ω j ) andF is an |Ω| × F overcomplete dictionary. D is a sparse matrix obtained by augmenting Λ with zero rows and columns. Let y vec(Y T (3) ), we have
where d vec(D). (28) can be solved by the following compressed sensing framework
where d 0 calculates the non-zero elements of d, σ is the upper bound of observation fidelity. The l 1 norm minimization method and greedy method [12] can be employed to solve the above l 0 minimization problem. In practice, the true parameters may not be aligned on the presumed grid. This error, also referred to as the grid mismatch, leads to deteriorated performance. Finer grids can certainly be used to reduce grid mismatch and improve the reconstruction accuracy.
B. Computational Complexity Analysis
The computational task of CP decomposition based channel estimation proposed in Section III involves solving the least squares problems (12)-(14) at each iteration and solving the one dimensional searching problems (18)-(20). Considering the update ofÃ MS , we haveÃ
is a tall matrix, since we usually have T |Ω| > L. Noting that Y (1) ∈ M MS × T |Ω|, it can be easily verified that the number of flops required to calculateÃ MS is of order
. When L is small, the order of the dominant term will be O(M MS T |Ω|) which scales linearly with the size of observed tensor Y. We can also easily show that solving the least squares problems (13) and (14) (N 1 +N 2 +F ) . Therefore, the overall computational complexity is O(
For the compressed sensing problem (29), as mentioned before, it can be solved via the greedy method or l 1 norm optimization method. For the greedy method, such as orthogonal matching pursuit (OMP), it can be easily verified that the computational complexity is of order O(M MS T |Ω| + N 1 N 2 F ). For the l 1 minimization method, when we choose fast iterative shrinkage thresholding algorithm (FISTA) [13] as the solver, the main computational task at each iteration is to evaluate the proximal operator whose computational complexity is of the order O(n 2 ), where n denotes the number of columns of the overcomplete dictionary. For the compressed sensing problem (29), we have n = N 1 N 2 F . Thus the required number of flops at each iteration of the FISTA is of order O(N 
which scales quadratically with N 1 N 2 F . In order to achieve a substantial overhead reduction, the parameters {M MS , T, |Ω|} are usually chosen such that the number of measurements is far less than the dimension of the sparse signal, i.e., M MS T |Ω| ≪ F N 1 N 2 . Therefore the compressed sensingbased method has a higher computational complexity than the proposed CP decomposition-based method.
V. NUMERICAL SIMULATION In this section, we investigate the performance of the proposed CP-decomposition channel estimation. In simulations, we set N BS = 64, N MS = 32, K = 128, L = 4, the transmission power at BS equals 35dBm, the carrier frequency f c = 28GHz, f s = 0.32GHz, the maximum delay spread is 100ns and the distance from BS to MS is 100m. We assume linear array and the pathloss... Table I shows the average run times of our proposed CP decomposition channel estimation and the compressed sensing method. We see that the computational complexity of the compressed sensing method grows dramatically as the dimension of the grid increases. Our proposed method is more computationally efficient than the compressed sensing method. Fig. 2 depicts the normalized mean squared errors(NMSEs) of channel estimation and AoAs/AoDs success rate of respective algorithms as a function of M MS . For the CS algorithm, OMP, the Grid I is 64×128×256 and Grid II is 160×320×640. When the difference between the estimated and the true AoAs/AoDs is smaller than the 1/N MS or 1/N BS , we count it as a successful trial. To satisfy (22), it is easy to know that M MS should be greater than or equal to 2. From Fig. 6 , we see that our simulation results roughly corroborate our analysis: the proposed method provides a decent estimation accuracy when the Kruskals is satisfied. Also, our proposed method outperforms the compressed sensing method by a considerable margin.
VI. CONCLUSION
We proposed an efficient compressive training scheme and a CANDECOMP/PARAFAC (CP) decomposition based method for downlink channel estimation in mm-Wave MIMO systems over FSF channels. Analysis and simulation results show that our proposed method presents a clear performance advantage over the compressed sensing method both in estimation accuracy and computational complexity. 
