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Fig　2．　Network　of　typified　behavior
　　　　‘Going　to　School’
　類型化された行動の表現と解釈を，璽鴨大学へ行って
講義を受ける”という行為を例にとって，行なってみ
よう．まず通常の関連性砥のもとでは，，類型化ネッ
トワークはT｝→Tl（Tl＝学校へ行く，曙＝講義を
受ける）で与えられる．次に，ともかく学校へ行かな
ければ講義は受けられないので，R集（＝例えばバス
に乗って行く）そしてR集（＝講義はどのように行な
われるか）という関連性の序列が与えられる．これら
の関連性を総合して，R＊（＊＝大学へ行って講義を受
ける，という関連性体系が構成されている．この関連
性体系のもとに形成されている類型化ネッ．トワークに
は，デフォルト値もしくは変数が与えられている．最
も単純な値としては，Tl（精神的かつ肉体的にも学
校へ行ける状態）およびT義（講義は平常通り行なわ
れる）の各々の内容にみられるようなものであり，さ
らにT碁（毎日利用するバスの便）およびT量（受講
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者半数）のようなものである．今，T塁（ユーモラス
な教官の講義）という値が与えられたときの学生の行
動の変化を，　関心の推移と共に説明してみよう．R集
のもとで，彼はTlの受講者数が急増するため，教
室で席が取れなくなるかもしれないと判断する．次に
関心はR象に移り，T塁でいつもよりも早い便に乗ろ
うとするが，T蓼の状況を考慮して（ラッシュアワー
は交通渋滞を引き起こす），遅れを見越したバスの便
の選択をするだろう．勿論，T麦は学生の意志では制
御できない変数を含んでいるので，結果として講義に
遅刻するということもありうる．このことを逆に帰属
過程から説明する場合にも，各関連性が解釈のための
図式を与えることは明らかであろう．
　このように類型化は新らしい情報を受理するための
器ともなるべきものを用意すると同時に，既存の情報
との比較を行なうという2重の役割を果している．そ
の類型化ネットワークの情報のアクセスは，関心の推
移と共に各関連性にもとずいて行なわれている・
　4．学習と帰属過程
　知識と経験を論ずるにあたって，学習の概念をT＆
Rのもとで形成化することは，経験を通して知識を獲
得するプロセスを明らかにするために不可欠のテーマ
である．Schutzの理論の中では，学習という概念に
関する考察は全くみられない．こ鼠では，関連性体系
が類型化ネットワークに知識を配分するという原理を
もとにして，知識を受ける器ともいうべき類型化ネッ
トワークの形成過程そのものを，学習の原形とみなし
て考察を進めてみよう．
　T＆Rの原理から云えば，関心の生起と共に関連性
体系が形成され，その下でしかるべき類型化ネットワ
ークが用意され，関心事項の選択や注意過程の推移に
より，その中に知識が配分されていく，という一連の
プロセスが予想される．しかし，現実には類型化ネッ
トワークの初期状態においては，空白部や値の定まら
ない変数部が多く含まれており，類型化ネットワーク
の構造それ自体からほ明確な意味あるいは意図を取り
出すことが困難である．関連性体系が単に知識類型の
みに関するものである場合，それらの空白部や変数部
は推論により埋められねぽならない．しかし，これは
一般に問題解決とよぼれる領域の問題の中で個別に扱
われねばならないテーマである．ここで云う学習の対
象とは有意味な経験，すなわち完了時制で与えられる
経験のことである．そしてそのような経験を理解し，
予測することを志向するとき，学習の形式は帰属過程
の中で自然に特徴づけられる・Schaverはその帰属理
論の中で，帰属の目標は行為の理解と予測にあり，帰
属過程は先ず行為の観察に始まり，意図の判断，属性
帰属をもって終る，と述べている．また，知覚者は自
分を取りまぐ世界を処理可能な程度にまで単純化する
ことを試みるが，その点に関して，属性帰属は多様な
行為のための共通基準を提供し，そならを有意味なパ
ターンに組織化するために役立っている，と述べてい
る3）．ここに，行為類型に関する関連性体系が属性帰
属として特徴づけられ，すなわち多様な行為のための
共通基準を与えるものとなり，したがって，学習自身
もこのような関連性体系のもとで，有意味なパターン
を形成する類型化ネヅトワークとして特徴づけられる
ことになる．さらに，帰属過程によってもたらされる
予測能力は，学習の中に璽璽学習のためのプラゾ’を形
成することを可能ならしめ，行為により変化する環境
に動的に対応することを容易ならしめる．
　環境と学習は不可分の関係にあり，現実の経験を通
して知識を獲得するプロセスの中で，学習は環境に反
応して行なわれると考えられている．しかし，学習過
程あるいは組織化の過程として重要なことは，単に環
境に反応するということよりも，過去の経験すなわち
実現された環境の上に新たな環境を作り上げていくこ
とである・その意味でも，完了時制の経験類型は学習
形成にとって不可欠の存在であり，類型化ネットワー
クを形成する基本的構造要素となっている．
　環境の変化は，注意過程と共に類型化ネットワーク
中の情報を変えることになり，それに伴なって関連性
体系はD一ドライブされ，解釈図式として機能するこ
とになる．そして注意過程が類型化ネットワーク中の
空白部および変数部を埋めていくことができるよう
に，関連性体系はその領域を拡げることにより類型化
ネットワークをC一ドライブする．学習過程が環境の
変化に対応しはじめるにつれて，それは単なる理解か
ら予測へとその機能を変えていき，より秩序立った形
態をとるようになるが，それは注意過程と共に働らい
てはじめて可能なのである．注意を意識的にある特定
の関連性領域の中で働らかせるとき，環境も意識的に
変化させられることになる．知識類型に関する空白部
および変数部を埋めるには，完了時制の経験の類型化
ネットワ｝クを想定しなければならないので，注意過
程は意識的に環境を実現（enact）するのである．
　5．計画と帰属過程
　帰属理論は，そもそも人間の行為の理解と予測ある
いは解釈と説明をその目的とするものであるが，なさ
れた（完了時制の）行為の意図を推論して，ある基本
属性（個人的なものか環境によるものか）に帰属せし
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めるという考え方には，計画を実行してその結果を再
び計画のレベルに返す，という通常の計画のプロミス
を理解するのに適していると思われる．Schutzはい
わゆる計画を，未来完了時制で規定される投企（Pro－
ject）とよんでいるが，ここではそれを普通に計画と
よぶことにする．そして，計画には必然的に実行が伴
なうが，これは過去完了時制の投企ということもでき
る．
　計画のレベルで関連性体系がもたらす類型として重
要なものは，行為者類型および行為（もしくは役割）
類型である．このような類型化のもとで，計画および
実行は行：為者類型と役割類型のネットワークとして与
えられるので，計画に内在する多くの空白部分や変数
は，行為の1歩1歩により埋められ，値を与えられて
いくことが可能となる．また帰属過程により，実行レ
ベルでの行為の結果が計画に固有のものかあるいは環
境によるものかを判断することができる．これらの属
性帰属の結果が再び計画レベルに返ってくるとき，環
境自身にも行為者類型と役割類型が与えられることに
なり，ここに新たな計画のための類型化ネットワーク
が形成されることになる．
　先に，注意過程を伴なう学習がより秩序立った形態
を取るようになると述べたが，これはすなわち計画さ
れた学習を意味し，学習の機能が単に環境に反応する
段階から，環境に積極的に働らきかけていく段階に移
行することをあらわしている．したがって，計画一実
行のサイクルの中に，逆に学習を組み込むことも可能
であり，そのことによって計画作成の機能が高まるこ
とになる．
　計画一実行の関連性体系の中で最も重要な基準は，
いうまでもなく目標達成の基準と実行可能性の基準で
ある．計画の内容自体が余りにも類型的である場合，
計画の類型化ネットワークにおける空白部および変数
部には既存の処理体系や値が適用される，ということ
がしぼしば行なわれるが，現実には，実行環境のもた
らす状況の変化により実行可能性の基準は変更を余儀
なくされ，ひいては目標達成の基準も変化を受けるこ
とになる．このプロセスの中で学習が働らくとき，目
標達成に関する属性と実行可能性に関する属性への帰
属が行なわれ，それぞれの基準との比較が円滑に行な
われ，新らしい計画作成への方向づけが行なわれる．
　計画の関連性体系はこのように多様な類型化や処理
過程を含むが，それ自体が行為の結果および関心の推
移により常に変化していく可能性を有しているにもか
かわらず，その喝電意図”が保存されていくのは，目標
達成と実行可能性の類型化体系自体が不変に保たれて
いるからである。それぞれの基準は変化することはあ
っても，その枠組である類型化体系は変ることはな
い．いわゆる根本的な更璽計画変更”とは，ある計画の
関連性体系の中で目標達成から実行可能性に至るプロ
セスが全く存在しないか，もしくは設定基準を大きく
はずれる場合のことである．その意味で，1っの計画
が関連性体系のもとに与えられ，計画一実行のサイク
ルの中におかれるとき，計画のce意図”が不変である
限り，関連性体系は1っ1つの経験を解釈し理解し，
そして予測するための計画意味構造であるといえる・
　最後に，計画の多重性について述べる．計画は一般
に複数の行為者により実行されるものと考えるのが自
然である．したがって，行為者への役割配分は単に時
間的であるのみならず，空聞的にもならざるを得な
い．そして，実行の段階で生じる行為の多重性は，学
習過程における属性帰属を多元的なものとするため，
それに伴なう情報処理が困難となる．そのためにも，
コソピュターによる計画システムの実現が必要であ
る．
　6．問題解決と注意過程
　問題解決の定義として様々なものが考えられるが，
本稿では知識類型に関する関連性体系の下で扱われる
問題解決を考察してみる．問題に対する関心がもたら
す関連性体系（＝問題関連性）は，まず問題に対する
表現図式として働らき，そして解釈図式として働ら
く．問題解決は計画の場合と異なり，完了時制の経験
の類型化ネットワークを設定することができない．す
なわち，問題から解に至るプロミスを前もって用意す
ることができない．ただ，多くの未知の空白部と変数
部が知識の類型化ネットワークの中に組み込まれて与
えられているにすぎない．経験的に得られたアルゴリ
ズムも，類型化されれぽ単なる知識となる．計画の場
合は璽計画’ヒベルでは未来完了時制の経験が扱わ
れ，　ヒ実行’レベルでは過去完了時制1め経験が扱わ
れ，　これらが類型化ネヅトワーク上に適用されてい
た．しかし，問題解決の場合にはその知識類型化ネッ
トワークに働らくものとして曙注意過程’が存在す
る．関連性体系が表現図式として働らくのは，この注
意過程を類型化ネットワーク上に乗せるために他なら
ない．また問題関連性には行為者類型と役割類型が陽
に扱われることがないので，注意過程そのものが行為
者類型として働らき，するべき行為（＝役割）を決め
なければならない．解釈図式としての機能はそのため
のものである．またこの解釈図式は，注意過程のもた
らす問題関連性の変化を問題環境として解釈する機能
も果す．
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　問題解決の場合は，知識類型としての類型化ネット
ワークにおける空白部や未知数を埋めていくため，意
識の流れは類型問の結びつきや関係の網目を辿ろうと
する。そこで働らく注意作用は現時点までの経路から
次に進むべき経路を求めるため，推論を行うことにな
る．問題解決においては，問題環境の解釈を行うこと
が新らしい知識を獲得することになるので，この新ら
しい知識にもとずいて未知の知識を既知の知識へと結
びつけていくことができる．推論はそのためのプロセ
スであり，帰属過程の推論と違って単なる予測ではな
く，既知の知識類型の体系において真偽の確かめられ
るような結果をもたらす．その意味で，問題解決のプ
ロセスは論理的な経路を辿っているといえる．　しか
し，それは結果の系列のみに関して言えることであ
り，解法手順そのものが論理的に推論されるのではな
い．T＆Rの下での問題解決は，関心の推移により関
連性体系が変化し，それにつれて論理的結合の基準も
変化する．したがって，解法を組み立てていくプロセ
スの中にはいわゆる論理的連続性は存在せず，その代
わりに，手続き類型にもとずく意識の働らきが，類型
化ネットワーク上の空白部を埋めながら意味的連続性
を形成している・関心も注意過程も，与えられた関連
性体系という選択基準にもとずいて，類型化ネットワ
ークという器の中に入れるべきものを取捨選択しなが
ら，意味的結合への道を発見しているといえる．その
意味では問題解決も計画も共に，論理的手続きによる
ものというよりはむしろ発見的手続きによるものであ
るというべぎである．しかし，計画の場合は，未来完
了時制の行為の下に類型化ネヅトワークが与えられる
ので，発見的手続きの内容が類型的なものに限定され
る。これに対して問題解決の場合は，関心の推移によ
り解釈図式である関連性体系が変化するに伴ない，手
続きのみならず目的自身も変化することがある．た
だ，空白部や変数部を含んだ問題構造の特徴と問題解
決の意図のみが不変である．往々にして，問題そのも
のの捉え方や表現を根本から変えることにより，解法
の手がかりが得られることがあるが，このような方法
こそが発見的問題解決（Heuristic　Problem　Solving）
とよぼれるべきであろう．発見的ということは，注意
過程における意識の高度な働らきを表わすが，その機
能の根底には情報の組織化が働らいており，類型化は
情報の取捨選択のための1っの役割りを果していると
いえよう．
　7．言語類型化と記号化体系
　一般的に考えれば，これまでの類型化の議論の対象
が言語にまで及ぶのは，きわめて自然なことと言えよ
う．類型化の最も原初的な姿は言語の中にこそ亡い出
される．前述したように，類型化が一一種の社会的共通
性を有することにより，相互のコミュニケーションが
可能になることは，言語構造の中に最も端的に表われ
ている．言語が，表現形態としては単なる類型（＝単
語もしくは語句）の一次元的配列として与えられるに
も拘らず，多様な内容を包含することができるのは，
類型化体系の申に人問共通の多様な経験が組み込まれ，
標準化され，かつ制度化されているためである．類型
化体系の1つの形態として，いわゆる文法を考えるこ
とができる．勿論，この文法のみから形成されるもの
が必ずしも有意味な文章とは限らない．それはむしろ，
意味を埋め込むための器にすぎない．そして，その意
味を与える基準となるのが関連性体系であり，したが
って言語における意味構造とはこの関連性体系に他な
らない．これまでの議論でも述べてきたように，意味
とは完了時制の経験に対する注意のむけ方の中に求め
られることから，言語の意味をもこのような観点から
考察してみよう．
　言語における暗黙の了解事項として，文章は表現行
為の1つが完了した状態であるということをあげるこ
とができる．たとえ，足彼は近い将来成功するであろ
う”という内容的には未完了のものであっても，彼の
未来の状態を表明するという1つの表現行為がすでに
完了した状態として文章は与えられている・したがっ
て，文章中の様々な類型化は表現行為の1つの結果で
あり，それを解釈するには表現図式として働らいた同
一の関連性体系を用いることになる．また，様々な属
性帰属がこの関連性体系の下で行なわれ，解釈のため
の図式はより具体的に与えられる．その1っの例とし
て，行為者類型と役割類型が文章における主語と述語
の関係を具体的に把握するための類型化体系を与えて
いることがあげられる．そこでは類型的な主語に対し
て類型的な述語内容が予測できるので，空白部を内包
したままでも，そこにデフォルト値を補いながら，あ
る程度の文章理解が可能となる．すなわち，言語理解
のプロセスにおいては通常の文法とは異なる文法体系
（これを仮にT＆R文法と呼ぶ）が，いわば自己組織
化の働らきのもとに意味連関を行なっており，単語も
しくは語句の一次元的配列としての文章の中で，多次
元的な経験の再現を可能ならしめているのである．そ
のような文法の背景に，過去の経験にもとずく解釈図
式が働らいていることは明らかであろう．
　言語の類型化をおし進めていくと，T＆R文法は記
号化体系としてより縮約された形態をとるようになる
が，その記号もまた過去の経験による意味づけがなさ
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れて，はじめて解釈が可能となるのである．そしてそ
の経験とは，言語の場合よりもはるかに類型化の進ん
だものとして与えられる．すなわち，標準化された類
型化体系として記号化体系は与えられる・したがって，
このような記号化体系の下で表現される記号系列は，
共通の解釈図式として，制度化された関連性体系を必
要とする．記号自体は，単独では何んの意味ももたな
いが，関連性体系のもとで過去の経験類型へ翻訳され
て，はじめて意味を有するようになる．関連性体系の
制度化とは，その翻訳可能性を一般的なものとするた
めの役割を果している．記号化体系の下では，言語の
場合と異なり必ずしも一次元的系列の形態をとる必要
はないので，多次元的記号配列を考えることが可能で
ある．これに対応して解釈図式としての関連性体系も
多次元的な翻訳機能を要求されることになるが，ここ
に記号化体系をマルチシステムにより渓現もしくはシ
ミュセートするという，新らしいテーマが提出される
ことになる．その意味で，記号化体系は認知構造をシ
ステムに最も近づけるものであるといえよう．
　8．あとがき
　組織化における全体と部分の関係は，単に空間的な
立場からのみならず時間的な立場からも，そして一般
的にはそれらを総合する意味空間的立場から論じられ
なければならない．人工知能に関するテーマが共通の
問題意識や手段（例えばLISP言語を用いる等）　に
もとずいて考察されているにも拘らず，全体的な統一
性に欠ける観があるのは，本来，知識と経験，学習，
計画，問題解決，言葉等の各テーマは認知構造全体の
概念的および方法論的枠組の中で扱われるべきもので
あるのに，余りにも個別的に論じられ，各々の特異性
のみが強調されてきたからであると思われる．Schutz
のT＆Rは，生活世界という人間共通の意識領域の中
でこれらのテーマを統一的に把握し，表現しかつ解釈
する1つの枠組もしくは図式を与える．
　また，組織化過程における情報の取捨選択は，類型
化ネットワーク上での意識の働らきとして捉えること
ができるが，その選択基準を与える関連性体系の役割
りは，組織化を方向づけまた意味づけるものとして特
徴づけられる．この類型化と関連性体系との関係は，
相互依存性により成り立っており，この関係をさらに
高次のレベルにまで発展させるとき，本稿のテーマは
発見的問題解決あるいはT＆Rにおける自己組織化の
テーマへと進化する・
　本稿は璽汰工知能の実現”という関連性体系のもと
で，認知構造の類型化ネットワークを形成しようと試
みたものである．その結果，多くの空自部や変数部を
含むことになったが，認知の問題構造を明らかにする
ことができたという点では意義があったと思われる．
T＆Rは最終的にある記号化体系へと発展していかね
ばならないが，それを情報システムレベルへ翻訳する
ためには，情報処理の側面からのT＆Rを考察する必
要がある．
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