Situation awareness (SA) is a relatively new concept that has captured the imagination of the human factors community. This new concept is considered in the light of Benton J. Underwood's discussion about psychological concepts. In particular the distinction between SA as a phenomenon description (Level 2 concept) and SA as a causal agent (Level 3 concept) is discussed. The argument that SA is valuable as a phenomenon description draws attention to the intimate interactions between human and environment in determining meaning (or what matters) and reflects an increased appreciation for the intimate coupling between processing stages (e.g., perception, decision, and action) within closed-loop systems. However, I caution against considering SA as a causal agent. When SA is considered to be an object within the cognitive agent, there is a danger of circular reasoning in which SA is presented as the cause of itself. As a causal explanation, SA is a simple, easy-to-understand wrong answer that, in the end, will be an obstacle to research. As a phenomenon description, SA invites further research to discover causal relationships between the design of human-machine systems and the resulting performance.
INTRODUCTION
Situation awareness (SA) is a relatively new concept that has captured the imagination of human factors professionals and others who are interested in the role of humans in complex systems. A recent conference devoted to SA (Gilson, Garland, and Koonce, 1994) , numerous symposia at recent meetings of the Human Factors and Ergonomics Society (Blanchard, 1993; Gawron, 1991; Judge, 1992) , and this special issue of Human Factors are evidence of the growing interest that this new concept has generated. However, I have responded to this new construct with a great deal of skepticism (Flach, 1994c) , and for this reason I was invited to provide an editorial counterpoint to the other articles in this special issue. For this counterpoint I have the advantage of having read drafts of many of the articles before composing my response. This is a decidedly unfair advantage, so I will resist the temptation to take the last word on specific issues raised by each article. Instead, I will take this opportunity to reflect on the nature of explanation in science and the value of the concept of situation awareness (SA) for explanation.
I use Benton J. Underwood's (1957) classic book, Psychological Research, as the context for my arguments. It will be impossible to do justice to Underwood's genius, so I highly recommend that readers go directly to the source (chapters 6, 7, and 8 are most relevant to this discussion).
Underwood distinguishes five levels of concepts. However, the distinction between Level 2 and Level 3 is where I would like to focus: Rd and this state is, in turn, related to Sm. (Source: Benton J. Underwood, PsychologicalResearch, © 1957, p. 203. Reprinted by permission of Prentice Hall, Englewood Cliffs, New Jersey.) tors must perceive the information, interpret the meaning of the information with respect to their task goals, and anticipate consequences in order to respond appropriately to the dynamic demands of the complex environment. Clearly, SA is an appropriately descriptive label for a real and important behavioral phenomenon (Level 2 concept). The danger comes when researchers slip into thinking of SA as an objective cause of anything (Level 3 concept). A statement that SA or loss of SA is the leading cause of human
Sm indicates stimulus manipulation (i.e., independent variable). Rd indicates response differences (i.e., dependent variable). A Level-2 concept is defined by referring directly to the relation between Sm and Rd. A Level 3 concept identifies a state (X) as causing
Level 3
Sm ---------For the Level-3 concept I have drawn bidirectional arrows between X and Rd. For in using these concepts the investigator infers a state or process only if a reliable difference in response occurs and then says that this difference is caused by the state or process (X). Differences in X are in tum caused by Sm. If this sounds to you like scientific double-talk, then at this point I must agree. And it should be mentioned that Level-3 definitions do not always make circularity of the inference so obvious as I have made it here, but it is inevitably present. (P.203)
Consider some definitions for SA in light of Underwood's cautions. Endsley (1988) defined SA as "the perception of elements in the environment within a volume of time and space, the comprehension of their meaning, and the projection of their status in the near future" (p. 97). Sarter and Woods (1991) defined SA as "the accessibility of a comprehensive and coherent situation representation which is continuously being updated in accordance with the results of recurrent situation assessments" (p. 52). These definitions provide a rich description of key elements of operators' problem-solving activities in complex systems-perceiving, comprehending, projecting, updating, and assessing. Operaimplies not one thing about a causal process or condition over and above the operations per se. (P. 198) Level·3 concepts name or identify a phenomenon just as do Level-2 concepts; but, the name is applied to a hypothetical process, state, or capacity as a cause for the observations indicating the phenomenon. (P. 200) Sm --t----------t-+ Is SA a Level 2 concept or a Level 3 concept? And why should anybody (except a fuzzy academic such as myselO care? Underwood's answer is that Level 2 and Level 3 concepts are based on the same formal operations but are " 'thought about' differently by psychologists" (p. 202). In particular, he warns that "occasionally, having defined the term at Level 2, the writer may slip and talk as if it (the defined phenomenon) is now causing itself" (p. 202). Figure 1 , which is reprinted from Underwood (p. 203) , illustrates the difference between these two levels of concepts. In describing this figure, Underwood wrote, error in military aviation mishaps (e.g., Hartel. Smith, and Prince, 1991; cited by Salas, Prince, Baker, and Shrestha, 1995 , this issue) might be criticized as circular reasoning: How does one know that SA was lost? Because the human responded inappropriately.
Why did the human respond inappropriately? Because SA was lost. Is this keen insight or muddled thinking?
If SA cannot be identified as an objective cause, does it have a value or does it simply il· lustrate "the tendency of applied cognitive psychology to coin new terminology in the face of ill-understood issues" (Sarter and Woods, 1991, p. 45) ? In other words, as a Level 2 concept (phenomenon description), does SA have any explanatory value? Absolutely! An important contribution of an operational description is to bound the problem. Two aspects of this bounding are discussed in the following sections.
One aspect of bounding the problem is to identify, from the many potential dimensions and interactions among dimensions that could be identified with a phenomenon, those facets to which researchers should attend. Thus an operational description of a phenomenon tells which details are relevant. It helps the researcher to focus. A second, complementary aspect of bounding a problem is to identify groups of events or objects that, although different in terms of details, are conceptually similar-that is, to categorize those phenomena that belong together within a conceptual class. Thus the op· erational description tells which details can be ignored. It helps the researcher to abstract.
FOCUSING
The construct of SA has important implications for how research efforts are focused in order to explain human performance in complex systems. In this section I address two implications of SA for the focus of research programs:
1. SA alerts the researcher to consider meaning with respect to both the objective task constraints (i.e., the situation) and the mental interpretation (i.e., awareness). This can be referred to as the issue of correspondence. 2. SA can contribute to a renewed appreciation for the role of perception in problem solving and deMarch 1995-151 cision making and for the intimate and dynamic coupling between perception and action.
Correspondence
The term meaning can be used to refer to both the interpretation of a message and the actual significance of a message. Thus it points in two directions: to a cognitive agent (who interprets via awareness) and to an objective reality (the actual significance of the situation). Skillful performance in complex systems depends on correspondence between these two aspects of meaning. The human's awareness must correspond to the objective constraints of the situation. In other words, the human must understand the task demands.
The classical research that provides the foundation for human factors and human performance theory has generally managed to sidestep questions of correspondence in favor of questions of information processing, in which information is considered in a statistical sense in terms of bits per second. (Try to find the term meaning in the index of a text on human factors or human performance theory; also check for references to related concepts, such as knowledge or understanding.) Information statistics do not reflect meaning. That is, a message can be exactly right (always saying yes when yes is appropriate) or exactly wrong (always saying no when yes is appropriate) and still convey the same amount of information. Information statistics only index consistency; they do not provide a metric for correspondence, in terms of correctness or appropriateness, and they do not address what Brunswik (1952) referred to as ecological validity.
For the most part, human performance theory has focused on constraints (e.g., working memory capacity, channel capacity, the locus of processing bottlenecks, reaction time, and neuromuscular delays) internal to the human information-processing system. This is only half of the equation-the half that Brunswik referred to as cue utilization. The question of correspondence (correctness or appropriateness) requires consideration of the relation between the cues 152-March 1995 (i.e., information) processed and the facts of the world (i.e., the problem space, task space, work space, or ecology). Brunswik referred to this as the problem of ecological validity. In order to address issues of meaning-of the correspondence between perception and performance and the demands of real sociotechnical environments-both sides of Brunswik's equation (ecological validity and cue utilization) must be considered (e.g., Flach and Bennett, in press; Hammond, 1966; Kirlik, 1995; Vicente, 1990) .
Thus a real benefit of the SA construct is to draw attention to the inseparability of situations and awareness when addressing issues of meaning or functionality. This is a reminder of a lesson that Taylor (1957) tried to teach long ago, when he discussed the positive influence of human factors on basic research in psychology:
Inseparability of the behavior of living organisms from that of the physical environment with which they are in dynamic interaction certainly argues against maintaining separate sciences and construct languages: one for the environment, the other for that which is environed. (P.258) Discussions of SA have prompted attention not only to what is inside the head (awareness) but also to what the head is inside of (situations; Mace, 1977) . Thus Smith and Hancock (1995, this issue) observe that the construct of SA requires articulation of the presence in the environment of normative specifications and criteria for the performance of the agent's task. ... Until an external goal and criteria for achieving it are specified, examination of greater or lesser degrees of SA or even loss of SA remains impossible. (P. 139) The idea of normative considerations relative to SA is echoed by Pew (1994) , who argued that "measuring SA implies having a standard, a set of SA requirements, if you will, against which to compare human performance" (p. 2). Pew continued by saying that these norms include consideration of the full set of knowledge that would make a contribution to accomplishing a particular goal and the current constraints on information within the work space in terms of HUMAN FACTORS displays and controls. These discussions were anticipated by Gibson's (1979 Gibson's ( /1986 ) prescription for an ecological theory of perception that required that "the environment must be described, since what there is to be perceived has to be stipulated before one can even talk about perceiving it" (p. 2).
To summarize, SA calls attention to meaning-meaning not in terms of a particular individual's interpretation but in terms of "what matters" (Flach, 1994a (Flach, , 1994b -that is, meaning as a measure of what could or should be known in order to respond adaptively to the functional task environment. In this sense, meaning is not subjective but can be objectively specified based on normative considerations of the fit or appropriateness of decisions and actions and the demands of a task environment.
An important methodological implication of this attention to meaning is that SA confronts the researcher with the issue of realism. If research is to generalize and if training is to transfer, then the "meaningful" dimensions of the target or application domain must be preserved in the laboratory or reflected in the training device or curriculum. This implication was recognized by Sarter and Woods (1991) when they argued that "to give this phenomenon
[SA] a chance to occur, it is necessary to stage complex dynamic situations that require resources comparable to high-fidelity simulation" (p. 53). This implication is also reflected in Gaba, Howard, and Small's (1995, this issue) discussion of the use of high-fidelity simulation for studying situation awareness in anestheSiology.
Issues of realism and fidelity (of meaning) are not new to the human factors community. The construct of SA is valuable, however, to the extent that it draws attention to new dimensions for evaluating realism. In Endsley's (1993) terms, "by focusing on SA as a major design goal, the emphasis shifts from a 'knobs and dials' approach to a focus on the integrated system" (p. 40). The promise of SA is that this shift in focus will lead to insights and creative solutions to old and new problems.
Perception-Action Cycle
Neisser's (1967) Cognitive Psychology provided a framework that set the research agenda for cognitive psychology and that has shaped the classical view of the role of humans in complex systems. This framework partitioned the human information-processing system into a series of discrete stages. The research agenda that resulted focused on discovering the local constraints within each stage (processing rate, storage capacity, code, etc.) and gave comparatively little attention to the more global systemic constraints that arose as a result of the complex interactions among stages.
However, fewer than 10 years later, Neisser (1976) abandoned this approach in favor of a more ecological approach that focused on the global interactions across stages, rather than on the local constraints within stages. Neisser (1976) introduced the perception-action cycle to illustrate the importance of the coupling across stages (of the intimate relations between perception and action). The human factors community is, for the most part, still following the Neisser model presented in the 1967 book, but the growing interest in SA illustrates that the human factors community is also coming to recognize the dynamic coupling of perception and action. Indeed, Neisser's (1976) perception-action cycle figures prominently in several important discussions of SA (Adams, Tenney, and Pew, 1995, this issue; Smith and Hancock, 1995 , this issue; Tenney, Adams, Pew, Huggins, and Rogers, 1992) .
The growing appreciation for the intimate coupling among perception, decision, and action can be seen in recent discussions of naturalistic, recognition-primed decision making (e.g., Klein 1989; Klein, Orasanu, Calderwood, and Zsambok, 1993) . Federico (1995, this issue) observes that "in naturalistic settings, thinking and acting are interleaved, not separated. Individuals do not sequentially analyze all aspects of a situation, make a decision, and then implement it" [po 106]. "Active psychophysics" has been suggested as a methodology for addressing the couMarch 1995-153 piing of perception and action in dynamic control environments (Flach, 1990 (Flach, , 1993 Flach and Warren, 1995; Warren and McMillan, 1984) .
The trend toward integration seems to be inconsistent with Endsley's (1994) We cannot allow our use of the term [SA) to include decision making and performance.... Similarly, SA needs to be dealt with as a construct separately from others which act to impact on it. Attention, working memory, workload, and stress are all related constructs which impact on SA, but which can also be seen as separate from it. If we subsume any of these constructs within the term SA,we will losesight of their independent and interactive nature.
(P.316) Endsley (1994) appears to be treating SA as yet another box in our information processing diagram, positioned somewhere after attention and before decision making and performance. I prefer to treat SA as a Level 2 concept that gives precedence to the interactions between human and environment and interactions among stages within the information-processing system.
Experimentalists are taught that main effects must be interpreted in light of higher-order interactions. Experiences with naturalistic decision making (Klein et aI., 1993) , manual control (Flach, 1990) , and process control (Rasmussen, 1986 ) make it clear that interactions dominate in these environments. SA is a phenomenon that challenges the reductionistic assumptions that permitted parsing of the information-processing system into independent stages. SA reflects the need for a more holistic approach to human performance.
Summary
As a Level 2 concept, SA defines the problem of human performance in terms of understanding the adaptive coupling between human and environment (Smith and Hancock, 1995, this issue) . This adaptation involves coordination of perception, decision making, and action. How this coordination is accomplished becomes the central problem-a problem that cannot be 154-March 1995 understood in terms of the sum of isolated processing stages. It requires a global, systemic view that integrates the local constraints to reveal the structural truths on which design decisions to improve performance in complex systems can be based. More boxes in models are not needed, particularly when it is difficult, if not impossible, to differentiate the function of new boxes from that of boxes already included. The issue of correspondence and the intimate coupling of perception and action reflect what R. D. Gilson (personal communication, October 26, 1994) has referred to as relational perception.
That is, problems of SA illustrate that a human is more than a passive information channelrather, he or she is actively engaged in a search for meaning. The human must "see" the information in relation to the task demands and action constraints.
ABSTRACTION
Level 2 concepts also provide a basis for classification. Fleishman and Quintance (1984) provided an excellent discussion of the importance of classification and taxonomies for science in general and for human factors in particular. The distinction between slips and mistakes and the identification of numerous subcategories within these classes provides an example of how classification can inform theory (e.g., Norman, 1981; Reason, 1990) .
Earlier in this paper I criticized the claim that SA was the cause of many pilot errors. However, if what the authors intended by this statement was that many pilot errors can be grouped into a category that can be labeled "loss of situational awareness," then I think there is some merit to this observation. This indicates that, despite differences in details, there are features (structural properties) that are common to these incidents. It promises that the understanding of errors (and perhaps insights about potential solutions) might benefit from considering these different events as a group. In reviewing the articles in this issue (and the SA literature in general), the reader will discover many speculations about what the common structural properties HUMAN FACTORS include-high degrees of automation; complex, dynamic environments; interruptions and distractions; violations of expectations; and so on. Sarter and Woods (1995, this issue) focus on the explosion in the number of modes that has accompanied the introduction of high levels of automation in many environments and identify this explosion as a common structural property leading to errors that might be classed as loss of situation awareness. Unlike SA, modes can be operationally defined in terms of objective, quantifiable dimensions of environments. In Underwood's (1957) terms, mode is a Level 1 concept. That is, it "refers to activities of the experimenter in specifying what he means by a particular term used as a name for an independent variable " (p. 196) .
In other words, a Levell concept is an operational definition for an independent variable. Thus the hypothesis that proliferation of modes causes increases in error is open to rigorous empirical evaluation. Because SA can be observed only indirectly, the hypothesis that loss of SA causes increases in errors is not open to empirical testing. However, the classification of errors under the heading "loss of SA" might help researchers to recognize common structural features, such as the existence of multiple modes. Such observations may, in turn, lead to testable hypotheses about causes of and potential solutions to failures of the human to respond adaptively. Note that although the classification under the heading SA is helpful, there is no added explanatory value to positing a hypothetical intervening variable (i.e., SA) that moderates between the independent variable (modes) and the dependent variable (human errors). SA serves well as a basis for abstraction. However, Underwood's cautions must be taken to heart: One must not forget that as an abstraction, SA exists only in the mind of the researcher, not as an object within the mind being studied.
CONCLUSION
Level-3 concepts impede explanatory attempts at the psychological level; Level-2 concepts invite them, yet both are based on exactly the same operations. I think this difference results almost exclusivelyfrom the fact that we tend to think that Level-3concepts imply an existence of a real state or process in the organism and, therefore, what more is there to explain at the psychological level. I not only think there is a danger in Level-3concepts but I think the basis for the danger is having a damaging effect on our conceptual thinking. (Underwood,1957, pp. 212-213) As a Level 2 concept, SA is an invitation to take a new look at human performance. This new perspective spans the human-environment system and encourages a deep appreciation for the rich interactions between human and environment and among perception, decision making, and action. This perspective provides a basis for classification that may reveal common structural features that threaten the integrity of complex human-machine systems and that, in turn, may suggest important design guidelines for these systems. As a Level 2 concept, SA places human factors at the forefront of human performance theory. SA sets the agenda and challenges the basic research community to follow.
As a phenomenon description, SA challenges researchers to go beyond the simple laboratory paradigms (visual and memory search, sine wave tracking, probe and choice reaction time, and all pairwise combinations). SA is a challenge to recreate the dynamic, interactive complexity of natural task environments in the laboratory (Sarter and Woods, 1991) . A similar implication applies to training (see Gaba, Howard, and Small, 1995, this issue) and display design (e.g., Bennett and Flach, 1992; Rasmussen and Vicente, 1989; Woods, 1995) . Design of both curricula and interfaces must reflect the complex semantic interactions of natural ecologies.
As a phenomenon description, SA holds promise. However, as a Level 3 concept (causal agent), SA is likely to be an obstacle to progress both in theory and application. Is yet another box within the information-processing model really needed? Will it be possible to differentiate this box from the boxes that already carve up the cognitive system? Will further differentiation and reduction clarify or obfuscate? Certainly, the trend in tackling complex, nonlinear March 1995-155 systems has been in the opposite directiontoward integration and holistic, relational thinking (e.g., Waldrup, 1992) . As a Level 3 con· cept it is a convenient explanation that the general population can easily grasp and embracemuch like trait theories of personality. Similar to the problem with trait theories of personality, SA as causal explanation does not lead to testable hypotheses but only to circular arguments. As scientists, we cannot afford to be seduced by this simple, intuitive, easy-to-understand wrong answer. The cautions made here are not particular to SA but apply equally well to other psychological concepts, such as schema, consciousness, and intelligence. Like these concepts, SA represents a real and important phenomenon that psychologists and human factors professionals must address. To ignore SA and pretend that it did not exist would be as foolish as the circular reasoning in which it is seen as the cause of itself. SA is not an answer but a real and important question that invites behavioral scientists to enrich their knowledge in ways that will have relevance for the design of effective human-machine systems. The test of the SA construct will be in its ability to be operationalized in terms of objective, clearly specified independent (Sm, stimulus manipulation) and dependent (Rd, response difference) variables. If the intervening variable (X), SA, helps researchers to discover and identify invariant relations over classes of independent and dependent variables, it will have served well. Otherwise, SA will be yet another buzzword to cloak scientists' ignorance. For some, my concerns will be perceived only as academic nit-picking, but if we, the human factors community, are conservative now, if we proceed with caution, we may avoid being led down the garden path to a muddle of logical and conceptual traps that will ultimately undermine our integrity and credibility. ACKNOWLEDGMENTS I would like to thank David Biers, who forced me to read and appreciate Underwood (1957) when I was still young, impressionable, and not yet past the critical period for developing 156-March 1995 scientific skills. I also thank Richard Gilson for the invitation to contribute this editorial and for fruitful discussions about this topic. During preparation of this paper I was supported by a grant from the u.s. Air Force Office of Scientific Research.
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