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Let A(S) be the sup-normed Banach algebra of analytic functions with 
continuous boundary values on the compact bordered Riemann surface S. 
For (f) in A(S)-l/exp(A(S)), th e colength of (f) is defined by li(f)il = 
4 log inf{ll g /I I/ g-i 11; g E (f)}. Colength is shown to induce a norm on the 
cohomology group H’(S, [w) dual to the norm induced on the homology 
group H,(S, I& by harmonic length, or, equivalently, dual to the norm on 
Re A(S)‘. 
The existence and uniqueness of extremal functions for the colength func- 
tional is demonstrated. The aforementioned norms are shown to determine 
the conformal structure of S (up to reflection) and to be related to the mapping 
properties of S. 
1. INTRODUCTION AND SUMMARY 
In this paper specific instances of the following general problems 
will be considered. If A is a function algebra, then, by the Arens- 
Royden theorem, A-l/exp A, the group of invertible elements of A 
modulo the subgroup of exponential elements, is isomorphic to 
H1(MA , Z), the first integer cohomology group of n/r, , the maximal 
ideal space of A. Denoting the coset of an f in A-1 in A-l/exp A by 
(f >, define 
II(f = 8 log inflll g II II 8-l II; g E (f% (1) 
Call a function h in (f) ( or, if necessary, some closure of(f)) extremal 
for (f) if jl(f)ll = *log 11 h/j II h-l 11. The general problems are to 
determine the existence, uniqueness, and properties of the extremal 
functions and to determine the relation between the numbers /l(f)ll 
for variousf and the general properties of the algebra A. 
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In some cases these problems trivialize. For example, if 
H1(MA , 2) = 0, then (1) is the only element of A-l/exp A, 11(1)1/ = 0 
and the nonzero constant functions are extremal. (The existence of 
other extremal functions depends on A.) If A is the algebra of all 
continuous functions on a compact Hausdorff space then li(f)ll = 0 
for allf, the extremal functions always exist and are far from unique. 
In this paper the foregoing problems will be considered for the 
algebra A(S), the algebra of all continuous functions on the finite 
bordered Riemann surface S which are analytic on the interior of S. 
The simplest nontrivial case of this type is when S is planar and has 
two boundary components (i.e., Hr(S, 2) = Z). Let S, and S, be 
two such surfaces. In this case the solutions to the foregoing problems 
are known [6] anld are incisive. If (fJ is a generator of H1(Si , Z) 
then Il(f& = Mi :> 0. An extremal function for (fi) is a univalent 
map of Si onto a region bounded by two concentric circles centered 
at the origin. Th e extremal functions are unique (up to nonzero 
multiplicative constants). The surfaces S, and S, are conformally 
equivalent (or, equivalently, A(S,) and A(,!?,) are isomorphic) if and 
only if Ml = M, . Finally, there is an analytic map of S, into S, 
which takes a generator of the homology group of S, to n times 
a generator of the homology group of S, (or, equivalently, an algebra 
mapping T of A(S,) into A(S,) such that (TfJ = (fin)) if and only if 
In Section 2 we show that the function II(*)]] induces a norm, which 
we call the colength, on the real cohomology group H’(S, R). It will 
then be shown that the dual space of the normed vector space W(S, R) 
can be realized either as Re A(S the space of real measures on the 
boundary of S which annihilate A(S), or as H,(S, R), the real homol- 
ogy group, normed by the harmonic length function introduced by 
Landau and Osserman [4]. In Section 3 this duality and the description 
of Re A( g iven by Ahern [I] are used to describe the extremal 
functions and demonstrate their uniqueness. The method is to 
replace f in A-l with log 1 f / and solve the resulting “dual extremal 
problem” in the space of continuous real valued functions on the 
boundary of S. 
In Section 4 it is shown that two planar surfaces with the same 
colength function are conformally or anticonformally equivalent. 
The proof uses the geometry of Re A( to develop enough informa- 
tion to use Torelli’s theorem. It is conjectured that stronger results 
of this type are true. This result can be restated in terms of harmonic 
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length, in which case it appears as a complement to the results of 
Landau and Osserman [3,4] relating harmonic length to analytic 
mappings, or it can be recast in terms of the geometry of the normed 
linear space Re A(S in which case it becomes a precise formulation 
of the observation of Ahern [I] that this geometry is determined not 
only by the topology of S but also by the conformal structure. In 
Section 5 the relation between colength and the existence of mappings 
between algebras of the form A(S) with prescribed action on the 
cohomology group is discussed. It is shown that the analog of (2) is 
necessary but not, in general, sufficient. 
2. DEFINITIONS, EQUIVALENCIES, DUALITY 
Let S be a compact bordered Riemann surface with border aS. 
In order to discuss smoothness of functions on 8s we pick and fix 
a boundary uniformizer and denote arc length with respect to this 
uniformizer by j dz I. Denote A(S) by A. 
Let ci ,..., c, be smooth curves in the interior of S which form 
a basis of H,(S, Z), and 01~ ,..., n, the dual basis of Hl(S, Z), that is, 
denoting the bilinear pairing of H1(S, 2) and H,(S, 2) by (*, e); 
(“i > Cj) = 6, . 
The pairing between A-l/exp A and H1(S, 2) given in general by 
the Arens-Royden theorem can be described simply in this case. 
If f is in A-l, then (f) is that element (II of Hl(S, 2) given by 
(01, c) = (1/2~) j? d(argf) for all c in H,(S, 2). 
We will refer to an additive subgroup of a vector space as a lattice. 
Let L be a lattice in the vector space V and n(e) a function defined 
on L. It may be that there is a norm on V such that 11 v 11 = n(u) for 
all v in L. In this case we will say that the norm is induced by the 
function n. If V is finite dimensional and L contains a basis of I’ 
then the induced norm, if there is one, is easily seen to be unique. 
Let C(aS) be the space of real valued continuous functions on a5’ 
normed by the supremum norm. Let log / A-l / be the lattice in C(aS) 
consisting of elements of the form log / f 1, f E A-r. Let Re A be 
the subspace of C(aS) consisting of real parts of functions in A, and let 
Re A be the closure of Re A in C(aS). Let X be the space C(aS)/Re A 
normed by the quotient norm. For H in C(aS), denote the coset of H 
in X by (H). There is a natural map of A-l/exp A into X given by 
sending (f) to (log If I). 
PROPOSITION 2.1. The mapping of A-‘/exp A into X is one to one. 
The linear span of the image of A-‘/exp A is all of X. 
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Proof. See Wermer [lo]. 
Hence, we can identify the image of A-l/exp A in X, i.e., the 
lattice of elements of the form (log 1 f I), with H1(S, 2) and can 
identify X with H’(S, [w). Using this identification we can regard 
colength, the function defined by (l), as defined on a lattice in X. 
PROPOSITION 2.2. The norm on X is the unique norm induced by 
the colength function. 
Proof. Since the induced norm is unique if it exists, it suffices to 
show that [I(f = Il(log j f i)ll for all f in A-l. Pick such an f. 
Il(f)ii = 4 log inf{ilfeg // jif-le-O 11; g E A) 
= 4 inf{rnix log 1 f(z) egcZ) 1- rnr log I f(Z) egtZ) I} 
= 3 inf{max(log 1 f 1 + Re g) - min(log 1 f 1 + Re g)}. 
Since the constants are in A, this last quantity can be rewritten as 
= 4 inf(2 max(log 1 f I + Re g)} 
= IWg If IN 
If I’, and V, are normed vector spaces and there is a linear map v 
of Vi onto V, with 11 vv II = 11 z, 1) for all n in Vi we will write 
9: V, s V, , or, simply, V, g V, . H1(S, Iw) can be regarded as a 
normed vector space by using the norm induced by colength or the 
norm on X. The previous proposition shows the two norms agree. 
COROLLARY 2.2.1. W(S, rW)z X. 
We now develop three realizations of X*, the dual space of X. 
The first follows from the Banach space definition of X. Let R2A-L 
be the space of real measures, dv on aS’, such that Jas f dv = 0 for 
all f in A. Re Al is a normed vector space with respect to the total 
variation norm. 
PROPOSITION 2.3. Re AJ- z X*. 
Proof. X* = (C(a,S)/Re A)* = Re Al = Re Al. 
Let F,*, be the space of harmonic conjugates of real harmonic 
Schottky differentials on S which vanish along as. (See [2, V, Sec- 
tion 2 and V, Section 31 for the properties of such differentials.) 
Associated to any c in H,(S, 2) is a unique element *u(c) in r& such 
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that for any closed differential w with finite Dirichlet norm 
U/277) SC * w = ss s w A *U(C). Any element of *e of r& can be 
regarded as a linear functional on C(aS) by (*o)(F) = lasF c U. When 
so regarded, the appropriate norm is the L, norm on as, 
11 *a 11 = Jas / *o /. We regard r&, as a normal linear space with this 
norm. 
PROPOSITION 2.4. I’& E X*. 
Proof. By the previous proposition it suffices to show that the map 
of J’j$ into the dual space of C(aS) is a one to one map onto Re Al. 
It is known [2, p. 3101 that if ci ,..., c, is a basis of H,(S, 2) then 
*u(c1),..., *a(~,) is a basis of r& . Hence, dim r& = dim H,(S, [w) = 
dim Re AJ-. The mapping is clearly one to one; hence, to complete 
the proof it must be shown that if F is in Re A and *o is in r,*, , then 
Jas F * u = 0. Since the *u(ci) are a basis of .QO and the elements of 
Re A which are C” on aS are dense in Re A, it suffices to show that 
Jas F I u(q) = 0 for F in Re A and smooth on &S. 
Let p be the harmonic function on S with boundary values F. 
Since F is smooth, dfl has finite Dirchlet norm. So, by Green’s theorem, 
Jas F * “(4 = JJs dfl A *u(ci) = (1/29-r) SC, * dP. Since F = Re f for 
some f in A, *dfl = d(Imf). So Jas F J U(Q) = (I /2~) Jci d(Im f) = 0 
and the proof is complete. It should be noted that the norm defined 
on r&, is not the usual (Dirchlet) norm on this space. 
There are two ways to identify r&, with H,(S, R). First, the map 
that takes c in H,(S, 2) to *u(c) extends by linearity to a isomorphism 
between H,(S, R) and r& . Second, Q” and H,(S, K!) can be regarded 
as alternate realizations of X*, the former by the previous proposition, 
the latter by Corollary 2.2.1 and the standard bilinear pairing of the 
homology and cohomology groups. A check of the definitions shows 
thae these two identifications of H,(S, [w) and r& agree. This pairing 
can be used to define a norm on H,(S, 1w). Alternatively, H,(S, [w) 
can be normed by regarding it as the dual of the normed vector 
space Hi(S, rW>, where Hi(S, rW> is given the norm induced by 
colength. Comparing the previous result and Corollary 2.2.1 shows 
these two norms are the same. 
COROLLARY 2.4.1. W(S, R)* g H,(S, R). 
This norm on the homology group can be given a more direct and 
intrinsic definition. Landau and Osserman [4] introduced the idea 
of harmonic length and used this quantity to study mapping properties 
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of Riemann surfaces. (See also [3, 81.) We modify their definition 
by a factor of z-. 
Denote L,“(BS, / dx 1) by L”. For F in L”, let P be the harmonic 
function on 5’ with boundary values F. For F in L” let /IF j/ = 
esssup IFI. F or c in H,(S, 2) define the harmonic length of c, 
44 bY 
PROPOSITION 2.5. The norm on H,(S, R) is induced by the harmonic 
length function defined on H,(S, 2). 
Proof. Since the norm on H,(S, rW) has already been given we need 
only show that h(c) = I/ c Ij f or c in H,(S, 2). Since any c in H,(S, 2) 
can be realized as a compact subset of the interior of S, we can 
restrict consideration to F in C(aS), thus, 
* d@; F E C@S), 11 F/I < 11 
= sup /ja,F * d&F E WY, II F II d 11 
= 
s as I *+)I 
= II c Ii. 
Combining this result with Corollary 2.4.1 and Proposition 2.2 
gives the following corollary which motivated the terminology 
colength. 
COROLLARY 2.5.1. The norm induced on the cohomology group by 
colength is dual to the norm induced on the homology group by harmonic 
length. 
3. EXTREMAL FUNCTIONS 
The elements of I’& define linear functionals on L” via *a(c)(F) 
= fasF * U(C) for *a(c) in I’$, and F in L”. Also, by a simple 
lim’iting argument, for any such *(T(C) and F, 
jasF * u(c) = & j * dp. 
c 
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For a in P(S, Z), we will call a bounded analytic function F on S 
extremal for a if las log / F 1 3 0 = (01, *u) for all *FO in P& and 
II alI = QWFII /IF-l II- S UC h an F will be called an extremal func- 
tion. If F is extremal for 01 then so is kF for any nonzero constant k. 
If these are the only extremal functions for 01 we will say F is the 
unique extremal function for 01. Any extremal function F is determined 
(up to multiplicative unimodular constant) by G = log / F 1 regarded 
as an element of L”. Hence, we will call an element G in L” extremal 
for 01 if Jas G t u = ( 01, *a) for all xu in r&, and /I 0111 = 11 G I/. Thus, 
G in L” is extremal for a if exp(e + i * e) is a bounded analytic 
function which is extremal for 01. This latter definition extends to (Y 
in W(S, R), and we regard it as so extended. If 01 is in W(S, R) but 
not H1(S, 2) and G in L” is extremal for 0: then exp(c + i * e:) is 
a multiple valued analytic function with a single valued modulus. 
Note that if a is in H’(S, 2) and G in L” is an extremal function 
for 01 then G is the unique extremal function for a: if and only if 
exp(e + i * e) is the unique bounded analytic extremal function 
for (Y. 
The realization of X* as r& shows that every element of X* is 
of the form y = h / dx I for some uniquely determined smooth h. 
By sgn(y) we will mean the sign of h, and by the zeros of y, the zeros 
of h. 
PROPOSITION 3.1. Given a: in H’(S, R) there is a unique G in L” 
which is extremal for a. G is of the form G = j( 01 /I sgn(y) for some ‘p 
in X*. 
Proof. Let H be an element of C(&S) such that (H) E X equals a: 
under the identification of X with Hl(S, I$). Let HI, H2 ,... be a 
sequence of functions in (H) with II H, II converging to II(H) Let G 
be a weak-star cluster point of (HJ in L”. Then (1 G/j < I( a: 11 and 
Jas G t u = (cu, *u) for all *u in X*. 11 OL II = ((u, y) for some v in X* 
of unit norm. Hence, 
Hence, the previous inequalities are all equalities. Thus, /I G /I = /j (Y (1 
and G is extremal for a. Furthermore, since the first inequality is an 
equality sgn(G) = sgn y a.e. / dx I. Since the second inequality is 
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an equality 1 G j = /I G // a.e. 1 dx 1 except possibly where g, has zeros. 
However, y has only finitely many zeros [l, Lemma 51. Thus, 
G = II 01 IIw T a.e. 1 dz I. Since aS consists of finitely many intervals 
on which G is a.e. constant, we can consider G to be constant on 
these intervals. Thus, G is of the required form. The previous 
inequalities hold for any G’ which is extremal for 01; hence, the 
extremal function is unique and the proof is complete. 
Ahern [l] has shown that any e) in X* has at most 2n - 2 zeros. 
COROLLARY 3.1.1. If 01 is in H1(S, 2) and F is the bounded analytic 
function which is extremal for 01, then F can be extended to 8s so as to 
have at most 2n - 2 discontinuities. 
Proof. Let G be the element of L” which is extremal for a. Let 
F = exp(G + i * G). F extends continuously to all points on 85 
except the discontinuities of G. There are at most 2n - 2 such 
discontinuities. 
COROLLARY 3.1.2. A necessary and su.cient condition on a: in 
Hl(S, 2) for th e b ounded analytic analytic function which is extremal 
for 01 to be in A(S) is that (01, y) = 11 0111 II q 11 some CP in X* which has 
no zeros on as. 
For certain choices of 01 on planar domains a bit more can be said 
about the discontinuities of the extremal function. 
COROLLARY 3.1.3. Suppose S is planar and a5 has components 
Yl Y'**, Yn+l * For I < i < j < n + 1 define cllij in H’(S, 2) by 
(0~~~ , y,J = -8, + ai, . Let Fii be the bounded analytic function which 
is extremal for ~ii . Then Fij has exactly 2n - 2 d&continuities, two 
oneachy,, 1 <k<n+ l,k#i,k#j. 
Note. The numbers 2 exp /I aii II are the pii of [7, Section 41. 
Proof. Since the function Uii = (log / Fij I)/11 aij II is constant 
except for jump discontinuities it cannot have exactly one discontinuity 
on any yk . Hence, by the previous corollary, it suffices to show that 
Uii has at least one discontinuity on yk for k # i, j. If Uij had no 
discontinuities on yk then, on yr , Uii is identically equal to sup / Uij 1 
or inf / Uij I. In either case, since Uij is not constant, this implies 
that *dUij has constant sign on yk . Hence, JY, t dUi, # 0. But 
1 
-j” *dU,, = <aii,yk) = 41,~+6~,. 
277 Yk 
Hence, k = i or k = j. 
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Given c in H,(S, [w), a function G in L” will be called extremal 
for c if 11 G 11 < 1 and (1/27r) JC: * de = j/ c 11. 
COROLLARY 3.1.4. For any c in H,(S, R) there is a unique extremal 
function. If G is in L” then G/ii G // is extremal for some c in H,(S, R) 
if and only if G is extremal for some 01 in H1(S, R). 
Note. The uniqueness of the extremal functions for the harmonic 
length of an integer homology classes on a finite bordered Riemann 
surface is known [4, 8, 1 I] and can be established directly. The 
papers refered to also contain applications of the previous corollary 
to the problem of conformal rigidity. On arbitrary Riemann surfaces 
the uniqueness has only been established for a restricted class of 
cycles. 
4. ISOMETRIES AND EQUIVALENCE 
In this section we will assume S is a planar domain with boundary 
consisting of disjoint smooth curves y1 ,..., yn+i . Let ci ,..., c, be 
chosen so that ci is homologous to yi for 1 < i < rz. Let S’ be another 
such surface with n + 1 boundary components. We will use primes 
to denote objects related to S’ (i.e., X’, X’*, etc.). S and S’ will be 
called equivalent if there is a conformal or anticonformal homeo- 
morphism of S onto S’. 
Denote the sets of vectors of norm one in X and X* by Y and Y*, 
respectively. A nonempty subset 3 of Y* will be called a face if there 
is an n - 1 dimensional affine subspace H of X* such that /j h jl > I 
for all h in H, H n Y* has nonempty interior relative to H and 
5 = H n Y* (i.e., 3 is a nonempty maximal n - 1 dimensional 
affine subset of Y*). 
Ahern [l] has shown that X* has exactly 2?‘+l - 2 faces and that 
the faces can be described as follows. Let E = (pi ,..., l ,+i) where 
each ei = &l. Let S(E) be the set of all y in Y* such that sgn(q) = Q 
onyi,l ~i~n+l.Ifall~i=lorall~i=-lthen~(~)isempty. 
Otherwise 5 is a face of X*. Every face of X* is of this form. 
The symbol 1 with a subscript will denote an element of X. 
Associated with each face of X* is a linear functional which takes 
the value 1 on that face. 
LEMMA 4.1. If & is a face of X* then there is a unique 1 u in X such 
that la(q) = 1 for all 9 in 5,) I/ 1, I/ = 1 and if & = %(E) with 
E = (9 ,...> En+1 ) then for any y in X*, l,(q) = xi .l;: ~9). 
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Proof. The 1, described has the required properties. The unique- 
ness is immediate. 
Note. We are implicitly identifying X and X**. 
Any functional on X* can be realized in a manner similar to the 
functionals in Lemma 4.1. 
LEMMA 4.2. For a = (al ,..., a,,,), ai real, and v in X*, define 
a(q) = CZ Jyi ai?. a is a linear functional on X*. Every linear 
functional on X* is of this form and two n + 1 tuples c = (cl ,..., c,+~) 
and d = (4 ,..., d,+l) give the same functional if and only if 
(cl - d, ,..., c,+~ - d,+l) = (b ,..., b) for some constant b. 
Proof. The previous description effects a map from the space of 
(n + 1)-tuples to th e n-dimensional space X**. We must show that 
the map is onto and that (l,..., 1) is in the kernel of this map. Pick 
*a in r,*, = X*. If JY( * u = 0 for 1 < i < n + 1 then *a is exact. 
The only exact differential in r& is zero. Thus, the only element of 
X* which is annihilated by all functionals of the form a is the zero 
element. Hence, the map is onto. Pick w in r& . 
(l,...) l)(*o) = $1. * u = s,, * u = J-, 1 * u = 0, 
I 
the last equality since r$ = Re AJ-. Hence, (I,..., 1) is in the kernel 
of the map and the proof is complete. 
If ‘& is a face of X* and 1, is the functional which satisfies 
Lemma 4.1 then 1, will be called the associated functional of 5, . 
Such an 1, will be called an associated functional. If 1, is the associated 
functional of ?j and 3 = G(E), where E = (Q ,..., E,) then we set 
‘i( lo) = Ed 9 1 < i < n + 1. Thus, Q( 1,) is the sign on yi of all of the 
elements in the 5 to which 1, is associated. If 1, is an associated func- 
tional and ~(1,) = 1 for exactly one value of i then 1, will be called 
a distinguished functional and the face to which 1, is associated 
a distinguished face. When faces are indexed by subscripts the 
associated functionals will be indexed by the same subscripts. 
For 1 < i < n + I, let Ci = (5, ; ga is a face and Q( 1J = l}. 
Clearly each Ci contains exactly 2% - 1 faces exactly one of which is 
distinguished. Denote the complement of Ci in the set of all faces 
by -Ci . Denote by Ii the distinguished functional associated with 
the unique distinguished face in Ci . 
An immediate consequence of this terminology and Corollary 3.1.2 
is the following. 
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COROLLARY 4.3. For 01 in H’(S, Z), the extremal function for cy is 
inA(S)ifandonZyifol= al,f or some real a and associated functional IO . 
The following result gives a useful characterization of distinguished 
functionals. 
PROPOSITION 4.4. If 1 < 12 < n + I then 21p7’ C-,,,,-, 1, = 1,; . 
Conversely, ;f Is , /3 = 1 ,..., 2” - 1 are associated functionals and 
2l-n & la = 1 o is an associated functional then 1 o or - 1 O is a distinguished 
functional and {& ; /3 = l,..., 2” - I} = &C,; for some k. 
Proof. The first statement is easily verified by a direct computa- 
tion using the notation and results of Lemma 4.2. 
Assume n > 3. (The cases n = 1 and n = 2 can be verified directly 
or proved by simplified versions of the following argument.) 
Let I, , p = l,..., 2” - 1 be a set of associated functionals which 
satisfy the hypotheses of the proposition. Let di = 2l-” & ~(1~). 
Then, in the notation of Lemma 4.2, 1, = (d, ,..., drL+l). By the 
hypotheses of the proposition, 1, is an associated functional. Hence, 
by Lemma 4.2 the set of numbers (di ; 1 < i < n + I} contains 
exactly two numbers. Renumbering the yi we may assume dI > d, . 
Hence, /j 1, /I = (4 - d,)/2. 
Let m be the number of /3 for which ~~(1~) = I and ~~(1~) = - 1. 
Since there are only 2+l distinguished functionals which satisfy this 
condition, m < 2+f. Let m’ be the number of lo for which l r( la) = - 1 
and Q( 14) = 1. 
1 = /I loI1 = (d, - 4)/Z = 2l-“(m - m’) < 21-“(2n-1 - m’) < 1. 
Since equality holds, m = 2”-l and m’ = 0. Hence, the collection of 
Is includes all associated functionals 1, for which ~~(1,) = 1 and 
ra(l,) = -1. If d, = d, = ~0. = d,,, then l4 is distinguished. We 
now show that if dj # d, for some j 3 3 then --I, is distinguished. 
Suppose dj # d, for some j 3 3. Without loss of generality d3 # d, . 
Hence, since there are exactly two distinct di , d3 = dI . If 
d, = d4 = . . . = d,,, then - 1, is distinguished. Thus, we must elimi- 
nate the possibility that, after suitable renumbering, dI = d3 > d, = d4. 
Arguing as before shows that if this situation occurs then the collection 
of Is must include all associated functionals 1, for which l s( 1,) = 1 
and ~(1~) = -1. Thus, the collection of 1, includes at least one 
functional 1, for which 
El(L) = &) = 1, $(I,) = E*(l,) = -1. 
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This contradicts the fact that m’ = 0. Hence, either 1, or - 1, is 
distinguished. 
Assume 1, is distinguished. The foregoing argument shows that mj , 
the numbers of 1, with ~(1,) = 1 and ~j(lo) = - 1, must be 2n-1 for 
j = 2,..., n + 1. Hence, the collection of ls contains every associated 
functional 1, for which ~~(1~) = 1. Thus, the collection of lo contains 
L, = (1, ; 5 E CJ. L, has 2” - 1 members, hence the collection of 
lB is L, . An analogous argument shows that if - 1, is distinguished 
then the collection of ls is (1, ; & E -C,}. The proof is complete. 
A linear map T between two normed vector spaces will be called 
an isometry if Ij TV jj = 11 v jl for all z, in the domain of T. 
PROPOSITION 4.5. Suppose T is an isometry of X into X’ then there 
is a renumbering of the boundary contour of S after which either 
T(li) = 1,‘; 1 <i<n+l 
07 
T(lJ = -1,‘; l<i<n+l. 
Proof. Since dim X = dim X’, T is surjective and T*, the 
adjoint of T, is a surjective isometry. Hence, T* takes faces of x’* to 
faces of X*. Hence, T takes associated functionals to associated 
functionals. Pick h, 1 < K < n + I. By the previous proposition 
llc = Pn Ci&IECk 1, . Hence, T(1,) = 21en Ce T(1,). Hence, the asso- 
ciated functionals T( la) satisfy the hypotheses of the previous proposi- 
tion. Thus, fT(1,) is a distinguished functional. Hence, after a 
renumbering of the boundary components of S’, T(1,) = aklk’, 
h = I,..., n + 1 with ak = + 1. We must now show that all a, are 
equal. Suppose ai # aj . Then T(1, + lj) is the difference of two 
distinguished functionals. 1% + lj is an associated functional; hence, 
T(I, + lj) is an associated functional. This, however, is a contra- 
diction for the difference of two distinguished functionals cannot be 
an associated functional. Hence, all the aj are equal and the proof is 
complete. 
By Lemma 4.2, any n of the n + 1 distinguished functionals form 
a basis of X. Thus, we have two naturally occurring bases of X; the 
basis of distinguished functionals 1, ,..., 1,) and the basis a1 ,..., ol, 
dual to the homology basis yr ,..., yn . Define bij by 
(3) 
Up to some ambiguity arising from the choice of numbering for the 
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boundary contours, the bij are conformal invariants of the surface S. 
We will now show that the matrix B = (bii) is, essentially, the period 
matrix of 9, the double of S. 
For 1 < i, j < n + 1, i # j, let pij be the univalent map of 5’ onto 
a circumferentially slit annulus [9, p. 4171 taking yi to 1 x / = 1 and 
yj to / z 1 = R for some R > 1. Let a(;, j, Fz) be the value of log 1 pij 1 
on Yk * Note that a(k, j, K) = 0 for all j and k. 
Let K, ,..., k, be the basis of X* which is dual to the basis of X 
given by I r ,. .., I 12. . For j = l,..., n let pi = (1/47r) log / ~,+r,~ 1. 
*dpj is an element of I’& and, hence, can be considered as an element 
of x*. 
LEMMA 4.6. ki = *dpi for 1 < i < n. 
Proof. For 1 < i, j d n, 
(li , *+,) = C j 4L) * dpj 
k Yk 
= 2 I, (ck(li) + l) * df’j 
= 2 j * dpj 
yi 
= & j dar&n+,,J 
yi 
= (1/27r) . 2T . &j = aij . 
The second equality is by Lemma 4.2. 
Let s be the double of S. Let A, ,..., A, , B, ,..., B, be a homology 
basis for 9 where Ai = yi and Bi is the double of hi , a smooth curve 
from yn+r to yi . Let wi be the analytic differential on S defined by 
wi = 2(*dpi + i * (*dp,)) = 2( *dpi - i dpi). Since wi is a Schottky 
differential, it extends by reflection to a differential, also denoted wi , 
on S. 
LEMMA 4.7. For I < i, j < n; 
s mj z 6.. 23 ) s f.fJj = (l/z-i)+2 + l,j, i). Ai Bi 
Proof. lAi wj = 2 JY( * dpj - i dpj = 2 JYi * dpj = aij . The last 
equality is by the computation in the proof of the previous lemma. 
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JBi wj = 2 JBi z dpj - i dpj , where both dpj and *dpj are regarded as 
extended to S. Since cdpi extends to S as an even differential, 
Jei * dpi = 0. dpi extends as an odd differential on S, so 
s B, wj = 2 (q, - Wj) = -4q,d(l/4~)(lo~ IP,+l,j IN 
= Ul4(log I P,+w I on YC’- log I Pn+l,j I on b+d 
= (l/ni)(a(n + 1Y.i i) - a(n + l,j, n + 1)) 
= (1/7ri)a(n + l,j,i). 
PROPOSITION 4.8. The period matrix of 3 with respect to the 
homology basis A, ,..., A, , B, ,..., B, is (l/+)B = ( l/ri)(bij), where the 
bij are dejked by (3). 
Proof. The previous lemma shows that the period matrix is 
(1 /+a@ + 1, i, i))& . S ince the period matrix is symmetric this 
equals (l/d)(a(n + 1, i, j)). Hence, it suffices to show that 
bij=a(n+ l,i,j)for 1 <i,j<n. 
The function ~,+i,~ is in A(S)-l and (p,+r,J = ai . Hence, 
<log I P,+~,$ I, kj) = (ai , ki) = CC, Ll, , JEj) = bii . However, 
n+1 
(log I p,+,,i I, &) = c + + 1, i, 4 S,k, = c a(n + Li,m)hnj 
m=1 
= a(n + 1, i,j). 
We now combine the previous result with Proposition 4.5 to prove 
the major result of this section. 
A linear map of X to x’ will be called natural if it induces a sur- 
jective group isomorphism of W(S, 2) to W(S’, 2). 
PROPOSITION 4.9. If there is a natural isometry between X and X’ 
then S is equivalent to 5”. 
Proof. Let ci , 1 < i < n be a homology basis for S with ci 
homologous to ~~ , 1 < i ,< n. By Proposition 4.5 there is a renum- 
bering of the boundary contours of S’ (which we assume done) after 
which 
T-1, = li’ l<i<n (4) 
or Tl, = -li’ for 1 < i < n. If T is a natural isometry then -T 
is a natural isometry. Hence, we may assume (4) holds. In terms of 
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the basis ai of X and the analogously defined basis oli’ of X’, T is 
given by 
Tai = 1 aipj’ 1 <i<n. (5) 
Since T is natural, the matrix A = (Q) is invertible, has integer 
entries and has determinant & 1. 
There is an analog to Eq. (3) for S’, namely 
CL<’ = c b& 1 <id% (3’) 
Combining (3) and (4) gives 
T(ccJ = c bijT(lj) = c bijlj’. 
j j 
Combining (3’) and (5) gives 
T(aJ = 7 aij (T &A,‘) 
Combining the previous two equations gives 
bi, = 1 aijbi., 1 <i,k<n 
or, in the obvious matrix notation, 
B = AB’. 
Let P be the period matrix of S with respect to the basis 
A 1 ,..., 4, , 4 >..., B, and P’ the period matrix of S’ with respect to 
the analogously defined basis Al’,..., A,‘, B1’,..., B,‘. By the previous 
equality and the previous proposition P = AP’. Hence, by Torelli’s 
theorem there is a conformal map p) of S’ onto S such that, letting j 
and j’ be the anticonformal involutions of S and S’, respectively, 
which fix &S and &S”, respectively; j’,-ljv is a conformal map of S’ 
into itself which fixes the homology classes Al’,..., A,‘. Thus, j’,-ljy 
is the identity. Hence, y takes as’ (the fixed points of j’) to aS (the 
fixed points of j). Hence, v maps S’ conformally onto one of the two 
components of S - as. Thus, q is a conformal or anticonformal 
equivalence of S’ and S and the proof is complete. 
Call a map R of X* to X’* natural if R*, the adjoint of R, is natural. 
Equivalently R is natural if it induces a surjective group isomorphism 
of H,(S, 2) and H,(S’, 2). 
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COROLLARY 4.9.1. If there is a natural isometry of X* and X’*, 
then S and S’ are equivalent. 
Proof. Let R be the natural isometry. R* is a natural isometry of X 
and x’. Hence, the hypotheses of the previous proposition are 
satisfied. 
COROLLARY 4.9.2. If there is a surjective group isomorphism of 
H1(S, 2) to Hl(S’, 2) which p reserves colength or of H,(S, 2) to 
H,(S’, 2) which preserves harmonic length S and S’ are equivalent. 
Proof. The group isomorphism extends by linearity to a natural 
isometry. The result follows by the previous proposition or the 
previous corollary. 
We note that the converse of Proposition 4.9 is immediate and that 
the hypothesis of naturality is necessary as is seen by considering the 
case n = ,I. It may be possible to weaken this hypothesis for n > 1. 
Of course, Proposition 4.9 immediately suggests the following. 
Conjecture. Proposition 4.9 remains true even if S and S’ are not 
required to be planar. 
The hypotheses of the last corollary can be weakened to require that 
the group isomorphism preserve the colength of enough 01 to deter- 
mine the norm on X; for example a set of 01 such that the vectors 
a/l\ CII 11 are dense on Y-similarly for harmonic length and Y*. Even 
such an improvement only shows that the conformal structure of S 
is determined (up to reflection) by a countably infinite set of conformal 
invariants. It seems reasonable to conjecture that the conformal 
structure is actually determined by the colength of finitely many 
appropriately chosen cohomology classes. For example, using the 
notation of Corollary 3.1.3 for S and S’. 
Conjecture. If 11 olii I/ = jl aij Ij for 1 < i, j < n + 1 then S is 
equivalent to S’. 
A result similar to this conjecture is true for harmonic length. We 
sketch the proof. 
PROPOSITION 4.10. If/l yi + yi I/ = // yi’ + yi’ 11 for 1 < i < j < n 
then S and S’ are equivalent. 
Proof. By setting i = j we see that 11 yi Ij = 11 yi’ 11 for 1 < i < n. 
Define aii by aii = II Yi II and aii = (II yi + yj II - II yi II - II rj II>/2 if
i f j. Since the extremal functions for yi and yi + yj are ~‘i and 
& + uj p respectively, where Ui is the harmonic function with 
580/13/2-S 
170 ROCHBERG 
boundary values &, on yk , the number aii is the period of *dU, 
about yi . Let A be the matrix (Q). From the descriptions given it 
can be shown that A-l is, up to a constant multiple, the period matrix 
of S with respect to the homology basis A, ,..., A,n , B, ,..., B, used 
in the previous proof. From this point the proof proceeds as the final 
part of the proof of the previous proposition. 
This argument, which avoids use of the geometry of X*, gives a 
much simpler proof of Proposition 4.9 if a more restricted notion 
of “natural” is used. 
Finally we note that a constructive proof of Proposition 4.9 would 
be most interesting. 
5. THE MAPPING PROBLEM 
Let S and S’ be finite bordered Riemann surfaces. The notion of 
harmonic length was introduced in connection with the problems 
posed by Schiffer [4, p. 2491 of finding conditions on S and S’ which 
are sufficient for the existence of a topologically nontrivial analytic 
mapping of S into S’. 
For F an analytic mapping of S into S’ we denote by F* and F, 
the induced maps on the cohomology and homology groups, respec- 
tively. One formulation of the mapping problem is the following. 
Given q* , a group homomorphism of H,(S, 2) into H,(S’, Z), is 
there an analytic map F of S into S’ with F, = y* ? If there is such 
an F then we will say that the mapping problem has a solution. Note 
that the problem is unchanged if we start with y*, the adjoint of v* 
and require F* = q* or if we start with v* and require the existence 
of a Banach algebra isomorphism of A(S’) into A(S) which induces 
the map q* on A(S’)-l/exp(A(S’)). 
If we regard the integer homology group as normed by harmonic 
length, then we can define 
II 9J* II = SUP{ll ~*(C)ll/ll c II; c E fil(S, -a c f 01. 
This is, of course, the norm of the linear mapping between X* and 
X’* induced by v.+ . 11 CJJ* //, the norm of v*, is defined similarly. The 
fundamental elementary fact relating these norms to the mapping 
problem is that both harmonic length and colength are nonincreasing 
under analytic mapping. Thus we have the following proposition 
[4, Lemma 2.51. 
PROPOSITION 5.1. The condition 11 CJZJ* j/ < 1 or, equivalently, 
(I q~* 11 < 1 is necessary for the mapping problem to have a solution. 
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Proof. If the mapping problem has a solution F and if U is the 
extremal function for y.+.(c) for c in H,(S, 2) then U 0 F is a competing 
function for computing ]I c 11. Hence, I] q*(c)]I < II c Ij. The statement 
for y* can be established directly or by noting that I/ q* I/ = ]I v* I]. 
It was observed in the introduction that the foregoing condition is 
sufficient if both S and S’ are (conformally equivalent to) annuli. 
Actually, only S’ need be an annulus. This is almost immediate from 
the definition of colength. The slightly more subtle result for harmonic 
length follows by duality. 
PROPOSITION 5.2. If 5” is conformally equivalent to an annulus then 
the condition Ij y* j/ < 1 or, equivalently, 11 y.+ /I < 1 is su.cient for the 
mapping problem to have a solution. 
Proof. We may assume S’ = {I < 1 x / < R} for some R > 1. 
Let 01 be a generator of H’(S’, Z). Let F be the bounded analytic 
function which is extremal for ~*(a). For some nonzero constant a, 
I] aF-l // = 1. aF is the required mapping function. Since 11 q* II = jj F* I] 
the proof is complete. 
It may be that the foregoing proposition holds whenever 
dim Hl(S’, rW) < dim Hi(S, [w). However, the result does not hold 
in general. 
PROPOSITION 5.3. The condition // F.+ /I = 11 CJJ* /I < 1 is not, in 
general, suficient to insure that the mapping problem has a solution. 
Proof. It suffices to construct an example in which I] F.+ /I < 1 
but no such mapping exists. The author is indebted to Professor 
J. Jenkins for suggesting the existence of an example of the following 
type. Let S’ be a plane domain with boundary components yr , yz , ya . 
Following Marden, Richards, and Rodin [5] we define S’*(y,) to be 
the covering surface of S’ corresponding to yr , i.e., the quotient of 
the universal covering surface of S’ by the subgroup of the homotopy 
group of S’ generated by yr . S’*(yr) is conformally equivalent to an 
annulus S” = (1 < I Z I < K(yr)} [5, Section 3, Lemma 11. Hence, 
there is an analytic map F of S” into S’ with F,(y”) = yr (y” being the 
generator of H,(S”, Z)). By [S, Theorem 81, 11 y1 11 < l/log K(yr). Let 
S={l <lx\ <R)f or some R with II yr // < l/log R < l/log K(yJ. 
The map y.+ of H,(S, Z) into H,(S’, Z) which takes y, the generator 
of H,(S, Z) to y1 has I/ v* II = [I yr II/i] y /I < 1. If there were an 
analytic map G of S into S’ with G, = F.+ then G would lift to a map G 
of S into S” with c.+(y) = y”. Thus, I] G, 11 = II y” II/l] y ]I > 1 
contradicting Proposition 5.1. 
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