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Abstract
Over-parameterized deep neural networks trained by simple first-order methods
are known to be able to fit any labeling of data. Such over-fitting ability hinders
generalization when mislabeled training examples are present. On the other hand,
simple regularization methods like early-stopping seem to help generalization a
lot in these scenarios. This paper makes progress towards theoretically explaining
generalization of over-parameterized deep neural networks trained with noisy
labels. Two simple regularization methods are analyzed: (i) regularization by the
distance between the network parameters to initialization, and (ii) adding a trainable
auxiliary variable to the network output for each training example. Theoretically,
we prove that gradient descent training with either of these two methods leads to a
generalization guarantee on the true data distribution despite being trained using
noisy labels. The generalization bound is independent of the network size, and
is comparable to the bound one can get when there is no label noise. Empirical
results verify the effectiveness of these methods on noisily labeled datasets.
1 Introduction
Modern deep neural networks are trained in a highly over-parameterized regime, with many more
trainable parameters than training examples. It is well-known that these networks trained with simple
first-order methods can fit any labels, even completely random ones [Zhang et al., 2017]. Although
training on properly labeled data usually leads to good generalization performance, the ability to
over-fit the entire training dataset is undesirable for generalization when noisy labels are present.
Since mislabeled data are ubiquitous in very large datasets [Krishna et al., 2016], principled methods
that are robust to noisy labels are expected to improve generalization significantly.
In order to prevent over-fitting to mislabeled data, some form of regularization is necessary. A simple
such example is early stopping, which has been observed to be effective for this purpose [Rolnick
et al., 2017, Guan et al., 2018, Li et al., 2019]. For instance, on MNIST, even when 90% of the labels
are corrupted, training a neural net with early stopping can still give 90% test accuracy [Li et al.,
2019]. How to explain such generalization phenomenon is an intriguing theoretical question.
In an effort to understanding the optimization and generalization mysteries in deep learning, theo-
retical progress has been made recently by considering very wide deep neural nets [Du et al., 2019,
2018, Li and Liang, 2018, Allen-Zhu et al., 2018a,b, Zou et al., 2018, Arora et al., 2019b, Cao and
Gu, 2019]. When the width in every hidden layer is sufficiently large, it was shown that (stochastic)
gradient descent with random initialization can almost always drive the training loss to 0; under
further assumptions the trained net can be shown to have good generalization guarantee. In this line
of work, wideness plays an important role: parameters in a wide neural net will stay close to their
initialization during gradient descent training, and as a consequence, the neural net can be effectively
approximated by its first-order Taylor expansion with respect to its parameters at initialization. This
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leads to tractable linear dynamics, and the final solution can be characterized by kernel regression
using a particular kernel, which was named neural tangent kernel (NTK) by Jacot et al. [2018]. Such
type of kernels were further explicitly studied by Lee et al. [2019], Yang [2019], Arora et al. [2019a].
The connection between over-parameterized neural nets and neural tangent kernels is theoretically
appealing because a pure kernel method captures the power of a fully trained neural net. These kernels
also exhibit reasonable empirical performance on CIFAR-10 [Arora et al., 2019a], thus suggesting
that ultra-wide (or infinitely wide) neural nets are at least not irrelevant.
The aforementioned papers do not provide an explanation of the generalization behavior in presence
of mislabeled training data, because the training loss will always go to 0 for any labels, i.e., over-fitting
will happen. However, one may use the theoretical insights from the kernel viewpoint to design and
analyze regularization methods for neural net training in the over-parameterization regime.
Our contribution. This paper makes progress towards a theoretical explanation of the general-
ization phenomenon in over-parameterized neural nets when noisy labels are present. In particular,
inspired by the correspondence between wide neural nets and neural tangent kernels (NTKs), we
propose two simple regularization methods for neural net training:
1. Regularization by distance to initialization. Denote by θ the network parameters and by
θp0q its random initialization. This method adds a regularization λ }θ ´ θp0q}2 to the
training objective.
2. Adding an auxiliary variable for each training example. Let xi be the i-th training example
and fpθ, ¨q represent the neural net. This method adds a trainable variable bi and tries to fit
the i-th label using fpθ,xiq ` λbi. At test time, only the neural net fpθ, ¨q is used and the
auxiliary variables are discarded.
We prove that for wide neural nets, both methods, when trained with gradient descent to convergence,
correspond to kernel ridge regression using the NTK, which is usually regarded as an alternative to
early stopping in kernel literature.
Then we prove a generalization bound of the learned predictor on the true data distribution when the
training data labels are corrupted. This generalization bound depends on the (unobserved) true labels,
and is comparable to the bound one can get when there is no label noise, therefore indicating that the
proposed regularization methods are robust to noisy labels.
The effectiveness of these two regularization methods are verified empirically – on MNIST and
CIFAR, they achieve similar test accuracy to early stopping, which is much lower than the noise level
in the training dataset.
Additional related work. Li et al. [2019] proved that gradient descent with early stopping is robust
to label noise for an over-parameterized two-layer neural net. Under a clustering assumption on data,
they showed that gradient descent fits the correct labels before starting to over-fit wrong labels. Their
result is different from ours from several aspects: they only considered two-layer nets while we allow
arbitrarily deep nets; they required a clustering assumption on data while our generalization bound
is general and data-dependent; furthermore, they did not address the question of generalization, but
only provided guarantees on the training data. Interestingly, Li et al. [2019] quantified over-fitting
through the distance of parameters to their initialization }θ ´ θp0q}. This exactly corresponds to
our first regularization method, which we show can help generalization despite the presence of
noisy labels. Distance to initialization was also believed to be related to generalization in deep
learning [Neyshabur et al., 2019, Nagarajan and Kolter, 2019]. These studies provide additional
motivation for our regularization method.
Our methods are inspired by kernel ridge regression, which is one of the most common kernel
methods and has been widely studied. It was shown to perform comparably to early-stopped gradient
descent [Bauer et al., 2007, Gerfo et al., 2008, Raskutti et al., 2014, Wei et al., 2017]. Accordingly,
we indeed observe in our experiments that our regularization methods perform similarly to gradient
descent with early stopping in neural net training.
A line of empirical work proposed various methods to deal with mislabeled examples, e.g. [Sukhbaatar
et al., 2014, Liu and Tao, 2015, Veit et al., 2017, Northcutt et al., 2017, Jiang et al., 2017, Ren
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et al., 2018]. Our work provides a theoretical guarantee on generalization by using principled and
considerably simpler regularization methods.
Paper organization. In Section 2 we review how training wide neural nets are connected to the
kernel method. In Section 3 we introduce the setting considered in this paper. In Section 4 we
describe our regularization methods and show how they lead to kernel ridge regression, In Section 5
we prove a generalization guarantee of our methods. We provide experimental results in Section 6
and conclude in Section 7.
Notation. We use bold-faced letters for vectors and matrices. For a matrixA, rAsij is its pi, jq-th
entry. We use }¨} to denote the Euclidean norm of a vector or the spectral norm of a matrix, and
}¨}F to denote the Frobenius norm of a matrix. x¨, ¨y represents the standard inner product. Denote
by λminp¨q the minimum eigenvalue of a positive semidefinite matrix. I is the identity matrix of
appropriate dimension. Let rns “ t1, 2, . . . , nu. Let IrAs be the indicator of event A.
2 Recap of Neural Tangent Kernel
It has been proved in a series of recent papers [Jacot et al., 2018, Lee et al., 2019, Arora et al.,
2019a] that a sufficiently wide neural net trained with randomly initialized gradient descent will stay
close to its first-order Taylor expansion with respect to its parameters at initialization. This leads
to an essentially linear dynamics, and the final learned neural net is close to the kernel regression
solution with respect to a particular kernel named neural tangent kernel (NTK). This section briefly
and informally recaps this theory.
Let fpθ,xq be an L-layer fully connected neural network with scalar output, where x P Rd is the
input and θ “ `W p1q, . . . ,W pLq˘ is all the network parameters:
fpθ,xq “W pLq ¨
c
c
dL´1
σ
ˆ
W pL´1q ¨
c
c
dL´2
σ
ˆ
W pL´2q ¨ ¨ ¨
c
c
d1
σ
´
W p1qx
¯˙˙
.
HereW plq P Rdlˆdl´1 is the weight matrix in the l-th layer (d0 “ d, dL “ 1) and is initialized using
i.i.d. N p0, 1q entries, σ is a coordinate-wise activation function, and c is an activation-dependent
normalization constant. The hidden widths d1, . . . , dL´1 are allowed to go to infinity. Suppose that
the net is trained by minimizing the squared loss over a training dataset tpxi, yiquni“1 Ă Rd ˆ R:
Lpθq “ 1
2
nÿ
i“1
pfpθ,xiq ´ yiq2 .
Let the random initial parameters be θp0q, and the parameters be updated according to gradient
descent on Lpθq. It is shown that if the network is sufficiently wide, the parameters θ will stay close
to the initialization θp0q during training so that the following first-order approximation is accurate:
fpθ,xq « fpθp0q,xq ` x∇θfpθp0q,xq,θ ´ θp0qy. (1)
The above approximation is exact in the infinite width limit, but can also be shown when the width is
finite but sufficiently large.
In the following, we assume the linear approximation (1) and proceed to derive the solution of
gradient descent. Denote uip0q “ fpθp0q,xiq for each i P rns and let φpxq “ ∇θfpθp0q,xq for
any x P Rd. Then using (1) we obtain the following approximation for the training objective Lpθq:
Lpθq « L˜pθq “ 1
2
ÿn
i“1 puip0q ` xφpxiq,θ ´ θp0qy ´ yiq
2
.
Since we have reduced the problem to training a linear model with the squared loss, its gradient
descent iterates can be written analytically: starting from θp0q and updating using θpk ` 1q “
θpkq ´ η∇θL˜pθpkqq, we can easily derive the solution at every iteration:
θpkq “ θp0q ´ZH´1 `I ´ pI ´ ηHqk˘ pup0q ´ yq , k “ 0, 1, 2, . . . ,
where Z “ pφpx1q, . . . ,φpxnqq, H “ ZJZ P Rnˆn (assuming H is invertible), up0q “
pu1p0q, . . . , unp0qqJ P Rn, and y “ py1, . . . , ynqJ P Rn. Assuming 0 ă η ď 1}H} , the final
solution at k Ñ8 is θ˚ “ θp0q ´ZH´1 pup0q ´ yq, and the corresponding predictor is
fpθ˚,xq « fpθp0q,xq ` xφpxq,´ZH´1 pup0q ´ yqy.
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Suppose that the neural net and its initialization are defined so that the initial output is small, i.e.,
fpθp0q,xq « 0 and up0q « 0.1. Then we have
fpθ˚,xq « φpxqJZH´1y. (2)
Neural tangent kernel (NTK). The solution in (2) is in fact the kernel regression solution with
respect to the kernel induced by (random) features φpxq “ ∇θfpθp0q,xq, which is defined as
kpx,x1q “ xφpxq,φpx1qy for all x,x1 P Rd. This kernel was named the neural tangent kernel
(NTK) by Jacot et al. [2018]. Although this kernel is random, it is shown that when the network is
sufficiently wide, this random kernel converges to a deterministic limit in probability [Arora et al.,
2019a]. Note that using the NTK we can rewrite the predictor at the end of training, (2), as
fpθ˚,xq « kpx,XqJ pkpX,Xqq´1 y, (3)
where X “ px1, . . . ,xnq represents the training inputs, kpx,Xq “ pkpx,x1q, . . . , kpx,xnqqJ P
Rn, and kpX,Xq P Rnˆn with rkpX,Xqsij “ kpxi,xjq.
3 Setting: Learning from Noisily Labeled Data
In this section we formally describe the model of learning from noisily labeled data considered
throughout this paper. Suppose that there is an underlying data distribution D over RdˆR of interest,
but we only have access to samples from a noisy version of D. Formally, consider the following data
generation process:
(i) draw px, yq „ D,
(ii) conditioned on px, yq, let ε be drawn from a noise distribution Ex,y over R that may depend on
x and y, and
(iii) let yˆ “ y ` ε.
Let D¯ be the joint distribution of px, y, yˆq from the above process. Intuitively, y represents the true
label and yˆ is the noisy label.
Let tpxi, yi, yˆiquni“1 be i.i.d. samples from D¯, and suppose that we only have access to tpxi, yˆiquni“1,
i.e., we only observe inputs and their noisy labels, but do not observe true labels. The goal is to
learn a function (in the form of a neural net) that can predict the true label well on the distribution D,
i.e., to find a function f : Rd Ñ R that makes the population loss Epx,yq„D r`pfpxq, yqs as small as
possible for certain loss function ` : Rˆ RÑ R.
To set up notation for later sections, we denote X “ px1, . . . ,xnq, y “ py1, . . . , ynqJ, yˆ “
pyˆ1, . . . , yˆnqJ, and ε “ yˆ ´ y.
The goal of learning from noisy labels would be impossible without assuming some correlation
between true and noisy labels. The assumption we make throughout this paper is that for any px, yq,
the noise distribution Ex,y has mean 0 and is subgaussian with parameter σ ą 0. As we explain
below this already captures the interesting case of having corrupted labels in a classification task.
Example: binary classification with partially corrupted labels. Let D be a distribution over
Rd ˆ t˘1u, but in the noisy observations, each label is flipped with probability p (0 ď p ă 12 ).
Namely, for px, yq „ D, the observed noisy label yˆ is equal to y with probability 1 ´ p, and is
equal to ´y with probability p. The joint distribution of px, y, yˆq in this case does not satisfy our
assumption, because the mean of yˆ ´ y is non-zero (conditioned on px, yq). Nevertheless, this issue
can be fixed by considering px, p1´ 2pqy, yˆq instead.2 Then we can easily check that conditioned on
y, yˆ ´ p1´ 2pqy has mean 0 and is subgaussian with parameter σ ď 1. Therefore, this is a special
case of having zero-mean subgaussian noise in the label.
1We can ensure small or even zero output at initialization by either multiplying a small factor (as done in
[Arora et al., 2019a,b]), or using the following “difference trick”: define the network to be the difference between
two networks with the same architecture, i.e., fpθ,xq “
?
2
2
gpθ1,xq ´
?
2
2
gpθ2,xq; then initialize θ1 and θ2
to be the same (and still random); this ensures fpθp0q,xq “ 0 p@xq at initialization, while keeping the same
value of xφpxq,φpx1qy for both f and g. See details in Appendix A.
2For binary classification, only the sign of the label matters, so we can assume that the true labels are from
t˘p1´ 2pqu instead of t˘1u, without changing the classification problem.
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4 Regularization Methods
Given a noisily labeled training dataset tpxi, yˆiquni“1, let fpθ, ¨q be a neural net to be trained. A
direct, unregularized training method would involve minimizing an objective function like Lpθq “
1
2
řn
i“1 pfpθ,xiq ´ yˆiq2. To prevent over-fitting, we suggest the following simple regularization
methods that slightly modify this objective.
Method 1: Regularization using Distance to Initialization (RDI). We let the initial parameters
θp0q be randomly generated, and minimize the following regularized objective:
LRDIλ pθq “ 12
nÿ
i“1
pfpθ,xiq ´ yˆiq2 ` λ
2
2
}θ ´ θp0q}2 . (4)
Method 2: adding an AUXiliary variable for each training example (AUX). We add an auxil-
iary trainable parameter bi P R for each i P rns, and minimize the following modified objective:
LAUXλ pθ, bq “ 12
nÿ
i“1
pfpθ,xiq ` λbi ´ yˆiq2 , (5)
where b “ pb1, . . . , bnqJ P Rn is initialized to be 0.
4.1 Equivalence to Kernel Ridge Regression in Wide Neural Nets
Now we assume the setting in Section 2, where the neural net architecture is sufficiently wide so
that the first-order approximation (1) is accurate during gradient descent: fpθ,xq « fpθp0q,xq `
φpxqJpθ ´ θp0qq. Recall that we have φpxq “ ∇θfpθp0q,xq which induces the NTK kpx,x1q “
xφpxq,φpx1qy. Also recall that we can assume near-zero initial output: fpθp0q,xq « 0 (see
Footnote 1). Therefore we have the approximation:
fpθ,xq « φpxqJpθ ´ θp0qq. (6)
Under the approximation (6), it suffices to consider gradient descent on the objectives (4) and (5)
using the linearized model instead:
L˜RDIλ pθq “ 12
nÿ
i“1
`
φpxiqJpθ ´ θp0qq ´ yˆi
˘2 ` λ2
2
}θ ´ θp0q}2 ,
L˜AUXλ pθ, bq “ 12
nÿ
i“1
`
φpxiqJpθ ´ θp0qq ` λbi ´ yˆi
˘2
.
The following theorem shows that in either case, gradient descent leads to the same dynamics and
converges to the kernel ridge regression solution using the NTK.
Theorem 4.1. Fix a learning rate η ą 0. Consider gradient descent on L˜RDIλ with initialization θp0q:
θpk ` 1q “ θpkq ´ η∇θL˜RDIλ pθpkqq, k “ 0, 1, 2, . . . (7)
and gradient descent on L˜AUXλ pθ, bq with initialization θp0q and bp0q “ 0:
θ¯p0q “ θp0q, θ¯pk ` 1q “ θ¯pkq ´ η∇θL˜AUXλ pθ¯pkq, bpkqq, k “ 0, 1, 2, . . .
bp0q “ 0, bpk ` 1q “ bpkq ´ η∇bL˜AUXλ pθ¯pkq, bpkqq, k “ 0, 1, 2, . . .
(8)
Then we must have θpkq “ θ¯pkq for all k. Furthermore, if the learning rate satisfies η ď
1
}kpX,Xq}`λ2 , then tθpkqu converges linearly to a limit solution θ˚ such that:
φpxqJpθ˚ ´ θp0qq “ kpx,XqJ `kpX,Xq ` λ2I˘´1 yˆ, @x.
Proof. The gradient of L˜AUXλ pθ, bq can be written as
5
∇θL˜AUXλ pθ, bq “
ÿn
i“1 aiφpxiq, ∇biL˜
AUX
λ pθ, bq “ λai, i “ 1, . . . , n,
where ai “ φpxiqJpθ ´ θp0qq ` λbi ´ yˆi pi P rnsq. Therefore we have ∇θL˜AUXλ pθ, bq “řn
i“1
1
λ∇biL˜AUXλ pθ, bq ¨φpxq. Then, according to the gradient descent update rule (8), we know that
θ¯pkq and bpkq can always be related by θ¯pkq “ θp0q `řni“1 1λbipkq ¨ φpxiq. It follows that
θ¯pk ` 1q “ θ¯pkq ´ η
ÿn
i“1
`
φpxiqJpθ¯pkq ´ θp0qq ` λbipkq ´ yˆi
˘
φpxiq
“ θ¯pkq ´ η
ÿn
i“1
`
φpxiqJpθ¯pkq ´ θp0qq ´ yˆi
˘
φpxiq ´ ηλ
kÿ
i“1
bipkqφpxiq
“ θ¯pkq ´ η
ÿn
i“1
`
φpxiqJpθ¯pkq ´ θp0qq ´ yˆi
˘
φpxiq ´ ηλ2pθ¯pkq ´ θp0qq.
On the other hand, from (7) we have
θpk ` 1q “ θpkq ´ η
ÿn
i“1
`
φpxiqJpθpkq ´ θp0qq ´ yˆi
˘
φpxiq ´ ηλ2pθpkq ´ θp0qq.
Comparing the above two equations, we find that tθpkqu and tθ¯pkqu have the same update rule.
Since θp0q “ θ¯p0q, this proves θpkq “ θ¯pkq for all k.
The second part of the theorem can be proved by noticing that L˜RDIλ pθq is a strongly convex quadratic
function. Therefore gradient descent will converge linearly to its unique optimum θ˚ which can be
easily calculated. We defer the details to Appendix B.
Theorem 4.1 indicates that gradient descent on the regularized objectives (4) and (5) both learn
approximately the following function at the end of training when the neural net is sufficiently wide:
f˚pxq “ kpx,XqJ `kpX,Xq ` λ2I˘´1 yˆ. (9)
If no regularization were used, the labels yˆ would be fitted perfectly and the learned function would
be kpx,XqJ pkpX,Xqq´1 yˆ (c.f. (2)). Therefore the effect of regularization is to add λ2I to the
kernel matrix, and (9) is known as the solution to kernel ridge regression in kernel literature. In
Section 5, we give a generalization bound of this solution on the true data distribution, which is
comparable to the bound one can obtain even when true labels y are available.
Although RDI and AUX are equivalent in the setting considered in Theorem 4.1, we find that AUX
enjoys additional theoretical benefits. In Appendix D, we prove that with AUX, gradient flow can
converge even if the neural net is not close to its linearization or if the loss function is not quadratic.
5 Generalization
In this section we analyze the population loss of the function f˚pxq defined in (9) on the true data
distribution D. Our main result is the following theorem:
Theorem 5.1. Assume that the true labels are bounded, i.e., |yi| “ Op1q p@i P rnsq, and that the
kernel matrix kpX,Xq satisfies trrkpX,Xqs “ Opnq. Consider any loss function ` : RˆRÑ r0, 1s
that is 1-Lipschitz in the first argument such that `py, yq “ 0. Then, with probability at least 1´ δ we
have
Epx,yq„D r`pf˚pxq, yqs ď λ`Op1q2
c
yJpkpX,Xqq´1y
n
`O
´σ
λ
¯
`∆, (10)
where ∆ “ O
ˆ
σ
b
logp1{δq
n ` σλ
b
logp1{δq
n `
b
log nδλ
n
˙
.
Remark 5.1. As nÑ8, we have ∆ Ñ 0. In order for the second term Opσλ q in (10) to go to 0, we
need to choose λ to grow with n, e.g., λ “ nc for some small constant c ą 0. Then, the only remaining
term in (10) to worry about is λ2
b
yJpkpX,Xqq´1y
n . Notice that it depends on the (unobserved) true
labels y, instead of the noisy labels yˆ. By a very similar proof, one can show that training on the
true labels y (without regularization) leads to a population loss bound O
´b
yJpkpX,Xqq´1y
n
¯
. In
comparison, we can see that even when there is label noise, we only lose a factor of Opλq in the
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population loss on the true distribution, which can be chosen as any slow-growing function of n. If
yJpkpX,Xqq´1y grows much slower than n, by choosing an appropriate λ, our result indicates that
the underlying distribution is learnable in presence of label noise. See Remark 5.2 for an example.
Remark 5.2. Arora et al. [2019b] proved that two-layer ReLU neural nets trained with gradi-
ent descent can learn a class of smooth functions on the unit sphere. Their proof is by showing
yJpkpX,Xqq´1y “ Op1q if yi “ gpxiq p@i P rnsq for certain function g, where kp¨, ¨q is the NTK
corresponding to two-layer ReLU nets. Combined with their result, Theorem 5.1 implies that the
same class of functions can be learned by the same network even if the labels are noisy.
Proof sketch of Theorem 5.1. The proof is given in Appendix C.1. It has three main steps: first,
bound the training error of f˚ on the true labels y; second, bound the RKHS (reproducing kernel
Hilbert space) norm of f˚, which in fact equals to the distance of θ˚ to its initialization, }θ˚´θp0q};
finally, the population loss bound is proved via Rademacher complexity.
As shown in Section 3, binary classification with partially corrupted labels can be viewed as a special
case of the noisy label model considered in this paper. Therefore, Theorem 5.1 has the following
corollary on classification. Its proof is given in Appendix C.2.
Corollary 5.1. Under the same assumption as in Theorem 5.1 and additionally assuming that for
px, y, yˆq „ D¯, we have y P t˘1u, yˆ P t˘1u and Prryˆ ‰ y|ys “ p for 0 ď p ă 1{2, with probability
at least 1´ δ we have
Pr
px,yq„D
rsgnpf˚pxqq ‰ ys ď λ`Op1q
2p1´ 2pq
c
yJpkpX,Xqq´1y
n
` 1
1´ 2pO
¨˝
1
λ
` 1
λ
d
log 1
δ
n
`
c
log n
δλ
n
‚˛.
6 Experiments
In this section, we compare the performance of our regularization methods from Section 4 – regu-
larization by distance to initialization (RDI) and regularization by adding auxiliary variable (AUX)
– against vanilla gradient descent or stochastic gradient descent (GD/SGD) with or without early
stopping. We perform binary classification with `2 loss in two settings: two-layer fully-connected
(FC) net on MNIST (“5” vs “8”) and deep convolutional neural net (CNN) on CIFAR (“airplanes” vs
“automobiles”). See detailed description in Appendix E. The labels are corrupted with different levels
of noise. We summarize our experimental findings as follows:
1. Both RDI and AUX can prevent over-parameterized neural networks from over-fitting the
noise in labels. They almost have the same performance when trained with GD.
2. The weights of over-parametrized networks trained by GD/SGD remain close to the initial-
ization, even with noisy labels. Moreover, as expected, RDI and AUX enforce the weights to
stay closer to the initialization, and thus generalize even with noise in labels.
6.1 Performance of Regularization Methods
We first evaluate the performance of GD with AUX and RDI for binary classification with 1000 training
samples from MNIST (see Figure 1). We observe that both methods GD+AUX and GD+RDI achieve
much higher test accuracy than vanilla GD which over-fits the noisy training dataset, and they achieve
similar test accuracy to GD with early stopping. According to Theorem 4.1, GD+AUX and GD+RDI
should have similar performances, which is also empirically verified in Figure 1.
We then evaluate the performance of SGD on CIFAR with 20% labels flipped (see Figure 2a). In
this setting, SGD+AUX outperforms SGD with early stopping by 1%. We also observe that there is
a gap between the performance of SGD+AUX and that of SGD+RDI. An explanation is that SGD+AUX
and SGD+RDI may have different trajectories since Theorem 4.1 only works for GD and sufficiently
over-parameterized networks. Noting that the weights in SGD+RDI are farther from initialization than
weights in SGD+AUX (Figure 2b), we conjecture that the gap comes from the fact that SGD+RDI suffers
more perturbation along its trajectory due to the finite width. Indeed, Lemma D.1 provides some
theoretical evidence for the benefits of AUX, which states that AUX enjoys a linear convergence rate
under gradient flow even if the network is not over-parameterized. Additional figures for other noise
levels can be bound in Appendix F.
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Figure 2: Performance and weights when SGD is used with different
regularization methods (λ “ 4) on CIFAR with 20% of labels flipped.
6.2 Distance of Weights to Their Initialization
A key property in the NTK regime is that training loss is decreased to 0 with minimal
movement of weights from their initialization, which in our case is bounded by roughlyb
yJ pkpX,Xq ` λ2Iq´1 y ` σ
?
n
λ in Lemma C.2. We indeed find that the distance will not
increase as the width of the network changes as long as the network remains over-parametrized – it
solely depends on the training data and labels and is much smaller than the initial weights. However,
the weights still tend to move more with noise than without noise3, which leads to over-fitting. As
shown in Figure 2b, explicit regularization (AUX and RDI) can reduce the moving distance of weights,
thus giving better generalization (see Figure 2a).
3See Figures 8 and 9 in Appendix F for the distance in noiseless case.
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Table 1 summarizes the relationship between the distance to initialization and other hyper-parameters
that we observe from various experiments.
# samples noise level width regularization strength λ learning rate
Distance Õ Õ — Œ —
Table 1: Relationship between distance to initialization at convergence and other hyper-parameters.
Here “Õ” means positive correlation, “Œ” means negative correlation, ‘—’ means that width and
learning rate do not affect the distance as long as width is sufficiently large and learning rate is
sufficiently small.
7 Conclusion
Towards understanding generalization of deep neural networks in presence of noisy labels, this paper
presents two simple regularization methods and shows that they are theoretically and empirically
effective. The theoretical insights behind these methods come from the correspondence between
neural networks and kernels. We believe that a better understanding of such correspondence could
help the design of other principled methods in practice.
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A Difference Trick
We give a quick analysis of the “difference trick” described in Footnote 1, i.e., let fpθ,xq “?
2
2 gpθ1,xq ´
?
2
2 gpθ2,xq where θ “ pθ1,θ2q, and initialize θ1 and θ2 to be the same (and still
random). The following lemma implies that the NTKs for f and g are the same.
Lemma A.1. If θ1p0q “ θ2p0q, then
(i) fpθp0q,xq “ 0, @x;
(ii) x∇θfpθp0q,xq,∇θfpθp0q,x1qy “ x∇θ1gpθ1p0q,xq,∇θ1gpθ1p0q,x1qy, @x,x1.
Proof. (i) holds by definition. For (ii), we can calculate that@∇θfpθp0q,xq,∇θfpθp0q,x1qD
“ @∇θ1fpθp0q,xq,∇θ1fpθp0q,x1qD` @∇θ2fpθp0q,xq,∇θ2fpθp0q,x1qD
“ 1
2
x∇θ1gpθ1p0q,xq,∇θ1gpθ1p0q,xqy ` 12
@∇θ2gpθ2p0q,xq,∇θ2gpθ2p0q,x1qD
“ @∇θ1gpθ1p0q,xq,∇θ1gpθ1p0q,x1qD .
The above lemma allows us to ensure zero output at initialization while preserving NTK. As a
comparison, Chizat and Bach [2018] proposed the following "doubling trick": neurons in the last
layer are duplicated, with the new neurons having the same input weights and opposite output weights.
This satisfies zero output at initialization, but destroys the NTK. To see why, note that with the
“doubling trick", the network will output 0 at initialization no matter what the input to its second to
last layer is. Thus the gradients with respect to all parameters that are not in the last two layers are 0.
In our experiments, we observe that the performance of the neural net improves with the “difference
trick.” See Figure 3. This intuitively makes sense, since the initial network output is independent of
the label (only depends on the input) and thus can be viewed as noise. When the width of the neural
net is infinity, the initial network output is actually a zero-mean Gaussian process, whose covariance
matrix is equal to the NTK contributed by the gradients of parameters in its last layer. Therefore,
learning an infinitely wide neural network with nonzero initial output is equivalent to doing kernel
regression with an additive correlated Gaussian noise on training and testing labels.
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Figure 3: Plot of test error for fully connected two-layer network on MNIST (binary classification
between “5” and “8”) with difference trick and different mixing coefficients α, where fpθ1, θ2,xq “a
α
2 gpθ1,xq ´
b
1´α
2 gpθ1,xq. Note that this parametrization preserves the NTK. The network has
10,000 hidden neurons and we train both layers with gradient descent with fixed learning rate for
5,000 steps. The training loss is less than 0.0001 at the time of stopping. We observe that when α
increases, the test error drops because the scale of the initial output of the network goes down.
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B Missing Proof in Section 4
Proof of Theorem 4.1 (second part). Now we prove the second part of the theorem. Notice that
L˜RDIλ pθq is a strongly convex quadratic function with Hessian ∇2θL˜RDIλ pθq “
řn
i“1 φpxiqφpxiqJ `
λ2I “ ZZJ ` λ2I , where Z “ pφpx1q, . . . ,φpxnqq. From the classical convex optimization
theory, as long as η ď 1}ZZJ`λ2I} “ 1}ZJZ`λ2I} “ 1}kpX,Xq}`λ2 , gradient descent converges
linearly to the unique optimum θ˚ of L˜RDIλ pθq, which can be easily obtained:
θ˚ “ θp0q `ZpkpX,Xq ` λ2Iq´1yˆ.
Then we have
φpxqJpθ˚ ´ θp0qq “ φpxqJZpkpX,Xq ` λ2Iq´1yˆ “ kpx,XqJ `kpX,Xq ` λ2I˘´1 yˆ,
finishing the proof.
C Missing Proofs in Section 5
C.1 Proof of Theorem 5.1
We first prove two lemmas.
Lemma C.1. With probability at least 1´ δ, we havegffe nÿ
i“1
pf˚pxiq ´ yiq2 ď λ
2
b
yJpkpX,Xqq´1y ` σ
2λ
a
trrkpX,Xqs ` σa2 logp1{δq.
Proof. In this proof we are conditioned onX and y, and only consider the randomness in yˆ given
X and y.
First of all, we can write
pf˚px1q, . . . , f˚pxnqqJ “ kpX,Xq
`
kpX,Xq ` λ2I˘´1 yˆ,
so we can write the training loss on true labels y asgffe nÿ
i“1
pf˚pxiq ´ yiq2 “
›››kpX,Xq `kpX,Xq ` λ2I˘´1 yˆ ´ y›››
“
›››kpX,Xq `kpX,Xq ` λ2I˘´1 py ` εq ´ y›››
“
›››kpX,Xq `kpX,Xq ` λ2I˘´1 ε´ λ2 `kpX,Xq ` λ2I˘´1 y›››
ď
›››kpX,Xq `kpX,Xq ` λ2I˘´1 ε›››` λ2 ›››`kpX,Xq ` λ2I˘´1 y››› .
(11)
Next, since ε, conditioned onX and y, has independent and subgaussian entries (with parameter σ),
by [Hsu et al., 2012], for any symmetric matrixA, with probability at least 1´ δ,
}Aε} ď σ
b
trrA2s ` 2atrrA4s logp1{δq ` 2}A2} logp1{δq. (12)
Let A “ kpX,Xq `kpX,Xq ` λ2I˘´1 and let λ1, . . . , λn ą 0 be the eigenvalues of kpX,Xq.
We have
trrA2s “
nÿ
i“1
λ2i
pλi ` λ2q2 ď
nÿ
i“1
λ2i
4λi ¨ λ2 “
trrkpX,Xqs
4λ2
,
trrA4s “
nÿ
i“1
λ4i
pλi ` λ2q4 ď
nÿ
i“1
λ4i
44λ2
`
λi
3
˘3 ď trrkpX,Xqs9λ2 ,
}A2} ď 1.
(13)
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Therefore,
›››kpX,Xq `kpX,Xq ` λ2I˘´1 ε››› ď σ
d
trrkpX,Xqs
4λ2
` 2
c
trrkpX,Xqs logp1{δq
9λ2
` 2 logp1{δq
ď σ
˜c
trrkpX,Xqs
4λ2
`a2 logp1{δq¸ .
Finally, since
`
kpX,Xq ` λ2I˘´2 ĺ 14λ2 pkpX,Xqq´1 (note pλi ` λ2q2 ě 4λi ¨ λ2), we have
λ2
›››`kpX,Xq ` λ2I˘´1 y››› “ λ2byJ pkpX,Xq ` λ2Iq´2 y ď λ
2
b
yJpkpX,Xqq´1y. (14)
The proof is finished by combining (11), (13) and (14).
Let H be the reproducing kernel Hilbert space (RKHS) corresponding to the kernel kp¨, ¨q. Recall
that the RKHS norm of a function fpxq “ αJkpx,Xq is
}f}H “
b
αJkpX,Xqα.
Lemma C.2. With probability at least 1´ δ, we have
}f˚}H ď
b
yJ pkpX,Xq ` λ2Iq´1 y ` σ
λ
´?
n`a2 logp1{δq¯
Proof. In this proof we are still conditioned on X and y, and only consider the randomness in
yˆ given X and y. Note that f˚pxq “ αJkpx,Xq with α “ `kpX,Xq ` λ2I˘´1 yˆ. Since`
kpX,Xq ` λ2I˘´1 ĺ pkpX,Xqq´1 and `kpX,Xq ` λ2I˘´1 ĺ 1λ2 I , we can bound
}f˚}H “
b
yˆJ pkpX,Xq ` λ2Iq´1 kpX,Xq pkpX,Xq ` λ2Iq´1 yˆ
ď
b
py ` εqJ pkpX,Xq ` λ2Iq´1 py ` εq
ď
b
yJ pkpX,Xq ` λ2Iq´1 y `
b
εJ pkpX,Xq ` λ2Iq´1 ε
ď
b
yJ pkpX,Xq ` λ2Iq´1 y `
?
εJε
λ
.
Since ε has independent and subgaussian (with parameter σ) coordinates, using (12) with A “ I ,
with probability at least 1´ δ we have
?
εJε ď σ
´?
n`a2 logp1{δq¯ .
Now we prove Theorem 5.1.
Proof of Theorem 5.1. First, by Lemma C.1, with probability 1´ δ{3,gffe nÿ
i“1
pf˚pxiq ´ yiq2 ď λ
2
b
yJpkpX,Xqq´1y ` σ
2λ
a
trrkpX,Xqs ` σa2 logp3{δq,
which implies that the training error on the true labels under loss function ` is bounded as
1
n
nÿ
i“1
`pf˚pxiq, yiq “ 1
n
nÿ
i“1
p`pf˚pxiq, yiq ´ `pyi, yiqq
ď 1
n
nÿ
i“1
|f˚pxiq ´ yi|
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ď 1?
n
gffe nÿ
i“1
|f˚pxiq ´ yi|2
ď λ
2
c
yJpkpX,Xqq´1y
n
` σ
2λ
c
trrkpX,Xqs
n
` σ
c
2 logp3{δq
n
.
Next, for function class FB “ tfpxq “ αJkpx,Xq : }f}H ď Bu, Bartlett and Mendelson [2002]
showed that its empirical Rademacher complexity can be bounded as
RˆSpFBq fi 1
n
E
γ„t˘1un
«
sup
fPFB
nÿ
i“1
fpxiqγi
ff
ď B
a
trrkpX,Xqs
n
.
By Lemma C.2, with probability at least 1´ δ{3 we have
}f˚}H ď
b
yJ pkpX,Xq ` λ2Iq´1 y ` σ
λ
´?
n`a2 logp3{δq¯ fi B1.
We also recall the standard generalization bound from Rademacher complexity (see e.g. [Mohri et al.,
2012]): with probability at least 1´ δ, we have
sup
fPF
#
Epx,yq„Dr`pfpxq, yqs ´ 1n
nÿ
i“1
`pfpxiq, yiq
+
ď 2RˆSpFq ` 3
c
logp2{δq
2n
. (15)
Then it is tempting to apply the above bound on the function class FB1 which contains f˚. However,
we are not yet able to do so, because B1 depends on the dataX and y. To deal with this, we use a
standard -net argument on the interval that B1 must lie in: (note that }y} “ Op?nq)
B1 P
”σ
λ
´?
n`a2 logp3{δq¯ , σ
λ
´?
n`a2 logp3{δq¯`O ´n
λ
¯ı
.
The above interval has length O
`
n
λ
˘
, so its -net N has size O ` nλ˘. Using a union bound, we apply
the generalization bound (15) simultaneously on FB for all B P N : with probability at least 1´ δ{3
we have
sup
fBPF
#
Epx,yq„Dr`pfpxq, yqs ´ 1n
nÿ
i“1
`pfpxiq, yiq
+
ď 2RˆSpFBq `O
˜c
log nδλ
n
¸
, @B P N .
By definition there exists B P N such that B1 ď B ď B1 ` . Then we also have f˚ P FB . Using
the above bound on this particular B, and putting all parts together, we know that with probability at
least 1´ δ,
Epx,yq„Dr`pf˚pxq, yqs
ď 1
n
nÿ
i“1
`pf˚pxiq, yiq ` 2RˆSpFBq `O
˜c
log nδλ
n
¸
ď λ
2
c
yJpkpX,Xqq´1y
n
` σ
2λ
c
trrkpX,Xqs
n
` σ
c
2 logp3{δq
n
` 2pB
1 ` qatrrkpX,Xqs
n
`O
˜c
log nδλ
n
¸
ď λ
2
c
yJpkpX,Xqq´1y
n
` σ
2λ
c
trrkpX,Xqs
n
` σ
c
2 logp3{δq
n
` 2
a
trrkpX,Xqs
n
ˆb
yJ pkpX,Xqq´1 y ` σ
λ
´?
n`a2 logp3{δq¯` ˙`O˜c log nδλ
n
¸
“ λ
2
c
yJpkpX,Xqq´1y
n
` 5σ
2λ
c
trrkpX,Xqs
n
` σ
c
2 logp3{δq
n
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` 2
a
trrkpX,Xqs
n
ˆb
yJ pkpX,Xqq´1 y ` σ
λ
a
2 logp3{δq ` 
˙
`O
˜c
log nδλ
n
¸
.
Then, using trrkpX,Xqs “ Opnq and choosing  “ 1, we obtain
Epx,yq„Dr`pf˚pxq, yqs
ď λ
2
c
yJpkpX,Xqq´1y
n
`O
´σ
λ
¯
` σ
c
2 logp3{δq
n
`O
¨˝d
yJ pkpX,Xqq´1 y
n
‚˛`Oˆ σ
λ
?
n
a
2 logp3{δq
˙
`O
ˆ
1?
n
˙
`O
˜c
log nδλ
n
¸
ď λ`Op1q
2
c
yJpkpX,Xqq´1y
n
`O
˜
σ
λ
` σ
c
logp1{δq
n
` σ
λ
c
logp1{δq
n
`
c
log nδλ
n
¸
.
C.2 Proof of Corollary 5.1
Proof of Corollary 5.1. As we mentioned in the last paragraph of Section 3, although px, y, yˆq „ D¯
does not satisfy our assumption that the noise must be zero-mean, the issue can be resolved by
assuming the true label is
y¯ “ p1´ 2pqy.
Since we only use yˆ during training, the assumption does not change our algorithms.
Define the ramp loss for u P R, 1´ 2p ď |y¯| ď 1:
`ramppu, y¯q “
#
1´ 2p, uy¯ ď 0,
1´ 2p´ uy¯, 0 ă uy¯ ă 1´ 2p,
0, uy¯ ě 1.
Note `ramp is 1-Lipschitz in u for |y¯| P r1´ 2p, 1s, and satisfies `ramppy¯, y¯q “ 0 for |y¯| P r1´ 2p, 1s.
Also note that the label noise is subgaussian with parameter σ ď 1. Then by Theorem 5.1, with
probability at least 1´ δ,
Epx,yq„D r`ramppf˚pxq, yqs ď λ`Op1q2
c
yJpkpX,Xqq´1y
n
`O
˜
1
λ
` 1
λ
c
logp1{δq
n
`
c
log nδλ
n
¸
.
Note that `ramp also bounds the 0-1 loss (classification error) as
`ramppu, y¯q ě p1´ 2pqIrsgnpuq ‰ sgnpy¯qs “ p1´ 2pqIrsgnpuq ‰ ys.
Then the conclusion follows.
D Convergence Results for Gradient Flow with Auxiliary Variables
In this section, we show two convergence results for gradient flow (gradient descent with infinitesimal
learning rate) with auxiliary variables. The first result shows that gradient flow with auxiliary variable
always converges linearly for `2 loss, even if fpθ,xq is not linear in θ. The second result show that
when fpθ,xq is linear in θ (for example θ is the weights of infinite wide neural nets), gradient flow
with auxiliary variable will converge to the solution of kernel ridge regression even if the loss is not
`2 loss.
Consider gradient flow over LAUXλ pθ, bq, where
LAUXλ pθ, bq “ 12
nÿ
i“1
pfpθ,xiq ` λbi ´ yˆiq2 .
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Then the dynamics can be written as:
dθptq
dt
“´∇θLAUXλ pθptq, bptqq,
dbptq
dt
“´∇bLAUXλ pθptq, bptqq,
(16)
where t ě 0 is a continuous time index.
We further define uptq P Rn, where uiptq :“ fpθptq,xiq ` λbi ´ yˆi.
Lemma D.1. For any t ě 0 we have
}uptq}2 ď e´2λ2t}up0q}2.
Proof. Note that
1
2
¨ d}uptq}
2
dt
“ dL
AUX
λ pθptq, bptqq
dt
“ ´ ››∇θLAUXλ pθ, bq››2 ´ ››∇bLAUXλ pθ, bq››2
ď ´ ››∇bLAUXλ pθ, bq››2
“ ´
nÿ
i“1
λ2u2i ptq
“ ´λ2}uptq}2.
This implies the desired linear convergence result.
Lemma D.2. Consider LˆAUXλ pθ, bq “
řn
i“1 `ipφJi θ ` λbiq instead, where each `i is convex and
has an unique minimum yi. Assume that Φ “ pφ1,φ2, . . . ,φnq P RNˆn is full rank (N ě n), and
θp0q “ 0, bp0q “ 0. Then under gradient flow (16), the following statements hold:
1. λθptq “ Φbptq, @t ě 0.
2. θptq, bptq converge at tÑ8. Moreover, ΦJθp8q ` λbp8q “ y.
Combining the above two, we conclude bp8q “ λpΦJΦ` λ2Iq´1y, θp8q “ ΦpΦJΦ` λ2Iq´1y,
which means in continuous time gradient flow with auxiliary variables always give the solution of
kernel ridge regression, even if the loss function is not quadratic. This is not true for regularization
with distance to initialization.
Proof. Let uptq “ ΦJθptq ` λbptq. We have
dbiptq
dt
“ ´λ`1ipuiptqq and dθptqdt “ ´
nÿ
i“1
`1ipuiqφi “ λ´1Φdbdt .
Integrating the both sides of the second equation, and noticing that θp0q “ 0, bp0q “ 0, we have
λθptq “ Φbptq, @t ě 0.
On the other hand, since dLˆ
AUX
λ pθ,bq
dt ď 0, and LˆAUXλ is convex in u and has the unique minimum y,
we know
up8q “ lim
tÑ8uptq “ y.
Therefore, since Φ is full rank, we have
lim
tÑ8 bptq “ limtÑ8λpΦ
JΦ` λ2Iq´1pΦJθptq ` bptqq “ λpΦJΦ` λ2Iq´1y,
which shows that both bp8q and θp8q exist.
Remark D.1. Note that λθptq “ Φbptq, @t ě 0 also holds for (stochastic) gradient descent.
The convergence result can also be generalized to (stochastic) gradient descent with additional
assumptions on the smoothness of f and `i and sufficiently small learning rate.
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E Additional Experiment Details and Discussion
E.1 Detailed Setting
In the first setting, we train a two-layer ReLU network with 10,000 hidden neurons on MNIST (“5”
vs “8”). In the second setting, we train a CNN, which has 192 channels for each of its 11 layers, on
CIFAR (“airplanes” vs “automobiles”). We do not have biases in both networks.
The labels are encoded by t´1, 1u. Before training, we randomly choose a subset of training examples
(e.g. 20%) and flip the labels of those examples.
We use the same initialization across different regularization methods. We set a fixed learning rate for
both GD and SGD and we do not use any tricks like batch normalization, data augmentation, dropout,
etc., except the difference trick in Appendix A. We also freeze the first and the last layer of the CNN
and the second layer of the FC net.4
E.2 Comparison with `2 Regularization (Weight Decay)
First recall the objective function for RDI:
LRDIλ pθq “ 12
nÿ
i“1
pfpθ,xiq ´ yˆiq2 ` λ
2
2
}θ ´ θp0q}2 .
We also test another common regularization “weight decay”, which is a direct `2 regularization for
the parameters. Namely, instead of }θ ´ θp0q}2, we have }θ}2. We test this for the same 11-layer
CNN on CIFAR trained with SGD. In the experiment, we observe a phase transition when λ grows.
We summarize our findings below:
1. For large λ, the weights converge to 0, where the convergence rate depends on λ
2
2n . As a
result, the network eventually degenerates to constant 0 function. See Figures 4a to 4d.
2. For small λ, the weights shrink fast in the beginning and then stabilize at some non-zero
point. In some cases (e.g. λ “ 0.5), the best test accuracy along its trajectory is comparable
to early stopping or SGD+AUX and is achieved outside the kernel regime. Explaining this
phenomenon is beyond our theory. See Figures 4e to 4h.
Here we want to mention again that our network does not have biases, which may be responsible
for the fact that the weights always converge to 0 with large λ. Intuitively, when the weights are
smaller than some threshold, this degeneration is inevitable. Because shrinking all the weights by c
will shrink the gradient of the loss function over every weight by cL´1, where L is the number of
layers. Once the gradient of loss is negligible, the `2 regularization term dominates the loss function
and the weights converge to 0.
F Additional Figures
See Figures 5 to 9 for results on CIFAR with different λ’s.
4This is because the NTK initialization balances the norm of the gradient in each layer, and the first and the
last layer weights have smaller norm than intermediate layers. By freezing them during training, we make sure
all the active parameters remain close to initialization.
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(h) }W p4q}F when λ “ 0.5
Figure 4: Performance of SGD with weight decay for λ P t0.5, 1, 2, 4u.
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(a) λ “ 0.25
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(b) λ “ 0.5
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(c) λ “ 1
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(d) λ “ 2
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(e) λ “ 4
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(f) λ “ 8
Figure 5: Performance of SGD, SGD+AUX and SGD+RDI with λ P t0.25, 0.5, 1, 2, 4, 8u.
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Figure 6: }W p4q}F and }W p4q ´W p4qp0q}F of CNN on CIFAR with 20% noise, λ “ 4.
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Figure 7: }W p7q}F and }W p7q ´W p7qp0q}F of CNN on CIFAR with 20% noise, λ “ 4.
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Figure 8: }W p4q}F and }W p4q ´W p4qp0q}F of CNN on CIFAR without noise, λ “ 2.
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Figure 9: }W p7q}F and }W p7q ´W p7qp0q}F of CNN on CIFAR without noise, λ “ 2.
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