A seminal result of Reed et al. [15] in 1996 states that the Erdős-Pósa property holds for directed cycles, i.e. for every integer n there is an integer t such that every directed graph G has n pairwise vertex disjoint directed cycles or contains a set T ⊆ V (G) of at most t vertices such that G − T contains no directed cycle.
Introduction
A family F of subgraphs is said to have the Erdős-Pósa property if for every integer k there exists an integer f (k, F ) such that every (undirected or directed) graph G contains either k vertex disjoint subgraphs in F or a set X of at most f (k, F ) vertices such that G \ X has no subgraph in F . The term Erdős-Pósa property arose because a classical result by Erdős and Pósa [3] states that there is a function f : N → N such that for every graph G and every integer k, G contains k pairwise vertex disjoint cycles or there is a set T ⊆ V (G) of at most f (k) vertices such that T meets every cycle in G.
In 1973, Younger [19] conjectured that an analogous statement should be true for directed graphs. Younger's conjecture had attracted attention in both graph theory and combinatorial optimization community. The case of k = 2 and the planar case, conjectured by Gallai [6] , were shown in [11] and in [16] , respectively. Younger's conjecture was finally proved by Reed et al. in 1996 [15] .
In this paper we are concerned with a related problem which arises in some settings. Here, we are given a digraph G and a set S of vertices and we are interested in hitting every directed cycle containing a vertex from S. We will refer to such cycles as S-cycles. For an undirected graph G, Kakimura, Kawarabayashi and Márx [9] , and independently Pontecorvi and Wollan [12] showed that, given a vertex set S ⊆ V (G), the Erdős-Pósa property holds for S-cycles.
An example from [10] , which we provide later for completeness, shows that the Erdős-Pósa property does not survive in restriction to directed S-cycles. More formally, there is a family of digraphs G n and sets S n ⊆ V (G n ) such that no G n contains more than two pairwise vertex disjoint cycles each containing a vertex from S n , but no set T ⊆ V (G n ) hits every directed Scycle in G n .
A fractional packing of directed (S-)cycles in a digraph G = (V, E) is a function q assigning a nonnegative rational q(C) to every directed (S-)cycle C, such that for every vertex v, {q(C) | v ∈ V (C)} ≤ 1.
We define the value of q to be the summation of q(C) over all directed (S-)cycles C. The maximum value of a fractional packing of directed S-cycles is denoted by ν vertex of G is contained in at most 5 such cycles.
In this paper, we will push further, and show that if we relax the condition of vertex disjointness and consider 2-packings of directed S-cycles, i.e. families of directed S-cycles such that every vertex of G is contained in at most 2 such cycles, then we can retain the Erdős-Pósa property. More formally, the main result of this paper is the following. Theorem 1.1. There is a function F 2 : N → N such that for all digraphs G and all S ⊆ V (G), there are k directed S-cycles such that every vertex of V (G) is contained in at most 2 cycles or there is a set T ⊆ V (G) of order at most F 2 (k) hitting all directed S-cycles.
Technical contribution. At a very high level, we follow the proof of Reed et al. [15] . However, there are technical difficulties that would not happen in [15] .
Here are a few of them.
1. Reed et al. [15] made novel use of Ramsey's theorem [13] . We also follow this approach, however, our use of Ramsey's theorem is more involved and it requires multiple applications of Ramsey's theorem (while Reed et al. [15] used it just once).
2. Reed et al. [15] tried to construct a kind of a large "grid" to construct k disjoint directed cycles. We also follow this approach. However, in order to construct such a large grid, Reed et al. [15] used many properties of acyclic digraphs. Specifically, if T is a minimum hitting set for all directed cycles, G − T is acyclic. Reed et al. [15] constructed such a large grid in G − T . In our case, we cannot use these properties because G − T ′ may contain a lot of directed cycles, where T ′ is a minimum hitting set for directed S-cycles. This difference gives us a lot of technical difficulties to overcome.
Regarding the second point, we hope that our proof technique could make a step towards the grid theorem for directed graph. The outstanding conjecture of Johnson et al. [8] and Reed [14] for directed graphs says that if tree-width of a directed graph G is large enough, there is a directed grid in G. Here, a directed grid is very close to the counterexample to the Erdős-Pósa for directed S-cycles, see Section 3. As pointed out above, Reed et al. [15] tried to construct a kind of a large "grid" in an acyclic directed graph, and we have generalized their technique to a general digraph. Our techniques might be one of missing pieces for the directed grid theorem.
Algorithmic Consequences of Theorem 1.1. Our proof of Theorem 1.1 is algorithmic. To put our result in context, let us review algorithmic aspects for the cycle packing problem. For an undirected graph, we can find k disjoint cycles in linear time for fixed k. Indeed, if a given graph has large tree width, then we can do this from the existence of a large grid minor, and otherwise we can use the dynamic programming to find disjoint cycles. In contrast, for a directed graph, the directed cycle packing problem is W[1]-hard, which follows from Slivkins [18] .
An fpt algorithm for a parameterized maximization problem is an fpt approximation algorithm (with approximation ratio a) if given an instance of the problem and a positive integer k it produces a solution of cost at least k/a(k) if the instance has a solution of size at least k. (If the instance has no solution of size k, then the output may be arbitrary.) Here a is a computable function such that k/a(k) is nondecreasing and unbounded. An analogous definition can be given for minimization problems. We observe that whenever a maximization problem has an fpt approximation algorithm with approximation ratio a, then it also has a polynomial time approximation algorithm, albeit with a worse ratio k/a(k) (but still only depending on k). In [1] , several examples of optimization problems that are not fpt approximable (under standard assumptions from parameterized complexity theory) are given. Moreover, it was shown in [1] that every intractable parameterized problem is equivalent, under suitable reductions, to an (artificial) problem that is fpt approximable and to a problem that is fpt inapproximable. However, there are few examples of natural problems that are known to be fpt approximable, but not known to be fixed-parameter tractable.
Grohe and Grüber [7] provided an FPT approximation algorithm for the directed cycle packing problem based on Reed, Robertson, Seymour, and Thomas [15] . Theorem 1.1 yields a polynomial-time algorithm for, given a vertex set S ⊆ V (G), finding either a vertex set T of order F 2 (k) such that G − T has no directed cycle containing a vertex in S, or a half-integral packing of cycles of order at least k, each containing a vertex in S, if k is fixed. In fact our proof, combined with Even, Naor, Rao, and Schieber [5] provides an FPT approximation algorithm for the half-integral packing of S-cycles. In section 3, we give an example which does not satisfy the Erdős-Pósa property for the directed S-cycles. We also discuss some outstanding conjecture for a directed grid. In section 7, we discuss the proof of Theorem 1.2. The rest of the sections are devoted to our proof of Theorem 1.1.
Preliminaries
We use standard notation from graph theory and refer to [2] for background on graph theory. For a set M and k ≥ 0 we write [M ] k for the set of k-element subsets of M .
Definition 2.1. Let G be a digraph and S ⊆ V (G).
An
2. A l-packing of S-cycles of order n is a collection of S-cycles C 1 , . . . , C n such that every vertex is contained in at most l cycles in the collection. The maximum order of an l-packing of S-cycles in G is denoted by pack l,S (G).
A cover of S-cycles, or S-cover, is a set T ⊆ V (G)
such that G−T does not contain any S-cycles. The minimum cardinality of any such set T is the Scovering number of G, denoted cover S (G).
Let G be a digraph and S ⊆ V (G). Let A, B ⊆ V (G). An A-B-linkage L is a set of pairwise vertex disjoint paths linking A and B. The order of L is |L|. Similarly, an S-linkage L from A to B is a set of pairwise vertex disjoint paths linking A and B such that each P ∈ L contains a vertex of S. For l ≥ 0, a set T ⊆ V (G) is l-linked, if for all l ′ ≤ l and A, B ⊆ T with |A| = |B| = l ′ there is an A−B-linkage of order l. A separation in G is an ordered pair (X, Y ) of subsets of V (G) with X ∪ Y = V (G) so that no edge has the tail in X \ Y and the head in Y \ X. Its order is |X ∩ Y |. We shall frequently need the following version of Menger's theorem. • there is a linkage from A to B of size k.
• there is a separation (X, Y ) of G of order less than k with A ⊆ X and B ⊆ Y .
In order to prove Theorem 1.1, we need to recall Ramsey's theorem [13] . Theorem 2.2. (Ramsey's Theorem) For all integers q, l, r ≥ 1, there exists a (minimum) integer R l (r, q) ≥ 0 so that the following holds: for a set Z with |Z| ≥ R l (r, q), a set Q with |Q| = q, and a function h from X ⊆ Z with |X| = l onto Q, there exist T ⊆ Z with |T | = r and x ∈ Q so that h(X) = x for all X ⊆ T with |X| = l.
We refer to the number R l (r, q) as the Ramseynumber for q, l, r. We also need the following result by Erdős and Szekeres [4] . Theorem 2.3. (Erdős and Szekeres' Theorem) Let s, t be integers, and let n = (s − 1)(t − 1) + 1, and let a 1 , . . . , a n be distinct integers. Then either
3 A Counter-Example to Packing Directed
S-Cycles
For k = 1, 2, . . . , we define a digraph J k as the union of k directed cycles C 1 , C 2 , . . . , C k , and 2k directed paths
, and Q i has vertex-set {v k,i , v k−1,i , . . . , v 1,i } (in order). Thus J k has a planar drawing, where the cycles C 1 , C 2 , . . . , C k are concentric (in the order listed), P 1 , P 2 , . . . , P k are disjoint paths linking C 1 to C k , and Figure 1 . It is straightforward to check that J k does not contain two vertex-disjoint directed Scycles, but in order to hit all directed S-cycles, we need k vertices. Consequently, the Erdős-Pósa property does not hold for directed S-cycles. This example actually motivated our proof. We are trying to construct a kind of this grid, namely a fence (see Section 5) . Incidentally, there is an outstanding conjecture in [8, 14] for directed graphs, which says that if tree-width of a directed graph G is large enough, there is a directed grid in G. Here, a directed grid is very close to the counterexample to the Erdős-Pósa for directed S-cycles.
2-Packing Directed S-Cycles
In this section we will prove our main theorem. For this, we first need some technical lemmas used in the main proof.
We start with a lemma which is an adaptation of (2.1) in [15] .
Lemma 4.1. Let n := n * + 1 be an integer such that
Proof. Suppose there is no such linkage. Let Z := T −(A∪B). By Menger's theorem applied to G\Z there is a separation (X, Y ) of G with A ⊆ X and
It follows that r < 2 · F 2 (n * ), contradicting the assumption of the lemma.
Our next ingredient is the following lemma.
Lemma 4.2. Let n := n * + 1 be an integer such that
Then there exists S
Proof. Take a maximum subset S ′′ ⊆ S such that G has two linkages of order |S ′′ | from S ′′ to A and from B to S ′′ . Let s = |S ′′ |. We will show that s ≥ |A| 2 . Assume to the contrary that s < |A| 2 . For S ′ ⊆ S, let λ 1 (S ′ ) be the number of maximum disjoint paths from S ′ to A, and similarly, let λ 2 (S ′ ) be the number of maximum disjoint paths from B to S ′ . Note that
Note that S ′′ ⊆ S i for i = 1, 2. By the maximality of
We first show λ 1 (S 1 ) = λ 2 (S 2 ) = s. First assume that λ 1 (S 1 ) > s, i.e., the maximum size of a linkage from S 1 to A is > s. Take a vertex v ∈ S 1 \ S ′′ , and let S ′ = S ′′ ∪ {v}. Since G has no linkage of size > s from S ′ to A, it follows from Menger's Theorem 2.1 that there exists a separation (
and the fact that
is a separation between S
′ and A, this contradicts λ 1 (S) ≥ s. Thus we obtain λ 1 (S 1 ) = s. Similarly, λ 2 (S 2 ) = s holds.
By λ 1 (S 1 ) = s, it follows from Theorem 2.1 that there exists a separation (X, Y ) with
Note that G \ X contains an S-cycle, in particular S Y is nonempty, otherwise (X, Y ) separates S and A, which is a contradiction (we can get a smaller S-cover by replacing A in T with W ). Since
As in the case of the seperation (X, Y ), G \ Y ′ has an S-cycle. Let C be an S-circuit, and v be a vertex in S∩V (C). By our construction, all the vertices of S are in X ∪ Y ′ . Unless the circuit C has a vertex in T \(A∪B)∪W ∪W ′ , it is fully contained either within X or within Y ′ . Since the S-packing number of G restricted to X is at most n−1 (G\X contains an S-cycle), there exists an S-cover of this restricted of G of size at most F 2 (n * ). Similarly, there exists an S-cover of G restricted to Y ′ of size at most F 2 (n * ). Let T ′ be the union of these two S-covers.
It follows that
is an S-cover of G and its size is at most |T | − 2 · |A| + 2s + 2F 2 (n * ) ≤ |T | − |A| + 2s. This is a contradiction if s < |A| 2 . Note that, arguing along the lines of (2.2) in [15] or Lemma 4.4 below, the previous two lemmas imply the analogue of Theorem 1.1 for the case of 3-packings. Since we will show a stronger result in the rest, we omit the details here. In the rest of the section we assume the following lemma, which we will prove in Section 5 below.
Lemma 4.3. Let n := n * + 1 be an integer such that
The next lemma gives the main step in the argument.
Lemma 4.4.
There is a function h : N → N with the following properties. Suppose that n := n * + 1 is an integer such that F 2 (n * ) exists. Let G be a digraph with
Proof. Let k := 2r and l = (k − 1) 2 + 1. Set g := g(l), where g is the function defined in Lemma 4.3. Fix an order ⊳ of T . Let A ′ ⊆ T with |A ′ | = g. We will define numbers l 0 , l 1 , l 2 , l 3 and we then set h(r) := l 0 + g.
Notation.
Let us fix some additional notation. If X ⊆ T we writeX for the tuple (x 1 , . . . , x m ) such that x i ⊳ x j for all 1 ≤ i < j ≤ m and {x 1 , . . . , x m } = X. Let A, B ⊆ T with |A| = |B| = m and letÂ = (a 1 , . . . , a m ) andB = (b 1 , . . . , b m ). Any A − B-linkage or B − Alinkage L induces a permutation π on {1, . . . , m} with π(i) = j if there is a path P ∈ L with endpoints a i and b j . We write π(A, B, L) for this permutation. Note that the permutation depends on the order of A and B, i.e. π(A, B, L) may be different from π(B, A, L).
We will construct sets U 3 ⊆ U 2 ⊆ U 1 ⊆ T \ A ′ with the following properties.
1. U 1 will be a set of size l 1 with the property that there is an A ⊆ A ′ with |A| = l and a permutation
2. U 2 will be a set of size l 2 such that there is a permutation π 2 of {1, . . . , l} such that for all
3. Finally, U 3 will be a set of size l 3 such that there are 1 ≤ e 1 < e 2 < . . . < e l ≤ g such that
We first show that the sets U i as described above exist. To construct
l and an S-linkage from A to B, then we choose such a linkage L 1 (X) and colour X by the pair (A, π(B(X), A, L 1 (X)). Otherwise we colour X by ∅. Clearly, the number of colours is bounded by
g get the same colour. By Lemma 4.3 this colour is not ∅. Hence, all X ∈ [U 1 ] g get a pair (A, π 1 ) as colour and thus U 1 satisfies Condition 1 above. Fix A and π 1 from now on.
To obtain U 2 we colour all X ∈ [U 1 ] g as follows. If there is a linkage from B(X) to A then choose such a linkage L 2 (X) and colour X by π(A, B(X), L 2 (X)). Otherwise, we colour X by ∅. The number of such colours is bounded by c 2 := l! + 1. Again, by Ramsey's theorem and the fact that l 1 > R g (l 2 , c 2 ) we get a set
g get the same colour. By Lemma 4.1, this colour cannot be ∅.
g get a colour π 2 and therefore U 2 satisfies Condition 2.
Finally, we obtain U 3 as follows.
). Let e 1 < . . . < e l be such that B(X) = (x e1 , . . . , x e l ). We colour X by (e 1 , . . . , e l ).
As
g get the same colour (e 1 , . . . , e l ). Hence, U 3 satisfies Condition 3. Using U 3 .
We will now use the set U 3 to complete the proof of the lemma. LetÂ = (a 1 , . . . , a l ) and (b 1 , . . . , b l ) := B(X).
We define (c 1 , . . . , c l ) := (a π1(1) , . . . , a π1(l) ) and (
As l > (k − 1) 2 + 1, by the result of Erdős and Szekeres, see Theorem 2.3, there is a sequence 1 ≤ i 1 < i 2 < . . . < i l ≤ l such that either j i1 < j i2 < . . . (c 1 , . . . , c l ) 
constitute a 2-packing of S-cycles of order k and in the second case they contain a 2-packing of S-cycles of order k 2 . As k = 2r we obtain the desired result.
We now prove Theorem 1.1.
Proof. We define the function F 2 by induction. Clearly, F 2 (0) = F 2 (1) = 0. Now suppose F 2 (n * ) has already been defined. By Lemma 4.4, if pack 2,S (G) > h(2 · F 2 (n * )), then G contains 2 · F 2 (n * ) > n * + 1 S-cycles such that no vertex in V (G) is contained in more than two of these cycles. Hence, by setting F 2 (n * + 1) := h(2 · F 2 (n * )), we get the inductive step.
Proof of Lemma 4.3
In this section, we provide the proof of Lemma 4.3. For this, we first need some preparation. The next lemma is the key technical result in this section, from which Lemma 4.3 follows easily.
Lemma A and B with l vertices in a directed graph  G, let A 1 , A 2 , . . . , A 2k ′ be a partition of A such that 
′ . Assume moreover that, for each i with 
′ be the maximum integer such that for all i ≤ 2k ′ , there exist sets P i , Q i satisfying the following conditions.
1. P i consists of a set of mutually vertex-disjoint paths from A i to S, and Q i consists of a set of mutually vertex-disjoint paths from S to B i .
If i < i
′ , then P i consists of exactly one path in L i from A i to S. Furthermore, P i does not intersect any path in Q t with t > i. 
For each component P ∈ P i , there is a component
Q ∈ Q i such that P ∪ Q gives rise to a walk from A i to B i that contains a vertex in S.
If i > i
′ , then P i consists of α/q ci ′ disjoint paths from A i to S.
For every edge e ∈ E(Q
Suppose first that i ′ < 2k. We will show that then the third outcome of the lemma happens. We shall first prove that i ′ ≥ 2. Let i ′ = 1, and put
, and define Q 1 as such a set of paths. For any j with j ≥ 2, we first pick up α/q c paths Q
be a maximal edge set such that there are still α/q c vertex-disjoint paths from
, and define Q j as such a set of paths. For i ≥ 2, let P i be α/q c paths of
Then P i and Q j satisfy the above conditions. This proves that i ′ ≥ 2. So we may assume that there is an integer i ′ > 1 such that the above seven conditions are satisfied but cannot be satisfied for i ′ + 1. We claim that there is no path P ∈ P i ′ such that P avoids a set X j of some |Q j |/q paths in Q j for all j. Suppose such a path P exists. Let
paths of X j with an empty intersection with P . For each j, let F j ⊆ E(Q ′ j )\E(P i ′ +1 ) be a maximal edge set such that there are still |Q
as such a set of paths. Let
be a maximal edge set such that there are still
, and define Q * i ′ +1 as such a set of paths. Then these would give rise to a family of sets P i , Q * j that satisfy the above seven conditions, a contradiction to the maximality of i ′ . Thus for every path P ∈ P i ′ , P must intersect all but at most |Q j |/q − 1 paths in Q j for some j. By the pigeonhole principle, there are at least |P i ′ |/2k ′ paths (letting these paths be Q) in P i ′ each of which intersects all but |Q j |/q − 1 paths in Q j (let P = Q j ).
Then, we have |P| ≥ α/q
Furthermore, by the definitions of P and Q and by condition 7, we obtain the following:
1. each path in Q intersects all but at most |P|/q paths in P, and 2. P is an A ′ 1 -S 1 -linkage for some A ′ 1 ⊆ A and S 1 ⊆ S such that for each edge e ∈ E(P)\E(Q), (P ∪Q)−e has no A ′ 1 -S 1 -linkage of order |P|. This is the third outcome. So i ′ = 2k ′ . Thus we obtain the following: For some vertex sets A ′ ⊆ A and B ′ ⊆ S with |A ′ | = |B ′ | = 2k ′ , and for some vertex set S ′ ⊆ S with |S ′ | = 2k ′ , there are 2k ′ disjoint paths P 1 , . . . , P 2k ′ from A ′ to S ′ and there are 2k ′ disjoint paths Q 1 , . . . , Q 2k ′ from S ′ to B ′ , such that, for each i we have that P i ∪ Q i is a walk from a vertex in A ′ to a vertex in B ′ that contains a vertex in S, and P i cannot intersect Q j for j > i. Moreover, P i is exactly the path P i (and hence in L i ) and Q i is also a path in L ′ i . Let LL i be the linkage that consists of P 2k ′ −(i−1)k ′ /k , . . . , P 2k ′ −ik ′ /k+1 for i = 1, . . . , 2k, and let LL ′ i be the linkage that consists of
We now apply the whole above arguments to If there are k disjoint walks from A to B that contain k disjoint directed S-cycles, we obtain the first outcome. If there are no such k disjoint walks from A to B, we can obtain the second outcome. In either case, we are done. This completes the proof.
In order to prove Lemma 4.3, we need one further lemma (Lemma 5.2). In order to state the lemma, we need to define the following.
Definition 5.2. (fence) Let
p, q be integers. A (p, q)-fence in a digraph G is a sequence (P 1 , . . . , P 2p , Q 1 , . . . , Q q ) with the following properties:
1. P 1 , . . . , P 2p are mutually disjoint paths of G, and so are Q 1 , . . . , Q q .
2. for 1 ≤ i ≤ 2p and 1 ≤ j ≤ q, P i ∩ Q j is a path (and therefore non-null).
3. for 1 ≤ j ≤ q, the paths P 1 ∩Q 1 , . . . , P 2p ∩Q j are in order in Q j , and the first vertex of Q j is in V (P 1 ) and the last vertex is in V (P 2p ).
for
1 ≤ i ≤ 2p, if i is odd then P i ∩ Q 1 , . . . , P i ∩ Q q are in order in P i ,
and if i is even then
Therefore each (p, q)-fence is a planar digraph with no directed circuits. Let Q j be an (a j , b j )-path for 1 ≤ j ≤ q, where {a 1 , . . . , a q } ⊆ S. We call {a 1 , . . . , a q } the top of the fence, and {b 1 , . . . , b q } its bottom. Similarly, we use the top and the bottom for webs. The proof of Lemma 5.2 is postponed to the next section. We also need the following lemma, which is (3.2) in [15] . Finally, we need the following lemma inspired by (2.3) in [15] . We can now complete the proof of Lemma 4.3.
Proof. Let N := (n−1)(2n−1)+1 and let k := max{n+ 1, s}. Choose integers p, q, c so that by Lemma 5.2 any graph G containing a (p, q c 2kp )-web with avoidance q also contains a (3N, 3N ) -fence. Finally, choose k ′ and l minimally such that k ′ ≥ q 2ck × 2kp and l ≥ q 2ck ′ × 2k ′ p with l = 0 mod 2k ′ . We define g(s) := l. Let T be an S-cover of minimum order and let A, B ⊆ T such that |A| = |B| > max{4 · F 2 (n * ), 2l}. Hence, by Lemma 4.2 (with the role of A and B reversed), there exists 
By deleting paths we can assume that
′ contains an edge e = uv such that e is used by at least 2 paths from L 1 , L 2 , L 3 then we replace e by parallel edges so that no edge is contained in more than one path from
(Formally, as we do not allow parallel edges in our graphs, we duplicate the edge and then subdivide the new edge once.) Let G ′′ be the graph obtained from G ′ in this way and let
be the corresponding linkages in G ′′′ , i.e. no edge in G ′′ is used in more than one path fromL In the second case, we have found the sets A ′ , B ′ and an S-linkage of order k ≥ s from A ′ to B ′ as required. We claim that the other two cases cannot happen. Clearly, in the first case G ′ and hence G contains kdisjoint S-cycles contradicting pack 2,S (G) < n.
Finally, suppose the third case happens.
Hence, there are 3N vertex disjoint paths from S 2 to B 2 in G ′′ . By Lemma 5.4 there are also N pairwise vertex disjoint paths from B 2 to S 2 . Let R be these paths. Let
be the first vertex of R j and let s t(j) be the last.
As N ≥ (n − 1)(2n − 1) + 1 there is a sequence
In the first case, by Lemma 5.3, there exists Q
is a (3N, n)-fence with top {s t(j1 , . . . , s t(jn) } and with bottom {b s(j1) , . . . , b s(jn) }. But then this gives n walks each containing a vertex from S such that no vertex is used more than 2 times, i.e. it does not occur more than twice in any walk and if it does, it does not occur on any other walk, and if it only occurs once in each walk then it is not contained in more than 2 walks. By eliminating loops this gives n S-cycles such that every vertex is contained in at most 2 of these cycles, contradicting pack 2,S (G) < n.
In the second case there exist Q
) is a (3N, 2n)-fence with top {s t(j1 , . . . , s t(j2n) } and bottom {b s(j1) , . . . , b s(j2n) }. Again this gives n S-walks as before and hence contradicts pack 2,S (G) < n.
Fences in Directed Graphs
In Section 5, we showed that if there is a kind of a large grid with many disjoint paths from the bottom to the top, then there is a 2-packing of S-cycles of order n. Therefore, it remains to show, roughly, the following:
There is a function g : N → N such that for all digraphs G, all sets S ⊆ V (G) and all l ≥ 0 the following is true: Let T ⊆ V (G) be a minimum S-cover. Suppose that four distinct sets A, B ⊆ T and C, D ⊆ S with |A| = |B| = |C| = |D| = g(l) are given and that there are an A-C-linkage L 1 and a D-B-linkage L 2 such that each component in L 1 intersects "almost" all the components in L 2 . Then G contains an (l, l)-fence with top in S.
We will be more precise about the word "almost" later. The fence will be obtained in various steps. 3. for every edge e ∈ E(P) \ E(Q), G − e divides one path P ∈ P into two paths P ′ , P ′′ with the starting point of e in P ′ . Then there are at most c vertexdisjoint paths from V (P ′ ) to V (P ′′ ).
for 1 ≤ i ≤ r and for
Remark. We start with some quasi-mesh W with a C − D linkage Q = {Q 1 , . . . , Q q } in a digraph G, and then prove that it contains some certain structure
we say that W ′ has a good property of order q ′ .
We now state two lemmas. Proof. Let (P 1 , . . . , P p ) and (Q 1 , . . . , Q (q+c)q ) be a (p, (q + c)q, r, s)-quasi-mesh with c, as above. For 1 ≤ j ≤ (q + c)q, let F j be the minimal path of P r+s that includes V (P r+s ∩ Q j ).
Suppose first that some edge e of P r+s \ Q belongs to F j for at least q + c values of j, say j 1 , . . . , j q+c . Let P, P ′ be the two paths obtained from P r+s by deleting e, where P contains the tail of e. For j = j 1 , . . . , j q , we may assume that Q j meets both P and P ′ , and every vertex in P ′ ∩ Q j occurs in Q j before every vertex of P ∩ Q j , because if we delete e from G, there are at most c paths from V (P ) to V (P ′ ). Hence
. . , P r+s−1 , P ′ , P, P r+s+1 , . . . , P p−1 ),
is a (p, q, r, s+1)-quasi-mesh with c. Note that the third condition is also satisfied, since each edge of a path in P ′ is also an edge in some path of P. Thus we may assume that every edge of P r+s \ Q occurs in F j fewer than q + c values of j. Consequently there are q values of j, say j 1 , . . . , j q , so that F j1 , . . . , F jq are pairwise vertex-disjoint. Thus
is a (p, q, r+1, s−1)-quasi-mesh with c. Again as above, the third condition is also satisfied.
So, we obtain the following. Our objective is now to show that if there is a big web, then there is also a big grid. In view of Lemma 6.2, we need to consider two cases which correspond to Lemmas 6.4 and 6.5, respectively. Before presenting Lemmas 6.4 and 6.4, we give a technical lemma. If there is a vertex v ∈ V (G) such that W − v has at least k components, let v be such a vertex and let W 1 , . . . , W l be the components of W − v in order in which they occur on W . By construction, l ≥ k. We claim that for every W i , 1 ≤ i ≤ l, there is a vertex v i ∈ V (W i ) such that v i does not occur in any W j with j = i. For, suppose for some i, every vertex of W i also occurs in some W j with j = i. Hence, for all 1 ≤ i < k, the path P l , for 1 ≤ l ≤ k 2 , contains a subpath F l,i linking Q ji and Q ji+1 with no inner vertex in V ( Q). For 0 ≤ j < k and 1 ≤ i ≤ k let R j be the union of the subpaths F j·k+i,i plus the subpath of Q ji+1 connecting the endpoint of F j·k+i,i and the starting point of F j·k+i+1,i+1 . Hence, R i is such that R i ∩Q j l is a path for all l ≤ k and R i traverses the paths Q j1 , . . . , Q j k in this order.
Therefore, {R 1 , . . . , R k }, {Q j1 , . . . , Q j k } form a (k, k)-web. In order to establish Lemma 6.5, we need the following claim. The proof follows the lines of that of (4.6) in [15] . Proof. The proof is almost identical to that of (4.6) in [15] . For the completeness of our paper, we give a proof. Choose the above path Q so that Q ∩ W has as few components as possible. Let the components of Q ∩ W be C 1 , . . . , C n , numbered in order on Q. For 1 ≤ i ≤ n, let f (C i ) = j where C i ⊆ P j . Suppose that Q ∩ P i is a path for less than r values of i. Thus for all other values of i, Q ∩ P i has at least two components and hence n > r + 2(p − r) = r 2 . We say C i is good if Q ∩ P j = C i with f (j) = i. As above, there are fewer than r good components and hence there exists i with 1 ≤ i ≤ n−r −1 so that C i , . . . , C i+r−1 are all not good. If f (C i ), . . . , f (C i+r−1 ) are all distinct, then we can take a path R to be the minimal subpath of Q containing all of C i , . . . , C i+r−1 . Otherwise, there exist j, k with i ≤ j < k ≤ i + r − 1 so that f (C j ) = f (C k ) = h. Choose k, j such that k − j is as small as possible. Let Q ′ be the path obtained from Q by replacing the path of Q between C j and C k by the path P h between C j and C k (here we may use the reverse edges added in the statement of the claim). Since none of C j+1 , . . . , C k−1 are good, so f (C j+1 ), . . . , f (C k−1 ) are all distinct by the minimality of k−j. Thus it follows that Q ′ intersects all of P 1 , . . . , P p , contradicting the minimality of n. This completes the proof.
We are ready to finish the proof of Lemma 6.5.
Proof. Let (P 1 , . . . , P p ) and (Q 1 , . . . , Q q ) be a (p, q, r, 0)-quasi-mesh. For 1 ≤ i ≤ r and 1 ≤ j ≤ q, let P i,j be the minimal subpath of P i that contains all the vertices of P i ∩ Q j . Then P i,1 , . . . , P i,q are vertex-disjoint paths of P i .
Applying Theorem 2.3 r times to (Q 1 , . . . , Q q ), by setting m = ( √ r+1)!× r √ r , there are indices j 1 , . . . , j m such that P i,j1 , . . . , P i,jm appear in this order in P i for 1 ≤ i ≤ r.
For 1 ≤ l ≤ m, let G j l = Q j l ∪ P 1,j l ∪ . . . ∪ P r,j l . By Claim 6.1 and since there are at most r ′ ! permutations of {1, . . . , r ′ }, where r ′ = √ r, there are r indices j 1 , . . . , j r such that G j l satisfies the following property for l = 1, . . . , r: There are r ′ − 1 disjoint paths P i1 , . . . , P i r ′ −1 in G j l and there is a path Q in the abstract graph G ′ j l of G j l such that 1. Q intersects P i1 , . . . , P i r ′ −1 in this order, 2. for 1 ≤ l < l ′ ≤ r ′ , if v, v ′ ∈ P i l ∩Q and u ∈ P i l ′ ∩Q, then u does not lie between v and v ′ in Q, and 3. for 1 ≤ l ≤ r ′ − 2, there is a path P ′ l from a vertex in P ′ i l to another vertex in P ′ i l+1 in G j l , such that P ′ l is part of Q. Moreover P ′ l does not contain any vertex in P i l ∪ P i l+1 , except for its end vertices.
Therefore, for 1 ≤ t ≤ r ′ ,
r ′ l=tr ′ G j l contains a path from top to bottom that intersects P i1 , . . . , P i r ′ −1 . Hence we obtain a (r ′ − 1, r ′ − 1)-grid.
By Lemmas 6.4 and 6.5, we can obtain the following. , and A computes a halfintegral packing of directed S-cycles with a sufficiently large size. Thus we obtain the algorithm A.
