Abstract: IKONOS imagery has been used in many commercial, government, and research applications ranging from environment monitoring, to coastal change detection, and to national security. The high costs of IKONOS high end products ͑Pro and Precision products͒ make it extremely attractive to find practical methods that use lower-cost IKONOS Geo products to produce highly accurate mapping products. This paper presents four different models defined in both object space and image space to refine the rational function derived ground coordinates. The models are the translation, scale and translation, affine, and second-order polynomial models. Different configurations of ground control points ͑GCPs͒ are carefully examined to evaluate the impact on accuracy improvement. The models are tested based on two IKONOS stereo pairs acquired in the Lake Erie coastal area. It is demonstrated that if an appropriate model and GCPs are used, ground point errors can be reduced from 5 -6 to 1.5 m in horizontal and from 7 to 2 m in vertical directions.
Introduction
The newly available submeter resolution satellite imaging systems, such as IKONOS and QuickBird, usher in a new era for mapping using space-borne sensors. For example, the IKONOS imaging system simultaneously collects 0.8 m resolution stereo panchromatic and 4 m multispectral images. An overview of the IKONOS mapping accuracy is given in Grodecki and Dial ͑2001͒. IKONOS image products including Geo, Reference, Pro, Precision, and Precision Plus, provide different processing levels and corresponding positioning accuracies ͑Table 1͒. Highly accurate products such as Precision or Precision Plus cost much more than the less accurate Geo product. It is sometimes very desirable and important to use the lower-cost IKONOS Geo product and still achieve outcomes comparable to the more expensive products. A number of investigations on the accuracy attainable by various methods for photogrammetric processing of IKONOS imagery have been reported. Li ͑1998͒ discussed the potential accuracy of IKONOS imagery using basic photogrammetric principles. In addition, Zhou and Li ͑2000͒ demonstrated the potential accuracy ͑2-3 m͒ of ground points achieved using simulated 1 m IKONOS stereo images and the pushbroom imaging principle.
Tao and Hu ͑2001͒ derived a least-squares solution to the rational function ͑RF͒ and comprehensively evaluated and analyzed the results of numerous tests with different data sets. Also, using one ground control point ͑GCP͒ for bias compensation in IKONOS RFs achieved submeter accuracy ͑Fraser and Hanley 2003͒. Toutin ͑2003͒ used a parametric model for panchromatic and multispectral IKONOS image geometric processing.
The IKONOS stereo images are supplied with RF that is an alternative to a physical camera model that describes the transformation between the image and object spaces. Although they do not describe sensor parameters explicitly, RFs are simple to implement and fast to perform the transformations. They are effectively used for feature extraction, terrain model generation, and orthorectification. Generally, RF coefficients are estimated without the aid of ground control ͑Di et al. Tao and Hu 2001͒ . Thus, some biases may not be corrected and inherent in RFs, which are reflected in the achieved geopositioning accuracy. A systematic error of 6 m was found between the RF-derived coordinates and the ground truth ͑Li et al. 2003͒ . A similar result was reported in Fraser and Hanley ͑2003͒. It is desirable that such errors in the image products be reduced or eliminated using relatively simple methods by users, so that they can be used for many applications that require higher mapping accuracy.
There are two methods that can be used to improve the ground accuracy from the IKONOS RFs ͑Di et al. 2003b; Li et al. 2003͒ . The first method is to refine the RF coefficients based on a large number of GCPs ͑more than 39 GCPs required for third-order RF͒. This method is theoretically applicable, but not practical where a large number of GCPs is not available. The second approach refines the ground coordinates calculated from the RFs using a polynomial correction in either image space or object space. This method has the advantage of simplicity and efficiency. It requires significantly fewer GCPs than the first approach. A number of publications reported results of this approach with some variations. Grodecki and Dial ͑2003͒ proved that a RFbased block adjustment model is mathematically simpler and numerically more stable than the traditional adjustment using a physical camera model with exterior and interior orientation pa-rameters. Also, its result is as accurate as an adjustment using a physical camera model. Di et al. ͑2003a͒ used first-, second-, and third-order polynomials defined in the object space to improve ground coordinates computed from the RFs. The first-order polynomials using a three-dimensional affine transformation were found to be most efficient. The accuracy reached about 1.5 m in planimetry and 2 m in height.
This paper expands on the above-mentioned investigations, to conduct a systematic study on numerical patterns and results using the second method that improves the accuracy of ground coordinates derived from the vendor-provided RFs. Four transformation models are used in both object space and image space, including translation, scale and translation, affine, and secondorder polynomials. They are tested using two IKONOS stereo pairs acquired in the Lake Erie coastal area. Different configurations of GCPs are carefully examined to evaluate effects of GCPs on the accuracy. Additional effects of variations in the number, location, and accuracy of GCPs on the accuracy are also analyzed. The least-squares adjustment technique is applied to compute the transformation parameters.
Rational Functions
Rational functions are described in detail in Tao and Hu ͑2001͒ and Grodecki and Dial ͑2003͒. A brief summary is presented here.
A RF performs a transformation between an image point ͑i , j͒ and its point in the object space ͑X , Y , Z͒ through a ratio of two polynomials in the following equation:
where the polynomial P i ͑i =1, 2, 3, and 4͒ has the following general form:
͑2͒
This is a third-order RF with a 20-term polynomial that transforms a point from the object space to the image space. Substituting P i s in Eq. ͑1͒ by the polynomials in Eq. ͑2͒ and eliminating the first coefficient in the denominator, we have 39 RF coefficients ͑RFCs͒ in each equation, including 20 in the numerator and 19 in the denominator. Since each GCP produces two equations for image coordinate i and j separately in Eq. ͑1͒, at least 39 GCPs are required to solve for the 78 coefficients.
The RFCs are usually computed by satellite image providers without using GCPs. Instead, the object space is sliced in the vertical direction to generate virtual control points for calculating the RFCs ͑Tao and Hu 2001; Di et al. 2003b͒ . The ground coordinates derived from such RFCs typically have an accuracy of Geo products ͑about 25 m͒. If quality GCPs are available, there is a potential to use the GCPs for enhancing the ground accuracy.
Data
The IKONOS images used in this experiment were taken in May 2002 in the Lake Erie coastal area. They are two stereo pairs. RFCs of each image were supplied by Space Imaging Corp. They also provided the four geographic corner coordinates of each image, nominal collection azimuth, and nominal collection elevation of the satellite. With these parameters ͑shown in Table 2͒ , the convergence angles of the two stereo pairs were calculated. The convergence angle is calculated by an intersection of two lines: a line from the first position of the satellite to the observer ͑the center of the image͒ and another line from the second position of the satellite to the observer. The GCPs and check points ͑CKPs͒ used in this experiment were obtained from high quality aerial photogrammetric triangulations of 12 aerial images in the same area. In total 52 points in the first pair and 57 points in the second pair were used. These points were used as GCPs and CKPs for different configurations. The accuracy of these points was estimated as 0.5 m. Fig. 1 gives a distribution of GCPs and CKPs in the two stereo pairs.
Accuracy Improvement
The experiment uses four improvement models ͑translation, scale and translation, affine, and a second-order polynomial͒ in both object space and image space ͑Table 3͒. In the object space, Model 1 adds a translation ͑a 0 , b 0 , c 0 ͒ to the ground coordinates ͑X , Y , Z͒ computed from the RFCs to achieve the improved ground coordinates ͑XЈ , YЈ , ZЈ͒. This can be carried out by using at least one GCP. Model 2 uses three additional scale factors ͑a 1 , b 1 , c 1 ͒ to correct nonhomogeneous scale distortions. An affine transformation and a second-order polynomial are applied in Models 3 and 4, respectively. In implementation, for each GCP, we measure the image coordinates ͑i , j͒ of the point. The RFbased triangulation ͑Di et al. 2001, 2003b͒ is applied to calculate the ground coordinates ͑X , Y , Z͒. Since we know the correct coordinates ͑XЈ , YЈ , ZЈ͒ of the GCP, three equations can be established according to the models in Table 3 . Using all available GCPs that are usually more than the minimum number required, overdetermined equation systems can be set up to compute the optimal estimates of the transformation parameters by a least- squares adjustment. The transformation parameters can then be used to compute the improved coordinates of other points. In order to assess the appropriateness of the models, CKPs are used, which are not used for estimating the transformation parameters in the adjustment. Differences between calculated and known coordinates of the CKPs are the basis for the root mean square error ͑RMSE͒ of each model.
Similarly, in the image space, image coordinates ͑i , j͒ are improved by four similar models to compute the corrected image coordinates ͑iЈ , jЈ͒. However, the models are simplified by dropping the parameters associated with the third dimension. The implementation and assessment processes are not different from those of the models in the object space.
To study the importance of different configurations of GCPs, 
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we assume nine typical GCP positions in Fig. 2 . The satellite track is in the north-south direction. The experiment starts with each model using the minimum number of GCPs ͑Table 3͒. Additional GCPs are then added to achieve better accuracy. Various combinations of the number and distributions of GCPs are also tested to find patterns and effectiveness of the configurations.
Experimental Results and Discussion
Tables 4 and 5 summarize the results of accuracy improvement by the four methods performed in the object space. For the two stereo pairs, various numbers and distributions of GCPs were used according to the methods applied. Once the transformation parameters of a method were estimated through a least-squares adjustment using the GCPs, they were along with the RFCs available for transformation from the image space to the object space. All CKPs, 52 for Pair 1 and 57 for Pair 2 minus the number of GCPs used in the adjustments, were measured in the image space. Their computed ground coordinates were compared with the The computation is not converged known coordinates to compute the coordinate differences in three dimensions, which were in turn applied to estimate RMSE of coordinates and to list the maximum coordinate differences in the tables. In the GCP distribution column, each number ͑from 0 to 8͒ in a digit represents a location close to that indicated in Fig. 2 . For instance, 0 represents a single point around the center, and 1-3-5-7 stand for four points at four corners. Additional GCPs along and cross track were needed to study special configurations. They were chosen from the CKP set and with identifications ͑IDs͒ greater than 8 ͑Tables 4 and 5͒. Since the two stereo pairs cover a large portion of water, the actual GCP distributions are not exact as in Fig. 2 . The results of the four improvement methods performed in the image space are summarized in Tables 6 and 7 . Discussions about the results regarding each method are given below.
Translation Model
The translation model offers a simple way to improve accuracy by a translation in either object or image space ͑Tables 4-7͒. No other transformation parameters are included. Using one GCP, one can achieve a reasonable accuracy ͑RMSE generally less than 2 m in horizontal and 3 m in vertical directions͒. The accuracy has no apparent relationship with the location of the GCP used. Since only one GCP is used, the quality of the GCP is critical to the final result. Obviously, more than one GCP is recommended.
Scale and Translation Model
The scale and translation model has additional scaling factors in the coordinate axis directions. Two GCPs are necessary for this model. In the object space, if two GCPs used are distributed in the cross-track direction, the computed RMSEs of ground points are slightly smaller than those in the along-track direction in stereo Pair 1 ͑Table 4͒. This trend is particularly obvious in stereo Pair 2 ͑Table 5͒ and is consistent with the results achieved using simulated IKONOS images ͑Zhou and Li 2000͒. The RMSEs calculated by using the method in the image space with two GCPs do not seem to show any significant variations associated with the GCP distribution. In order to increase the redundancy, more GCPs should be used. With four GCPs distributed evenly, a more consistent and improved result ͑less than 1.5 m in horizontal and 3 m in vertical directions͒ is demonstrated using the method in both object and image spaces. No significant improvement is achieved with six GCPs.
Affine Model
The affine model offers the capability to consider affinity in addition to translation and rotational corrections. From Tables 4-7 , we can observe that the affine model with six GCPs generates about the same or slightly better results than that of the scale and translation model with four GCPs. Overall, the additional affine parameters and GCPs do not generate a very significant improvement over the result of the scale and translation model in both object and image spaces. It appears that the geopositioning errors from the original RFCs contain mostly a translation and a small scale change.
Second-Order Polynomial
The addition of the second-order parameters requires more GCPs. But it does not provide results comparable to other methods in the object space ͑Tables 4 and 5͒. In the image space, the model uses six GCPs and obtains the comparable results. However, the accuracy degrades if the GCP distribution is not even. Note that the model gives the best results ͑about 1.5 m in all three coordinates͒ if seven or ten GCPs are used. High-order polynomials are generally sensitive and require a large number of GCPs and a good GCP distribution. They do not exhibit convincing advantages over other methods.
Conclusions
This paper presents experimental results of a study on accuracy improvement of ground points determined by IKONOS images using GCPs and different transformation models in both object and image spaces. Two stereo pairs of IKONOS images acquired in the Lake Erie area and highly accurate GCPs are used in the experiment. Different methods and GCP distribution patterns are tested. Complete tables of computational results are given for drawing conclusions and discussions, as well as supplying the reader for his own analysis. Although the stereo pairs are from one area, based on the above experimental results, we can draw the following conclusions: 1. In general, there are no significant differences in the results of the models in object or image space, although the affine and higher-order polynomial models in the image space require fewer GCPs ͑Table 3͒. However, the models in the object space are generally more stable, considering the maximum differences listed ͑particularly in Table 7͒ . 2. The quality of IKONOS images is very high. Using a simple translation model and one GCP we can correct the majority of errors and reach RMSEs of 2 m horizontal and 3 m vertical. 3. It is recommended that a scale and translation model or an affine model with four to six well-distributed GCPs be used to achieve a better accuracy ͑about 1.5 m horizontal and 2 m vertical͒. These methods seem to be most practical in applications.
4. The second-order polynomial model in image space with seven to ten GCPs provides the highest accuracy ͑1.5 m in both horizontal and vertical͒. However, higher-order polynomial models generally require more GCPs and are sensitive to GCP distribution and other factors. Its application in mountainous areas should be explored in the future. This experiment is not focused on high precision subpixel object identification using IKONOS images, in which special image features, for example circles, sharp corners of large structures, and symmetric man-made objects, can be mathematically modeled and determined. The objects chosen in this study are general image features, such as road intersections, building corners, and other distinguished objects in the coastal area. The precision of the image point measurement is about a half pixel to one pixel. The achieved accuracy can be repeated without any additional unreasonable requirements.
