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THE CATEGORY OF CROSSED MODULES OF CROSSED MODULES AND ITS
ASSOCIATED DOUBLE GROUPOIDS
NELSON MARTINS-FERREIRA AND AHMET EMIN TATAR
Abstract. In this work we study the notion of Whitehead sequence in the category of crossed modules and
actions of crossed modules. As expected, Whitehead sequences in that context are the same as crossed squares.
We investigate under which conditions a Whitehead sequence of crossed modules gives rise to an internal
groupoid in the category of crossed modules. In other words, we explicitly investigate the so called “Smith is
Huq” condition in the category of crossed modules.
Introduction
The notion of Whitehead sequence was introduced in [10] to define internal groupoids, internal crossed
modules, and internal actions in a fairly general context. The definition is designed in such a way that it is
always possible to define a Whitehead sequence in a category C with respect to an action system of C over D.
Under that general assumptions, the following natural question arises: when does a Whitehead sequence have
an associated groupoid structure? The answer to the question is provided by the following result:
Theorem 0.1. ([10][Theorem 6.1]) Let (I, R, J) be an action system of C over D. If the pair of functors
(I, J) is jointly conservative and C is equivalent to the category of points in D in a way compatible with the
system (I, R, J), then the category of Whitehead sequences in C over D is equivalent to the category of internal
groupoids in D.
To motivate this result, let us analyze an example of a well known case. In [10], it is shown that the category
of Whitehead sequences in the category of group actions Act is equivalent to the category of crossed modules
in the category of groups Grp. In the same paper, it is explained how to recover this equivalence from Theorem
0.1. Indeed, the functors
I : Act //Grp, (X,B) 7→ B;
J : Act //Grp, (X,B) 7→ X◦ := H ;
R : Grp //Act , B 7→ (B,B);
equip Act with an action system over Grp which satisfies the conditions of Theorem 0.1. Hence, the category
of Whitehead sequences in Act is equivalent to the category of internal groupoids in the category of groups
where the latter is know to be equivalent to the category of crossed modules by Brown-Spencer Theorem [3].
A more general result is obtained by replacing Grp with any semi-abelian category and by considering the
category of its internal actions [1]. If the semi-abelian category [7] satisfies the so called “Smith is Huq”
condition [12] (or equivalently, that every star multiplicative graph is multiplicative [6]) then there is an
equivalence between Whitehead sequences and internal crossed modules in the sense of [6].
Our purpose is to better understand what happens in the next dimension, that is, when the natural transfor-
mations between Whitehead sequences are taken into account. For the moment, to get some intuition in how
to proceed, we study the particular case of crossed squares and associated double groupoids in the category
of groups. We first define the category of actions of crossed modules XAct. An action of a crossed module
over a crossed module is defined in [14] and in [4] in a larger framework. Here, we give a categorical definition:
a collection (X, (M,P, µ)) consisting of a crossed module (M,P, µ) and a 2-functor X from (M,P, µ), the
2-category associated to (M,P, µ), to the 2-category of crossed modules XMod describes an action of (M,P, µ)
over the crossed module X(◦) := (T,G, ∂) where ◦ is the unique object of (M,P, µ). We define the category
of Whitehead sequences, denoted by WSeq, in XAct over XMod. We show that WSeq is equivalent to the
category of crossed squares (Theorem 3.2).
Later, in the paper we discuss whether we can obtain the latter equivalence from a bigger framework, that
is as a consequence of Theorem 0.1. We show that we can equip XAct with an action system over XMod given
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by the triple functors
I : XAct //XMod , (X, (M,P, µ)) 7→ (M,P, µ);
J : XAct //XMod , (X, (M,P, µ)) 7→ X(◦) := (T,G, ∂);(0.1)
R : XMod //XAct , (M,P, µ) 7→ (C, (M,P, µ)).
where (C, (M,P, µ)) is the conjugation action of (M,P, µ) on itself. We verify that the action system (0.1)
satisfies the conditions of Theorem 0.1. Hence, we deduce that WSeq is equivalent to the category of internal
categories in the category of crossed modules, that is the category of 2-cat-groups which is known to be
isomorphic to the category of crossed squares by [8, Proposition 5.2].
In this paper, we ignored the 2-cell structure of the crossed modules and of the actions of crossed modules.
In a subsequent work, we will include these structures in to the discussion which will shed light on higher
Whitehead sequences and eventually lead to the generalization of Theorem 0.1 to internal bicategories as
defined in [11].
This paper is organized as follows: In the first section, we recall the notions of crossed modules and the
crossed squares in the category of groups. In the second section, we define the category of actions of crossed
modules XAct. In the third section, we define the category of Whitehead sequences WSeq in XAct and show
that WSeq is equivalent to the category of crossed squares. In the fourth section, we define an action system
of XAct over XMod. We show that this action system satisfies the conditions of Theorem 0.1. Therefore,
Theorem 3.2 is a consequence of Theorem 0.1.
1. Internal Groupoids in the Category of Crossed Modules
1.1. Crossed Modules. We quickly recall crossed modules in groups and their 1- and 2-morphisms. A
crossed module is a group homomorphism ∂ : T→G where G acts on T and the action satisfies the conditions
∂(xt) = x∂(t)x−1 for all x ∈ G and t ∈ T and ∂(t)t′ = tt′t−1 for all t, t′ ∈ T . A morphism of crossed modules
(T1, G1, ∂1)→(T2, G2, ∂2) consists of a pair of group homomorphisms f = (fT : T1→T2, fG : G1→G2) so that
∂2 ◦fT = fG ◦∂1 and fT (
xt) = fG(x)fT (t) for all x ∈ G1 and t ∈ T1. We denote the category of crossed modules
and their morphisms by XMod. A 2-morphism of crossed modules α : (fT , fG)⇒(f
′
T , f
′
G) between two parallel
morphisms of crossed modules from (fT , fG), (f
′
T , f
′
G) : (T1, G1, ∂1)→(T2, G2, ∂2) consists of a map α : G1→T2
T1
∂1

fT //
f ′T
// T2
∂2

G1
fG //
f ′G
//
α⑧
⑧
⑧
??⑧
⑧
⑧
G2
satisfying the conditions
f ′G(x) = ∂2(α(x))fG(x) for all x ∈ G1;(1.1)
f ′T (t) = α(∂1(t))fT (t), for all t ∈ T1;(1.2)
α(xx′) = α(x) fG(x)α(x′) for all x, x′ ∈ G1.(1.3)
The 1- and 2-morphisms between any two crossed modules (T1, G1, ∂1) and (T2, G2, ∂2) form a category
H((T1, G1, ∂1), (T2, G2, ∂2)) under the vertical composition depicted by the diagram
T1
∂1

fT //
f ′T
//
f ′′T
// T2
∂2

=
T1
∂1

fT //
f ′′T
// T2
∂2

G1
fG //
f ′′G
//f ′G //
α
??⑧
⑧
⑧
⑧
⑧
⑧
⑧
β
??⑧
⑧
⑧
⑧
⑧
⑧
⑧
G2 G1
fG //
f ′′G
//
β◦α
⑧
⑧
⑧
??⑧
⑧
⑧
G2
and defined by the formula β ◦ α := βα.
For any three crossed modules (T1, G1, ∂1), (T2, G2, ∂2), and (T3, G3, ∂3), we can define a functor
H((T1, G1, ∂1), (T2, G2, ∂2))×H((T2, G2, ∂2), (T3, G3, ∂3)) //H((T1, G1, ∂1), (T3, G3, ∂3)) ,
called the horizontal composition depicted by the diagram
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(1.4)
T1
∂1

fT //
f ′T
// T2
∂2

gT //
g′T
// T3
∂3

=
T1
∂1

gT ◦fT //
g′T ◦f
′
T
// T3
∂3

G1
fG //
f ′G
//
α
??⑧
⑧
⑧
⑧
⑧
⑧
G2
gG //
g′G
//
β
??⑧
⑧
⑧
⑧
⑧
⑧
G3 G1
gG◦fG //
g′G◦f
′
G
//
β∗α
⑧
⑧
⑧
??⑧
⑧
⑧
G3
and defined by the formula
(1.5) β ∗ α := (β ◦ f ′G)(gT ◦ α).
Lemma 1.1. In the setting of the diagram (1.4), the horizontal composition can be also defined by the relation
β ∗ α := (g′T ◦ α)(β ◦ fG).
Proof. As 2-morphisms α : (fT , fG)→(f
′
T , f
′
G) and β : (gT , gG)→(g
′
T , g
′
G) respectively satisfy the relations
∂2(α(x))fG(x) = f
′
G(x) and β(∂2(t))gT (t) = g
′
T (t). Then, for any x ∈ G1
(β ◦ f ′G(x))(gT ◦ α(x)) = β (∂2(α(x))fG(x)) (gT ◦ α(x))
= β(∂2(α(x)))
gG(∂2(α(x))(β ◦ fG(x))(gT ◦ α(x))
= β(∂2(α(x)))
∂3(gT (α(x)))(β ◦ fG(x))(gT ◦ α(x))
= β(∂2(α(x))) gT (α(x))(β ◦ fG(x))
= (g′T ◦ α(x))(β ◦ fG(x))

Crossed modules and their 1- and 2- morphisms with the vertical and horizontal compositions defined above
form the 2-category of crossed modules denoted by XMod.
A crossed module (T,G, ∂) can be associated a groupoid (T,G, ∂) whose objects are the elements of G, and
whose morphisms are the elements of T × G where a pair (t, x) ∈ T × G represents a morphism from x to
∂(t)x. The composition is given by the group operation in T , that is if (t2, x2) ◦ (t1, x1) = (t2t1, x1) given that
x2 = ∂(t1)x1. Moreover, there exists a bifunctor
(1.6) ⊗ : (T,G, ∂)× (T,G, ∂) //(T,G, ∂) ,
given by the group operation of G on objects and by the semidirect product of the group T ⋊ G on the
morphisms. Verifying that this functor preserves composition is a simple exercise which requires using the
axioms of the crossed module (T,G, ∂). Hence, we can see (T,G, ∂) as a 2-category (T,G, ∂) with one object
whose hom-category is (T,G, ∂) and whose composition functor is (1.6). From another perspective, we can
consider the existence of (1.6) as a strict group-like structure on (T,G, ∂) in the sense of Breen [2].
This construction is functorial. We can associate to a crossed module morphism (fT , fG) : (T1, G1, ∂1)→(T2, G2, ∂2)
a functor F : (T1, G1, ∂1)→(T2, G2, ∂2) given by F (x) := fG(x) for every x ∈ G object in (T1, G1, ∂1) and by
F (t, x) := (fT (t), fG(x)) for every (t, x) ∈ T ⋊G morphism in (T1, G1, ∂1). We remark that for every x1, x2 ∈ G
objects in (T1, G1, ∂1), F (x2x1) = F (x2)F (x1) and for every (t1, x1), (t2, x2) ∈ T⋊G morphisms in (T1, G1, ∂1),
F ((t2, x2)(t1, x1)) = F (t2, x2)F (t1, x1). That is, F respects the group-like structures on the categories. We call
such functors morphisms of group-like categories or simply additive functors. As F preserves the group-like
structure not just up to an isomorphism but on the nose, we call it strict additive functor.
Reciprocally, starting with a strict additive functor F : (T1, G1, ∂1)→(T2, G2, ∂2), we construct a morphism
of crossed modules (fT , fG) : (T1, G1, ∂1)→(T2, G2, ∂2) as follows: We define fG : G1→G2, fG(x) = F (x).
Before defining fT : T1→T2, observe that as F is strict it sends any morphism that emanates from 1 to such
a morphism, that is, for any t ∈ T1, F (t, 1) is of the form (t
′, 1) where t′ ∈ T2. Hence, we define fT (t) = t
′.
Due to the strictness of F , fG and fT are group homomorphisms. The definitions of fG and fT also satisfy
the condition fG ◦ ∂1 = ∂2 ◦ fT . In fact, F (t, 1) which is by definition the morphism 1→∂2(fT (t)) is also the
morphism 1→F (∂1(t)). Hence, fG ◦ ∂1(t) = ∂2 ◦ fT (t), for every t ∈ T . Finally, fG and fT respect the actions
in the sense that for every x ∈ G1 and t ∈ T1, we have fT (
xt) = fG(x)fT (t):
(fT (
xt), 1) = F (xt, 1) = F
(
(1, x)(t, 1)(1, x)−1
)
= F (1, x)F (t, 1)F (1, x)−1
= (1, fG(x))(fT (t), 1)(1, fG(x))
−1 = (fG(x)fT (t), 1).
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We shall note that the strictness of the additive functor F : (T1, G1, ∂1)→(T2, G2, ∂2) is the key ingredient
in the construction of the morphism of crossed squares (fT , fG) : (T1, G1, ∂1)→(T2, G2, ∂2). If F is not strict,
then the associated crossed module morphism (T1, G1, ∂1)→(T2, G2, ∂2) is not strict either, that is it is not a
commutative square but rather a butterfly [13].
1.2. Crossed Squares as Double Groupoids. We remind from [8] the definition of crossed squares and
some facts about them. A crossed square is a commutative diagram of groups and group homomorphisms
(1.7)
T
f //
∂

M
µ

G
g
// P
equipped with actions of P on T , on M , and on G, a function φ :M ×G→T satisfying the axioms
(CS-1) f and ∂ are P -equivariant;
(CS-2) µ, g, and µ ◦ f = g ◦ ∂ are crossed modules;
(CS-3) f ◦ φ(m,x) = m g(x)m−1 for every m ∈M , x ∈ G;
(CS-4) ∂ ◦ φ(m,x) = µ(m)xx−1 for every m ∈M , x ∈ G;
(CS-5) φ(f(t), x) = t g(x)t−1 for every t ∈ T , x ∈ G;
(CS-6) φ(m, ∂(t)) = µ(m)t t−1 for every t ∈ T , m ∈M ;
(CS-7) φ(m0m1, x) =
µ(m0)φ(m1, x)φ(m0, x) for every m0,m1 ∈M , x ∈ G;
(CS-8) φ(m,x0x1) = φ(m,x0)
g(x0)φ(m,x1) for every m ∈M , x0, x1 ∈ G;
(CS-9) pφ(m,x) = φ(pm, px), for every m ∈M , x ∈ G, and p ∈ P .
It follows from the above axioms that the homomorphisms ∂ and f are crossed modules, as well. A morphism
of crossed squares is given by the horizontal morphisms in the commutative diagram
(1.8)
T1 //
f1
❄
❄❄
❄❄
❄❄
∂1
⑧⑧
⑧⑧
⑧⑧
⑧
T2
f2
❄
❄❄
❄❄
❄❄
T1 //
∂1
⑧⑧
⑧⑧
⑧⑧
⑧
T2
f2
❄
❄❄
❄❄
❄❄
∂2
⑧⑧
⑧⑧
⑧⑧
⑧
G1
g1 ❄
❄❄
❄❄
❄❄
M1 //
µ1⑧⑧
⑧⑧
⑧⑧
⑧
M2
µ2⑧⑧
⑧⑧
⑧⑧
⑧
= G1
g1 ❄
❄❄
❄❄
❄❄
// G2
g2 ❄
❄❄
❄❄
❄❄
M2
µ2⑧⑧
⑧⑧
⑧⑧
⑧
P1 // P2 P1 // P2
that are compatible with the actions and the maps φ1 and φ2. XSq denotes the category of crossed squares .
2. Category of Actions of Crossed Modules
In this section, we define the category of actions of crossed modules denoted by XAct. Automorphisms and
actions of crossed modules are known since [14]. Let us recollect some of these definitions and facts related to
them.
A derivation is a map χ : G→T which satisfies χ(xy) = χ(x)xχ(y) for all x, y ∈ G. Any derivation χ defines
a pair of endomorphisms σ : G→G, x 7→ ∂(χ(x))x and θ : T→T, t 7→ χ(∂(t))t. Two derivations χ1 and χ2
can be multiplied and the product is the derivation χ denoted by χ1 ∗ χ2 and defined by the formula
(2.1) χ(x) = χ1(x) ∗ χ2(x) = χ1(σ2(x))χ2(x) (= θ1(χ2(x))χ1(x)),
where (θ1, σ1) and (θ2, σ2) are pairs of endomorphisms which correspond respectively to χ1 and χ2. Under this
multiplication, derivations form a semigroup. For future use, we shall record the following relations that θ, σ,
and χ satisfy:
σ(∂(t)) = ∂(θ(t));(2.2)
θ(χ(x)) = χ(σ(x));(2.3)
θ(xt) = σ(x)θ(t).(2.4)
A regular derivation is a derivation which is a unit in the semigroup of derivations. The group of regular
derivations is denoted by D(G, T ). In case the derivation χ is regular, the endomorphisms θ and σ as defined
above become automorphisms (see [9]), in fact, an automorphism of the crossed module (T,G, ∂) due to (2.4).
Hence, there exists a group homomorphism ∆ : D(G, T )→Aut(T,G, ∂) where Aut(T,G, ∂) is the group of
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automorphisms of (T,G, ∂). ∆ assigns to any regular derivation χ, the pair (θ, σ). The actor crossed module
A(T,G, ∂) of (T,G, ∂) is the group homomorphism ∆ with the action of Aut(T,G, ∂) on D(G, T ) given by
(fT ,fG)χ := fT ◦ χ ◦ f
−1
G .
Let (M,P, µ) and (T,G, ∂) be two crossed modules. In [14], it is defined that (M,P, µ) acts on (T,G, ∂) if
there exists a morphism of crossed modules from (M,P, µ) to the actor crossed module A(T,G, ∂)
(2.5)
M
µ

ε // D(G, T )
∆

P
ρ
// Aut(T,G, ∂)
To be able to define the morphisms of actions of crossed modules, hence their category, we shall study
the above definition of action of crossed modules from a categorical point of view. First of all, we notice
that a regular derivation χ is nothing but a 2-morphism of crossed modules from the identity morphism
(idT , idG) : (T,G, ∂)→(T,G, ∂) to the morphism (θ, σ) : (T,G, ∂)→(T,G, ∂).
T
∂

idT //
θ
// T
∂

G
idG //
σ
//
χ
??⑧
⑧
⑧
⑧
⑧
⑧
G
and the group homomorphism ∆ simply maps χ to its codomain. Moreover, the multiplication of regular
derivations χ1 and χ2 given by the relation (2.1) correspond to their horizontal composition described by (1.5).
T
∂

idT //
θ2
// T
∂

idT //
θ1
// T
∂

=
T
∂

idT //
θ2◦θ1
// T
∂

G
idG //
σ2
//
χ2
??⑧
⑧
⑧
⑧
⑧
⑧
G
idG //
σ1
//
χ1
??⑧
⑧
⑧
⑧
⑧
⑧
G G
idG //
σ1◦σ2
//
χ1∗χ2
⑧
⑧
⑧
??⑧
⑧
⑧
G
After these observations, we are ready to define actions of crossed modules in a more categorical way:
Proposition 2.1. If (M,P, µ) acts on (T,G, ∂) then there exists a strict 2-functor
(2.6) X : (M,P, µ) //XMod,
so that X assigns to the only object of (M,P, µ) the crossed module (T,G, ∂). Moreover, if there exists a strict
2-functor (2.6), then (M,P, µ) acts on the crossed module (T,G, ∂) assigned to the only object of (M,P, µ).
Proof. Assume the action of (M,P, µ) on (T,G, ∂) is given by the diagram (2.5). We define (2.6) as follows:
• The only object of (M,P, µ) is assigned to (T,G, ∂).
• The functor between the hom-categories
(2.7) X◦ : (M,P, µ) //End(T,G, ∂) ,
assigns to every
– object p ∈ P in (M,P, µ), the automorphism X◦(p) := ρ(p) = (θp, σp) of the crossed module
(T,G, ∂),
– morphism (m, p) ∈M⋊P in (M,P, µ), the morphism of automorphismsX◦(m, p) : (θp, σp)⇒(θµ(m)p, σµ(m)p)
given by the map ε(m) ◦ σp : G→T .
X◦ sends the identity morphism (1, p) to ε(1) ◦ σp. As ε is a group homomorphism, for any x ∈ G,
ε(1)(σp(x)) = 1, that is ε(1) ◦ σp is the identity 2-morphism (θp, σp)⇒(θp, σp). Let (m, p) and (m
′, p′)
be two morphisms of (M,P, µ). Their composition is given by the semidirect product (m′ p
′
m, p′p).
To prove that X◦ preserves the composition, we shall prove the relation X◦(m
′ p′m, p′p) = X◦(m
′, p′) ∗
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X◦(m, p). In fact;
X◦(m
′ p′m, p′p) = ε(m′ p
′
m) ◦ σp′ ◦ σp
=
(
ε(m′) ∗ ε(p
′
m)
)
◦ σp′ ◦ σp
=
((
ε(m′) ◦ σµ(p′m)
)
ε(p
′
m)
)
◦ σp′ ◦ σp
=
(
ε(m′) ◦ σµ(p′m) ◦ σp′ ◦ σp
)(
ε(p
′
m) ◦ σp′ ◦ σp
)
=
(
ε(m′) ◦ σp′ ◦ σµ(m)p
) (
(θp′ ,σp′)ε(m) ◦ σp′ ◦ σp
)
=
(
ε(m′) ◦ σp′ ◦ σµ(m)p
)
(θp′ ◦ ε(m) ◦ σp)
= X◦(m
′, p′) ∗X◦(m, p)
We note that X is strict since on objects X◦ is defined by the group homomorphism ρ.
Reciprocally, given a strict 2-functor (2.6) that assigns (T,G, ∂) to the only object of (M,P, µ), we define
ε : M→D(G, T ), ε(m) := X◦(m, 1) and ρ : P→Aut(T,G, ∂), ρ(p) := X◦(p). The fact that ε and ρ are group
homomorphisms follows from X◦ being a strict functor. (m, 1) is the morphism 1→µ(m) in (M,P, µ) mapped
to (idT , idG)⇒X◦(µ(m)) by X◦. Then from definitions, ∆ ◦ ε(m) is the codomain of (idT , idG)→X◦(µ(m)),
that is ∆ ◦ ε(m) = X◦(µ(m)) which is simply ρ(µ(m)) by its definition. We show that ε(
pm) = ρ(p)ε(m) for
any (m, p) ∈M ⋊ P .
ε(pm) = X◦(
pm, 1)
= X◦
(
(1, p)(m, 1)(1, p−1)
)
= X◦(1, p) ∗X◦(m, 1) ∗X◦(1, p
−1)
= θp ◦X◦(m, 1) ◦ σ
−1
p
= ρ(p)ε(m)
where X◦(1, p) is the identity morphism of the automorphism (θp, σp). 
In the rest of the paper, we work with the categorical definition of actions of crossed modules and we
represent an action by (X, (M,P, µ)).
Example 2.2. As an example and for the future use, we remind the conjugation action of the crossed module
(M,P, µ) on itself. (M,P, µ) acts by conjugation on itself if there exists a crossed module homomorphism
M
µ

η // D(P,M)
∆

P
ζ
// Aut(M,P, µ)
where η(m)(p) = m pm−1 and ζ(p) = (ψp, ϕp) with ψp(m) =
pm and ϕp(p
′) = pp′p−1. We represent this action
by the collection (C, (M,P, µ)) where the 2-functor C sends the unique object ◦ of (M,P, µ) to (M,P, µ) and the
hom-functor C◦ : (M,Pµ)→End(M,P, µ) is given for any p ∈ P by C◦(p) = ζ(p) and for any (m, p) ∈M ⋊ P
by C◦(m, p) = η(m) ◦ ϕp.
Let (X1, (M1, P1, µ1)) and (X2, (M2, P2, µ2)) be two actions of crossed modules. A morphism of actions
(2.8) (N, (αM , αP )) : (X1, (M1, P1, µ1)) //(X2, (M2, P2, µ2)) ,
is given by
• a morphism of crossed modules (αM , αP ) : (M1, P1, µ1)→(M2, P2, µ2)
• a strict transformation N : X1⇒X2 ◦A, where A is the strict 2-functor associated to (αM , αP ).
If we unfold this definition, the morphism (2.8) is given by the two morphisms of crossed modules
(αM , αP ) : (M1, P1, µ1)→(M2, P2, µ2),
N◦ := (NT , NG) : (T1, G1, ∂1)→(T2, G2, ∂2),
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so that the diagram
(2.9)
(M1, P1, µ1)
X1◦ //
X2◦◦A

A(T1, G1, ∂1)
(NT ,NG)◦−

A(T2, G2, ∂2)
−◦(NT ,NG)
// Hom((T1, G1, ∂1), (T2, G2, ∂2))
commutes. The trace of the object p ∈ P1 along the upper-left and the lower-right sides of the diagram (2.9)
provides respectively two 1-morphisms of crossed modules (NT ◦ θ
1
p, NG ◦ σ
1
p) and (θ
2
αP (p)
◦ NT , σ
2
αP (p)
◦ NG)
where X1◦(p) = (θ
1
p, σ
1
p) and X2◦(αP (p)) = (θ
2
αP (p)
, σ2αP (p)). They are equal due to the commutativity of (2.9).
Hence, the relations:
θ2αP (p) ◦NT = NT ◦ θ
1
p,(2.10)
σ2αP (p) ◦NG = NG ◦ σ
1
p.(2.11)
Similarly, by tracing the morphism (m, p) ∈ M1 ⋊ P1 along the upper-left and the lower-right sides of the
diagram (2.9), we obtain the relation
(2.12) NT ◦X1◦(m, 1) ◦ σ
1
p = X2◦(αM (m), 1) ◦ σ
2
αP (p)
◦NG.
The actions of crossed modules on crossed modules and their morphisms form a category denoted by XAct.
Remark 2.3. Given an action of (M,P, µ) on (T,G, ∂) by a crossed module morphism of the form (2.5), we
can form the semidirect products T ⋊M and G ⋊ P . If ρ = (θ, σ), then P acts on G via σ whereas M acts
on T via θ ◦ µ. The map (∂, µ) : T ⋊M→G⋊ P is a group homomorphism, as well. Moreover, there exists an
action of G⋊ P over T ⋊M defined by
(2.13) (x,p)(t,m) =
(
x(pt)(ε(pm)x−1), pm
)
,
where pt = θp ◦ µ(t) and under this action the group homomorphism (∂, µ) is a crossed module. We denote
this crossed module by (T ⋊M,G⋊ P, ∂ × µ) and call it semidirect cross product.
3. Whitehead Sequences
In this section, we first remind from [10] the notion of Whitehead sequences in general and we recall the
motivating example behind it. Later, we define Whitehead sequences in the category of actions of crossed
modules XAct.
3.1. Recall on Whitehead Sequences. Let C be a category and D be a pointed category. Let (I, R, J) be
an ordered triple of functors
(3.1) C
I //
J
//D,R
oo
satisfying I ◦R = idD = J ◦R.
A Whitehead sequence in C with respect to (I, R, J) is a triple (A, u, v) where A is an object of C and
u : A→R ◦ I(A) and v : R ◦ J(A)→A are morphisms in C satisfying the conditions
(3.2) I(u) = idI(A), J(v) = idJ(A), I(v) = J(u).
Let us have a look at the case of groups. Let D be the category of groups Grp and let C be the category of
group actions on groups Act whose
• objects are pairs (X,B) where B is a group considered as a category with one object and X is a functor
X : B→Grp which sends the unique object of G to H ;
• morphisms (X1, B1)→(X2, B2) are pairs (f, g) where g : B1→B2 is a group homomorphism and f :
X1→X2 ◦ g is a natural transformation.
Next, we define the functors
I : Act //Grp, (X,B) 7→ B;
J : Act //Grp, (X,B) 7→ X◦ := H ;
R : Grp //Act , B 7→ (B,B);
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where the functor G : G→Grp corresponds to the conjugation action of G. It is clear that the triple (I, R, J)
satisfies the relations I ◦ R = idGrp = J ◦ R. In [10], it is shown that the ordered triple (I, R, J) is an action
system of Act over Grp and a Whitehead sequence given by a collection ((X,B), u, v) with u : (X,B)→(B,B)
and v : (H,H)→(X,B) morphisms of actions corresponds to a crossed module H→B as dictated by the
conditions (3.2).
3.2. Whitehead Sequences in XAct. We consider the ordered triple of functors (I, R, J) defined as follows:
I : XAct //XMod , (X, (M,P, µ)) 7→ (M,P, µ);(3.3)
J : XAct //XMod , (X, (M,P, µ)) 7→ X(◦) := (T,G, ∂);(3.4)
R : XMod //XAct , (M,P, µ) 7→ (C, (M,P, µ)).(3.5)
These functors clearly satisfy the relations I ◦ R = idXMod = J ◦ R. By definition, a Whitehead sequence in
XAct with respect to (I, R, J) is a collection ((X, (M,P, µ)), (U, (h, k)), (V, (f, g))) where (X, (M,P, µ)) is an
action of (M,P, µ) on X(◦) := (T,G, ∂), and (U, (h, k)) and (V, (f, g)) are the morphisms of actions given by
(V, (f, g)) : (C, (T,G, ∂)) //(X, (M,P, µ))(3.6)
(U, (h, k)) : (X, (M,P, µ)) //(C, (M,P, µ))(3.7)
so that I(U, (h, k)) = (h, k) = id(M,P,µ), J(V, (f, g)) = V◦ = id(T,G,∂), and I(V, (f, g)) = (f, g) = U◦ =
J(U, (h, k)). To be more precise, a Whitehead sequence in XAct is a morphism of crossed modules (f, g)
(3.8)
T
f //
∂

M
µ

G
g
// P
satisfying the relations
σg(x)(x
′) = xx′x−1;(3.9)
θg(x)(t) =
xt;(3.10)
X◦(f(t), 1)(x) = t
x(t−1);(3.11)
g(σp(x)) = pg(x)p
−1;(3.12)
f(θp(t)) =
p[f(t)];(3.13)
f(X◦(m, 1)(x)) = m
g(x)(m−1)(3.14)
where (ψp, ϕp) := C◦(p) is same as in Example 2.2 and (θp, σp) := X◦(p). The relations (3.9) – (3.14) are
translations of the relations (2.10) – (2.12) for (V, (f, g)) and (U, (h, k)). We claim that the morphism of
crossed modules (3.8) with the relations (3.9) – (3.14) is a crossed square. We define a map φ :M ×G→T by
φ(m,x) := X◦(m, 1)(x) and an action of P on G by
px := σp(x), and on T by
pt := θp(t). The relations (3.9)
– (3.14) can be rewritten as follows:
g(x)x′ = xx′x−1;(3.15)
g(x)t = xt;(3.16)
φ(f(t), x) = t x(t−1);(3.17)
g(px) = pg(x)p−1;(3.18)
f(pt) = p[f(t)];(3.19)
f(φ(m,x)) = m g(x)(m−1)(3.20)
We verify the crossed square axioms (CS1) – (CS9). (3.19) is the P -equivariance of f . As (θp, σp) is an
automorphism of the crossed module (T,G, ∂), ∂(pt) := ∂(θp(t)) = σp(∂(t)) :=
p∂(t), therefore ∂ is P -
equivariant, as well (CS1). The relations (3.15) and (3.18) imply that g is a crossed module. The rela-
tion g(∂(pt)) = g(p(∂(t))) = pg(∂(t))p−1 that follows from (3.18) and from the P -equivariance of ∂ together
with the relation g(∂(t))t′ = ∂(t)t′ = tt′ that follows from (3.16) and the fact that ∂ is a crossed module
imply that g ◦ ∂ is a crossed module (CS2). (CS3) is exactly (3.20). (CS5) follows straight from (3.16)
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and (3.17). As X◦(m, 1) is the morphism of automorphisms (idT , idG)⇒(θµ(m), σµ(m)) of the crossed mod-
ule (T,G, ∂), it satisfies the relations ∂(X◦(m, 1)(x))x = σµ(m)(x) and X◦(m, 1)(∂(t))t = θµ(m)(t) which
imply (CS4) and (CS6), respectively. (CS7) follows from the definition of the horizontal composition of
2-morphisms of crossed modules X◦(m0, 1) ∗ X◦(m1, 1) as given in Lemma 1.1 and (CS8) from (1.3) and
(3.16). Since by the proof of Proposition 2.1 (X◦(−, 1), X◦(−)) : (M,P, µ)→A(T,G, ∂) is a morphism of
crossed modules, X◦(
pm, 1) = X◦(p)[X◦(m, 1)] := θp ◦ X◦(m, 1) ◦ σ
−1
p . Then φ(
pm, px) = X◦(
pm, 1)(px) =
θp ◦X◦(m, 1) ◦ σ
−1
p ◦ σp(x) =
p[X◦(m, 1)(x)] =
pφ(m,x). Hence, (CS9) and our claim:
Proposition 3.1. A Whitehead sequence in XAct with respect to (I, R, J) defined by (3.3), (3.4), and (3.5)
is a crossed square.
In Theorem 3.2, we will see that the notions of Whitehead sequences in XAct and crossed squares are in
fact equivalent. Let us define first the category of Whitehead sequences. A morphism of Whitehead sequences
in XAct
((X1, (M1, P1, µ1)), (U1, (h1, k1)), (V1, (f1, g1)))→((X2, (M2, P2, µ2)), (U2, (h2, k2)), (V2, (f2, g2))),
is given by a morphism of actions (N, (αM , αG)) : (X1, (M1, P1, µ1))→(X2, (M2, P2, µ2)) so that the diagram
commutes:
(3.21)
(C, (T1, G1, ∂1))
(V1,(f1,g1)) //
(N ′,(NT ,NG))

(X1, (M1, P1, µ1))
(U1,(idM1 ,idP1 ))//
(N,(αM ,αP ))

(C, (M1, P1, µ1))
(N ′′,(αM ,αP ))

(C, (T2, G2, ∂2))
(V2,(f2,g2))
// (X2, (M2, P2, µ2))
(U2,(idM2 ,idP2 ))
// (C, (M2, P2, µ2))
We observe that a given morphism of Whitehead sequences leads to a commutative diagram of morphisms of
crossed modules
(3.22)
(T1, G1, ∂1)
(f1,g1)//
(NT ,NG)

(M1, P1, µ1)
(αM ,αP )

(T2, G2, ∂2)
(f2,g2)
// (M2, P2, µ2)
so that the morphisms (NT , NG) and (αM , αG) are compatible with the actions. Whitehead sequences and
their morphisms form a category denoted by WSeq.
Theorem 3.2. The category of Whitehead sequences WSeq in XAct and the category of crossed squares XSq
are isomorphic.
Proof. The discussion before the Theorem explains the construction of a functor from WSeq to XSq. To
complete the proof, we shall construct a functor from XSq to WSeq. That is, assume given a crossed square
by the diagram (1.7) with map φ : M × G→T , we shall construct (X, (M,P, µ)) an action of (M,P, µ) on
X(◦) = (T,G, ∂) and we shall show that
(V, (f, g)) : (C, (T,G, ∂)) //(X, (M,P, µ))(3.23)
(U, (idM , idP )) : (X, (M,P, µ)) //(C, (M,P, µ))(3.24)
with V◦ = (idT , idG, ∂) and U◦ = (f, g) are morphisms of actions.
From [14][Theorem 3], we know that (M,P, µ) acts on (T,G, ∂). This action is given by the crossed square
morphism (ε, ρ) : (M,P, µ)→(D(G, T ),Aut(T,G, ∂),∆). For any p ∈ P , ρ(p) = (θp, σp) ∈ Aut(T,G, ∂) is
defined by θp(t) =
pt and σp(x) =
px. For any m ∈M , ε(m) : G→T is defined by ε(m)(x) = φ(m,x). We can
describe this action using a strict 2-functor X : (M,P, µ)→XMod whose construction is depicted in the proof of
Proposition 2.1: X sends the unique object ◦ of (M,P, µ) to (T,G, ∂), a morphism p to (θp, σp) an automorphism
of (T,G, ∂), and a 2-morphism (m, p) to ε(m) ◦ σp a 2-morphism of automorphisms (θp, σp)⇒(θµ(m)p, σµ(m)p).
Showing that (3.23) and (3.24) are morphisms of actions comes down to showing that the collection of
relations (3.15) – (3.20) hold: (3.15) and (3.16) are the consequences of (CS-1) and (CS-2). Similarly so are
(3.18) and (3.19). (3.17) follows from (CS-5), where (3.20) from (CS-3). 
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4. Action Systems
In this section, we remind from [10] the definition of action systems. We show that the ordered triple
(I, R, J) defined in Proposition 3.1 is an action system of XAct over XMod which satisfies the conditions of
Theorem 0.1.
4.1. Recall on Action Systems. Let (I, R, J) be the ordered triple of functors (3.1). A morphism α : A→B
in C is called I-cartesian if for any morphism α′ : A′→B in C and any morphism f : I(A′)→I(A) in D with
I(α) ◦ f = I(α′), there exists a unique morphism β : A′→A in D so that α ◦ β = α′.
A patch in D is a cospan X
k
→Z
s
←Y so that k and s are jointly epimorphic, and there exists a morphism
p : Z→Y satisfying p ◦ s = idY and p ◦ k = 1. We represent the above patch by the collection (X,Y, Z, k, s, p).
A patch (X,Y, Z, k, s, p) is called exact if the morphism k : X→Z is the kernel of the morphism p : Z→Y . An
(I, J)−organic morphism is a morphism α : A→B in C so that I(B) ∼= J(B) and the cospan
J(α) : J(A)→J(B) ∼= I(B)←I(A) : I(α),
is an exact patch in D.
The triple (I, R, J) is an action system of C over D if the following conditions are satisfied:
(AS-1) the functor I is a fibration, that is for any object B in C and any morphism f : X→I(B) in D there
exists a cartesian morphism α : A→B in C so that I(α) = f , and if α is a I-cartesian, then J(α) is an
isomorphism in D;
(AS-2) for every object A in C, there exists an object Y in D and an (I, J)-organic morphism f : A→R(Y ) in
C which is also universal;
(AS-3) the L-condition holds, that is for every diagram of solid arrows
(4.1)
RJ(E)
g′ //❴❴❴
g
""❋
❋❋
❋❋
❋❋
❋❋
E
α

OO
β
f ′ //❴❴❴ RI(E)
A
f
<<①①①①①①①①
satisfying the conditions I(β) = I(f), J(α) = J(g), I(α) ◦ J(f) = I(g) ◦ J(β) and α ◦ β = idA, if α is
cartesian and f is organic, then there exists a unique Whitehead sequence (f ′, g′) such that α ◦ g′ = g
and f ′ ◦ β = f .
4.2. Action System of XAct over XMod. We verify that the ordered triple (I, R, J) defined by (3.3),
(3.4), and (3.5) satisfy the conditions (AS-1), (AS-2), and (AS-3) of an action system. Let us first define
the I-cartesian morphisms in XAct and the (I, J)-organic morphisms in XMod. We say that the cospan of
morphisms of crossed modules
(4.2) (X1, X2, δX)
(k1,k2) // (Y1, Y2, δY ) (Z1, Z2, δZ)
(s1,s2)oo
is
• jointly epimorphic if the cospans (k1, s1) and (k2, s2) are jointly epimorphic,
• a patch if it is jointly epimorphic, and there exists a morphism of crossed modules
(p1, p2) : (Y1, Y2, δY )→(Z1, Z2, δZ) so that (p1 ◦ k1, p2 ◦ k2) = (1, 1) and (p1 ◦ s1, p2 ◦ s2) = id(Z1,Z2,δZ),
• an exact patch if it is a patch and (k1, k2) is the kernel of (p1, p2).
Let (Xi, (Mi, Pi, µi)) be an action of (Mi, Pi, µi) on (Ti, Gi, ∂i) for i = 1, 2. A morphism of actions
(N, (αM , αP )) : (X1, (M1, P1, µ1))→(X2, (M2, P2, µ2)) is (I, J)-organic if
• there exists (r, q) : (T2, G2, ∂2)→(M2, P2, µ2) an isomorphism of crossed modules;
• the cospan
(4.3) (T1, G1, ∂1)
N◦ //(T2, G2, ∂2)
(r,q)
≃
//(M2, P2, µ2) (M1, P1, µ1)
(αM ,αP )oo
is an exact patch.
Verification of (AS-1): Let (X2, (M2, P2, µ2)) be an action and (αM , αP ) : (M1, P1, µ1)→(M2, P2, µ2) be
a morphism of crossed modules. Then (αM , αP ) can be lifted to (1, (αM , αP )) a cartesian morphism of ac-
tions (X2 ◦ A, (M2, P2, µ2))→(X2, (M2, P2, µ2)) where A is the functor associated to (αM , αP ). In fact, given
a morphism of actions (N, (γM , γP )) : (X3, (M3, P3, µ3))→(X2, (M2, P2, µ2) and a morphism of crossed mod-
ules (βM , βP ) : (M3, P3, µ3)→(M1, P1, µ1) so that (αM , αP ) ◦ (βM , βP ) = (γM , γG), there exists a morphism
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of actions (N, (βM , βP )) : (X3, (M3, P3, µ3))→(X2 ◦ A, (M1, P1, µ1)) so that (1, (αM , αP )) ◦ (N, (βM , βP )) =
(N, (γM , γG)).
Moreover, let (N, (αM , αP )) : (X1, (M1, P1, µ1))→(X2, (M2, P2, µ2)) be a cartesian morphism. Then there
exists a unique action morphism (H, (βM , βP )) : (X2, (M2, P2, µ2))→(X1, (M1, P1, µ1)) so that (H, (βM , βP )) ◦
(N, (αM , αP )) = (1, id(M2,P2,µ2)). Therefore, J((H, (βM , βP )) ◦ (N, (αM , αP ))) = J(1, id(M2,P2,µ2)), that is
J((H, (βM , βP ))) ◦ J((N, (αM , αP ))) = id. Hence, J((N, (αM , αP ))) is an isomorphism.
Verification of (AS-2): Let (X, (M,P, µ)) define an action of (M,P, µ) on X◦ = (T,G, ∂) and (T ⋊M,G⋊
P, ∂ × µ) be the crossed module defined in Remark 2.3. We claim that the morphism of actions
(4.4) (N, (λM , λP )) : (X, (M,P, µ)) //(C, (T ⋊M,G⋊ P, ∂ × µ)),
where (λM , λP ) is the canonical injection (M,P, µ)→(T ⋊M,G ⋊ P, ∂ × µ), Λ is the functor associated to
(λM , λP ), and N : X⇒C ◦ Λ is the transformation that sends the only object ◦ of (M,P, µ) to (γT , γG) the
canonical injection (T,G, ∂)→(T ⋊M,G⋊ P, ∂ × µ) is organic. First, we shall show that N is strict. To that
end, it is enough to prove that the diagram
(4.5)
(M,P, µ)
X◦ //
C◦◦Λ

A(T,G, ∂)
(γT ,γG)◦−

A(T ⋊M,G⋊ P, ∂ × µ)
−◦(γT ,γG)
// Hom((T,G, ∂), (T ⋊M,G⋊ P, ∂ × µ))
commutes. Let p be an object in (M,P, µ). C◦ ◦ Λ sends p to the automorphisms ψ(1,p) : T ⋊M→T ⋊M and
ϕ(1,p) : G⋊ P→G⋊ P which are defined at (t, 1) for any t ∈ T by:
ψ(1,p)(t, 1) =
(1,p)(t, 1) = (pt, 1),
ϕ(1,p)(x, 1) = (1, p)(x, 1)(1, p
−1) = (px, 1).
These definitions follow from Example 2.2 and from the action (2.13). We note that the notations pt and px
mean θp(t) and σp(x), respectively, where X◦(p) = (θp, σp). Hence, the commutativity of (4.5). Showing that
(4.4) is an organic morphism comes down to showing that the cospan diagram
(4.6)
T
γT //
∂

T ⋊M
∂×µ

M
µ

λMoo
G
γG
// G⋊ P P
λP
oo
in XMod is an exact patch. We only detail the fact that (γT , γG) and (λM , λP ) are jointly epimorphic leaving
the rest to the reader. Let (E,F, δ) be a crossed module and
(4.7)
T ⋊M
∂×µ

κ1 //
ι1
// E
δ

G⋊ P
κ2 //
ι2
// F
be crossed module morphisms so that (κ1, κ2) ◦ (γT , γG) = (ι1, ι2) ◦ (γT , γG) and (κ1, κ2) ◦ (λM , λP ) = (ι1, ι2) ◦
(λM , λP ). Then for any (t,m) ∈ T ⋊M
κ1(t,m) = κ1((t, 1)(1,m)) = κ1(γT (t)λM (m)) = κ1(γT (t))κ1(λM (m)) = ι1(γT (t))ι1(λM (m)) = ι1(t,m).
Similarly, we show that κ2 = ι2.
Verification of (AS-3): In [10], it is noted that in semi-abelian categories the L-condition is equivalent to
the “Smith is Huq” condition defined in [12]. As the category of crossed modules is semi-abelian, proving the
condition (AS-3) is equivalent to proving that the category of crossed modules has (SH) property. In fact, as
the category of crossed modules is algebraically coherent by [5, Proposition 4.18] and all algebraically coherent
categories have (SH) property (see [5, Theorem 6.18]), the category of crossed modules has (SH), as well. In
this paper, we verify this condition by proving in detail the existence of the non solid arrows in the diagram
below:
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(4.8)
(C, (T,G, ∂))
(N ′3,(f
′,g′)) //❴❴❴❴❴❴
(N3,(f,g))
((PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
P
(X ′, (M ′, P ′, µ′))
(N ′4,(q
′
M ,q
′
P ))//❴❴❴❴❴❴
(N1,(rM ,rP ))

OO
(N2,(sM ,sP ))
(C, (M ′, P ′, µ′))
(X, (M,P, µ))
(N4,(qM ,qP ))
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠
with conditions
(L-1) I(N2, (sM , sP )) = I(N4, (qM , qP ));
(L-2) J(N1, (rM , rP )) = J(N3, (f, g));
(L-3) I(N1, (rM , rP )) ◦ J(N4, (qM , qP )) = I(N3, (f, g)) ◦ J(N2, (sM , sP ));
(L-4) (N1, (rM , rP )) ◦ (N2, (sM , sP )) = id(X,(M,P,µ));
(L-5) (N1, (rM , rP )) is cartesian;
(L-6) (N4, (qM , qP )) is organic.
The diagram (4.8) is the diagram (4.1) with A = (X, (M,P, µ)) the action of (M,P, µ) on (T,G, ∂) and
E = (X ′, (M ′, P ′, µ′)) the action of (M ′, P ′, µ′) on (T ′, G′, ∂′). As (N1, (rM , rP )) is cartesian, it can be lifted
to the morphism (id, (rM , rP )) : (X ◦R, (M
′, P ′, µ′))→(X, (M,P, µ)) where R is the strict 2-functor associated
to (rM , rP ). From (L-2), (N3)◦ = id(T,G,∂). From (L-4), N2 = id and (rM , rP ) ◦ (sM , sP ) = (idM , idP ). From
(L-1), (sM , sP ) = (qM , qP ). From (L-3), (rM , rP ) ◦ (κ, ι) = (f, g) where (N4)◦ = (κ, ι) : (T,G, ∂)→(M
′, P ′, µ′).
In summary, under the conditions (L-1) – (L-6), the diagram (4.8) becomes
(C, (T,G, ∂))
(N3,(κ,ι)) //❴❴❴❴❴❴
(N3,(f,g))
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
(X ◦R, (M ′, P ′, µ′))
(N4,(idM′ ,idP ′)//❴❴❴❴❴❴
(id,(rM ,rP ))

OO
(id,(sM ,sP ))
(C, (M ′, P ′, µ′))
(X, (M,P, µ))
(N4,(sM ,sP ))
66❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
where (rM , rP ) ◦ (κ, ι) = (f, g), (rM , rP ) ◦ (sM , sP ) = (idM , idP ), and (N4)◦ = (κ, ι).
We discuss in details why the morphism (N4, (idM ′ , idP ′)) is in XAct. In order (N4, (idM ′ , idP ′)) to be a
morphism in XAct, the diagram
(4.9)
(M ′, P ′, µ′)
C◦

X◦◦R // A(T,G, ∂)
(κ,ι)◦−

A(M ′, P ′, µ′)
−◦(κ,ι)
// Hom((T,G, ∂), (M ′, P ′, µ′))
which is the diagram (2.9) adapted to our case, should commute. That is, the relations
κ ◦ θrP (p′)(t) = ψp′ ◦ κ(t) for all p
′
∈ P ′, t ∈ T ;(4.10)
ι ◦ σrP (p′)(x) = ϕp′ ◦ ι(x) for all p
′
∈ P ′, x ∈ G;(4.11)
κ ◦X◦(rM (m
′)) ◦ σrP (p′)(x) = C◦(m
′) ◦ σp′ ◦ ι(x) for all p
′
∈ P ′,m′ ∈M ′, x ∈ G;(4.12)
where C◦(p
′) = (ψp′ , ϕp′) as in Example (2.2) and X◦(p
′) = (θp′ , σp′) which are obtained as a result of tracing
objects and morphisms in the diagram (4.9) should hold. For greater eligibility, in the rest of the calculations,
we write for any x ∈ G, t ∈ T , and p ∈ P , px = σp(x) and
pt = θp(t).
Before we verify the relations (4.10), (4.11), and (4.12), we note the following technical points. From the fact
that the morphism (N4, (sM , sP )) is an organic morphism, we can identify the crossed module (M
′, P ′, µ′) by
the direct product (T⋊M,G⋊P, ∂×µ) and the morphism (N4, (sM , sP )) by the canonical injections. Therefore,
any p′ ∈ P ′ can be written as (y, q) ∈ G⋊ P and any m ∈M ′ as (u, n) ∈ T ⋊M . We define rP (y, q) := g(y)q
for any (y, q) ∈ G⋊P and rM (u, n) := f(u)n for any (u, n) ∈ T ⋊M . The other technical point is that for any
m ∈M , the inverse of the regular derivation X◦(m, 1) is the regular derivation
mX◦(m
−1, 1) and therefore for
any x ∈ G, [X◦(m, 1)(x)]
−1 = m[X◦(m
−1, 1)(x)] = X◦(m
−1, 1)(mx).
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Now, we are ready to show that the relations (4.10), (4.11), and (4.12) are satisfied. Verifications of (4.10)
and (4.11) are similar. So we only provide details for (4.10):
κ ◦ θrP ((y,q))(t) = (
g(y)qt, 1) = (yqt, 1) = (y,q)(t, 1) = ψ(y,q) ◦ κ(t).
To verify (4.12), we observe that the left hand side of (4.12)
κ ◦X◦(rM ((u, n)), 1) ◦ σrP ((y,q))(x) =
(
X◦(f(u)n, 1)(
g(y)qx), 1
)
=
(
X◦(f(u), 1) ∗X◦(n, 1)(
g(y)qx), 1
)
=
(
X◦(f(u), 1)(
µ(n)g(y)qx)X◦(n, 1)(
g(y)qx), 1
)
(from (1.5))
=
(
C◦(u, 1)(
µ(n)g(y)qx)X◦(n, 1)(
g(y)qx), 1
)
((N3, (f, g)) is a morphism of action)
=
(
u(
µ(n)g(y)qx)u−1X◦(n, 1)(
g(y)qx), 1
)
(definition of C◦)
and the right hand side of (4.12)
C◦((u, n)) ◦ σ(y,q) ◦ ι(x) = (u, n)
(g(y)qx,1)
(
n−1u−1, n−1
)
(definition of C◦)
= (u, n)
(
g(y)qx(n
−1
u−1)
[
X◦(n
−1, 1)(g(y)qx)
]
−1
, n−1
)
(from (2.13))
=
(
u(
µ(n)g(y)qx)u−1
[
X◦(n
−1, 1)(µ(n)g(y)qx)
]
−1
, 1
)
(operation in T ⋊M)
=
(
u(
µ(n)g(y)qx)u−1X◦(n, 1)(
g(y)qx), 1
)
(inverse of a derivation)
are equal. This proves that:
Proposition 4.1. The ordered triple (I, R, J) defined by (3.3), (3.4), and (3.5) is an action system in XAct
over XMod.
Let (f, g) : (T,G, ∂)→(M,P, µ) be a split epimorphism in XMod with the section (q, r) : (M,P, µ)→(T,G, ∂).
We claim that (M,P, µ) acts on (ker f, ker g, ∂) where ∂ is the restriction of ∂ over ker f . This action is given
by the crossed module morphism
(4.13)
M
µ

ε // D(ker f, ker g)
∆

P
ρ
// Aut(ker f, ker g, ∂)
where for any m ∈ M , ε(m) : ker g→ ker f, x 7→ q(m) xq(m)−1 and for any p ∈ P , ρ(p) = (θp, σp) with
θp : T→T, t 7→
r(p) t and σp : G→G, x 7→
r(p) x.
Reciprocally, given an action of (M,P, µ) on (T,G, ∂), we can form the semidirect product crossed module
(T ⋊M,G⋊P, ∂×µ) as described in Remark 2.3. Then the projection of the semidirect product on to (M,P, µ)
(4.14)
T ⋊M
∂×µ

// M
µ

G⋊ P // P
is a split epimorphism with the section being canonical injection. This gives an isomorphism between the
category of points in XMod and XAct. Moreover, the functor R : XMod→XAct in (3.5) has left adjoint
L : XAct→XMod defined by (X, (M,P, µ)) 7→ (T ⋊M,G ⋊ P, ∂ × µ) which is compatible with the action
system. Hence, we deduce Theorem 3.2 as a consequence of Theorem 0.1.
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