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Abstract
We consider the “minor” and “homeomorphic” analogues of the maximum clique problem, i.e., the problems of determining the
largest h such that the input graph (on n vertices) has a minor isomorphic to Kh or a subgraph homeomorphic to Kh , respectively,
as well as the problem of finding the corresponding subgraphs. We term them as the maximum clique minor problem and the
maximum homeomorphic clique problem, respectively. We observe that a known result of Kostochka and Thomason supplies an
O(
√
n) bound on the approximation factor for the maximum clique minor problem achievable in polynomial time. We also provide
an independent proof of nearly the same approximation factor with explicit polynomial-time estimation, by exploiting the minor
separator theorem of Plotkin et al.
Next, we show that another known result of Bolloba´s and Thomason and of Komlo´s and Szemere´di provides an O(
√
n) bound
on the approximation factor for the maximum homeomorphic clique achievable in polynomial time. On the other hand, we show
an Ω(n1/2−O(1/(log n)γ )) lower bound (for some constant γ , unless NP ⊆ ZPTIME(2(log n)O(1))) on the best approximation factor
achievable efficiently for the maximum homeomorphic clique problem, nearly matching our upper bound.
Finally, we derive an interesting trade-off between approximability and subexponential time for the problem of subgraph
homeomorphism where the guest graph has maximum degree not exceeding three and low treewidth.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Considered as an injective mapping, the subgraph isomorphism of P into G consists of a mapping of vertices of
P into vertices of G so that edges of P map to corresponding edges of G. Generalizations of this mapping include
subgraph homeomorphism, or equivalently, homeomorphic embedding or topological embedding, where vertices of
P map to vertices of G and edges of P map to vertex-disjoint paths in G, and minor containment, where vertices of
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Fig. 1. An example of a graph where the maximum sizes of a clique, a homeomorphic clique and a clique minor are 3, 4 and 5, respectively.
From the application point of view, a homeomorphic clique and clique minor can be seen as relaxed models of a complete network having direct
connections between each pair of nodes. They may model much larger complete networks than the largest complete subnetwork in a given network.
P map to disjoint connected subgraphs of G and edges of P map to edges of G. Note that P admits a homeomorphic
embedding in G if and only if G has a subgraph homeomorphic to P .
All these problems are inherently NP-complete when the pattern graph P and guest graph G are not fixed [22]. For
fixed P , all are solvable in polynomial time, which in the case of subgraph homeomorphism and minor containment
is highly non-trivial to show [38]. They remain NP-complete for several special graph classes, e.g., for graphs of
bounded treewidth [24,35]. Restricting the pattern graph P to complete graphs or simple cycles or paths does not
help in the case of subgraph isomorphism. The maximum clique, Hamiltonian cycle and Hamiltonian path problems
are well known as basic NP-complete problems [22]. Their optimization versions are also known to be very difficult
to approximate. For instance, it is known that unless NP ⊆ ZPTIME(2(log n)O(1)), no polynomial-time algorithm
for the maximum clique (or, equivalently, for maximum independent set) can achieve an approximation factor of
n1−O(1/(log n)γ ) for some constant γ [32] (see also [13,25]).1 On the other hand, the best known polynomial-time
approximation algorithm for maximum clique achieves only an n log2 log n/ log3 n factor [18]. The situation is not
better in case of the optimization versions of the Hamiltonian cycle and path problems, called the longest cycle and
longest path problems [17]. For example, the best known polynomial-time approximation algorithm for the longest
path problem achieves only an n/ exp(Ω(
√
log n/ log log n)) approximation factor [20].2 The longest path problem
cannot be approximated within any constant factor in polynomial time, unless P = NP or within any 2O(log1− n)
factor, where  > 0, in polynomial time, unless NP ⊂ DTIME(2log1/ n) [30]. Generally, the directed versions of
the longest cycle and longest path problems seem to be even harder (see [4]). Nevertheless, on the positive side,
in graphs of maximum degree not exceeding three, it is possible to approximate the longest cycle problem within
O(n1−(log3 2)/2) in polynomial time [17]. Furthermore, it is shown in [2] that a path of length k (if it exists) can be
found in time 2O(k)nO(1), which implies that the longest path problem is fixed-parameter tractable. A similar result
is obtained in [2] for all (directed and undirected) graphs of size k and bounded tree width. See also [21] for some
related results.
In the first part of this paper, we consider the “minor” analogue of the maximum clique problem, i.e., the problem
of determining the largest h such that the input graph has a minor isomorphic to Kh (for an example see Fig. 1). By
a known result, obtained independently by Kostochka [31] and Thomason [39] (cf., also [11]), for every graph with
average degree not less than r
√
log r , h = Ω(r) holds. We observe that Kostochka’s proof of this result provides
an O(
√
n) bound on the approximation factor for h, i.e., for the maximum clique minor problem, achievable in
polynomial time. Interestingly, we also provide an independent proof of nearly the same approximation factor with an
explicit polynomial-time estimation, by exploiting the minor separator theorem of Plotkin et al.
In the second part, we consider the maximum homeomorphic clique problem, i.e., the problem of determining the
largest h such that the input graph has a subgraph homeomorphic to Kh (for an example see Fig. 1). By another known
result, obtained independently by Bolloba´s and Thomason [9], and by Komlo´s and Szemere´di [33] (see also [11]),
for every graph of average degree not less than r2, h = Ω(r) holds. We argue that a subgraph homeomorphic to
1 An algorithm achieves an approximation factor f or is an f -approximation algorithm for a maximization graph problem if, for any graph, it
produces a feasible solution to the problem with size at most f times smaller than the optimum.
2 This has been further improved to n1−Ω(1/ log log n) by Feder and Motwani [16].
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KΩ(r) can be constructed in polynomial time by following the proof of this result given in [11] (see the Appendix).
This yields an O(
√
n) approximation factor for the maximum h, i.e., maximum homeomorphic clique. On the other
hand, we show that the aforementioned results on the approximability of the standard maximum clique problem yield
a relatively tight Ω(n1/2−O(1/(log n)γ )) lower bound for some constant γ , unless
NP ⊆ ZPTIME(2(log n)O(1)),
on the approximation factor achievable in polynomial time for the maximum homeomorphic clique problem.
Our results provide evidence that the maximum clique minor problem and the subgraph homeomorphism problem
might be somewhat easier than the subgraph isomorphism problem. The spectacular result of Robertson and
Seymour [38] showing that for any fixed guest graph the minor containment problem is solvable in cubic time
implies that it is what is called fixed-parameter tractable [12]. The maximum clique problem is complete for the
so called class W [1] (see [12]). Hence, the maximum clique problem as well as its generalization, the subgraph
isomorphism problem, are likely to be fixed-parameter intractable. (On the other hand, the subgraph isomorphism and
homeomorphism problems restricted to k-connected partial k-trees are solvable in polynomial time [35,23] whereas
the minor containment problem is still NP-complete under this restriction [35].)
In the third part, we study the subgraph homeomorphism (sometimes called the topological embedding) problem for
guest graphs of maximum degree not exceeding three and having low treewidth, applying, again, the minor separator
theorem of Plotkin et al. [36] in order to obtain an interesting trade off between approximability and subexponential
time. Note that a path or a cycle belongs to this class of graphs. In these two cases, we can obtain the following
better results by a more elementary approach relying on Theorem 9 in [19] (in case of longest path observed by
Bjo¨rklund [5]):
For a graph G on n vertices, and a positive integer q smaller than n, one can either produce a simple cycle in G of
length not less than q in polynomial time, thus yielding an n/q polynomial-time approximation to the longest cycle
problem (and a similar approximation to the longest path problem), or find an optimal longest cycle and an optimal
longest path of G in time 2O(q log q+log n). For instance, if we set q to b√n/ log nc then we obtain either about an√
n log n approximation guarantee in polynomial time or optimal solutions in subexponential time 2O(
√
n log n) for
both problems.
Of course, the practical usefulness of this partial result is limited since the potential user cannot choose between
these two possibilities. However, this result suggests that perhaps at least one of these possibilities may hold separately.
Presently no subexponential algorithms for the longest cycle or path problems are known. In particular, the fastest
known algorithm for finding a Hamiltonian cycle in Hamiltonian cubic graphs on n vertices runs in time O(2n/3) [14].
Hence, proving the existence of an n1− polynomial-time approximation to the longest cycle and path problems,
as well as proving the existence of subexponential algorithms for these problems would be surprising and highly
interesting results (see [27]).
2. Preliminaries
We begin with a formal definition of a (balanced) separator of a graph.
Definition 1. A b-separator of a graph G on n vertices is a subset X of the vertex set of G, whose removal from G
splits it into connected components, none of which has more than bn vertices. The size of the separator is |X |.
Let k be a positive integer. A graph G on n vertices is said to be k-separable if either it has at most k + 1 vertices
or it has a 23 -separator of size at most k whose removal splits G into two k-separable subgraphs.
We shall denote the complete graph on q vertices by Kq , and if a graph G has a minor isomorphic to a graph P ,
we will say that G has a P-minor.
The minor separator theorem of Alon et al. [1] can be formulated as follows.
Fact 1 ([1]). There is an algorithm for a graph G on n vertices and m edges, and an integer q, that either produces
a Kq -minor in G or finds a 23 -separator of size O(q
3/2√n) in time O(√qn(n + m)).
Fact 1 has been improved by Plotkin et al. for large values of q in [36] as follows.
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Fact 2 ([36]). There is an algorithm for a graph G on n vertices and m edges, and an integer q, that either produces
a Kq -minor in G or finds a 23 -separator of size O(q
√
n log n) in time O(m
√
n log n).
The notion of treewidth of a graph was originally introduced and investigated by Robertson and Seymour [37] as
one of the main contributions in their seminal graph minor project. It has turned out to be equivalent to several other
interesting graph theoretic notions, like the property of being a partial k-tree (see, for example, [3,6]).
Definition 2. A tree decomposition of a graph G = (V, E) is a pair ({X i | i ∈ I }, T = (I, F)), where {X i | i ∈ I } is
a collection of subsets of V , and T = (I, F) is a tree, such that the following conditions hold:
(1)
⋃
i∈I X i = V ,
(2) for all edges (v,w) ∈ E , there exists a node i ∈ I , with v,w ∈ X i , and
(3) for every vertex v ∈ V , the subgraph of T , induced by the nodes {i ∈ I | v ∈ X i } is connected.
Each set X i , i ∈ I , is called the bag associated with the i th node of the decomposition tree T . The width of a tree
decomposition ({X i | i ∈ I }, T = (I, F)) is maxi∈I |X i | − 1. The treewidth of a graph is the minimum width of a
tree decomposition of it. A path decomposition of a graph, the width of a path decomposition, and the pathwidth of a
graph are defined analogously by constraining T to be just a path.
The following fact follows from the proof of Theorem 20 in [6].
Fact 3. Let G be a graph on n vertices. If a sequence of sets on at most l vertices in G satisfying the requirements for
the 23 -separators in the definition of l-separability of G (see Definition 1) is given, then a path decomposition of G of
width O(l log n) can be computed in time O(nl log n).
Proof (Sketch). Let S be the indicated splitting set, and let G1 and G2 be the two subgraphs resulting from removing
S. Recursively construct path decompositions (X1, . . . , Xr ) and (Y1, . . . , Yq) for G1 and G2, respectively. Then, form
the path decomposition (X1 ∪ S, . . . , Xr ∪ S, Y1 ∪ S, . . . , Yq ∪ S) for G. 
Lemma 16 in [6] yields the next fact.
Fact 4. If H is a minor of G then the treewidth of H does not exceed the treewidth of G and the pathwidth of H does
not exceed the pathwidth of G.
Theorem 5.2 in [23] yields the following fact.
Fact 5. Let P and G be graphs of treewidth l, on n vertices totally, given together with their corresponding tree
decompositions, and let the maximum degree in P be O(1). One can determine whether or not G contains a subgraph
homeomorphic to P, and if so, one can produce a homeomorphic embedding of P in G in time O(nl+2).
In case P is a simple path or a simple cycle, the following parametrized complexity upper bound holds according
to [7].
Fact 6. For a graph on n vertices given with its tree decomposition of width l, the longest path and the longest cycle
problem can be solved in time 2O(l log l+log n).
3. Approximation of maximum Kq-minor
By the theorem proved independently by Kostochka [31] and Thomason [39], if a graph has an average degree
not less than r then it has a K
Ω(r/
√
log r)-minor. In fact, Kostochka observes that a clique minor of that size can be
constructed in polynomial time (see the comment under Theorem 1 in [31]). Hence, we have the following fact.
Fact 7. If a graph has an average degree not less than r, then a K
Ω(r/
√
log r)-minor in it can be constructed in
polynomial time.
We thus obtain the following theorem.
Theorem 3. There is a polynomial-time O(
√
n)-approximation algorithm for the problem of finding the largest Kq -
minor in a graph on n vertices.
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Proof. Let G be a graph on n vertices and let h be the largest q such that G has a Kq -minor. We may assume without
loss of generality that h ≥ √n. Note that G must have at least (h2) edges, and hence its average degree is Ω(h2/n). By
Fact 7, we can construct a K
Ω(h2/(n
√
log(h2/n) ))-minor which yields the O(h/(h
2/(n
√
log(h2/n)))) approximation.
By straightforward calculations and since h ≥ √n, this implies the desired O(√n) approximation. 
In the following, we give an alternative approximation algorithm for the maximum clique minor problem relying
on the minor separator theorem of Plotkin et al. (Fact 2). It also achieves, up to a logarithmic factor, the previous
√
n
approximation ratio, and its polynomial-time complexity is estimated explicitly.
It is well known that given a tree decomposition T of a graph G, for any clique in G there is a bag of T including
all of it (see Lemma 4 in [6] and [8]). Hence, the treewidth of Kq is not smaller than q − 1. Combining this with
Fact 4, we obtain immediately the following useful lemma.
Lemma 4. If a graph G has a tree decomposition or a path decomposition of width l, then the largest integer h such
that G has a Kh-minor does not exceed l + 1.
By Lemma 4, we obtain the following key lemma.
Lemma 5. There is an algorithm that for a graph G with n vertices and m ≥ n − 1 edges either produces a path
decomposition of width O(q
√
n log1.5 n) or a minor isomorphic to Kq in time O(mn1.71).
Proof. Repeatedly run the algorithm of Plotkin et al. from Fact 2 for Kq and G (or its subgraphs) to produce either
a Kq -minor or a 23 -separator of size O(q
√
n log n). This gives either a Kq -minor, or a path decomposition of G of
width O(q
√
n log1.5 n), by Fact 3. (Being a bit more careful, we can in fact save a logarithmic factor, as the separators
for the small subgraphs are smaller, but we ignore this fact here.) We may assume without loss of generality that the
algorithm never fails to produce the aforementioned separator, since otherwise we obtain a minor of G isomorphic
to Kq . More exactly, given such a separator, we remove it from the current subgraph of G in order to compute the
resulting connected components and group them into two subgraphs, none containing more than two thirds of the
vertices of the current subgraph, and then run the algorithm from Fact 2 on these two subgraphs again, and so on.
By Fact 3, such a sequence of separators yields a path decomposition of width O(q
√
n log1.5 n). To obtain the time
bound, it is sufficient to observe that in level number i of the recursion, the algorithm from Fact 2 is run on a set of
graphs whose total number of edges is at most m, while each of them has at most (2/3)in vertices. 
We next describe our alternate result on maximum clique minor containment.
Theorem 6. There is an O(
√
n log1.5 n) approximation algorithm for the problem of finding the largest Kq -minor in
a graph on n vertices and m edges, running in time O(mn1.71 log n).
Proof. Obviously G contains a K1 = K20 minor. Run the algorithm from Lemma 5 with q = 2i , i ≥ 1 until the
smallest i such that the algorithm finds a K2i minor and does not find a K2i+1 minor is determined. Then for q = 2i ,
the algorithm finds a Kq -minor, as well as a path decomposition of width O(2q
√
n log1.5 n). But then the maximum
minor in G is of size at most this width plus 1, by Lemma 4. 
4. Approximability of maximum homeomorphic clique
By the theorem proved independently in [9] and [33] (see also [11]), if a graph has an average degree not less than
r2 then it has a homeomorphic KΩ(r). In fact, by following the proof of this theorem given in [11], we can observe
that such a KΩ(r)-minor can be constructed in polynomial time.3 Thus, we have the following fact.
Fact 8. If a graph has an average degree not less than r2, then a homeomorphic KΩ(r) in it can be constructed in
polynomial time.
This implies the following theorem.
3 See the Appendix.
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Theorem 7. There is a polynomial-time O(
√
n)-approximation algorithm for the problem of finding the largest
homeomorphic clique in a graph on n vertices.
Proof. Let G be a graph on n vertices and let h be the largest q such that G has a homeomorphic Kq . As in the proof of
Theorem 3, we observe that the average degree of G is Ω(h2/n). Hence, by Fact 8, we can construct a homeomorphic
KΩ(h/√n) in G in polynomial time which yields the required O(h/(h/
√
n)) = O(√n) approximation. 
The following lemma will be useful in proving our lower bound on the approximability of the maximum
homeomorphic clique.
Lemma 8. There is an algorithm which for a given homeomorphic clique of size h in a graph on n vertices determines
a clique of size Ω(h2/n), contained in the homeomorphic clique, in time polynomial in n.
Proof. Let h be the number of clique vertices, i.e., endpoints of paths modeling clique edges, in a homeomorphic
clique H˜ . Note that H˜ can include at most n − h paths having more than one edge directly connecting its clique
vertices. Form an auxiliary graph A on the clique vertices of H˜ such that two vertices u and v are connected by an
edge if and only if the shortest path in H˜ connecting them has length at least two. Note that A has at most n − h
edges, and consequently average degree (n − h)/2h. Hence, by Tura´n’s Theorem (whose proof is easily seen to be
algorithmic, see, for example [26]), one can find an independent set of size Ω(h2/n) in A, and consequently a clique
of size Ω(h2/n) in H˜ , in polynomial time. 
Our lower bound on polynomial-time approximability of the maximum homeomorphic clique thus follows from
that for the maximum clique [32] (see also [13,25]) by Lemma 8.
Theorem 9. Unless NP ⊆ ZPTIME(2(log n)O(1)), maximum homeomorphic clique cannot be approximated in
polynomial time within a factor n1/2−O(1/(log n)γ ), for some constant γ .
Proof. By [32], no polynomial-time algorithm for the maximum clique can achieve an approximation factor of
n1−O(1/(log n)γ ) for some constant γ unless NP ⊆ ZPTIME(2(log n)O(1)). Let x ∈ O(1/(log n)γ ). It follows that there
is no correct polynomial-time approximation algorithm for the maximum clique that (in case the input graph has a
clique of size > n1−x ) would return a clique of size Ω(nx ). Suppose that there is a polynomial-time O(n1/2−3x/2)-
approximation algorithm A for the maximum homeomorphic clique. Let G be the input graph on n vertices. Suppose
that G contains a clique of size at least n1−x . Then, the algorithm A would find a homeomorphic clique H¯ in G
having Ω(n1/2+x/2) clique vertices. It follows, by Lemma 8, that one could determine a clique of size Ω(nx ) in H¯ , in
polynomial time. We obtain a contradiction. 
5. Subgraph homeomorphism for special guest graphs
We begin by noting that we can use a minor embedding of Kq in a graph to construct a homeomorphic embedding
of any subgraph of Kq having vertex degrees not exceeding three in the graph.
Theorem 10. Given a graph G, its minor isomorphic to Kq , and a subgraph H of Kq whose maximum degree is at
most three, one can find a homeomorphic embedding of H in G in a time linear in the size of G.
Proof. Let φ be the mapping from the vertices of Kq to the subsets of the vertex set of G and from the edges of Kq to
edges of G that defines the Kq -minor of G. For each vertex v of H, find a spanning tree Tv of the subgraph induced
by φ(v). For each edge (v,w) of H , where (v′, w′) = φ(v,w), mark v′ in Tv and w′ in Tw. By the degree bound on
H , each Tv has at most three marked vertices. Next, for each vertex v of H prune Tv to the union Uv of the paths in
Tv interconnecting at most three marked vertices. It is clear that Uv has the form of either three simple paths meeting
at a joint endpoint or just a simple path. By taking the union of the pruned trees Uv over the vertices of H and the
φ-images of the edges of H, we obtain a subgraph of G homeomorphic with H . 
By combining Lemma 5 with Theorem 10, we obtain the next theorem.
Theorem 11. Let 1 ≤ q ≤ n and let H be a subgraph of Kq of maximum degree not exceeding three. There is a
polynomial-time algorithm which, for any graph G on n vertices, produces either a homeomorphic embedding of H
in G or a path decomposition of G having width O(q
√
n log1.5 n).
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Fact 5 immediately yields the following lemma.
Lemma 12. Given a graph G on n vertices together with its tree decomposition of width not exceeding l, and a family
F of k graphs of maximum degree O(1) together with their tree decompositions of width not exceeding l, each having
at most n vertices, one can find a maximum vertex cardinality member of F that admits a homeomorphic embedding
in G as well as its homeomorphic embedding in G in time O(nl+2k).
By combining Theorem 11 with Lemma 12, we obtain our next main result.
Theorem 13. Let G be a graph on n vertices, let 1 ≤ q ≤ n. Next, let F be a sequence of graphs Hi ,
i = 1, . . . , n, where Hi has i vertices, of maximum degree at most three given with their tree decompositions of width
O(q
√
n log1.5 n). One can produce either a homeomorphic embedding of Hq in G in polynomial time or a maximum
vertex cardinality member of F that admits a homeomorphic embedding in G together with its homeomorphic
embedding in G in time 2O(q
√
n log2.5 n).
Note that in particular, simple cycles and simple paths, having treewidths 2 and 1, respectively, satisfy the
requirements on the members in the sequence F . In these cases, however, one can do better by a similar, yet more
elementary approach. Bjo¨rklund [5] observes that the following is implicit in [7].
Construct a DFS tree for the input graph G. Either the length of the deepest path in the tree is at least q, or the path
decomposition formed by its root-leaf paths has width q and consequently algorithms for longest path in graphs of
pathwidth q can be applied to G.
Hence, Bjo¨rklund [5] obtains the following result by Fact 5.
Fact 9. Let G be a graph on n vertices, and let 1 ≤ q ≤ n. One can produce either a simple path in G of length at
least q in polynomial time, thus yielding an n/q polynomial-time approximation to the longest path problem, or an
optimal longest path of G in time nO(q).
The implicit construction in [7] is actually based upon the algorithm for longest path that was given by Fellows
and Langston in [19]. The proof of Theorem 9 in [19], obtained by considering also backward edges in the DFS tree,
yields the following fact.
Fact 10. There is a linear time algorithm that for a graph G and an integer q ≥ 3, either produces a cycle of length
at least q in G or finds its tree decomposition of width not exceeding q − 2.
By using Fact 6 combined with Fact 10, we obtain the following generalization of Fact 9.
Theorem 14. Let G be a graph on n vertices, and let 1 ≤ q ≤ n. One can produce either a simple cycle in G of
length at least q in polynomial time, thus yielding an n/q polynomial-time approximation to the longest cycle problem
and a similar polynomial-time approximation to the longest path problem, or an optimal longest cycle and an optimal
longest path of G in time 2O(q log q+log n).
6. Final remark
It is an interesting open problem whether or not a non-trivial lower bound on the approximability of the maximum
clique minor problem, possibly even nearly matching our upper bound, could be derived.
In [29], Lund and Yannakakis show that for any non-trivial graph property Π which is hereditary on induced
subgraphs, the problem of finding the maximum number of nodes inducing a subgraph in a directed or undirected
graph that satisfies Π cannot be approximated within n , unless P = NP. While being a clique is one such hereditary
property, unfortunately neither being a relatively large clique minor nor being homeomorphic to a clique satisfies this
requirement.
Interestingly, a sublogarithmic threshold on the approximability of the related problem of maximum complete
partitions has been derived recently in [34]. In maximum complete partitions, the subgraphs, to be connected with
each other by an edge, are not required to be connected themselves.
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Appendix
We present a polynomial-time construction of a homeomorphic clique of size O(
√
d(G)) in a graph G of average
degree d(G). Our presentation follows the proof of the existence of such a homeomorphic clique as given in [11]. To
start with, we need the following definition, where |V | denotes the number of elements in the set V .
A graph G = (V, E) is connected if there is a path between any two vertices v, u ∈ V . A graph G = (V, E) is
k-connected if |V | > k and there is no set X ⊂ V where |X | < k and X can be removed from G to form a graph
G − X that is not connected.
A cut (S1,C, S2) in a graph is a partition of the vertex set of the graph into three sets S1, C, S2 such that S1 and S2
are non-empty and there are no edges with one endpoint in S1 and the other one in S2. A cut (S1,C, S2) is minimum
if it minimizes the size of the set C .
For a graph G = (V, E), the subgraph induced by X ⊂ V is the graph whose vertex set is X and whose edge set
consists of all edges in G with both endpoints in X . It is denoted by G[X ].
The neighbourhood of a vertex x in a graph G = (V, E) is the set of all vertices y such that (x, y) ∈ G. It is
denoted by NG(x).
Theorem 15. There exists a polynomial-time algorithm that for every r and for any graph G with average degree
d(G) ≥ 1116r2 can compute a homeomorphic map between G and Kr .
Following the aforementioned existence proof in [11], we compute a 279r2-connected subgraph G0 of G first.
Lemma 16. In a graph with average degree at least 1116r2, we can find a subgraph that is 279r2-connected in
polynomial time.
Proof. By Mader’s theorem (see page 11 in [11]) such a subgraph is known to exist. To find such a subgraph, we
shall consecutively remove vertices from the graph, maintaining a high average degree in the resulting subgraph. For
k = 279r2, we proceed as follows, terming our procedure find G0(G, k):
(1) Check if the graph has 2k − 1 vertices. If so, we know that the graph G is K2k−1 and return it.
(2) For all vertices v, check if v has degree less than 2k − 3. If so delete it and return find G0(G − {v}, k).
(3) If all vertices have degree at least 2k − 3, find a minimum cut (S1,C, S2) ⊂ V of G (recall the definition).
(4) If the cut is of size k, then return G. Otherwise form the subgraphs G1 = G − S2 and G2 = G − S1. Each of G1
and G2 has more than 2k− 1 vertices, and at least one of them, say G ′, has average degree at least 1116r2. Return
find G0 (G ′, k).
In each recursive call, at least one vertex of G is removed, and all the computations are clearly polynomial. Thus the
entire procedure takes polynomial time. 
We then select a subset X of 3r vertices in G0 and set G1 = G0 − X . For each vertex x ∈ X , we select a set Zi
of 5r neighbors in G1. We choose the neighbors so that they have not been selected before; this is possible since the
degree of x is at least 279r2. Let Z = Z1 ∪ Z2 ∪ · · · ∪ Z3r . The sets Zi and their union can clearly be constructed in
polynomial time by simply enumerating the neighbors of the x ∈ X . Next, given G1, we compute a minor H and the
map f from the vertex set VH to the vertex set VG such that δ(H), the minimum degree of any vertex in H , is larger
than (|H | + 23r2)/2. For a set of vertices V , let f (V ) denote⋃v∈V f (v).
Lemma 17. Let k ≥ 6 be an integer. Every graph G = (V, E) with |E |/|V | ≥ k has a minor H such that
2δ(H) ≥ (|H | + 16k)/2. The minor H and the map f : VH → VG are computable in polynomial time.
Proof. We begin by finding a minor G0 = (V0, E0) of G such that |E0|/|V0| = k, δ(G0) > k and no vertex or edge
deletion or edge contraction can be performed without breaking the two first conditions. This minor can be found
in polynomial time by applying the operations delete vertex, delete edge or contract edge whenever possible. When
contracting an edge, we record all the vertices of G that were merged into the resulting vertex. Computing G0 takes
polynomial time.
Let x0 ∈ G0 be a vertex of minimum degree. If k is odd, let m = (k + 1)/2 and G1 = G0[{x0} ∪ NG0(x0)],
i.e., G1 is the graph induced by the vertices x0 and the neighbors of x0. Similarly, if k is even, let m = k/2 and
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G1 = G0[NG0(x0)], i.e., G1 is the graph induced by the neighbors of x0. For each vertex in G1, we record the vertices
in G which were merged to create it. G1 can clearly be formed in polynomial time.
Next, we apply the following operations to H = (VH , EH ): delete an edge if
|EH | ≥ m|VH | + 16m(|V1| − m − 5)−
(
m
2
)
+ 1,
delete a vertex of degree at most 76m, contract an edge xy ∈ H if x and y have at most 76m − 1 common neighbors
in H . All these operations may individually be performed in polynomial time. We apply the operations until it is
not possible to perform any of them on the resulting graph. When contracting an edge xy, we compute the set of
vertices in G that corresponds to the resulting merged vertex by taking the union of the sets corresponding to x and y,
respectively. As each operation decreases the graph at least by one edge or vertex, their number is polynomial, and all
of them together take polynomial time.
Denote the graph obtained in this fashion by H0. Let x1 ∈ H0 be the vertex of minimum degree. Set H1 to
H0[x1 ∪ NH0(x1)]. By the proof in [11] (see pages 174–177), we know that H1 is indeed the desired minor. This last
step can clearly be performed in polynomial time. 
Note that if we have the map f , for any vertex v in G1, we can compute the vertex x in H such that v ∈ f (x) by
testing all the vertices y in H for v ∈ f (y).
Let L be the set of 15r2 vertices selected in H , and for each of the selected vertices select one vertex v in G1. Let
Y be the set of the vertices selected in G1.
Recall that Z was the set of neighbors of X . Form a new graph G ′1 by augmenting G1 with two vertices s and t .
Connect s to all the vertices in Z and t to all the vertices in Y .
Compute a minimum cost flow of size 15r2 from s to t in the directed graph constructed from G ′1 using the
following technique due to Dantzig and Fulkerson [10], see also [15]. For each vertex v ∈ G ′1, introduce two vertices
v′ and v′′ and connect v′ to v′′ by a directed edge. For all neighbors x of v, create an edge incident to v′ from x ′′
and similarly create edges incident to each x ′ from v′′. For all edges, set the capacity to 1. If an edge (u, v) ∈ G1
belongs to (u, v) ∈ f (h) for h ∈ L , then let the corresponding edges in G ′1 have cost 0. Let the remaining edges in G ′1
have cost 1. The graph can be constructed in polynomial time, and the flow can be computed in polynomial time [28].
Moreover the flow is integral.
Given these flows, for k = 15r2, we can compute vertex disjoint paths P1 . . . Pk linking each vertex in Z to exactly
one unique vertex in Y in G1.
For each vertex h ∈ H , verify if the vertices in f (h) belong to one or many of the paths. Let V be the set of vertices
h ∈ H that belong to many paths, let U be the set of vertices that belong to only one path and let N be the set of
vertices that do not belong to any path. The aforementioned sets can be easily computed in polynomial time.
Follow the path Pi from x ∈ Z j to y ∈ Y . Order the vertices v1 . . . vn ∈ U along Pi . If there is more than one
vertex in U along Pi , let all but the first vertex in U along Pi belong to N instead of U . This transformation can also
be computed in polynomial time.
Let Si be the set of paths starting in Zi . Select r of the Si , each of size at least r − 1. For any pair of paths Pi , Pj ,
we can connect their endpoints in the vertices corresponding to vertices in H . First we find a path PHi, j of length
three connecting the endpoints in H . Then we can find a corresponding path in the graph G1[ f (PHi, j )] induced by
the vertices of PHi, j . Given r
2/2 pairs of vertices in H , it is possible to choose vertex disjoint paths PHi, j (see page
174 in [11]). The paths in H and the corresponding paths in G1 are computable in polynomial time.
In such a way, we can construct disjoint paths from all of the selected Zi to all of the other r − 1 selected Zi . As
all of the vertices in a Zi are neighbors of some vertex x ∈ X , this yields the required homeomorphic embedding of
Kr in G.
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