In this paper we present a linear-time algorithm for the vertex-disjoint Two-Face Paths Problem in planar graphs, i.e., the problem of nding k vertex-disjoint paths between pairs of terminals which lie on two face boundaries. The algorithm is based on the idea of nding rightmost paths with a certain property in planar graphs. Using this method, a linear-time algorithm for nding vertex-disjoint paths of a certain homotopy is derived. Moreover, the algorithm is modi ed to solve the more general linkage problem in linear time as well.
Problem 1.2 Let G = (V; E) be a planar graph, and s; t 2 V; s 6 = t. The Menger Problem is to nd as many pairwise vertex-disjoint (s; t)-paths in G as possible.
In 4] a linear-time algorithm is presented for the vertex-disjoint Menger Problem in planar graphs. Using this algorithm, we now develop a new algorithm for solving instances of the TwoFace Paths Problem in linear time. This algorithm is much easier than the algorithm of Suzuki et al., and is not di cult to implement. Furthermore, it can be used to solve the p-Homotopic Two-Face Paths Problem which is de ned as follows: Problem 1.3 Let p be an arbitrary path in G between t o 1 and t i 1 . The p-Homotopic Two-Face Paths Problem is the Two-Face Paths Problem with the additional condition that the path which connects t o 1 and t i 1 is homotopic to p.
Moreover, the algorithm can easily be extended in order to solve a problem similar to the pHomotopic Paths Problem, the Linkage Problem. For the Linkage Problem the pairs of terminals to be connected are not xed.
The algorithms for solving the Two-Face Paths Problem, the Homotopic Two-Face Paths Problem, and the Linkage Problem use two sets of paths S o and S i which can be determined by the Menger Algorithm of 4]. The path set S o consists of pairwise vertex-disjoint paths starting with outer terminals and ending with arbitrary vertices on the inner face boundary. The path set S i consists of pairwise vertex-disjoint paths starting with inner terminals and ending with arbitrary vertices on the outer face boundary. Paths starting with outer resp. inner terminals are denoted by outer resp. inner paths. The paths determined by the Menger Algorithm are in some sense rightmost. Therefore corresponding inner and outer paths have to intersect at least once if there exists a solution to an instance of the Two-Face Paths Problem. The main idea is to concatenate segments of an outer path with segments of the corresponding inner path in order to connect an outer terminal with the corresponding inner terminal.
In Section 2 we rst brie y sketch the main ideas of the Menger Algorithm. We introduce the band model, which turns out to be very useful for formulating some properties of paths and for describing suitable intersection vertices for concatenating path segments. A binary relation more right on paths and sets of paths is de ned in Section 3 in order to characterize rightmost paths (as those determined by the Menger Algorithm). In Section 4, a su cient condition for the existence of a solution to an instance of the Two-Face Paths Problem is given. Algorithms for determining solutions to the Two-Face Paths Problem, the Homotopic Two-Face Paths Problem, and the Linkage Problem are developed in Section 5.
Preliminaries 2.1 The Menger Algorithm
The Menger Algorithm introduced in 4] consists of a loop over all edges which are incident to s. In every iteration the algorithm tries to extend the edge incident to s to a path from s to t. These paths are obtained by a right-rst search. This is a depth-rst search where in each step the edges which leave the current vertex are searched \from the right to the left". Let fv; wg be the last edge added to a path and w the last vertex of this path. Then the next edge in right-rst search order is the next edge after fv; wg in the adjacency list of w. For more details of the algorithm we refer to 4].
Obviously, the Menger Algorithm can be used to determine pairwise vertex-disjoint paths connecting the terminals t i 1 ; : : :; t i k incident to the inner face with arbitrary vertices incident to the outer face. For this purpose, a source vertex s in the interior of the inner face is added as well as edges from s to all terminals t i j (1 j k). Analogously, a target vertex t with edges to all vertices on the outer face boundary is added. Evidently, the Menger Algorithm yields k paths starting with t i 1 ; : : :; t i k when all edges incident to s and t are deleted. In the same way a second set of paths which start with terminals on the outer boundary and end on the inner face boundary can be determined. For this purpose the algorithm starts with the outer terminals resp. the new vertex t incident to the outer terminals. Since we want to guarantee that inner paths intersect the corresponding outer paths, we just apply the \mirror-symmetric" algorithm where \right" is replaced by \left". In particular, a left-rst search is used instead of a right-rst search.
The Band Model
Properties of paths and suitable sets of intersection vertices for concatenating can be described easier if the graph and paths are translated into the so-called band model. Informally, the construction of the band model can be described as follows: A graph with two designated faces can be embedded on a cylinder such that the designated face boundaries lie on the boundaries of the cylinder. The band model is constructed by rolling o the cylinder in nitely often in the plane in both directions.
More (1 i < s) are incident with v l i and v l i+1 . In this construction the cyclic order of the remaining edges incident with v l i resp. v r i is maintained. Now we take an in nite number of copies of G p . The j-th copy of G p is denoted by C j (G p ). These copies are glued together by identifying vertices v r i in C j (G p ) with v l i in C j+1 (G p ) (1 i s). The resulting in nite graph is denoted by G . This construction is illustrated in Figure 1 . Figure 1: a) The graph G, b) a copy of G p , c) the band graph G corresponding to G
We call G the band graph corresponding to G. Notice that G does not depend on the choice of the cutting path p . However, the graph G p depends on the cutting path. Nevertheless we will often speak of copies C i (G) without specifying a cutting path in order to distinguish between di erent copies of paths, terminals, and vertices.
The boundary in G which corresponds to the outer resp. inner face boundary in G is denoted by upper boundary B u resp. lower boundary B l . A relation more right can be de ned in an obvious way on the vertices of the upper resp. lower boundary. We will even say that a vertex is more right than another vertex if they are identical. This relation is denoted by \ ".
Because of this notion we consider paths always as directed from the lower to the upper boundary. Otherwise, the right sides of paths would not coincide to the notion more right in the band model. Now we consider the translation of paths resp. sets of paths of G into G (with cutting path p ). The copy of vertex v in C r (G p ) is denoted by C r (v). For paths we x one vertex as startvertex. This is either an endvertex of the path on the upper or on the lower boundary. In most cases the startvertex will be a terminal. We map the copy of a path to the copy of G where its startvertex lies. Let p be a path in G with startvertex t incident to one designated face and ending with a vertex incident to the other designated face. In every copy C r (G p ), there is a copy C r (p) of p which starts with C r (t). Let us assume that in G the path p crosses the cutting path in vertex v from the left to the right side. Then the path C r (p) switches over from the current copy of G p to the neighbouring copy of G p to the right (cf. Figure 1) . Notice that the path C r (p) can end in a copy di erent from the copy it has started. Let us consider intersections between two paths p and q in G. In G these intersections are represented by intersections of copies of p and q. Similar as every path in G is represented by an in nite number of copies in G , every intersection between p and q is represented by an in nite number of intersections between pairs of copies of p and q. In order to nd a representative pair of copies of paths for every intersection of a path p with other paths, consider a xed copy of p, say C r (p). Every intersection between p and q is represented by an intersection between C r (p) and a copy of q. See Figure 2 : the rst and fourth intersection of p with q, when traversing p from the inner to the outer boundary, are represented by the pair (C r (p); C s (q)) (s = r +1). The second and third intersection is represented by the pair (C r (p); C s+1 (q)), since p surrounds the inner face once after the rst intersection. Every pair of copies (C r (p); C s (q)) can represent several intersections.
The same intersections are also represented by pairs (C r+l (p); C s+l (q)), (l integer). In the sequel we will only say that a pair (C r (p); C s (q)) represents an intersection set, if we can conclude that the corresponding paths have to intersect because of the constellation of their endvertices (independent of their detailed course). That is, startvertex of C r (p) is more right than startvertex of C s (q), but endvertex of C s (q) is more right than endvertex of C r (p). First we will de ne and prove some properties of paths resp. sets of paths in G (the band graph), before we will turn our attention to paths resp. sets of paths in G.
De nition 3.1 Let p and p 0 be two paths in G with endvertices s resp. s 0 on the lower boundary and t resp. t 0 on the upper boundary. Path p 0 is more right than p (p 0 p) if and only if s 0 s and t 0 t. Let P = fp 1 ; : : :; p k g and P 0 = fp 0 1 ; : : :; p 0 k g be two vertex-disjoint sets of paths in G where each path has one endvertex on the lower, and one on the upper boundary. P 0 is more right than the set of paths P (P 0 P) if and only if p 0 j p j for all j with 1 j k.
See Figure 3 for an illustration of this notion.
r p q Figure 3 : q is more right than p. r is incomparable to p and to q.
Notice, if p and p 0 start and end with the same vertices, then p p 0 and p 0 p. In this case p and p 0 are homotopic, but not necessarily equal. That is, the relation \ " on paths is a partial order on homotopy classes.
In order to concatenate segments of pairs of paths which are incomparable we need the following de nition:
De nition 3. In the sequel we will denote a segment of a path p between vertices v and w by p(v; w). Obviously, p 00 is connected. As an immediate consequence of the proceeding of the algorithm, there cannot exist an edge of p resp. p 0 incident to p 00 on the right side of p 00 . Thus, we only have to verify that the concatenated segments build a simple path between the lower and the upper boundary. First we show that p 00 is cycle-free. On contrary let us assume that there exists a cycle. Traverse p 00 until the rst time a vertex is traversed twice. Denote this vertex v. The corresponding cycle C on p 00 is simple. Since p 00 is constructed by a right-rst search strategy, it is only possible that p 00 enters itself in v from the left side (cf. Figure 5) . W.l.o.g. let the rst edge (v; w) of C which is traversed by p 00 be an edge of p. Then C must contain at least one edge of p 0 , since otherwise p itself would not be cycle-free. Both paths, p and p 0 , have to enter and leave C through vertex v, since there is no edge of p and p 0 leaving p 00 to the right side. However, then both, p and p 0 , cannot be cycle-free.
It remains to show that p 00 actually ends with a vertex on the upper boundary. For this purpose we de ne an order on the vertices of the paths in dependence of the order in which they are traversed when starting the traversal on the lower boundary. Then it su ces to prove that the order of vertices on p resp. p 0 is preserved on p 00 . Let v 1 precede v 2 on p 00 , and w.l.o.g. let both be vertices of p. On contrary let us assume that v 2 precedes v 1 on p. Consider the segments p(s; v 2 ) and p(v 2 ; v 1 ). Then p(s; v 2 ) enters p 00 in v 2 from the left side, since there is no edge of p leaving p 00 to the right side. Let (v 2 ; u) be the edge of p(v 2 ; v 1 ) incident to v 2 . Let (u 00 ; v 2 ) be the edge of p 00 (v 1 ; v 2 ) incident to v 2 . Then either (v 2 ; u) precedes (u 00 ; v 2 ) in the adjacency list of v 2 starting with the last edge of p(s; v 2 ), or (v 2 ; u) lies on p 00 (v 1 ; v 2 ). Otherwise p could not reach v 1 subsequent to v 2 without a cycle, or an edge of p would lie to the right side of p 00 .
Then a simple closed curve C can be constructed, such that (v 2 ; u) lies inside or on this curve. C consists of segments of p(s; v 2 ), p 00 (s 00 ; v 2 ), and possibly of segments of the lower boundary. The path p has to leave this closed curve in order to reach the upper boundary. This is only possible by intersecting segments of p of the closed curve, since there are no edges leaving p 00 to the right side. However, this contradicts the fact that p is cycle-free. 2 Obviously, for the right hull p 00 of two paths p and p 0 yields: p 00 p and p 00 p 0 .
Lemma 3.4 Let P = fp 1 ; : : :; p k g and P 0 = fp 0 1 ; : : :; p 0 k g be two sets of vertex-disjoint simple paths in G connecting vertices t 1 ; : : :; t k resp. t 0 1 ; : : :; t 0 k incident with one boundary of G with some vertices incident with second boundary. Moreover, let t j t i resp. t 0 j t 0 i for j > i. Let P 00 be the set of right left] hulls of P and P 0 , that is, P 00 = fp 00 1 ; : : :; p 00 k g where p 00 j is the right left] hull of p j and p 0 j . Then P 00 consists of pairwise vertex-disjoint paths and P 00 P and P 00 P 0 P P 00 and P 0 P 00 ].
Proof: The statement that P 00 P and P 00 P 0 P P 00 and P 0 P 00 ] is obvious because of the construction of P 00 .
We prove the vertex-disjointness only for the set of right hulls since the proof for the left hull is symmetric to this proof. Assume that p 00 j touches p 00 i (j 6 = i) in vertex v. W.l.o.g. we assume that v 2 p j \ p 0 i , and j > i. Let v 1 ; v 2 be common vertices of p j and p 0 j such that v lies on p j (v 1 ; v 2 ). In addition, assume there are no other common vertices between p j and p 0 j on p j (v 1 ; v 2 ). Analogously, let us de ne common vertices v 3 ; v 4 of p i and p 0 i . p 0 j (v 1 ; v 2 ) lies to the left side of (or on) p 00 j . Since p 0 j starts to the right side of p 0 i and p j (s j ; v) intersects p 0 i , the path p 0 j has to intersect p 0 i . However, this is a contradiction to the assumption that the paths of P 0 are vertex-disjoint.
2 Notice, that all de nitions and statements about nite path sets in G can be generalized to in nite path sets. However, this is not necessary since we will consider in the sequel only path sets of G which are translated to G . In this case the in nite set of paths in G is an in nite repetition of a nite set of paths in G. Then it su ces to consider a nite part of the band. In this nite part we will construct a new set of k vertex-disjoint paths (concatenations of segments of two sets of paths). These paths start in the same copy of G in the band and they will be retranslated to the graph G.
In the following de nition we will de ne a relation more right on paths in the graph G with the band model. Then again it su ces to consider a set of copies of paths which start in the same copy of G.
De nition 3.5 Let P = fp 1 ; : : :; p k g and P 0 = fp 0 1 ; : : :; p 0 k g be two sets of vertex-disjoint paths, both starting with vertices t 1 ; : : :; t k incident with F d ; d 2 fi; og. Let p be an arbitrary cutting path, and C r (P) and C r (P 0 ) be copies of P and P 0 which start in the same copy C r (G p ) of G .
Then P 0 is more right than P if and only if C r (P 0 ) is more right than C r (P).
Notice, that the relation more right on sets of paths in G is independent of the cutting path. Theorem 3.6 There exists (at least) one path set P r in G consisting of vertex-disjoint paths starting with t 1 ; : : :; t k on F d , d 2 fi; og, which is more right than all other vertex-disjoint path sets P in G starting with the same vertices.
Proof: We show that for every two path sets P and P 0 in G, with startvertices t 1 ; : : :; t k on F d , d 2 fi; og, there exists a vertex-disjoint path set P 00 in G with P 00 P and P 00 P 0 . For this purpose, the paths of G are translated into G . Then Lemma 3.4 is applied to all pairs of paths (C r (p j ); C r (p 0 j )) (1 j k) which start in copy C r (G) (for an arbitrary r). Since the resulting paths C r (p 00 j ) are pairwise vertex-disjoint in G , the corresponding paths in G are vertex-disjoint.
Obviously, the set of vertex-disjoint path sets in G is nite since G is nite. Hence, there exists a vertex-disjoint path set P r which is more right than all other path sets. 2 In the sequel, S i and S o are the sets of paths determined by the Menger Algorithm starting with t i 1 ; : : :; t i k resp. the mirror symmetric Menger Algorithm starting with t o 1 ; : : :; t o k . Now the useful properties of the path sets S o and S i can be formulated more precisely: Lemma 3.7 The path set S i is more right than all other path sets in G starting with t i 1 ; : : :; t i k , and the path set S o is more right than all other path sets in G starting with t o 1 ; : : :; t o k .
This has been proved in the appendix of 4]. Proof: First, assume that a solution S = fp 1 ; : : :; p k g to the Two-Face Paths Problem exists.
Obviously, P o := S and P i := S ful ll the rightness property w.r.t. p. For proving the converse direction, consider path sets P o and P i which ful ll the rightness property w.r.t. some path p.
Because of the Jordan Curve Theorem every path p i j intersects the corresponding path p o j at least once. In order to connect corresponding terminals, we concatenate alternating segments of p o j and p i j between a sequence of intersection vertices. For nding such a suitable sequence, we translate the path sets P o and P i into G (with respect to cutting path p). The pairs (C r (p o j ); C r (p i j )) (1 j k) starting in an arbitrary copy C r (G p ) ful ll the assumption of Lemma 3.4. Because of the rightness property of the path sets P o and P i , the pair (C r (p o j ); C r (p i j )) does not only represent a set of intersections, but also the left hull of this pair connects C r (t o j ) with C r (t i j ). This means that there exist vertex-disjoint paths between C r (t o j ) and C r (t i j ) in G (1 j k). Hence, there are vertex-disjoint paths between t o j and t i j in G which consist of segments of P o and P i .
2 If there exist two path sets which ful ll the rightness property w.r.t. p, the path sets S o and S i ful ll the rightness property as well, since they are rightmost. This means, these sets of paths are our candidates for solving the Two-Face Paths Problem. Notice, that Theorem 4.2 indeed gives a su cient condition for the existence of a solution to the Two-Face Paths Problem. However, in general we do not know a suitable cutting path p in advance.
The Algorithms
Before describing the algorithm for solving instances of the Two-Face Paths Problem, we restrict our attention to the problem of nding paths of a certain homotopy. Solving this problem is in some sense easier. Let I 1 ; : : :; I p be some forbidden faces in a planar graph, and p 1 ; p 2 two paths with the same endvertices. p 1 is homotopic to p 2 , if p 1 can be moved continuously to p 2 without moving the endvertices and without crossing the forbidden faces. For a formal de nition of the notion homotopy, we refer to 5]. Now, we consider an embedding of G in the plane, where the outer face F o and the inner face Proof: Again the necessity of the rightness property w.r.t. p is trivial. Now let us assume that path sets P o and P i exist which ful ll the rightness property w.r. Proof: Let us assume that P o and P i ful ll the rightness property w.r.t. p. Such path sets can be determined in linear time by the Menger Algorithm of 4]. The proof of Lemma 5.1 shows that suitable intersection vertices for concatenating paths are represented by pairs (C r (p o j ); C r (p i j )) in G (with cutting path p). In G, these intersection vertices correspond to intersection vertices v with the following property: For these vertices v, the number of times p o j (t o j ; v) and p i j (t i j ; v) surround the inner face in relation to p is equal. In order to determine these intersection vertices, we assign a label to each vertex on paths p o j resp. p i j . This label gives the number of surroundings resp. the copy in which this vertex is located in relation to p. To determine these labels, the di erence of intersections between p i j (t i j ; v) (resp. p o j (t o j ; v)) and p from the left to the right, and from the right to the left is counted. These preprocessing steps can be done in linear time. Then the left hulls which correspond to the pairs (C r (p o j ); C r (p i j )) are determined. The correct intersection vertices for concatenating (as described in the Right Left] Hull Algorithm) are just the intersection vertices with the same label. For this purpose every path of P o and P i is traversed at most once. That is, the algorithm has linear running time.
2 If an instance of the p-Homotopic Two-Face Paths Problem is unsolvable, this can be recognized as follows: Take the path sets S o and S i . Concatenate segments of these paths as described in the proof of Lemma 5.2. If there is a left hull which does not end with the correct terminal, then the instance is unsolvable. Now, we consider the case that no path p is given in order to construct a solution to the TwoFace Paths Problem. We have already shown with Lemma 3.7 that there are rightmost and leftmost sets of paths among all sets of paths starting with xed vertices on one face boundary, and ending with arbitrary vertices on the second face boundary. Analogously, there are rightmost and leftmost solutions to instances of the Two-Face Paths Problem. These are rightmost resp. leftmost sets of paths where every path starts with an inner and ends with its corresponding outer terminal. Let us rst consider these paths in the band graph G corresponding to G. We will determine pairs (C r (p o j ); C s (p i j )) in G such that the left hulls of these pairs induce vertex-disjoint paths between corresponding terminals in G. W.l.o.g. we assume that the cutting path of G is the path p 1 of a solution to an instance of the Two-Face Paths Problem. This assumption simpli es the proof, but actually we do not need this cutting path.
The path p i j is obviously more right than the path p j of a rightmost solution to an instance of the Two-Face Paths Problem. Consider a path C s (p i j ) which starts in an arbitrary copy C s (G p1 ).
Take a pair (C r (p o j ); C s (p i j )) which represents a set of intersections between p o j and p i j such that r is as large as possible. Then the left hull corresponding to the pair (C r (p o j ); C s (p i j )) is taken in order to connect t i j with t o j . Obviously, a path in a rightmost solution cannot be more right than this left hull.
Such a pair is easier to determine if the paths are traversed in the opposite direction: Consider a path C r (p o j ). Take a pair (C r (p o j ); C s (p i j )) which represents a set of intersections between p o j and p i j such that s is as small as possible. That is, C s (p i j ) is the copy of p i j which ends next to the right of C r (t o j ). However, if we would apply this procedure to all pairs of outer and inner paths, the resulting left hulls are not necessarily vertex-disjoint.
The endvertex of C s (p i j ) on the upper boundary is denoted by C s (e o j ). Notice, here we deviate from our general notation, since we do not know in which copy the path C s (p i j ) ends. Proof of claim 2: The path C s 0 (p i l ) cannot be a copy of p i l which starts in C r (G p1 ), since the order of outer terminals and endvertices of corresponding pairs of paths has to be the same and therefore C r (e o l ) C r (e o j ) C r (t o j ). That is, C s 0 (p i l ) is a path starting in a copy to the left of C r (G p1 ). Because of the rightness property, we can conclude that (C r 0 (p o l ); C r 0 (p i l )) represents a set of intersections. Thus, the pair (C r 0 (p o l ); C s 0 +1 (p i l )) likewise represents an intersection set with C s 0 +1 (e o l ) C s (e o j ) C r 0 (t o l ) C r (t o j ).
2 This means, in the case of forbidden constellations there exist suitable pairs of paths representing intersection sets such that the left hulls of these pairs of paths are vertex-disjoint. In order to determine all k pairs whose left hulls are vertex-disjoint, we consider the copies of all outer paths which start in the same copy, say C r (G p1 ).
W.l.o.g. assume that there exists a forbidden constellation, as described above with j = 1.
Procedure Intersection Sets; That is, the copy C s (p i 1 ) and the next k ? 1 copies of inner paths immediately to the right of C s (p i 1 ) and all copies of outer paths in C r (G p1 ) are taken. Proof of claim 3: The vertex-disjointness follows immediately, since the assumptions of Lemma 3.4 are ful lled. Thus, it remains to prove that the left hulls represent intersections. The algorithm always chooses the next copy of an inner path ending to the right of the corresponding outer path. The only exception is the case of forbidden constellations. In this case, the second inner path to the right is taken. Because of claim 2, the corresponding pair has to represent a set of intersections. 2 We now complete the proof of Lemma 5.3. Because of the construction, the set of left hulls of these pairs is a rightmost solution to the Two-Face Paths Problem.
It remains to determine these suitable sets of intersection vertices represented by (C r (p o j ); C sj (p i j )) in G, instead of G . A forbidden constellation can be recognized during a clockwise traversal of the outer boundary. The vertices t o l and e o l lie in this order between t o j and e o j . In a second scan of the outer boundary the set of intersections which are suitable for concatenating paths for all pairs of paths p o m and p i m can be determined. This is either the rst, or the second possible intersection set represented by pairs of copies of paths, when traversing the outer paths from the outer to the inner boundary.
A suitable initialization for counting intersections of corresponding paths from the left to the right, and vice versa, again allows to determine the left hulls. The intersection counter for paths where the second intersection set must be taken is initialized with ?1 instead of 0. (For this purpose the determination of the left hulls starts on the outer boundary.) The correct vertices for concatenating are those vertices where the intersection counter has value 1.
In order to obtain a leftmost solution, the rst or second possible intersection set for determining the left hull is taken, when inner paths are traversed from the inner to the outer boundary. This problem can be handled symmetric to the rst problem. Problem 5.6 Let G = (V; E) be a planar graph, and F o ; F i be two di erent faces. t i 1 ; : : :; t i k 2 V are pairwise di erent vertices incident to F i , and t o 1 ; : : :; t o k 2 V pairwise di erent vertices incident to F o . The Linkage Problem consists in nding k vertex-disjoint paths between outer and inner terminals of a certain type.
A set of vertex-disjoint paths which connects arbitrary terminals is called a linkage. For a formal de nition of the notion type, we refer to 1]. The type of a linkage determines which terminals have to be connected and furthermore the homotopy of these connections.
Robertson and Seymour give a characterization for the existence of such linkages. The resulting algorithm for determining linkages of a given type or the extreme linkages has polynomial running time, but is not linear (they do not determine the time complexity explicitly). An improvement of the proofs and an extension of the results to directed graphs has been developed by Frank in 1] .
In order to nd a linkage of a type l, in the algorithm of Robertson and Seymour rst a linkage of an arbitrary type is constructed. Then successively a linkage of the next higher resp. next lower type is constructed in order to obtain a linkage of type l. In the same way the extreme linkages can be found.
Using our methods we can prove:
Lemma 5.7 A linkage of type l can be determined in linear time if one path p is given which determines the type. The extreme linkages can be found in linear time.
Proof: Finding a linkage of a given type is equivalent to nding an appropriate assignment between inner and outer terminals, and solving the p-Homotopic Two-Face Paths Problem. The method for determining the extreme solutions to the Two-Face Paths Problem must be modi ed a little bit, in order to obtain the extreme linkages. Consider outer terminals and endvertices of inner paths on the outer boundary. Every endvertex has to be assigned to an outer terminal, such that no forbidden constellation occurs.
This can be solved by scanning the outer boundary counter-clockwise at most twice. A suitable startvertex v 0 for scanning the outer boundary must be found which ful lls the following condition: When the outer boundary is scanned starting with v 0 , then the number of visited endvertices of inner paths is always greater or equal than the number of visited outer terminals. Then in a rst-in rst-out manner, we map endvertices to outer terminals, that is, inner paths to outer paths. This assignment ensures that the assumptions of Lemma 3.4 are ful lled.
2
