For an acyclic directed graph with multiple sources and multiple sinks, we prove that one can choose the Menger's paths between the sources and the sinks such that the number of mergings between these paths is upper bounded by a constant depending only on the min-cuts between the sources and the sinks, regardless of the size and topology of the graph. We also give bounds on the minimum number of mergings between these paths, and discuss how it depends on the min-cuts. 978-1-4244-4536-3/09/$25.00
I. INTRODUCTION
Let G(V, E) denote an acyclic directed graph, where V denotes the set of all the vertices in G and E denotes the set of all the edges in G. Using these notations, the edgeconnectivity version of Menger's theorem [7] states: Theorem I.1 (Menger, 1927) . For any u, v ∈ V , the maximum number of pairwise edge-disjoint directed paths from u to v in G equals the min-cut between u and v, namely the minimum number of edges in E whose deletion destroys all directed paths from u to v.
We call any set consisting of the maximum number of pairwise edge-disjoint directed paths from u to v a set of Menger's paths from u and v. Apparently, for fixed u, v ∈ V , there may exist multiple sets of Menger's paths.
For m paths β 1 , β 2 , · · · , β m in G(V, E), we say these paths merge at e ∈ E if 1) e ∈ ∩ m i=1 β i , 2) there are at least two distinct f, g ∈ E such that f, g are immediately ahead of e on some β i , β j , j = i, respectively. Roughly speaking, condition 1 says that β 1 , β 2 , · · · , β m internally intersect at e (namely, all β i 's share a common edge e), condition 2 says immediately before all β i 's internally intersect at e, at least two of them are different. We call e together with the subsequent shared edges (by all β i 's) merged subpath by β i (i = 1, 2, · · · , m) at e; and we often say all β i 's merge at the above-mentioned merged subpath. In this paper we will count number of mergings without multiplicities: all the mergings at the same edge e will be counted as one merging at e. Example I.2. In Figure 1 (a), paths β 1 and β 2 share some vertex, however not edges/subpaths, so β 1 and β 2 do not merge. In Figure 1 (b), paths β 1 and β 2 do share edge S → T , where S is a source, however condition 2 is not satisfied, Fig. 1 . examples of mergings and non-mergings therefore β 1 and β 2 do not merge, although they internally intersect at S → T . In Figure 1 (c), β 1 and β 2 merge at edge A → B, at subpath A → B → C; β 2 and β 3 merge at edge A → B, at subpath A → B → C → D; β 1 , β 2 and β 3 merge at edge A → B, at subpath A → B → C; β 4 merges with β 3 at edge B → C, at subpath B → C → D; there are two mergings in Figure 1 (c), at edge A → B, and at edge B → C, respectively.
In this paper, we will consider an acyclic directed graph G(E, V ) with n sources and n sinks. Unless specified otherwise, we will use S 1 , S 2 , · · · , S n to denote the sources and R 1 , R 2 , · · · , R n to denote the sinks; c i will be used to denote the min-cut between S i and R i , and α i = {α i,1 , α i,2 , · · · , α i,ci } will be used to denote a set of Menger's paths from S i and R i . We will study how α i 's merge with each other; more specifically, we show that appropriately chosen Menger's paths will only merge with each other finitely many times.
Notation and Convention For a path γ in an acyclic direct graph G, let a(γ), b(γ) denote the starting point and the ending point of γ, respectively; let γ[s, t] denote the subpath of γ with the starting point s and the ending point t. For two distinct paths γ, π in G, we say γ is smaller than π if there is a directed path from b(γ) to a(π); if γ, π and the connecting path from b(γ) to a(π) are subpaths of path β, we say γ is smaller than π on β. Note that this definition also applies to the case when paths degenerate to vertices/edges; in other words, in the definition, γ, π or the connecting path from b(γ) to a(π) can be vertices/edges in G, which can be viewed as n , c) is finite for any n and c.
Lemma II.4 shows that indeed M(c 1 , c 2 ) is finite for all c 1 , c 2 , thus the conjecture is true.
As for M * , the authors of [4] use the idea of "subtree decomposition" to first prove that M * (2, 2, · · · , 2 n ) = n − 1.
Although their idea seems to be difficult to generalize to other parameters, it does allow us to gain deeper understanding about the topological structure of minimum mergings achieving graph for this special case. It was first shown in [5] that M * (c 1 , c 2 ) is finite for all c 1 , c 2 (see Theorem 22 of [5] ), and subsequently M * (c 1 , c 2 , · · · , c n ) is finite all c 1 , c 2 , · · · , c n . The proof of Lemma II.4 is inspired by and follows closely the spirit of the proof of Theorem 22 of [5] . One of the differences between the approach in [5] and ours is that we start with arbitrarily chosen Menger's paths, and focus on transformations of these paths, which allow us to see how M, M * depend on the min-cuts.
II. MINIMUM MERGINGS M
In this section, we consider any acyclic directed graph G with n distinct sources and n distinct sinks and we shall prove that Theorem II.1. For any c 1 , c 2 , · · · , c n ,
and furthermore, we have 
a set of Menger's paths from S i to R i , and
a set of Menger's paths from S j to R j . For two merged subpaths u, v by α i and α j (more rigorously, by some paths from α i and α j ), we say v is semi-reachable through α i by u if there is a sequence of merged subpaths γ 0 , γ 1 , · · · , γ n by α i and α j such that
doesn't merge with any paths from α i ; 3) For each feasible k, γ 2k+1 is smaller than γ 2k+2 on some α i,h k . If n is an even number, we say v is semi-reachable through α i by u from above; if n is an odd number, we say v is semireachable through α i by u from below ("above" and "below" naturally come up when G is drawn in a geometric space such that smaller paths are always higher than larger paths, as exemplified in Figure 2 ). Proposition II.2. Consider Menger's path sets α i , α j and merged subpaths by α i , α j . If a merged subpath u is semireachable through α i by itself from above via a sequence of merged subpaths γ 0 , γ 1 , · · · , γ 2m = γ 0 , then one can find a new set, still denoted by α i , of m pairwise edge-disjoint paths from S i to R i such that the number of mergings between α j and the new α i strictly decreases.
Example II.3. In Figure 2 (a), γ and γ i (i = 0, 1, · · · , 5) are merged subpaths from α i = {α i,1 , α i,2 , α i,3 } and α j = {α j,1 , α j,2 , α j,3 , α j,4 }. By definitions, we have 1) γ 1 , γ 3 , γ 5 are semi-reachable through α i from below by γ 0 , 2) γ 3 , γ 5 are semi-reachable through α i from below by γ 2 , 3) γ 2 , γ 4 are semi-reachable through α i from above by γ 0 , 4) γ is semi-reachable through α i from above by γ 0 , γ 2 , γ 4 . 5) γ 0 is semi-reachable through α i from above by itself (via the sequence of merged subpaths γ 0 , γ 1 , γ 2 , γ 3 , γ 4 , γ 5 , γ 6 , γ 0 ) , so are γ 2 , γ 4 , thus a rerouting of α j using α j is possible by Proposition II.2 (as shown in Figure 2 (b)).
Lemma II.4. For any c 1 , c 2 ,
Proof: Consider any acyclic directed graph G(E, V ) with 2 distinct sources and 2 distinct sinks. Let V M be the set of the terminal vertices (starting and ending vertices) of all the merged subpaths by α 1 and α 2 . It suffices to prove that for any c 1 , c 2 , if |V M | ≥ c 1 c 2 (c 1 +c 2 )+1, one can always reroute α 1 using α 2 , or reroute α 2 using α 1 to obtain new Menger's path sets α 1 , α 2 such that the number of mergings between the new α 1 , α 2 is strictly less than that between the original α 1 , α 2 .
Now we perform certain operations on G to obtain another graphĜ. First we delete all the edges which do not belong to any α 1 -path or α 2 -path; then whenever two paths β 1 , β 2 from α 1 ∪ α 2 (β 1 , β 2 could be both α 1 -paths or α 2 -paths) intersect on a vertex v, however do not share any edge incident with v (for an example, see Figure 1 (a)), we "detach" β 1 , β 2 at v (in other words, "split" v into two copies v (1) , v (2) and let β 1 pass v (1) and let β 2 pass v (2) ); next we delete all the merged subpaths by α 1 and α 2 ; finally we reverse the direction of the edges which only belong to some α 2 -path. Note that the above operations does not add more vertices to G; and for any path inĜ, each edge either belongs to a α 1 -path or a reversed α 2 -path.
Suppose that there is a cycle inĜ taking the following form:
where b(γ 2n ) = a(γ 1 ), γ i is a reversed α 2 -subpath for any odd i and a α 1 -subpath for any even i. For any vertex w in V M , let ε w denote the merged subpath in G corresponding to w; then one checks that in G, ε a(γ1) is semi-reachable through α 1 by itself from above via the sequence ε a(γ1) , ε a(γ2) , · · · , ε a(γ2n) , ε b(γ2n) , which implies certain reroutings can be done to reduce the number of mergings.
Next we assume thatĜ is acyclic. Note that inĜ, S 1 , R 2 have out-degree c 1 , c 2 , respectively, S 2 , R 1 has in-degree c 1 , c 2 , respectively, and any vertex in V M has in-degree 1 and out-degree 1. It then immediately follows thatĜ consists of c 1 + c 2 pairwise vertex-disjoint paths, each of which, say γ, takes the following regular form:
where a(γ 1 ) = S 1 or R 2 , b(γ n ) = S 2 or R 1 , the terminal points of γ 2 , γ 3 , · · · , γ n−1 are in V M , and each of γ 1 , γ 2 , · · · , γ n is, alternately, either a α 1 -subpath or a reversed α 2 -subpath. Since |V M | ≥ c 1 c 2 (c 1 + c 2 )+1, out of the c 1 + c 2 pairwise edge-disjoint paths, there must be at least one path, say γ, taking the regular form γ = γ 1 • γ 2 • · · · • γ n , such that |V M ∩ γ| ≥ c 1 c 2 + 1. It then follows that there are two vertices u, v ∈ V M on γ, where u corresponds to the merged subpath by α 1,i1 and α 2,j1 , and v corresponds to the merged subpath by α 1,i2 and α 2,j2 , such that (i 1 , j 1 ) = (i 2 , j 2 ). Note that if u is larger (smaller) than v on α 1,i1 , then u will be also larger (smaller) than v on α 2,j1 , otherwise we would have a cycled path α 1,i1 [u, v] • α 1,j1 [v, u] in G, which contradicts the assumption that G is acyclic. Now assume that γ[u, v] = γ s • γ s+1 • · · · • γ t . First consider the following conditions (ignoring the parathetic words for the moment):
• u is the starting (ending) vertex of the corresponding merged subpath in G, v is the starting (ending) vertex of the corresponding merged subpath in G. Then one checks that ε v is semi-reachable by itself from above through α 2 via the sequence ε v , ε b(γt−1) , · · · , ε b(γs) , ε u , ε v , implying a rerouting of α 2 using α 1 to reduce the number of mergings can be done. Similar arguments can be applied to other cases when any parathetic words replace the words before them.
So in any case, if |V M | ≥ c 1 c 2 (c 1 + c 2 ) + 1, certain reroutings can be done to strictly reduce the number of mergings. Together with the fact that each merged subpath has two terminal points, we then prove that M(c 1 , c 2 ) ≤ c 1 c 2 (c 1 + c 2 )/2, establishing the lemma.
We are now ready for the proof of Theorem II.1.
Proof: With Lemma II.4 being established, to prove Theorem II.1, it suffices to prove that M(c 1 , c 2 , · · · , c n ) ≤ M(c 1 , c 2 , · · · , c n−1 ) + i<n M(c i , c n ),
(1) for n = 3, 4, · · · , inductively. Now suppose that for n ≤ k, M(c 1 , c 2 , · · · , c n ) is finite and satisfies (1) and consider the case n = k + 1. For i = 1, 2, · · · , k + 1, choose a set of Menger's paths α i = {α i,1 , α i,2 , · · · , α i,ci } between S i and R i , and assume α 1 , α 2 , · · · , α k are chosen such that the number of mergings among themselves is no more than M(c 1 , c 2 , · · · , c k ). By a "new" merging, we mean a merging which is among α 1 , α 2 , · · · , α k+1 , however is not among α 1 , α 2 , · · · , α k . We shall prove that if the number of new mergings between α k+1 and α 1 , α 2 , · · · , α k is larger than or equal to
certain reroutings can be done to strictly reduce the number of mergings.
By contradiction, assume the opposite of the claim above and label all the newly merged subpaths as γ 1 , γ 2 , · · · , γ l . By the Pigeonhole principle, there exists some α i such that α i and α k+1 will have more than M(c i , c k+1 ) new mergings, thus reroutings of α i or α k+1 can be done. If such a rerouting is in fact a rerouting of α k+1 using α i , then the number of mergings between α k+1 and α 1 , α 2 , · · · , α k will be strictly decreased after the rerouting. So in the following we assume that the rerouting between every α i and α k+1 , if exists, is a rerouting of α i using α k+1 . Then after the possible reroutings of α i 's, the new α i 's will all "miss" at least one of newly merged subpaths. So the number of mergings between α 1 , α 2 , · · · , α k and α k+1 strictly decreases after the possible reroutings of all α i 's. With this contradiction, we establish the theorem.
Proposition II.5. For any c 1 , c 2 , · · · , c n , we have
where δ is any permutation on the set of {1, 2, · · · , n}. Proposition II.6. For any m ≥ n, c 1 ≤ c 2 ≤ · · · ≤ c n and
Proposition II.7. For any c 1,0 , c 1,1 , c 2 , we have
Proposition II.8. For any c 1 , c 2 , · · · , c n and any fixed k with 1 ≤ k ≤ n, we have
Proposition II.9. For any m ≤ n, we have Example II.10. It was first shown in [8] that M(1, n) = n. To see this, consider any acyclic directed graph G(E, V ) with 2 distinct sources S 1 , S 2 and 2 distinct sinks R 1 , R 2 , where the min-cut between S i and R i is denoted by c i ; here c 1 = 1 and c 2 = n. Pick a set of Menger's path α i = {α i,1 , α i,2 , · · · , α i,ci } from S i to R i . If α 1,1 merges with some α 2 -path, say α 2,j , at least twice, say at e and f . Then we can replace α 1,1 [a(e), a(f )], the subpath of α 1,1 starting from a(e) to a(f ), by α 2,j [a(e), a(f )], the subpath of α 2,j starting from a(e) to a(f ). After this rerouting, the new α 1,1 has fewer mergings with α 2 . This shows that M(1, n) ≤ n, since α 1,1 can be chosen to merge with each α 2 -path for at most once. For the other direction, by Proposition II.7, we have Fig. 3 . an example achieving M (2, 2) the last equality follows from the simple fact that M(1, 1) = 1.
Example II.11. Consider an acyclic directed graph G with 2 sources S 1 , S 2 and 2 sinks R 1 , R 2 , where the min-cut between
} be a set of Mengers' paths from S i to R i . If any α 2 -path, say α 2,i , merges with some α 1 -path, say α 1,j , twice at two merged subpaths γ 1 , γ 2 , where γ 1 is immediately ahead of γ 2 on α 1,j (or α 2,i ), as shown in the proof of Example II.10, one can reroute α 2,i (or α 1,j ) to reduce the number of mergings. So we can assume that path α 1,j (j = 1, 2) can be assumed to merge with paths α 2,1 , α 2,2 alternately, and similarly path α 2,j (j = 1, 2) can be also assumed to merge with paths α 1,1 , α 1,2 alternately. This allows us to be able to exhaustively list all the possible patterns of G, where there are no possible reroutings. With the graph depicted by Figure 3 , we conclude that M(2, 2) = 5.
III. MINIMUM MERGINGS M *
In this section, we consider any acyclic directed graph G with one source and n distinct sinks. Similarly to M, we also have the following "finiteness" theorem for M * :
Theorem III.1. For any c 1 , c 2 , · · · , c n , M * (c 1 , c 2 , · · · , c n ) < ∞, and furthermore, we have
Remark III.2. One can further show that appropriately chosen Menger's paths merge with each other only finitely many times, if only some of the sources and/or some of the sinks are identical.
Fig. 4. an counterexample
Remark III.3. Theorem II.1 and Theorem III.1 do not hold for cyclic directed graphs. As shown in Figure 4 , for an arbitrary n, α 2,1 merges with α 1,2 at γ 1 , γ 2 , · · · , γ n−1 , γ n subsequently from the bottom to the top. One checks that α 1 and α 2 has n mergings, and there is no way to reroute α 1 or α 2 to decrease the number of mergings.
Proposition III.4. M * is symmetric on its parameters. More specifically, M * (c 1 , c 2 , · · · , c n ) = M * (c δ(1) , c δ(2) , · · · , c δ(n) ),
where δ is any permuation on the set of {1, 2, · · · , n}.
Proposition III.5. For m ≥ n, c 1 ≤ c 2 ≤ · · · ≤ c n , and d 1 ≤ d 2 · · · ≤ d m , if c i ≤ d m−n+i for i = 1, 2, · · · , n, then M * (c 1 , c 2 , · · · , c n ) ≤ M * (d 1 , d 2 , · · · , d m ).
Proposition III.6. For c 1 ≤ c 2 ≤ · · · ≤ c n , if c 1 + c 2 + · · · + c n−1 ≤ c n , then M * (c 1 , c 2 , · · · , c n ) = M * (c 1 , c 2 , · · · , c n−1 , c 1 +c 2 +· · ·+c n−1 ).
Proposition III.7. For c 1 = 1 ≤ c 2 ≤ · · · ≤ c n , we have M * (c 1 , c 2 , · · · , c n ) = M * (c 2 , · · · , c n−1 , c n ).
Proposition III.8. For any n, we have M * (n + 1, n + 1) ≤ M(n, n) − n + 1.
Example III.9. It immediately follows from Proposition III.7 that M * (1, 1, · · · , 1) = 0. which was first shown in [4] . In particular, M(2, 2) = 1. Further together with Proposition III.6, we have M * (2, m) = 1 for m ≥ 2.
Example III.11. It follows from Proposition III.8 that M * (3, 3) ≤ M(2, 2) − 1 = 4.
One checks that the graph depicted by Figure 5 does not allow any rerouting to reduce the number of mergings, which implies M * (3, 3) = 4.
