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Abstract
This work contains a broad study of a variety of magnet materials undergoing
second order phase transitions. In general this lead to an overall increase in infor-
mation and analytical methods to further the field of magnetocalorics. Specifically,
critical aspects of magnetocaloric materials were compared within systems in relation
to structure, stoichiometry, magnetic minority phases and magnetic contaminants.
Heavy use of analysis was used to better quantify techniques which were in the past
used mainly in a qualitative way, leading to a more complete understanding of how
critical phenomena impacts the magnetocaloric response.
vi
1 Introduction
The work within will focus primarily on analysis of the critical scaling of magnetic
materials as they go through the para- to ferromagnetic phase transition. Because
this is a 2nd order phase transition all aspects of these magnetic materials can be de-
scribed through the critical exponents which govern the relations between the ordering
parameter and those quantities which can be manipulated to change the ordering pa-
rameter (namely applied field and temperature). This will be accomplished using
experimental data from several families of magnetic materials, including complex ox-
ides, transition metals and rare earths. The critical behavior of these materials will
be further analyzed through calculations of magnetic entropy. The focus on magnetic
entropy change is due to a heavy focus on the magnetocaloric effect, the phenomenon
by which a material changes temperature in the presence of an applied field, due to
manipulation of the lattice and magnetic entropies. A thorough understanding of
the magnetic entropy change as a function of temperature and field is shown to be a
useful tool in probing the critical behavior of the materials [1]. Further, a universal
scaling method is implemented to directly relate full ordering parameter space for
any given universality class (collection of critical exponents). A statistical analysis
technique is proposed for better understanding the phenomena of universal scaling
within 2nd order magnetic phase transitions. This is explored from both the changes
in the magnetic properties and structure of the materials. The first two sections give
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a detailed description of the analytical and experimental tools (as well as the fun-
damental physics behind these tools) used to perform the work in the later sections.
These later sections will be split up mainly by material, focusing first on the impact
of nano-structuring on a complex oxide system, and then focusing more closely on
critical behavior with a bulk transition metal alloy system. The last section is a
sort of ”catch-all” for the work that has been done to further the understanding of
universal scaling within both bulk and thin film material, and as a showcase for this
proposed technique to better quantify this sort of analysis.
2
2 Analysis and Theory
Critical Exponents. As a 2nd order phase transition, the para- to ferromagnetic
transition is governed by a set of critical exponents. These exponents are describe
the functionality of any 2nd order transition as it transforms from one phase to the
other. Thus, in order to fully understand the fundamental properties of magnetic
materials near the transition temperature, the critical behavior of that material must
be understood. The full analysis of the M(H,T) space around the phase transition can
help to extract these exponents from materials where they are unknown, which allows
direct comparison to other materials within the same universality class (the class of
materials which have the same set of critical exponents, and thus the same critical
behavior). This becomes a useful tool in comparing the phase transitions observed in
materials experimentally with those expected by the theory. For the purposes of the
studies presented in this thesis, the critical exponents focused on will be β, γ and δ,
defined generally for any 2nd order phase transition as the following scaling relations:
For J = 0
β ≡ Ψ ∝ (−τ)β (1)
γ ≡ χ ∝ (−τ)−γ (2)
For τ = 0
3
δ ≡ J ∝ Ψδ. (3)
Where J is the applied field, Ψ is the ordering parameter, τ is the reduced temper-
ature and χ is the susceptibility. Further, δ can relate to β and γ through additional
scaling relations giving:
δ =
γ
β
+ 1. (4)
Translating these general 2nd order phase transition definitions to the para- to
ferromagnetic phase transition we have:
J ≡ H (5)
Ψ ≡M, (6)
τ ≡ T − Tc
Tc
(7)
χ ≡ ∂M
∂H
. (8)
Where H is the applied magnetic field, T is temperature, and TC is the critical
temperature (the temperature at which the phase transition occurs) which is referred
to as the Curie Temperature for the para- to ferromagnetic phase transition. M is the
magnetic moment at some given H and T, and ∂M/∂H is the magnetic susceptibility.
From these definitions it becomes clear that with the entire M(H,T) space probed
near TC , it would be useful to look into critical exponents to better understand the
overall behavior of the phase transition.
In the most general case the values of the critical exponents for the 2nd order
magnetic phase transition cannot be solved. However, there are several models which
do have analytical solutions for the exponents, as well as some that have numerical
solutions. The mean field theory (MF) and 2D Ising model (2DI) can both be solved
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Table 1: Critical Exponents (CEs) for various theoretical models
CE MF 2DI 3DI 3DH
β 1/2 1/8 0.33 0.69
γ 1 7/4 1.24 1.39
δ 3 15 4.79 3
directly using statistical mechanics [2]. The 3D Ising (3DI) and 3D Heisenberg (3DH)
models have been approximated computationally, and have widely accepted estima-
tions for the critical exponents [3–5]. These results are listed in the table below:
Arrott Plot Analysis. When looking to extract critical exponents from experi-
mental data, it is often useful to utilize the Arrott plot. This plot uses the Arrott-
Noakes equation of state:
H1/γ = a
(
T − TcM1/γ + bM (1/β)+1/γ)
)
, (9)
with some substitutions (outlined in Arrott and Noake’s original work [6]) this
equation can be written as:
H
M
=
T
T0
(1− ( M
MS
)1/β)−1/2
− Tλ
T
γ , (10)
making the assumption that one is near the critical temperature, the equation can
be further simplified to:
bM1/β = (H/M)1/γ − a(T − TC) (11)
One then plots M1/β as a function of (H/M)1/γ to get a family of curves as shown
for Gd in Fig. 2.1 (exponents used are those for single crystal Gd [7]). This gives a
graphical representation of the data which can be used to qualitatively determine if
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the choices of critical exponents are correct. If the exponents are chosen correctly
it should result in a family of curves with positive slope, with isotherms which have
points creating parallel lines at high fields near TC , and the isotherm closest to TC
should pass through the origin. These restrictions are due to the fact that the Arrott-
Plot simply works best at high fields near TC (a product of the assumptions made
to go from Eqs. 9 to 11. If some, or none, of these properties are observed, it
can give information for both the material and the exponents chosen. If the slope
of the lines are negative, regardless of exponent choice, this means that the phase
transition is not of second order. This is often used as a a quick test for the presence
of ferromagnetism, by plugging in mean field exponents (giving M2(H/M)) and then
determining the slope of the lines. If the lines are not parallel near Tc, or if the
incorrect isotherm passes through the origin, this likely indicates that the β and/or γ
chosen are incorrect. A more thorough description of the theory and history behind
the Arrott Plot was recently published by Arrott [8].
In the case where the β and γ chosen are incorrect, it is possible to use the
information gained from the Arrott plot to recalculate β and γ and then create a
new, modified Arrott plot. The most popular method is known as the Kouvel-Fisher
method [9] and involves first finding the x and y intercepts of lines fit to the high field
data near the isotherm which passes through TC . Such a selection of data (and fit
lines) is shown in in Fig. 2.1. From Eq. 9 these intercepts can be found to correspond
to Ms and (χ0)
−1 respectively. Finding these values for each isotherm, they can then
be plugged into the following equations:
X(T ) =
(χ0)
−1
d(χ0)−1/dT
(12)
and
Y (T ) =
MS
dMS/dT
(13)
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Figure 2.1: Example Arrott-Plot for bulk Gd ribbon. Temperatures are given for
the isotherms at the lowest and highest temperatures measured; temperature step
remained constant at 1.5 K. Circles indicate the data that would be fit for Kouvel-
Fisher analysis, and the resulting linear fits (from 280 K to 298 K). 289 K is also
labeled as this is the isotherm that passes through the origin, and is thus an estimate
of TC .
From the definitions of the critical exponents (Eqs. 5-8) X(T) and Y(T) can be
found to have slopes of 1/β and 1/γ respectively. This method can then be repeated
until the values of β and γ converge, implying a correct choice of the exponents. More
information on the Kouvel-Fisher method, as well as examples of its application, can
be found in recent literature [10–12].
While the Kouvel-Fisher method is a very useful and elegant solution to the prob-
lem of unknown critical exponents, it can be difficult and tedious to implement. Data
with low signal to noise ratio is especially problematic as numerical calculation of
derivatives amplifies noise levels. The Kouvel-Fisher method also works best when
very small temperature steps are taken near TC , often with values of ∆T as small as
7
0.5 K, which is wasteful from an experimental perspective, especially when He usage
is a concern. In this case it can be useful to simply use a brute force method to ensure
that the β and γ are at least approximately correct. This can be done computationally
by simply taking a large range of possible β’s and γ’s and then building a matrix (or
several matrices) of some “goodness of fit” parameters, and simply choosing the (β,γ)
pair that gives the “best” possible plot. Possible values for these matrices include
simple quantities like goodness of fit to a line for the isotherms near TC , or difference
in slopes of those same lines (since they should be parallel). Because TC can be found
by other means, the search can be narrowed to only those (β,γ) pairs that allow the
isotherm near TC to pass reasonably close to the origin. One can further narrow the
search by calculating δ independently from the M(H) data at TC (using the definition
of δ) and then using the scaling relations to make sure that the (β,γ) pair chosen give
a reasonably close value for δ. This method has the benefit of being moldable to a
certain set of data. An example of Arrott plots created using this brute force method
can be seen in a later chapter, in Fig 4.5.
Magnetic Refrigeration. Most of the materials in this work are analyzed from
the perspective of the magnetocaloric effect (MCE). MCE has been a well known
phenomenon for some time, with examples of adiabatic demagnetization showing up
in statistical mechanics textbooks [13]. However early MCE was focused in the field
of ultra-low temperature physics, where the adiabatic demagnetization was used to
achieve micro-Kelvin temperatures. [14]. Widespread interest in the magnetocaloric
effect was sparked by Pecharsky and Gschneidner’s discovery of the giant MCE near
room temperature in bulk Gd5(SixGe1−x)4 [15, 16]. The technological motivation
for these studies is the development of highly efficient and environmentally friendly
magnetic refrigeration [17–19]. As recently reviewed [20–24], a wide range of bulk ma-
terials have been studied thus far, including but not limited to: silicides; transition
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metal intermetallics; lanthanides; Heusler alloys; and manganites. With supply chain
and related price stability issues, there have also been many efforts to explore magne-
tocaloric materials that do not contain rare earth elements, including transition metal
glasses [25]. Indeed, the advantage of transition metal systems is not (presently) in
J/kg, but rather, J/dollar [26] combined with supply and price stability.
While the magnetocaloric effect is interesting from the perspective of fundamental
physics, and will be bulk of the discussion in this work, most of the research into mag-
netocaloric materials has the focus of magnetic refrigeration. Magnetic refrigeration
is of great interest in both academics and industry as it has the potential for low
energy, high efficiency cooling without the use of greenhouse gases [27]. If coupled
with current research into low cost, high field permanent magnets, this can lead to
an even further reduction in energy costs, as well as a reduction in complexity (by
removing the need for maintaining an electromagnet) [28, 29]. Magnetic refrigera-
tion behaves similarly to the typical compression refrigeration cycle, with change in
applied magnetic field substituted for the usual change in pressure, and aligning of
magnetic moments substituted for the usual liquid-gas phase transition.
There are many optimized magnetic refrigeration cycles to be found in the litera-
ture [30]. In its simplest form magnetic refrigeration is a four-step process (illustrated
in Fig. 2.2), starting with a magnetic material (with randomized moments) at sta-
ble temperature: 1. Apply a magnetic field to the material aligning the moments,
thus decreasing the magnetic entropy (-∆SM). If this field change is fast enough the
process will be adiabatic, and will result in a positive adiabatic temperature change
(+∆Tad) due to the lattice entropy increasing in compensation for the decrease in
∆SM . 2. Siphon off the heat (outside of the system), returning the system to room
temperature, but leaving the moments aligned. 3. Turn the magnetic field off, re-
randomizing the moments (increasing ∆SM), now resulting in a negative adiabatic
temperature change. 4. Transfer heat from the load (or refrigerator), returning the
9
Figure 2.2: Illustration of magnetic refrigeration cycle
material to room temperature and completing the cycle.
This simplified explanation makes it immediately clear what makes a “good” MCE
material for the purposes of refrigeration: large |∆SM(∆H)| over the entire operating
temperature for larger ∆Tad changes, and a high thermal conductivity to allow for
easy heat exchange throughout the process.
Because of this drive for large magnetic entropy change, it becomes important
to understand how to calculate ∆SM from typical magnetometry measurements. As
mentioned previously, when the field is applied adiabatically (i.e., fast, relative to
thermal equilibration, e.g., of the order 1 T/s), the total entropy of the system re-
mains constant, and the MCE is expressed as the adiabatic temperature change.
Conversely, when the magnetic field is applied isothermally, the material is allowed to
equilibrate with the environment, and the MCE is expressed as the isothermal mag-
netic entropy change. Elementary manipulation and integration of the appropriate
Maxwell relations allows these figures of merit to be expressed quantitatively:
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∆Sm(T,H) =
∫ Hf
Hi
(
∂M(T,H)
∂T
)
H
dH; (14)
∆Tad(T,H) = −
∫ Hf
Hi
(
T
C(T,H)
)
H
(
∂M(T,H)
∂T
)
H
dH, (15)
where C(T,H) is the heat capacity at constant pressure. While this expression is
invalid for first order transitions, ∆Tad can be directly measured with differential
scanning calorimetry. Since both depend on ∂M(T,H)/∂T , the MCE is largest near
magnetic phase transitions occurring in narrow temperature ranges. The application
of the Maxwell Relations should be limited to 2nd order transitions.
First order magneto-structural transformations, for instance, can lead to artifi-
cially enhanced -∆SM values: an ideal first-order phase transition occurs at a unique
temperature, which implies an infinitely large ∂M(T,H)/∂T . 1st order transitions are
potentially unattractive for applications because their intrinsic irreversibility transi-
tions leads to energy losses and lower efficiency [31], and concerns of material fatigue
after numerous cycles are warranted. However, from the position of fundamental
physics the MCE as observed in 1st order transitions can offer a great deal of infor-
mation, and is highly studied.
While the materials covered in this work are of 2nd order (ferro- to paramagnetic
phase transition), a large amount of work in MCE deals with 1st order phase transi-
tions, including the “giant” MCE mentioned in the introduction. Most of the same
analysis can be used on both types transition, however, the entropy calculation must
be addressed. The thermo-dynamic Maxwell relations assume a 2nd order phase tran-
sition, and use of them for 1st order transitions can lead to sharp peaks in ∆S(T),
which over-estimate the refrigerant capabilities of such materials [32]. This calcula-
tion can instead be handled through the Clausius-Clapeyron equation, which relates
11
similar physical quantities:
[
U1 − n1(M1)
2
2
]
−ΘS2+(pV2−HM2) =
[
U2 − n2(M2)
2
2
]
−ΘS2+(pV2−HM2), (16)
where Θ is the transition temperature at applied field H, U is the internal energy of
the system, S is the magnetic entropy, V is volume, M is magnetization and nM2 is
the molecular field contribution.
If one makes the assumption that the applied field only triggers the transition,
and does not change any of the above physical parameters in either phase, then the
Clausius-Clapeyron equation can be reduced to a comparison of ratios similar to
Maxwell relations [33]: ∣∣∣∣∆Θ∆H
∣∣∣∣ = ∣∣∣∣∆M∆S
∣∣∣∣ = const. (17)
Unlike the Maxwell relation used in first order transitions, the ∆’s are not a simpli-
fication of the differential equation, but an actual difference between two quantities
(thus ∆M = M1 - M2). Note also that ∆Θ and ∆H are not independent variables, as
Θ represents a transition temperature at a specific H. With all of this in mind, it is
still possible to use the above equation to directly calculate ∆S from the raw M(H,T)
data in a similar fashion to 2nd order transitions, and then preform further analysis
as usual [34].
Because of the high dependence on ∆SM , and the wide availability of magnetome-
try measurement systems with accurate temperature and field control, a large number
of MCE publications present MCE data as a collection of -∆SM(T) or |∆SM | curves,
generally one curve for each ∆H used in the measurement (with H0 assumed to be
zero). The negative sign or absolute value are simply used out of convention for ease
of graphing. One may present as raw data a collection of M(H)’s with one curve
for each isotherm or M(T)’s with one curve for each isofield (as shown in Fig. 2.3).
Figure 2.4 shows the results of applying the ∆SM calculation to such a set of M(H)
12
Figure 2.3: Magnetization of bulk Gd as a function of both field change and tem-
perature change. With temperatures ranging from 230 K to 350 K with varying step
sizes (∆T) and fields ranging from 0 to 50 kOe with varying step sizes (∆H). M is
shown as a family of isofields (a) and isotherms (b) with steps in T and H shown.
curves, where Fig. 2.4(a) is a subset of Fig. 2.3(b).
Refrigerant Capacity and Cooling Power. While it is clear that the magnitude
of ∆SM at its peak is important to the overall refrigeration capabilities of a mate-
rial, this value is only valid for a single temperature; generally at or near the Currie
temperature. In practice, however, one would need to know the magnetocaloric be-
havior in the entire temperature region of a working device. Where the operating
temperature is taken to be the temperature range starting at the temperature which
represents ∆SM at 50% of the maximum on the low temperature side of the peak, and
continuing on to that same value of ∆S on the high temperature, this is generally
referred to as the full width at half maximum (FWHM). There are several figures
of merit used to describe the overall capabilities of a magnetocaloric material; most
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Figure 2.4: (a) Isothermal magnetization of bulk Gd as a function of field change with
temperatures from 220 K to 320 K in steps of 20 K. (b) Calculated magnetic entropy
change as a function of temperature for ∆H from 1 T (blue) to 5 T (black) in steps
of 1 T. The colored dots in (a) correspond to the specific field changes in (b). The
refrigerant capacity is the shaded area under the 1 T field change curve; the relative
cooling power is the area of the rectangular box.
notable are the refrigerant capacity (RC) and the relative cooling power (RCP). RC
is taken to be the integral under the ∆SM(T) curve for a given field change, inte-
grated from one reference temperature to another. This is illustrated in Fig. 2.4 as
a solid blue shaded area with reference temperatures corresponding to the FWHM.
The formal definition is as follows:
RC|∆H =
∫ TR2
TR1
−∆SM(T )dT, (18)
where TR1 and TR2 are the reference temperatures on the low and high tempera-
ture side of the peak respectively. Because this integration results in units of power
(J/kg), it becomes a useful figure of merit when comparing to other sources of refrig-
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eration. While RC works well when analyzing MCE materials when one has access to
all of the raw data, it is not very useful for comparing one’s own results to others who
have not reported on this figure of merit. In this case an estimation of the integral
can be useful, and is generally referred to as RCP. To estimate the integral quickly
from reported MCE data, one can simply multiply the ∆Smax value by the FWHM.
While this still gives units of power (J/kg), one must be careful to note that it gives
an overestimation of cooling power in relation to the value calculated by RC. This
overestimation can be seen clearly in Fig. 2.4. While RC and RCP fill the need for
a quantifying of refrigeration capabilities, they fail to take into account many ther-
modynamic properties, and thus should not be relied on too heavily when determing
a “good” material for refrigeration [35]. For instance, we note that both of these
figures of merit have the downside of neglecting any power lost due to hysteresis in
both the M(T) and M(H), and also have no mention of the thermal properties of the
material. In general it is the author’s recommendation that care should be used if
implimenting use of RC or RCP for anything other than a comparison tool between
similar materials. It is also worth nothing that RC can in principle be calculated us-
ing arbitrary reference temperatures instead of the standard FWHM, though this is
inadvisable unless the limitations of the magnetometer preclude certain temperatures
from being measured. If some percentage of the max other than 50% is used, this
leads to a difference in scaling behavior, and clearly makes it somewhat more difficult
to compare with the literature. For example, RC0.75 ≈ 0.6RC0.50 for bulk Gd.
As stated previously, the magnetocaloric effect is also interesting from the per-
spective of fundamental properties of magnetic materials. Because the ∆S calculation
includes the entire M(H,T) space, it makes for a useful tool to probe various aspects
of the material [36]. Further, since the ∆S calculation depends on the derivative
of the M(T) data this probe becomes very sensitive to small deviations, including
those from minority phases (both magnetic or otherwise), structural defects and ox-
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ide formation, and can in general be used to characterize magnetic materials during
the initial fabrication stage. Examples of changes in magnetic entropy being used
to identify fundamental properties will be seen throughout this work in reference to
both magnetic and structural homogeneity.
In order to get a better understanding of the critical behavior of these magnetic
materials from the -∆SM(∆H,T) pace, more advanced analysis can be performed both
on the raw M(H,T) data as well as the calculated ∆S(∆H,T).
The same sort of critical exponent analysis discussed in relation to the raw M(H,T)
data via the Arrott-Noakes equation of state can be directly related to magnetocaloric
properties, namely, RC and ∆Smax. This was first proposed by Oesterreicher et. al.
for mean field theory calculations and gave results of ∆Smax ∝ H2/3 [37]. Because
∆Smax and RC are both defined from the M(H,T) space, they too can be related
to critical exponents through the use of the Arrott-Noakes equation of state and
the general definitions of the critical exponents. This has been outlined in detail by
Franco et. al. [38–40], with the scaling of ∆SM and RC as a function of H
n and
Hn
′
respectively. One can define these relations by going through the ∆S calculation
using the Arrott-Noakes equation of state giving:
∆Smax =
−aβγ
b(β+βγ)/(β+γ)(2β + γ − 1)H
(β−1)/(β+γ)+1. (19)
From this point one can see that -∆Smax scales with field as a power of β and γ
and from Eq. 4 can get the following:
∆Smax ∝ H1+(δ(1−1/β))−1 . (20)
Using again Eq. 19 and the definition of RC Eq. 18, a similar relation between
RC and H can be found:
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Table 2: Critical Exponents (CE) for various theoretical models and experimental
findings along with ∆S and RC scaling factors
CE MF 2DI 3DI 3DH Gd
β 1/2 1/8 0.33 0.69 0.39
γ 1 7/4 1.24 1.39 1.33
δ 3 15 4.79 3 4.33
n 2/3 104/105 0.897 0.26 0.85
n’ 4/3 16/15 1.21 1.33 1.23
RC ∝ H1+1/δ. (21)
Using these scaling equations gives a direct relation between the field scaling of
the MCE properties and the critical exponents of the material, or model, being used.
Thus for two materials who share the same universality class, one would expect similar
scaling of RC and ∆Smax with field. By simply plugging in values from Table 1, one
can create a new table which includes values for the scaling factors n and n’, that
are shown below:
Here values calculated from experimental data have been included for single crystal
Gd, as Gd is discussed throughout this work, has had its critical behavior studied ex-
tensively and does not follow directly any of the proposed models. Detailed examples
of ∆S and RC scaling can be seen in Fig. 2.5. In this figure we have a bulk Gd ribbon
compared to two Gd thin films (one grown at RT and the other at 600oC). A few
things of note from this figure: 1. as mentioned previously the ∆Smax scaling does
not work very well for the lower fields. 2. RC scaling seems to work for the entire
field range. 3. There is a significant change in all of the scaling variables between the
three samples. The latter point could be of physical significance, namely that there
is some difference in the critical behavior of Gd as a function of nanostructuring, and
as a function of annealing. This will be discussed in greater detail in a later chapter.
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Figure 2.5: Examples of applying ∆Smax (a) and RC (b) scaling to Bulk Gd (black
crosses) and a comparison to 300 A˚Gd thin films grown at 600oC (red circles) and RT
(blue triangles). Scaling factors -∆Smax ∝ Hn and RC ∝ Hn′ are given in the table.
Universal Scaling. As mentioned previously, if two sets of data are found to have
the same set of critical exponents they belong to the same universality class. Since it
has been shown that the behavior of ∆SM curves can be directly related to the critical
exponents, this means that there should be some relation between ∆SM curves with
similar critical exponents. This concept has been studied extensively by Victorino
Franco’s group [10, 41, 42]. These works show that by scaling the axes of a set of -
∆SM(∆H,T) curves one can remove the T and H dependence, and thus directly
compare the universality classes of two materials.
This scaling of axes starts again with the Arrott Noakes equation of state and
cancels out all H and T dependence by redefining the axes as such: T → θ and -
∆SM(∆H,T) → ∆Sn(θ), where ∆Sn and θ are defined as:
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∆Sn =
∆SM
∆Smax
, (22)
θ =
T − Tpeak
TR − Tpeak . (23)
TR is a reference temperature chosen as the temperature corresponding to an ar-
bitrary fraction of ∆Speak for each field change. While the FWHM is normally used
to define TR, one must sometimes choose a different parameter because of magne-
tometer temperature range restrictions. This is sometimes the case for high field
measurements of materials whose Curie temperature is near room temperature, since
magnetometer temperature ranges end within tens of Kelvin of room temperature.
TR chosen at temperatures not corresponding to the FWHM can also be useful if
there is some abnormality in the -∆SM(∆H,T)curves near the FWHM. Regardless
of TR chosen it is important to only directly compare sets of scaled curves that use
the same reference temperature. An example of applying Eqs. 23 to the high field
portion of the data found in Fig. 2.4 can be seen in Fig. 2.6. Only the high field
portion was used as the Arrott-Noakes equation of state generally holds best for high
fields near TC , as discussed previously. One can quickly notice by eye that Fig. 2.6
is not a single universal curve, but a set of scaled curves which mostly fall on top
of themselves. This is generally what is seen in practice with universal scaling, and
can likely be attributed to defects in the material, or error in magnetometry mea-
surements. Because of this we will assume that the level of homogeneity in the set of
scaled Gd curves is essentially “as good as it gets” for the purposes of this work. Note
that the points corresponding to the maximum value of -∆SM as well as the point
corresponding to the FWHM are marked on both the original -∆SM(∆H,T) curve as
well as the resulting points: (0,1) and (1,0.5) on the scaled curves. It is important
that after the calculation one always make an effort to check that these points collapse
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Figure 2.6: (a) Calculated magnetic entropy change as a function of temperature for
∆H from 0.6 T (grey) to 3 T (black) in steps of 0.1 T. (b) Result of running the
data in part (a) through Eq. 23 with relevant corresponding points indicated on both
panels.
for any set of curves, as a failure to do so is a result of a failure of properly calculating
the curves, and can lead to false homogeneity.
If a set of curves calculated using the universal scaling analysis is not homoge-
neous (i.e. the set of scaled curves do not collapse onto a universal curve) this may
imply a non-homogeneity within the magnetic structure, or the presence of a minor-
ity magnetic phase within the material [43]. In theory this makes universal scaling
a very attractive method by which to analyze the homogeneity within the magnetic
structure of MCE material. This becomes especially interesting in thin films, where
magnetic homogeneity is highly controllable. However, as mentioned previously, even
a bulk Gd ribbon does not scale perfectly to a single universal curve in practice. Be-
cause of this, if we want to truly use universal scaling as more than just a qualitative
analysis of magneto-structural homogeneity, we must develop a quantitative way of
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comparing the homogeneity of a set of scaled curves. Luckily this work has already
been performed by the statistics community in the form of tests for homogeneity of
variance.
To look more into the robustness of F, θ is calculated for several different reference
temperatures (TR from equation 3) and then BF analysis is used on each new set of
curves giving F(TR). Similarly, the range of θ’s (θ = [-θmax,θmax] used in the F
calculation is probed to determine the functionality of F(θmax). F values are also
calculated using 3 seperate perspective, θ = [-θmax,0] (the normalized side), [0,θmax]
(the un-normalized side) and [-θmax,θmax] (both sides). Ideally for any choice of TR
and θ the scaling should behave similarly (within reason). In all of these comparisons
the value F’ is presented, which is simply the calculated F value normalized to the
number of data points contained in a set of 11 curves with θ ranging from [-1.1,1.1]
in steps of 0.01. This is necissary as the magnitude of F scales with the number of
data points within the entire set, so in order to directly compare the homogeneity of
two sets with different numbers of data points some normalization must occur.
For the F(TR) study we take TR = T @ x% of ∆Smax for x from 45 to 75 (with
these two extremes shown in Fig 2.7 (a) and (b)). F was then calculated for reference
temepratures in between in steps of 0.01 2.7(c). Here F was calculated for θ = [-1.1,0],
[0,1.1] and [-1.1,1.1] (the entire range of the transition) all values of TR were chosen
from the ferromagnetic side, and this is the side that was normalized. Looking at the
results we see that analyzing only the normalized side leads to very small F values,
while the unnomralized side and the entire range lead to similar values regardless
of which reference temperature is chosen. This likely indicates that most of the
inhomogeneity within the set comes from the unnormalized side, which is expected.
We also see that values of TR chosen near the FWHM (TR = 0.5) give increased F
values when looking at the normalized side, this is attributed to the spin reorientation
at ∼230 K which is a known feature in the magnetization data of Gd [44]; because
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of this reference temperatures above 70% are used throughout this work to avoid any
such issues.
F(θmax) gives siilar results (Fig. 2.7(d)). Here θmax values ranged from 0.5 to 3,
and F was again calculated for both sides individually as well as the entire curve.
We again see the F values calculated from the high temp and entire field range sets
have similar behavior, while the F values calculated only from the low temp set are
an order of magnitude lower. As θmax increases we see see an initial decrease in F as
θ approaches the normalization point for the normalized side, and an increase in the
un-normalized side, this is simply a product of the definition of θ (the point at the
reference temperature collapses regardless of homogeneity). This result shows that if
possible a θ range of approximately [-1.1:1.1] or greater should be used.
Homogeneity of Variance. Tests for homogeneity of variance are common in
statistical analysis, and are used as a way of testing the validity of the homogeneity of
variance required for the typical one-way ANOVA. Because of this, there exist multiple
tests for homogeneity of variance in large groups of data. The two most popular test
of homogeneity of variance being the standard Levine test and the Brown-Forsythe
(BF) analysis of variance test, which is a modification of the Levine test [45]. From the
statistics literature [46,47], BF analysis seems to be the more robust of the two, and
the one most suited for analysis of asymmetric peaked structures. BF analysis allows
a quantification of the variance in sets of data that fail the “homogeneity of variance”
assumption, required by the typical one-way ANOVA used in basic statistical analysis.
What this means in practice is that BF analysis takes multiple sets of data that one
would normally assume have equal distributions (i.e. a group of Gaussians) and
quantifies this variance by performing analysis on the deviations from the group
medians and then gives a resulting “F-statistic” which is 0 for no deviations, and
becomes larger as these deviations increase.
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Figure 2.7: F-statistic as a function of reference temperature chosen in the universal
curve analysis (equation 3) shown for 3 groups: Fields from 150 Oe to 500 Oe with
field step of 50 Oe (black squares), fields from 5 kOe to 10 kOe in steps of 0.5 kOe,
and fields from 10 kOe to 50 kOe with field steps of 50 kOe. (a) was calculated for a
range of θ = [-0.6,0.6]. (b) was calculated for a range of θ = [-0.6,0].
For the sake of a more concrete understanding of how the F-statistic behaves as
a function of easily identifiable differences in groups of inhomogeneous peaked struc-
tures, we look at some families of standard Gaussians purposefully manipulated to
have such variance. If one looks at the standard equation for a Gaussian distribution:
fi,j(x) = Aie
− (x−Ck)
2
2(σj)
2
, (24)
there are three clear variables that could cause inhomogeneity: peak position (C),
peak magnitude (A) and peak width (σ). When looking at universal curves it is
important to note that changes in C and A should not occur as the calculation forces
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Figure 2.8: (a - c.) Examples sets of 10 standard Gaussians with differences in center
position (∆C), amplitude (∆A) and width (∆σ). Calculated F statistic is shown as
an inset for each set. (d.) F-statistic as a function ∆C (black triangles), ∆σ (blue
squares) and ∆A (gray circles) plotted on a log,log scale to show linear dependence
of F on changes in groups of Gaussians.
the center to the point (0,1). However, if this normalization is not done correctly, it
is important to know what kind of impact this will have on F in relation to changes
in the width of the curve.
To test this, sets of 10 Gaussian curves were calculated, originally with C = 0, A
= 1 and σ = 1. Small changes (denoted by ∆) were added to each independently;
examples of this can be seen in Fig. 2.8(a-c). BF analysis was then performed on
each set for a large range of ∆’s, and ∆F was then plotted as a function of ∆A,
∆C and ∆σ Fig. 2.8(d). Looking at ∆A and ∆C it can be seen that deviations in
peaked curved due to changes in amplitude and center position have a significant
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impact on the F calculation and care should be taken to properly normalize curves
else false values of F may surface as the product of poor normalization. This can be
avoided by taking small enough temperature steps near TC and TR to ensure that
any fitting or interpolation needed to find exact values for ∆S at these temperatures
can be performed with minimal error. Looking now to F(∆σ) one can see that F
scales linearly with ∆σ on a log scale, and appears to work well as a figure of merit
for probing deviations in the homogeneity of peaked curves.
Structural Analyses. It is impossible to discuss the magnetic properties of a ma-
terial without also taking into consideration the structural properties which may be
governing changes in the magnetic moment. X-ray diffraction (XRD) is one of the
most common and versatile methods for characterizing solid-state materials. A brief
introduction to the XRD analysis used in this work will be discussed, however the
focus of this work is not on structural characterization. For a more thorough under-
standing there several comprehensive texts on the subject of XRD, such as that by
Poulsen [48]. The underlying theory of XRD is also handled in most texts on the
subject of solid state physics, such as that by Ashcroft and Mermin [49]. The two x-
ray techniques used throughout this work are low angle x-ray reflectivity (XRR) and
wide angle XRD (also called θ - 2θ scans); a sample of both can be seen in Figs. 2.9
and 2.10 respectively.
One of the key pieces of structural information gathered from XRR analysis is the
thickness of a thin film. To get a rough idea of the thickness one need only use the
Bragg equation:
nλ = 2dsin(θ). (25)
If one then indexes sequential peaks in the XRR as 1 to n one can then simply
plot n = 2dsin(θ)/λ, fit the resulting points to a line, and the slope will be equal
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Figure 2.9: XRR data for a 300 A˚ Gd thin film grown at RT. Peak locations are noted
and indexed. The insert shows the fitting of the peaks to Bragg’s law as well as the
resulting thickness.
to the film thickness (d). A detailed example of this is shown in Fig. 2.9. For a
Gd thin film grown with a nominal thickness of 300A˚. We can see that this gives
a reasonably close value to the target thickness. XRR data can also be fit using
freely available refinement software such as Reflpak from NIST or SuPreX from Ivan
Shuller’s Group [50, 51], which can yield more accurate values of thickness and also
give values for surface roughness and inter-diffusion, and can be applied to single
layers and multilayer heterostructures. However, the use of such software can be very
time consuming, often taking hours to fit a more complicated set of XRR data. The
Bragg’s law method can be done by hand in minutes or computationally in seconds,
and is thus the more desirable method when only a quick calculation is needed.
When analyzing wide angle XRD data the key parameters are peak position, rela-
tive intensity (peak height) and FWHM. These quantities can generally be determined
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Figure 2.10: Wide-Angle XRD data for the same Gd film, focused around the Gd (002)
and Gd2O3 (111) peaks. Insert shows fitting to Lorentzian and Gaussian functions,
as well as a labeling of the FWHM.
by fitting the individual peaks to either a Gaussian or Lorentzian and then extracting
FWHM, peak position and intensity from those fits. For very well defined peaks one
can generally find these quantities by hand. Figure 2.10 shows an example of both
fits as well as a labeling of the FWHM. From these parameters several informative
structural quantities can be calculated, namely the lattice parameter and grain size.
Grain size describes the particle size within a material and is indicated by a
broadening of the wide angle XRD. Grain size can be calculated directly from the
Scherrer equation:
τ =
Kλ
β cos(θ)
, (26)
where τ is the grain size, K is a shape factor (generally set to one), λ is the
wavelength of the x-ray source (λ for Cu kα = 1.54A˚), β is the FWHM of the peak
27
in question and θ is Bragg angle (peak location on the 2θ axis divided by 2). Be-
cause larger grain size leads to a more homogeneous material, this structural property
heavily impacts the homogeneity of the magnetic moments.
All of the materials discussed in this work have cubic structure, and thus the
lattice parameter (also called d-spacing) can be calculated by simplifying Bragg’s law
(Eq. 25) to:
d =
√
h2 + k2 + l2λ
2 sin(θ)
. (27)
The variables h, k and l are the Miller indeces, and are generally found by refer-
encing a database of known materials. Such databases are often included in the XRD
software package.
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3 Experimental
Magnetometry. -∆SM is used in this work as the primary quantity to probe mag-
netocaloric materials. As shown in Eq. 14, this requires a full probing of the M(H,T)
space in the temperature ranges of interest. Because this ∆SM calculation requires
calculation of ∂M/∂T, it is critical to have high signal to noise ratio due to the deriva-
tive acting as a noise amplifier. It is also helpful to take discrete temperature and field
steps so that numerical derivatives and integrals can be taken with minimal error.
Since a good deal of the proposed analyses work best at high fields (in excess of 10
kOe), magnetometers with super-conducting magnets are preferred. Two such instru-
ments were used for all of the magnetometry data in this work. The instrument used
for the majority of the measurements was the Quantum Design Physical Properties
Measurement System (PPMS) with Vibrating Sample Magnetometer (VSM) attach-
ment, which is located in-house. The Quantum Design Magnetic Property Measure-
ment Systems (MPMS) XL superconducting quantum interference device (SQUID)
magnetometer which is housed at the Center for Nanoscale Materials at Argonne
National Lab was used for measurements in chapter 4.
While most of the following magnetometry protocols can be applied to any magne-
tometer, focus will be placed on the Quantum Design PPMS with VSM attachment,
as this was used as the main instrument for probing the magnetic behavior of the
samples in this work. A more detailed description of any of these topics can be found
in the VSM manual which is available freely on-line [52].
The magnetic moment (m) is calculated as Vcoil = 2pifCm·Asin(2pift), where Vcoil
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Table 3: Percent errors in the moment measured with the Quantum Design VSM
are a function of the oscillation amplitude A and the length of the sample. These
estimates assume the sample is a 1mm diameter rod of the indicated length
A 1 mm 2 mm 3 mm 5 mm 10 mm
0.5 mm -0.01 -0.15 - 0.56 -3.1 -30
2 mm -0.04 -0.63 -1.7 -6.1 -33
is voltage induced in the sensing coil, f is the vibration frequency, C is a coupling
constant, A is the vibration amplitude, and t is time. The error in the measured
moment depends on the size of the sample strongly with length and weakly with
width. Table 3 delineates errors that can be expected from the VSM for reference.
The error can be reduced by decreasing the oscillation amplitude, but the signal cost
rarely makes this worthwhile: changing the amplitude from 2 mm to 0.5 mm for a
sample with length of 5 mm reduces the error from 6% to 3%, but cuts the signal
by a factor of 4. Even for large volumes with high moment a factor of 4 may be
significant as the -∆SM(∆H,T) measurement is focused on the region right around
the magnetic phase transition, so more signal is always better for measuring the
increasingly paramagnetic signal. With the limits of the system understood, it is
helpful to maximize the parameters of the magnetic material that to increase the
signal-to-noise, which makes calculating -∆SM(∆H,T) less cumbersome.
Because the magnetic moment is calculated from an induced voltage, the position
of the sample within the coil is of critical importance. The VSM takes care of this
through a centering procedure, fitting moment as a function of position, and then
extracting the exact sample position. For materials with low moments, the centering
process can be difficult above the magnetic ordering temperature. It is often nec-
essary to center either at low temperatures or using high field. Vibrating sample
magnetometers have an automated “locate by center” function that can be added to
the measurement protocol to account for shifts in sample location when measuring
over large temperature ranges. We find it worthwhile to perform this step at each
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isotherm (after giving the system some time to equilibrate) and then again before
going to very high fields. While this takes time, it is necessary to avoid systematic
errors that can compromise the -∆SM calculation. SQUID magnetometers typically
allow for a bit more variation in the sample position, since the induction is fit to a
curve. Even then, it is worthwhile to recenter after significant temperature changes.
Measurement Protocols. While magnetometry is a straightforward method to
probe the entire M(H,T) space, in using such instruments one must also be con-
siderate of the conservation of time (usually due a need to conserve He). Because
the -∆S(∆H,T) calculation has a temperature derivative in M(T) and an integral of
(dM/dT) dH, it is very important to get enough discrete data points to numerically
calculate these quantities without loss of information. It is often equally important
to limit the total time of each measurement as, especially at high fields, every data
point uses up a significant amount of He. This means it is important to consider both
the range of temperatures and fields needed, as well as the specific temperatures and
fields for which data is required. In essence, planning the data density wisely can
reduce the cost of the measurement in both time and money.
Looking at the analysis techniques discussed in the previous chapter, it is clearly
necessary to have sufficiently high M(H,T) data density near TC to be able to accu-
rately locate and calculate ∆Smax, as well as data far enough out in T on both sides of
the transition to locate the points corresponding to the FWHM. Failure to do either
will lead to difficulties in extracting the critical behavior from the measured material
and can waste much more helium if the measurement needs to be repeated, or large
amounts of uncertainty in the data if fitting or interpolation are used to compensate.
Note that for materials going through particularly sharp transitions (such as those
undergoing 1st order phase transitions) this is especially important, as entire tran-
sitions can be missed if the temperature protocol is not carefully thought out. The
31
same sort of thought must be put into the field steps; while in theory one could simply
sweep the field at each temperature, in practice this leads to noisy data, mainly due
to a failure to wait for temperature and field equilibration. While this noisy data can
then be fit or smoothed in some way, this is undesirable as one could smooth away
relevant imperfections. Further, having a collection of non-uniform data can make
the numerical calculations difficult. Overall discrete data points in the M(H,T) space
simply lead to much cleaner and easier to manipulate ∆S(∆H,T) space. With this in
mind, and again making an effort to keep each measurement as efficient as possible,
one must make an effort to keep the data dense when there are large changes in the
M(H) and M(T) curves, and more sparse as you reach saturation. It is recommended
that M(H) and M(T) curves be measured roughly before the start of the full M(H,T)
space is measured to help locate such critical regions.
Temperature Protocols. When working out a proper temperature protocol one
must balance the cost of the measurement (in both time and He use) with the data
density needed for proper calculation of the desired parameters. If measuring a new
material, one should always perform a preliminary M(T) measurement at low fields (a
few hundred Oe) to get an idea of where (on the temperature scale) the transition will
be taking place, and how broad this transition will be. This can be done as quickly
as 5 K/min and can thus span the entire temperature range of the equipment if TC
is completely unknown. To test impact of data density on the -∆SM(∆H,T) space an
experiment was performed using very small temperature steps (1.5 K, approximately
0.5% of TC) on a bulk Gd ribbon, with applied fields up to 50 kOe. From this data
steps of 3 K,6 K and 9 K were constructed (corresponding to 1%, 2% and 3% of
TC respectively), and the -∆S(∆H,T) curves were then calculated for field changes
50 kOe, 10 kOe and 4 kOe (results in Fig. 3.1).
The resulting ∆S(T) curves are independent of the temperature step with any field
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Figure 3.1: ∆S calculated from Gd data for different field ranges and with different
temperature steps. ∆S was calculated for ∆H of 50 kOe (squares, (a-d)), ∆H of 10
kOe (circles (e-h)) and 4 kOe (stars(i-l)). Tstep used were = 1.5 K (black), 3.0 K (red),
6.0 K (blue) and Tstep = 9.0 K (green). Note that the temperature steps correspond
to TC as approximately 0.5%, 1%, 2% and 3% of TC (where TC of Gd is ∼300 K).
change exceeding the saturation field ( 2 kOe) for temperatures more than 15% away
from TC . Consequently, large temperature steps are sufficient far from the transition.
On the other hand, the details of the entropy peak are missed if the temperature
steps are too large near TC . Since dM/dT is larger for smaller field changes, low
field changes near TC are most susceptible to under sampling. Differences between
the entropy change are negligible for field changes above about 20 kOe (i.e., about 10
times the saturation field) using Tstep of 1% of TC .
While in theory one could probe the entire M(H,T) space in temperature steps
of 3 K is not the most efficient use of resources. Because of this we have developed
following protocol: (a) Tstep ∼0.01TC for temperatures within 5% of TC ; (b) Tstep
∼0.02TC for temperatures between 5 and 15% of TC ; and (c) beyond 15% of TC ,
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sparse data (10-20 K steps) are viable, provided the system is single phase and has
no other transitions. To illustrate, consider a second order material with TC of
300 K that is to be measured from 200-400 K in order to extract the main features
of the MCE. We would use a protocol with thirty four temperatures: 3 K steps for
289-316 K; 6 K steps for 256-286 K and 322-340 K; 10 K steps for 200-250 K and
350-400 K. One should go in much finer steps, e.g,. TC/1000 within 1-2% of TC ,
if one is interested in low field behavior, first order transitions, or if one intends to
extract critical exponents. A final technical note: it is important to include sufficient
equilibration times after every temperature change, especially small changes. For
temperature steps of 2 K or less, we find it prudent to wait 10’s of minutes before
commencing the measurements.
Field Protocols. Field steps can also impact the entropy calculation through the
integral over ∆H. Increasing the step size to the point where the functionality of the
magnetic saturation is missed gives errant values of ∆Smax and RC: there is a decrease
in the inferred magnitude ∆S, and an inferred increase in the peak width. These errors
are related to whether or not the approach to saturation was sufficiently captured,
i.e., whether or not small enough step sizes were used. Figures 3.2 (a) and (b) shows
that the difference of M(H,T) data when measured with dense and sparse field steps
is not that obvious to the eye. Using Fig. 3.2(c) as a guide, we have developed a
rule of thumb to help define the low field region that needs higher data density: the
convergence of the dM/dH data above and below the transition temperature by about
10% of TC defines the separatrix between the high and low field regimes, which we
refer to as Hsat. In the present case, the implication is that Hsat is about 2 kOe; field
steps of about 200 Oe would capture the essential features and minimize errors in the
determination of ∆Smax and RC. Note for very small fields (below 500 Oe) we see
a difference in functionality in Fig. 3.2(c) for the low temperature isotherm. Above
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Figure 3.2: Isothermal M(H) measurements of Gd ribbon with field steps of (a)
0.005 T, and (b) 0.25 T; the latter misses the details of the saturation. (c) Shows
dM/dH as a function of field for 260 K (black ×) and 320 K (red circles); their
convergence is used to define the saturation field. (d) ∆Smax (black triangles) and
RC (red squares) as a function of Hstep are both impacted by field steps. Lines are
guides to the eye.
Hsat, field steps even on the order of 1 T have little impact on the results because
dM/dH and d2M/dH2 are both sufficiently small.
Structural (XRD, XRR). X-ray diffraction is one of the most ubiquitous and
versatile techniques in the characterization of materials. Most of the basic XRD and
XRR analysis in this work was performed using a Bruker which is limited to 1-D
motion and is generally designed for use with powdered materials, it does work, how-
ever for rough XRR measurements and XRD measurements in thin films. Several
excellent resources for applying X-ray scattering to thin films have been written by
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Birkholz [53, 54]. While basic powder diffractometers still work for standard diffrac-
tion measurements (θ 2θ; rocking curves), films and heterostructures benefit from full
characterization capabilities available with four circle goniometers. This tool allows
characterization in three dimensions, allowing one to investigate film structure in the
sample plane (φ scans and pole figures), yielding information on in-plane and out-
of-plane lattice parameters, strain, mosaic spread, and grain size estimates. X-ray
Reflectivity (XRR) is another powerful technique for analyzing these systems. The
latter technique is limited to films whose surface roughness is below 10 nm, and eas-
iest with structures having large differences in scattering length density. For these
more complex techniques (or simply when higher signal to noise was required for basic
analysis) the
This work covers a variety of both bulk and nanostructured materials. All sam-
ple creation done in-house was performed via magnetron sputtering. Other sample
creation methods used were Arc-Melting of bulk materials to create alloys, and oxide
assisted molecular beam epitaxy (MBE) for the creation of atomic layer superlat-
tices. As a side note, the Gd ribbon used in many of the examples in this work was
purchased directly from a materials vendor, so details on its creation are unknown.
Magnetron Sputtering. All sputtering was done in house using an Orion ATC
sputtering system made by AJA international. While not all of the materials in this
work are created using sputtering, I will give a brief introduction to this system as it
makes up a large portion of the work done in our lab, and is relevant to future work.
The system contains seven guns, of which multiple can be used simultaneously (to
allow for co-deposition). A single gun consists of a metal cylinder (chimney) covered
by a hinged lid (shutter). This structure then houses a high purity bulk mass of
some material (target). Multiple gases can also be controlled to allow for reactive
sputtering (often used for oxide growth). All depositions are performed with a base
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pressure on the order of 10−8 Torr and operating pressures in the mTorr range (in the
presence of high purity Ar). Sputtering begins by first generating a plasma in all guns
which will be used in the deposition. The plasma is “lit” by introducing the target to a
high voltage pulse. AR+ ions are formed by collision of free floating electrons colliding
with the Ar atoms present during deposition. The AR+ ions are then attracted to the
negatively charged target and those ions that collide with sufficient energy eject atoms
from the target in all directions. The position of the gun relative to the substrate
(which is hanging overhead and rotating) allows for the ejected atoms to be sprayed
uniformly (the gun essentially acts like a can of spray paint). It is worth noting
that while the substrate gets the most concentrated and uniform coating of ejected
atoms, the entire chamber (including the inside of the gun) is coated with every
material sputtered, so proper maintenance is important to ensure that the system
remains clean. The system has temperature control from RT to 600oC allowing for
high growth temperatures and post deposition, insitu annealing.
While the system is kept at ∼10−8 Torr for the majority of time, the targets can
still accumulate oxides or other contaminants, when opening the chamber or during
reactive sputtering. Because of this a process called pre-sputtering is standard and
is used prior to every deposition. This process is simply the act of sputtering while
shutter on the gun is closed, so that the surface atoms are ejected from the target,
but do not come into contact with the chamber (they are instead deposited onto the
bottom-side of the shutter). This process can take anywhere from a couple to tens of
minutes, depending on the material and the level of oxidation.
The bulk transition metal samples of chapter 5 were created through the process of
Arc-melting. This process generally takes place by using commercially available pow-
ders, arranging them by mass to create the stoichiometry of the desired alloy, melting
them down to a small button of material and then cold rolling them into thin ribbons.
These were created by collaborators at the Airforce Research Lab (AFRL) under the
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supervision of Matthew Lucas. More information on this fabrication method can be
found in chapter 5.
The thin films discussed in chapter 4 include single atomic layer superlattice struc-
tures. These were created at Argonne National Laboratory through the process of
oxide assisted molecular beam epitaxy by Tiffany Santos. More information on this
fabrication method can be found in the following chapter.
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4 LSMO: Superlattice v. Alloy
Introduction. As mentioned in the introduction, a great deal of work has been
done on the magnetocaloric effect in bulk samples. While this area has proven very
lucrative scientifically and gives promise for application, seeing the impact of nano-
structuring on the MCE phenomena makes up a smaller body of work, and still has
great room for growth as a field of study. In Refs. [55,56] it was shown that finite size
effects can detrimentally impact the magnetic entropy change in Gd/W multilayers.
In addition, studies of thin films suggest that nano-scale disorder in the material
is important for magnetocaloric properties [57, 58].Our work here underscores these
findings through a comparative study of 31 nm thick epitaxial La0.56Sr0.44MnO3 films
grown in two distinct forms: a random alloy and a digitally synthesized superlattice.
Sample Growth. The epitaxial manganite thin film samples were grown by ozone-
assisted oxide molecular beam epitaxy on TiO2-terminated SrTiO3 (001) substrates.
The samples are depicted schematically in Fig. 4.1. Details of the preparation, as well
as structural, magnetic, and electrical properties have been previously reported [59].
The alloy sample was a single 31 nm layer with a composition of La0.56Sr0.44MnO3.
Growth was performed by codeposition in order to create an alloy in which La and Sr
cations were randomly distributed on the A-sites of the ABO3 perovskite structure.
The 31 nm thick superlattice was grown by digital synthesis, wherein the La and
Sr are deposited separately. This results in a superlattice of LaMnO3 (LMO) and
SrMnO3 (SMO), with each layer containing distinctly either La or Sr. The superlattice
structure we investigate is [(SMO/LMO)4/LMO]9, which has a total composition
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Figure 4.1: Schematic of the two epitaxial samples under investigation. The
La0.56Sr0.44MnO3 alloy sample was grown with the La and Sr simultaneously deposited
(left). The [(SMO/LMO)4/LMO]9 digital superlattice (right) has discrete layers con-
taining La and Sr. This layer sequence is repeated 9 times. The total thickness of
each sample is 31 nm (81 perovskite unit cells)..
equivalent to that of the random alloy film. There is a ferromagnetic phase transition
that occurs in both films at 305 K [59]. Additionally, an anti-ferromagnetic transition
around 250-275 K causes both materials to be canted antiferromagnets, with a sizable
net moment in an applied field [60].
Sample Measurement. A Quantum Design MPMS XL SQUID magnetometer
was used at the Center for Nanoscale Materials at Argonne National Lab to measure
the magnetization of these samples for fields up to 6.01 T for temperatures in the
range 200-350K, with the field applied in the sample plane. The samples were zero
field cooled, then saturated in 6T. The field and temperature dependences of the mag-
netization were measured by raster scanning the parameter space: M was measured
with H ascending at Tn, then measured with H descending at Tn+1. The lowest field
applied was +0.01 T, which helps avoid minor loops from making the ascending and
descending fields dissimilar, since the magnetization has yet to reverse (M(H) loops
have been presented previously as supplemental material to Ref. [60]). This also lim-
its the influence of hysteretic losses in the context of cooling power. This protocol
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Figure 4.2: Samples of isothermal magnetization data of (a) the alloy film and (b)
the superlattice between the noted temperatures. The temperature step between each
isotherm is 10K. For clarity, only a fraction of the measured isotherms are shown.
mimics the field cycling that would be used in a unipolar field environment with a
simple biasing field. The M(H,T) data shown in Fig. 4.2 have had the diamagnetic
background of the substrate subtracted, and have been normalized by the mass of the
manganite material (4.14 µg and 4.03 µg for the alloy and superlattice, respectively).
Each mass was calculated from the film volume using a density of 6.16 g/cm3.
Figures 4.3(a) and (b) show the magnetic entropy change results for the alloy film
and the superlattice, respectively. It is somewhat surprising that the entropy peaks
occur at widely different temperatures (270K and 295K for the alloy and superlat-
tice, respectively; ∆H=1T) despite the ferromagnetic ordering temperature of 305K
each being confirmed through magnetometry [59]. The alloy films peak magnetic
entropy change is consistently greater than the superlattice, ranging from ∼66% for
∆H=1T to ∼15% for ∆H=6T. The larger entropy ∆Smax is not unexpected for the
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alloy, as it has a greater moment than the superlattice (2.2 versus 1.7 µB per Mn).
Figure 4.3(c) shows that the two entropy change responses collapse onto a single
curve when analyzed via the universal curve method [38]. This collapse required two
reference temperatures, which implies some potential influence from minority mag-
netic phases. However, neutron diffraction data suggest the samples are homogeneous
[60]: the A-type spin structure was confirmed; the coherence length is close to the
film thickness, which would not be possible if there were patches of ferromagnetic
and anti-ferromagnetic phase separated regions; and the neutron diffraction peaks
are field independent.
Analysis. The relative improvement with ∆H implies different scaling behavior for
the alloy and the superlattice. The entropy change peak (∆Smax) of many relevant
materials scales with field according to ∆Smax Hn. For a mean field model, n is
2/3 at the ordering temperature, though some magnetic materials have larger values
of n [38]. Figure 4.4(a) shows that ∆Smax for both samples scales with field in this
manner. The exponent of the alloy film is n=0.90, while n=1.09 for the superlattice.
These are significantly different from each other and from the mean field exponent.
While one expects discrepancies with mean field theory near the phase transition,
the exponent at the ordering temperature is usually less than 1, as seen in the alloy
film, and in all of the theory models in the introduction 2. As with the magnetic
entropy change, the relative cooling power (RCP) of the alloy sample is superior to
the superlattice. As mentioned in the introduction, the RCP indicates the relative
potential a material may have as a magnetic refrigerant. Here, a field change of ∆H =
10 kOe leads to RCP values of ∼37 J/kg and ∼22 J/kg for the alloy and superlattice,
respectively. The field dependence of the relative cooling power for each sample is
shown in Fig. 4.4(b). The RCP of the superlattice is notably nonlinear, enabling it
to approach the alloy sample’s RCP. Following a similar scaling analysis as above
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Figure 4.3: Magnetic entropy change results for (a) the alloy film and (b) the su-
perlattice for field changes ranging from 1T (red) to 6 T (grey) in 1T steps. (c)
A comparison of the alloy (open triangles) and superlattice (filled squares) showing
that the entropy change responses collapse onto a single curve when analyzed via the
universal curve method.
(e.g., RCP ∝ Hn′), the exponent for the superlattice is 1.21, whereas it is 1.01 for the
alloy. The enhancement of these scaling exponents in the superlattice implies that
the moments order more readily along the applied field direction. Note that while
refrigerant capacity is generally a more useful tool while looking at scaling relations,
it was difficult to compute due to the small signal/noise ratio of this data, so RCP
was used here as a rough estimate.
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Figure 4.4: Magnetocaloric parameters for the alloy film (triangles) and superlattice
(squares). (a) The scaling analysis ∆Smax ∝ Hn discussed in the text leads to the
noted exponents, n. (b) The relative cooling power for the alloy is well behaved, while
that of the superlattice is nonlinear.
One can look further into the critical behavior of these materials using the Arrott
Plot method mentioned in the introduction. Because the raw M(H,T) data here
has a rather small signal to noise ratio the Kouvel-Fisher method was not used, and
instead a brute force method was used until the resulting modified Arrott-Plots looked
“good enough” (this was relative term, thus the resulting exponents should be taken
with a grain of salt) 4.5. The results indicate both samples have γ of ∼1.32 (very
close to the value of 4/3 for 3D Ising), while β is 0.53 for the alloy, and 0.36 and
superlattice. From a fundamental physics perspective, these results are interesting:
increasing cation disorder appears to cause the LSMO system to shift toward mean
field behavior (βMF = 1/2) from Ising behavior (β3DI = 0.33).
The major difference between the alloy and the superlattice is that the spatial
distribution of La and Sr cations on the A-site is random in the former, but highly
ordered in the latter. It is well known that manganite properties are easily perturbed
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Figure 4.5: Arrott plots shown for [(SMO/LMO)4/LMO]9 superlattice (top) and
La0.56Sr0.44MnO3 thin film alloy (bottom), along with the critical exponents β and γ,
chosen as described in text
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by disorder because exchange interactions in these materials are highly sensitive to the
local bond environment [38,59,61]. Cation disorder in the alloy produces an increased
variation in Mn-O-Mn bond angles and lattice distortions relative to the cation-
ordered superlattice. This reduces the electronic interaction (i.e., transfer integral)
between neighboring Mn ions that is fundamental for the in-plane, ferromagnetic
double-exchange interaction [62], which weakens the spin coupling at the magnetic
transition relative to the superlattice. This may explain in part why ∆Smax is found
at a lower temperature in the alloy despite the equivalent ordering temperatures.
Further, the cation order in the superlattice may cause the spins to order more readily
relative to the alloy. This may explain the superlattices unexpectedly large exponents
for the two scaling relations. Just above Tc, (e.g., up to 315K) the susceptibility of
the superlattice exceeds that of the alloy by a factor of two, lending further credibility
to this interpretation.
Conclusions. We have compared the magnetocaloric effect in two 31 nm thick
epitaxial La0.56Sr0.44MnO3 samples grown in distinct forms, one as a single layer
alloy and one as a digital superlattice composed of LaMnO3 and SrMnO3 layers.
While neither has properties superior to the bulk [63] or are themselves candidate
refrigerants, both the magnetic entropy change and relative cooling power of the
alloy film exceed those of the superlattice. The unique comparison in this study of
the epitaxial alloy in which La and Sr randomly occupy the A-sites to the superlattice
with ordered A-site occupation allows us to conclude that the entropy cation disorder
plays a crucial role in the magnetocaloric effect in manganite materials. This may thus
be an important structure-property relationship for future materials development.
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5 FeNiCoCrPdx: Structural Abnormalities in HEAs
Introduction. The Fe1Co1Ni1Cr1Pdx alloy family is one of many “high entropy al-
loys” (HEAs), which are multicomponent materials with near equimolar constituents
and high entropy of mixing. These materials have been pursued for high hardness
and resistance to wear and corrosion, which are attractive properties for a myriad of
applications [64]. The addition of Pd to FeCoCrNi enables the critical temperature
to be tuned from 300 to 500 K for x = 1 to 2, along with enhancement of the sat-
uration magnetization [65]. In this work, we explore the magnetic properties of the
Fe1Co1Ni1Cr1Pdx alloy family, as-rolled and after annealing, with low molar fractions
of Pd. While Pd increases the cost of the materials significantly (thus potentially
negating the J/dollar argument), only small amounts are used ( ∼10% by volume
to get TC to RT). Further, previous works have used high percentages of Pd as a
stabilizing agent in similar high strength bulk alloys. [66–68]. We find improvement
in the magnetocaloric properties throughout the system, and suggest this originates
predominately from the homogenization of the alloy.
Sample Preparation. The FeCoNiCrPdx samples were made using an arc furnace
under argon atmosphere using elemental Fe, Co, Cr, Ni, and Pd all of 99.99% or
greater. Melted buttons were then cold rolled into thin sheets with thickness of 100
to 250 µm, then diced to have areas of 2 mm x 3 mm. The samples were characterized
before and after a heat treatment procedure, for which they were wrapped in Ta foil,
sealed in a quartz tube with Ar gas, and annealed for one hour at 900◦C. The sam-
ple stoichiometries range from Fe1Co1Ni1Cr1Pd0 to Fe1Co1Ni1Cr1Pd0.5, or as atomic
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Figure 5.1: Saturation magnetization from M(H) loops at 5 K (circles), and Curie
temperature from M(T) in 2 kOe (squares) for as-rolled (closed) and after annealing
(open) for NiFeCoCr1Pdx. Top axis shows the relationship between Pd additions and
changes in the lattice parameter (as found by high angle XRD)
percentages of Pd: 0.00% (x = 0), 0.12%, 0.74%, 1.48%, 2.91%, 5.88% and 11.11%
(x = 0.50). Magnetic characterization was performed on samples using a Quantum
Design PPMS with a VSM option. M(H) is measured with fields from 0 to 50 kOe
(stopping to measure at each field with the magnet in persistent mode) in appropriate
step sizes. These quarter-M(H) loops are measured for isotherms ranging from 10 K
to 350 K in steps of 5 K.
Sample Measurement. The M(T) and M(H) data yield measures of TC and sat-
uration magnetization (Ms) as a function of Pd content for the materials in both the
as-rolled state and after the annealing process (Fig. 5.1). Both Ms and TC increase
with the inclusion of Pd with similar scaling for both the as-rolled and annealed
states. The values of Ms at 5 K and TC were approximately 30 emu/g and 100 K for
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Figure 5.2: Magnetic entropy change with ∆H = 50 kOe (a) before and (b) after
annealing for NiFeCoCrPdx, with x ranging from 0.00 to 0.50 (from left to right).
the 0% composition, and increased monotonically with Pd content to approximately
46 emu/g and 290 K, respectively, for the 11.11% composition. Since TC generally
defines the mid point of the operating temperature range [69], this system offers a
tunable operating temperature of 100 K to 300 K. X-Ray Diffraction (XRD) mea-
surements were also preformed on all of the materials, from this the lattice parameter
was calculated for each stoichiometry and is shown as the top axis of this figure.
Figure 5.2 shows the magnetic entropy changes for all samples for ∆H = 50 kOe.
For the as-rolled samples we find that Pd additions shift the temperature at which
−∆SM peaks (Tpeak) from ≈ 100 K to 300 K, as expected from the TC shift. This
is accompanied by relatively small changes in −∆SMpeak for increasing x. There
is, however, a notable change in the functionality (shape) of the −∆SM(T) curves,
specifically increasing Pd content gives a decrease in the width and an overall peaked
structure more typical of magnetocaloric materials. We see a similar scaling in Tpeak
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Figure 5.3: Refrigerant capacity of NiFeCoCr1Pdx for select Pd contents: x = 0%
(squares), x = 2.91% (circles) and x = 5.88% (triangles), in both the as-rolled (open)
and annealed states (closed). Lines are power law fits. The insert shows RC for ∆H
= 50 kOe for the series of samples under both heat treatments.
with x in the annealed samples, but the change in functionality of the −∆SM curves
is no longer as distinctive (Fig. 5.2(b)).
Analysis. RC and ∆Smax were looked into to further understand the importance
of the Pd additions as well as the annealing procedure. We do not consider hysteretic
losses here, as the M(H) loops showed negligible hysteresis, though that can be im-
portant in many systems [70]. Fig. 5.3 shows RC as a function of ∆H for both the
annealed and as-rolled samples. The RC of ∼36 J/kg for a 1 T field change puts the
Pd-containing HEAs at the low end of the competition in the 100 - 200 K range [22],
though their relatively low cost (at least for x = 0) may make up for this. These
results show, however, that the Pd incorporation leads to dramatically improved RC.
The as-rolled samples have RC increased approximately 25% over the annealed sam-
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Figure 5.4: The power law exponents for the ∆Speak and RC behavior, n (circles) and
n′ (squares), decrease and increase, respectively, with Pd content.
ples, and this improvement is nearly independent of ∆H. The insert to Fig. 5.3 shows
that, for a fixed ∆H of 50 kOe, RC is enhanced with Pd by nearly 50% and 60% in
the as-rolled and annealed samples, respectively. For the latter, most of the increase
(40%) is observed with less than 1.5% Pd. The reduction in RC with annealing is
expected, as the M(T) data all show a sharper transition at TC , and thus a reduced
FWHM of the entropy change peak.
To further this analysis the ∆Smax and RC values were fit as a function of applied
field, namely −∆Speak ∝ Hn and RC ∝ Hm. Figure 5.4 shows resulting values of n
and m for all samples as a function of Pd atomic percent. For the entropy change, n is
always sub-linear, and decreases with both Pd and annealing, though to a lesser extent
than m: nu,0%=0.86 falls to nu,5.88% = 0.81 with Pd added, while annealing reduces
the exponent na,0% to 0.84. The behavior of RC is nearly linear with field for the
unannealed, x=0 sample ( mu,0% = 0.99), but becomes superlinear with 6% Pd added
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Figure 5.5: (a) Wide angle XRD for x = 0.00% as a function of annealing temperature
with temperatures starting at Room Temperature, then from 100 oC to 1100 oC in
steps of 100 oC on a Pt sample holder. (b) Wide angle XRD for x = 0.12% to 11.11%
on zero diffraction holder with peaks indexed. (c) XRD remeasured after annealing
for same sample set, also on zero diffraction plate. Note, part (c) was measured on a
different machine from parts (a) and (b)
(mu,5.88% = 1.10). Annealing further increases m, with ma,0% = 1.05 and ma,5.88% =
1.13. Together, these results imply that the improvement of the refrigerant capacity
with Pd has less to do with overall magnitude of the entropy change and more with
the increased susceptibility of the material near the phase transition.
It is then straightforward to compare n and n’ to the theoretical models outlined in
table 2. The observed changes in ∆SM exponent seems to favor the mean field model,
decreasing toward that expected exponent, while moving further from the expectation
for the 3D Ising model. Since the observed increase in RC exponent with annealing
and Pd is in line with both models, we conclude mean field is more appropriate. And
similarly conclude that the increase in Pd content makes the material more ”well
behaved”.
52
Figure 5.6: Change in peak intensity as a function of temperature for the (111) (blue
triangles), (220) (red circles) and (311) (black squares). Table gives the raw values of
peak intensity at RT and 1100 ◦C.
Previous studies of NiFeCoCr have shown that the cold rolling process can result
in imperfections in the structure of the material, and that heat treatment can reduce
these imperfections and improve the MCE in the materials [71]. Performing similar
X-Ray Diffraction (XRD) measurements on the samples in this study gives further
insight into the impact of both the Pd additions and the annealing procedure from
a structural perspective. Figure 5.5(a) shows wide angle scans on the x = 0 sample
as a function of annealing temperature, starting from room temperature, increasing
to 100◦C, and then increasing in steps of 100◦C to 1100◦C. Even before analysis
it is apparent that there are changes in both the relative intensities and FWHM
of the indexed peaks (those which are not indexed are due to the sample holder
or oxides). Specifically we see a decrease in the intensity in the (111), (222) and
(311) peaks, with a decrease in FWHM in all peaks (except for those which entirely
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vanish). It is important to note that around 800◦C - 900◦C there was a formation
of some oxide peaks, the formation of these oxides was noticeable by eye as the
temperature increased. Looking at Fig. 5.5(b) we see the structural impact of adding
Pd content prior to the cold-rolling process, relevant peaks are indexed here as these
were measured on a zero diffraction plate. XRD analysis of these samples shows
an increase in the FWHM and a lowering of intensities (even in the major peaks),
though there is clearly still a greater decrease in the intensities of the (111), (222)
and (311) peaks. Fig. 5.5(c) shows the results of XRD on the same set of samples
after annealing to 900◦C. The annealed samples were measured on a separate XRD
machine, so noise levels and absolute magnitudes should not be directly compared
to (a) and (b). The XRD results for the annealed Pd containing samples show a
combination of Fig. 5.5(a) and (b). We have a removal of the (400) and (200) peaks,
as well as a reduction in the (111), (222) and (311) peaks. Again we see a decrease in
FWHM and a resulting increase in grain size (as seen in the XRD temperature study)
while the additions of Pd still increase the FWHM (and thus decrease the grain size)
this effect still leaves larger grains in all samples when compared to their as rolled
counterparts. This analysis can be seen in detail in Fig. 5.7, showing grain size as
a function of Pd for both sets of samples here only the (220) as the other major
peaks change intensity drastically as a function of temperature (seen in Fig. 5.6).
Taking this analysis into account, and comparing to the magnetometry results, we
can clearly see that the annealing process is necessary for both structural and magnetic
homogeneity, and that while the Pd additions seem to create more structural disorder
(smaller grain sizes and lowered relative intensities) they also help in the suppression
of minor structural phases as well as a possible suppression of minority magnetic
phases, even in very small amounts. Note also that the minority phase transition can
be seen clearly in the Fig. 5.5(a) between 600◦C and 700◦C.
As shown in Fig. 5.8, this scaling analysis for x = 0.00% and x = 5.88%. Com-
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Figure 5.7: Grain size calculated from wide angle XRD’s (a) as a function of tem-
perature for x = 0.00%, first increasing (red up-triangles) and then decreasing (blue
down-triangles) (b) as a function of Pd additions for as rolled samples (closed trian-
gles) and after annealing to 900 ◦C (open triangles)
paring the 0.00% Pd sample to the 5.88% sample we see an increase of homogeneity
when Pd is added. It has been shown that a failure to collapse (such as seen in the x
= 0.00% sample) can be attributed to inhomogeneity within the material [43]. Such
inhomogeneity within similar materials has been found previously in the NiFeCoCrx
system as a function of annealing temperature [71]. Within the NiFeCoCrx system
the inhomogeneity was shown to be related mainly to structural abnormalities gener-
ated during the cold rolling process. It was shown that in the as rolled Alloys there
was the presence of a minority magneto-structural phase transition at high tempera-
tures which was not present in the annealed samples. Further, the annealing process
seemed to improve the major structural characteristics as well (mainly an increase in
grain size). we can thus conclude that since we similar responses by both annealing
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Figure 5.8: Scaled curves calculated from the ∆SM(∆H,T) for the x = 0.12% (solid)
and x = 2.91% (dashed) both as-rolled (blue) and annealed (red) for fields ranging
from 15 to 50 kOe in steps of 5 kOe.
and adding Pd to this same system, that the Pd also helps to supress the formation of
these structural abnormalities in the alloys, leading to an overall more homogeneous
system.
Conclusions. In summary, we have studied the NiFeCoCrPdx with particular at-
tention to the magnetocaloric properties. The system has a second order phase transi-
tion that is tunable from room temperature down to around 100 K as x decreases from
11.11% down to 0.00%. While the magnetic entropy change only increases slightly
with Pd, the refrigerant capacity improves dramatically. The latter observation is
related to increasingly super-linear behavior of the field dependence of the refrigerant
capacity with Pd content. This increase in field dependence may be attributed to
increased homogeneity within the alloy with both Pd additions and annealing. Struc-
tural analysis revealed that both annealing and Pd additions reduced the presence of
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minor peaks within the system, and that the annealing process increased the grain
size in all samples (with or without Pd). This increase in homogeneity was shown
to impact the universality of the materials and seems to correspond with structural
defects within the system which are created during the cold-rolling process, and can
be alleviated through Pd additions and heat treatment. (something about how these
could be good alternatives to rare earths with cites) and while Pd is costly, it has
a much more stable cost than the rare earths typical of MCE (cites) and only small
percentages are needed to obtain the desired effects (as shown in Fig. 5.8 even addi-
tions of 3% Pd show drastic improvements in homogeneity). In addition, if these high
entropy alloy materials are found to be useful in application, effort could be made to
characterize alternative rare earth additions in the hopes of replacing the more costly
Pd.
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6 Application of statistics to universal scaling
Introduction. As shown in previous chapters (see Chapters 2 and 5 for examples),
applying Brown-Forsythe (BF) analysis of variance to sets of inhomogeneous peaked
curves gives a good figure of merit for the inhomogeneity of the system. Also, as
mentioned in previous chapters, sets of universal scaled curves can act as a comparison
tool for the universality of materials, as well as test for homogeneity of magnetic
structure. This section is a collection of applications of this process to several systems
with known magnetic and structural inhomogeneity.
Minority Phase Simulation. The first test is to see if in fact it is possible to detect
the presence of a non-interacting magnetic minority phase within a material. This
is tested first with simulation (to see if it is within reason to design an experiment),
is then tested with a small experiment, and then a full study is proposed as future
work.
The simulation was accomplished by manipulation of the raw M(H,T) data mea-
sured from a bulk ribbon of Gd (this raw data can be seen in Fig. 2.3. This data was
manipulated in such a way as to change its magnitude of magnetic moment relative
to the original data as well as its TC . The first was accomplished by simply scaling
the entire data by some percentage. The latter was accomplished by fitting the most
paramagnetic portion of the data to the Currie-Weiss Law:
χ =
C
T − Tc (28)
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The above equation was used to fit the low field portion of the highest temperature
isotherms, using this and the knowledge that this material scales well into high fields,
new isotherms were able to be created, essentially allowing the T axis of the M(T)’s to
be extended indefinitely. This new set of data then allowed for a shifting of TC to any
temperature lower than its original temperature by simply shifting the temperature
axis by some ∆TC (where ∆TC = Tcmajor - Tcminor). The moment was then reduced
by multiplying by some percentage (Mminor/Mmajor). This “minority” phase could
then be added to the original raw data to simulate what a magnetometer would
pick up if there were in fact a minority phase with these specifications within the
measurement space. This combined set of data could then be run through the same
set of calculations, giving -∆SMand then applying the previously described universal
curve and Brown-Forsythe analysis on these new sets of data for various values of
∆TC and Mminor/Mmajor we were able to explicitly show the impact of minority
phases on the resulting F-statistics. To better illustrate this impact we calculate F
with no minority phase F0, and then look at the difference ∆F (where ∆F = F - F0)
as a function of the ratio between the magnetic moments of the major and minor
phases (Mmin/maj) (Fig. 6.1 with F calculated using the following parameters: θ =
[-1.1,1.1], H = [5kOe:10kOe] with ∆H = 0.5 kOe). Here we see a linear increase in
∆F as a function of the magnitude of the minority phase with a decrease in the slope
of this linear response as ∆TC increases. This shows that the F-statistic is sensitive
enough to detect minority phases with TC far below that of the major phase, and
with magnetic moments less than one percent of the major phase. Note that TC
of the minor phase has a large impact on the slope; changing TC by a factor of 6
changes the slope by two orders of magnitude. While the values of ∆F reported here
are obviously very small (and likely much smaller than what would be achievable
due to error between two measurements) this range is used to get an idea as to the
resolution of BF analysis. That is, it is capable of picking up on very small changes
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Figure 6.1: ∆F as a function of the ratio of the major and minor phases (where ∆F
is F - F0) for ∆TC = 30 K, 60 K, 90 K and 180 K (symbols) with linear fits (lines).
Insert shows slopes of fits
in the original M(H,T) and resulting ∆S(∆H,T) data which would not be noticeable
by eye.
While it was mentioned in the introduction, it is worth reiterating the importance
of data density measured when performing this simulation. This data was taken
using the temperature steps proposed in the introduction section (large steps far
from TC , increasing to very small steps near TC). If we compare instead to results
measuring a similar piece of the same Gd ribbon, but measured in uniform steps of
5 K(Fig. 6.2), we see a large difference in the resulting data, most importantly a
completely reduction of noise even for very small minority phases very far from TC .
This is clearly an unphysical response and was found to be a result of the interpolation
between temperature points not picking up minor inhomogeneities which were found
in the high density data set. This sort of false smoothing is extremely important when
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comparing two sets of data, as it can result in a false sense of magnetic homogeneity
within the system. The solution to this problem is simply to always take care to note
the temperature protocol used, and to then only compare data whcih was taken in
a similar way. The proposed temperature protocol in the introduction was chosen
after much trial and error, and has shown to be useful for a wide range of analysis
techniques.
Experimental Verification. While these results use experimental data, the mi-
nority phase itself is still computationally created. Because of this we look to perform
a quick experiment to justify the use of universal scaling to detect physically relevant
magnetic minority phases in a typical experimental way. This was done by taking
the same Gd ribbon used throughout this work, and adding to it small grains of
high purity Ni. The Ni grains were scraped off of Ni sputtering sources using a non-
magnetic blade, and then diced into small pieces using the same blade. Two such Ni
samples were then used for the experiment, one slightly larger piece (“big” Ni) and
one slightly smaller piece (“small” Ni). M(H) loops were taken individually for these
Ni pieces prior to the MCE measurement to find the raw value for MsFig. 6.3, these
raw M(H)’s show that the Ni pieces Ms compare to the Gd ribbon as 0.1% and 0.5%
for the “small” Ni and “big” Ni respectively, with raw Ms values for Gd, “small” Ni
and “big” Ni measured as 2.48 emu, 7.1 × 10−3 emu and 2.6 × 10−3 emu respectively.
MCE measurements were then made a piece of Gd ribbon, then remeasured once for
each Ni grain, by simply placing the Ni grain between the Gd and the double-sided
tape. Scaled ∆SM curves were then compared for the three sets of data, as shown in
Fig. 6.4.
While these data look identical by eye, when the BF analysis is applied to the
scaled curves it shows that there is in fact a difference in the F of Gd ribbon and
the Gd with “big” Ni. Note that the “small” Ni addition, seen in part (b) of the
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Figure 6.2: Identical calculations to the previous figure performed on a similar set of
data, but with a uniform temperature step of 5 K.
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Figure 6.3: M(H) loop for bulk Gd ribbon (red) and two bulk, but very small, pieces
named “big” (blue) and “small” (green). Inset shows zoomed in figure of just the Ni
pieces, with magnetization axis changed to memu.
previous figure, shows no change in F value from the Gd with no Ni, however there is
a 56% change when adding the slightly larger Ni piece. In comparison to the previous
study, this means that for the Ni+Gd system (where Ni is the minority phase) an
Mmin/Mmaj of 0.05% with a ∆TC of 330 K seems to give a ∆F/F0 of 56%. Note that
this cannot be directly compared to the simulation, as in that case the minority phase
was in its paramagnetic state, while here the minority phase is strongly ferromagnetic.
Structural Minority Phase. To look into the impact of paramagnetic interacting
minority phases (from a structural perspective) a more complete experimental study
dealt with oxidation of thin film Gd. As mentioned in the experimental section, flms
such as Gd can be difficult to grow due to oxidation [72]. In the cited study it was
shown that while a simple gettering procedure can reduce oxidation, there is a still
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Figure 6.4: Scaled curves resulting from the addition of Ni grains to Gd ribbon prior
to MCE measurement. F values as well as ratios to the pure Gd ribbon are given.
64
an increased presence of Gd2O3 at high growth temperatures. In that work this was
shown by plotting the ratio of relative intensities from XRD data (Gd/Gd2O3) as a
function of growth temperature (Fig. ??(a)). This study also showed that there was
an impact on the magnetocaloric properties of Gd with the inclusion of the Gd2O3
(Fig. ??(b)). As a test of the unviersal scaling relations, and the concept of analyzing
the resulting scaled curves using the BF method, one can plot F as a function of
relative intensities (Gd/Gd2O3) to see if the oxidation impacts just the magnitudes
of the magnetic properties, or the overall magnetic response. This result is shown in
Fig. ??(b). Here one can see that there is an inverse relation between Gd content
and F, implying that the magnetic structure is adversely impacted by the oxidation
on a fundamental level. From a fundamental perspective this result gives credit not
only to the idea that universal scaling can be a useful tool for better understanding
magnetocaloric materials, but also gives another example of how the ∆SM(∆H,T)
space can give insight into the critical behavior of a material that traditional analyses
may miss. For instance, looking again at Fig. ??(a) we see that there is no smooth
trend when plotting Gd/Gd2O3(T), however plotting F(Gd/Gd2O3) gives a clear
inverse relation allowing for a much more desirable figure of merit for “good growth”.
From an experimental perspective this result has one clear message: if you are growing
a thin film for MCE purposes (or any purpose where the magnetic homogeneity is
important), oxidation may be a large hurdle to overcome, and may need to be done
at ultra high vacuum.
Conclusions. From the conclusions of the previous studies it becomes clear that
the combination of universal scaling and statistical analysis could be a useful probe for
the detection of non-interacting magnetic minority phases. The computational work
shown in 6.1 showed that the F statistic was a function of both the temperature that
the phase occurs at and the relative magnitude of the transition. A brief experiment
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was also performed to show that this should translate well to experimental data sets.
Future Work. Thus future work into this should include a detailed study of a single
system with easily tunable Ms and TC . One such system is NixCu1 − x. By varying
x you get a change in TC of approximately 11.1 K/% without appreciable change in
Ms. In a thin film system, one could create samples with multiple Mmin/Mmaj ratios
in a single deposition, by simply limiting the area of a substrate that is covered.
For example: creating 6 samples on one substrate with circles of varying radii, all of
one stoichiometry of NixCu1−x. This can be accomplished through creating a simple
mask out of Al which could be placed over the substrate during deposition. This could
then be done for 6 depositions, where each deposition was a separate stoichiometry
(achieved by varying the power of the Ni and NiCu guns (and thus varying the rate at
which they sputter). This set of 36 minority phase samples would then be added to
a single bulk sample (such as bulk Gd). If the full -∆SM(∆H,T) and universal curve
analysis is then performed on these samples it should result in an experimental version
of Fig. 6.1. Thus giving full experimental confirmation of this analytical technique to
look into the presence of non-interacting minority phases.
Overall this proposed and completed work show the potential of universal scaling
as not only a qualitative tool to compare varying samples (such as was shown in the
LSMO study) but also as a fully quantitative analysis which can give deep insight
into the critical behavior of non-ideal magnetic materials.
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7 Concluding Remarks
This collection of studies has shown the power of critical analysis in magnetic
materials when applied to magnetocaloric systems. This can be done through a
variety of analytical techniques and works on a broad range of materials and struc-
tures. Chapter 4 showed that such critical analysis can give insight into the driving
effect that creates differences in nanostructured materials, ultimately showing that
levels of nanostructuring have direct impact on magnetocaloric properties. Chapter
5 showed that similar analytical techniques could be expanded upon to probe the
magnetocaloric properties of transition metal alloys. The impact that changing stoi-
chiometry (through Pd additions) can have on the magnetocaloric response was also
discussed. Chapter 6 then showed that expanding further on the universal scaling
techniques offers a very powerful analytical tool which can detect and comparatively
quantify the presence of minority phases by simply analyzing the -∆SM(∆H,T) space
carefully. Future work was proposed to get experimental proof of the limits of this
analysis on a real magnetic system with non-interacting minority phases. The same
analysis tool was also used to show the impact on structural defects through the
oxidation of Gd on MCE properties as well as homogeneity of universal scaled curves.
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