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Extinction and permanence in a stochastic SIRS model
in regime-switching with general incidence rate∗
T. D. Tuong† Dang H. Nguyen‡ N.T. Dieu§ Ky Tran¶
Abstract
In this paper, we consider a stochastic SIRS model with general incidence rate and
perturbed by both white noise and color noise. We determine the threshold λ that is
used to classify the extinction and permanence of the disease. In particular, λ < 0
implies that the disease-free (K, 0, 0) is globally asymptotic stable, i.e., the disease will
eventually disappear. If λ > 0 the epidemic is strongly stochastically permanent. Our
result is considered as a significant generalization and improvement over the results in
[10, 11, 16, 20, 21].
1 Introduction
In recent years, mathematical models have been used increasingly to support public health
policy making in the field of infectious disease control. The first roots of mathematical
modeling date back to the eighteenth century, when Bernoulli [3] used mathematical meth-
ods to estimate the impact of smallpox vaccination on life expectancy. However, a rigorous
mathematical framework was first worked out by Kermack and Mckendrick [13, 14]. Their
model, nowadays best known as the SIR model. This model classifies individuals as one
of susceptible, infectious and removed with permanent acquired immunity. In fact, some
removed individuals lose immunity and return to the susceptible compartment. This case
can be modeled by SIRS (Susceptible-Infected-Romoved-Susceptible) epidemic model, which
studied by many scholars [10, 11, 14, 15, 16, 18, 20, 21, ...]; see also [30, 31, 32] for related
works. In fact, the disease transmission process is unknown in detail. However, several
authors proposed different forms of incidences rate in order to model the disease transmis-
sion process. In [15], authors studied deterministic SIRS model with the standard bilinear
∗This research was supported in part by the Vietnam National Foundation for Science and Technology
Development (NAFOSTED) n0 101.03-2017.23.
†Faculty of Basic Sciences, Ho Chi Minh University of Transport, 2 D3, Ho Chi Minh city, Vietnam;
VNU, Hanoi-University of Science, trandinhtuong@gmail.com.
‡Department of Mathematics, Wayne State University, Detroit, MI 48202, United States, dan-
gnh.maths@gmail.com.
§Department of Mathematics, Vinh University, 182 Le Duan, Vinh, Nghe An, Vietnam, dieun-
guyen2008@gmail.com.
¶Department of Mathematics, College of Education, Hue University, 34 Le Loi street, Hue city, Vietnam,
quankysp@gmail.com.
1
incidence rate and has been extended to stochastic SIRS model in [5, 10, 17, 20]. However,
there is a variety of reasons why this standard bilinear incidence rate may require modifica-
tions. In [4], Capasso and Serio studied the cholera epidemic spread in Bari in 1978. They
imposed the saturated incidence rate βSI
1+aI
in their model of the cholera, where a is positive
constant. Anderson et. al. [1] used saturated incidence rate βSI
1+aS
. In [19], authors considered
the Beddington-DeAngelis functional response βSI
1+a1S+a2I
. Recently, there are many works on
epidemic models perturbed by both white and colored noises, for example [10, 20, 25] and
our work can be seen as a further step. The consideration of colored noise is motivated by
the fact that biological parameters of systems often demonstrate abrupt changes which have
important effects on the dynamics of the system (see [26]); that is, there might be sudden
instantaneous transitions between two or more sets of parameter values in the underlying
model corresponding to two or more different environments or regimes such as changes be-
tween dry or raining times, types of pathogens, number of mediators. The switching is often
assumed memoryless and the waiting time for the next switch has an exponential distribu-
tion. We can hence model the regime switching by a finite-state Markov chain. For instance,
Anderson [27] discusses the optimal exploitation strategies for an animal population in a
Markovian environment. Additionally Peccoud and Ycart [28] propose a Markovian model
for the gene induction process, and Caswell and Cohen [29] discuss the effects of the spec-
tra of the environmental variation in the coexistence of metapopulations using a two-state
Markov chain.
In this paper, we work with the general incidence rate SIF1(S, I), where F1 is locally
Lipschitz continuous. Thus, our model includes incidence rates appeared above. Further-
more, we suppose that the model is perturbed by both white nose and color noise. To be
specific, we consider the following model
dS(t) =
(
− S(t)I(t)F1(S(t), I(t), ξt) + µ(ξt)(K − S(t)) + γ1(ξt)R(t)
)
dt
−S(t)I(t)F2(S(t), I(t), ξt)dB(t)
dI(t) =
(
S(t)I(t)F1(S(t), I(t), ξt)− (µ(ξt) + ρ(ξt) + γ2(ξt))I(t))dt
+S(t)I(t)F2(S(t), I(t), ξt)dB(t)
dR(t) = (γ2(ξt)I(t)− (µ(ξt) + γ1(ξt))R(t))dt,
(1.1)
where {ξt, t ≥ 0} is a right continuous Markov chain taking values in M = {1, 2, . . . , m0},
F1(·), F2(·) are positive and locally Lipchitz functions on [0,∞)
2×M, B(t) is a one dimen-
sional Brownian motion, all parameters K, µ(i), ρ(i), γ1(i), γ2(i) are assumed to be positive
for all i ∈ M. K is a carrying capacity, µ(i), ρ(i), γ1(i), γ2(i) are the per capita disease-free
death rate, the excess per capita natural death rate of infective class, the per capita lose
immunity and return to the sucesstible class of infective class, and the per capita recovery
rate of the infective individuals respectively in the ith regime.
Our main goal in this paper is to provide a sufficient and almost necessary condition
for strongly stochastically permanent and extinction of the disease in the stochastic SIRS
model (1.1). Concretely, we establish a threshold λ such that the sign of λ determines
the asymptotic behavior of the system. If λ < 0, the disease is eradicated at a disease-
free equilibrium (K, 0, 0). In this case, we derive that the density of disease converges to
0 with exponential rate. Meanwhile, in the case λ > 0, by using techniques in [2] we
2
show that the disease is strongly stochastically permanent. Compared to existing results in
[10, 11, 16, 20, 21], our findings are significant improvements as we will show in Section 3. We
emphasize that the main method in the aforementioned papers is based on the construction
of Lyapunov functions. Meanwhile, we adopt a new approach motivated by the works [6, 9]
on SIS and SIR models. Therefore, this work paves an effective way for treating generalized
SIRS models in random environments.
The rest of the paper is arranged as follows. In Section 2, we derive a threshold that is
used to classify the extinction and strongly stochastically permanent of the disease. A large
part of this section is devoted to the proof of Theorem 2.2. A discussion and comparison to
existing results in the literature together with several numerical experiments are presented
in Section 3. The paper is concluded with some additional remarks.
2 Sufficient and almost necessary conditions for per-
manence
Let B(t) be an one-dimensional Brownian motion defined on a complete probability space
(Ω,F ,P). Denote by Q = (qkl)m0×m0 the generator of the Markov chain {ξt, t ≥ 0} taking
values in M = {1, 2, . . . , m0} for a positive integer m0. This means that
P{ξt+δ = l|ξt = k} =
{
qklδ + o(δ) if k 6= l,
1 + qkkδ + o(δ) if k = l,
as δ → 0. Here, qkl is the transition rate from k to l and qkl ≥ 0 if k 6= l, while qkk =
−
∑
k 6=l qkl. We assume that the Markov chain ξt is irreducible, which means that the system
will switch from any regime to any other regimes. Under this condition, the Markov chain
ξt has a unique stationary distribution pi = (pi1, pi2, . . . , pim0) ∈ R
m0 .
We assume that the Markov chain ξt is independent of the Brownian motion B(t). Denote
R
3
+ := {(x, y, z) : x ≥ 0, y ≥ 0, z ≥ 0} and ∆ := {(x, y, z) ∈ R
3
+ : x + y + z ≤ K}. The
interior {(x, y, z) : x > 0, y > 0, z > 0} of R3+ is denoted by R
3,o
+ . Throughout of this paper,
we suppose that Fj(x, y, i) > 0 for all (x, y, z, i) ∈ ∆×M, j = 1, 2.
Theorem 2.1. For any given initial value (S(0), I(0), R(0)) ∈ R3+, there exists a unique
global solution {(S(t), I(t), R(t)), t ≥ 0} of Equation (1.1) and the solution will remain in
R
3
+ with probability one. Moreover, if I(0) > 0 then I(t) > 0 for any t ≥ 0 with probability
one.
Proof. The proof is almost the same as those in [10].
By adding side by side in system (1.1), we have
d
dt
(S(t) + I(t) +R(t)) = Kµ(ξt)− µ(ξt)(S(t) + I(t) +R(t))− ρ(ξt)I(t)
≤ µ(ξt)K − µ(ξt)(S(t) + I(t) +R(t)).
In view of the comparison theorem, if S(0) + I(0) +R(0) ≤ K, so is (S(t) + I(t) +R(t)) for
t ≥ 0. Thus, ∆ = {(x, y, z) ∈ R3+ : x + y + z ≤ K} is an invariant set. If S(0) + I(0) +
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R(0) ≤ K, then lim supt→∞(S(t) + I(t) +R(t)) ≤ K. Therefore, we only need to work with
the process (S(t), I(t), R(t)) on the invariant set ∆. To simplify notations, we denote by
Φ(t) = (S(t), I(t), R(t)) the solution of system (1.1), and φ = (x, y, z) ∈ ∆. We are now in
a position to provide a condition for the extinction and permanence of disease. Let
g(x, y, i) = F1(x, y, i)x−
(
µ(i) + ρ(i) + γ2(i) +
F 22 (x, y, i)x
2
2
)
.
We define the threshold
λ =
m0∑
i=1
g(K, 0, i)pii =
m0∑
i=1
[
F1(K, 0, i)K −
(
µ(i) + ρ(i) + γ2(i) +
F 22 (K, 0, i)K
2
2
)]
pii. (2.1)
Let C2(R3×M,R+) denote the family of all non-negative functions V (φ, i) on R
3×M which
are twice continuously differentiable in φ. The operator L associated with (1.1) is defined as
follows. For V ∈ C2(R3 ×M,R+), define
LV (φ, i) = LiV (φ, i) +
∑
j∈M
qijV (φ, j), (2.2)
where
LiV (φ, i) = Vφ(φ, i)f˜(φ, i) +
1
2
g˜⊤(φ, i)Vφφ(φ, i)g˜(φ, i),
Vφ(φ, i) and Vφφ(φ, i) are the gradient and Hessian of V (·, i), f˜ and g˜ are the drift and
diffusion coefficients of (1.1), respectively; i.e.,
f˜(φ, i) =(−xyF1(x, y, i) + µ(i)(K − x) + γ1(i)z, xyF1(x, y, i)
− (µ(i) + ρ(i) + γ2(i))y, γ2(i)y − (µ(i) + γ1(i))z)
⊤,
(2.3)
and
g˜(φ, i) = (−xyF2(x, y, i), xyF2(x, y, i), 0)
⊤.
Note that if V (φ, i) does not depend on i, then LiV and LV coincide because
∑
j∈M qij = 0.
Our main result is given below.
Theorem 2.2. If λ < 0, then Φ(t) → (K, 0, 0) a.s. as t → ∞ for all given initial value
(φ, i) ∈ ∆×M, i.e., the disease will be extinct. Moreover,
Pφ,i
{
lim
t→∞
ln I(t)
t
= λ < 0
}
= 1 for (φ, i) ∈ ∆×M, y > 0. (2.4)
If λ > 0, the disease is strongly stochastically permanent in the sense that for any ε > 0,
there exists a δ > 0 such that
lim inf
t→∞
Pφ,i{I(t) ≥ δ} > 1− ε for any (φ, i) ∈ ∆×M, y > 0. (2.5)
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Proof of Theorem 2.2 : Case λ < 0. Since λ < 0, we can choose sufficiently small σ > 0
such that ∑
j∈M
(g(K, 0, j) + σ)pij < 0.
Consider the Lyapunov function V (x, y, z, i) = (K − x)2 + yp + z2, where p ∈ (0, 1) is a
constant to be specified. By direct calculation we have for (x, y, z, i) ∈ ∆×M that
LiV (x, y, z, i) =− 2(K − x)[−F1(x, y, i)xy + µ(i)(K − x) + γ1(i)z] + py
pg(x, y, i)
+ 2z(γ2(i)y − (µ(i) + γ1(i))z) + x
2y2F 22 (x, y, i) +
p2F 22 (x, y, i)x
2yp
2
≤− 2µ(i)(K − x)2 − 2(µ(i) + γ1(i))z
2 + pypg(x, y, i)
+ y
(
2(K − x)F1(x, y, i)x+ 2zγ2(i) + x
2yF 22 (x, y, i)
)
+
p2F 22 (x, y, i)x
2yp
2
.
For a constant δ1 ∈ (0, K), we denote Uδ1 = (K−δ1, K]×[0, δ1)
2. Because of the continuity
of g(·), F1(·), F2(·), the compactness of ∆×M and the fact that y
1−p → 0 as y → 0, we can
choose p ∈ (0, 1) and δ1 ∈ (0, K) such that for any (x, y, z, i) ∈ Uδ1 ×M,
pypg(x, y, i) + y
(
2(K − x)F1(x, y, i)x+ 2zγ2(i) + x
2yF 22 (x, y, i)
)
+
p2F 22 (x, y, i)x
2yp
2
≤ p(g(K, 0, i) + σ)yp.
When p is sufficiently small, we also have
−2µ(i)(K − x)2 − 2(µ(i) + γ1(i))z
2 ≤ p(g(K, 0, i) + σ)[(K − x)2 + z2].
Therefore,
LiV (x, y, z, i) ≤ p[g(K, 0, i) + σ]V (x, y, z, i) for (x, y, z, i) ∈ Uδ1 ×M.
By [7, Theorem 3.4] (see also [12, Definition 3.1] and [12, Theorem 4.3]), for any ε > 0, there
is 0 < δ < δ1 such that
Pφ,i
{
lim
t→∞
(S(t), I(t), R(t)) =
(
K, 0, 0
)}
≥ 1− ε for (φ, i) ∈ Uδ ×M. (2.6)
Now we show that any solution starting in ∆ × M will eventually enter Uδ × M. Let
τδ = inf{t ≥ 0 : S(t) ≥ K − δ}. Consider the Lyapunov function U(φ, i) = c1 − (x + 1)
c2,
where c1 and c2 are two positive constants to be specified. We have
LU(φ, i) = −c2(x+1)
c2−2[(x+1)(µ(i)(K−x)+γ1(i)z−xyF1(x, y, i))+
c2 − 1
2
x2y2F 22 (x, y, i)].
Let µm = min{µ(i) : i ∈M}. Since (x+1)µ(i)(K − x) ≥ δµm for any x ∈ [0, K − δ] and
inf{F2(x, y, i) : (x, y, z, i) ∈ ∆ ×M} > 0, we can find a sufficiently large number c2 such
that
(x+ 1)µ(i)(K − x) + γ1(i)z − xyF1(x, y, i)) +
c2 − 1
2
x2y2F2(x, y, i) ≥ 0.5δµm (2.7)
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for (φ, i) ∈ ∆×M, x ≤ K − δ. Then
LU(φ, i) ≤ −0.5c2δµm given that (x, y, z, i) ∈ ∆×M, x ≤ K − δ.
By Dynkin’s formula, we obtain
Eφ,iU(Φ(τδ ∧ t), rτδ∧t) = U(φ, i) + Eφ,i
∫ τδ∧t
0
LU(Φ(s), rs)ds ≤ U(φ, i)− 0.5c2µmδEφ,iτδ ∧ t.
Letting t→∞ and using Fatou’s lemma yields that
Eφ,iU(Φ(τδ), ξτδ) ≤ U(φ, i)− 0.5δµmc2Eφ,iτδ.
Since U is bounded above on R3+, we deduce that Eφ,iτδ < ∞. By the strong Markov
property, we have from (2.6) and Eφ,iτδ <∞ that
Pφ,i{ lim
t→∞
Φ(t) = (K, 0, 0)} ≥ (1− ε) for (φ, i) ∈ ∆×M,
for any ε > 0. As a result,
Pφ,i{ lim
t→∞
Φ(t) = (K, 0, 0)} = 1 for (φ, i) ∈ ∆×M. (2.8)
By Itoˆ’s formula we have
ln I(t) = ln I(0)−G(t),
where
G(t) = −
∫ t
0
g(Φ(u), ξu)du−
∫ t
0
S(u)I(u)F2(S(u), I(u), ξu)dB(u).
This imlies that
ln I(t)
t
=
ln I(0)
t
+
1
t
∫ t
0
g(Φ(u), ξu)du+
1
t
∫ t
0
S(u)I(u)F2(S(u), I(u), ξu)dB(u). (2.9)
By the strong law of large numbers for martingales and ergodic Markov processes, we derive
from (2.1) and (2.8) that
lim
t→∞
1
t
∫ t
0
g(Φ(u), ξs)du = λ and lim
t→∞
1
t
∫ t
0
S(u)I(u)F2(S(u), I(u), ξu)dB(u) = 0 a.s.
This and (2.9) imply (2.4).
To prove the permanence of the species when λ > 0, we use the techniques in [2]. We
need some lemmas.
Lemma 2.1. Let ∂∆2 := {φ = (x, y, z) ∈ ∆ : y = 0}. Then there exists T > 0 such that for
any (φ, i) ∈ ∂∆2 ×M,
Eφ,i
∫ T
0
g(Φ(t), ξt)dt ≥
3λ
4
T. (2.10)
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Proof. When I(0) = 0, we have I(t) = 0 for any t > 0 and (S(t), R(t)) satisfies{
dS(t) =
(
µ(ξt)(K − S(t)) + γ2(ξt)R(t)
)
dt
dR(t) = −(µ(ξt) + γ2(ξt))R(t))dt.
It is easy to see that (S(t), R(t)) converges to (K, 0) uniformly in the initial values. This
and the uniform ergodicity of ξt imply that
lim
t→∞
1
t
Eφ,i
∫ t
0
g(Φ(u), ξu)du = λ uniformly in (φ, i) ∈ ∂∆2 ×M.
Thus, we can easily find a constant T satisfying (2.10).
Lemma 2.2. Let Y be a random variable, suppose E exp(Y ) + E exp(−Y ) ≤ K1. Then the
log-Laplace transform u(θ) = lnE exp(θY ) is twice differentiable on [0, 0.5] and du
dθ
(0) = EY,
0 ≤ d
2u
dθ2
(θ) ≤ 2K2 , θ ∈ [0, 0.5] for some K2 > 0 depending only on K1. Thus, it follows from
Taylor’s expansion that
u(θ) ≤ EY θ +K2θ
2, θ ∈ [0, 0.5] .
Proof. The proof of this lemma can be found in [7]. For convenience, we present a sketch of
the proof below. It is easy to show that there exists some K2 > 0 such that
|y|k exp(θy) ≤ K2(exp(y) + exp(−y)), k = 1, 2.
for θ ∈
[
0, 1
2
]
, y ∈ R. For any y ∈ R, let ξ(y) be a number lying between y and 0 such that
exp(ξ(y)) =
ey − 1
y
. Pick θ ∈
[
0, 1
2
]
and let h ∈ R such that 0 ≤ θ + h ≤ 1
2
. Then
lim
h→0
exp((θ + h)Y )− exp(θY )
h
= Y exp(θY ) a.s., and∣∣∣∣exp((θ + h)Y )− exp(θY )h
∣∣∣∣ = |Y | exp(θY + ξ(hY )) ≤ 2K3[exp(Y ) + exp(−Y )].
By the Lebesgue dominated convergence theorem,
dE exp(θY )
dθ
= lim
h→0
E
exp((θ + h)Y )− exp(θY )
h
= EY exp(θY ).
Similarly,
d2E exp(θY )
dθ2
= EY 2 exp(θY ).
As a result, we obtain
dφ
dθ
=
EY exp(θY )
E exp(θY )
which implies
dφ
dθ
(0) = EY and
d2φ
dθ2
=
EY 2 exp(θY )E exp(θY )− [EY exp(θY )]2
[E exp(θY )]2
.
7
By Ho¨lder’s inequality we have EY 2 exp(θY )E exp(θY ) ≥ [EY exp(θY )]2 and therefore
d2φ
dθ2
≥ 0 for all θ ∈ [0, 0.5] .
Moreover,
d2φ
dθ2
≤
EY 2 exp(θY )
E exp(θY )
≤
K3(E exp(Y ) + E exp(−Y ))
exp(θEY )
≤
K3(E exp(Y ) + E exp(−Y ))
exp(−|EY |)
:= K2,
which concludes the proof.
We proceed to prove Theorem 2.2 in the case that λ > 0.
Proof of Theorem 2.2. Case: λ > 0. Consider the Lyapunov function Vθ(φ, i) = y
θ, where θ
is a real constant to be determined. We have
LiVθ(φ, i) = θy
θ[F1(x, y, i)x− (µ(i) + ρ(i) + γ2(i)) +
θ − 1
2
x2F 22 (x, y, i)].
It implies that LVθ ≤ HθVθ, where
Hθ = sup{θ[F1(x, y, i)x− (µ(i) + ρ(i) + γ2(i)) +
θ − 1
2
x2F 22 (x, y, i)] : (x, y, z, i) ∈ ∆×M}.
Thus, by using Itoˆ’s formula and taking expectation both sides, we obtain
Eφ,iI
θ(t) ≤ yθ exp(Hθt) for any t ≥ 0, (φ, i) ∈ (∆ \ ∂∆2)×M. (2.11)
By the Feller property and (2.10), there exists δ2 > 0 such that if φ = (x, y, z) ∈ ∆ with
y < δ2 we have
Eφ,iG(T ) = −Eφ,i
∫ T
0
g(Φ(t), ξt)dt ≤ −
λ
2
T. (2.12)
Since G(t) = ln I(0)− ln I(t), we have from (2.11) that Eφ,i(e
G(t)+eG(t)) ≤ eH1t+eH−1t <∞.
Applying Lemma 2.2, we deduce from (2.12) that
lnEφ,ie
θG(T ) ≤ −
λθ
2
T + Ĥθ2 for θ ∈ [0, 0.5],
where Ĥ is a constant depending on T , H−1 and H1. For sufficiently small θ, we have
Eφ,i
yθ
Iθ(T )
= Eφ,i
Iθ(0)
Iθ(T )
= Eφ,ie
θG(T ) ≤ exp(−
λθ
4
T ) for φ ∈ ∆, y < δ3, i ∈M.
Equivalently,
Eφ,iI
−θ(T ) ≤ qy−θ for q = exp(−
λθ
4
T ) for φ ∈ ∆, y < δ3, i ∈M.
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This and (2.11) imply that
Eφ,iI
−θ(T ) ≤ qy−θ + C for C = δ−θ3 exp(H−θT ) for φ ∈ ∆, i ∈ M.
By the Markov property, we deduce that
Eφ,iI
−θ((k + 1)T ) ≤ qEφ,iI
−θ(kT ) + C for φ ∈ ∆, i ∈M, k ∈ Z+.
Using this recursively we obtain
Eφ,iI
−θ(nT ) ≤ qny−θ +
C(1− qn)
1− q
for φ ∈ ∆, i ∈M, n ∈ Z+. (2.13)
This estimate together with (2.11) leads to
Eφ,iI
−θ(t) ≤
(
qny−θ +
C(1− qn)
1− q
)
exp(H−θT ) for t ∈ [nT, nT + T ]. (2.14)
Letting n → ∞ we obtain lim supt→∞ Eφ,iI
−θ(t) =
C
1− q
exp(H−θT ), which implies (2.5).
The proof is thus completed.
3 Discussion and Numerical Experiments
To highlight the contributions of this work, we compare our results with some of the recent
developments in the literature. In fact, [20] considered the model
dS(t) =
(
µ(ξt)− β(ξt)S(t)I(t)− µ(ξt)S(t) + γ(ξt)R(t)
−σ(ξt)S(t)I(t)(S(t) + I(t))
)
dt− σ(ξt)S(t)I(t)dB(t),
dI(t) =
(
β(ξt)S(t)I(t)− (µ(ξt) + λ(ξt))I(t)
)
dt+ σ(ξt)S(t)I(t)dB(t),
dR(t) =
(
λ(ξt)I(t)− (µ(ξt) + γ(ξt))R(t)
)
dt.
(3.1)
In that paper, they showed that
Theorem 3.1. 1. If βj ≥ σ
2
j and
∑
pijCj < 0 then the disease-free equilibrium is globally
asymptotically stable in probability, where Cj = βj − µj − λj −
1
2
σ2j .
2. If
∑
pij
(
β2j − 2µjσ
2
j
2σ2j
)
< 0 then the disease-free equilibrium is globally asymptotically
stable almost surely.
3. If
∑
pijCj > 0 then the disease persists.
On the other hand, for this model, our λ is determined by λ =
∑
j∈M pij(βj − µj − λj −
1
2
σ2j ) =
∑
pijCj an application of our results reads that if λ =
∑
pijCj < 0, the disease-free
equilibrium is globally asymptotically stable almost surely. In case λ =
∑
pijCj > 0, the
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disease persists. Thus, our findings provide sharper results for the extinction of the disease
because we do not need the additional condition that βj ≥ σ
2
j as in (1) of Theorem 3.1.
Moreover, since βj −
σ2j
2
≤
β2j
2σ2j
(following Cauchy’s inequality βj ≤
β2j
2σ2j
+
σ2j
2
) we have
Cj = βj − µj − λj −
1
2
σ2j ≤
β2j − 2µjσ
2
j
2σ2j
− λj <
β2j − 2µjσ
2
j
2σ2j
which shows that the condition in (2) of Theorem 3.1 is much more restrictive than ours.
In [21], they considered the model
dS(t) =
(
Λ− µS(t)− βS(t)I(t)
1+αI(t)
+ δR(t)
)
dt− σS(t)I(t)
1+αI(t)
dB(t),
dI(t) =
(
βS(t)I(t)
1+αI(t)
− (µ+ γ + ε)I(t)
)
dt + σS(t)I(t)
1+αI(t)
dB(t),
dR(t) =
(
γI(t)− (µ+ δ)R(t)
)
dt.
(3.2)
They proved that if
R˜0 :=
βΛ
µ(µ+ γ + ε)
−
σ2Λ2
µ2(µ+ γ + ε)
> 1,
the system is persistent in time-average. For (3.2), our threshold
λ := β
Λ
µ
− (µ+ γ + ε)−
σ2Λ2
µ2
= (R0 − 1)(µ+ γ + ε)
Thus, our theorem shows the persistence in probability which is stronger then persistence
in time-average as λ > 0 or equivalently R0 > 1. Regarding to the extinction, we provide
a more relaxing condition. More specifically, our results read that if λ < 0 (or equivalently
R˜0 < 1) then the disease goes extinct with probability one, while the condition for extinction
in [21] is either
(a) σ2 >
β2
2(µ+ γ + ε)
or (b) R˜0 < 1 and σ
2 ≤
βµ
Λ
.
Clearly, under either (a) or (b), we have λ < 0 (the inverse implication is not true), which
implies that our condition for extinction λ < 0 is more relaxing.
Focusing on a stochastic SIRS model with regime-switching, we have determined a thresh-
old value whose sign specifies whether or not the disease goes to extinct or survive perma-
nently.
Working with a general incidence rate and a taking into account both white noise and
color noise, the model includes almost all SIRS models appeared in the literature (e.g. [10,
16, 19, 23, 24]). In this paper, a nearly full classification for the asymptotic behaviors of
the model has been given. Only the critial case when λ = 0 is not studied yet. We also
provide the exact exponential convergence rate when λ < 0 which is not obtained using
existing methods. In constrast, in most existing results, besides a threshold, some additional
conditions are needed in order to obtain the extinction and/or the permanence of the disease.
As a result, our findings can be seen as significant extensions of results in the aforementioned
papers. Moreover, the method we have used suggests an effective approach in treating SIRS
systems.
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