We performed charge exchange experiments with the electron beam ion trap at the Lawrence Livermore National Laboratory and an x-ray calorimeter spectrometer. We compare the relative strength of the high-n Lyman series emission for different combinations of ions and neutral gases. Theoretical predictions show good agreement with experimental data on relative capture cross section as a function of principle quantum number n; however, the few published predictions of the distribution of captures as a function of orbital angular momentum l do not agree with experiments. Our experimental results show that the relative strength of high-n Lyman series emission varies more widely than previous experiments have found and models predict. We find that hardness ratios from charge exchange with helium and molecular hydrogen are more disparate than charge exchange with many-electron neutral species, which is likely due to differences in the relative importance of multi-electron capture. We also find that there is no clear scaling of the hardness ratio with ionization potential of the neutral species, the number of valence electrons in the neutral, or the atomic number of the ion.
I. INTRODUCTION
Charge exchange (CX), or charge transfer, is a semiresonant process in which a highly charged ion captures one or more electrons from a neutral atom or molecule during a close interaction. Charge exchange is important in setting the ionization balance in laboratory and astrophysical plasmas, as a spectral diagnostic for fusion plasmas, in determining the storage time in ion traps and storage rings, and in antihydrogen production [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . Astrophysically, charge exchange occurs in planetary atmospheres and the comae of comets interacting with the solar wind, and has been hypothesized to occur at the rim of supernova remnants [16, 17] . Charge exchange also occurs between solar wind ions and neutrals in the exosphere and in the heliosphere, which adds variable foreground emission for every astrophysical observation from our solar system [18] [19] [20] [21] [22] [23] [24] [25] [26] . Astro-H, a JAXA satellite observatory scheduled for launch in 2015, features an x-ray calorimeter imaging spectrometer that will measure the first high-resolution x-ray spectra of extended objects. Correct interpretation of these observations will require accurate modeling of foreground CX.
In order to model CX spectra, we must know the n-and l-selective electron capture cross section. Classical treatment predicts a sharp peak in the n capture distribution at n c ∼ q
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In , where I H and I n are the ionization potentials of hydrogen and the neutral target, respectively, and q is the ion charge [27] . The n-distribution is generally well-understood, and many papers show good agreement between theory and experiment for n-selective capture cross sections, as in Mawhorter et al. [10] , Otranto and Olson [28] , Igenbergs et al. [29] and Wu et al. [30] .
The l distribution, which is dependent on collision energy, is more challenging to model correctly. One can use classical considerations to determine the electron capture state: in high-energy collisions, in the limit of strong Stark mixing, l states are assumed to be populated statistically, and high l states dominate [27] . In low-energy collisions, the electron does not have enough angular momentum to populate the higher l states, and statistical assumptions do not apply. This was verified in, for example, Beiersdorfer et al. [31] .
The Lyman series x-ray emission is a powerful diagnostic for determining the state-selective capture cross section, σ nl , in bare ions undergoing charge exchange with a neutral gas. Electron capture into an l = 1 state is dominated by direct decay from n c , l = 1 to the ground state [32] , emitting a n c p → 1s Ly series photon. If the electron is captured into a high angular momentum state, it will decay along the Yrast chain in steps of ∆n = −1 and ∆l = −1, finally yielding a 2p → 1s Ly-α photon. Therefore, if the electrons are captured following a statistical cross section, the strongest line in the spectrum will be Ly-α; if the electron capture cross section is largest for an np state, the n c p → 1s Ly lines will dominate.
The hardness ratio, H, is the ratio of the n c p → 1s to 2p → 1s emission, where n is greater than two, i.e.,
where F represents the flux in the denoted transition lines. The hardness ratio is expected to decrease with increasing collision energy, since as collision energy increases, so does the cross section for capture into higher angular momentum states, producing more Ly-α photons. The hardness ratio can therefore be used as a probe of the collision velocity, allowing us to measure, for example, the velocity of the solar wind. An added benefit of the hardness ratio is that, in principle, it can be determined even with medium-resolution detectors that may not be able to resolve individual high-n Lyman lines, such as CCDs or high purity germanium solid state detectors that typically have resolutions on the order of ∼100 eV at 1.5 keV.
Besides the classical over-the-barrier (COB) method [33, 34] , several other more complex charge exchange models exist which can be used to estimate total or state-selective cross sections. These include the LandauZener (LZ) method [35] , the multichannel Landau-Zener (MCLZ) approximation [36] , the atomic-orbital closecoupling (AOCC) method, and the molecular-orbital close-coupling (MOCC) method [37, 38] . The classical trajectory Monte Carlo (CTMC) method [39, 40] is the most widely used approximation, due to its simplicity and its accuracy, compared to other models, in predicting experimentally-measured n-state selective cross sections.
COB and CTMC models agree qualitatively with experiments that show a decrease in hardness ratios with increasing collision velocity [41] . Both models also agree qualitatively with experiments that show an increase in capture cross section with increasing ion charge, but have systematic uncertainties of ∼ 25 − 50% when predicting absolute cross sections [9, 10, 42] . CTMC shows better agreement with experiments at high collision energies (above ∼1 keV amu −1 ), as demonstrated in comparison with experimental results from fusion plasmas excited with a very energetic hydrogen or deuterium beam [14] . However, discrepancies between models and experiments arise at the edge of tokamaks, where cold ions interact with molecular gas, in electron beam ion traps (EBITs), where the collision velocity is ∼10 eV amu −1 , and also in space, where cometary, exospheric, and heliospheric neutrals interact with low energy solar wind ions.
The COB and LZ methods do not make predictions for l-selective capture cross section, and to the extent that there are measurements of l-selective capture cross section at low collision energies, especially over a range of conditions and interacting species other than atomic hydrogen, theoretical calculations that can incorporate l, such as CTMC and AOCC/MOCC, show poor agreement with experiments [30, 31, [43] [44] [45] . Furthermore, the commonly used CTMC method cannot incorporate multi-electron capture (MEC), which becomes important in the low-energy regime [41, 46] .
Several comparisons between theory and experiment have been made, with varying results. Otranto et al. [41] demonstrated that while CTMC calculations qualitatively agree with EBIT experiments where n c decreases for increasing ionization potential, their CTMC model overestimates the flux in high-n Rydberg transitions following CX onto O 8+ . Beiersdorfer et al. [31] performed experiments with EBIT-I showing that, contrary to CTMC calculations, the hardness ratio following CX with bare Ne, Ar, Kr and Xe was always nearly unity. Further, the disagreement between calculated and measured hardness ratios worsened at higher atomic numbers. Otranto et al. [47] presented EBIT results involving O 8+ demonstrating that the hardness ratio can vary within nearly a factor of two by varying the neutral gas. Leutenegger et al. [43] presented EBIT spectra of bare Ar and P that concurrently underwent CX with the same neutral gas, and contrary to the trend established in [31] and also to previous CTMC calculations, the hardness ratios measured for Ar and P differed by a factor of two.
In this paper, we present experiments that investigate the dependence of CX line emission on the ionization potential of the neutral gas, the number of valence electrons in the neutral gas, and the atomic number of the ion. We probe whether any of these characteristics are predictive of CX spectral features, and provide empirical data towards more comprehensive and quantitatively accurate models.
II. EXPERIMENTAL METHOD
The measurements presented here were performed with the EBIT-I electron beam ion trap at the Lawrence Livermore National Laboratory [48, 49] . The spectra were measured using the EBIT calorimeter spectrometer (ECS) [50, 51] . The ECS is a non-dispersive spectrometer developed at NASA/Goddard Space Flight Center with quantum efficiency of nearly unity over a large bandwidth. The 30-pixel array of silicon-doped thermistors is divided into a mid-and a high-energy array of 16 and 14 pixels, respectively, which together have a dynamic range of 0.05-100 keV. The experiments discussed here made use of the mid-band array, which has an energy resolution of ∼4.5 eV at 6 keV.
The ECS has four internal aluminized polyimide filters used to block optical and thermal radiation at temperature stages of 77 K, 4 K, 300 mK, 50 mK, with a total aluminum thickness of 1460Å and total polyimide thickness of 2380Å. In addition, we used a 500Å polyimide window outside the ECS dewar to isolate the ECS vacuum from the EBIT vacuum. These thicknesses have been experimentally verified to an accuracy of ∼10%.
Fundamentally, the EBIT operates in one of two modes: electron trapping mode and magnetic trapping mode. In electron trapping mode, after neutral species are injected into the ion trap, they are collisionally ionized by the electron beam, then confined in the trap. The ions are radially confined due to the electrostatic attraction of the electron beam, and axially confined by a voltage potential applied across three copper drift tubes. Typical thermal energies of trapped ions are ∼10 eV amu −1 at typical beam currents of ≥ 130 mA and trap potentials of ≥ 100 V [52] , and typical ion densities in the trap are ∼ 3 × 10 9 cm −3 . For a charge exchange experiment in the EBIT-I, first, ions are created during electron trapping mode, with the electron beam turned on for typically about 0.5 seconds to generate a sufficient number of bare ions of mid-Z elements. Next, in magnetic trapping mode [53] , the electron beam is turned off and the ions are radially trapped by the 3 T magnetic field of the superconducting Helmholtz coils and the electric field of the drift tubes, so that the EBIT is effectively a Penning trap. The ions gain electrons and emit X-rays through CX with the neutral species introduced into the trap. Since the beam is off, no excitations due to electron impact occur. Filling the K shell of most of the trapped bare ions takes about 0.5 seconds. After this occurs, the trap is dumped and the cycle is repeated. It typically requires several hours to accumulate sufficient statistics for each experiment.
We performed charge exchange experiments for the following ions and neutral gases:
18+ +Ar, S 16+ +He, and S 16+ +SF 6 . In the Mg experiments, there were contaminant ions present in the trap, including P, S, Si and Ar, which entered from a port on EBIT that was open in order to perform crystal spectrometer measurements. We did not observe any significant effect from these contaminants in the spectra, other than the presence of their K shell emission lines. The charge exchange cross section for ion-ion interactions is negligible. We verified that the x-rays recorded were nearly all from interactions of trapped ions with the chosen neutral gas, and not with background gases in the trap, by reducing the neutral CX partner gas injection pressure to zero while holding all other experimental parameters constant. From contemporaneous measurements, we estimate that the background CX rate for the Mg experiments was about 10% of the experimental CX rate; for all other experiments the background rate is on the order of 1%.
III. ANALYSIS AND SPECTRA
We fit Lyman series lines from H-like ions, assuming a Gaussian instrumental function [54] . We used reference energies calculated with the Flexible Atomic Code (FAC) [55] . We accounted for partial line blending where two transitions from different ions could be disentangled due to differing energy centroids. In a few cases, however, ion line flux could not be separated from other lines due to contaminants with transitions that overlapped with the lines of interest: for example, Mg 11+ Ly-γ is nearly coincident with the strong Si 12+ 1s2s 3 S 1 → 1s 2 1 S 0 transition. In order to account for this in our hardness ratios, we determined a lower limit assuming zero flux in Ly-γ, which appears in the text of table I and figures 4 and 5, and an upper limit by including the entire blended line, mentioned in the caption of table I. In the absence of independent measurements of the Si lines, we assert that the lower limit is the more realistic one; the Si forbidden line in CX is more likely to be stronger than the Mg 11+ Ly-γ line.
We corrected the observed flux for attenuation from the optical and thermal blocking filters as well as frozen contaminants on the filters, which we believe is either or both of water ice or nitrogen gas frozen on the 77 K filter, or nitrogen gas frozen on the 4 K filter. Since the photoelectric absorption cross section scales very nearly as E −3 , either substance would produce the same transmission curve at energies above the oxygen K threshold, assuming a given optical depth at a given energy. Therefore, we make a fiducial assumption that the contaminant is water ice. We determine the thickness of water ice using the decrement in the ratio of the O Ly-α to Ly-β line strengths in electron impact excitation experiments compared to the measured ratio of 6.25 in the limit of high incident electron beam energy [56] . The oxygen measurements were taken regularly during the experiments. The inferred fiducial ice layer thickness was typically ∼1 µm, which corresponds to a line flux correction of ∼10-20% in the Mg Ly band from 1300-1900 eV, and ∼1% for the S, Cl, and Ar experiments with line energies above ∼2400 eV. This corresponds to a maximum effect on the ratio of Ly-n:Ly-α of ∼10% for the Mg experiments and ∼1% for the S, Cl, and Ar experiments.
Selected spectra are presented in figures 1-3. Lyman lines refer to the hydrogen-like ion emission; "K" lines refer to He-like ion emission. K lines can be used for various diagnostics, but in this paper we focus on the Lyman emission. Hardness ratios and other diagnostic ratios for all experiments are summarized in table I and II in the appendix. Individual line fluxes are also presented in the appendix.
IV. DISCUSSION
The hardness ratios determined for the experiments presented here span a larger range than previous experiments have shown, and can deviate widely from CTMC calculations, as can be seen in figure 4 . In earlier CX experiments using trapped ions, the hardness ratio measured at low collision velocity was often ∼1 [31, 41, [57] [58] [59] [60] . All experiments in this work were performed at similar collision energies of < ∼ 25 eV amu −1 [56] , but the hardness ratios vary between ∼0.5 to ∼2.6. This demonstrates that the contribution from the np capture cross section, as normalized to the total capture cross section, occupies a broader range than previously supposed; the initially surprising variation in H between bare Ar and P as shown in [43] seems to be less of an anomaly than formerly thought.
One might expect to see H scale with the atomic number of the ion (as CTMC calculations in [31, 32] show), the number of valence electrons in the neutral, or the ionization potential of the neutral. For example, Ali et al. [61] a neutral with a large ionization potential would require a smaller impact parameter, leading to a low l state of the captured electron. However, our results also show that there is no clear scaling between the l distribution of captures and any of the aforementioned parameters, as can be seen in figures 4 and 5.
The fact that we do not see a scaling of H with the ionization potential in particular may stem from the relative dominance of SEC versus MEC. As pointed out by Ali et al. [61] , MEC produces multiply charged ions that autoionize until reaching a lower n, l state that radiatively decays. This leads to fewer high-n Lyman lines and thus a smaller H. In our experiments, we find that charge exchange with helium as the neutral partner shows an especially high H. This is likely due to a high percentage of single electron capture, as Ali et al. [61] demonstrated, in addition to the high ionization potential of He. However, we measure a low H (∼0.5) for experiments with molecular H, even though one would expect SEC to be dominant for H 2 . We suggest that in the case of SEC, the differences we measure in hardness ratio from CX with otherwise similar neutrals stem from inherent differences in the np cross section of those species. These differences can likely only be understood in the context of a rigorous quantum mechanical treatment of the interaction, which must be guided by further experimental benchmarks.
The large variation in hardness ratio we have shown from charge exchange experiments performed at low collision energies, in comparison with both previous work in the literature and theoretical calculations using models such as CTMC, demonstrates that open questions still exist in determining the l-selective CX capture cross section distribution, and therefore the resulting x-ray spectrum and its accompanying diagnostics. This is an issue that is imperative to address now, so as to properly interpret the high-resolution spectra from the Astro-H x-ray satellite observatory and high-resolution x-ray microcalorimeters to be implemented on future space missions. 
