Abstract-In this paper, we proposed a method for feature extraction in online signature verification. We 
I. INTRODUCTION
Handwritten signatures are commonly used as a fonn of biometrics to approbate the contents of a document or to authenticate online business, especially financial, transactions [1, 2] . Signature verification is usually done by visual inspection. A person compares the appearance of two signatures and accepts the given signature if it is sufficiently similar to the stored signature, for example, on a credit card. In most situations where a signature is needed, no verification takes place at all because of the amount of time and effort that would be needed to manually verify signatures. Automating the signature verification process will improve the current situation and eliminate fraud.
The signature verification system is divided into two approaches: online and off-line [3] . In the off line approach, the image of the signature is captured by the scanner. In the online method, several signature features such as velocity, speed, pressure, and the coordinates are recorded using a touch screen. The signature made off-line can be easily mimicked as long as the shape of the signature is 18 known. On the other hand, forging the signature is complex in the online approach because of some features that combine psychology, physics, and neuroscience [4] .
Nevertheless, in the enrollment step, each person will submit his signatures as a template for verification in the future. Nobody could produce signatures that all are identical because of intra-user variability. Intra-user variability measures the difference between the signatures of an individual. This difference happened due to environmental causes, personal health and emotional while drawing [5] . The main challenge is to model the signature as it contains intra-user variability so that it would have less effect on the system accuracy [6] [7] [8] [9] .
To overcome the problem above, the feature extraction techniques in data mining are used to extract features representing the signature to collect a unique template in the database. Then, the collected template is stored in the knowledge-based database. In the verification process, the individual's new signature template is compared with the previous template in the knowledge-based database for authorization [lO] . Numerous studies have been done on online and off-line signature verification, and a lot of techniques have been proposed and tested [11] [12] [13] [14] [15] . The hidden Markov model (HMM) [16] [17] , dynamic time warping (DTW) [18] [19] , artificial neural network (ANN) [20] [21] [22] [23] , and support vector machine (SVM) [24] [25] are among the main techniques used to verify an individual's signature.
In this study, the proposed feature-extraction method on an individual's online signature is applied based on Pearson correlation coefficients. Later, the derived features are used in feedforward neural network to distinguish between the forged and genuine signature. Section 2 describes the material and database. Section 3 introduces the implementation containing Pearson correlation coefficients and a neural network. Section 4 provides the experimental results. Section 5 concludes the study.
II. DATABASE AND EXPERIMENTAL PROTOCOL
In this study, the SIGMA signature database, [26] which contains more than 200 Malaysian users, was used. A random subset with 200 users involving 20 genuine, 10 skill-forged, and 10 non skill-forged signatures for each user was selected. In the training phase, 10 genuine, 5 skill-forged, and 5 non skill forged were selected to represent each user's signature sample in the training phase. Similarly, the same nwnber of samples was used during the testing phase. A genuine signature was labeled 1, and a forged signature was labeled O.
III. IMPLEMENT A nON A. Pearson Correlation Coefficient Feature Extraction
One of the important steps in pattern recognition and classification is feature extraction. In this process, the raw data will be transformed and reduced into a vector (pattern) with the purpose of reducing the computing time and improving efficiency. The accuracy of verification relies on the extracted features.
The Pearson correlation coefficient is a measure to investigate the relationship between two variables. The achieved correlation coefficients (r) are used to represent the correlation between variables. It's range could be between -1 and + 1, where a negative value means an inverse relation, a positive value denotes a correlated relation, and 0 represents no relation. Fig.1 shows the flow chart of feature extraction in order to achieve the sufficient features for verification.
In this study, the similarity of signature variables (x, y, p) is measured using Pearson correlation coefficient in equation (1) 
B. Multilayer Perceptron
A multilayer perceptron (MLP) is a fully connected network with some layers between the input and output layers. This model is also called a feed-forward neural network, which maps inputs to outputs. Classification, clustering, regression, and prediction are four applications of MLP. In Fig.2 , the architecture of a two-layer perceptron is illustrated. Each layer contains one or more neurons to receive the inputs. Then the activation function is applied on neurons as a threshold to generate the output. The sigmoid activation function is commonly used in the range between -1 and + 1.
Learning in MLP is an iterative procedure to set network parameters such as weight. Back propagation is a common supervised learning technique in MLP to train the network. In this technique, the output error goes back to the input layer to calculate the errors in hidden layers. The gradient method is used to optimize the cost function to achieve minimum error, which should be close to O. The error obtained from learning is called the mean square error (MSE), which is computed from the target and output values. MSE is calculated using equation (2) . The weights will be set in each iteration. This adjustment will stop when the cost function value reaches the minimum value. 
IV. EXPERIMENTAL RESULTS

Outputs
In order to evaluate the perfonnance of obtaining features, a two-layer MLP classifier was proposed. The Levenberg-Marquardt algorithm was used for training the neural network. The number of neurons in the input layer was equal to the number of features, which was nine. The neuron in the output layer was selected to hold a value of either 1 or O. The number chosen for hidden layers was 20, and the sigmoid activation function was selected. To evaluate the performance of the classifier, the false acceptance rate (FAR) for forged signatures and false rejection rate (FRR) for genuine signatures were applied. The MSE as a cost function for error calculation was considered to apply as well.
As we can see from Table 1 and after the analysis, the model achieved an FAR of 21.25% and an FRR of 13.81%. The number of misclassified signature samples in the testing phase was 427 for FAR and 276 for FRR out of 4,000 signatures. Equations (3) and (4) were used to calculate the FAR and FRR, where the FA is the total number of false acceptances and FR is the total number of false rejections. The accuracy rate is calculated as 82.47% using equation (5) . Subsequently, the MLP recognition is trained and tested on SIGMA database to classify the signature as being forged or genuine. From the output of feature extraction, nine features were used to represent the signature. According to the verification result, we could see two phenomenon. First, the only small number of features is needed to verify online signature compared with the other verification approaches, which are implemented by using more features than our technique. Second, dimension reduction is achieved by using only nine features that could reduce training and testing time to achieve a relatively accuracy rate.
In addition, signature normalization is not needed because these nine features are extracted from whatever length of signature sample. Therefore, we have used these features to represent the signature. However, the online signature samples in SIGMA database are different from those of the other approaches. Experimental results indicate the number of false acceptance is more than false rejection.
Further study will concentrate more on accuracy through more features that could be retrieved from available signature features in the database. In addition, a new training algorithm, such as the genetic algorithm for adjusting weights, could be established.
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