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1. INTRODUCTION
At the time that the first fully automatic electronic 
computers were developed in the latter half of the 1940’s, few 
people could have envisaged the effect which they would have 
on the world within the short space of three decades. Indeed, in 
1951 Hartree, one of Britain’s leading computer experts, pre­
dicted that in his opinion all the computations that would ever 
be needed in England could be performed on the three 
computers then under construction, and that no-one else would 
ever need computers of their own or would be able to afford 
them1.
What a different picture we are faced with today. Many 
large commercial firms could not function as they do today 
without the use of computers. Computers play a role (direct of 
indirect) in almost every facet of our daily lives - from 
controlling power stations which provide our electricity to 
typesetting the daily newspaper, from assisting police in their 
daily work to managing a hospital, from controlling sewing 
machines to regulating traffic lights.
Just as the development of the motor car and the aeroplane 
transformed society in the early decades of this century, the 
advances in computer technology over the past thirty years are 
producing equally significant changes in our society today. In 
less than three decades the computer industry has grown to 
become one of the largest industries in the U.S.A., and it is 
predicted that it will become the largest industry in the world 
within the next decade2. The time is rapidly approaching when 
computers will be as common as television sets, with one or 
more computers in almost every home. This may seem rather 
farfetched but it is not as far off as one might imagine - the stage 
has already been reached where parents are buying computers - 
real computers not just toys - as Christmas presents for their 
children. In fact in 1978 some 200 000 microcomputer systems
were sold by American companies alone and predictions for 
1979 indicate that sales may show a four to sixfold increase over 
last year’s figures3.
The technology of computers has certainly advanced very 
rapidly over the past thirty years. In this lecture I should like to 
give a brief outline of the developments in hardware and 
software which have brought us to this point, and I should like 
to pay some attention to some aspects of what is becoming 
known as software engineering.
2. DEVELOPMENTS IN COMPUTER HARDWARE
In what follows it must be remembered that since the 
technology of computers is such a rapidly moving field, new 
techniques are announced and superceded by better ones 
before the original ones can be fully exploited. In addition R & 
D activities are often closely guarded by the industry or govern­
ment. Thus it is exceedingly difficult to obtain an up-to-date 
picture of the state of the art. Nevertheless I shall present a few 
ideas to give you some indication of the magnitude of 
developments.
The stages of development of computers are generally 
classified into generations determined by the types of 
components used in their construction, viz4:
Generation 0 (up to 1953) - used relays and 
vacuum tubes
Generation 1 (between 1951 and 1958) - used 
vacuum tubes
Generation 2 (between 1958 and 1969) - used 
transistors
Generation 3 ( 1967 to date) - uses solid state 
Integrated Circuits
Generation 4 - uses Medium Scale Integration 
(MSI) and Large Scale Inte­
gration (LSI)
Generation 5 - not yet defined but it has been 
suggested that it involves Grand 
Scale Integration (GSI) or Very
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Large Scale Integration (VLSI) - 
the idea of a ‘computer on a single 
chip’.
The advances in hardware technology can best be 
summarised in terms of the following three properties of 
computer equipment:
(1) Speed o f the processor, usually expressed in terms of the 
number of instructions per second (IPS) which a computer is 
capable of executing.
(2) Size and speed o f memory, i.e. how much information can 
be stored and how long it takes to retrieve an item from 
memory.
(3) Cost.
2.1 COMPUTING SPEED
The first fully electronic computer was completed in 1946 
and was called the EN1AC (Electronic Numerical Integrator 
and Calculator). This machine could perform 5 000 additions 
per second5, although other operations such as division were 
very much slower6. Many other machines were constructed in 
the following three to four years (see Table 1 for a few of them) 
and these varied considerably in ability but on the whole they 
were rather slow machines.
Table 1 A few  o f the early machines and their speeds
SITE Machine Date Worst rates*for
a d d / s u b m u l t i p i n d i v i s i o n
PENNSYLVANIA ENIAC 1946 5 000 300
CAMBRIDGE EDSAC 1949 650 170 2
MANCHESTER MADM 1949 800 80
1950 800 460
BIRKBECK COLLEGE A.R.C. 1949 50 1 1
IMPERIAL COLLEGE I.C. COMP 1-2 1-2 1-2
Eng.
R.A.E. R. A.E.
S. C.C.
100 50
All figures given are nos. of instructions per second
In 1953 the first large scale computer became available 
commercially. This was capable of executing 2 000 instruct­
ions per second.
During the 1950’s various technological advances led to 
considerable increases in processing speed and by the end of 
1960 machines capable of executing 250 000 additions per 
second had been produced7.
But, unfortunately, this increase in processing speed could 
not be matched by a corresponding increase in the speed of the 
peripheral devices, and consequently in many cases the increase 
in processing speed had a far less noticeable effect on the 
execution times of programs than might have been expected. If 
you like, the peripheral devices became a bottleneck and the 
processor now spent most of its time idle, waiting for other 
parts of the computer system to catch up with it.
As a result systems designers sought alternative ways of 
uitilizing the increased processing power. Obviously, if the 
processor is idle because it is waiting for some other part of the 
system to catch up with it, something else must be found for the 
processor to do while it waits. The main idea to emerge from 
this was that of multiprogramming in which a number of 
programs are held simultaneously in the main memory of the 
computer and the processor devotes a little time to each in turn.
Fig. I. A multiprogramming system
PROCESSOR
One way of visualising multiprogramming is by analogy 
with an efficient housewife, who switches from one task to 
another, often busy with several different tasks at the same 
time. For instance, she may be in the middle of preparing a 
meal when the baby cries - it has dropped its dummy again; 
after picking up the dummy, she turns around quickly - just in 
time to save the milk from boiling over. Then she crosses the 
kitchen to fetch a bowl, picking up a dish cloth as she passes the 
rail. And so on.
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Multiprogramming and similar techniques (spooling, 
parallel processing, multitasking, etc.) have contributed 
considerably towards improving computer performance and 
making better use of the processor’s capabilities. However, the 
processing speed continued to increase and by early 1968 the 
time taken to perform an addition was such that one could 
theoretically perform ten million additions per second7. But by 
this stage, the speed of the arithmetic circuitry had completely 
overtaken the speed of the main memory so that although it 
was theoretically possible to perform ten million additions per 
second, the instructions telling the computer to perform 
additions could not be fetched fast enough from main memory 
to keep up with the adder.
At this stage computer designers took parallelism a step 
further. When a computer executes a program, it fetches and 
executes instructions of that program until it is told to stop. 
This fetch-execute cycle consists of a number of substeps which 
are performed in sequence. Typically, the sequence of substeps 
involved in fetching and executing an ADD instruction might 
be:
(a) Fetch the instruction from main memory.
(b) Decode the instruction.
(c) Compute the address of the operand.
(d) Update the pointer to the next instruction.
(e) Fetch the first argument to be added.
(f) Fetch the second argument to be added.
(g) Add the two numbers together.
(h) Store the result.
Each of these functions can be performed by a separate unit 
within the processor as shown in Fig. 2.
Fig.2. Units o f  the processor responsible fo r  
different parts o f the fetch-execute cycle.
In the classic computer of the 1950’s and 1960’s, the 
uniprocessor, module 1 will fetch an instruction while all other 
modules remain idle. Then module 2 will decode the 
instruction while all other modules are idle. And so on.
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One can obviously improve the efficiency if one can utilize 
more than one of these modules at a time. Thus the idea of the 
pipeline processor was developed in which the sequence of 
modules was treated as an assembly line with as many modules 
as possible carrying out their tasks in parallel. Thus module 1 
will fetch the first instruction while all other modules are idle, 
then module 2 will decode the first instruction while module 1 
fetches the second instruction, and so on (as illustrated in Fig.
3).
Fig. 3. Utilization o f units o f the processor in a pipeline processor.
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The nett effect of the overlapping of operations is better 
utilization of the processor and a significant increase in the 
number of instructions which can be executed per second.
Yet another form of parallelism which is aimed at 
improving computing speed is that used in the array 
processor. Some com puting  app lica tions call for 
manipulations to be performed on sets of numbers, adding one 
set of numbers to another, multiplying sets of numbers 
together, etc. The classic way of adding one set of numbers to 
another is to take each corresponding pair in turn, add them 
together and store the result, repeating the cycle as many times 
as necessary. An alternative approach is to have a large 
collection of adders and let them all work in parallel as shown 
in Fig. 4.
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Fig. 4. (a) A uniprocessor performing vector addition.
A B C  A B C
(b) An array processor performing vector addition.
A B C
This latter idea is the principle used in the array processor 
which contains a large array of data processing units which are 
capable of operating in parallel with one another.
If this idea is taken to its logical conclusion, one could have 
a processing unit attached to each word of memory. Such a 
system is termed an associative array processor. Various 
designs have been put forward for associative array processors 
of varying complexity8, but until now the high cost of pro­
ducing such systems has prevented serious production of them. 
(STAR AN and ILLIAC IV being the most notable machines of 
this type produced thus far.)
Another technique used to increase computing speed is to 
incorporate more than one processor into a computer 
system. If each processor is connected to the same main 
memory, such a system is referred to as a multiprocessor
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system; if each processor has its own main memory, the system 
is called a network.
Fig. 5 Computer configurations o f uniprocessor, multiprocessor and
network.
Uniprocessor Multiprocessor
Network
Finally the raw processing speed of processors has 
continued to increase and IBM have produced circuits capable 
of executing of the order of 100 million additions per second, 
and are working on circuits made of Josephson junctions which 
require refrigeration to temperatures near absolute zero but are 
capable of executing of the order of 500 million additions per 
second9.
To summarize this, Fig. 6 (taken from Turn4) shows the way 
in which processor speed has increased for some typical 
machines in the period 1960 to 1970 and the predicted develop­
ment of computer speeds through to the end of 1990. The 
measure of speed used is MIPS, that is millions of instructions 
per second (which represents the weighted average execution 
time of instructions typical for a particular class of computing 
tasks). The speed of machines with a single pipeline is predicted 
to reach values in excess of a thousand million instructions 
per second by 1990, without taking account of any linkage of 
such systems into multiprocessor systems or networks.
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Fig. 6. Forecast o f uniprocessor computing speeds.
Y ear
2.2 MEMORY CAPACITY
In the classic computer system there are two types of 
memory:
(a) Main memory - for storing programs currently being 
executed by the computer, and
(b) backing store memory - for storing data and 
programs not currently in use.
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The unit of storage common to all computer systems is the 
bit, which is the smallest item of information which can be 
stored.
In the early machines the main memory was limited to 
several tens of thousands of bits. By 1969 magnetic core 
storage was the most common form of main memory and the 
size of memory varied from 25 000 to nearly 4 million bits; and 
by 1967 the size of the largest main memory exceeded 8 million 
bits. However, magnetic core storage is now being replaced by 
integrated circuit memories which use 1 / 30th of the power, 
occupy less than one tenth of the space, have ten times the 
reliability and cost less than one tenth of the equivalent core 
store memory10. The largest main memory is currently in excess 
of 64 million bits.
The development of backing store memory followed very 
closely the pattern followed by sound recording 
equipment. The first backing store devices were drums - cylin­
drical recording devices which were similar in many respects to 
the original cylindrical grammaphone records. However, it 
was soon realized that flat discs were more suitable for packing 
a large amount of information into a small volume, and just as 
the cylindrical grammaphone record gave way to the flat record 
as we know it today, likewise drums were replaced by disc 
packs. The capacity of the original drums was of the order of 
several hundred thousand bits whereas the capacity of a single 
disc pack had reached 2 000 million bits by 1977 and is expected 
to be about 8 000 million bits by 1982,0.
The other major medium used in sound recording is the 
magnetic tape and this has become the major medium of cheap 
mass storage on computer systems.
This two-level memory structure was quite adequate 
until(as mentioned earlier) the speed of processors overtook 
the speed of main memory, and access to main memory became 
a bottleneck. At this point the idea of a cache memory was 
introduced in some machines. This was a memory unit which 
is smaller and faster than main memory. The system operates 
by fetching information from backing store memory into main 
memory and from main memory into cache memory from 
where it is used. Thus the system now has three levels of 
memory.
10
Mathematical formulae which describe the performance of 
any computer system (Stein11) show clearly that the effective 
speed of a machine depends to some extent on the time taken 
to access information on the backing store memory, and that as 
the speed of main memory and the cache memory increase so 
the effect of the slow access times for backing store memory will 
become more and more serious. Thus in order to improve 
overall performance, one will need to reduce the time taken to 
fetch information into main memory. Consequently, research 
workers have sought yet another memory level, which is 
intermediate in speed and cost between main memory and 
backing store devices. Such memory devices are beginning to 
appear on the market.
An example of such a device is the magnetic bubble 
memory. It operates on the principle of storing information in 
tiny bubbles of magnetism in a very thin layer of garnet 
(approx, '/jooth the thickness of a human hair)12. These tiny 
bubbles of magnetism are moved about in tracks by a rotating 
magnetic field. Currently one square inch of garnet can 
contain 3 million bits of information but recent research into 
decreasing the size of magnetic bubbles suggests that this may 
increase to 100 million bits of information in the near 
future13. According to some predictions, bubble memories 
may replace discs almost completely within a decade or so.
2.3 COST
The cost of computers has shown an equally dramatic 
decrease over the decades. Part of the reason for this is 
that more and more circuitry is being compressed into a 
single chip. This is illustrated in the following table:1'"14
T able 2. The increase in the number of gate circuits per chip with time.
TECHNOLOGY NO. OF GATES 
PER CHIP
YEAR
Transistor
Small Scale Integration 
Medium Scale Integration 
Large Scale Integration 
Grand Scale Integration
1
10+
Few thousand 
Few tens of thousands 
Hundreds of thousands
1960-65
1965-70
1970-75
1975-80
1990
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The best illustration of the falling cost of computers is given 
in the following table taken from Mitchie15.
Table 3. Comparison o f two computers.
UNIV AC INTEL 8080
1953 1974
First commercially available large Most widely used microcomputer
scale computer
$750 000 $750
2 000 instructions per second 200 000 instructions per second
1 000 word main memory up to 64 000 word main memory
525 microsecond fixed add time 2 microsecond register add time
16 686 lb, 16x22ft 16 lb, Ixl ft
3. DEVELOPMENTS IN SOFTWARE
Having witnessed the spectacular achievements in the 
area of hardware, let us now turn our attention to the 
developments in the realm of software.
The software available on computer systems can be 
divided into three categories:
(a) software which assists the user in creating a 
program to solve his problem (e.g. compilers),
(b) software which will solve the user’s problem 
directly (e.g. packages), and
(c) software which is not of direct use in solving 
the user’s problem (e.g. operating systems).
Programmers who wrote programs for the very early 
computers did so in the machine language of the machine 
concerned, converting their ideas into long, almost incom­
prehensible sequences of digits which formed the programs for 
these computers. However, it was soon realized that a 
programmer’s time is divided between two activities, namely
(a) developing new programs, and
(b) changing existing programs as demands 
change or new errors are encountered.
One of the classic laws of nature observed by Peers16 is that 
'The solution to a problem changes the problem", and this
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maxim is certainly very true in the field of computing. No 
sooner has a program been written that the person for whom it 
was written will have changed his mind about one aspect or 
another of the problem. Indeed, programmers often spend far 
more time maintaining and adapting existing programs than 
creating new ones.
Thus, when a programmer writes a program, he usually has 
a twofold aim, i.e.:
(a) to solve the problem in hand as efficiently and 
correctly as possible, and
(b) to produce a program which can be easily 
understood by himself or anyone else at a 
later stage when it needs to be amended.
In view of this, programming in machine language was 
unacceptable - partly because it was unnecessarily time 
consuming and very prone to error, and partly because the 
programs produced were very difficult to understand and 
modify at a later stage. As a result programming languages 
were developed.
The first programming languages to be developed and for 
which translators were implemented, were assembly languages. 
These languages are symbolic representations of the machine 
language using symbols instead of sequences of digits. But, 
although assembly languages are a considerable improvement 
over machine language, the programmer still had to reduce his 
algorithms to the level of machine code instructions. Thus 
programs were a little easier to write and read, but the level of 
programming was still at the level of machine code.
The next step was the development of high level languages 
and translators for these languages. These are languages which 
contain the basic constructs required to solve problems without 
the quirks of individual machines imposed on them. They 
represent a step away from the machine or a step towards 
making it easier to solve problems (or hopefully, both).
From the mid-1950’s to the early 1960’s a number of these 
languages were developed, including Fortran, Algol and 
Cobol. Of these Cobol is the most widely used commercial 
programming language today, while Fortran is the most widely 
used scientific programming language. Since then many more 
languages have been developed, the most notable of which are
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PL/1 and BASIC (developed in the mid-1960’s) and Pascal 
which was developed in the early 1970’s.
In parallel with the development of computer languages the 
idea of packages evolved. A package or packaged program is 
simply a program written to solve a particular class of 
problems, but designed in as general a manner as possible so 
that it can cater for many variations of the problem. Thus a 
payroll package is a program designed to produce a wide 
variety of different payrolls. The user who wants to make use 
of such a package selects the facilities which he wants for his 
particular payroll by specifying the necessary parameters.
The first packages to be developed were sets of routines to 
assist programmers in performing input-output. Since then 
packages have been developed to solve a wide range of 
commercial, scientific and other problems (e.g. debtor and 
creditor packages, inventory control, linear programming, 
statistical analysis, engineering design packages, etc.).
While the development of programming languages (and 
their translators) and packages continued through the 1960’s, 
many of the software designers turned their attention to the 
design of operating systems. An operating system is a large 
and complex program whose purpose is threefold:
(1) It schedules the resources of the computer to 
ensure that they are used efficiently.
(2) It assists the computer operator and the 
computer manager in various ways.
(3) It provides a number of facilities for users 
which, although they are not directly 
concerned with solving the users’ problems, 
are of indirect concern to the user (e.g. main­
tenance of filing systems, input of 
information into files, security and integrity 
of information in the system, etc.).
One final factor of interest in the development of software is 
that of cost. In the 1950’s and 1960’s hardware costs were high 
and software was provided free of charge. But as hardware 
costs have plummetted so charges have been raised for soft­
ware. Thus today the cost of a package varies from as little as 
$5 for the cheapest package available on microprocessors to as 
much as $500 000 for total systems such as a life administration
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system17. The costs of software are likely to increase still 
further and predictions are that the largest computer company 
IBM will derive 40%-50% of its revenue from software 
products within the next ten years18.
4. SOFTWARE ENGINEERING
Unfortunately, the development of software has not kept 
pace with the development of hardware. While the reliability 
of hardware has increased dramatically over the past three 
decades, the reliability of software has not; while the cost of 
hardware has steadily dropped, the cost of software has 
increased. While the speed of the processor and the size of 
memory have increased thereby enabling computers to handle 
users’ problems more quickly and efficiently than ever, 
software has become more and more complex to use. In brief, 
software in general displays all the symptoms of poor and 
inadequate engineering.
Thus the idea of software engineering was born. One of the 
first definitions of software engineering was given by Bauer19 in 
1971: "Software engineering is that part of computer science
which is too difficult for the computer scientist."
Possibly a better appreciation of what software engineering 
is about, is obtained if one looks at a general definition of the 
term ‘engineering’. As Heath20 puts it: “In Manchester there is a 
saying ’an engineer does for twopence what any fool can do for 
a shilling....So the engineer designs useful objects which can be 
made cheaply based on scientific facts”. This certainly ties in 
with the idea behind software engineering.
Although the actual details of what software engineering 
encompasses are still by no means agreed upon, the intention is 
clear enough. If we have a problem to solve using a computer, 
it is software engineering which determines how easy or, alter­
natively, how frustrating, it is to achieve this end21. As Bauer 
puts it, the aim of software engineering is "to obtain 
economically software that is reliable and works efficiently on 
real machines". Thus software engineering entails the 
establishment and use of sound engineering principles in order 
to achieve that aim.
Thus, basically, software engineering encompasses all that 
is necessary to design and construct software systems which
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function correctly and perform efficiently. It may also include 
topics such as project management, documentation, 
performance prediction and performance measurement, 
pricing mechanisms and so on. Since there are many facets to 
software engineering, the remainder of this lecture will 
concentrate on what I believe to be one of the most important, 
namely the problem of errors and the question of reliability of 
software. As Tsichritzis22 puts it: "As computer users 
become more experienced, mature and disillusioned, the 
efficiency requirements are usually replaced by reliability 
requirements".
There is a certain ring of truth behind the maxim 'To err is 
human, but to really foul things up requires a computer". 
Indeed, man’s propensity for error is not a recent phenomenon. 
One classic tale of the unreliability of man’s computations is 
recounted by Bowden23:
"During the uneasy peace which succeeded our 
interminable wars with Spain at the beginning of the last 
century, Captain Smyth, R.N., made a survey of the Mediter­
ranean. He received a courtesy visit from a Spanish captain, 
who gave him a silver salver as a souvenir of his visit. King’s 
Regulations, which had been drawn up in detail by Mr Pepys, 
made no provision for reciprocation in kind or for charging 
such gifts against petty cash, so Captain Smyth gave his visitor 
a handsome leather-bound set of the Nautical Almanac. This 
work had been compiled under the direction of that versatile 
genius, Thomas Young, whose real interest lay in the develop­
ment of the wave theory of light and the interpretation of the 
Rosetta stone. It was notoriously unreliable - it omitted 29th 
February altogether one leap year, and no Englishman ever 
dared to use it. The Spaniard who seemed to be unaware of its 
reputation, sailed away and was never heard of again, but 
Captain Smyth came safely home using the Italian and French 
Navigational Tables."
This tale illustrates how prone man is to making mistakes 
not only with computers. Of course, with computers one is 
able to make bigger and better mistakes more quickly than ever 
before. Thus, in the fieldof software engineering, the problem 
of errors in software is surely the most serious one. After all
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what does it matter how quickly the software is produced or 
how efficiently it operates if it is incorrect.
In the area of software reliability, the aim of software 
engineering is "to develop tools which enable a person of 
average competence and intelligence to produce good work" 
(Tsichritzis22). Efforts to do this can be broadly classified into 
three main areas, viz.:
(a) techniques are being sought to enable the 
existing tools to be used systematically and to 
best advantage,
(b) the existing tools themselves are being 
improved, and
(c) better tools are being sought.
Consider each of these three in turn:
A. Techniques to enable systematic development o f  
programs
By the end of the 1960’s software designers were beginning 
to realise that the development of high level languages was not 
in itself sufficient to overcome the problem of programming 
errors. At this stage attention was turned to the way in which 
programmers were writing programs and it was realised that 
part of the problem of errors in software lay in the unsystematic 
way in which many programmers produced programs. This 
resulted in the formalization of a number of techniques which a 
programmer might use to develop programs24, 25. These 
include ideas such as:
(a) Structured programming, 26, 27
(b) Top-down development and stepwise 
refinement,
(c) Modular programming,
(d) Program validation and program proving, 
etc.
The results claimed by those who have tried programming with 
and without using these techniques, witness strongly in favour 
of the use of them.
Further research into programming techniques is 
continuing.
B. Improvement o f the existing tools
Since the computer programming language is the 
programmer’s chief tool for solving problems, and the sole
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means whereby he communicates his solution to the computer, 
it is desirable that computer languages should be as suited to 
the task as possible.
The languages which are most widely used today are 
languages which were developed over twenty years ago. These 
languages include many features which are undesirable28, 29 
because they are inconsistent, irregular or have a high prob­
ability of errors associated with them. They also omit certain 
languages features which are highly desirable.
Newer languages have been developed which are better than 
these early languages but no one has yet designed the perfect 
general-purpose language. Recently the U.S. Department of 
Defence drew up the specifications for the design of a new 
general-purpose language. The specifications are contained in 
a series of reports, known as ‘Strawman’, ‘Woodenman’, 
‘Tinman’ and ‘Ironman’. From these specifications four 
separate languages were designed: these were known as the 
Red, Yellow, Blue and Green Languages respectively30'33. 
These were then judged and the Green Language was chosen. 
This has been renamed ADA, after Augusta Ada Byron, 
Countess of Lovelace, who is recognised as the world’s first 
programmer. The language is currently undergoing revision in 
the light of criticisms raised against it and the next report 
(‘Pebbleman’) should describe the language in a near final 
form. The U.S. Department of Defence hope that this might 
become the language of the future.
While research is continuing into what properties of 
languages are most desirable and how these can best be 
combined into an ideal language, another problem with com­
puter programming languages which is receiving attention is 
the lack of formal specifications for these languages. When a 
language designer designs a language, he must lay down the 
rules of the language in a precise manner so that the compiler 
writer (i.e. the person who constructs a translator for the lang­
uage), and the user who is going to use the language, have a 
clear and unambiguous picture of every aspect of the language. 
In practice few computer languages have been specified com­
pletely using a formal specification, and there are aspects of 
practically every language about which a compiler writer will 
be uncertain.
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The formal specification of any computer programming 
language involves the rigorous specification of three types of 
rules. Let us consider each of these in turn.
(a) Syntax rules
These are rules which tell one the structure of a sentence or 
command in a language. For example, if one wanted to specify 
the structure of an English sentence, one might define it as 
follows:
A sentence consists of a noun phrase followed by a verb, or a 
noun phrase followed by a verb followed by a noun phrase, 
or...
A noun phrase consists of a noun, 
or an adjective followed by a noun, 
or...
A noun consists of ‘cat’ or ‘mat’ or ‘man’ or ‘dog’ or...
There are simple formal notations for defining this, e.g. 
<sentence>::=<noun phrase> <verb> |
<noun phrase> <verb> <noun phrase> |
<noun phrase>::=<noun> |
<adjective> <noun>
and the syntax of most computer languages has been defined 
in an analogous manner.
Note that this type of rule is not concerned with producing a 
meaningful sentence, but merely one which has a correct 
structure. Thus a sentence such as
"The purple moon kicked their pretty little legs" 
is as syntactically correct as 
"John kicks the ball" 
even though it may not be as meaningful.
(b) Semantic rules
These are rules which describe the effect which a 
grammatical construction will have. For example:
"John kicks the ball." a statement relating to what
John is doing to the spherical 
object.
"Does John kick the ball?" a question.
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"John, kick the ball." a command.
"John has a ball." a statement relating to John’s
possession of a spherical object 
(or referring to the fact that 
John has a good time).
In the case of computer programming languages it is important 
to know exactly what effect a statement will have. For 
example, what effect does the following statement have?
1=1
This statement tells us that I must be set to have the value 1. 
However, the exact effect of this statement will depend on 
whether I is of type real or integer or possibly even Boolean, 
whether I is a variable or a formal parameter, if it is a formal 
parameter, whether it is called by name, by value or by 
reference, and so on. Similarly a statement such as 
MOVE 1 TO J
is fairly harmless at first sight but if one tries to describe its 
effect for all possible forms of I and J the result is very complex.
Since it is essential for the compiler writer (if not the user 
too) to understand exactly what effect each instruction in a 
computer program will have, it is highly desirable that the 
semantic rules of a language should be defined in a clear and 
unambiguous way.
(c) Static semantic or syntax interpretation rules
These are rules which are concerned with the interpretation 
to be placed on items of the syntax, or, if you prefer it, with the 
interrelationships between objects of the syntax. For example
’’And the Lord God caused a deep sleep to fall upon Adam, 
and ]he slept: and 2he took one of 3his ribs, and closed up 
the flesh instead thereof;” 34 
where
1he - (masculine, singular, nominative) refers to Adam 
2he - (masculine, singular, nominative)refers to God, and 
2his - (masculine, singular, genitive) refers to Adam.
The static semantic rules are a set of rules which are 
intermediate between the syntax rules and the semantic rules. 
They are concerned with relating words in a sentence which 
refer to the same item (e.g. 'he, 3his and Adam in the above
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example) and ensuring that the words have the correct gender, 
number, etc.
The simplest example of static semantic rules in 
programming languages are rules such as: a variable must be 
declared before it is used, a subscripted variable must have as 
many subscripts as there are bounds in the declaration, and so 
on.
Several notations have been proposed for specifying 
formally the static semantics of programming languages 35‘37, 
but as yet there is no general agreement as to which is the best 
one to use. In fact, very few programming languages have had 
their static semantic rules specified formally and this has led to 
problems in implementing many languages. In future language 
designers will need to pay careful attention to this aspect of 
languages.
Finally, having designed a good programming language 
and formally specified all the rules of the language, it remains 
to construct a translator or compiler for the language.
While it is true that a good compilercan help to make a poor 
language acceptable, it is also a fact that a poor compiler can 
ruin a good language. Thus it is important that one has both a 
good language and a good compiler for that language.
Computer systems generally have a number of different 
compilers for different languages, each implemented by a 
different person or set of persons. However, though the 
techniques used in compilers are reasonably well understood, 
the task of implementing a large compiler is still non-trivial and 
one which is very prone to error. Furthermore, once a large 
compiler has been constructed, it is exceedingly difficult to 
make fundamental changes to it.
In order to conserve effort and make it easier to modify 
compilers, one approach which is becoming more popular is 
the use of compiler generators to generate parts of compilers38. 
A compiler generator is a system which accepts a formal 
specification of a language and produces automatically a 
compiler for that language.
The main problems with compiler generators in the past 
have been:
(a) Most programming languages have not had their static 
semantic and semantic rules formally specified and hence
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the parts of the compiler which depend on them have had 
to be added in an ad hoc way by the compiler writer. 
However, as these aspects of programming languages 
become more fully specified, automatic generation 
becomes more attractive.
(b) There has been considerable concern about the efficiency 
of a compiler generated automatically by a compiler 
generator system. Obviously, one cannot expect such a 
compiler to be as efficient as one written by hand, since a 
tailor-made system can be designed to take advantage of 
many little short cuts applicable to that particular system.
However, with the improved parsing methods, the 
efficiency of such systems is becoming less of a problem 
and with the increasing speed and falling cost of computer 
systems, efficiency is becoming less important than 
correctness.
(c) The sizes of automatically generated systems are larger 
than the sizes of corresponding tailor-made systems. 
However, with a reasonable overlaying facility this is not 
too serious a problem except in the case of small 
microprocessors with no disc system.
On the other hand, the advantages of compiler generators 
include:
(a) Reduced development time
(b) Ease of amending compilers - amendments can be 
made much more easily and with less risk of error if 
one uses a compiler generator system.
(c) The specification used for the compiler generator 
system acts as sufficient documentation for the 
compiler.
(d) Facilities such as debugging aids developed for one 
compiler can be used in other compilers produced by 
the system.
Compiler generator systems may go a long way to helping the 
compiler writer to produce error-free compilers.
C. Development o f belter tools
There are various ideas for improved tools for the future - 1 
shall concentrate on one of these, namely automatic
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programming. The term ‘automatic programming’ refers to a 
system which will automatically create a program from some 
specification. Initially this term was used in the narrow sense 
to refer to compilers39 but more recently40 it has been used to 
refer to more ambitious systems which in some way accept the 
definition of a problem from a user and from this construct a 
program to solve the problem.
At present, if a user wants to solve a problem on a computer, 
he must first formulate the problem as he understands it. This 
he can usually do. However, he must then transform this 
statement of the problem to an algorithm for solving the 
problem. Finally, he must translate this possibly erroneous 
algorithm into terms which are understandable to the 
computer (i.e. code it in a programming language) which may 
introduce further errors. If one can avoid the last two steps and 
generate a program to suit the user’s requirements directly from 
the problem specification, one will reduce program develop­
ment and maintenance time to a negligible fraction of what 
they are currently, and will decrease the probability of errors 
accordingly.
Various approaches to the problem are being tried by 
different workers. One such approach41-42 which has promise 
entails a combination of the detailed expertise embodied in a 
package with the flexibility and ability to produce a tailor- 
made program which is characteristic of a compiler. Initially, 
such systems will aim at solving standard problems such as 
payroll problems, debtors and creditors systems, general ledger 
systems, etc., where the techniques used are straightforward 
and well-established. However, in time they could be extended 
to a wide range of problems.
The basic structure of such a system might consist of two 
interactive programs which question the user about his needs 
and then from his replies generate a form of flowchart which is 
in turn transformed into a Cobol program.
The idea of having two separate programs (or possibly the 
same program working at two different levels) to question the 
user about his requirements can be likened to the two-stage 
process in which a systems analyst will ask questions about the 
broad details of the problem which the user wants to solve, and
23
Fig. 7 Structure o f an Automatic Programming System.
User
User <c~
Cobol
Program
a programmer will need to know finer details such as the 
formats of records or reports, etc.
Such systems will obviously not be capable of solving any 
problem which we can dream up. Indeed, just as a CAI system 
is capable of giving instruction in precisely those lessons which 
a teacher has prepared for it, an automatic programming 
system will be capable of solving problems in exactly those 
areas for which it has been prepared.
Although a lot of work has yet to be done before automatic 
programming systems become generally available, it has been 
suggested that such systems might be the ‘salvation for the 
decade of the 1980’s.43
To conclude, if we do not do something about the problem 
of errors we are likely to end up in a situation similar to that 
cited by Bowden25. He describes an experience with punched 
card equipment which might equally well have taken place with 
computers. In 1947 at the request of U.N.E.S.C.O. the 
Siamese Government conducted a population census. Despite 
the fact that they had a large battery of IBM machines to assist 
them, results were very slow to emerge; in fact after eighteen 
months no results had yet appeared. As a result a group of 
punch-card experts was sent to investigate the situation. They 
found the bottleneck without much problem. The Siamese 
distrusted the card machines and at the end of the line they had 
a Chinese girl with an abacus who was supposed to check all the 
results. Unfortunately, by that stage she was seventeen months
24
behind schedule and there was a danger that white ants would 
eat the cards before the job was finished.
Let us hope that we never need to resort to such measures.
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