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SOBOLEV CONTRACTIVITY OF GRADIENT FLOW MAXIMAL
FUNCTIONS
SIMON BORTZ, MORITZ EGERT, AND OLLI SAARI
Abstract. We prove that the energy dissipation property of gradient flows ex-
tends to the semigroup maximal operators in various settings. In particular, we
show that the vertical maximal function relative to the p-parabolic extension
does not increase the W˙1,p norm of W˙1,p(Rn)∩ L2(Rn) functions when p > 2. We
also obtain analogous results in the setting of uniformly parabolic and elliptic
equations with bounded, measurable, real and symmetric coefficients, where the
solutions do not have a representation formula via a convolution.
1. Introduction
Consider a positive continuously differentiable energy functional F on a Banach
space X embedded in a Hilbert space. We can define the gradient of F via the
ambient inner product as F ′(u)v = 〈∇F u, v〉 and study the related gradient flow
obeying
u˙ + ∇F (u) = 0.(1.1)
According to the fundamental Lyapunov principle, expressed by the formal calcu-
lation
d
dt
F (u(t)) = F ′(u(t))u˙(t) = −〈u˙(t), u˙(t)〉 ≤ 0,
solutions to such abstract diffusion equations dissipate energy as time passes. In
other words, if u is a solution to the Cauchy problem (1.1) with initial data f ,
then the energy contraction property F (u(t)) ≤ F ( f ) holds for all t ≥ 0. This
setup can be made rigorous for countless examples, including the heat equation,
the total variation flow and the mean curvature flow to mention a few. See for
example [5, 9, 26, 31] and references therein.
In the present paper, we propose a seemingly new paradigm. Suppose that X is a
space of real functions. Then not only does the energy decrease along the gradient
flow, but also the related vertical maximal operator, mapping non-negative initial
data f to
u∗(x) = sup
t>0
u(t, x),
is an energy contraction in the sense that F (u∗) ≤ F ( f ).
The objective of this article is to implement this idea for two important energy
quantities:
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• The Sobolev p-energy F (u) = 1
p
∫
Rn
|∇u(x)|p dx with p > 2, whose gradi-
ent flow is the degenerate p-parabolic equation
u˙ − ∆pu := u˙ − div(|∇u|p−2∇u) = 0.
• The quadratic energy F (u) = 1
2
∫
Rn
A(x)∇u(x) · ∇u(x) dx with a bounded
measurable, elliptic and symmetric conductivity matrix A, whose gradient
flow is the linear uniformly parabolic equation
u˙ − div(A∇u) = 0.
Our main result for the p-energy flow relies on global well-posedness of the cor-
responding Cauchy problem in a natural class of continuous energy solutions. The
preliminaries on that can be found in Section 3 and the proof is given in Section 4.
Theorem 1.2. Let p > 2, n ≥ 1, f ∈ L2(Rn) ∩ W˙1,p(Rn) be non-negative and S t f
the unique energy solution to the Cauchy problem
u˙(t, x) − ∆pu(t, x) = 0 for (t, x) ∈ (0,∞) × Rn,
u(0, x) = f (x) for x ∈ Rn.
Define S ∗ f (x) := supt>0 S t f (x). Then S
∗ f is weakly differentiable and satisfies∫
Rn
|∇S ∗ f (x)|p dx ≤
∫
Rn
|∇ f |p dx.
In the case of linear divergence form equation with rough coefficients, we extend
the initial data via the heat semigroup generated by L := div(A∇·). The necessary
background is given in Section 5 and the proof can be found in Section 6.
Theorem 1.3. Let L be a uniformly elliptic operator with bounded, measurable
and symmetric coefficient matrix A. Let f ∈ W1,2(Rn) be non-negative and define
H∗ f (x) := supt>0 e
tL f (x). Then H∗ f is weakly differentiable and∫
Rn
A∇H∗ f (x) · ∇H∗ f (x) dx ≤
∫
Rn
A∇ f (x) · ∇ f (x) dx.
Our results were largely inspired by [8] and [6], where similar contractivity
inequalities were established for several variants of heat and Poisson kernels rel-
ative to the Laplacian. Qualitative W˙1,2 → W˙1,2 bounds for maximal functions
defined through convolution kernels easily follow from [22], but the main contri-
bution of [6, 8] was to show that some special maximal functions are indeed con-
tractions on that space. This adds a co-equal perspective to the inequalities studied
here. The first results on Sobolev contractivity appeared in [1, 33], where the one-
dimensional non-centred Hardy–Littlewood maximal function M was shown to be
a contraction in W˙1,1(R). After the generalization to convolution kernels and W˙1,2
in [6, 8], we take this program further to the nonlinear setting of W˙1,p(Rn) spaces
with p > 2 (Theorem 1.2) and semigroups far beyond the convolution kernel case
(Theorem 1.3).
General semigroup maximal functions appear naturally, for instance, in the con-
text of Hardy spaces adapted to operators [20] and elliptic boundary value prob-
lems [2, 35]. Our third main result is about the Poisson semigroup, which has an
equally important role in that setting [29].
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Theorem 1.4. Let L be a uniformly elliptic operator with bounded, measurable and
symmetric coefficients A. Let f ∈ W1,2(Rn) be non-negative and define P∗ f (x) :=
supt>0 e
−t(−L)1/2 f (x). Then P∗ f is weakly differentiable and
∫
Rn
A∇P∗ f (x) · ∇P∗ f (x) dx ≤
∫
Rn
A∇ f (x) · ∇ f (x) dx.
We conclude the introduction by sketching our main line of reasoning and how
it can be adapted to different gradient flows. The key observation leading to the
sharp bound for the one-dimensional Hardy–Littlewood maximal function in [1]
was to notice that M f cannot have local maxima in the detachment set
{M f > f }.
This was understood as a generalized convexity property and reinterpreted in a
clever way in [6, 8], where it was shown that the heat maximal function of L = ∆
is subharmonic in the detachment set. As our starting point, we reformulate this
observation in an abstract context (Lemma 4.1): if solutions to a gradient system
(1.1) admit a suitable comparison principle, then the vertical maximal function is
a comparison subsolution of the Euler–Lagrange equation of the relevant energy
functional in the detachment set. General prequisites on this will be recalled in
Section 2.
Once the maximal function is connected to the Euler–Lagrange equation, it fol-
lows from nonlinear potential theory that the comparison subsolutions in the cor-
rect energy class are weak subsolutions and hence energy subminimizers. The
proof can then be concluded by the correct choice of competitor. However, making
the passage from comparison principles to energy minimization rigorous, requires
one to take the specific forms of the energy functionals into account. Without con-
volution structures as in [6, 8], there is no ‘soft’ argument to guarantee the weak
differentiability of M f even qualitatively. Instead, we have to take advantage of
local regularity theory and various approximations to circumvent the fact that M f
might not be an admissible competitor in the energy inequalities. For Theorem 1.2,
we rely on local Lipschitz continuity of solutions and finite speed of propagation,
whereas the theory of analytic heat semigroups comes in handy for the proofs of
Theorem 1.3 and Theorem 1.4.
To our knowledge, these are the first regularity results for vertical maximal
functions without convolution structure. For the convolution case and the Hardy–
Littlewood maximal function in particular, the literature on regularity is extensive.
Sobolev bounds and continuity were first studied in [22, 27], and further topics
include endpoint Sobolev continuity [7, 28], fractional maximal functions [3, 24],
local maximal functions [18,23] and much more. We expect many of these themes
to have their counterparts in the setting of gradient flow maximal functions.
Acknowledgement. This research was supported by the CNRS through a PEPS
JCJC project. The third author was partially supported by DFG SFB 1060 and
DFG EXC 2047. The authors would like to thank Katharina Egert for tolerating
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2. Energy functionals
We set up the definitions following Chapter 5 of [19]. Let p ∈ (1,∞). A variational
kernel with p-growth is a function F : Rn × Rn → [0,∞) such that
• the mapping x 7→ F(x, ξ) is measurable for all ξ,
• the mapping ξ 7→ F(x, ξ) is strictly convex and differentiable for all x,
• there is Λ ∈ [1,∞) such that for all x, ξ ∈ Rn,
Λ
−1|ξ|p ≤ F(x, ξ) ≤ Λ|ξ|p,
• for all λ ∈ R it holds F(x, λξ) = |λ|pF(x, ξ).
Associated with a variational kernel F and a measurable set E ⊂ Rn, we define the
localized energies FE : W1,ploc (Rn) → [0,∞) as
FE(u) =
∫
E
F(x,∇u(x)) dx
and we abbreviate the global energy functional by F := FRn .
2.1. The Euler–Lagrange equation. SettingA(x, ξ) := (∇ξF)(x, ξ), we can write
down the Euler–Lagrange equation
(2.1) divxA(x,∇u(x)) = 0
for the energy functional F . This is an A-harmonic equation in the sense of [19],
see Lemma 5.9 therein. In particular, the strict convexity of F implies for a.e.
x ∈ Rn the important inequality
F(x, ξ1) − F(x, ξ2) > A(x, ξ2) · (ξ1 − ξ2)(2.2)
whenever ξ1, ξ2 ∈ Rn, ξ1 , ξ2, see Lemma 5.6 in [19]. A (weak) solution to (2.1)
in an open set Ω ⊂ Rn is a function u ∈ W1,ploc (Ω) such that∫
Ω
A(x,∇u(x)) · ∇ϕ(x) dx = 0(2.3)
holds for all ϕ ∈ C∞c (Ω). We speak of supersolutions (subsolutions) if the left-
hand side above is non-negative (non-positive) for all non-negative ϕ ∈ C∞c (Ω).
More generally, the left-hand side in (2.3) defines −Lu := − divxA(x,∇u(x)) as an
operator W
1,p
loc (Ω) → D′(Ω) and being a weak solution means that (2.1) holds in
the sense of distributions.
2.2. A-subharmonic functions. For the moment, fix an open set Ω, relative to
which the following definitions are given. AnA-harmonic function is a continuous
weak solution to (2.1). An A-subharmonic function is an upper semicontinuous
function that is not identically −∞ and satisfies the following elliptic comparison
principle with respect to u 7→ divxA(x,∇u(x)).
Definition 2.4 (Elliptic comparison principle). An upper semicontinuous function
u : Ω → [−∞,∞) is said to satisfy the comparison principle with respect to an
operator L : W
1,p
loc (Ω) → D′(Ω) if the following holds for all G ⋐ Ω and all
h ∈ C(Ω) with Lh = 0 in D′(G):
If h(x) ≥ u(x) for all x ∈ ∂G, then h(x) ≥ u(x) for all x ∈ G.
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Remark 2.5. If Lu = divxA(x,∇u(x)), then every continuous subsolution to (2.3)
satisfies the comparison principle with respect to L. This is Theorem 7.1.6 in [19].
A-subharmonic functions are energy subminimizers in the following sense.
Lemma 2.6. If u ∈ W1,ploc (Rn) isA-subharmonic in Ω, then for all open D ⋐ Ω and
all non-negative ϕ ∈ C∞c (D),
FD(u) ≤ FD(u − ϕ).
Proof. By Corollary 7.21 of [19] we know that u is a subsolution to (2.1). Hence,
for all non-negative ϕ ∈ C∞c (D) we have∫
D
A(x,∇u(x)) · (∇u(x) − ∇(u − ϕ)(x)) dx =
∫
D
A(x,∇u(x)) · ∇ϕ(x) dx ≤ 0
and the claim follows from (2.2) with ξ2 := ∇u(x) and ξ1 := ∇(u − ϕ)(x). 
2.3. TheA-parabolic equation. We turn to the corresponding parabolic problem
u˙(t, x) − divxA(x,∇u(t, x)) = 0,(2.7)
where u˙ denotes the derivative in t. Let Ω ⊂ Rn be an open set and let t1 < t2. We
call u a weak solution to (2.7) in (t1, t2) × Ω, if u ∈ C(I; L2(D)) ∩ Lp(I;W1,p(D))
whenever I × D ⋐ (t1, t2) ×Ω, and if∫ t2
t1
∫
Ω
−uϕ˙ +A(x,∇u) · ∇ϕ dx dt = 0(2.8)
holds for all ϕ ∈ C∞c ((t1, t2) ×Ω). We speak again of supersolutions (subsolutions)
if the left-hand side above is non-negative (non-positive) for all non-negative ϕ.
Replacing ϕ by ηϕ, where η ∈ C∞c (I), and passing to the limit as η → 1I , we obtain
thanks to the continuity assumption on u that∫
Ω
uϕ dx
∣∣∣∣
∂I
+
∫
I
∫
D
−uϕ˙ +A(x,∇u) · ∇ϕ dx dt = 0.
Therefore, our notion of weak solutions coincides with the one in Chapter II of [11].
Equation (2.7) has the fundamental DeGiorgi property that bounded weak solu-
tions can be redefined on a set of measure zero to become Ho¨lder continuous.
Proposition 2.9 (Theorem 1.1 of Section III in [11]). Let u be a bounded weak
solution to (2.7) in an open cylinder (t1, t2) ×Ω. Denote U p/(p−2) = ‖u‖L∞((t1 ,t2)×Ω).
Then there exist α ∈ (0, 1) and C > 0 depending only on n and p, so that whenever
t1 < t3 < t4 < t2 and D ⋐ Ω, it holds for a.e. (s, x), (t, y) ∈ (t3, t4) × D that
|u(s, x) − u(t, y)| ≤ CU
p
p−2
( |x − y| + U |s − t|1/p
min(dist(D,Ωc),U |t3 − t1|1/p)
)α
.
By a slight abuse of notation, we shall from now on identify bounded weak
solutions to (2.7) with their (Ho¨lder) continuous representative. Then the bound in
the proposition above holds for all (s, x), (t, y) ∈ I × D.
Finally, we recall the parabolic comparison principle that holds in full generality
for theA-parabolic equations considered here.
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Lemma 2.10 (Lemma 3.5 in [25]). Suppose that u is a weak supersolution and v
is a weak subsolution to (2.7) in a cylinder (t1, t2) × Ω , where Ω ⊂ Rn is an open
set. If u and −v are lower semicontinuous on (t1, t2)×Ω and v ≤ u on the parabolic
boundary
({t1} ×Ω) ∪ ([t1, t2] × ∂Ω),
then v ≤ u almost everywhere in (t1, t2) ×Ω.
2.4. TwoConcrete Energies. We apply the above results from nonlinear potential
theory to two different energy quantities.
• The p-energy with variational kernel
F(x, ξ) =
1
p
|ξ|p,
where p > 2. Then ∇ξF(x, ξ) = |ξ|p−2ξ and the corresponding A-harmonic
equation is then the p-Laplace equation ∆pu := div(|∇u|p−2∇u) = 0.
• The (quadratic) A-energy defined as follows. Let A : Rn → Rn×n be
measurable in all entries and let A(x) be symmetric for all x ∈ Rn. Suppose
uniform boundedness and ellipticity
Λ
−1|ξ|2 ≤ A(x)ξ · ξ and |A(x)ξ| ≤ Λ|ξ|
for all x, ξ ∈ Rn and set
F(x, ξ) =
1
2
A(x)ξ · ξ.
Then theA-harmonic equation is linear and reads Lu := div(A∇u) = 0.
3. The gradient flow of p-energy
In this section we extend a function f ∈ L2(Rn) ∩ W˙1,p(Rn) to the upper half space
along the gradient flow of the p-energy functional. Our notation here means that
f ∈ L2(Rn) with ∇ f ∈ Lp(Rn)n. This is a non-linear analogue of the heat extension.
It amounts to showing that the Cauchy problem
u˙ − ∆pu = 0 in (0,∞) × Rn
u|t=0 = f in Rn
(3.1)
has a unique solution.
We begin by introducing a natural class of energy solutions. Throughout, we
tacitly identifyW1,2(0, T ; L2(Rn)) with a subspace of C([0, T ]; L2(Rn)) via the one-
dimensional Sobolev embedding whenever convenient.
Definition 3.2 (Energy solution). Let f ∈ L2(Rn) ∩ W˙1,p(Rn). A measurable func-
tion u is an energy solution to the Cauchy problem (3.1) if it
(i) belongs to the function space
W1,2(0, T ; L2(Rn)) ∩ L∞(0, T ; W˙1,p(Rn))
for every T > 0;
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(ii) satisfies for almost every t > 0 the equation∫
Rn
u˙(t, x)ϕ(x) + |∇u(t, x)|p−2∇u(t, x) · ∇ϕ(x) dx = 0
for all ϕ ∈ C∞0 (Rn);
(iii) obtains the initial value in the L2 sense
lim
t→0
∫
Rn
|u(t, x) − f (x)|2 dx = 0.
Poincare´’s inequality implies L2(Rn)∩ W˙1,p(Rn) ⊆ W1,ploc (Rn). Consequently, (ii)
means
u˙(t) − ∆pu(t) = 0 (a.e. t > 0),
where ∆p : W
1,p
loc (R
n) → D′(Rn) is the weak p-Laplace operator as in Section 2.1.
In particular, every energy solution is a weak solution to the p-parabolic equation
in the sense of Section 2.3.
Proposition 3.3. Let f ∈ L2(Rn)∩ W˙1,p(Rn). There exists a unique energy solution
u to the Cauchy problem (3.1). It satisfies for every t > 0 the energy estimates
‖u(t, ·)‖2L2(Rn) + 2
∫ t
0
‖∇u(s, ·)‖pLp(Rn) ds ≤ ‖ f ‖2L2(Rn)(3.4)
and ∫ t
0
‖u˙(s, ·)‖2L2(Rn) ds +
1
p
‖∇u(t, ·)‖pLp(Rn) ≤
1
p
‖∇ f ‖pLp(Rn).(3.5)
Moreover, u ≥ 0 a.e. in (0,∞) × Rn provided f ≥ 0 a.e. in Rn.
Proposition 3.3 is folklore but it cannot be read easily from the current literature.
The nature of the time derivative is one of the main concerns here. Typically, the
existence class is too large because of data unnecessarily general for our purposes,
or the spatial domain is bounded (see e.g. [4, 9, 14, 15, 26, 34]). Therefore we give
a self-contained proof at the end of the section.
With Proposition 3.3 at hand, we can use a priori estimates for weak solutions
to infer further regularity of u.
Proposition 3.6 (Theorem 2.1 in [12]). Let u be a weak solution to u˙ − ∆pu = 0 in
an open cylinder (t1, t2) ×Ω. Then ∇u ∈ L∞loc((t1, t2) ×Ω).
In fact, ∇u is even locally Ho¨lder continuous [13], but we do not need this more
involved result.
Proposition 3.7. Let f ∈ L2(Rn)∩W˙1,p(Rn) be non-negative and let u be the energy
solution to (3.1). Then u ∈ L∞((ǫ,∞) × Rn) for every ǫ > 0.
Proof. Proposition 3.3 guarantees that the solution u is non-negative. Let ǫ > 0
and fix t0 > ǫ, x0 ∈ Rn. By the local sup-estimate of Theorem V.4.2 in [11], there
is a constant C = C(ǫ, n, p) such that
u(t, x) ≤ Cmax
(
1, sup
t0−ǫ<s<t0
(∫
B(x0 ,1)
u(s, y) dy
)p/2)
,(3.8)
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for almost every t ∈ (t0 − ǫ/2, t0) and |x − x0| < 1/2. The right-hand side above is
bounded independently of (t0, x0) due to Ho¨lder’s inequality and (3.4). 
Proposition 3.7 guarantees that the DeGiorgi property of Proposition 2.9 applies
to u if f is non-negative. From now on, we shall always use the Ho¨lder continuous
representative of u in this case. There is no ambiguity with our earlier agreement
since this representative also belongs to C([0,∞); L2(Rn)).
Remark 3.9. By Proposition 3.6 the maps x 7→ u(t, x) satisfy a local Lipschitz
condition on Rn, locally uniformly in t. Moreover, since u admits a weak derivative
u˙ ∈ L2((0,∞) × Rn), we have the classical Beppo–Levi property that for a.e. x ∈
R
n the function u(·, x) is absolutely continuous on [0, T ] for every T > 0. See
Theorem 2.1.4 in [36]. In particular, if f is non-negative, then for such x it follows
from Proposition 3.7 that u(·, x) is bounded on [0,∞).
We come to the central definition of our paper.
Definition 3.10 (Gradient flow maximal function). For t ≥ 0 define the semigroup
of operators
S t : L
2(Rn) ∩ W˙1,p(Rn) → L2(Rn) ∩ W˙1,p(Rn)
by setting
S t f (x) := u(t, x),
where u(t, x) is the energy solution of (3.1). If f is non-negative, define the gradient
flow maximal function as
S ∗ f (x) := sup
t>0
S t f (x).
The semigroup property S tS s = S t+s follows from Proposition 3.3. Remark 3.9
and the strong convergence u(t, ·) → f as t → 0 imply
0 ≤ f (x) ≤ S ∗ f (x) < ∞ (a.e. x ∈ Rn),(3.11)
so that S ∗ is indeed a meaningful maximal function.
Finally, we recall that the gradient flow of p-energy for p > 2 has finite speed of
propagation.
Proposition 3.12 (Theorem 2 in [10]). If f is bounded and compactly supported,
then for every T > 0 there exists R(T ) < ∞ such that if u is the corresponding
energy solution to (3.1), then
(3.13) supp u ∩ ([0, T ] × Rn) ⊂ [0, T ] × B(0,R(T )).
We come to the proof of Proposition 3.3. We adapt the Galerkin procedure
in [9, 26] to the unbounded spatial domain Rn by working in the anisotropic space
V := L2(Rn) ∩ W˙1,p(Rn).
To begin with, we need the following
Lemma 3.14. V is separable, reflexive, and contains C∞c (R
n) as a dense subspace.
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Proof. The first two properties follow since V is isomorphic to a closed subspace
of L2(Rn) × Lp(Rn)n via u 7→ (u,∇u). As for the third property, let Vc be the
space of compactly supported functions in V . It is enough to establish density of
Vc. Indeed, let f ∈ V . Once we have approximants fk ∈ Vc of f at hand, we
obtain approximants in C∞c (R
n) by smoothing min(max(−k, fk), k) via convolution.
Furthermore, since Vc is convex, it suffices to check density for the weak topology.
To this end, let ϕ be smooth with 1B(0,1) ≤ ϕ ≤ 1B(0,2), set ϕk(x) := ϕ(xk−1) and
define fk := fϕk. Then fk ∈ Vc satisfies ‖ fk‖L2(Rn) ≤ ‖ f ‖L2(Rn) and
‖∇ fk‖Lp(Rn) ≤ ‖ϕk∇ f ‖Lp(Rn) + ‖( f − fB(0,2k))∇ϕk‖Lp(Rn) + | fB(0,2k)|‖∇ϕk‖Lp(Rn)
. ‖∇ f ‖Lp(Rn) + kn/p−n/2−1‖ f ‖L2(Rn),
where we have used Poincare´’s inequality. Due to p > 2 the right-hand side stays
bounded as k → ∞. By reflexivity, we can extract a subsequence fk j with weak
limit f∞ in V . But V embeds continuously into L2(Rn) and ( fk) converges strongly
to f in L2(Rn). Hence, we must have f∞ = f . 
Proof of Proposition 3.3. The argument is divided into 7 steps.
Step 1: Finite dimensional approximation. Due to Lemma 3.14 we can pick a
countable dense subset {w j : j ≥ 1} of V . For k ≥ 1 we let
Vk := span{w j : 1 ≤ j ≤ k}
and we pick fk ∈ Vk such that fk → f in V as k → ∞.
For every k we consider the variational problem of finding uk ∈ C1([0, Tk);Vk)
such that∫
Rn
u˙k(t)v + |∇uk(t)|p−2∇uk(t) · ∇v dx = 0 (v ∈ Vk, t ∈ (0, Tk)),
uk(0) = fk.
(3.15)
Since Vk is finite dimensional, we can equivalently equip it with the Hilbert space
norm of L2(Rn) and identify its dual with Vk. In this way we obtain a continuous
map ι : Vk → Vk such that∫
Rn
|∇w|p−2∇w · ∇v dx =
∫
Rn
ι(w)v dx (v,w ∈ Vk).
Consequently, (3.15) is equivalent to solving the following initial value problem for
an autonomous ODE in a finite dimensional space with continuous non-linearity:
u˙k(t) + ι(uk(t)) = 0 (t ∈ (0, Tk)),
uk(0) = fk.
By Peano’s theorem there is a maximal solution uk such that either Tk = ∞ or
‖uk(t)‖Vk → ∞ as t → Tk.
Step 2: Uniform bounds for the uk. We have
d
dt
(
‖uk(t)‖2L2(Rn)
)
= 2
∫
Rn
u˙k(t)uk(t) dx,
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and hence, taking v = 2uk(t) in (3.15) and integrating over (0, t) for any t ∈ (0, Tk)
gives
‖uk(t)‖2L2(Rn) + 2
∫ t
0
‖∇uk(t)‖pLp(Rn) ds = ‖ fk‖2L2(Rn).(3.16)
We conclude that uk is bounded on (0, Tk) with values in Vk. Thus, we must have
Tk = ∞. Likewise, ∇uk ∈ C1([0, Tk); Lp(Rn)) along with Fre´chet-differentiability
of the Lp(Rn)-norm yields
d
dt
( 1
p
‖∇uk‖pLp(Rn)
)
=
∫
Rn
|∇uk(t)|p−2∇uk(t) · ∇u˙k(t) dx,
so that taking v = uk(t) in (3.15), we obtain for any t ∈ (0,∞) that∫ t
0
‖u˙k(t)‖2L2(Rn) ds +
1
p
‖∇uk(t)‖pLp(Rn) =
1
p
‖∇ fk‖pLp(Rn).(3.17)
Since ( fk) is a bounded sequence in V , these bounds imply that (uk) is bounded in
W1,2(0, T ; L2(Rn)) ∩ L∞(0, T ;V) for every T > 0.
Step 3: Extracting a convergent subsequence. Step 2 and a diagonalization argu-
ment allow us to extract a subsequence, which we relabel so that
uk → u, weakly inW1,2(0, T ; L2(Rn))
∇uk → v, weakly in Lp(0, T ; Lp(Rn))
|∇uk |p−2∇uk → h weakly in Lp
′
(0, T ; Lp
′
(Rn)),
(3.18)
for every T > 0. In this manner u is defined on [0,∞) × Rn. By definition of weak
convergence, we have v = ∇u. The first weak limit also implies
u˙k → u˙, weakly in L2(0, T ; L2(Rn))
uk(t) → u(t) weakly in L2(Rn) for every t ≥ 0,
(3.19)
and since we have uk(0) = fk, we conclude u(0) = f . This means that u(t) → f
strongly in L2(Rn) as t → 0.
Step 4: Energy inequalities. For fixed t > 0 we use (3.18) and the strong L2-
convergence of ( fk) to pass to the limit inferior in (3.16). This results in
‖u(t)‖2L2(Rn) + 2
∫ t
0
‖∇u(t)‖pLp(Rn) ds ≤ ‖ f ‖2L2(Rn).
We also know from Step 2 that (uk(t)) is bounded in V . Hence, we can extract a
weakly convergent subsequence (u j(t)) and (3.19) identifies its weak limit as u(t).
Thus, we have ∇u j(t) → ∇u(t) weakly in Lp(Rn) as j → ∞, which in turn allows
us to pass to the limit inferior in (3.17) for (u j), so to obtain∫ t
0
‖u˙(t)‖2
L2(Rn) ds +
1
p
‖∇u(t)‖pLp(Rn) ≤
1
p
‖∇ f ‖pLp(Rn).
In particular u ∈ L∞(0,∞;V), so that now u has the required regularity.
Step 5: Checking that u is an energy solution. It remains to verify that u satisfies the
variational formulation of the equation as in Definition 3.2. To this end, it suffices
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to work on (0, T ) × Rn for an arbitrary finite T . Let w ∈ V j and φ ∈ Lp(0, T ). For
k ≥ j we take v = φ(t)w in (3.15) and integrate in t to give∫ T
0
∫
Rn
u˙kφw + |∇uk |p−2∇uk · ∇(φw) dx dt = 0.
Due to (3.18), we can pass to the limit as k → ∞ and obtain∫ T
0
∫
Rn
u˙ψ + h · ∇ψ dx dt = 0,(3.20)
where ψ(t, x) = φ(t)w(x). Since the union of the V j is dense in V and as simple
functions (valued in V) are dense in Lp(0, T ;V), we conclude that test functions of
that type are dense and that we can actually state (3.20) for every ψ in Lp(0, T ;V).
The hard work is to identify h with |∇u|p−2∇u.
As in Section 2 we write A(ξ) = ∇ξF(x, ξ) = |ξ|p−2ξ, where F(x, ξ) = 1p |ξ|p is
the p-energy. From (2.2) and the corresponding inequality with the roles of ξ1 and
ξ2 reversed, we obtain the monotonicity inequality
(A(ξ1) −A(ξ2)) · (ξ1 − ξ2) ≥ 0.(3.21)
Thus, we have
Ik(v) :=
∫ T
0
∫
Rn
(|∇uk |p−2∇uk − |∇v|p−2∇v) · (∇uk − ∇v) dx dt ≥ 0
for every v ∈ Lp(0, T ;V). We use (3.16) with t = T in order to rewrite Ik(v) as
Ik(v) =
∫ T
0
∫
Rn
−|∇uk |p−2∇uk · ∇v − |∇v|p−2∇v · (∇uk − ∇v) dx dt
+
1
2
‖ fk‖2L2(Rn) −
1
2
‖uk(T )‖2L2(Rn).
Strong convergence of fk and weak convergence from (3.18), (3.19) yields
lim sup
k→∞
Ik(v) ≤ −
∫ T
0
∫
Rn
h · ∇v + |∇v|p−2∇v · (∇u − ∇v) dx dt
+
1
2
‖ f ‖2
L2(Rn) −
1
2
‖u(T )‖2
L2(Rn).
Here, the left-hand side is positive. To the right-hand side we can add (3.20) with
ψ = u, and integrate by parts in t, to finally arrive at
0 ≤
∫ T
0
∫
Rn
(h − |∇v|p−2∇v) · (∇u − ∇v) dx dt.
Applying this to v = u − λψ, where λ > 0 and ψ ∈ Lp(0, T ;V) are arbitrary, and
dividing out λ, yields
0 ≤
∫ T
0
∫
Rn
(h − |∇(u − λψ)|p−2∇(u − λψ)) · ∇ψ dx dt.
By Lebesgue’s dominated convergence we can pass to the limit as λ → 0 to give
0 ≤
∫ T
0
∫
Rn
(h − |∇u|p−2∇u) · ∇ψ dx dt.
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Since there is no sign restriction on ψ, we actually have equality for every ψ. Thus,
(3.20) yields ∫ T
0
∫
Rn
u˙ψ + |∇u|p−2∇u · ∇ψ dx dt = 0
and taking ψ(t, x) = φ(t)ϕ(x), where φ ∈ C∞c (0, T ) and ϕ ∈ C∞c (Rn), confirms that
u satisfies the p-parabolic equation in the sense of Definition 3.2.
Step 6: Uniqueness. Let u1 and u2 be two energy solutions to (3.1). Thanks to
Lemma 3.14 we can use u1(t) − u2(t) as a testfunction for a.e. t > 0. By the
fundamental theorem of calculus, we find
1
2
‖u1(t) − u2(t)‖2L2(Rn) =
∫ t
0
∫
R
(u˙1 − u˙2)(u1 − u2) dx dt
= −
∫ t
0
∫
R
(|∇u1 |p−2∇u1 − |∇u2 |p−2∇u2)∇(u1 − u2) dx dt,
which is non-positive due to (3.21). We conclude u1 = u2.
Step 7: Non-negative initial data. Suppose f ≥ 0 a.e. on Rn. Testing the equation
for u against u− = min(u, 0), we obtain as in the previous step
1
2
‖u−(t)‖2L2(Rn) =
∫ t
0
∫
R
u˙u− dx dt = −
∫ t
0
∫
R
|∇u|p−2∇u · ∇u− dx dt
= −
∫ t
0
∫
R
|∇u−|p dx dt ≤ 0,
where we used ‖u−(0)‖L2(Rn) = 0 and ∂u− = 1u≤0∂u for partial derivatives of u.
This shows that u ≥ 0 almost everywhere. 
The method of proof reveals that u depends on f in a continuous fashion. Such
a convergence result for weak solutions can also be found as Lemma 3.4 in [21].
Proposition 3.22. If let ( fk) be a sequence of non-negative functions in V. If
fk → f strongly in V, then the corresponding energy solutions uk to (3.1) admit a
subsequence uk j such that
uk j → u, locally uniformly in (0,∞) × Rn,
where u is the energy solution to (3.1) with initial datum f .
Proof. Since the uk satisfy (3.4) and (3.5), we have all the properties of Step 2
and Step 3 in the proof of Proposition 3.3 for that new sequence. Following the
same argument, we obtain weak convergence of a subsequence in the respective
spaces to an energy solution of (3.1) with data f . By uniqueness, this limit is u. To
prove the locally uniform convergence, it suffices to note that given any compact
set K ⊂ (0,∞) × Rn, the family uk is equicontinuous and uniformly bounded in
K by Propositions 2.9 and 3.7, so that the claim follows from the Arzela`–Ascoli
theorem, exhaustion of the upper half space by compact sets and a diagonalization
argument. 
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4. p-energy of the maximal function
We begin with an abstract lemma that is crucial to proving Sobolev contractivity
for maximal functions associated to any energy functional with p-growth as in
Section 2.
Lemma 4.1. Let L : W
1,p
loc (R
n) → D′(Rn) be an operator, E ⊂ Rn an open set and
T ∈ (0,∞]. Let u ∈ C([0, T ) × Rn) satisfy the following comparison property:
Whenever G ⋐ E is open, c ∈ R is a constant and h ∈ C(G) is such that
Lh = 0 in D′(G)
h(x) + c ≥ u(t, x) for all (t, x) ∈ {0} ×G ∪ [0, T ) × ∂G,
then u(t, x) ≤ h(x) + c for all (t, x) ∈ (0, T ) ×G.
Let
u∗(x) := sup
0<t<T
u(t, x).
If u∗ is upper semicontinuous, finite a.e. and if u∗(x) > u(0, x) for all x ∈ E, then
u∗ satisfies the comparison principle (Definition 2.4) relative to L in E.
Proof. Let G ⋐ E be any open set. Let h ∈ C(G) be a continuous solution to
Lh = 0
in G with h ≥ u∗ on ∂G.
Suppose, for contradiction, that
c := max
x∈G
(u(0, x) − h(x)) > 0.
Note that the maximum c is finite and achieved in the interior since h(x) ≥ u∗(x) ≥
u(0, x) for x ∈ ∂G and u and h are continuous. Let x0 ∈ G be such that
c = u(0, x0) − h(x0).
Consider now the function hc = h + c. By choice of c, we have that u(0, x) ≤ hc(x)
for x ∈ G, and by the counter-assumption u ≤ hc also on [0, T ) × ∂G. It follows
from the assumption on u that u ≤ h + c in (0, T ) ×G. Thus, by the definition of c
and x0, we have for all t ∈ (0, T ) that
u(t, x0) ≤ h(x0) + c = u(0, x0).
Taking the supremum in t, we obtain u∗(x0) ≤ u(0, x), which violates x0 ∈ G ⊂ E.
This contradiction implies c ≤ 0.
Consequently, we have u(0, x) ≤ h(x) for x ∈ G, and further u(t, x) ≤ h(x) for
all (t, x) ∈ [0, T ) × ∂G by the choice of h. The assumed comparison property of u
yields u(t, x) ≤ h(x) for all (t, x) ∈ (0, T ) × G. Taking the supremum in t implies
u∗(x) ≤ h(x) for all x ∈ G as claimed. 
We use this lemma to give the
Proof of Theorem 1.2. Let T > 1 and define the truncated maximal function
S ∗,T f (x) := sup
0<t<T
S t f (x).
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Step 1. We first assume that f = S 1/Tg for some non-negative, bounded and com-
pactly supported function g ∈ L2(Rn) ∩ W˙1,p(Rn). In particular, f is continuous.
Our goal is to prove
(4.2)
∫
Rn
|∇S ∗,T f (x)|p dx ≤
∫
Rn
|∇ f |p dx.
Let E = {x ∈ Rn : S ∗,T f (x) > f (x)}. In view of Proposition 3.6, S ∗,T f is the
pointwise supremum of functions that satisfy a local Lipschitz condition uniformly
in t. Hence, S ∗,T f satisfies a local Lipschitz condition and we conclude that E
is open. By finite speed of propagation (Proposition 3.12), S ∗,T f = 0 outside of
a bounded set, and hence E is bounded. It also follows from the local Lipschitz
condition that S ∗,T f ∈ W1,∞loc (Rn).
On cE we have S ∗,T f = f and hence ∇S ∗,T f = ∇ f almost everywhere, see
Corollary 1.21 in [19]. Consequently, it suffices to show∫
E
|∇S ∗,T f (x)|p dx ≤
∫
E
|∇ f |p dx.
To this end let u(t, x) := S t f (x) and L := ∆p. As Lh = 0 implies (∂t−∆p)(h+c) = 0
for every c ∈ R, the p-parabolic comparison principle from Lemma 2.10 guarantees
that u satisfies the assumptions of Lemma 4.1. Since E is open and as S ∗,T f > f
holds in E, it follows that S ∗,T satisfies the p-harmonic comparison principle in the
sense of Definition 2.4 in E. By Lemma 2.6, it is a p-subminimizer in all bounded
open subsets of E. Let {Gi} be an exhaustion of E by bounded open sets. For
any non-negative ϕ ∈ C∞c (E), there is Gi such that supp ϕ ⊂ Gi. Hence, by the
monotone convergence theorem∫
E
|∇S ∗,T f |p dx = lim
i→∞
∫
Gi
|∇S ∗,T f |p dx
≤ lim
i→∞
∫
Gi
|∇(S ∗,T f − ϕ)|p dx
=
∫
E
|∇(S ∗,T f − ϕ)|p dx.
(4.3)
Plugging in a sequence of non-negative ϕ with ϕ → S ∗,T f − f in W1,p(E)-norm,
we conclude inequality (4.2). Such an approximation is possible because we have
S ∗,T f − f ∈ W1,p(E), since E is bounded, and S ∗,T f − f is continuous up to the
boundary with zero boundary values (Lemma 1.26 in [19]).
Step 2. Take now an arbitrary non-negative f ∈ L2(Rn)∩W˙1,p(Rn) and let ( fk) be an
approximating sequence of bounded functions with compact support (Lemma 3.14).
Upon replacing fk with min( fk, 0), we can assume that the fk are non-negative. In-
equality (4.2) together with (3.5) implies
‖∇S ∗,TS 1/T fk‖Lp(Rn) ≤ ‖∇S 1/T fk‖Lp(Rn) ≤ ‖∇ fk‖Lp(Rn).
The right-hand side converges to ‖∇ f ‖Lp(Rn) as k → ∞, so {∇S ∗,TS 1/T fk : k ≥ 0} is
bounded in Lp(Rn). By reflexivity, we can extract a subsequence so that
∇S ∗,TS 1/T fk → G, weakly in Lp(Rn).
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By Proposition 3.22, we can extract a further subsequence, still indexed along k,
such that S t fk(x) → S t f (x) locally uniformly in (0,∞)×Rn. We have for all R > 0,
sup
x∈B(0,R)
|S ∗,TS 1/T fk(x) − S ∗,TS 1/T f (x)| ≤ sup
x∈B(0,R)
sup
1/T<t<T+1/T
|S t fk(x) − S t f (x)|,
so that S ∗,TS 1/T fk → S ∗,TS 1/T f uniformly on compact sets. It follows from the
dominated convergence theorem that S ∗,TS 1/T fk → S ∗,TS 1/T f in the sense of dis-
tributions, and hence G must be the weak gradient of S ∗,TS 1/T f . By weak lower
semicontinuity of the Lp-norm, we obtain
(4.4) ‖∇S ∗,TS 1/T f ‖Lp(Rn) ≤ lim inf
k→∞
‖∇S ∗,TS 1/T fk‖Lp(Rn) ≤ ‖∇ f ‖Lp(Rn).
Step 3. It remains to take a limit in T . By reflexivity, (4.4) allows us to extract a
sequence T j → ∞ such that
∇S ∗,T jS 1/T j f → G′, weakly in Lp(Rn).
By definition, we have monotone convergence of S ∗,T jS 1/T j f (x) → S ∗ f (x) for
a.e. x ∈ Rn. Suppose we already knew that S ∗ f was locally integrable. Then
the dominated convergence theorem implies S ∗,T jS 1/T j f → S ∗ f in the sense of
distributions and we conclude that G′ is the weak gradient of S ∗ f , whereupon
weak lower semicontinuity of the Lp-norm and (4.4) yield the claim
‖∇S ∗ f ‖Lp(Rn) ≤ lim inf
T j→∞
‖∇S ∗,T jS 1/T j f ‖Lp(Rn) ≤ ‖∇ f ‖Lp(Rn).
Step 4. This being said, we fix a ball B(0,R) and show that the average (S ∗ f )B(0,R)
is finite. We recall from (3.11) that S ∗ f is almost everywhere finite. Hence, we can
find M < ∞ such that
|{x ∈ B(0,R) : S ∗ f (x) > M}| ≤
1
2
|B(0,R)|.(4.5)
It follows from Poincare´’s and Chebyshev’s inequalities that for any λ > 0 and any
u ∈ W˙1,p(Rn) we have
|{x ∈ B(0,R) : |u − uB(0,R)| > λ}| ≤
C
p
nR
p
λp
∫
Rn
|∇u|p dx
for a dimensional constant Cn > 0. Choosing λ = 4
1/pCnR|B(0,R)|1/p‖∇ f ‖Lp(Rn),
we obtain in combination with (4.4) for all j the bound
∣∣{x ∈ B(0,R) : |S ∗,T jS 1/T j f − (S ∗,T jS 1/T j f )B(0,R)| > λ}∣∣ ≤ 14 |B(0,R)|.
In particular, we can find points x j ∈ B(0,R) that neither satisfy this condition nor
the one in (4.5). This means that
(S ∗,T jS 1/T j f )B(0,R) ≤ λ + S ∗,T jS 1/T j f (x j) ≤ λ + S ∗ f (x j) ≤ λ + M.
Monotone convergence yields (S ∗ f )B(0,R) ≤ λ + M and the proof is complete. 
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5. Quadratic energies and related semigroups
We consider quadratic energies with kernel F(x, ξ) = 1
2
A(x)ξ · ξ, where A : Rn →
R
n×n is measurable, symmetric and satisfies
Λ
−1|ξ|2 ≤ A(x)ξ · ξ and |A(x)ξ| ≤ Λ|ξ|
for some constant Λ ∈ (0,∞) and for all x, ξ ∈ Rn. The corresponding operator
L : W
1,2
loc (R
n) → D′(Rn) as in Section 2 is the linear, uniformly elliptic divergence
form operator L = divx(A(x)∇·). For such operators the Cauchy problem
u˙ − Lu = 0 in (0,∞) × Rn
u|t=0 = f in Rn
(5.1)
can be solved in the strong sense via the theory of C0-semigroups. We assume
basic familiarity with this topic and refer to [16,30] for background. To be precise,
the maximal restriction of L to an operator in L2(Rn) with domain D(L) ⊂ W1,2(Rn)
is self-adjoint and generates the heat semigroup (Ht)t≥0 := (etL)t≥0.
This is a bounded analytic C0-semigroup on L
2(Rn). For any semigroup (Tt)t≥0
this terminology means that, given f ∈ L2(Rn), the extension u(t, x) := Tt f (x) to
the upper half space has regularity
u ∈ C([0,∞); L2(Rn)) ∩ C∞((0,∞); L2(Rn)),
satisfies u(0) = f , and for every integer k ≥ 0 there is a constant Ck such that
sup
t≥0
tk‖∂kt u‖L2(Rn) ≤ Ck‖ f ‖L2(Rn).(5.2)
In the case of the heat semigroup, Ck depends on k and the ellipticity parameter Λ.
The heat extension u(t, x) := Ht f (x) satisfies ∂
k
t u = L
ku and in particular it is
a weak solution to u˙ − Lu = 0 in the upper half space in the sense of Section 2.3.
This extension is given by a heat kernel in the following sense.
Proposition 5.3 (Theorem 6.10 in [30]). Let f ∈ L2(Rn). The operators Ht, t > 0,
are given by a kernel Kt,L(x, y), measurable in (t, x, y), via
Ht f (x) =
∫
Rn
Kt,L(x, y) f (y) dy (a.e. x ∈ Rn).(5.4)
There are constants c,C ∈ (0,∞) depending only on n and Λ such that
0 ≤ Kt,L(x, y) ≤ Ct−n/2e−c|x−y|
2/t (x, y ∈ Rn).
Corollary 5.5. Let f ∈ L2(Rn) and t > 0. There is a constant C depending on only
n and Λ such that the following hold for a.e. x ∈ Rn:
(i) |Ht f (x)| ≤ Ct−n/4‖ f ‖L2(Rn);
(ii) |Ht f (x)| ≤ CM f (x), where M is the Hardy-Littlewood maximal function.
Proof. The first item follows by applying the Cauchy–Schwarz inequality to (5.4).
As for the second item, we split integration in (5.4) into annuli A0 := B(x, 2
√
t)
and A j := B(x, 2
j+1
√
t) \ B(x, 2 j √t), j ≥ 1, in order to obtain
Ht f (x) ≤
∞∑
j=0
C|B(0, 1)|2( j+1)ne−c(4 j−1) fB(x,2 j+1 √t).
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Each average of f is bounded by M f (x) and the remaining sum in j converges. 
Item (i) of the preceding corollary guarantees the DeGiorgi property of Propo-
sition 2.9 for u(t, x) = Ht f (x). This function can be redefined on a set of measure
zero to become bounded and Ho¨lder continuous on (ǫ,∞) × Rn for any ǫ > 0. In
fact, by dominated convergence, the continuous representative is the one given by
(5.4) and it is non-negative provided f has this property.
In analogy with Section 3, we define a vertical heat maximal function.
Definition 5.6 (Heat maximal function). For non-negative f ∈ L2(Rn) define the
heat maximal function as
H∗ f (x) := sup
t>0
Ht f (x).
The strong continuity of the heat semigroup at t = 0 and the Hardy–Littlewood
maximal bound in Corollary 5.5 give
0 ≤ f (x) ≤ H∗ f (x) < ∞
for a.e. x ∈ Rn and in fact we have H∗ f ∈ L2(Rn). The latter property holds
for more general diffusion semigroups (Chapter III in [32]) but the Gaussian heat
kernel bounds allowed us to give a particularly simple proof.
A self-adjoint generator of a bounded C0-semigroup on L
2(Rn), such as L, ad-
mits self-adjoint fractional powers (−L)α for α ∈ (0, 1). In particular, the square
root operator −(−L)1/2 in L2(Rn) generates an analytic C0-semigroup given as an
L2(Rn)-valued integral by the subordination formula
e−t(−L)
1/2
f =
∫ ∞
0
te−t
2/(4s)
2
√
πs3/2
esL f ds,(5.7)
whenever f ∈ L2(Rn) and t > 0. We refer to Section 3 and Example 3.4.6 in [16].
We call Pt := e
−t(−L)1/2 the Poisson semigroup for L.
The Poisson extension u(t, x) := Pt f (x) of f ∈ L2(Rn) has regularity as in (5.2)
and satisfies
(∂2t + L)u = 0 in (0,∞) × Rn
u|t=0 = f in Rn
This is an A-harmonic equation in the sense of Section 2.1 in dimension n + 1.
In particular, u is a (stationary) solution of an A-parabolic equation in dimension
n + 2. The DeGiorgi property from Proposition 2.9 is guaranteed by the following
Lemma 5.8. Let f ∈ L2(Rn) and t > 0. There is a constant C depending on n and
Λ such that the following hold for a.e. x ∈ Rn:
(i) |Pt f (x)| ≤ Ct−n/2‖ f ‖L2(Rn);
(ii) |Pt f (x)| ≤ CM f (x), where M is the Hardy-Littlewood maximal function.
Proof. Simply use the bounds provided by Corollary 5.5 on the right-hand side of
(5.7) and calculate the integral in s by a change of variable r = t2/s. 
As usual, the continuity of the Poisson extension in (t, x) allows us to define a
corresponding vertical maximal function.
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Definition 5.9 (Poisson maximal function). For non-negative f ∈ L2(Rn) define
the Poisson maximal function as
P∗ f (x) := sup
t>0
Pt f (x).
As in the case of the heat maximal function, we obtain from Lemma 5.8 that
P∗ f ∈ L2(Rn) and together with the strong continuity at t = 0 we infer
0 ≤ f (x) ≤ P∗ f (x) < ∞.
for a.e. x ∈ Rn.
We close with certain generic operator estimates for the heat and Poisson semi-
groups for L that will turn out useful in the next section.
Lemma 5.10. Let f ∈ L2(Rn) and t > 0. For every integer k ≥ 0 there is a constant
C depending only on k, n and Λ such that
t1+2k‖∂kt∇Ht f ‖2L2(Rn) + t2+2k‖∂kt∇Pt f ‖2L2(Rn) ≤ C‖ f ‖2L2(Rn).
Proof. By ellipticity, the definition of L and the Cauchy–Schwarz inequality, we
obtain for every u ∈ D(L) that
Λ
−1‖∇u‖2
L2(Rn) ≤
∫
Rn
A∇u · ∇u dx =
∫
Rn
−Lu · u dx ≤ ‖Lu‖L2(Rn)‖u‖L2(Rn).
The claim follows by taking u = ∂kt e
tL f and u = ∂kt e
−t(−L)1/2 f and using the generic
analytic semigroup bounds from (5.2) on the right-hand side. 
For the next lemma we recall the notion of the energy associated with the kernel
F(x, ξ) = 1
2
A(x)ξ · ξ as in Section 2:
F (u) = 1
2
∫
Rn
A∇u · ∇u dx.
Lemma 5.11. Let f ∈ W1,2(Rn). The energies F (Ht f ) and F (Pt f ) are decreasing
for t ∈ [0,∞).
Proof. By the preceding lemma, the map t 7→ Ht f is smooth with values inW1,2(Rn).
Hence, we can differentiate
d
dt
F (Ht f ) =
∫
Rn
A∇Ht f · ∇LHt f dx =
∫
Rn
−LHt f · LHt f dx ≤ 0,
where we have used symmetry of A in the first step. Likewise, we get
d
dt
F (Pt f ) =
∫
Rn
LPt f · (−L)1/2Pt f dx = −
∫
Rn
(−L)3/4Pt f · (−L)3/4Pt f dx ≤ 0,
where we have decomposed −L = (−L)1/4(−L)3/4 and used self-adjointness of the
fractional powers. 
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6. A-energy of the heat and Poisson maximal functions
We need the following property of Sobolev spaces from [17]. The formulation we
use is not exactly the same as in the reference, but a brief inspection of the proof
shows that the following lemma is valid.
Lemma 6.1 ( [17, Theorem 1] ). Let p ∈ (1,∞]. If f ∈ Lp(Rn) and there exists a
non-negative g ∈ Lp(Rn) such that
| f (x) − f (y)| ≤ |x − y|(g(x) + g(y)) (a.e. x, y ∈ Rn),
then f ∈ W1,p(Rn) and ‖∇ f ‖Lp ≤ Cn,p‖g‖Lp . Conversely, if f ∈ W1,p(Rn), then
the inequality above holds for all Lebesgue points and g = M|∇ f |, where M is the
Hardy-Littlewood maximal function.
We use this lemma to prove qualitative Sobolev bounds for H∗ and P∗ away from
the boundary. We recall from Section 5 that the maximal functions are bounded for
the L2(Rn)-norm.
Proposition 6.2. Let f ∈ W1,2(Rn) and ǫ > 0. Then H∗Hǫ f and P∗Pǫ f are weakly
differentiable and there is a constant C depending only on n and Λ such that
‖∇H∗Hǫ f ‖L2(Rn) ≤
C
ǫ1/2
‖∇ f ‖L2(Rn), ‖∇P∗Pǫ f ‖L2(Rn) ≤
C
ǫ
‖∇ f ‖L2(Rn).
Proof. Let (S t)t≥0 be either one of the two semigroups. For any x, y ∈ Rn we have
|S ∗S ǫ f (x) − S ∗S ǫ f (y)| ≤ sup
t>0
|S tS ǫ f (x) − S tS ǫ f (y)|
= ess sup
t>ǫ
|S t f (x) − S t f (y)|,
where the second step follows from the semigroup property and the continuity of
u(t, x) = S t f (x) in the upper half-space. Since S t f ∈ C(Rn) ∩ W1,2(Rn) for all
t > 0, Lemma 6.1 yields
|S ∗S ǫ f (x) − S ∗S ǫ f (y)| ≤ |x − y|(Mg(x) + Mg(y)),(6.3)
where
g(x) = ess sup
t>ǫ
|∇S t f (x)|.
Note carefully that the definition of g is subject to having fixed a representative for
∇u but (6.3) is the same for all x, y and all representatives. By Lemma 5.10 we have
∇u ∈ C∞(0,∞; L2(Rn))n and in particular ∇u˙ ∈ L2loc((0,∞) × Rn)n. Hence, we can
pick a representative ∇u such that for a.e. x ∈ Rn the restriction ∇u(·, x) is abso-
lutely continuous on all intervals I ⋐ (0,∞), and such that ∂t∇u is a representative
of ∇u˙. See again Theorem 2.1.4 in [36]. In the following we make no notational
distinction between ∇u = ∇S t f and its special representative.
Since we already know S ∗S ǫ f ∈ L2(Rn), we can use Lemma 6.1 along with the
L2 boundedness of the Hardy–Littlewood maximal function, to conclude
‖∇S ∗S ǫ f ‖L2(Rn) ≤ Cn‖g‖L2(Rn).(6.4)
It remains to estimate the right-hand side in (6.4). Fix x ∈ Rn such that |∇S t f (x)| is
absolutely continuous in t on compact intervals. Then we can apply the chain rule
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for absolutely continuous functions to ∂t|∇S t f (x)|2 in order to obtain for all t > ǫ
that
|∇S t f (x)|2 = |∇S ǫ f (x)|2 + 2
∫ t
ǫ
∇S s f (x) · ∂s∇S s f (x) ds.(6.5)
In the case of the heat semigroup S t = Ht we distribute powers of s and apply
the elementary Young’s inequality to give
sup
t>ǫ
|∇Ht f (x)|2 ≤ |∇Hǫ f (x)|2 +
∫ ∞
ǫ
|∇Hs f (x)|2
ds
s
+
∫ ∞
ǫ
|∂s∇Hs f (x)|2 sds.
Integration in x and the operator bounds in Lemma 5.10 lead us to
‖(sup
t>ǫ
|∇Ht f |)‖2L2(Rn) ≤
C
ǫ
and in view of (6.4) the proof is complete. The proof for the Poisson semigroup is
exactly the same, with the difference in the powers of ǫ coming from the estimates
for the Poisson semigroup in Lemma 5.10. 
We are in a position to prove our second main result.
Proof of Theorem 1.3. We follow the pattern of the proof of Theorem 1.2.
Step 1. We first assume that f = Hǫg for some g ∈ W1,2(Rn) and some ǫ > 0. Then
f is continuous. Our goal is to prove∫
Rn
A∇H∗ f · H∗ f dx ≤
∫
Rn
A∇ f · ∇ f dx.(6.6)
By Proposition 6.2 we have H∗ f ∈ W1,2(Rn). Proposition 2.9 and Corollary 5.5
yield that all Ht f are locally Ho¨lder continuous, uniformly in t > 0. Hence, their
pointwise supremum H∗ f is (locally Ho¨lder) continuous and therefore E := {x ∈
R
n : H∗ f (x) > f (x)} is open. On the complement we have again ∇H∗ f = ∇ f , so
that it suffices to prove the estimate for the localized energies
FE(H∗ f ) =
∫
E
A∇H∗ f · H∗ f dx ≤
∫
E
A∇ f · ∇ f dx = F ( f ).
To this end let u(t, x) := Ht f (x) and L := div(A∇·). The comparison principle
of Lemma 2.10 guarantees again that u satisfies the assumptions of Lemma 4.1.
Therefore H∗ f satisfies the comparison principle of Definition 2.4 with respect to
L. By Lemma 2.6 it is a subminimizer for the A-energy in all bounded open subsets
of E. This being said, the energy estimate on E follows literally as in (4.3).
Step 2. Let now f ∈ W1,2(Rn) be arbitrary. Ellipticity, (6.6) and Lemma 5.11 imply
Λ
−1‖∇H∗Hǫ f ‖2L2(Rn) ≤
∫
Rn
A∇H∗Hǫ f · ∇H∗Hǫ f dx
≤
∫
Rn
A∇ f · ∇ f dx ≤ Λ‖∇ f ‖2L2(Rn)
(6.7)
for all ǫ > 0. Hence, we can extract a subsequence ǫ j → 0 such that
∇H∗Hǫ j f → G′, weakly in L2(Rn).
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By definition of the maximal function, we have monotone convergence H∗Hǫ j f →
H∗ f a.e. on Rn. Since H∗ f is finite almost everywhere, a literal repetition of Step 4
in the proof of Theorem 1.2 reveals that H∗ f is locally integrable. By dominated
convergence we obtain H∗Hǫ j f → H∗ f in the sense of distributions, whereupon
G′ = ∇H∗ f follows.
Since A(x) is symmetric, we can write A(x)ξ ·ξ = |A(x)1/2ξ|2 for all ξ ∈ Rn, using
the positive-definite square root of A(x). From above we obtain weak convergence
A1/2∇H∗Hǫ j f → A1/2∇H∗ f in L2(Rn). Hence, using the square-root decomposi-
tion twice, we find∫
Rn
A∇H∗ f · H∗ f dx ≤ lim inf
ǫ j→0
∫
Rn
A∇H∗Hǫ j f · H∗Hǫ j f dx ≤
∫
A∇ f · ∇ f dx,
where the final step is due to (6.7). 
Finally, we give the proof of the corresponding result for the Poisson maximal
function.
Proof of Theorem 1.4. In Section 5 and Proposition 6.2 we have seen that Poisson
and heat semigroup share the exact same qualitative properties. Therefore we can
follow the lines of the proof of Theorem 1.3 upon replacing Ht by Pt, with the one
exception that we cannot appeal to Lemma 2.10 when verifying the assumptions of
Lemma 4.1 in Step 1. Indeed, u(t, x) := Pt f (x), where f = Pǫg for some ǫ > 0 and
a non-negative g ∈ W1,2(Rn), is a continuous weak solution of the elliptic equation
(∂2t + L)u = 0
in [0,∞) × Rn, rather than a parabolic one.
In order to verify that the hypotheses of Lemma 4.1 are still met, let E ⊂ Rn
be an open set so that P∗ f > f in E. Let G ⋐ E and let h ∈ C(G) with Lh = 0
in the sense of distributions and c ∈ R be such that h(x) + c ≥ u(t, x) for all
(t, x) ∈ {0} ×G ∪ [0, T )× ∂G. In particular, we have h(x)+ c ≥ 0. Hence, the decay
condition from Lemma 5.8 gives that for any η > 0 there exists Tη > 0 such that
h(x) + c ≥ u(T, x) − η for all T ≥ Tη and x ∈ G. By the comparison principle for
∂2t + L (see Remark 2.5) we conclude h + c ≥ u − η in G × [0, T ] for all T ≥ Tη
and hence in G × [0,∞). Sending η → 0, we have h + c ≥ u in G × [0,∞), as
desired. 
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