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ABSTRACT 
Let A E cnx,,. For 1 < k < n let 
When k = 1, the set reduces to the (classical) numerical range W(A) of A. In this 
note we investigate the geometrical properties, such as convexity, star-shapedness, and 
simple connectedness, of Wkn( A). Furthermore, it is shown that if Wk”( A) has some 
special boundary points, then A is unitarily reducible. Counterexamples for a conjec- 
ture on W,“< A) due to Marcus are given. 
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I. INTRODUCTION 
Let A E C,,,. For 1 < k < n let 
Wkn( A) = h (UAU*)ij : UU* = I . 
i=l 
When k = 1, the set reduces to the (classical) numerical range W(A) of A. 
In fact, Wkn( Al is known as the k th generalized numerical range associated 
with the trivial subgroup and the principal character (see [4]). We also 
consider the set 
D:(A) = fi(UAV),,:UU* = W* = 1 
i=l 
and the set P,“(A), which is the collection of points 
where A,,..., A, are the eigenvalues of A, and N,, . . . , N, is a partition of a 
k-element subset of (1, . . . , n}. When k = 1, Pk”( A) reduces to P(A), the 
spectrum of A. 
There are many interesting results relating the geometrical properties of 
the classical numerical range of a matrix and its algebraic properties. Such 
results have been extended to various types of generalized numerical ranges. 
The purpose of this note is to investigate the geometrical properties of 
Wkn( A). In Section 2, we study some general properties of the sets Pz( A), 
W,“(A), and D:(A). We obtain some inclusion relations for them, deter- 
mine the shape of D:(A), discuss the relation between W,“(A) and W(A), 
and give examples of normal matrices A for which Wkn( A) is not convex or 
even not simply connected. A sufficient condition for W,“(A) to be star- 
shaped is also obtained. Section 3 concerns some special boundary points of 
W,“(A). It turns out that if the boundary of Wkn( A) contains elements in 
P,“(A), comers (see the definition in Section 31, or boundary points of 
D:‘(A), then A is unitarily reducible, i.e., A is unitarily similar to a direct 
sum of square matrices of lower orders. In [6], Marcus conjectured that if A 
is normal, then W,“(A) c co P,“(A). In Section 4, we give counterexamples 
for this conjecture and discuss some related results. 
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The singular values of a matrix A E C,, n will be denoted by o,( A) > 
.** > a,( A). Notice that the sets W,“(A) and P,“(A) are invariant under 
unitary similarity of A, and the set D,“(A) is invariant under unitary 
equivalence of A. We shall repeatedly use the fact (e.g., see [3, 1.3.41) that 
every matrix A E C, X n is unitarily similar to a matrix with equal diagonal 
entries. If S is a subset of {l, . . . , n}, then A[S] denotes the principal 
submatrix of A with rows and columns indexed by elements in S. 
2. PRELIMINARIES 
Theorem 2.1 determines some inclusion relations for the set defined in 
Section 1. In particular, it is shown that W,“(A) is contained in D,“(A), 
which is a circular disk. 
THEOREM 2.1. Let A E C,,,. Then 
P;(A) = Wkn( A) = @(A), 
and D,“(A) is a circular disk centered at the origin with radius d = 
Kl/kEf’, ,qi(ANk. 
Proof. Since PF( A) and Wkn( A) are invariant under unitary similarity, 
we may assume that A is in lower triangular form with diagonal entries 
A,, . . , A,. Suppose N,, . , NT is a partition of a certain k-element subset of 
11,. , n}, and 
Let U be unitary such that U is permutationally similar to u[N,] CB ... CB 
U[~,l @ In-k, where U[ Nj] A[ Nj]U *[ Nj] has equal diagonal entries. Then 
&J i=l jj$ tr(UAU*)[Nil 
i t i 
IN,1 
> 
and hence z E W,“(A). Therefore we have the first inclusion. The second 
inclusion follows readily from the definition. 
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Since D:(A) is invariant under unitary equivalence, we may assume that 
A = diag(a,(A),...,a,,(A)). 
Let P be the permutation matrix obtained from Z by interchangin its first 
?? and last rows. Then 0 = “j”= ,(Z’A)jj E D:(A). Now for any z = D, (A) and 
any complex unit I_L, we can find a complex unit v such that vk = I_L and 
hence Z.LZ E D,“(vA) = D:(A). Th us DF( A) is a circular disk centered at 
the origin. Finally, for any unitary matrices U and V, 
Notice that A = diag(ai( A), . . . , un( A)) is unitarily similar to a matrix A’ 
whose first k diagonal entries all equal to Ck= i aj( A)/k, and thus “j= i A’. 
= ((l/k)Cj=,q(A)}k. It follows that DF(Aj has radius {(l/k)Z~_,o;(A))! 
n 
In the following we determine another region that contains W,“(A). 
THEOREM 2.2. Let A E CnXn. Then 
w,“(A) cW(A)~ = 
Equality holds if A is unitarily similar to A, @ *a* @ A, @ B with W(A) = 
W( Aj> for j = 1, . . , k. 
Proof. Suppose U is unitary and z = n,“=,(UAU*)jj. Then (UAU*jjj E 
W(A) for all j = 1,. . , k, and hence z E W(Ajk. 
Suppose there exists a unitary matrix U such that UAU* = A, CD *** @ A, 
@BwithW(A)=W(Aj)forj=1,...,k.Thenforany~=nnjk=,vj with 
vi E W(A), we can find a unitary matrix V such that V = V, @ .*a @ Vk @ I,, 
conformally with UAU* such that the (1,l) entry of VjAjVj* = vj for all 
j=l , . . . , k. Then z = njk= i<vj AjT*)il E W,“(A). w 
The matrices A for which W(A) d oes not contain the origin have some 
very nice properties (e.g., see [3, 1.7.6-1.7.211). By Theorem 2.2, if W(A) 
does not contain the origin then W,“(A) cannot contain the origin. Con- 
DIAGONAL ELEMENTS OF MATRICES 189 
versely, if 0 E W(A), then there exists a unitary matrix U such that (UAU*)ii 
= 0. Thus 0 = l-l;= ,(UAU*)jj E Wkn( A). A s a result, we have the following. 
COROLLARY 2.3. Let A E c,,,. Then 0 E Wkn( A) if and only q 0 E 
W(A). 
It is well known that W(A) is convex. For k > 1, Wkn( A) is convex if 
n = 2, or /_LA is hermitian for some nonzero /.L E C (see [4, Theorem I(b) 
and Theorem 21) or A is unitarily similar to a matrix in shift-block form (see 
[l, 3.21). In general, W,“(A) may fail to be convex even for a normal matrix 
A of the form Z + iH, where H is hermitian, as shown in Example 2.5. In 
fact, it is shown that they are not even simply connected in most cases. We 
first give a complete description of Wkn( A) for those matrices A of the form 
Z + iH with H = H *. The result is useful in constructing examples and for 
future use. 
THEOREM 2.4. Suppose A = Z + iH, where H is a hermitian matrix with 
eigenvalues u1 > 0.. > v,,. Then Wkn( A) is the collection of all the complex 
numbers of the form 
z = I+ (1 + iaj) = 1 + 
j=l 
1 <]Fk,s ( - ')jE2j( al) . ) ak 1 
. . 
+i C (-l)jE,j+l(al,...,ak): 
O<j<k/Z 
where E, denotes the rth elementary symmetric function, and a, 2 *** 2 ak 
satisfy C,‘,,aj < CJ=,vj and Cjr=lak_j+l > CJ=l~n_j+l forr = l,..., k. 
Proof. Let u be a unitary matrix and zi, . , zk be the first k diagonal 
entries of UAU*. Then zj = 1 + iaj for j = 1,. . , k, where a,, . , ak are 
the first k diagonal entries of UHU *. Without loss of generality, we may 
assume a, > ... 2 ak. Since (see [2, 4.3.261) the sum of the r largest 
(respectively, smallest) diagonal elements of UHU * is not larger than CJ= 1 vj 
(respectively, not smaller than Cj= i vn _j + 1 ), the aj’s satisfy the inequalities 
stated in the theorem. 
Now suppose a, b ... 2 ak satisfy the stated inequalities. We claim that 
there exists a unitary matrix U such that UHU* has diagonal entries 
ai ,..., ak,t ,..., t, where t = (tr H - C(;=la.)/(n - k). Thus, z = lljk=,(l 
+ aj) is the product of the first k diagona 1 entries of UAU* and hence 
belongs to Wk"( A). To prove our claim it suffices to show (e.g., see [2, 
4.3.261) that the sum of the s largest entries chosen from a,, . . . , ak, t, , t, 
is not larger than Es= ivj. If n = k, these are just the inequalities stated in 
the theorem. Suppose k < n, and suppose a, z ... > a,. > t 2 a,+l > ... 
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2 ak. If s =G T, then ~~,iuj < CJ=ivj. If s 2 r + n - k, then the sum of 
the s largest numbers chosen from a,, , ak, t, . . , t, equah tr H - 
zjn:fak-j+ 1 < tr H - ,Yj”:~~_j+~ = CJs= 1 vj. Finally, suppose r < s < r + n 
-k. Let /J = cj=i(vj - uj) + ~jk~;(~,_~+i - ak_j+l). If p < 0, then 
If p > 0, apply the above arguments to the matrix -H and the numbers 
-a, < .** < -ak, -t, and --EL. We conclude that ak + *** +a,+, + (n - 
k - s + r>t > v,, + **a + v,_,+~ and hence 
a1 + ... +a, + (s - r)t = trH - [ak + ... +a,+, + (n - k -s + r)t] 
< tr H - (v,, + ... + v,_,+~) = vl *es + vs. 
The result follows. n 
EXAMPLE 2.5. 
(a) Suppose n > k > 1. Let A = dia 
!! 
1 + 6i, 1 - 6i, 1,. . , 1). Then 
Wkn( A) is not convex. In fact, if k > 2, Wk (A) is not simply connected. 
(b) Suppose n > 3. Let A = diag(l + 12i, 1 - 12i, 1,. . . , 1). Then 
W,“(A) is not convex. In fact, if n > 4, wkn( A) is not simply connected. 
(c) Let A = diag(l + 3i, 1,l). Then W,“(A) is not convex. 
Veri.cation. (a>: Notice that 0 E co{z,, z2. zs), where zi = (1 + 3i)‘, 
z2 = (1 - 3i)2, z3 = (1 + 6i)(l - 6i) E W,“(A). However, by Corollary 
2.3, 0 E W,“(A). Therefore, W,“(A) is not convex. Suppose k > 2. Then 
W,“(A) contains the curve 
%Z = ((1 + ti) : t E [0,6]} U {(1 + ti)‘[l + (6 - 2t)i] : t E [0,2]}, 
which traces a path from 1 to 1 + 6i and then to (1 + 2ij3. Since A is 
unitarily similar to A, the conjugate of A, we see that W,“(A) = Wkn(A) 
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contains @. Now % U @ c W,“(A) contains a loop enclosing 0. As 0 G 
Wkn( A), we see that Wkn( A) is not simply connected. 
(b): Notice that 0 E co{z,, .z2, za}, where zi = (1 + 4i)3(1 - lZi>, z2 = 
(1 - 4ij3(1 + lZi>, z3 = 
Corollary 2.3, 0 E W,“(A). 
(1 + lZi)(l - 12i) E W,,“(A). However, by 
Th erefore W,,“(A) is not convex. Suppose n > 4. 
Then W,,n( A) contains the curve 
g = {(l + tq3[1 + (12 - 3t)i](1 - 12i): t E [0,3]}, 
which traces a path from (1 + 12ixl - 12i) to (1 + 3ij4(l - 12i). Also, 
W,,“(A) = W,“( & contains @. Thus ‘8 U @ c W,“< A) contains a loop 
enclosing 0. As 0 4 W,“(A), we see that W,,“(A) is not simply connected. 
(c): One easily checks that it is impossible to find ;; = (1 + ia,>(l + 
ia,Xl + ia,) with 0 < ai, a, + u2 + us = 3 such that z = (z, + z,)/2, 
where z1 = (1 + 3i), Vi+ = (1 + i)3 E W,“(A). Thus W,“(A) is not convex. 
R 
It would be nice to determine the conditions on A for which W/‘(A) is 
convex, simply connected, or star-shaped. For star-shapedness we have the 
following. 
THEOREM 2.6. Zf A E Cnx n is unit&y similar to O,,, @ B with m a k, 
then W,“(A) is star-shaped with 0 us a star center. 
Proof. We may assume that A = O,,, @ B. Suppose U is unitary and 
z = jG(UAU*)jj E W,“(A). 
Let uj be the jth row of U. There exists a nonzero row vector u which is a 
linear combination of the first k rows of the identity matrix Z such that 
u.u* = 0 for all j = 1,. . . , k - 1. Since m > k, we have vAv* = 0. Now 
sippose Z.J E [0, 11. By the convexity of W( A'), where A’ is the compression 
of A on the subspace spanned by u* and u;, there exists a unit row vector w 
which is a linear combination of u and uk such that UAW* = (1 - p)uAu* 
+ p(ujAuj) = ~(u~ Au;). Let W be a unitary matrix whose first k rows 
equal ul, . , uk_ 1, w. Then 
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3. SOME SPECIAL BOUNDARY POINTS 
Since every matrix A E c,, n is unitarily similar to a matrix with all 
diagonal entries equal to (l/n> tr A, we see that z = [(l/n) tr Alk E Wkn( A). 
In case z E d Wkn( A), we have the following. 
THEOREM 3.1. Suppose [(l/n)tr Alk E dW,“(A). Then (l/n)tr A E 
aW( A). Consequently, there exist p, v E @ with p # 0 such that /LA + VZ 
is hermitian, i.e., A is a nom1 matrix with collinear eigenvalues. 
Proof. Suppose k > 1 and Z’ = [(l/n> tr Alk E dWk”( A). If z = 
(l/n) tr A is in the interior of W(A), then there exists r > 0 such that 
z + /_L E W(A) for any Z_L E Q= with 1 pi < r. For every such p there exists a 
unitary matrix U such that the diagonal entries of UAU* equal 
1 1 
z + /J, 2 - - 
n-l 
IJ,..., z--p. 
n-l 
It follows that z ’ is an interior point of the set 
which is a contradiction. 
Now z = (l/n) tr A E dW( A). Then the eigenvalues of A must be 
collinear; otherwise, .z would be an interior point of co P(A) C W(A), 
where co P(A) is the convex hull of P(A), the spectrum of A. Suppose the 
eigenvalues of A lie on a line segment 9. Since W(A) is invariant under 
unitary similarity, we may assume that A is in lower triangular form. If there 
exists I < q < p < n such that A 
nondegenerate elliptical disk centere d” 
# 0, then W( A[( p, q}]) will be a 
at a point on 9. Thus z is an interior 
point of 
which is a contradiction. Thus A is a diagonal matrix and hence is normal. n 
When k = 1, clearly the converse of Theorem 3.1 holds. Suppose A is 
normal with eigenvalues lying on the line .dZ If _.Y passes through the origin, 
then PA is hermitian for some nonzero /_L E C. By [4, Theorem 21, W,“(A) 
is a line segment and hence every element in it is a boundary point. If 9 
does not pass through the origin, then we may assume PA = Z + iH for 
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some nonzero Z.L E @. For simplicity we may assume Z_L = 1. Suppose H has 
eigenvalues vi > **. > v,. 
By Theorem 2.4, we see that if .z = x + iy E W,“< A), then x = 1 - u1u2 
and y=a,+a,, where vi >, a, 2 a2 > v,, and a, + u2 E [v, + ZJ_~, v1 
+ vz]. If y = a, + u2 equals (Y, one easily checks that x = 1 - u1u2 can be 
any value in the line segment 
9= {l - uiu2: v,~u,~u,~v”,u,+u,=(Y}, 
whose left endpoint is 1 - (a/2>‘. Thus 1 - (a/2)’ E c?W~“< A). In partic- 
ular, if (Y = 2 trA/n, we have (tr A/nj2 E dW,"( A). In other words, the 
converse of (3.1) also holds if k = 2. 
It would be nice to know whether the converse of (3.1) holds if k > 3. 
Notice that by the previous discussion, we only need to consider those 
matrices A of the form A = 1 + iH with H = H *. Moreover, if tr H = 0, 
then 1 = tr A/n is the point in W(A) nearest to the origin. Thus 1 = 
(tr A/njk E JWk”( A). Hence we may confine our attention to those A = Z 
+iHwith H=H*andtrH#O. 
In the previous section, we have shown that 0 E W,“(A) if and only if 
0 E W(A). In case 0 E d Wku( A), we have the following result. 
THEOREM 3.2. Let A E @,x n. 
(a) If 0 E aW,“( A) then 0 E JW( A). 
(b) Ifk > 1, 0 E aW(A), and W(A) is contained in un angle < rr/k 
with vertex at 0, then 0 E d Wkn( A). 
Proof. (a): If 0 . IS in the interior of W(A), then there exists r > 0 such 
that /.L E W(A) for any Z_L E @ with 1 pj < r. For every such ZL there exists a 
unitary matrix U such that the diagonal entries of UAU* equal 
P> &(trA - p),...,&(trA - P). 
It follows that 0 is an interior point of the set 
which is a contradiction. 
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(b): If k > 1 and A satisfies the stated hypothesis, then 0 E W( A)k and 
W( Ajk is contained in a closed half plane. By Theorem 2.2 and Corollary 2.3, 
we get the conclusion. n 
In general, the converse of Theorem 3.2(a) does not hold. For example, if 
k > 1 and A = iZ, @ - iZ, @ Zk, then 0 E d W( A) and 0 is an interior point 
of Wkn( A). By Theorem 3.2(b), th ere exist matrices A such that the converse 
of Theorem 3.2(a) holds. It would be interesting to determine the structure 
of those A for which the converse of Theorem 3.2(a) holds. 
Next we turn to those A for which aWkn< A) n PF( A) # 0. 
THEOREM 3.3. Let A E @,x, be in lower triangular form. Suppose 
N,,..., N, is a certain partition of a k-element subset of {l, . . . , n) such that 
(a) If.z = 0, th en or some 1 <j < s, tr A[ N,] = 0, A is permutationally f 
similar to A[ Nj] @ B, and A[ Nj] is a diagonal matrix with collinear diagonal 
entries. 
(b) yz # 0, then A is per-mutationally similar to A[ N,] @ ... @ A[ N,] @ 
B and each A[ Nj] is a diagonal matrix with collinear diagonal entries. 
Proof. Suppose A and z satisfy the hypothesis of the theorem. If z = 0, 
then clearly tr A[ Nj] = 0 f or some 1 <j d s. If r = ] Nj], then (YW,.“( A[ N,]) 
C Wkn( A), where LY = llj + j{(l/] Nil> tr A[ Ni]}lNil. Thus 0 = tr A[ Nj] and 
0 E dW,u( A[ N,]). By Theorem 3.1, A[ N.] is a diagonal matrix with collinear 
diagonal entries. Since 0 E c?W~“< A), Ly Theorem 3.2(a) we have 0 E 
aW( A). It follows that W( A[ Nj]) ~9, a supporting line of W(A). As a 
result, each diagonal entry of A[ Nj] is a boundary point of W(A), and hence 
all off diagonal entries in its row or column equal zero. Hence A is 
permutationally similar to A[ Nj] @ B. 
Suppose z # 0. We may assume that (l/l Nil) tr A[ N,] # (l/l 91) tr A[ N,] 
if i # j; otherwise we could union Ni and Nj to form a new partition. 
Now suppose s = 1. Since W,n(A[ N,]) c Wk”( A), we have 
((l/k)tr A[ N,]jk E JW,“(A[ N,]). By Theorem 3.1, A[ N,] is a diagonal 
matrix with collinear diagonal entries. If there exist p, q such that { p, q} n N, 
is a singleton and A,, + 0, then WC dip, qll) will be a nondegenerate 
elliptical disk with A,,, A,, as its foci. Thus for any p E C with I pi 
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sufficiently small, there exists a 2 x 2 unitary matrix X such that 
XA[{p, 9)1X* has diagonal entries A,, - /_L, A,, + /..L Let U be the n X n 
unitary matrix obtained from Z by replacing Z[( p, 9}] with X. Then A’ = 
UAU* satisfies tr A’[N,] = tr A[N,] + kv, where v = k-‘r_L if p E N, and 
v = -k-‘p if 9 E N,. Thus ((I/k)tr A[N,] + v}~ E W,“(A) for all v with 
]vl sufficiently small. It follows that z @ dWk”( A), which is a contradiction. 
Hence A is permutationally similar to A[N,] @ B. 
Now suppose s > 1. Then for any 1 < i < s, let Bi be the principal 
submatrix of A obtained by removing the rows and columns with indices in 
Then a.W,z,(B.) c W “(A) where = 
g .j ~{(I~&)tr AIN.])lNil. As a result, z E dWn( Aj implies z. = z?a. E 
dW:i ,( Bi). B$ the arguments in the previous pLragraph, we see that B: is 
permutationally similar to A[ N,] @ B, and A[ Nj] is a diagonal matrix with 
collinear diagonal entries. Next suppose there exist p, 9 such that p E N, 
and 9 E Nj for some i #j and A,, f 0. Then W( A[( p, 9}]) will be a 
nondegenerate elliptical disk with A 
with 1 pi sufficiently small, A[{ p, 9ff’. 
A,, as its foci. Thus for any /.L E C 
is unitarily similar to a matrix with 
diagonal entries A,, + Z_L, A,, - I_L. As a result, A is unitarily similar to A’ 
with 
trA[N,] +Z_L ifr=i, 
trA[Z$] - /_I, if r=j, 
t’A[Nrl otherwise. 
It follows that 
P P 
IN,1 
tr A[ N, ] ’ - trA[Nj] E Wkn( A) 
for all /_L with I pl sufficiently small. It follows that z 6 JWk”( A), which is a 
contradiction. Hence the result follows. n 
One easily deduces the following corollary from Theorem 3.3. 
COROLLARY 3.4. Suppose z = det A E JW,,“( A). 
(a) Ifz =O, thenA is unitarily similar to 0, CD B. 
(b) If z # 0, then A is normal. 
Recall that z EYC Q= is a corner of 9 if there exists r > 0 such that 
the set {v E 9 : Iv - z I < r) is contained in an angle smaller than m with z 
as a vertex. It is well known that if z is a comer of W(A), then z E P(A) 
and A is unitarily similar to zZ,, @ B. The following result deals with the 
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corners of Wkn( A) for general k. Our proof depends heavily on the fact that 
if z is a corner of 9 and z E 9’ c ~7, then z is a comer of 9’. 
THEOREM 3.5. Suppose 2 = rIj E K 
is an k-element subset of (1, , n}. 
Ajj is a corner of Wkn( A), where K 
(a) If z = 0, then 
(i) (n, k) = (2,2) and A is unitarily similar to diag(a, - a), or 
(ii) A is permutationally similar to 0,,, @ B. 
(b) If z # 0, th en there exist disjoint subsets N,, . , LV, of (1, . , n) 
whose union S contains K such that 
(i) for any p, q E S, A,, = A,, ifand only qp, q E Ni for some i; and 
(ii) A is permutationally similar to A[ N,] CB ... @ A[ NY] CB B, and each 
A[ N,] is an essentially hermitian matrix. 
Proof. The result is known when k = 1, so we assume k > 1. Suppose z 
and A # 0 satisfy the hypotheses of the theorem. First assume z = 0. If 
tr A = 0, then by Theorem 3.1, A is a normal matrix with collinear eigenval- 
ues. Since tr A = 0, we see that PA is an indefinite hermitian for some 
nonzero /L E C. If n = 2, then condition (a)(i) holds. If n > 2, then PA is 
unitarily similar to a matrix A’ with diagonal entries (n - l)v, - Y, . , - v 
for some sufficiently small 1, > 0, and also unitarily similar to A” with 
diagonal entries (n - 2)v, (n - 2)v, - 2 v, . . , - 2 v for some sufficiently 
small Y > 0. It follows that 0 belongs to a certain line segment 9 C W,“( A), 
which contradicts the fact that 0 is a comer. Thus tr A # 0. Now suppose 
A.. = 0 for some j. Applying a permutation similarity, we may assume j = 1. 
TEen th ere exists a unitary matrix of the form U = I, @ V such that 
VA[(2,. . , n}]V* has equal diagonal entries d. If the (1, r> or (r, 1) entry of 
UAU* is nonzero, then 0 E W,“(UAU*) is not a corner of W,“(UAU*) (see 
[4, Theorem I(b)]). It follows that 0 E dk-‘W,“(UAU*) C W,“(A) is not a 
corner of dkP2W,“(UAU*>, h’ h . w lc 1s a contradiction. Thus the first row and 
the first column of UAU* are zeros. Clearly, A satisfies the same condition. 
The arguments can be applied to any zero diagonal entry of A. Thus 
condition (a>($ holds. 
Now suppose z # 0. Let al,. , c-z7 be the distinct elements in the set 
{ Ajj :j E K}, and assume .z = ll;=,al?l. Let N, = {j : 1 <j < n, Ajj = a,). 
Then clearly, the union of the Nj’s contains K. 
Now suppose s = 1. Since W,“(A[N,]) C W,“(A), 
‘E aWk”(A[N,]). 
By Theorem 3.1, A[ N,] 1s a normal matrix with collinear eigenvalues. If there 
exist p, q such that {p, q) f~ N, is a singleton and A,, # 0, then (e.g., see 
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[3, 1.6.31) a, is not a comer of W( A[{ p, 911). Thus U! E af-‘W(AJ{p, 911) 
c Wk”( A) is not a comer of a:- ‘W( A[{ p, 9}]), which is a contradiction. 
Hence A is permutationally similar to A[ N,] @ B. 
Now suppose s > 1. Then for any 1 < i < s, let B, be the principal 
submatrix of A obtained by removing the rows and columns with indices in 
U 3+jNj. Then /3,W,tf(Bi) c W,“(A), where pi = nj+iujmi. As a result, 
z E aWk”< A) implies zi = z/pi E aW,?< Bi). By the arguments in the 
previous paragraph, we see that Bj is permutationally similar to A[ N, I @ B, 
and A[ N,] is a diagonal matrix with collinear diagonal entries. Next suppose 
there exist p, 9 such that p E N, and 9 E Nj for some i # j and A,, # 0. 
By [4, Theorem I(b)], i a a 1s not a comer of W,“< A[{ p, 9}]). Let y = Z/U,U . 
Then z E yWs”(A[{p,9{]) c W,“(A) is not a comer of yWc(AJ{p,q)]j, 
which is a contradiction. Hence the result follows. n 
COROLLARY 3.6. Let A E CnXn and k a n - 1. 
(a) IfWp(A) h us a corner, then A is normal. 
(b) Zf A has distinct diagonal entries such that rIJ= 1 Ajj is a corner of 
Wil( A), then A is a diagonal matrix. 
Next we turn to some special boundary points of Wkn( A) related to the 
set D:‘< A). 
THEOREM 3.7. Suppose z E dD,"( A) 17 W,“(A). Then A is uniturily 
similar to DA, @ A,, where D is a k x k diagonal unitary matrix, and A, is a 
k x k positive semidefinite matrix with eigenvalues a,( A), . . . , ukk( A) and 
equal diagonal elements. 
Proof. Let the first k diagonal entries of UAU* be d,, , d,. If 
nf_,d, E dDF(A), then IFIfzldjl = {(l/k)Ck=lcr$A)}k. Since 
it follows that Cfxjldjl = Ck=ioii(A) and Id,1 = ... = Id,I. By [5, Theorem 
3.11, the result follows. w 
4. A CONJECTURE OF MARCUS 
In [4, Theorem 21, it was shown that if k > 1 and (n, k) f (2,2), then 
Wk*( A) is a line segment if and only if FA is hermitian for some nonzero 
p E C. In the following, we determine the endpoints of the line segments 
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Wkn( A) for such A. Since the endpoints of Wkn( PA) equal the endpoints of 
pkWkn( A), we confine our attention to hermitian A. After this paper was 
submitted, we discovered that the following result had also been obtained by 
M. E. Miranda [7] by a different method. 
THEOREM 4.1. Suppose A E Cnx,, 
A, 2 ... > A,. Then W,“(A) = [m, M], 
is hermitian and has eigenvalues 
w h ere m and M are respectively the 
minimum and maximum of the set 
where [(l/p)Cjp_ 1 $1” (respectively [(l/qlC;= IA,_j+ 1]9) is assumed to be 1 
if p = 0 (respectively 9 = 0). 
Proof. Suppose M = nyz,aj, where a, >, **a > ak are the first k 
diagonal entries of UAU * for some unitary U; and m = “YE lbj, where 
b, > ... > bk are the first k diagonal entries of VAV * for some unitary V. 
If A is positive (semi)definite, then 
iink G ($ilaj)k G ( tilAj)'. 
j=l 
Thus M = [(l/k)C~=lAj]k. Also, 
fib, > detVAV*[{l,...,k)] aJfilA”-j+r’ 
j=l 
Hence m = nJ=iA,_j+i. 
If A is negative (semi)definite and k is even, then Wkn( A) = W,“(-A) 
(semi)definite and k is odd, then Wkn( A) = - Wk*( -A). Thus M = rIj= iAj, 
and hence M = [(I/k)C~,,A,_j+l]k, and m = n,“,,Aj. If A is ne&ative 
and m = Kl/k)Cjk_lA,_j+ilk. 
Suppose A is indefinite. If tr A = 0, by the arguments in the roof of 
Theorem 3.5, we see that m < 0 < M. If tr A > 0, then (tr A/n) P > 0 > 
A,[(tr A - A,)/(n - I)]~-’ are elements in Wkn( A). Thus m < 0 < M. If 
trA < 0, then A,[(tr A - A,)/(n - l)]k-l and (tr A/njk are elements in 
W,“(A) with different signs. Hence we also have m < 0 < M. Now suppose 
DIAGONAL ELEMENTS OF MATRICES 199 
M = FIT= laj, where al 2 a,. > 0 > a,.+ 1 *** > ak. Then k - r is even, 
and 
Thus 
k-r 
maxS<M< <maxS. 
By similar arguments, we can get the conclusion on m. n 
In [6] Marcus conjectured that if A is normal, then W,,n< A) C co P,“(A). 
One can easily verify the assertion when n = 2. By [4, Theorem 21 and 
Theorem 4.1, we see that the conjecture is true if PA is hermitian for some 
nonzero p E @. Unfortunately, the conjecture if false in general, as shown by 
the following example. 
EXAMPLE 4.2. Suppose n > 3. Let A = diag(i, -i, 1, . . . , 1). Then 
W,,n( A) C co Pn”( A). 
Vetijcation. Notice that if z = lli= ,{(I/] Nt])Cj t N,Aj]‘Nr’ E P,“< A), 
then one of the following happens: 
(i) The eigenvalues i and -i belong to the same N, for certain t, and 
hence z is a nonnegative real number. 
(ii> The eigenvalues i and -i belong to different N,‘s, and hence 
2 = r( p + i)p+ ‘(4 - i>9+1 for some nonnegative integers p, q and some 
positive real number r. 
Since the argument of ( p + i) P+i lies between 1 and 7r/2 and the argument 
of (4 - i) 9+ ’ lies between -7r/2 and - 1, it follows that the argument of z 
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lies between 1 - n/2 and rr/2 - 1. Let 
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Then U*AU has diagonal entries (2 + i)/3,(1 - i)/6, (1 - i)/6,1,. . , 1, 
and their product equals /_L = (1 - 2()/54 E W,“(A). Clearly, the argument 
of p is not in the range [l - 7r/2,7r/2 - 11. We see that Al. E co P,“< A). n 
It is worth mentioning that if n = 3 and A = diag(i, -i, l), then 
co P,“(A) = [0, 11. Since VA is not hermitian for any nonzero v E C, by [4, 
Theorem 21 W,“< A) cannot be contained in the line segment [0, l]. In the 
same spirit, one can show that if n = 4 and A = diag(i, - i, 1, - 11, then 
co P,“< A) = [0, l] cannot contain W,“(A). However, we are not able to find 
such examples for n > 5. 
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