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Abstract: Organic Rankine cycles (ORCs) are an established technology to convert waste 
heat to electricity. Although several commercial implementations exist, there is still 
considerable potential for thermo-economic optimization. As such, a novel framework for 
designing optimized ORC systems is proposed based on a multi-objective optimization 
scheme in combination with financial appraisal in a post-processing step. The suggested 
methodology provides the flexibility to quickly assess several economic scenarios and  
this without the need of knowing the complex design procedure. This novel way of 
optimizing and interpreting results is applied to a waste heat recovery case. Both the 
transcritical ORC and subcritical ORC are investigated and compared using the suggested 
optimization strategy. 
Keywords: organic Rankine cycle (ORC); thermo-economic; optimization; subcritical; 
transcritical 
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1. Introduction 
As the human population grows we become increasingly dependent on energy. Especially electricity 
takes a central role. However, our non-renewable primary energy resources are finite. Furthermore, 
generation of electricity by burning fossil fuels puts a significant strain on the environment. Therefore 
it is essential to increase conversion efficiencies to optimally exploit the potential of our natural 
resources. This is the landscape where the organic Rankine cycle (ORC) comes into play. Although 
almost identical to the classical water/steam Rankine cycle, heat at low temperature can be converted 
to electricity due to a careful selection of an alternative working fluid. Further benefits include:  
low maintenance, favorable operating pressures and autonomous operation [1–3]. This clears the path 
for optimizing heat conversion from industrial processes, solar, biomass and geothermal sources [4]. 
In the last decade, the ORC has become a mature technology. Several manufacturers already have a 
substantial list of reference installations. In addition, systems installed in the past [1] have proven the 
benefits associated with ORCs. However, two strategic questions remain: how to improve the 
performance and secondly how to evaluate and size the cycle for maximum profitability. 
Performance improvements can be achieved from optimal operating parameters but also from 
alternative cycle architectures besides the well-known subcritical ORC (SCORC). Some of the  
proposed cycles are: the triangular cycle (TLC) [5–7], cycles with zeotropic mixtures (ZM) as working 
fluids [8–10], cycles with multiple evaporation pressures [11,12] and the transcritical ORC (TCORC). 
The thermodynamic performance benefits of the TCORC were early on investigated by among others 
Angelino and Colonna [13], Saleh et al. [14] and Schuster et al. [15]. Karellas et al. [16] studied the 
design of plate heat exchangers for TCORC based on theoretical models. Their results show that the 
performance of the ORC increases without a disproportioned rise of installation costs due to larger heat 
exchangers. However, they concluded that a techno-economic investigation of real-scale TCORC is 
vital before drawing final conclusions. Thus the need of evaluation strategies and consequently 
optimization strategies appears. Two main methods can be distilled from scientific literature: the pure 
thermodynamic cycle optimization methods and the techno/thermo-economic optimization methods. 
In the first category the optimization objective and optimization parameters are directly derived 
from first and second law thermodynamics. No explicit sizing of the heat exchangers is made. 
Typically, a black box cycle analysis is employed; this black-box approach is advantageous because of 
its calculation speed. A broad selection of working fluids [14,17–21] and cycle architectures [6,15,22–24] 
can be investigated in an acceptable time-frame. This optimization approach is, however, limited,  
as it does not consider financial or technical constraints. 
Thermo-economic or techno-economic optimization approaches are however rather scarce in 
scientific literature. A non-exhaustive overview of papers published on this topic is given in Table 1. 
First, it is clear that many different objective functions are used. A summary of frequently used 
objective functions, highlighting their strengths and weaknesses, is listed in Table 2. From this list, the 
net present value (NPV) can be considered the single best criterion because it gives a direct measure of 
the added value of a project [25]. However, several assumptions are needed in the calculation of  
the NPV and many of these are time and location dependent. Thus, if these assumptions change,  
the complete design procedure needs to be repeated. 
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Table 1. Scientific papers on thermo-economic optimization of ORCs. 
Reference Objective Function Cycle Architecture 
Hettiarachchi et al. [26] (2007) Heat exchange area per unit power (m2/kWe) SCORC 
Cayer et al. [27] (2010) Relative cost per unit power (€/kWe) TCORC 
Shengjun et al. [28] (2011) 
Levelized energy cost ($/kWh)  
Heat exchange area per unit power (m2/kWe) 
SCORC,  
TCORC 
Quoilin et al. [29] (2011) Specific investment cost (€/kWe) SCORC 
Wang et al. [17] (2012) 
Linear combination of area per unit power (m2/kWe) 
and heat recovery efficiency (%) 
SCORC 
Wang et al. [30] (2013) Heat exchange area per unit power (m2/kWe) SCORC 
Wang et al. 1 [31] (2013) Exergy efficiency (%) vs. total investment cost (€/kWe) SCORC 
Lecompte et al. [32] (2013) Specific investment cost (€/kWe) SCORC 
Pierobon et al. 1 [33] (2013) 
Net present value (€) vs. volume (m3)  
Volume (m3) vs. thermal efficiency (%) 
SCORC 
Astolfi et al. [34] (2013) Plant total specific cost (k€/kW) TCORC 
Shu et al. [35] (2014) 
Net present value ($)  
Deprecated payback period (years)  
Heat exchange area per unit power (m2/kWe) 
SCORC  
TCORC 
Li et al. [36] (2014) Electricity production cost ($/kWh) 
SCORC  
ZM 
Li et al. [37] (2014) Electricity production cost ($/kWh) SCORC 
Muhammad et al. [38] (2014) Specific investment cost ($/kW) SCORC 
Nusiaputra et al. [39] (2014) 
Specific investment cost ($/kW)  
Mean cash flow ($/year) 
SCORC 
Li et al. [40] (2014) 
Total area (m2)  
Relative cost per unit power ($/W)  
Ratio heat exchanger cost tot total cost (%) 
SCORC 
Toffolo et al. [41] (2014) 
Specific investment cost ($/kW)  
Levelized cost of electricity ($/kWh) 
SCORC  
TCORC 
Meinel et al. [42] (2014) Specific costs per kilowatt hour (€/kWh) SCORC 
1 These authors implement a multi-objective optimization technique. 
Second, only four works from Table 1 investigate alternative cycles. Cayer et al. [27] studied 
transcritical power cycles for low temperature heat sources with working fluids R125, CO2 and ethane. 
They conclude that the choice of performance indicator has a significant impact on the optimization 
results. R125 has the best thermal efficiency and lowest relative cost per unit of power produced while 
ethane has the highest specific net power output. Astolfi et al. [34] compared the SCORC and TCORC 
for the exploitation of medium-low temperature geothermal sources. They state, that as a general trend 
the configurations based on supercritical cycles, employing fluids with a critical temperature slightly 
lower than the temperature of the geothermal source, leads to the lowest electricity cost for most  
of the investigated cases. Also Shengjun et al. [28] compared the subcritical ORC and transcritical  
ORC for low temperature geothermal power generation. From the large selection of pure working  
fluids investigated, R125 in a transcritical power cycle was indicated as cost effective solution for  
low-temperature geothermal ORC systems. 
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Table 2. List of objective functions used in thermo-economic optimization. 
Objective Function Formula Comments 
Min. specific  
area (SA) 
ܥ௜௡௩
ܣ௧௢௧௔௟ 
 Easy to calculate. 
 No direct financial interpretation possible. 
Min. specific 
investment cost (SIC) 
ܥ௜௡௩
ሶܹ ௡௘௧ 
 Easy to calculate. 
 Frequently used in scientific literature. 
 Min. SIC does not necessary result in highest NPV. 
Min. simple payback 
period (PB) 
ܥ௜௡௩
ܴ  
 Identical to min. SIC if the yearly cash flow is 
dominated by the electricity sold. 
Max. net present 
value (NPV) 
෍ ܴ௧ሺ1 ൅ ݎሻ௧
௬௘௔௥௦
௧ୀଵ
 
 Single best objective to make financial appraisal. 
 Many assumptions needed that are time and 
location dependent. 
Min. levelized cost of 
electricity (LCOE) 
∑ ܸܰܲሺܥ௧,௜௡௩ ൅ ܥ௧,௙௨௘௟ ൅ ܥ௧,ைெሻ௬௘௔௥௦௧ୀଵ
∑ ܸܰܲሺܧ௧,௚௘௡ሻ௬௘௔௥௦௧ୀଵ
 Useful in comparing different energy  
generating technologies. 
 Not convenient for financial appraisal of a  
single project. 
The majority of the above works have in common that they are limited to single objective criteria.  
In a single objective function, a fixed weighing is assumed between the model output variables.  
In contrast to a multi-objective optimization which optimizes multiple objectives simultaneously, thus 
forming a Pareto front [43]. Introducing a multi-objective optimization provides more flexibility in  
post-processing and interpretation of the results at the expense of an increased computational time. 
Furthermore, according to the authors’ knowledge, all the multi-objective studies focus on the SCORC, 
as indicated on Table 1. 
In summary, the challenge remains to devise an ORC design strategy which is flexible enough to 
compare different cycle architectures, takes into account the sensitivity of economic parameters and 
employs a sound decision criterion. As such, we propose a framework that combines a multi-objective 
optimization with a subsequent financial appraisal. The Pareto fronts from the optimization process are 
effectively used as input for the financial appraisal. As the financial appraisal is now reduced to  
a post-processing step, no new design calculations are needed. As such, several scenarios can be 
quickly evaluated. This novel way of optimizing and interpreting results is applied on an incinerator 
waste heat recovery case. Both the TCORC and SCORC are investigated and compared. 
2. Description of the Thermodynamic Cycles and Cases 
2.1. Description Subcritical and Transcritical ORC 
The component diagram of the subcritical and transcritical ORC analyzed in this study is given in 
Figure 1. The T-s diagrams are given in Figure 2 and introduce the nomenclature used. The basic 
subcritical ORC consists of a pump, which pressurizes the working fluid (3), and transports it to the 
evaporator. In the evaporator, the working fluid is heated to the point of saturated vapor (4), cooling 
down the heat carrier (5–6). Next, the working fluid expands through the turbine (1) and produces 
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mechanical work. This shaft power is then converted to electricity by the generator. The superheated 
working fluid at the outlet of the turbine is condensed to saturated liquid (2) in the condenser by 
transferring the heat to a cooling loop (7–8). The liquid working fluid is, again, pressurized by the  
pump (3), closing the cycle. 
 
Figure 1. Component layout trans- and subcritical organic Rankine cycle (ORC). 
 
Figure 2. Temperature-entropy (T-s) diagram: (a) subcritical ORC and (b) transcritical ORC. 
Similar to the SCORC, the TCORC consists of a pump, expander, evaporator and condenser.  
The working fluid is now compressed directly to supercritical pressure and heated to a supercritical state, 
effectively bypassing the isothermal two-phase region. Because no phase change takes place in the 
TCORC, the evaporator is also called a vapor generator. 
2.2. Case Definition 
A representative medium-temperature waste heat recovery case is considered. Exhaust gasses from 
an incinerator are cooled by an intermediate pressurized water loop. Part of the heat is used for heating 
of nearby buildings. In the original situation, the remaining heat was cooled by dry coolers. This part 
of the cooling loop is pressurized to 15 bar, has an outlet temperature ଻ܶ ൌ 180 °C and a mass flow 
rate of ሶ݉ ௛௙ ൌ 15 kg/s. 
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3. Model and Assumptions 
3.1. Cycle Assumptions 
The ORC cycle is evaluated assuming steady state conditions of all components. Pumps and  
turbines are characterized by their isentropic efficiency. Furthermore, heat loss to ambient is assumed 
negligible. An overview of the fixed parameters and variables is given in Table 3. These values are 
chosen based on a literature survey. In this work, conservative values are taken for the pump and 
turbine isentropic efficiencies. The same turbine isentropic efficiency used here is also found in the 
work of Wang et al. [19] and Vaja and Gambaroto [17], both consider applications on waste heat 
recovery. Other authors employed higher values of 0.75 [9,20] or even 0.85 [21,22]. However turbine 
isentropic efficiencies of 0.65 [23] are also found. The pump isentropic efficiency found in literature 
typically ranges between 0.6 [24,25] to 0.8 [26]. 
Table 3. Thermodynamic cycle parameters. 
Variable Description Value 
PPe Pinch point temperature difference evaporator (°C) Optimized 
PPc Pinch point temperature difference condenser (°C) Optimized 
T7 Inlet temperature cooling fluid condenser (°C) 25 
T4 Inlet temperature turbine (°C) Optimized 1 
pe Evaporation pressure (Pa) Optimized 2 
pc Condensation pressure (Pa) Optimized 
εturbine Isentropic efficiency turbine (-) 0.7 
εpumps Isentropic efficiency pumps (-) 0.6 
εgenerator Generator efficiency (-) 0.98 
ΔTsub Temperature subcooling (°C) 3 
ΔTsup Temperature superheating (°C) 5 2 
1 For TCORC; 2 For SCORC. 
A certain amount of subcooling is added to better comply with real life cycles. Condensers typically 
have a minimal flooding. In addition, a degree of subcooling is beneficial to avoid cavitation by the 
working fluid pump. However, the subcooling should be maintained low to achieve a high power output. 
Furthermore, in an actual subcritical organic Rankine cycle design, a certain amount of superheating is 
included, since the control strategy is almost always based on a fixed superheating set point. Furthermore, 
the risk of wet vapor entering the turbine is decreased. For dry fluids, several authors [20,44,45] suggest 
keeping superheating low in order to increase the power output. Also, an upper pressure limit of  
0.9Pcrit [9,46] is imposed to avoid instable operation in the supercritical region. For the TCORC the 
upper pressure of the cycle is kept constant to a value of 1.12Pcrit to ensure safe operation. 
The pumps and turbine are modeled by their isentropic efficiency: 
ሶܹ ௣௨௠௣௦ ൌ
ሺ݄௣௨௠௣,௢௨௧ െ ݄௣௨௠௣,௜௡ሻ
ε௣௨௠௣ ሶ݉ ௙௟௨௜ௗ (1)
ሶܹ ௧௨௥௕௜௡௘ ൌ ሺ݄௧௨௥௕௜௡௘,௜௡ െ ݄௧௨௥௕௜௡௘,௘௫ሻε௧௨௥௕௜௡௘ ሶ݉ ௪௙	 (2)
The net power output is calculated as: 
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ሶܹ ௡௘௧ ൌ ሶܹ ௧௨௥௕௜௡௘ െ ሶܹ௣௨௠௣,௢௥௖ െ ሶܹ ௣௨௠௣,௛௙ െ ሶܹ ௣௨௠௣,௖௙ (3)
and the thermal efficiency is defined as: 
ηூ ൌ
ሶܹ ௡௘௧
ሶܳ ௜௡  (4)
with ሶܳ ௜௡ the heat input from the waste heat stream to the ORC. 
3.2. Heat Exchanger Models 
Both the condenser and evaporator are of the plate heat exchanger type. The model is discussed here 
in detail for the evaporator, but is analogous for the condenser. A distributed modeling approach is 
applied. The heat exchangers are divided into three zones: pre-heating, evaporating and superheating.  
In the pre-heating section the fluid is heated to saturated vapor, afterwards it evaporates in the 
evaporation section and finally superheats in the superheating section. The evaporating zone or vapor 
generator, in case of the TCORC, is further divided into I segments. The log mean temperature 
difference (LMTD) method is applied to calculate the required heat transfer area for each segment: 
ሶܳ ௜ ൌ ∆ ௅ܶெ்஽,௜. ܨ. ௜ܷ . ܣ௜ (5)
With A the heat transfer area; F the configuration correction factor; and U the overall heat  
transfer coefficient: 
1
௜ܷ
ൌ 1α୦୤,୧ ൅
1
α୵୤,୧ ൅
ݐ
λ (6)
With α the convective heat transfer coefficient; t the plate thickness; and λ the thermal conductivity 
of the plate. The energy balance requires that: 
ሶܳ ௜ ൌ ሶ݉ ௪௙൫݄௪௙,௜ାଵ െ ݄௪௙,௜൯ ൌ ሶ݉ ௛௙൫݄௛௙,௜ାଵ െ ݄௛௙,௜൯ (7)
The product of number of passes (N) and paths (K) is equal for both sides: 
௘ܰ௩,௪௙. ܭ௘௩,௪௙ ൌ ௘ܰ௩,௛௙. ܭ௘௩,௛௙ (8)
The pressure drop is calculated from the friction factor f: 
∆݌ ൌ ݂ ܮ. ܩ௘௤
ଶ
ܦ௛. ρ௟ (9)
With L the channel length of the heat exchanger and ܩ௘௤ the equivalent mass flux: 
ܩ௘௤ ൌ ܩ ൥1 െ ݔ ൅ ݔ ቆρ௟ρ௚ቇ
ሺଵ/ଶሻ
൩ (10)
For the single phase, the well-known convective heat transfer and pressure drop correlations of  
Martin [47] are used. For the two-phase evaporation process, the pressure drop and convective heat 
transfer correlations of Han et al. [48] are implemented: 
ܰݑ௘ ൌ ܩ݁ଵ,௘ܴ݁௘௤ீ௘ଶ,௘ܤ݋௘௤଴.ଷܲݎ଴.ସ (11)
௘݂ ൌ ܩ݁ଷ,௘ܴ݁௘௤ீ௘ସ,௘ (12)
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with 
ܩ݁ଵ,௘ ൌ 2.81ሺ݌௖௢/ܦ௛ሻି଴.଴ସଵሺπ/2 െ βሻିଶ.଼ଷ (13)
ܩ݁ଶ,௘ ൌ 0.746ሺ݌௖௢/ܦ௛ሻି଴.଴଼ଶሺπ/2 െ βሻ଴.଺ଵ (14)
ܩ݁ଷ,௘ ൌ 64,710ሺ݌௖௢/ܦ௛ሻିହ.ଶ଻ሺπ/2 െ βሻିଷ.଴ଷ (15)
ܩ݁ସ,௘ ൌ െ1.314ሺ݌௖௢/ܦ௛ሻି଴.଴଺ଶሺπ/2 െ βሻି଴.ସ଻ (16)
These equations were derived from experimental measurements with ܩ௪௙ ൌ 13 െ 34  kg/m2/s;  
ݍሶ ൌ 2.5 െ 8.5 kW/m2; ݔ ൌ 0 െ 0.95 and chevron angles 20°, 35° and 45°. 
For the two-phase condensation process the following equations by Han et al. [49] are used: 
ܰݑ௖ ൌ ܩ݁ଵ,௖ܴ݁௘௤ீ௘ଶ,௖ܲݎଵ/ଷ (17)
௘݂ ൌ ܩ݁ଷ,௖ܴ݁௘௤ீ௘ସ,௖ (18)
with 
ܩ݁ଵ,௖ ൌ 11.2ሺ݌௖௢/ܦ௛ሻିଶ.଼ଷሺπ/2 െ βሻିସ.ହ (19)
ܩ݁ଶ,௖ ൌ 0.746ሺ݌௖௢/ܦ௛ሻି଴.ଶଷሺπ/2 െ βሻଵ.ସ଼ (20)
ܩ݁ଷ,௖ ൌ 64,710ሺ݌௖௢/ܦ௛ሻସ.ଵ଻ሺπ/2 െ βሻି଻.଻ହ (21)
ܩ݁ସ,௖ ൌ െ1.314ሺ݌௖௢/ܦ௛ሻ଴.଴ଽଶହሺπ/2 െ βሻିଵ.ଷ (22)
These equations were derived from experimental measurements with ܩ௪௙ ൌ 13 െ 34  kg/m2/s;  
ݍሶ ൌ 4.7 െ 5.3 kW/m2; ݔ ൌ 0.15 െ 0.95 and chevron angles 20°, 35° and 45°. 
The equivalent Reynolds number (ܴ݁௘௤) and boiling number (ܤ݋௘௤) are defined as: 
ܴ݁௘௤ ൌ ܩ௘௤ܦ௛μ௟  (23)
ܤ݋௘௤ ൌ ݍሶܩ௘௤݄௟௚ (24)
The correlations by Han et al. [48,49] can be applied in the range ܴ݁௘௤  from 300 to 4000.  
When compared to the Hsieh and Lin correlation [50], the Nusselt numbers are very similar.  
In comparison with the Yan and Lin correlation [51], which is valid for higher Reynolds numbers, 
extrapolation gives Nusselt numbers that are lower. In general, the implemented boiling and 
condensation heat transfer correlations give rather conservative values. While the above dimensionless 
correlations were derived for R410A they are frequently used to design heat exchangers using  
R245fa [38,52,53]. However, there is clearly a need for high accuracy heat transfer and pressure drop 
correlations specifically made for contemporary ORC working fluids. A detailed comparison of boiling 
and condensation heat transfer correlations can be found in the work of García-Cascales et al. [54]. 
Both Cayer et al. [27] as well as Shenghjun et al. [28] used the Petukhov-Kranoschekov [55] 
correlations to calculate the convective heat transfer coefficient and pressure drop in the supercritical 
state. The same correlation is used here for simulations of the TCORC: 
ܰݑ ൌ ܰݑ଴ ൬ μ௕μ௪௟൰
଴.ଵଵ
൬ ݇௕݇௪௟൰
ି଴.ଷଷ
ቆ ܿ௣̅ܿ௣,௕ቇ
଴.ଷହ
(25)
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ܰݑ଴ ൌ
൬݂8൰ܴ݁௕ܲݎ
12.7ට݂8 ሺܲݎଶ/ଷ െ 1ሻ ൅ 1.07
(26)
݂ ൌ ሺ1.82 logଵ଴ ܴ݁௕ െ 1.64ሻିଶ (27)
In the SCORC, the evaporating zone is divided in I = 20 segments, while in the case of the TCORC, 
the vapor generator is segmented in I = 60 segments. For these values, the net power output changes 
less than 0.1% when doubling the number of segments. Thus, to keep an acceptable calculation time, 
these values are used throughout this work. The fixed values to model the plate heat exchanger are 
given in Table 4. The values reported in Table 4 are generally accepted values for the design of plate 
heat exchangers [16,29,38,56,57]. With plate heat exchangers, the range of these parameters are 
greatly restricted due to manufacturing limitations [56]. The plate thickness is typically between 0.4 
and 1.2 mm and the corrugation depth between 1.5 and 5.4 mm. These limitations therefore constrain 
the optimization potential. Further optimization [58] is still possible by varying the corrugation  
angle [53]. In this work it was chosen to compare different cycles using identical assumptions on the 
plate heat exchanger geometry. 
Table 4. Design parameters plate heat exchangers. 
Variable Description Value 
ܦ௛ Hydraulic diameter (m) 0.0035 
ݐ Plate thickness (m) 0.0005 
β Chevron angle (°) 45 
λ Plate thermal conductivity (W/m/K) 13.56 
݌௖௢ Corrugation pitch (m) 0.007 
3.3. Cost Models 
The cost correlations are based on the exponential scaling law and are taken from Turton et al. [59]. 
Cost estimates performed with equipment cost correlations are classified as “preliminary” or “study” 
estimates, which gives accuracies in the range of +40% to −25% [59]. Data, from a survey of 
manufacturers during the period of May 2001 to September 2001, was fitted to the following correlation: 
logଵ଴ሺܥ௉ா஼଴ ሻ ൌ ܭଵ ൅ ܭଶ logଵ଴ሺܤሻ ൅ ܭଷ ∙ ሺlogଵ଴ ܤሻଶ (28)
B is the capacity or size parameter, K1, K2 and K3 are parameters of the curve fitting. For heat 
exchangers, B corresponds to the heat transfer area, while for pumps and turbines this corresponds  
with, respectively, the power input and output. These correlations were derived for a general  
Chemical Engineering Plant Cost Index (CPCI) of 397. To actualize the cost, a multiplication with 
(CPCI2001/CPCI2013) is made. The CPCI2013 is set to the value of August 2013 (564.7). The cost 
functions are provided in US dollars. To convert the values to euros, a conversion factor of 0.731  
(19 December 2013) is taken into account. Correction factors ܨ௣ and ܨ௠ take into account the operating 
pressure and type of material used. ܨ௣ is calculated by: 
logଵ଴ሺܨ௣ሻ ൌ ܥଵ ൅ ܥଶ logଵ଴ ݌ ൅ ܥଷ ∙ ሺlogଵ଴ ݌ሻଶ (29)
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The coefficients for the different components are given in Table 5 and Table 6. The bare module 
cost takes into account direct (installation of equipment, piping, instrumentation and controls) and 
indirect costs (engineering and supervision, transportation): 
ܥ஻ெ ൌ ܥ௉ா஼଴ ܨ஻ெ (30)
with ܨ஻ெ the bare module factor: 
ܨ஻ெ ൌ ܤଵ ൅ ܤଶܨ௣ܨ௠ (31)
Table 5. Cost parameters [59]. 
Component B K1 K2 K3 Valid Range 
Plate heat exchangers Area (m2) 4.6656 −0.1557 0.1547 10–1000 (m2) 
Turbine Fluid power (kW) 2.2476 1.4965 −0.1618 100–1500 (kW) 
Pumps (centrifugal) Shaft power (kW) 3.3892 0.0536 0.1538 1–300 (kW) 
Electrical motor pump Shaft power (kW) 2.4604 1.4191 −0.1798 75–2600 (kW) 
Electrical generator [41] Shaft power (kW) ܥ௉ா஼଴ ൌ 1850000 ൉ ሺܲ/11800ሻ଴.ଽସ 
Table 6. Pressure factor, material factor and bare module cost [59]. 
Component B1 B2 C1 C2 C3 Fm FBM 
Plate heat exchangers p (bar) < 19 0.96 1.21 0 0 0 1 - 
Turbine - - - - - - 3.5 
Pumps (centrifugal) 10 < p (bar) < 100 1.89 1.35 −0.3935 0.3957 −0.00226 1 - 
Pumps (centrifugal) p (bar) < 10 1.89 1.35 0 0 0 1 - 
Electrical motor pump - - - - - - 1.5 
Electrical generator [41] - - - - - - 1.5 
For some components, the bare module factor is directly given. The total module cost, additionally, 
includes contingency costs and fees, here taken as, respectively, 15% and 3%, according to  
Turton et al. [59]: 
ܥ்ெ ൌ 1.18൫ܥ஻ெ,௖ ൅ ܥ஻ெ,௘ ൅ ܥ஻ெ,௧௨௥௕௜௡௘ ൅ ܥ஻ெ,௣௨௠௣,௪௙ ൅ ܥ஻ெ,௣௨௠௣,௛௙ ൅ ܥ஻ெ,௣௨௠௣,௖௙
൅ ܥ஻ெ,௠௢௧௢௥,௪௙ ൅ ܥ஻ெ,௠௢௧௢௥,௖௙ ൅ ܥ஻ெ,௠௢௧௢௥,௛௙ ൅ ܥ஻ெ,௚௘௡௘௥௔௧௢௥൯ (32)
The grass root cost includes the costs for construction and site preparation. These costs are highly 
dependent on the specific site; here the proposed values by Turton et al. [59] were followed: 
ܥீோ ൌ ܥ்ெ ൅ 0.5 ෍ ܥ஻ெ଴
௖௢௠௣௢௡௘௡௧௦
 (33)
C୆୑଴  is the bare module cost at base conditions (ܨ௣ = 1, ܨ௠ = 1). The specific investment cost (SIC) 
is in this work defined as: 
ܵܫܥ ൌ ܥீோሶܹ ௡௘௧ (34)
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3.4. Working Fluid Selection 
The working fluid selected in this work must be able to give an acceptable expander design,  
which can comply with the isentropic efficiency imposed. Therefore, R245fa is taken as reference 
working fluid for the SCORC and TCORC due to its de facto standard use in commercial ORC 
installations [2,24]. Furthermore, R245fa has proven itself for various expander designs, either 
volumetric [60,61] or turbine [62–65] technology. The selected working fluid is not necessarily  
optimal for the discussed cycles, but provides a good benchmark for further study and comparison.  
The thermophysical data is taken from Engineering Equation Solver (EES) [66]. EES implements 
the fundamental equations of state for R245fa presented by Lemmon and Span [67]. These correlations 
were derived in view of advanced technical applications for which very low uncertainties are not 
required [67]. The same fundamental equations of state are found in REFPROP 9.1 [68]. Uncertainty 
data is provided in Table 7. In EES, the transport properties were obtained from the documentation 
provided by Honeywell. There is no information available on the uncertainty of these correlations.  
As such, caution should be taken when using EES for the final design iteration. In REFPROP 9.1 [68], 
the viscosity and thermal conductivity are, respectively, derived from a correlation proposed by  
Huber et al. [69] and Marsh et al. [70] and uncertainty information is given. 
Table 7. Uncertainty for R245fa fundamental equation of state [67]. 
Variable Uncertainty 
Density 
0.1% (liquid phase, temperature <400 K and pressure <30 MPa) 
0.2% (liquid phase, temperature >310 K and pressure >30 MPa) 
1% (liquid phase, temperature <310 K and pressure >30 MPa) 
1% (vapor phase, temperature >400 K) 
Vapor pressure 
0.2% (temperature >250 K) 
0.35% (temperature >370 K) 
Liquid phase heat capacity 5% 
3.5. Expander Considerations 
To assess the feasibility of the fixed turbine isentropic efficiency given in Table 3, two expander 
evaluation criteria are introduced: the size parameter (SP) and the volume ratio (VR). 
ܵܲ ൌ ሶܸ௧௨௥௕௜௡௘,௜௡
଴.ହ
∆݄௜௦௘௡௧௥௢௣௜௖଴.ଶହ
 (35)
ܸܴ ൌ ݒሶ௧௨௥௕௜௡௘,௢௨௧ݒሶ௧௨௥௕௜௡௘,௜௡ (36)
General design ranges can be associated to both expander evaluation criteria. The SP directly 
correlates with the size of the expander and typically varies between 0.02 and 1 m [71,72]. For SP 
values between 0.2 and 1 m the change in isentropic efficiency is small [71]. A lower SP results in 
higher losses associated to the relative increase in clearances and roughness. In contrast, a low VR 
results in higher isentropic efficiencies. Volume ratios lower than 50 are needed to get isentropic 
efficiencies in the range of 0.7 to 0.8 [71]. 
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4. Optimization Strategy 
A multi-objective optimization scheme with the optimization variables from Table 8 is set up.  
The number of passes always relates to the side with the lowest mass flow rate in order to balance 
pressure drops and heat transfer coefficients [73]. The limits used have been chosen based on values 
found in literature [33,38,57]. The value range is chosen wide enough in order not to constrain the 
optimization around the point of minimum SIC. The variables in the optimization process affect the 
sizing and the power output of the cycle. They are however not directly constrained by manufacturing 
limitations. Manufacturing constraints are taken into account, as discussed above, trough the careful 
choice of parameters from Table 3 and Table 4. 
Table 8. Decision variables and their range. 
Variable Description Lower Upper 
ܩୡ,୵୤ Mass flux working fluid condenser (kg/m2/s) 20 100 
ܩୣ,୵୤ Mass flux working fluid evaporator (kg/m2/s) 20, 100 1 50, 200 1 
ܲ ୡܲ Pinch point temperature difference condenser (°C) 3 10 
ܲ ௘ܲ  Pinch point temperature difference evaporator (°C) 3 10 
௖ܶ  Liquid saturation temperature condenser (°C) 35 50 
௘ܶ 2  Liquid saturation temperature evaporator (°C) 100 148.5 
T7 1 Turbine inlet temperature (°C) 150 175 
௘ܰ  Number of passes hot fluid side evaporator (-) 1 3 
௖ܰ  Number of passes cold fluid side condenser (-) 1 3 
1 for TCORC; 2 for SCORC. 
A genetic algorithm optimizes two objective functions simultaneously. In this work this is ሶܹ ௡௘௧ and 
ܥ௜௡௩ . The benefit of working with a genetic algorithm includes searching for the global optimum  
while avoiding complex derivatives. An initial population of parameters is generated in the search area. 
The solutions are afterwards assessed, based on the objective criteria. The fittest are selected to 
construct a new population based on crossover and mutation operations [43]. 
The Non-dominated Sorting Genetic Algorithm II (NSGA-II) was used in this work [43,74].  
The parameter settings of the genetic algorithm are provided in Table 9. A population of 120 can be 
considered a good default value for this type of optimization. In other works, population sizes of  
40 [75], 30 [30,31], 100 [76,77] and 150 [78] are employed. A population size of 200 was also 
considered, but the changes on the Pareto front were marginal at the cost of doubling the calculation 
time. The optimization was done in MATLAB [79] with the EES [66] models coupled by the Dynamic 
Data Exchange (DDE) protocol. Under the given parameters and assumptions the calculation time is 
approximately six hours on an E5-2736 v2 Intel processor. Due to limitations of the DDE protocol, 
only a single core could be used. 
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Table 9. Parameter settings of the genetic algorithm. 
Parameter Value 
Generations 50 
Population size 120 
Crossover rate 0.8 
Migration rate 0.2 
Mutation type Gaussian (shrink = 1, scale = 1) 
5. Results and Discussion 
5.1. Pareto Fronts and Specific Investment Cost 
The resulting Pareto fronts of the SIC in function of the net power output are plotted in Figure 3 and 
Figure 4 for, respectively, the SCORC and TCORC. The approximate point of minimum SIC is 
visualized by a black rectangle. This black rectangle is also shown in Figure 4 to Figure 12. The 
corresponding optimized design parameters for the point of minimum SIC are given in Table 10. 
ሶܹ ௡௘௧,ௌூ஼  is the net power output corresponding with the point of minimum SIC. 
Table 10. Results of minimum specific investment cost (SIC) and maximum net power output ( ሶܹ ௡௘௧). 
Variable 
Minimum SIC Maximum Net Power Output 
SCORC TCORC SCORC TCORC 
ሶܹ ௡௘௧ (kWe) 681.8 681.3 791.5 1040 
ηூ (%) 10.47 11.20 10.9 11.1 
ܲܲୣ  (°C) 5.9 8.2 3 3 
ܲ ௖ܲ (°C) 8.0 7.0 3 3 
௘ܶ (°C) 128.8 - 124.5 - 
௖ܶ (°C) 41.1 39.85 35.2 37.0 
ସܶ (°C) 128.8 161.6 124.5 160.0 
ܥீோ (k€) 2805 3436 3725 8162 
ܵܫܥ (€/kWe) 4114 5044 4707 8137 
ܣ௘ (m2) 258 879 418 1205 
ܣ௖ (m2) 398 385 888 756 
௘ܰ (-) 2 2 2 2 
௖ܰ (-) 2 2 2 2 
ሶ݉ ௘,௛௙ (kg/s) 28.58 26.7 28.9 40.52 
ሶ݉ ௘,௖௙ (kg/s) 205.30 150 217 255 
ܩ௘,௪௙ (kg/s/m2) 91.0 187 70.3 175.0 
ܩ௖,௪௙ (kg/s/m2) 54.0 53.5 22.4 46.1 
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Figure 3. Pareto front SIC vs. net power output ( ሶܹ ௡௘௧) for the subcritical organic Rankine 
cycle (SCORC). 
 
Figure 4. Pareto front SIC vs. net power output ( ሶܹ ௡௘௧) for the transcritical organic Rankine 
cycle (TCORC). 
(a) (b) 
Figure 5. (a) Pinch point temperature difference evaporator (ܲ ௘ܲ) and (b) pinch point 
temperature difference condenser (ܲ ௖ܲ) in function of SIC for the SCORC. 
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(a) (b) 
Figure 6. (a) ܲ ௘ܲ and (b) ܲ ௖ܲ in function of net power output ( ሶܹ ௡௘௧) for the SCORC. 
(a) (b) 
Figure 7. (a) Evaporation temperature ( ௘ܶ ) and (b) condensation temperature ( ௖ܶ ) in 
function of SIC for the SCORC. 
(a) (b) 
Figure 8. (a) Mass flux evaporator (ܩ௘) and (b) mass flux condenser (ܩ௖) in function of 
SIC for the SCORC. 
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(a) (b) 
Figure 9. (a) ܲ ௘ܲ and (b) ܲ ௖ܲ in function of SIC for the TCORC. 
(a) (b) 
Figure 10. (a) ܲ ௘ܲ and (b) ܲ ௖ܲ in function of ሶܹ ௡௘௧ for the TCORC. 
(a) (b) 
Figure 11. (a) ସܶ and (b) ௖ܶ in function of SIC for the TCORC. 
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(a) (b) 
Figure 12. (a) ܩ௘ and (b) ܩ௖ in function of SIC for the TCORC. 
It is clear that around ሶܹ ௡௘௧,ௌூ஼ , the SIC is not very sensitive to the net power output generated by the 
system and this for both the SCORC and TCORC. For increasing ሶܹ ௡௘௧, the SIC rises sharply for both 
the SCORC ( ሶܹ ௡௘௧= 782.9 kW, SIC = 4482 €/kWe) and TCORC ( ሶܹ ௡௘௧= 771.6 kW, SIC = 5463 €/kWe). 
While for decreasing ሶܹ ௡௘௧, the SIC increases only gradually for both the SCORC ( ሶܹ ௡௘௧= 582.5 kW,  
SIC = 4176 €/kWe) and TCORC ( ሶܹ ௡௘௧= 574 kW, SIC = 5187 €/kWe). The physical explanation is 
given in the Section 5.2 by investigating the resulting parameter space from the optimization. 
The point of ሶܹ ௡௘௧,ௌூ஼  is almost equal for both cycles. In this point, the TCORC has a higher thermal 
efficiency, but also an increased heat transfer area for the vapor generator. The result is an increase in 
SIC of 22%. Interesting to note is that the resulting optimization of the condenser side is almost 
identical for both cycles. 
Furthermore, the TCORC has the benefit of achieving higher net power output when solely 
optimizing for maximum power output ( ሶܹ ௡௘௧,௠௔௫), see Table 10. As expected the maximum power 
output is found for the lower boundary on the pinch point temperature difference. However, this is not 
necessarily true for the condensation temperature as the auxiliary power for pumping the cooling fluid 
is taken into account. The maximum power output of the TCORC amounts to 1040 kW compared to 
791.5 kW for the SCORC. This is a power increase up to 31.5%. However, this also comes with an 
increased SIC of 72.8%. 
5.2. Analysis of the Parameter Space 
In this paragraph, the parameter space resulting from the multi-objective optimization is analyzed. 
First the SCORC is discussed followed by the TCORC. 
The effect of the pinch point temperature difference on the SCORC is visualized in Figure 5. 
Around the point of minimum SIC the pinch point temperature difference of the evaporator ܲ ௘ܲ  is 
relatively constant. However, the SIC increases sharply when the ܲ ௘ܲ  drops below 5 °C. This is 
explained by the large increase in heat surface area of the evaporator and the major share of the 
evaporator cost (which is discussed in Section 5.3). Furthermore, a decrease in ܲ ௘ܲ directly results in a 
higher net power output, see Figure 6a. This also explains the sharp increase in investment cost seen in 
Figure 4. The pinch point temperature difference of the condenser ܲ ௖ܲ is almost constant around the 
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point of minimum SIC. For the condenser the sharp increase in SIC is noticeable starting from ܲ ௖ܲ = 4 °C. 
From Figure 6b follows that for increasing power output after the point ሶܹ ௡௘௧ = 740 kW it is necessary 
to drastically decrease ܲ ௖ܲ. Before, this parameter was maintained almost unchanged. This indicates 
that from ሶܹ ௡௘௧ = 740 kW a decreased ܲ ௖ܲ leads to a power increase with the lowest associated cost 
compared to the other optimization parameters. 
The effect of the evaporation temperature and condensation temperature is shown in Figure 7. 
Between ௘ܶ = 126.3 °C (SIC = 4139 €/kWh) and ௘ܶ = 132.3 (SIC = 4132 €/kWh) the variation on the 
SIC is marginal, see Figure 7a. Indicating that ௘ܶ is not a sensitive factor in the optimization process.  
In contrast, for ௖ܶ there is a clear extreme visible at ௖ܶ = 40 °C. Deviations around this point have a 
significant effect on the SIC. For changes in ௖ܶ, not only the required heat transfer surface changes,  
but also the required cooling water flow rate and thus auxiliary power. 
The effect of mass flux variation is visualized in Figure 8. The mass flux essentially determines the 
balance between pressure drop in the heat exchanger and the heat transfer coefficient. Again, there are 
distinct extremes visible around ܩ௘ = 90.8 kg/m2/s and ܩ௖ = 54.0 kg/m2/s. 
Overall, the results of the optimization imply a large dependency between the parameters mutually 
and their objective functions. Furthermore, different parameters become dominant depending on the 
investigated point on the Pareto front. 
Analogous figures are made for the TCORC. In Figure 9 the effect of ܲ ௘ܲ and ܲ ࢉܲ on the SIC is 
shown for the TCORC. The clear relation found for the SCORC is not observed here. Low pinch 
points can lead to high specific investment costs but this is clearly not the dominant parameter in the 
optimization. The effect of a low PP on the SIC can plainly be offset by changing other parameters. 
The same trend is visible in Figure 10 for ܲ ௘ܲ and ܲ ௖ܲ in function of ሶܹ ௡௘௧. The dominant factor in the 
optimization is the maximum temperature ସܶ  in the cycle and the condensation temperature ࢉܶ .  
Both show clear extrema in function of the SIC as shown in Figure 11. For the mass flux rate,  
see Figure 12, a low SIC can be found between ܩ௘ = 170–195 kg/m2/s and ܩ௖ = 37–57 kg/m2/s. 
5.3. Turbine Performance Parameters 
Both the SP and VR are plotted in Figure 13a,b for, respectively, the SCORC and TCORC.  
Considering the discussion in Section 3.4, the fixed isentropic efficiency of 0.7 is deemed realistic, 
while higher isentropic efficiencies are clearly attainable. For both cycle types, the VR is consistently 
lower than 50, with the TCORC exhibiting the largest VR. For increased VR, an increase in power 
output is noted. The size parameter becomes lower than 0.2 m for the TCORC. However, the SP has a 
lower influence on the isentropic efficiency then the VR. Furthermore, a conservative value of the 
isentropic efficiency was used. 
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(a) (b) 
Figure 13. Size parameter (SP) and volume ratio (VR) for (a) SCORC and (b) TCORC. 
5.4. Distribution of the Costs 
Identifying the distribution of the costs is a primary step in determining the focus for further 
optimization and development. Figure 14 shows the partition of the costs at minimum SIC for the 
SCORC while Figure 15 shows it for the TCORC. The distribution of the cost for the SCORC is in line 
with previous research done by the authors [32]. For the SCORC, the turbine amounts for the largest 
cost, followed by the condenser and evaporator. The sum of the generator, drives, and pumps results in 
the lowest share of costs. 
 
Figure 14. Distribution of the cost at minimum SIC for the SCORC. 
 
Figure 15. Distribution of the cost at minimum SIC for the TCORC. 
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In contrast, the vapor generator of the TCORC accounts for the largest cost, followed by the turbine 
and condenser. Thus, for the SCORC, it is reasonable to consider the turbine a key component for further 
development. While for TCORC, the vapor generator is the critical part, followed by the turbine. 
5.5. Financial Analysis and Decision Making 
The Pareto fronts from Figure 3 and Figure 4 can be effectively used as input for the financial 
appraisal. As this is a post-processing step, no new design calculations are required. As such, several 
scenarios can be quickly evaluated. The calculation time is less than five seconds. These Pareto fronts 
could also be directly used as input for decision makers. The complexity of the design model is thus 
avoided in this phase. 
A workshop [80] was organized between ORC manufacturers and end-users to verify the 
parameters of the NPV calculation listed in Table 11. The presented values are based on the market 
situation of Flanders, Belgium in 2013. 
Table 11. Assumptions for net present value (NPV) calculation. 
Parameter Value 
ORC lifetime (y) 20 
discount rate (%) 6 
production hours (h/y) 8000 
price electricity (€/MWh) 69.6 
increase electricity price (%/y) 0.50 
maintenance cost (ܥ௠௔௜௡௧௘௡௔௡௖௘/ܥ்ெ) 0.02 
The results of the NPV calculation are given in Table 12 for both the point of minimum SIC and 
maximum NPV. All points show a positive NPV value, which means they would be cost-effective 
under the current assumptions. The simple payback period does not represent the best criterion for 
financial decision-making, but is often used in practice and shown here for completeness. For the 
presented case, the SCORC is flagged as the cycle of choice. The SCORC has an NPV that is 786 k€ 
higher than the NPV of the TCORC. Furthermore, the payback time is roughly two years less than for 
the TCORC. 
Table 12. Results of the NPV calculation. 
Case ࢃሶ ࢔ࢋ࢚ (kW) SIC (€/kWe) NPV (k€) Payback Time (y) 
Min. SIC SCORC 681.8 4114 1070 8.46 
Min. SIC TCORC 681.3 5044 284 10.70 
Max. NPV SCORC 731.3 4138 1126 8.52 
Max. NPV TCORC 681.3 5044 284 10.70 
Furthermore, the point of minimum SIC does not necessarily result in maximum NPV. For the 
SCORC, an ORC with a net power output 7.3% larger than ሶܹ ௡௘௧,ௌூ஼ , provides an increase of the NPV 
of 5.2%. This is directly related to the cash flow shown in Figure 16. A higher investment cost with an 
associated higher power output can lead in the long-term to higher profits. While a lower SIC, 
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obviously, always leads to a lower payback time. For the TCORC, even in the long-term, a higher 
power output than ሶܹ ௡௘௧,ௌூ஼  does not result in improved NPV, due to the very large increase in SIC  
(see Figure 4). 
 
Figure 16. Cumulative cash flow for min. SIC SCORC, min. SIC TCORC and max. NPV SCORC. 
The presented results are only valid under the assumptions presented here and for this specific case. 
This analysis provides by no means a general conclusion about the profitability of the TCORC or 
SCORC. Using another working fluid, changing the type of waste heat carrier, or changing the cost 
structure could result in different conclusions. Also, installation of these systems in practice may 
induce different additional costs related to, i.e. installation, contractor’s fees, and contingencies.  
The aim of this work is therefore to introduce the optimization framework. In subsequent studies,  
other cases will be investigated, more working fluids will be considered and an added sensitivity 
analysis on the assumptions will be provided. As such, general conclusions about ORC architectures 
and their applicability can be formulated. 
6. Conclusions 
In this work a novel framework for designing optimized ORC systems is proposed based on a  
multi-objective optimization scheme in combination with financial appraisal in a post-processing step. 
This novel way of optimizing and interpreting results was applied on an incinerator waste heat 
recovery case. Both the SCORC and TCORC are investigated and compared using the suggested 
optimization strategy. The conclusions are summarized below: 
The TCORC provides a 31.5% increase in net power output over the subcritical ORC, but with an 
increased SIC of 72.8%. When comparing both the SCORC and TCORC at minimum SIC, the net 
power output is almost equal. However, the SIC for the TCORC is increased by 22%. 
The SIC for the SCORC is highly sensitive to variations in the pinch point temperature difference in 
contrast to the TCORC. Other significant parameters for the SCORC are the mass flux rates in the heat 
exchangers and the condensation temperature. While for the TCORC, the turbine inlet temperature and 
the condensation temperature are the factors with the highest sensitivity on the SIC. 
For the SCORC, the turbine amounts to the highest cost (35%), while for the TCORC this is the 
vapor generator (43%). Therefore, stating the high importance of the vapor generator design. 
1 3 5 7 9 11 13 15 17 19
-4000
-3000
-2000
-1000
0
1000
2000
3000
4000
5000
years (y)
C
um
ul
at
iv
e 
ca
sh
flo
w
 [k
€]
 
 
min. SIC SCORC
max. NPV SCORC
min. SIC TCORC
Energies 2015, 8 2735 
 
 
In the financial appraisal, the SCORC clearly outperforms the TCORC. Furthermore, while the 
minimum SIC leads to the lowest payback time this does not necessarily lead to the highest NPV.  
For the SCORC, an ORC with a net power output 7.3% larger than the net power output at minimum SIC, 
provides an increased NPV of 5.2%. 
The given results are only valid for the case and assumptions presented in this study. They do not 
count as general recommendations for cycle architectures as the aim of this work is to introduce the 
optimization framework. In order to provide general recommendations, further work will include 
additional cases, more working fluids, different heat carrier types and a sensitivity analyses on each of 
the assumptions made. 
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Nomenclature 
A heat transfer area (m2) 
Bo boiling number (-) 
C cost (€) 
Cp isobaric specific heat capacity (J/kg·K) 
pC  mean isobaric specific heat capacity (hb-hw)/(Tb-Tw) (J/kg·K) 
Dh hydraulic diameter (m) 
F LMTD correction factor 
Fm material correction factor (-) 
Fp pressure correction factor (-) 
f friction factor (-) 
G mass flux (kg/m2·s) 
h enthalpy (J/kg) 
I number of segments (-) 
K number of paths (-) 
k thermal conductivity (W/m·K) 
ṁ mass flow rate (kg/s) 
N number of passes (-) 
Nu Nusselt number (-) 
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p pressure (bar) 
pco corrugation pitch (m) 
Pr Prandtl number (-) 
PP pinch point temperature difference (°C) 
Q̇ heat transfer rate (W) 
R yearly cash flow (€/y) 
r discount rate (-) 
Re Reynolds number 
SP size parameter (m) 
T temperature (°C) 
t plate thickness (m) 
U overall heat transfer coefficient (W/m2/K) 
V̇ volume flow rate (m3/s) 
v specific volume (m3/kg) 
VR volume ratio (-) 
x vapor fraction (-) 
Greek letters  
α heat transfer coefficient (W/m2/K) 
β chevron angle (°) 
γ thermal conductivity plate (W/m/K) 
ε isentropic efficiency (-) 
μ dynamic viscosity (kg/m/s) 
Subscripts  
b bulk 
c condenser 
cf cooling fluid 
e evaporator 
eq equivalent 
hf heat carrier 
in inlet 
inv investment 
out outlet 
sub subcooled 
sup superheated 
wl wall 
wf working fluid 
Abbreviations  
BM bare module 
CPCI Chemical Engineering Plant Cost Index 
EES Engineering Equation Solver 
GR grass root 
LMTD log mean temperature difference 
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ORC organic Rankine cycle 
PEC purchased equipment cost 
SA specific area (m2/kW) 
SCORC subcritical organic Rankine cycle 
SIC specific investment cost (€/kW) 
TCORC transcritical organic Rankine cycle 
TLC triangular cycle 
TM total module 
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