For variation-aware capacitance extraction, stochastic collocation method (SCM) based on Homogeneous Chaos expansion has the exponential convergence rate for Gaussian geometric variations, and is considered as the optimal solution using a quadratic model to model the parasitic capacitances. However, when geometric variations are measured from the real test chip, they are not necessarily Gaussian, which will significantly compromise the exponential convergence property of SCM. In order to pursue the exponential convergence, in this paper, a generalized stochastic collocation method (gSCM) based on generalized Polynomial Chaos (gPC) expansion and generalized Sparse Grid quadrature is proposed for variation-aware capacitance extraction that further considers the arbitrary random probability of real geometric variations. Additionally, a recycling technique based on Minimum Spanning Tree (MST) structure is proposed to reduce the computation cost at each collocation point, for not only "recycling" the initial value, but also "recycling" the preconditioning matrix. The exponential convergence of the proposed gSCM is clearly shown in the numerical results for the geometric variations with arbitrary random probability.
Introduction
Parasitic extraction technique used to build the equivalent RLC circuit model for interconnects is based on numerical methods solving Maxwell equations [1] , and in most case, assuming the shape of interconnects is ideally cuboid. When it comes to 45 nm technology node and beyond, the geometric variations of interconnects, both systematic and random, can no longer be ignored [2] . The systematic variations, of which the variability is deterministic, are mainly layout dependent [2] . This kind of variations can be handled by combining the parasitic extraction method with the lithography or CMP (Chemical Mechanical Polishing) simulation tools [3] . Apart from the systematic variations, a great portion of geometric variations are random in nature. These random variations are mostly due to the uncertainty of processes [2] . Unlike the systematic variations, interconnect parasitic model with random variations is difficult to capture with the traditional parasitic extraction tools. So far, two methods, namely perturbation method in [4] and stochastic collocation method (SCM) in [5] , have been developed for parasitic extraction to model random geometric variations of on-chip interconnects.
In general, the geometric variations are modeled as Gaussian random fields. [6] proposed an efficient nonsampling method named FastSies for capacitance extraction with the random field model representing the off-chip rough surface. For capacitance extraction of on-chip interconnects, a high-order polynomial model is generally required representing the nonlinear dependency of parasitic capacitances on multiple variation sources [4] , [5] . Generally, Principal Factor Analysis (PFA) [4] or K-L expansion [5] can be used to transform the geometric variations into a set of independent random variables. These methods in [4] and [5] develop a polynomial model with respect to these random variables for capacitance parameters to capture the effect of geometric variations. Perturbation method [4] is based on the Taylor expansion, which is limited to small variation applications. On the other hand, SCM [5] is based on the Homogeneous Chaos expansion. Taking advantage of the exponential convergence rate of stochastic spectral method, SCM is very promising for the variation-aware capacitance extraction of interconnects.
Both of the above two methods are based on the Gaussian assumption of the geometric variations, mostly due to the ubiquitousness of Gaussian distributions in practice. However, this is not always true in IC fabrication. Some of the process variations do show severe deviation from the Gaussian distribution [7] . Figure 1 is an example of the statistical distribution of the line width, simulated by Synopsys Progen [8] and ICWB [9] lithography simulation tool, using a 128-bit bus interconnect structure as the test case. The
Copyright c 2009 The Institute of Electronics, Information and Communication Engineers data are gathered from the Monte Carlo sampling of process parameters including defocus, NA (Numerical Aperture), dose, etc. It is shown that the probability density function (pdf) of line width is asymmetric and is quite different from the standard Gaussian random distribution with the same mean value and variance. In this case, the random distribution of line width is better modeled by a Gaussianlike random distribution as formulated in (1), which has two different variances σ 1 and σ 2 at two sides of the mean value m 0 .
Gaussian assumption for the geometric variations like (1) could lead to large errors of the resulting capacitance parameters, as will be illustrated in the numerical results. We should note that the distribution of a real geometric variation could be arbitrary, which is neither Gaussian nor a closed form as in (1) . Consequently, it is very desirable for a robust variation-aware parasitic extraction of interconnects to tackle the real geometric variations, whose random probability is arbitrary.
It has long been recognized that, in order to achieve the exponential convergence rate of stochastic spectral method, different random processes should be represented by different orthogonal polynomials according to the property of the processes. In 1938, Weiner first proposed the Homogenous Chaos [5] , i.e. Hermit Polynomial, for Gaussian process. Later on Charlie Polynomial was developed by Ogura to represent the Poisson process. Wiener-Askey Polynomial Chaos † was proposed in [10] , which uses Askey scheme to define the orthogonal polynomials for most of the typical random processes including Gaussian, gamma, beta, Poisson, etc.. More recently, generalized polynomial chaos (gPC) [11] was constructed to represent arbitrary random probability which neither has explicit formula nor belongs to the typical random processes listed above. It has been proved that each Wiener-Askey Polynomial Chaos or gPC can achieve optimal (exponential) convergence rate for its corresponding random process [10] , [11] .
In this paper, the stochastic collocation method (SCM) in [5] is extended to the generalized stochastic collocation method (gSCM), in order to accommodate the arbitrary random probability of geometric variations. The algorithm can use the real test data of geometric variations as the inputs, applies K-L expansion and Second Order Decomposition (SOD) to reduce the number of random variables for geometric variations and finds the most "independent" random variables. It is pointed out in this paper that the geometric variation decomposition could affect the accuracy of latter gSCM. Therefore, SOD is proposed to replace the Independent Component Analysis (ICA) method [7] , [12] in order to improve the accuracy of gSCM. The generalized Polynomial Chaos (gPC), as well as the generalized Sparse Grid, is then constructed "on-the-fly" according to the samples of these "independent" random variables, and is used instead of Homogeneous Chaos or Wiener-Askey Polynomial Chaos in order to achieve the exponential convergence rate for arbitrary random probability. Moreover, the beauty of SCM is inherited by gSCM that it only requires solving deterministic problems at some collocation points to build the gPC expansion model of capacitances. Furthermore, a recycling technique based on the Minimum Spanning Tree (MST) in [5] is developed for the "recycling" of initial values and preconditioning matrices, further reducing the computation cost.
The rest of this paper is organized as follows. Background for reviewing SCM is presented in Sect. 2. The gSCM is proposed to handle the arbitrary random probability by introducing K-L expansion and SOD approach in Sect. 3, and by using gPC and generalized Sparse Grids in Sect. 4. Recycling technique for SCM is further proposed for the "recycling" of preconditioning matrices in Sect. 5. Numerical results are provided in Sect. 6. Finally, the conclusions are drawn in Sect. 7.
Background
In this section, we first formulate the problem of capacitance extraction of on-chip interconnects with geometric variations, and then briefly review SCM for variation-aware capacitance extraction with Gaussian geometric variations.
Problem Definition
Capacitance extraction of interconnects is generally based on the Boundary Element Method [1] , solving the following integral equation, sur f aces
where q( r ) is the charge distributed on the interconnect surfaces, v( r ) is the potential and 1 4πε 0 | r− r | is the free space Green's function.
When geometric variations are considered, the geometric parameters of interconnects including CD (Critical Dimension), metal layer thickness, ILD (Inter-Layer Dielectric) and etc. are modeled as random fields [4] - [6] , and (2) becomes a stochastic integral equation (SIE), which can be written in the form of [4] - [6] 
where the potential coefficient matrix P and the charge density q are both functions of the m random variables
representing the fluctuation of panels due to the variations † In some papers, Wiener-Askey Polynomial Chaos is also known as generalized Polynomial Chaos. In this paper, we would like to distinguish the generalized Polynomial Chaos, which uses three-term recurrent formula to construct the orthogonal polynomials for arbitrary random probabilities, from the Wiener-Askey Polynomial Chaos, which uses Askey scheme only for some typical random processes.
of geometric parameters.
Stochastic Collocation Method (SCM)
SCM [5] solves the variation-aware capacitance extraction problem with two steps. K-L expansion or Principal Component Analysis (PCA) is first applied to find the major variations of geometric variations, denoted by ξ as
The equation in (3) can then be reformulated using ξ as the random input,
After that, a quadratic Homogeneous Chaos expansion w.r.t. the principal components ξ is employed to model the capacitance parameters,
where
Hermite polynomials. The coefficients of the expansion is computed by Sparse Grid quadrature [5] 
based on which, the stochastic problem in (5) is transformed to the deterministic problems that compute the capacitancẽ C(ξ i ) at some quadrature points [5] . Compared with perturbation method, SCM has the exponential convergence rate for solving the variation-aware capacitance extraction problem [5] . Moreover, the solution of SCM in (6) and (7) is actually the optimal polynomial model that the residual is minimal in the Mean Square Error sense.
Theorem 1 The Homogeneous Chaos expansion in (6) with its expansion coefficients computed in (7) is the optimal polynomial model that minimizes the Mean Square Error (MSE)
where < ·, · > is the inner product defined as follows,
ρ( ξ ) is the probability density function (pdf) of ξ.
Theorem 1 can be proved by applying the Least Square Method. Actually, all second-order polynomial models can be written in the form of (6) . To determine the best one that minimizes the MSE in (8) , the coefficients of Hermite polynomials have to be calculated using Least Square Method, which leads to
Based on the fact that Hermite polynomial is the orthogonal polynomial for the Gaussian pdf ρ( ξ ), Eq. (10) can actually be reduced to
By applying the Sparse Grid quadrature, an optimal solution in (11) can be computed by (7) [5] . Therefore, it is clear that the property of optimal approximation for SCM as well as its exponential convergence rate depends on the orthogonalization of Hermite polynomial and the accuracy of Sparse Grid quadrature. However, when geometric variations are measured from real test chips, they are not necessarily Gaussian. Hermite polynomial is not the orthogonal polynomial in the non-Gaussian random space. Furthermore, the Sparse Grid quadrature based on Hermite polynomial [5] will be significantly inaccurate to calculate the integration in (11) . SCM can no longer produce the optimal solution that achieve the exponential convergence rate for capacitance extraction problem with the real geometric variations.
Unsatisfied with this limitation, in this paper, we propose a generalized stochastic collocation method (gSCM) for variation-aware capacitance extraction, which achieves exponential convergence rate when the arbitrary random probability of geometric variations is considered. Three important issues are addressed in the following that constitute the major parts of gSCM algorithm. 1) How to calculate the principal components ξ from the real test data of geometric variations that are generally independent; 2) how to define the generalized Polynomial Chaos (gPC) instead of Homogeneous Chaos as the orthogonal polynomial of the arbitrary random space; 3) and how to define the generalized Sparse Grid quadrature to calculate the inner product < ·, · > in (9) with arbitrary random probability.
Geometric Variation Modeling
In general, the geometric variations of interconnects include CD variation, metal layer thickness variation and ILD variation. These geometric variations are generally modeled as random fields in variation-aware capacitance extraction [4] , [5] , as well as Statistical Static Timing Analysis (SSTA) [7] , [13] . In order to characterize the random field, test data of geometric variations are measured from different locations on the test chips [14] , which can be denoted as
T that are located at p different positions of the same test chip.
These raw data cannot be directly used in capacitance extraction. Instead, principal components ξ are calculated from measured data by K-L expansion or PCA [4] , [5] , for the reasons that 1) the number of principal components ξ is generally much smaller than that of random variables in h, which improve the computation efficiency of the algorithm; and 2) the principal components ξ are independent for Gaussian random geometric variations, which are very important to define the orthogonal polynomials and the Sparse Grid quadrature and achieves exponential convergence rate in SCM.
The idea of K-L expansion is based on the truncated eigen decomposition of the correlation matrix < h h T > † to find the major variation source of random field h. It can be formulated as
where λ ∈ R d is the d largest eigenvalues of the correlation matrix < h h T >, and E ∈ R p×d is the corresponding eigenvectors (d p). And conversely,
It has been proved that K-L expansion in (12) is the best root mean square approximation of the random field h [15] . Furthermore, the new random variables ζ are proved to be uncorrelated, which are independent when only considering Gaussian random geometric variations. However, when the geometric variations are measured from real test data, which are generally non-Gaussian, additional factorization is needed to transform the random variables ζ to independent components ξ. To the best of authors' knowledge, ICA [12] is the best option that has been well studied for many years to find the "most independent" components ξ based on the linear assumption
and can be formulated as the following optimization problem [12] ,
There are several definitions of the objection function I( ξ; A) in ICA. The most popular one is the mutual information of random vector ξ, defined by the differential entropy H of random variables as in (15) [12] . FastICA [12] uses Newton method to solve the above optimization problem provided the samples of ζ, say ζ 1 , · · · , ζ M , which are calculated from the measured data h 1 , · · · , h M using (13). Generally, the Gaussian components in ξ are forbidden in ICA for the reason that it might compromise the convergence [12] . Nevertheless, this is not a problem in practice, since we can set up a maximum iteration number for ICA, which is already implemented in the new version of FastICA [12] . Due to the limitation of the space, the details of ICA method are not discussed in the paper.
One important observation is that the linear assumption in (14) is generally unsatisfied. As a result, the "independent" components obtained from ICA are not "exactly independent." In this case, ICA seems a little bit heuristic. A more proper definition for the objection function I( ξ; A) is needed to find the "independent" components that may not be exactly independent but still can guarantee the exponential convergence rate of gSCM.
Generally, the independence of random variables ξ can be formulated as that, for any function f and g, f (ξ i ) and g(ξ j ) are uncorrelated, i.e.
Noting that only a second order polynomial form of f (ξ i ) and g(ξ j ) is used in a quadratic model for capacitance extraction, we proposed to apply the following objection function F to find the most independent components ξ.
and p 1 (x) = x and p 2 (x) = x 2 . Since the solution of (17) minimizes the correlation between second order polynomials of ξ, we call this the Second Order Decomposition (SOD). When higher order polynomials are employed in gPC, the SOD can be simply extended to include higher order terms in (17) .
The accuracy of SCM largely depends on the orthogonality of gPC as defined in (21), which is actually based on the uncorrelatedness between gPC of ξ. On the other hand, for correlated gPC, large errors will also be introduced in the numerical quadrature, and consequently compromise the exponential convergence rate of SCM. Therefore, the above proposed post-decomposition method, minimizing the correlation between second order polynomials, is designed directly to pursue the uncorrelatedness of gPC for a quadratic gPC expansion. Compared with the ICA problem in (15) , SOD can find a more proper matrix A that the definition of multi-dimensional gPC in (21) is more close to delta function, and consequently, improve the accuracy of gSCM.
Generalized Stochastic Collocation Method
Based on the above geometric variation modeling, we can rewrite (3) using the independent components ξ as the random input as in (5), which is very similar to the original SCM [5] . Since the geometric variations within each grid cell on the test chip are assumed to be uniform [14] , we can calculate the geometric variations of panels {Δ r i } m i=1 from geometric variations h using linear interpolation,
Substituting (12) and (14) into (19),
can be represented as a linear combination of ξ,
Therefore, the variance-aware capacitance extraction problem can now be reformulated using the independent components ξ instead of Δ r 1 , · · · , Δ r m T as the random input in (5).
With the samples of "independent" components ξ, we are now able to construct the multi-dimensional gPC "on the fly" using the well-known three-term recurrent formula, build the corresponding generalized Sparse Grids, and extend SCM to gSCM for variation-aware capacitance extraction problem with the arbitrary random probability of real geometric variations.
Generalized Polynomial Chaos (gPC)
The gPC is a set of orthogonal polynomial bases of the random space [10] .
Here the subscript i 1 , · · · , i d denotes the maximum order of H
( ξ ) for each dimension, and the inner product < ·, · > in (9) should be redefined based on the test data in order to take the probability of geometric variations into consideration.
is the samples of ξ calculated from (12) and (14) using the samples of h.
Instead of using Askey scheme for some specific random probability, we employ the well known three-term recurrent formula to construct the orthogonal polynomial for each dimension [11] . 
where the inner product is calculated using the samples
, as denoted in (22). Based on the uncorrelatedness of gPC of ξ, we can construct the orthogonal polynomials for each dimension separately. The gPC can then be obtained by tensor product of these one-dimensional orthogonal polynomials, in which the orthogonality of gPC is guaranteed.
Note that the orthogonal polynomials used in (25) for each dimension are not necessarily the same. We can build different types of orthogonal polynomials according to the distribution of random variables ξ i . For arbitrary random probability, which may not fall into the Askey scheme, gPC can achieve the exponential convergence rate, while Wiener-Askey Polynomial Chaos (including Hermite polynomial) fail to. Therefore, we use gPC to discretize the unknown charges as in (6) 
Generalized Sparse Grids
Sparse Gird constructs the multi-dimensional collocation points based on the linear combination of tensor product [5] for computing the multi-dimensional integration in (9) or (22)
1 denotes the set of collocation points for the ith dimension, with the l i level of accuracy. The formula is actually so general that any selection of one-dimensional collocation points can be applied. [5] employs the Gauss-Hermite quadrature rule for Θ l i 1 , i = 1, · · · , d that achieves the highest polynomial exactness. This can be generalized by using the roots of orthogonal polynomials in (23) as the collocation points for each dimension.
whereξ j i ( j=1,··· ,l i ) denotes the jth collocation point for one dimensional l i -level Gaussian quadrature rule using the roots of H l i 1 (ξ i ) [16] . The generalized Sparse Grid based on (27) inherits the merit from the original Sparse Grid, i.e. the minimum number of collocation points and the highest polynomial exactness. It is readily proved that, the generalized Sparse Grid has the same number of collocation points as the one used in [5] , which is several orders less than that of the Monte Carlo method and the direct tensor product method [5] . Moreover, the generalized Sparse Grid based on Θ k d has 2k + 1 polynomial exactness as guaranteed by Theorem 2.
Theorem 2 One-dimensional Gaussian quadrature rule based on collocation points Θ l i
1 has the 2l i − 1 polynomial exactness for integration with probability density function ρ(ξ i ) [16] . Thereby, the d-dimensional k-level Sparse Grid Θ k d constructed by (26) can have the 2k + 1 polynomial exactness [17] .
The proposed variation-aware capacitance extraction method for arbitrary random probability is summarized as follows. Based on the samples of independent components ξ, the one dimensional orthogonal polynomial H k 1 (ξ i ) can be generated "on-the-fly" by three-term recurrent formula in (23) for each dimension. The gPC is a tensor product of H k 1 (ξ i ) as in (25), which is used to replace the Homogeneous Chaos in [5] . The generalized Sparse Grid is constructed using the roots of H k 1 (ξ i ) as in (26) and (27), which has the same number of collocation points and polynomial exactness as the original one in [5] , but is designed for arbitrary random probability. The unknown charges can be approximated by a gPC expansion as in (6) with the Hermite polynomials replacing by the gPC. In order to calculate the coefficients of the expansion, capacitances are calculated by solving the deterministic problems (5) at generalized Sparse Grids. Finally, the coefficients are computed using (7).
Recycling Technique
In collocation method, Eq. (5) has to be solved at N collocation points of Sparse Grids. The results of deterministic problems in (5) at the previous nearest collocation point can be used to further reduce the computation cost at the latter collocation points. We call this the "recycling technique." A Minimum Spanning Tree (MST) structure is proposed in [5] as a schematics of the similarity of Sparse Grids, and is used to "recycle" the solution of the parent node as the initial value of GMRES for (5) at the child node. It is observed that the pre-setup time of GMRES at each collocation point, including the computation time for the preconditioning matrix, actually takes the most part of the total computation time. As a consequence, it would be more helpful to extend the idea in [5] to include the "recycling" of the preconditioning matrix to further reduce the total number of the preconditioning matrix. Figure 2 is a simple example of MST structure for 8-point Sparse Grids. The idea of preconditioning matrix recycling is to share the preconditioning matrix at the ancestor node with some of its descendants. For example, in Fig. 2 , we calculate the preconditioning matrix every L levels. Say L = 2, that is to calculate the preconditioning matrices for ξ 0 at the 0th level, andξ 6 ,ξ 5 ,ξ 2 at the 2nd level. Then at nodeξ 1 andξ 7 , the preconditioning matrix of nodeξ 0 is used. Similarly,ξ 3 andξ 4 share the preconditioning matrix of nodeξ 5 . Furthermore, we can set a lower bound LB for the number of descendants. For those nodes with the number of descendants less than LB, we further reduce the computation cost by using the preconditioning matrix of their ancestors. For example, since nodeξ 6 andξ 2 in Fig. 2 have no descendants, preconditioning matrix of nodeξ 0 is used for these two nodes. Therefore, totally, only two precondi- tioning matrices atξ 0 andξ 5 are computed for these eight collocation points.
Numerical Results
In this section, a 3D 3-bit bus structure in Fig. 3 is used to validate the accuracy and efficiency of methods for variation-aware capacitance extraction. The conductors of 3-bit bus are of 20 μm long, with 0.3 μm line width and 0.53 μm metal height. Monte Carlo method with 10,000 samplings is used as the benchmark of the experiments. The accuracy and efficiency of gSCM is evaluated by the mean values and variances of capacitances C 11 , C 12 and C 22 of the 3-bit bus, where C 11 and C 22 are the self-capacitance of the first and second conductor respectively, and C 12 is the mutual-capacitance of these two conductors. For solving the deterministic problem in (5) at each collocation point, MIT pfft++ package [1] is applied as a fast solver.
Line-width variation and metal-thickness variation are considered in the numerical experiment, and are modeled by homogeneous isotropic random fields [14] . The asymmetric random probability based on the lithography simulation, as defined in (1), is used to model the variations of the line width caused by the lithography process. For simplicity, we further assume that the variation of the metal thickness caused by CMP process follows the similar random distribution but has the different mean value and variance. In a real application, the variation of the metal thickness should be measured from test chips.
Considering that the variance σ of geometric variations in Fig. 1 is about 10% of the nominal value, the 3σ range of geometric variations is chosen as 30% of the dimension of conductors in the test case. Specifically, the mean value m 0 , σ 1 and σ 2 of line width are set as 0.3 μm, 0.021 μm and 0.039 μm, respectively; while the mean value m 0 , σ 1 and σ 2 of metal height are set as 0.53 μm, 0.030 μm and 0.068 μm, respectively. The Gaussian correlation function [4] , [5] is used. Considering the 30 μm planarization length in CMP [18] , the correlation lengths are set as 15 μm and 25 μm, respectively, for the line-width variation and the metal-height variation.
In this simple example, since line-width variation and metal-thickness variation are caused by different processes, we further assume the random fields for modeling these geometric variations are independent, and apply K-L expansion to each of these random fields. By preserving the eigen components that have the eigenvalues no less than 1% of the largest eigenvalue in (12) , the random fields are reduced to 8 random variables. SOD in (17) is further applied to find the "independent" components from these random variables. The gSCM uses the gPC model w.r.t. these "independent" components to approximate the capacitances, and computes the coefficients of the gPC model by solving the deterministic problems at generalized Sparse Grids of these "independent" components. In the following, the accuracy and efficiency of SOD and gSCM are demonstrated.
Efficiency of Post-Decomposition
The efficiency of SOD is validated in Table 1 , where F is the object function in (17) , and J kl (ξ i , ξ j ) is defined in (18) . It is shown that SOD proposed in this paper efficiently reduces the correlation between second-order polynomials of random variables ξ. Benefited from this, gSCM using SOD has much better convergence rate compared with the ones using ICA or K-L expansion. The convergence rate of gSCM based on different decomposition approaches is illustrated in Fig. 4(a) , by examining the variance errors when using different polynomial orders of gPC expansion. It shows that the error of gSCM using SOD reduces much faster than those ones using ICA or K-L expansion when the polynomial order of gPC expansion increases. The proposed SOD can improve the accuracy of gSCM very efficiently.
Exponential Convergence Rate of gPC
Based on the results of SOD, the accuracy of the linear and Table 2 . The exponential convergence rate of gSCM is illustrated in Fig. 4(b) . Here "exponential convergence rate" means that the variance errors reduce exponentially when the polynomial order of gPC increases.
1) The abbreviation "Arb." denotes the Monte Carlo results considering the random probability of geometric variations, while the "Gau." stands for using Gaussian distribution with the same mean value and variance to approximate the geometric variations. Although in this case the resulting mean values in "Gau." are very close to those results in "Arb.," the variances still have large errors of about 10%. It suggests that the random probability of geometric variations should be considered for an accurate model of interconnects.
2) Stochastic spectral methods, including SCM and gSCM, have higher accuracy and better convergence rate compared with the perturbation method.
3) Compared with SCM, gSCM has the optimal (exponential) convergence rate. As shown in Fig. 4(b) , SCM based on either K-L expansion or SOD has the worst convergence rate. Taking advantage of gPC, the results of gSCM based on K-L expansion are more accurate than the results of SCM based on either K-L expansion or SOD. Among all, gSCM based on SOD has the best (exponential) convergence rate. The quadratic model of gSCM based on SOD has nearly the same accuracy in the approximation of variances compared with the cubic model of SCM based on either K-L expansion or SOD. They all have the error around 4%, as shown by the dash line in Fig. 4(b) . Figure 4 (b) clearly shows that in order to achieve the optimal (exponential) convergence rate, both SOD and gPC should be used in gSCM.
Efficiency of Recycling Technique
The efficiency of recycling technique is verified by comparing the computation time in Table 3 . It shows that the "recycling" of the initial value and the "recycling" of the preconditioning matrix can save about 5% and 50% computation time, respectively, compared with those ones without recycling technique. Overall, SCM and gSCM using recycling technique can achieve the same computation time compared with the perturbation method for the same model order.
In conclusion, with the same accuracy, linear model of SCM and gSCM saves nearly one order of the computation time than that of the quadratic model of perturbation method. Similarly, to achieve the same accuracy, quadratic model of gSCM spends less than one fifth of the time cost by the cubic model of SCM. With the same computation cost, gSCM has much higher accuracy compared with the existing methods. Therefore, the above numerical results have well demonstrated that gSCM has higher accuracy and faster convergence rate than SCM and perturbation method when geometric variations with arbitrary random probability are considered. Noting that the cubic model is only calculated to validate the exponential convergence rate of gSCM, the quadratic model of gSCM is accurate enough and is very efficient for variation-aware capacitance extraction of interconnects.
Conclusion
In this paper, a generalized stochastic collocation method (gSCM) is proposed for variation-aware capacitance extraction to handle the geometric variations with arbitrary random probability. It has been pointed out and is well demonstrated in this paper that 1) using the proposed Second Order Decomposition (SOD) to find the major variation sources ξ that are most "independent" can improve both the efficiency and accuracy of gSCM; 2) for real geometric variations with arbitrary random probability, the proposed gSCM can automatically construct the corresponding generalized Polynomial Chaos (gPC) and generalized Sparse Grids that achieve the exponential convergence rate of stochastic spectral methods; 3) furthermore, the proposed recycling technique for the "recycling" of both initial values and preconditioning matrices can efficiently reduce the computation cost at each collocation point. It is well demonstrated that, compared with the existing methods, gSCM has the exponential convergence rate, and is more promising to tackle the real geometric variations with arbitrary random probability.
In some applications with large number of random variables, Sparse Grids could still be in the order of hundreds. In the future, we will further study more efficient dimension reduction techniques to reduce the number of random variables, and also the parallel computing techniques for gSCM with recycling scheme to improve the computational efficiency.
