In the study of algorithms for the iterative solution of an arbitrary analytic equation f(z) =0, acceleration procedures are of importance in practice and of considerable interest in the theory of the subject. Let z = F(z ,)=G(z -f(z ,),f'<z ),...,f (s) (z )) n n-1 n-1 . n-1 n-1 n-1 s > 1, n = 1,2,. . .
be an iteration formula which has a zero £ of f{z) as attractive fixed point. An algorithm of this type is said to converge towards a root £ of f(z) = 0 for all initial approximations z = z in a vicinity of £, of order k> 0, when
This type of algorithm includes, of course, the classical Newton-Raphson method (k = 2) and its numerous modifications (see e. g. [4] ). The two best known modifications of third order convergence are Frame' s method [2] and an algorithm probably due to E. Schroder [3] , but lately erroneously ascribed to Tchebycheff by some authors. These two algorithms are respectively given by equations (5) and (6) below. There exist several other workable algorithms of second or third order convergence, some of which are of more importance for certain types of functions f(z) than others. The author suggested several such new algorithms in [l] . Algorithms of convergence order higher than three are of little practical importance in comparison with those of second and third order
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convergence. Two acceleration methods that can be used in combination with any of these algorithms are given by the following two theorems. THEOREM 1. Given an algorithm of order k> 2 which yields, after n applications,
Then the approximation to % will be improved if z is n replaced by
where sgn a =-j-; a (ii) in case of the algorithm:
Proof. Clearly
This issue is entirely avoided in the use of the following acceleration method, and is therefore perhaps better suited for practical application. THEOREM 2. Given an algorithm of order k> 1 which yields after n applications
I» -61
-=A+0(|z ,- §|), A # 0, n-co .
Then the approximation to £ will be improved if z is replaced by Obviously Z is a better approximation to £ than z for all n n k> 1. Indeed for k = 2, the use of (7) gives an order improvement of 25 per cent and for k = 3, an order improvement of 11. 1 per cent. We observe that, theoretically, Z* will n give a better approximation to £ than Z , since 2 2 n k +k>k +1 for k>l,
