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Various quasi-Newton methods periodically add a symmetric"correction"
matrix of rank at most 2 to a matrixapproximatingsome quantity A of
interest(such as the Hessian of an objective function). In thispaper we
examine several ways to express a symmetricrank 2 matrix as the sum of
rank 1 matrices. We showthatit is easy to compute rank1matrices
and such that +2and I+ 2IIisminimized, where
H1 Iisany inner product norm. Such a representation recommends itself
for use in thosecomputer programsthat maintain A explicitly, since it
should reduce cancellation errors and/or iiiprove efficiency over other
representations. In the common case where is indefinite, a choice of
the form appears best. This case occurs for rank 2 quasi-
Newton updates L exactly when Lmaybe obtained by syrmnetrizing some
rank 1 update; such popular updates as the IJFP, BFGS, PSB, and Davidon's
new optimally conditioned update fall into this category.
.Contents
1. Introduction . 1
2. Background. 2
3. Eigenvalues of Opposite Sign..
. TheSernidefinite Case 9
5. AsyniiietricRepresentations 10




Various quasi-Newton methodsn.intain anapproximation A IRto
some nxn matrix of interest.Inthe case of unconstrained minimization,
for example, A might approxnate the Hessian of the objective function or
itsinverse (see [Dennis aMore,l97]). Such quasi-Newtonmethods
periodicallydetermine a new approxima.tion A A +tx,whichis required
to satisfy a "quasi-Newton equation" of the form Aw =b(i.e. Ew z b -Aw)
for certain w, b Rr determined by the method. Frequently A, A, and
hence i are required to be symmetric and is chosen to have rank at most 2.
In this case A and are also often required to be positive definite. It
may be desirable to maintain such matrices A in the factored form ALLT
and to explicitly update only the factor L: this assures that A has no
negative eigenvalues. Brodlie, Gourlay, aGreenstadt[1973] have shown
undertheseconditions that may be expressed as =i+T)A(I+T)
(for certain n-vectors p, q c ff) if andonlyif 1 - Amay be expressed
in the form - whichispossible for such popularquasi-Newton
updates as the BFGS andDFP;Davidon [1975] recommends that such a factored
representation be used with his optimally conditioned update. (See Davidon's
[1975] paper for another view of such factored representations.)
Despite the above, it maysometimesbe desirable to maintain A explicitly.
Moreover, there exist situations inwhichthe approximation A must beallowed
to be indefinite; this happens, for instance, in certain algorithms for solving
the nonlinear least squares problem, in which a quasi-Newton approximation
ismade to only one paxl of the Hessian [Dennis, 1975]. Thus it is natural
to ask how symmetric matrices of rank2 may be represented as—2—
sumsofrank1matrices(outerproducts)and tocomparesuchrepresentations
with aneyetoward efficiency andaccuracyin computer .mplementations.
If hasrank1and satisfies w z0, then it is easily seen that
T T
w z 0and .Whilethe syrrunetric rank 1 update (SRi) can also
be written in any of the forms considered below for rank 2 updates, the
T
sinple representation A would appear to be the most efficient (and wz
accurate).(Of course, any of the standard, normally rank 2 updatesmay
degenerate to the SRIundercertainconditions;inalgorithmsusing such
updates,detecting degeneracy may be difficult and it may well be most
efficient to always use the rank 2 form of the update.) We therefore
consider below various ways to represent a symmetric, rank 2 matrix A
as the sum of two or three matrices of rank 1.
Thispaperis organized as follows.The next section presents some
backgroundmaterial.Section three considers the common case where A
has eigenvalues of opposite sign (i.e. isindefinite). Section four briefly
considersthe semidefinite case (where A has two eigenvalues of the same




withA1,4, A2, and 4 all distinct. Finally, section six discusses
applications to some quasi-Newton updates and sectionseven presents ourconclusions.
2.Background
We shall have occasion below to refer to both the standard inner product
yTx andapossibly nonstandard one
(1)
defined for x,y1Rbya positive definite (hence synunetric) nxn matrix
nxn M e .Weshall also refer both to the corresponding inner product vector
norm Idefinedby—3—
(2) lxii lI<x,x>
aridtothe matrixnormwhichthis induces. Reasonable choices forMmay
include I (the nxnidentitymatrix)andA1, ifis usedinthe
updateA =A+ with A positive definite; we shall say more about the
choice of M in section 7.
We shall find it useful to classify rank 2 matrices b by the signs
of their nonzero eigenvalues. Hence we state:







whereuand v are linearly independent, if andonlyif Lxhas
[(a) one positive andonenegative
(b)two positive eigenvalue(s).
(c) two negative
Hence may be expressed in exactly one of the forms (1+).Itis possible
tochoose u and vin ()sothat <u,v>0.
Proof(Cf Leimia 1 of [Brodlie, Courlay, F, Greenstadt, 1973]): It is easily
seenthatmay be expressed in the form ('i)ifandonly ifis
respectively (a) indefinite, (b) positive seinidefinite, or (c) negative
semidefinite.It remainstoshow -that<u,v>0 is possible. If L is any




LT such thatLLT (b)
T+
T T (c) —(xx +yy)
then () holds for u L1x andvLy.U
Incomparing expressions for I,weshall employ the following easily
provedlemma.
(5) LenirnaWith tasabove, ifuand vspanthe coluiim space of /,
thenthere exist unique scalers ii,',cERsuch that
T T T T !iiuu+V\T\T+(uv+vu).U
S
3.Eigenvalues of Opposite Sign
Aswe shall see presently, manyquasi-Newton updates generate a Iwith
one positive and one negative elgenvalue. Hence we shallfirst examine the
casewhere
T T (6)uu—vv
forsome linearly independent u, v cER". There are manywaysto express
inthe form(6),as the next lemmashows:
(7) Lemma If (6) holds, then
--T --T
(8) Luu —w
if and only if there exist S ER and 1 such that—5—
(9a) =(sec0) u +(tan 0)v and
(9b) =(tane)u+(sece)v.
Proof:()If(6) and(8)hold, thenu and vmust be linearcornbina-
tions of u andv,say u au +vandV + (5v.Since
uu —vv (au +v)(au+v)—(yu+cSv)(yu+t5v)
2 2T 2 2T T T (a —y)uu —((5—)vv+(ct—yS)(uv +vu
lemma (5)implies
(lOa,b,c)
2 +2 (52 +and c (5y.
From (lOa,b) we have y avcand forthea1,o2
=1
of appropriate sign. From(lOc)we obtain a13
a1a2/)2 +a2—2-11,so
a +1andhence there exists 0 cR such thata =sec0 and tan 0.
Inserrting these into the above expressions for y and (5andusing (lOc), we
obtainya tan 0 and(5 =asec 0, where a =1, whence (9) follows.
((z)Conversely,if (6) and(9)hold, then it is easily verified that(8)also
holds. U
Itseems to be fairly well)iownthata matrixof the form +
has one positive and one negative eigenvalue. We can, however, say more than
this:
(11) Lemma. If =E RnXhas rank 2,then has one negative and
onepositive eigenvalue if andonly if
T T
(12)xy +yx
for some linearly independent x, y EFF'.Moreover,if (12) holds, then x
andyare essentially unique: if + thenthere exists TcIR,
T O such thateither—6—
(xTX arid yy/t)orCxryaridy x/T).
Proof If Lhaseigenvalues of opposite sign, then by Lemma (3) there




Conversely,if(12) holds, then U
/2!lxiI I
ixiIy iiyix T T =
/2!lxiiIlI -
aresuch that uu -vv(and <u,v> 0),
whence has eigenvalues of opposite signs. Finally, if
T+TT +--Tthen and must be linear combinations
of x and y, say x ax+ 6yand y TX+ 5y.From Lma (5)weobtain
ay = 0and a +y 1,whence the essential uniqueness (13) follows. U
Generalizing Powell's [1970c] derivation of the "Powell-syimietric-Broyden" (PSB)
update, Dennis [1972] showed that a large family of symmetric rank 2 quasi-
Newton updates could be obtainedby symiietrizing nonsymmetric rank1 updates.
Thus, given nonzero w, z cR, we may obtain a symmetricrank2
which satisfies the quasi-Newton equation.
(15)Lwz
by starting with the rank 1 update 1 =zdTdetermined by some specified






Dennis [1972]hasshown that lin Ljt,where
i+co .—7—
(16) zd +dzT-(zTw)ddT.
Suchwell }c-iown updates as the DFPand BPShavetheform(16) for the properly
chosend. The next lemmaisof interest because it characterizes those rank2
updates which maybeexpressed in the form (16), a form convenient for
certainproof techniques(see, e.g., [Broyden, Dennis, g More, 1973]):
(17) Leimmi: If i = £ hasrank 2and (15) holds, then may
beexpressed in the form (16) withz and dlinearly independent
if andonlyif t haseigenvaluesof opposite sign.
Proof:If(16) holds, then (12) holds with x =dand y =z-
whence has eigenvalues of opposite sign by Lemma (11). Conversely, if
i has eigenvalues of opposite sign, then by Lemma (11) there exist x, y c
such that (12) holds. From (15) we have
(18) 0z=w=(yw)x +(xw)y
and we may assume without loss of generality that xTw0. Setting
x . T
d—--,wef1nddw=land(us1ng(18))




Fromthe above proof, we see that there are usuafly exactly two choices
T T for d in (16), there being but one in the exceptional case where =zd+dz
(ie. where x w =0or y w 0 with x, y as in (12)).—8—
Wehave seen that there are various ways to express a syninetric
indefinitematrix ofrank 2 as the sum of two or three rank 1 matrices.
For explicit floating pointcomputationsinvolving ,itwould appear more
efficient andprobablymore accurate (as there is less chance for roundoff
tooccur) to use one of the forms (6)or (12) expressing +
asthe sum oftworank 1 matrices and2 Form (6) offers a one
dimensional family of possibilities, while (12) offers essentially just
one. To compare all these possibilities, it seems reasonable to examine
I lI +I2I
,sinceminimizing this sum should hopefully tend to minimize
cancellation error in some sense. (We shall have more to say about the choice
of inner product norm (2) below.) Note that the vector and induced matrix
T
norms
•arerelatedby xy x y
.UsingLerma (7)and the
connection (l'i.) between (6) and (12), it is easy to prove:
-- T T
(19)Lenma: If tuu—vv =uu -vv xy +yx,where u and
vare linearly independent with <u , 0, then
--T --T T T T T
lluu II +11wI! lluu +lwII IIw II +I!II
=llu!12+11v112.
Thus,no matter what innerproductnorm isused tomeasure the
representations(6) and (12) as described above, form (12) rates exactly as
well as the best representation of form (6). (Note that the best representation
of form (6) depends heavily on the inner product <•,•>;indeed,given any u ,v
such that (6) holds, it is possible to find many inner products with respect to
which u and v are optimal in the above sense.)
.—9—
L. TheSemidefirii-te Case
T nxn Wenext briefly consider the case where the rank2 matrix AA c
has -twoeigenvaluesof the same sign.Sincethe other case is similar, we assume
both nonzero eigenvalues are positive. Just as in thecaseof mixed signs,
there are manywaysto express A =
A]
+
A2as the sumoftwo symmetric rank 1
matrices. This time, however, JA
J+ AJdependsonly on the inner
product norm and not on the particular choice of arid A2:
(20) Leimia: If u, v are linearlyindependent,then
TT ----.T
(21) A=uu +ycjuu+ijr
ifand only if there exist 0 c F. and a 1 such that
(22a) (cos 0)u —(sin0)v and
(22b) a (sin 0)u +(cos0)v.
Moreover,if L is any realmatrix such thatLTL=M(with M in (1)), then
(23) JI uu +
I I I + I I trace(LALT).
Proof:The equivalenceof (21)and (22) follows franreasoning similar to
thatinthe proof of Lenina (7). From (22) we obtain
(2k) lIuuTIl +livvTIl= + ITII 11u112 +Hv112.
Letxandybeeigenvectorsof LALT (such tiat xTy0), scaled so that







Heretoforewe have considered expressing symmetric rank 2 matrices
A as the sum + A2of ran)<:1 matrices whicheither aresynuiietricor
elsesatisfy 4
.Theseexpressions require only two vectors to express
both and A2 in outer product form. There also exist choices for A1
and A2 which neither are syliulietric nor satisfy 4= A.Indeed, we may
state:
n
(L5) Lemma: If u, v c ffRare linearly independent and c 1, then
T T T T
(26) A uu + w pq + rs
if and only if there exist 0, r £ff. such that either
T T T T
(27a) pq =pqarid rs rs or
T T T T
(27b) pq =rsand rs =pq, where
(27c) ([cos OJu —G[sin0]v)([cos 0 —Tsin OJu —[sin0 + t cos
and
(27d) ([sin 0 + T cos 0]u + cicos 0 -Tsine]v)([sin0]u+[cos O]v)T.
Moreover, if <u,v>0 and (27) holds, then
(28) + lirsTil ujj +Ivl2,
with equality in (28) if and only if T 0.
Proof: The proof of (26)(27) is similar to that of Lerrnia (7). To
show (28), consider (o,t)E J Pq''J + J J rs"i J, where p, q, r, s are given
2
by (27). It is straightforward to verify that -(0,0)0 and Ce,)> 0-11-
for all c ff, whence c (0, r) (0,0), with equality only for T = 0.
But '(e,0) I ui 12 +lvi
2for all 0 .
IfT 0and a = 1 in (27), then and rsT are both symmetric
and (27) reduces to the expression described in Lenina (20). On the other hand,
if t 0but a = -1, then (26) becomes
(29) ([cos 0]u +[sin0]v)([cos 0]u —[sinO]v)T +
+ ([sin0]u —[cosO]v)([sin 0]u +[cos0]v)
which involves four pairwise independent vectors unless 0 is an integral
multiple of rr/L. For 0 an integralmultipleof irI2, (29) reduces to (6),
andfor0 an odd multiple of ff/L,(29)reduces to (12). Other choices of
0 apparently boast no practical advantages.
6.Application to Quasi-Newton Updates
As previously remarked, it may improve efficiency and reduce some cancel-
lation errors to express rank2quasi-Newton updates AA+t asthe si.nn
= +2of tworank 1matrices. Thisisreadily done for soma of the popular
updates.For example, the direct DFPand inverseBFGS formulae satisfy the




- T T b where z b -Aw;in this case A = A +xy+yxfor x =Tand
bw
T T
y z -(-)_-- =(1 -. )b-Aw.The direct PSB update,
bw 2bw
T T TT — 1w +wz (zw)ww . . . A=A + - ,isreadily expressed in a similar form.
ww (w'wY—12—
And the inverse DFP and direct BFGS updates, A A +-(Aw)(Aw)T,•
bw wAw
are already expressed as the sum oftworank 1 matrices, though they may also




\W ,q ; the latter form permits the calculation of at leastthe
2b w
diagonal elements of AA -Awith a smaller boundonthe absolute error.
For moreinformation on the various updates, see [Dennis aMor,l97] and
the references cited therein.
Davidon's [1975] optilly conditioned (OC) update is not so easy to
express as the sum of two rank 1 matrices. In this case
(30a) AbbT-(Aw)(Aw)T+-Awb-
5 a 5 a








If S --, thenDavidon' s DC update reduces to the symmetricrank 1
(SR1) update discussed in the introduction. The other case is more complex,
but we may approach it in the following general way.
Suppose s, t and
(31) A aT +TT+(stT+tT
with a, 't,E RandT0. Then
.-13-
(32) (OT)T +s+ t)( s + t)T.







Inthe case of (30) we find that(31)holds with
(3a,b) sAw, t b,
(3c) == ____
(34d) T (1 + 1 a
Since (30) is only usedwhen > 0 andsincethe
positive definiteness of A insureso >0, y > 0, and> 2 we
have 't >and
(3e) 2 —_ 1 2cty —(a+y)
act-y— )
whence2 > cit if and onlyif test (30b) does not select the SRiupdate.
(Note that (32) andLemma (3)imply the possibly surprisingfactthat the
given by (31) with T 0ands, tlinearly independent has one negative
andonepositive eigenvalue if aridonly 2 > at.) Using (314)and (33),
T T itisthus easy to compute vidon s OC update (30) in the form xy + yx_lL1_
Some quasi-Newton methods, such as Powell's [l970a,b] MINFA and
Dennis F Mel's [1975] MINOP (which, like Davidon's OCOPTR,usesthe OC
update) requirethat bothA andA1be maintained. If the (direct)
—l
DFPisusedto update A ,thenthe corresponding update for A
hastheform of the (direct) BFGS, andviceversa. If the OC update is
usedfor A, then the corresponding update for A is also optimally








Thus we may interchange a and y in (3'4c ,d), detennine x and y by
_•-i-1 T T (33) with s A and t =w,and cute AA + +
In the case of a general Liasin (31), if A and A =A+Liare
nonsingular,then
A A -6[G-(2_r)(tTA_lt)] (A_ls)(As)T -
- 61[-(2a)(5TA_ls)] (Alt)(Alt)T -




Thismay beexpressedasA1 plus two rank1matricesbya device like (32).
.—15—
7. Conclusion
In the common case where A and are positive definite, it may seem
desirable to choose M A1 in (1) and express the update A=A+ A+ +
ina form (with and 2 of rank 1) which minimizes
J + with
respect to the inner product norm (2). Such a norm seems quite in keeping with
Davidon's 11959, 1975] notion of a "variable metric" determined by the current
approxima±ion A. It should select L.pqT (j1,2)which make smaller
changesto A in eigendirections correspondingto small eigenvalues in the
sense thatI (r'p )(5Tq•)is reduced for unit eigenvectorsr ,sof A
correspondingto small eigenvalues. Lemmas (19) and (25) establish the
remarkable fact that when is indefinite (as is the case for what appear
to be the nst frequently used updates), a choice of the formlT and
minimizes llJ I + IA21 nomatter what inner product (1) defines
the norm (2). We have seen that such representations can be readily programmed.
In the opposite case where iissemidefinite, (32) shows how Li may be
conveniently represented in the form uuT + Lemmas(20) and (25)
show that any such choice of u and v minimizes
Li1! I+
I2' (Foot-
note: if a = 0in (31) with s,t linearly independent, then Li is
indefinite; thus if Li has two eigenvalues of the same sign, then at least
one of a,m must be nonzero, and by possibly interchanging s and t we may
arrange that T0 and thus that (32) makes sense.)—16-
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