In this work we present a method to classify a set of rock textures based on a Spectral Analysis and the extraction of the texture Features of the resulted images. Up to 520 features were tested using 4 different filters and all 31 different combinations were verified. The classification process relies on a Naive Bayes classifier. We performed two kinds of optimizations: statistical optimization with Principal Component Analysis (PCA) and a genetic optimization, for 10,000 randomly defined samples, achieving a final maximum * Corresponding author: classification success of 91% against the original ∼ 70% success ratio. After the optimization 9 types of features emerged as most relevant.
Introduction
Texture feature extraction and texture classification is an important task to characterize and, in some contexts, to estimate physical parameters related to the properties of the imaged system. This information can be essential in many quantitatively analysis and are considered very important tools in several areas of science and engineering (e.g., [1, 2, 3, 4, 5, 6, 7] ).
In particular, classification of Rock textures is a challenging task with interest to lithology classification (e.g., [8, 9] ) and also to oil and gas industries. When it comes to estimate the productivity of a certain borehole -i.e., determining whether a certain formation may contain natural resources of interest, such as oil-several techniques are used to undercover the variables that may be related to the production potential. For instance, the analysis of acoustic and resistivity borehole well-log data is a well-established technique that allow geologists to find out, for example, the structure and morphology of the well or even to estimate petrophysical parameters such as porosity or permeability of the formation [10, 11, 12] .
Certain types of rocks may have a greater production potential than others. Therefore, finding the rock classes that form the well-walls is a vital step in this process. Usually, rock-plugs are extracted from the soil in small sam-ples, one every certain distance 1 , and sent to specialized laboratories. After that, several tests will be run on these samples to determine the rock classes and standard petrophysical parameters.
The techniques used to determine these parameters are usually destructive (e.g., EDS Scanning procedures used to find the chemical components present on the samples) or very time and effort consuming (e.g., microtomography techniques used to calculate porosity). Nevertheless, Acoustic and/or Resistivity Borehole Images can be used to classify the rocks present on the well [9] , making this process more simple, automated and significantly less time-consuming.
In this work we address the problem of rock texture classification by using This paper is organized as follows: In section 2 the process of textural features extraction is introduced. Section 3 briefly reviews the Naive Bayes classifier and how it can be used to classify textural features. In Section 4
the Spectral Analysis is presented along with the proposed filters. In Section 5 the main concept of Genetic Algorithms and its utility to optimize any set of textural features considered in classification is explained. The workflow used to classify the data is presented in Section 6, while the datasets used in this paper are shown in Section 7. Section 8 presents the classification results for all considered cases (with and without optimizations). Lastly, in Section 9 the conclusions achieved in this work are exposed.
Rock Textural Classification Methodology

Textural Features
On their original paper, Haralick et al. Malik et al. [9] used some Haralick-based features to find patterns in resistivity borehole images to classify the rocks in the wall of the drilled borehole. Some of these features have shown to be useful in borehole image classification and were also considered in this work (see [17] ): Maximum Probability, Cluster Shade and Cluster Prominence.
Apart from these features, three extra textural features were considered for test in this paper: Tsallis Entropy [18, 19] ), Fractal dimension (e.g., [20, 21] ) and a Modified version of the Lyapunov Exponent(MLE) calculation (e.g., [22, 23] ) 4 .
Thus, considering all parameters shown in this section, a total of 104 parameters will be obtained for each image 5 . These parameters, after extracted from the original images, will be used as input data for the classifier.
Naive Bayes Classifier
Naive Bayes classifiers belong to a group of simple probabilistic classifiers based on the Bayes' Theorem. These classifiers assume that all variables are independent. Even though for cases where properties are dependent, several 3 The 14 th feature, Maximal Correlation Coefficient, was not used in this work, due to its computational cost. 4 The version used in this work is actually the Root Mean Squared of Lyapunov Exponents for two dimensions. authors have shown that Naive Bayes stills reliable [24, 25] .
According to the Bayes' Theorem, the probability of a certain set X = (x 1 , x 2 , . . . , x n ) to belong to a certain class C k is proportional to the product of individual probabilities for each feature to belong to that certain class.
The decision rule, most times, is to simply assign the data X to the class that obtained the greatest probability or, i.e., the class which had the highest value for the product of individual features probabilities. This decision rule is shown in (1) . the classifier used in this work is a Gaussian Naive Bayes.
Spectral Analysis
In an attempt to improve the classification success 4 different filters, which we would expect to change the image spectrum to turn some classes more distinguishable in our Spectral Analysis (henceforth SA), have been tested in this paper: a Low-pass Gaussian filter, an edge detector Canny filter 6 , a 9-by-9 neighbor-box entropy filter and a 3-by-3 neighbor-box variance filter. Fig. 1 shows an example of application in a sample of Buff Berea Sandstone.
Principal Component Analysis and Genetic Optimization
In order to accomplish an robust, reliable and classification, one should be able to define the most useful and/or statistically significant inputs to the algorithm. In many cases there would be a large number of configurations and
6 A more precise definition and explanation about the Canny filter can be read in John
Canny s original article [26] ) and also in a later review [27] . input combinations, e.g., for a set of 100 features, there exist a total of 2 100 − 1 input combinations. In most applications testing all these combinations would be impossible due to computational costs. To define a sample which is statistically significant, we used a Principal Component Analysis (PCA, see e.g., [28, 29] ). Although this technique reduces the problem dimensionality it does not guarantee the optimal input combination performance.
Different techniques have been proposed during the years in order to optimize the number of textural features performance used in the classification process [30, 31] . In this scenario, Genetic Algorithms (GA) (see, e.g., [32] )
are very useful tools that help the user to find local maxima or minima faster than classical optimization algorithms.
These algorithms belong to the search heuristic methods family. Its method mimics the genetics evolutionary theory, by evaluating the success of every individual, discarding the ones which had less success, mixing randomly the most successful ones to create new generations of individuals and introducing random mutations, until maximum success is achieved.
In order to find an optimal input features and configuration in the proposed Rock Texture Classifier algorithm we used an Genetic algorithm after the dimensionality reduction perfomed by PCA.
Texture Classification Algorithm
The algorithm used in this work for the classification process is illustrated on Fig. 2 . As the images used here have reduced size (200x200 pixels), the offsets for the GLCM calculation will have a value of one pixel. On the other side, the selected number of graylevels has been 64. Due to notation and simplicity the only direction angles considered in this paper are 0
• , 90
• and 135
• .
All tests shown in this paper used 60% of the sample set to train the classifier and the rest of the samples to test it. In order to get robust results the images were analyzed in 10,000 different random permutations at each analyzed case, in an attempt to remove any possible relation between a choice of a particular samples and the classification success.
All sample images are imported, along with their correspondent class.
Then, all original images are filtered with Gaussian, Canny, Entropy and Variance filters, independently. A total of 104 7 features can be extracted for any given image (see 2.1).
7 A total of 520 features for all 4 filters plus original image Once all textures have been extracted it is defined which filters will be considered. As there are 5 different group of images (original, gaussianfiltered, canny-filtered, entropy-filtered and variance-filtered) there are 31 valid filter/image combinations.
For each one of these combinations a total of three different tests are done:
First, the raw data of that combination is tested, secondly this same data is tested after the PCA and lastly the features are genetically optimized, with an PCA embedded in the GA cost function.
The classification process, for all these three steps, is the same. First of all the data is rearranged randomly, so any relation between success and sorting is removed. After this permutation, the data is subdivided into two groups: 60% of it to train the classifier and 40% to test it. Once the classifier has been trained, the features extracted from the testing subset can be introduced into the classifier itself, obtaining a prediction of classes for each set of features. The calculation of the classification success can be achieved by simply comparing these predicted classes with the original ones from the imported set of images. This process is repeated 10,000 times, so the final success considered will be the average value after all these iterations.
In the third step the original selected combination is used as input for the GA. Then, the algorithm tries different combinations of features and evaluates its success after 10,000 iterations. If the local minimum (of error)
is not achieved the algorithm will discard the weakest combinations (the ones that produced the worst results) and mix and mutate the remaining combinations. This process will be repeated until the algorithm converges 8 , finding the best combination of features that maximizes the success.
About the KTH-TIPS Dataset
The first dataset of images used as samples for training and testing our classifier is called KTH-TIPS and was firstly used by Hayman et al. [33] and shortly after that became available for public use. Since then this library of images has been widely used, as examples of textures for image processing, 8 Notice that the Genetic Algorithm used in this work is the built-in function included in the MATLAB's Optimization Toolbox. Further information about this algorithm and the convergence criteria can be obtained from Mathworks.
analyzing, filtering and classification (e.g., [34, 35] ).
This dataset provides a total of 810 images, divided in 10 different classes.
A more extensive description of this database can be found in [36] . The materials, and therefore the classes, found in this dataset are: This dataset provides a total of 2,520 images, divided in 9 different classes with 280 pictures for each class. A sample of these textures can be seen in Fig. 3 . The materials, and therefore the classes, found in this dataset are: 
Classification Results
The classification results for a training set of 60% and a testing set of 40%, for the KCIMR -CENPES Rock Dataset images for all filters combinations (31 cases) is shown in As it can be seen in these two tables, the average classification success when no filters nor optimization processes were used was (70.20 ± 1.31)% for the KCIMR database and (71.96 ± 2.26)% for the KTH-TIPS database.
The classification rate values (count of times that a certain real class was classified as another class, in average) is shown in 
Impact of Spectral Analysis on Classification
We evaluate the correlation between the filters and the classification suc- should not be used in further tests using any of the two datasets analyzed in this paper. The Gaussian filter present to be particularly valuable for KCIMR Dataset.
The maximum success configuration (Case 23) due to other 3 filters was 10.58% for the KCIMR database and 8.73% for the KTH-TIPS database. A comparison between the classification results before and after the filtering process, for both datasets, is shown in Table 1 . Table 2 . Table 3 . Also, two of the three extra features proposed in this paper (see 2.1).
the Fractal Dimension and the MLE values for each image were optimal and 14 These features belong to the original Haralick Features set, see [13] . 15 These features belong to the features proposed by M. Linek et al., see [9] . 
Best results comparison
The best three results obtained for each one of the datasets after the optimization and filtering processes are shown -along with the original images case-in Table 4 and Table 5 .
As it can be seen in Table 4 , all three best results have very similar values. Roughly, the classification success was increased up to 20% with the optimization and filtering process. Even though case 23 achieved the best result, cases 19 and 21 require fewer features to be extracted and analyzed from every single image. This statement is also true for the KTH-TIPS Database, as it can be seen in Table 5 . In this case, the classification success also increased up to 21%, approximately although the case 7 emerges as third option instead of case 21 in the rock texture sample.
For any case, the choice of the best case will depend on the requirements of each single application.
According to A.9 the most common misclassifications in KCIMR -CEN-PES occur mainly between classes SD and EYC, and then between classes OLI and GNT or GBS and IBS. For KTH-TIPS Database, Table A .7 suggests that the most common misclassifications occur mainly between classes LI and CT, and then between classes CY and CT or OP and SY. 
Conclusions
In this work we have proposed a workflow to increase the classification success ratio in naive bayes classifiers by using image filters, principal component analysis and genetic optimization algorithms and exhaustively tested up to 520 features for rock texture classification applications.
We apply this approach in two different sets of samples: a well known and widely used texture database (KTH-TIPS) and a rock texture databasedescribed in this work which its major part was produced to test the proposed 3. The Genetic Optimization used in this work also allowed us to increase our classifier success ratio some points up. The combination of three types of optimization improved this success up to 19% (for the KCIMR -CENPES Rock Database). This optimization allowed the classifier to reach a classification success ratio above 91%, for both datasets.
4. The number of features after the genetic optimization process was reduced, in average, to half the original number of features.
5. For some cases, some of the 10,000 permutations presented a very high classification success ratio. For instance, when analyzing the KTH-TIPS dataset, two cases showed an absolute maximum classification success ratio value over 97%; while for the KCIMR dataset two permutations had this value over 93.5%. to the best of our knowledge, has never been proposed as a texture feature: the MLE.
As shown in this paper this workflow allows the user to improve significantly the classification success ratio for any textural data. In both datasets studied here this ratio was increased from 70% to over 91%.
On the other hand, the implementation of the rock classification workflow with more sophisticated approaches, like Neural Networks, random forests for example has not been fully tested in our rock dataset. This is currently under investigation.
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