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Abstract
This paper is devoted to a simple and new proof on the optimal finite control time for general linear coupled hyperbolic system
by using boundary feedback on one side. The feedback control law is designed by first using a Volterra transformation of the
second kind and then using an invertible Fredholm transformation. Both existence and invertibility of the transformations are
easily obtained.
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1 Introduction
In this paper, we investigate the stabilization of the fol-
lowing n× n linear coupled hyperbolic system:
ut(t, x) + Λ(x)ux(t, x) = Σ(x)u(t, x),
u−(t, 1) = F (u(t)) , u+(t, 0) = Qu−(t, 0),
t ∈ (0,+∞), x ∈ (0, 1),
(1)
where u = (utr−, u
tr
+)
tr is the state and F is the feed-
back. We assume that the matrix Λ ∈ C1([0, 1])n×n is
diagonal: Λ = diag(λ1, · · · , λn) and such that λi(x) 6= 0
and λi(x) 6= λj(x) for every x ∈ [0, 1], for every i ∈
{1, . . . , n} and for every j ∈ {1, . . . , n} \ {i}. Therefore,
without loss of generality, we assume that
Λ =
(
Λ− 0
0 Λ+
)
,
⋆
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where
Λ− = diag(λ1, · · · , λm), Λ+ = diag(λm+1, · · · , λn),
are diagonal submatrices and
λ1(x) < · · · < λm(x) < 0 < λm+1(x) < · · · < λn(x),
for all x ∈ [0, 1]. Note that we assume that n ≥ 2 and
m ∈ {1, . . . , n−1}. Finally, the matrix Σ ∈ C0([0, 1])n×n
couples the equations of the system inside the domain
and the constant matrix Q ∈ R(n−m)×m couples the
equations of the system on the boundary.
Note that the Riesz representation theorem shows that
every bounded linear feedback F ∈ L(L2(0, 1)n,Rm) has
necessarily the form
Fu =
 n∑
j=1
∫ 1
0
fij(x)uj(x) dx

1≤i≤m
,
u = (u1, . . . , un)
tr ∈ L2(0, L)n, (2)
for some fij ∈ L
2(0, 1), i ∈ {1, . . . ,m}, j ∈ {1, . . . , n}.
We can prove that, with this type of boundary condi-
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tions, the closed-loop system (1) is well-posed: for every
F ∈ L(L2(0, 1)n,Rm) and u0 ∈ L2(0, 1)n, there exists a
unique (weak) solution u ∈ C0([0,+∞);L2(0, 1)n) to
ut(t, x) + Λ(x)ux(t, x) = Σ(x)u(t, x),
u−(t, 1) = F (u(t)) , u+(t, 0) = Qu−(t, 0),
u(0, x) = u0(x),
t ∈ (0,+∞), x ∈ (0, 1),
(3)
The purpose of this paper is to find a full-state feedback
control law F such that the corresponding closed-loop
system (1) vanishes after some time, that is such that
there exists T > 0 such that, for every u0 ∈ L2(0, 1)n for
the solution u ∈ C0([0,+∞);L2(0, 1)n) to (3), we have
u(t) = 0, ∀t ≥ T, (4)
and to obtain the best time T such that (4) holds.
The boundary stabilization problem of 1-D hyperbolic
systems have been widely investigated in the literature
for almost half a century. The pioneer works date back to
[20] and [21] for linear coupled hyperbolic systems and
[22], [12] for the corresponding nonlinear setting, espe-
cially for the quasilinear wave equation. For such sys-
tems, many articles are based on the boundary condi-
tions with the following specific form(
u+(t, 0)
u−(t, 1)
)
= G
(
u+(t, 1)
u−(t, 0)
)
, (5)
where G : Rn → Rn is a suitable smooth vector func-
tion. With this boundary condition (5), two methods are
distinguished to deal with the stability problem of the
linear and nonlinear hyperbolic system. The first one
is the so-called characteristic method, which allows us
to estimate the related bounds along the characteristic
curves. This method was previously investigated in [12]
for 2 × 2 systems and in [19,16,24] for a generalization
to n × n homogeneous nonlinear hyperbolic systems in
the framework of C1 norm. The second one is the con-
trol Lyapunov functionmethod, which was introduced in
[5,6,7] to analyze the asymptotic behavior of the nonlin-
ear hyperbolic equations in the context ofC1 andH2 so-
lutions. Both of these two approaches guarantee the ex-
ponential stability of the nonlinear homogeneous hyper-
bolic systems provided that the boundary conditions are
dissipative to some extent. Dissipative boundary con-
ditions are standard static boundary output feedback
(that is, a feedback of the state values at the boundaries
only). However, there is a drawback of these boundary
conditions when inhomogeneous hyperbolic systems are
considered, especially the coupling of which are strong
enough. In Section 5.6 of the recent monograph [2], the
authors provide a counterexample that shows that there
exist linear hyperbolic balance laws, which are control-
lable by open-loop boundary controls, but are impossible
to be stabilized under this kind of boundary feedback.
This limitation can be overcome by using the so-called
backstepping method, which connects the original sys-
tem to a target system with desirable stability proper-
ties (e.g. exponential stability) via a Volterra transfor-
mation the second kind. This method was introduced
and developed by M. Krstic and his co-workers (see, in
particular, the seminal articles [3,18,23] and the tutorial
book [15]). In [10], the authors designed a full-state feed-
back control law, with actuation on only one side of the
boundary, in order to achieve H2 exponential stability
of the closed-loop 2×2 quasilinear hyperbolic system by
using Volterra-type backstepping transformation.More-
over, with this method we can even steer the correspond-
ing linearized hyperbolic system to rest in finite time,
that is what is called finite time stabilization. The pre-
sented method can also be extended to linear systems
with only one negative characteristic velocity (see [11]).
In [13], a fully general case of coupled heterodirectional
hyperbolic PDEs, allowing an arbitrary number of PDEs
convecting in each direction and the boundary controls
applied on one side, is presented. The proposed bound-
ary controls also yield the finite-time convergence to zero
with the control time given by
tF =
∫ 1
0
1
λm+1(x)
dx+
m∑
i=1
∫ 1
0
1
|λi(x)|
dx. (6)
However, this time tF is larger than the theoretical op-
timal one we expect and that is given in [17], namely
Topt =
∫ 1
0
1
λm+1(x)
dx +
∫ 1
0
1
|λm(x)|
dx. (7)
In [1], the authors found aminimum time stabilizing con-
troller which makes the coupled hyperbolic system (1)
with constant coefficients vanishes after Topt by slightly
changing the target system in [13], in which only local
cascade coupling terms are involved in the PDEs.
In this paper, we show that this kind of controller can be
established in a much easier way. Inspired by the known
results of [13] and [14], we will map the initial coupled hy-
perbolic system (1) to a new target system in which the
cascade coupling terms of the previous works (namely,
G(x)β(t, 0) in [13] and Ω(x)β(t, x) in [1]) can be com-
pletely cancelled. Our strategy is to first transform (1)
to the target system of [14] by a Volterra transforma-
tion of the second kind, which is always invertible if the
kernel belongs to L2. Then, regarding the target system
obtained as the initial hyperbolic system to be studied,
by using a Fredholm transformation as introduced in [9],
we then map this intermediate system to a new target
2
system, vanishing after Topt, without any coupling terms
in the PDEs other than a simple trace coupling term.
Moreover, the existence and the invertibility of such a
transformation will be easily proved (we point out here
that these transformations are not always invertible, see
[8], but this will indeed be the case here thanks to the
cascade structure of the kernel involved in our Fredholm
transformation). Finally, the target system and the orig-
inal system share the same stability properties due to
the invertibility of the transformation.
The main result of this paper is the following:
Theorem 1 There exists F ∈ L(L2(0, 1)n,Rm)
such that, for every u0 ∈ L2(0, 1)n, the solution
u ∈ C0([0,+∞);L2(0, 1)n) to (3) satisfies
u(t) = 0, ∀t ≥ Topt,
where Topt is given by (7).
Remark 1 We recall that this result has already been
obtained in [1] in the case of constant matrices Λ and
Σ. Therefore, Theorem 1 generalizes this result. We also
believe that, even in the case of constant matrices, the
approach we shall present below, based on an invertible
Fredholm transformation and a simple target system, is
easier than the one presented in [1], where a Volterra
transformation and a different target system are used. In
particular, we do not need repeatedly use the successive
approximation approach to find the kernels in the trans-
formation.
The rest of the paper is organized as follows. In Section
2, we first recall the results of [14] and then we present
a new target system which vanishes after the optimal
time Topt. Then, in Section 3, we prove the existence
of an invertible Fredholm transformation that maps the
target system introduced in [14] into the new designed
target system.
2 New target system
In [14, Section 2.1] the authors introduced the following
target system in the particular case H = 0:
γt(t, x) + Λ(x)γx(t, x) = G(x)γ(t, 0),
γ−(t, 1) = H(γ(t)), γ+(t, 0) = Qγ−(t, 0),
t ∈ (0,+∞), x ∈ (0, 1),
(8)
where γ = (γtr− , γ
tr
+)
tr is the state and H is a feedback.
The matrix G ∈ L∞(0, 1)n×n is a lower triangular ma-
trix with the following structure
G =
(
G1 0
G2 0
)
, (9)
where G1 ∈ L
∞(0, 1)m×m has the cascade structure
G1 =

0 · · · · · · 0
g2 1
. . .
. . .
...
...
. . .
. . .
...
gm 1 · · · gmm−1 0
 , (10)
for some gij ∈ L
∞(0, 1), i ∈ {2, . . . ,m}, j ∈
{1, . . . , i− 1}, and G2 ∈ L
∞(0, 1)(n−m)×m. We
recall that, for every H ∈ L(L2(0, 1)n,Rm) and
γ0 ∈ L2(0, 1)n, there exists a unique (weak) solution
γ ∈ C0([0,+∞);L2(0, 1)n) to (8) satisfying γ(0, ·) = γ0.
Taking into account the form of the feedbacks (see (2))
we can use the standard backstepping method and es-
tablish the following result, in the exact same way as it
was done in [14] for the case H = 0:
Lemma 1 There exist G ∈ L∞(0, 1)n×n with the
structure (9)-(10) and an invertible bounded lin-
ear map V : L2(0, 1)n −→ L2(0, 1)n such that,
for every H ∈ L(L2(0, 1)n,Rm), there exists F ∈
L(L2(0, 1)n,Rm) such that, for every u0 ∈ L2(0, 1)n, if
γ ∈ C0([0,+∞), L2(0, 1)n) denotes the solution to (8)
satisfying the initial data γ(0, ·) = V−1u0, then
u(t) = Vγ(t),
is the solution to the Cauchy problem (3).
For the rest of the paper, G is fixed as in Lemma 1.
In [14], the authors chose the simplest possibility H = 0
so that, due to the cascade structure (9)-(10), any solu-
tion to the resulting system (8) defined at time 0 van-
ishes after the time tF given by (6) (see [14, Proposition
2.1] for more details). However, this appears to be not
the best choice since it does not give the expected opti-
mal time Topt. In the present paper, we will show how
to properly choose H in order to reduce the vanishing
time to Topt. For this purpose, the idea is to apply a sec-
ond time the backstepping method and find a Fredholm
mapping that transforms the previous target system (8)
into the following new target system:
zt(t, x) + Λ(x)zx(t, x) = G˜(x)z(t, 0),
z−(t, 1) = 0, z+(t, 0) = Qz−(t, 0),
t ∈ (0,+∞), x ∈ (0, 1),
(11)
where z = (ztr− , z
tr
+)
tr is the state and G˜ ∈ L∞(0, 1)n×n
is the following matrix
G˜(x) =
(
0 0
G2(x) 0
)
, (12)
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where G2 is defined in (9). We recall that, for every
z0 ∈ L2(0, 1)n, there exists a unique (weak) solution
z ∈ C0([0,+∞);L2(0, 1)n) to (11) satisfying z(0, ·) =
z0. Moreover one has the following proposition:
Proposition 1 For every z0 ∈ L2(0, 1)n, the solution
z ∈ C0([0,+∞);L2(0, 1)n) to (11) satisfying z(0, ·) = z0
verifies z(t) = 0 for every t ≥ Topt.
Proof. Indeed, using the method of characteristics
and the cascade structure (12) of G˜, one first gets
that z−(t) = 0 for t ≥
∫ 1
0 1/|λm(x)| dx and then that
z+(t) = 0 for t ≥ Topt. ✷
We will prove the following result:
Proposition 2 There exist an invertible bounded
linear map F : L2(0, 1)n −→ L2(0, 1)n and H ∈
L(L2(0, 1)n,Rm) such that, for every γ0 ∈ L2(0, 1)n, if
z ∈ C0([0,+∞), L2(0, 1)n) denotes the solution to (11)
satisfying the initial data z(0, ·) = F−1γ0, then
γ(t) = Fz(t),
is the solution to (8) satisfying γ(0, ·) = γ0.
Remark 2 In Lemma 1 it is showed that we can reach
system (1) from system (8) whatever the feedbackH is, F
being fixed consequently. Note that there is no such free-
dom in Proposition 2 as we need the boundary condition
z−(t, 1) = 0 in a crucial way for the proof, see (18) below.
Combining all the aforementioned results, it is now easy
to obtain Theorem 1:
Proof of Theorem 1. Let F and H be the two mappings
provided by Propositon 2 and then let V and F be the
corresponding mappings provided by Lemma 1. Let z ∈
C0([0,+∞), L2(0, 1)n) be the solution to (11) associated
with the initial data z(0, ·) = (V ◦ F)
−1
u0. Then,
u(t) = V ◦ Fz(t), (13)
is the solution to the Cauchy problem (3). By Proposi-
tion 1, we know that z(t) = 0 for every t ≥ Topt and it
readily follows from (13) that u(t) = 0 for every t ≥ Topt
as well. ✷
Therefore, it only remains to establish Proposition 2.
This is achieved in the next section.
3 Existence of an invertible Fredholm transfor-
mation
In this section we prove Proposition 2. To this end, we
look for a Fredholm transformation F : L2(0, 1)n −→
L2(0, 1)n:
Fz(x) = z(x)−
∫ 1
0
K(x, y)z(y)dy,
x ∈ (0, 1), z ∈ L2(0, 1)n, (14)
with a kernelK ∈ L2((0, 1)× (0, 1))n×n with the follow-
ing structure:
K =
(
K1 0
0 0
)
, (15)
in whichK1 ∈ L
2((0, 1)×(0, 1))m×m is a lower triangular
matrix with 0 diagonal entries, that is has the following
cascade structure
K1 =

0 · · · · · · 0
k2 1
. . .
. . .
...
...
. . .
. . .
...
km 1 · · · kmm−1 0
 , (16)
for some kij ∈ L
2((0, 1) × (0, 1)), i ∈ {2, . . . ,m}, j ∈
{1, . . . , i− 1}, yet to be determined. Note that F is
clearly invertible due to this very particular structure
(see the Appendix A for details). Therefore, we only have
to check that γ defined by
γ(t, x) = z(t, x)−
∫ 1
0
K(x, y)z(t, y) dy, (17)
is solution to (8) for some H ∈ L(L2(0, 1)n,Rm) to be
determined as well.
Let us first perform some formal computations to derive
the equations that the kij have to satisfy. Taking the
derivative with respect to time in (17), using the equa-
tion satisfied by z (see the first line of (11)) and inte-
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grating by parts yield
γt(t, x) = zt(t, x)−
∫ 1
0
K(x, y)zt(t, y) dy
= −Λ(x)zx(t, x) + G˜(x)z(t, 0)
+
∫ 1
0
K(x, y)Λ(y)zy(t, y) dy
−
∫ 1
0
K(x, y)G˜(y)z(t, 0) dy
= −Λ(x)zx(t, x) + G˜(x)z(t, 0) +K(x, 1)Λ(1)z(t, 1)
−K(x, 0)Λ(0)z(t, 0)−
∫ 1
0
Ky(x, y)Λ(y)z(t, y) dy
−
∫ 1
0
K(x, y)Λy(y)z(t, y) dy
−
∫ 1
0
K(x, y)G˜(y)z(t, 0) dy.
Now observe that, since z−(t, 1) = 0 and because of the
structures of K (see (15)) and G˜ (see (12)), we have the
following two conditions:
K(x, 1)Λ(1)z(t, 1) = 0, (18)
K(x, y)G˜(y) = 0.
Therefore,
γt(t, x) = −Λ(x)zx(t, x) +
(
G˜(x) −K(x, 0)Λ(0)
)
z(t, 0)
−
∫ 1
0
(
Ky(x, y)Λ(y) +K(x, y)Λy(y)
)
z(t, y) dy.
On the other hand, taking the derivative with respect to
space in (17) we have
γx(t, x) = zx(t, x)−
∫ 1
0
Kx(x, y)z(t, y) dy.
As a result, we obtain
γt(t, x) + Λ(x)γx(t, x)−G(x)γ(t, 0)
=
(
G˜(x)−K(x, 0)Λ(0)−G(x)
)
z(t, 0)
−
∫ 1
0
(
Ky(x, y)Λ(y) +K(x, y)Λy(y)
+ Λ(x)Kx(x, y)−G(x)K(0, y))
)
z(t, y) dy,
and the right-hand side has to be zero. This yields to the
following kernel system
Λ(x)Kx(x, y) +Ky(x, y)Λ(y)
+K(x, y)Λy(y)−G(x)K(0, y) = 0
with the condition
K(x, 0) = (G˜(x)−G(x))Λ−1(0).
In order to guarantee the well-posedness of the system
satisfied by K, we impose the following extra condition:
K−(0, y) = 0, (19)
(whereK− denotes the submatrix containing the firstm
rows of K), which turns out to also imply the following,
because of the structures ofG (see (9)) andK (see (15)),
G(x)K(0, y) = 0,
and therefore makes the kernel system much simpler to
solve. To summarize, K will satisfy the system
Λ(x)Kx(x, y) +Ky(x, y)Λ(y) +K(x, y)Λy(y) = 0,
K−(0, y) = 0,
K(x, 0) = (G˜(x)−G(x))Λ−1(0),
x, y ∈ (0, 1).
Note that the structure (15) of K, (17) and (19) imply
that
γ(t, 0) = z(t, 0).
Therefore, the boundary condition at x = 0 for γ is
automatically guaranteed:
γ+(t, 0) = z+(t, 0) = Qz−(t, 0) = Qγ−(t, 0).
Now, because of the structures of K, G˜ and G given in
(15), (12) and (9) respectively, the system for K trans-
lates into the following system for K1:
Λ−(x)(K1)x(x, y) + (K1)y(x, y)Λ−(y)
+K1(x, y)(Λ−)y(y) = 0,
K1(0, y) = 0,
K1(x, 0) = −G1(x)Λ
−1
− (0),
x, y ∈ (0, 1).
Regarding y as the time parameter, this is a standard
time-dependent uncoupled hyperbolic system with only
positive speeds λi(x)/λj(y) > 0, i, j ∈ {1, . . . ,m},
and therefore it admits a unique (weak) solution
K1 ∈ L
2((0, 1)×(0, 1))m×m. Actually, using the method
of characteristics, we see that the solution is explicitely
given by
kij(x, y) =
gij
(
φ−1i
(
φi(x)− φj(y)
))
−λj(y)
, (20)
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if i ∈ {2, . . . ,m}, j ∈ {1, . . . , i− 1} and φi(x) ≤ φj(y),
and kij(x, y) = 0 otherwise, where
φi(x) =
∫ x
0
1
λi(ξ)
dξ, i ∈ {1, . . . ,m} .
Note that φi is indeed invertible since it is a monoton-
ically decreasing continuous function of x. Finally, we
readily see from (20) that
K1(1, ·) ∈ L
2(0, 1)m×m,
so that the map H : L2(0, 1)n −→ Rm given by
Hγ = −
∫ 1
0
K1(1, y)
[
F−1γ
]
−
(y) dy, γ ∈ L2(0, 1)n,
is well-defined and H ∈ L(L2(0, 1)n,Rm). This con-
cludes the proof of Proposition 2. ✷
Remark 3 Let us conclude this paper by pointing out
that it would be very interesting to know the target sys-
tems that can be achieved with general linear transfor-
mations. We recall that it is proved in [4] that, for the
finite dimensional control system y˙ = Ay +Bu, the tar-
get system y˙ = Ay−λy+Bu can be achieved by a linear
transformation for every λ ∈ R, if we assume that it is
controllable (which is a necessary condition to the rapid
stabilization).
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A Invertibility of the Fredholm transformation
For the completeness we prove in this appendix the in-
vertibility of the Fredholm transformation F .
Lemma 2 For any givenK ∈ L2((0, 1)×(0, 1))n×n with
the cascade structure (15)-(16), the transformation F
defined by (14) is invertible. Moreover, its inverse has
the same form:
F−1γ(x) = γ(x)−
∫ 1
0
Θ˜(x, y)γ(y)dy,
x ∈ (0, 1), γ ∈ L2(0, 1)n,
for some Θ˜ ∈ L2((0, 1)× (0, 1))n×n with the same struc-
ture as K, that is,
Θ˜ =
(
Θ 0
0 0
)
,
in which Θ ∈ L2((0, 1)×(0, 1))m×m is a lower triangular
matrix with 0 diagonal entries as K1:
Θ =

0 · · · · · · 0
θ2 1
. . .
. . .
...
...
. . .
. . .
...
θm 1 · · · θmm−1 0
 ,
for some θij ∈ L
2((0, 1) × (0, 1)), i ∈ {2, . . . ,m} and
j ∈ {1, . . . , i− 1}.
Proof of Lemma 2. Let γ = Fz, where z ∈ L2(0, 1)n is
given. Thanks to (15) and (17), we have
zi = γi, ∀i ∈ {m+ 1, . . . , n} .
On the other hand, thanks to (16) and (17), we have{
γ1 = z1,
γi = zi −
∑i−1
j=1
∫ 1
0 kij(·, y)zj(y) dy, ∀i ∈ {2, . . . ,m} .
By induction we readily see that{
z1 = γ1,
zi = γi −
∑i−1
j=1
∫ 1
0
θij(·, y)γj(y) dy, ∀i ∈ {2, . . . ,m} ,
for some θij ∈ L
2(0, 1) depending only on kpj for p ∈
{j + 1, . . . , i}. This proves Lemma 2. ✷
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