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A PARTITION IDENTITY AND THE UNIVERSAL MOCK THETA
FUNCTION g2
KATHRIN BRINGMANN, JEREMY LOVEJOY, AND KARL MAHLBURG
Abstract. We prove analytic and combinatorial identities reminiscent of Schur’s classi-
cal partition theorem. Specifically, we show that certain families of overpartitions whose
parts satisfy gap conditions are equinumerous with partitions whose parts satisfy congru-
ence conditions. Furthermore, if small parts are excluded, the resulting overpartitions are
generated by the product of a modular form and Gordon and McIntosh’s universal mock
theta function. Finally, we give an interpretation for the universal mock theta function at
real arguments in terms of certain conditional probabilities.
1. Introduction and statement of results
1.1. Background and motivation. This paper is motivated by recent results of the first
and third authors [8] on partitions related to a classical theorem of Schur. We begin by
recalling Schur’s theorem.
By a partition λ of n we mean a non-decreasing sequence of integer parts 1 ≤ λ1 ≤ · · · ≤ λk
that sum to n; see [7] for further background. Throughout the paper we assume that d ≥ 3
and 1 ≤ r < d
2
. For all n ≥ 0, let Bd,r(n) denote the number of partitions of n into parts
congruent to r, d− r, or d (mod d) such that λi+1− λi ≥ d with strict inequality if d | λi+1.
Let Ed,r(n) denote the number of partitions of n into distinct parts that are congruent to
±r (mod d). Schur’s theorem is the following.
Theorem (Schur, [15]). For all n ≥ 0 we have Bd,r(n) = Ed,r(n).
For more on the history of this theorem, its proofs and its ramifications, see [1, 3, 6, 10, 14].
Denote the generating function for Bd,r(n) by
Bd,r(q) :=
∑
n≥0
Bd,r(n)q
n.
Schur’s theorem implies that Bd,r(q) is a modular function, since∑
n≥0
Ed,r(n)q
n =
(
−qr,−qd−r; qd
)
∞
. (1.1)
Here we have used the usual q-series notation,
(a1, a2, · · · , ak; q)n :=
n−1∏
j=0
(
1− a1q
j
) (
1− a2q
j
)
· · ·
(
1− akq
j
)
,
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valid for n ∈ N0 ∪ {∞}.
Now let Cd,r(n) denote the number of partitions enumerated by Bd,r(n) that also satisfy
the additional restriction that the smallest part is larger than d. Denote the generating
function for Cd,r(n) by
Cd,r(q) :=
∑
n≥0
Cd,r(n)q
n.
Motivated by an observation of Andrews [3], the first and third authors recently showed that
Cd,r(q) is not a modular form, but the following product of the modular form Bd,r(q) and a
certain specialization of the “universal” mock theta function,
g3(x; q) :=
∑
n≥0
qn(n+1)
(x, q/x; q)n+1
.
Theorem (see Theorem 1.2 of [8]). We have
Cd,r(q) = Bd,r(q)g3
(
−qr; qd
)
. (1.2)
The universal mock theta function g3(x; q) is so-named because Hickerson [12, 13] and
Gordon and McIntosh [11] have shown that each of the classical odd order mock theta
functions may be expressed, up to the addition of a modular form, as a specialization of
g3(x; q). There is a second universal mock theta function,
g2(x; q) :=
∑
n≥0
(−q; q)nq
n(n+1)
2
(x, q/x; q)n+1
, (1.3)
which corresponds to the classical even order mock theta functions [11]. It was a search for
an analogue of (1.2) with g2(x; q) in place of g3(x; q) that led to what follows.
1.2. Statement of Results. An overpartition λ of n is a partition of n in which the final
occurrence if an integer may be overlined. Define the 4× 4 matrix øAd,r by
øAd,r =


ør ød− r ød d
ør d 2r d+ r r
ød− r 2d− 2r d 2d− r d− r
ød 2d− r d+ r 2d d
d d− r r d 0

. (1.4)
The rows and columns are indexed by r, d− r, ød, and d, so that, for example, øAd,r (ød, ød− r) =
d+ r. We consider overpartitions into parts congruent to r, d− r, or d (mod d), where only
multiples of d may appear non-overlined. For n ≥ 0, let øBd,r(n) denote the number of such
overpartitions λ of n where
(i) The smallest part is ør, ød− r, ød, or 2d modulo 2d;
(ii) For u, v ∈ {ør, ød− r, ød, d}, if λi+1 ≡ u (mod d) and λi ≡ v (mod d), then λi+1 −
λi ≥ øAd,r(u, v);
(iii) For u, v ∈ {ør, ød− r, ød, d}, if λi+1 ≡ u (mod d) and λi ≡ v (mod d), then λi+1 −
λi ≡ øAd,r(u, v) (mod 2d). In words, the actual difference between two parts must
be congruent modulo 2d to the smallest allowable difference.
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Denote the generating function for øBd,r(n) by
øBd,r(q) :=
∑
n≥0
øBd,r(n)q
n.
Our first result is that øBd,r(q) is a quotient of infinite products that is essentially a modular
form of weight −1/2.
Theorem 1.1. We have
øBd,r(q) =
(
−qr,−qd−r; qd
)
∞
(q2d; q2d)
∞
.
An immediate corollary is the following combinatorial identity.
Corollary 1.2. Let øEd,r(n) denote the number of partitions of n into distinct parts con-
gruent to ±r (mod d) and unrestricted parts divisible by 2d. Then for all n ≥ 0, we have
øBd,r(n) = øEd,r(n).
To illustrate this identity, let d = 3, r = 1, and n = 15. Then E3,1(15) = 14, the relevant
partitions being
(1, 2, 4, 8), (1, 2, 5, 7), (1, 2, 6, 6), (1, 2, 12), (1, 4, 10), (1, 6, 8), (1, 14),
(2, 5, 8), (2, 6, 7), (2, 13), (4, 5, 6), (4, 11), (5, 10), (7, 8).
The matrix øA3,1 is


ø1 ø2 ø3 3
ø1 3 2 4 1
ø2 4 3 5 2
ø3 5 4 6 3
3 2 1 3 0

,
and we find that B3,1(15) = 14 as well, the relevant overpartitions being
(ø1, 3, 3, 3, ø5), (ø1, 3, ø4, ø7), (ø1, 3, ø5, 6), (ø1, 3, ø11), (ø1, ø5, ø9),
(ø2, 3, 3, 3, ø4), (ø2, 3, ø4, 6), (ø2, 3, ø10), (ø2, ø4, ø9), (ø2, ø5, ø8), (ø3, 6, 6), (ø3, 12), (6, ø9), (ø15).
Remarks.
1. Note that appealing to overpartitions in the definition of øBd,r(n) is convenient but not
strictly necessary. In particular, in an overpartition counted by øBd,r(n), a given multiple of
d may occur overlined or non-overlined, but not both. Moreover, if the overlines are omitted,
then the conditions defining øBd,r(n) ensure that there is no ambiguity when reading the
partition from smallest part to largest part.
2. Corollary 1.2 is reminiscent of Schur’s theorem if we observe that in the definition of
Bd,r(n), requiring λi+1 − λi ≥ d with strict inequality if d | λi+1 is equivalent to requiring
that if λi+1 ≡ u (mod d) and λi ≡ v (mod d), then λi+1 − λi ≥ Ad,r(u, v), where
Ad,r :=


r d− r d
r d d+ 2r d+ r
d− r 2d− 2r d 2d− r
d 2d− r d+ r 2d

.
Indeed, the 3× 3 matrix in the upper-left of øAd,r is Ad,r with the (r, d− r) entry replaced
by 2r.
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Next we define øCd,r(n) to be the number of overpartitions of n satisfying conditions (ii)
and (iii) in the definition of øBd,r(n), with condition (i) modified in the following way: all
parts are larger than d and the smallest part is congruent to d, d+ r, 2d− r or ø2d modulo
2d. (Observe that there is no overlap between the overpartitions counted by øBd,r(n) and
øCd,r(n), unlike the case of Bd,r(n) and Cd,r(n).) Denote the generating function for øCd,r(n)
by
øCd,r(q) :=
∑
n≥0
Cd,r(n)q
n. (1.5)
We show that øCd,r(q) is essentially the product of øBd,r(q) and a specialization of g2(x; q),
as follows.
Theorem 1.3. We have
øCd,r(q) = øBd,r(q) ·
(
1− qd
)
g2
(
−qr; qd
)
. (1.6)
This means that (1−qd)g2
(
−qr; qd
)
essentially plays the role of a combinatorial correction
factor that describes the difference between the enumeration functions øBd,r and øCd,r.
Our final result describes a relationship between øCd,r(n) and events in certain probability
spaces with infinite sequences of independent events. In particular, we find an interpretation
in terms of conditional probabilities for the universal mock theta function g2(x; q) evaluated
at real arguments; the precise definitions for the following result are found in Section 3.
Theorem 1.4. Suppose that 0 < q < 1 is real. There are events Y and Z in a certain
probability space such that
P(Y | Z) = g2
(
−qr; qd
)
.
Remark. Since probabilities are between 0 and 1, Theorem 1.4 immediately implies that for
real 0 ≤ q < 1 we have the bound
g2
(
−qr; qd
)
< 1.
The remainder of the paper is structured as follows. In the next section we prove Theorems
1.1 and 1.3 using combinatorial and analytic techniques from the theory of hypergeometric
q-series. In Section 3 we prove Theorem 1.4 by describing certain probability spaces with
infinite sequences of independent events. We conclude in Section 4 with a brief discussion of
open questions arising from this work.
2. Generating functions, q-difference equations, and identities
In this section we prove Theorems 1.1 and 1.3 by deriving and solving q-difference equations
satisfied by the generating functions for the relevant overpartitions.
Let øBd,r(m,n) (resp. øCd,r(m,n)) denote the number of overpartitions counted by øBd,r(n)
(resp. øCd,r(n)) having m parts. Define
øfd,r(x) = øfd,r(x; q) :=
∑
m,n≥0
øBd,r(m,n)x
mqn,
and note that we have
øfd,r
(
xqd
)
=
∑
m,n≥0
øCd,r(m,n)x
mqn.
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Our goal is to find hypergeometric q-series for the cases
øBd,r(q) = øfd,r(1; q) =
∑
n≥0
øBd,r(n)q
n, (2.1)
øCd,r(q) = øfd,r
(
qd; q
)
=
∑
n≥0
øCd,r(n)q
n.
We begin by deriving the following q-difference equation.
Proposition 2.1. We have
øfd,r(x) =
(
xqr + xqd−r
)
(1− xqd)
øfd,r
(
xqd
)
+
(
1 + xqd
)
(1− xq2d)
øfd,r
(
xq2d
)
.
Proof. Suppose that λ is an overpartition counted by øBd,r(m,n) for some m and n. Then
by condition (i) in the definition of øBd,r(n), the smallest part λ1 is either r, d− r, d, or
something larger. We look at the four cases separately.
In the first case, we may remove the part of size r and any possible occurrences of d.
All parts are now larger than d and so we may subtract d from each part to obtain a new
overpartition µ. We claim that µ is an overpartition counted by øBd,r(m− t−1, n−r− (m−
1)d), where t is the number of occurrences of d in λ. To see this, first note that in passing
from λ to µ we have not affected conditions (ii) or (iii) in the definition of øBd,r(n). Indeed,
subtracting d from each part does not alter the residue class of a given part modulo d or
the difference between two parts modulo 2d. Hence we only need to verify that µ satisfies
condition (i). For this, suppose first that there are no occurrences of d in λ. Then adding r
to the r-column of (1.4) we see that λ2 ≡ ød+ r, ø2d− r, ø2d, or d modulo 2d, and so
µ1 = λ2 − d ≡ ør, ød− r, ød, or 2d (mod 2d),
as required. The argument is similar if d does occur in λ, as then µ1 = λj − d, where λj
is the first part in λ that is larger than d. Thus, the overpartitions counted by øBd,r(m,n)
with λ1 = ør are generated by
xqr
1− xqd
øfd,r
(
xqd
)
.
Reasoning along the same lines we find that the overpartitions counted by øBd,r(m,n)
with λ1 = ød− r are generated by
xqd−r
1− xqd
øfd,r
(
xqd
)
,
the overpartitions counted by øBd,r(m,n) with λ1 = ød are generated by
xqd
1− xq2d
øfd,r
(
xq2d
)
, (2.2)
and the overpartitions counted by øBd,r(m,n) with λ1 > d are generated by
1
1− xq2d
øfd,r
(
xq2d
)
. (2.3)
For (2.2) and (2.3), note that there is a possibility of nonoverlined parts of size 2d, but that
all subsequent parts are larger than 2d. Putting the four cases together gives the statement
of the proposition.
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In order to find a hypergeometric solution to the recurrence in Proposition 2.1, we intro-
duce an auxiliary function with an additional parameter.
Proposition 2.2. Suppose that F (x, y; q) satisfies the q-difference equation
F (x, y; q) =
(xy + xy−1q)
1− xq
F (xq, y; q) +
1 + xq
1− xq2
F
(
xq2, y; q
)
for all complex parameters with |x|, |q| < 1, and F (x, y; q)→ 1 as x→ 0. Then
F (x, y; q) =
(−x; q)∞
(xq; q)∞
∑
n≥0
(y, y−1q; q)n(−x)
n
(q2; q2)n
(−xy,−xy−1q; q)∞
(xq,−q; q)∞
∑
n≥0
(−x, x; q)nq
n(n+1)
2
(q,−xy,−xy−1q; q)n
.
Recalling Proposition 2.1 and plugging in q 7→ qd, y = qr and x = 1 or x = qd to
Proposition 2.2, we immediately obtain the following formulas, which are Theorems 1.1 and
1.3 (also recall (1.3)).
Corollary 2.3. We have
øBd,r(q) =
(
−qr,−qd−r; qd
)
∞
(q2d; q2d)
∞
,
øCd,r(q) =
(
1− qd
) (−qr,−qd−r; qd)
∞
(q2d; q2d)
∞
∑
n≥0
(
−qd; qd
)
n
q
dn(n+1)
2
(−qr,−qd−r; qd)n+1
=
(
1− qd
) (−qr,−qd−r; qd)
∞
(q2d; q2d)
∞
g2
(
−qr, qd
)
.
We may also plug in x = −1 or x = −qd to obtain formulas for øBd,r,+(n)−øBd,r,−(n) and
øCd,r,+(n) − øCd,r,−(n), where øBd,r,±(n) (resp. øCd,r,±(n)) is the number of overpartitions
of n counted by øBd,r(n) (resp. øCd,r(n)) having an even/odd number of parts.
Corollary 2.4. We have
∑
n≥0
(øBd,r,+(n)− øBd,r,−(n)) q
n =
(
qr, qd−r; qd
)
∞
(−qd; qd)2
∞
,
∑
n≥0
(øCd,r,+(n)− øCd,r,−(n)) q
n =
(
1 + qd
) (qr, qd−r; qd)
∞
(−qd; qd)2
∞
∑
n≥0
(
−qd; qd
)
n
q
dn(n+1)
2
(qr, qd−r; qd)n+1
=
(
1 + qd
) (qr, qd−r; qd)
∞
(−qd; qd)2
∞
g2
(
qr; qd
)
.
Proof of Proposition 2.2. We first find a hypergeometric solution to the q-difference equation
(which must be unique as in Lemma 1 of [5]), and then use a 3φ2 transformation to obtain
the result. It is convenient to renormalize the q-difference equation by defining
G(x, y; q) = G(x) :=
(xq; q)∞
(−x; q)∞
F (x, y; q). (2.4)
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One then easily sees that this function satisfies the equation
(1 + x)G(x) =
(
xy + xy−1q
)
G(xq) + (1− xq)G
(
xq2
)
. (2.5)
If we expand G as a series in x, writing G(x) =:
∑
n≥0Anx
n, then isolating the xn coefficient
of (2.5) implies (after some simplification) that
An = −
(1− yqn−1) (1− y−1qn)
1− q2n
An−1.
Since we clearly have A0 = 1, we find a hypergeometric series for G(x, y; q), which combines
with (2.4) to give the solution
F (x, y; q) =
(−x; q)∞
(xq; q)∞
∑
n≥0
(y, y−1q; q)n(−x)
n
(q2; q2)n
.
Finally, we use the following 3φ2 transformation (which is found in an equivalent form as
equation (III.10) in [9])
∑
n≥0
(
aq
bc
, d, e; q
)
n(
q, aq
b
, aq
c
; q
)
n
(aq
de
)n
=
(
aq
d
, aq
e
, aq
bc
; q
)
∞(
aq
b
, aq
c
, aq
de
; q
)
∞
∑
n≥0
(
aq
de
, b, c; q
)
n(
q, aq
d
, aq
e
; q
)
n
(aq
bc
)n
.
Setting a = −x, b = x, c→∞, d = y, and e = y−1q gives the result. 
3. Probabilistic interpretation of universal mock theta function
In this section we prove the remarkable fact that Gordon and McIntosh’s universal mock
theta function at real arguments occurs naturally as the conditional probability of certain
events in simple probability spaces.
For k ≥ 1, define independent events Nkd and Ok that occur with probabilities
P(Nkd) = nkd := q
kd and P(Ok) = ok :=
qk
1 + qk
, (3.1)
with complementary probabilities ønkd := 1 − nkd, øok := 1 − ok. We further let Tk denote
trivial events that each occur with probability 1. For any events R and S, we adopt the
space-saving notational conventions RS := R ∩ S.
We now define additional events based on the sequences of Nkds and Oks. First we intro-
duce further auxiliary events, as for j ≥ 1 we set
Ej :=


Ond+røOnd+d−røO(n+1)d ∪ øOnd+r if j = nd+ r,
Ond+d−røO(n+1)d ∪ øOnd+d−r if j = nd+ d− r,
O(n+1)døO(n+1)d+røO(n+1)d+d−røO(n+2)døN(n+1)d ∪ øO(n+1)d if j = (n+ 1)d,
Tj if j 6≡ 0,±r (mod d).
Note that Ej is independent from all Nkd and Oks if j 6≡ 0,±r (mod d). Our main focus in
this section is then on the events
Wd,r :=
⋂
j≥1
Ej , Xd,r :=
⋂
j≥d+1
Ej .
In words, Wd,r is the event such that if Odn+r occurs, then Odn+d−r and O(n+1)d do not occur;
if Odn+d−r occurs, then O(n+1)d does not occur; and if O(n+1)d occurs, then N(n+1)d, O(n+1)d+r,
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O(n+1)d+d−r and O(n+2)d do not occur. The event Xd,r has the same conditions beginning
from Od+r, with no restrictions on Nd, Or, Od−r or Od.
Note that by using basic set operations, the conditions for the event Wd,r can alternatively
be written as
⋂
n≥0
(
Ond+røOnd+d−røO(n+1)d ∪ øOnd+rOnd+d−røO(n+1)d (3.2)
∪ øOnd+røOnd+d−røN(n+1)døO(n+1)d+røO(n+1)d+d−røO(n+2)d
)
In other words, either exactly one of Ond+r or Ond+d−r occurs, or neither of them do, with
resulting gap conditions on subsequent events.
Theorem 3.1. Suppose that 0 < q < 1. The following identities hold:
(i) P(Wd,r | Xd,r) =
1
(1 + qr) (1 + qd−r) (1 + qd)
·
1
g2 (−qr; qd)
,
(ii) P(øOrøOd−røOd |Wd,r) = g2
(
−qr; qd
)
.
Proof. For fixed (d, r), let Wk denote the event that all of the conditions in the definition of
Wd,r are met beginning from Ekd+r (or, equivalently, from Ekd+1), so that
Wk =
⋂
j>kd
Ej.
For example, W0 = Wd,r, and W1 = Xd,r.
Then it is clear from (3.2) that the probabilities of these events satisfy the recurrence
P(Wk) =
(
okd+røokd+d−røo(k+1)d + øokd+rokd+d−røo(k+1)d
)
P(Wk+1) (3.3)
+ øn(k+1)d · øokd+røokd+d−røo(k+1)d+røo(k+1)d+d−røo(k+2)dP(Wk+2).
In order to compare these probabilities to overpartitions counted by øBd,r(n), we define
yet another renormalization of the generating functions. Specifically, let
hd,r(x) = hd,r(x; q) :=
(
xqd; qd
)
∞
(−xqr,−xqd−r,−xqd; qd)
∞
øfd,r(x; q), (3.4)
so that by Proposition 2.1 we have the q-difference equation
hd,r(x) =
xqr + xqd−r
(1 + xqr) (1 + xqd−r) (1 + xqd)
hd,r
(
xqd
)
(3.5)
+
(
1− xqd
)
·
1
(1 + xqr) (1 + xqd−r) (1 + xqd+r) (1 + xq2d−r) (1 + xq2d)
hd,r
(
xq2d
)
.
If we now define Hk = Hk(q) := hd,r
(
qkd
)
and recall (3.1), then (3.5) implies that the
recurrence (3.3) holds with Hk in place of P(Wk). We observe that as k →∞, we have the
limit Hk → 1, because hd,r(x)→ 1 as x→ 0. Similarly, we also have P(Wk)→ 1 since there
are no conditions on any Nj or Oj in the limit. This boundary condition guarantees that
the recurrence has a unique solution, hence
P(Wk) = Hk(q) = hd,r
(
qkd
)
.
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We can now complete the proof of the theorem. For part (i), we calculate
P(Wd,r | Xd,r) =
P (Wd,r)
P (Xd,r)
=
P (W0)
P (W1)
=
(
1− qd
)
øfd,r(1)
(1 + qr) (1 + qd−r) (1 + qd) øfd,r (qd)
, (3.6)
where the last equality is due to (3.4). The theorem statement then follows from (1.6) and
(2.1) which together imply that øfd,r(q
d) = øfd,r(1) · (1− q
d)g2(−q
r; qd).
For part (ii), we similarly have
P (øOrøOd−røOd | Wd,r) =
P (øOrøOd−røOd ∩Wd,r)
P (Wd,r)
=
P (øOrøOd−røOd)P (Xd,r)
P (Wd,r)
= g2
(
−qr; qd
)
,
where the final equality follows from (3.1) and the inverse of (3.6).

4. Concluding Remarks
It would be interesting to see a bijective proof of Theorem 1.1 and/or the fact that
øBd,r(q) =
Bd,r(q)
(q2d; q2d)∞
,
which follows from comparing (1.1) and Schur’s theorem with Theorem 1.1. It would also
be interesting to see if there are generalizations of Theorem 1.1 analogous to generalizations
of Schur’s theorem in [2, 4].
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