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Abstract 
 
Currency volatility is unobservable but plays an important role on the 
international financial market, especially the EUR/USD volatility. In an 
attempt to select the most accurate model for forecasting this 
currency volatility, the EWMA models and the GARCH family models 
under normal and student-t distributions have been applied to 
analyze their daily and weekly out-of-sample forecast performance. 
For this, the parameter of EW MA has been set based on literature 
evidence, and the GARCH-type models are estimated by daily and 
weekly in-sample data. With the help of the log-likelihood criteria and 
two out-of-sample evaluation tests, three conclusions can be drawn. 
Firstly, a model fitting in-sample well cannot be guaranteed to fit 
out-of-sample well. Secondly, the relatively high-frequency data is 
capable for forecasting better than the low-frequency data. Thirdly, 
there is no clear conclusion about the existence of the volatility 
leverage effect and the volatility feedback in daily and weekly 
currency series. However, there is slight volatility persistence in this 
currency, although only weak evidence has been found. 
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1. Introduction  
 
1.1. Overview of the EUR/USD value market 
 
The financial and economic turbulence causes a fluctuation in asset 
prices and unanticipated movements in EUR/USD exchange rate 
during 2008 to 2013. Starting with Greece, Ireland, Portugal, Spain 
and Italy, these euro zone economics borrowed and spent more 
money than they could afford, which led to the European debt crisis 
(Lane, 2012). As for the downgrading of government debt, fears 
among investors toward the development of this crisis occurred. For 
example, Standard & Poor's slashed Greek sovereign debt rating to 
BB+ or junk status (Ewing and Healy, 2010). Due to losing confidence 
in European sovereign bonds, investors decided to withdraw their 
funds from the euro zone, and invested in safe countries. A large 
amount of euro was sold, which triggered depreciation of the euro. 
The EU leaders issued many measures to restore the confidence in the 
euro, such as a European Fiscal Compact establishment and D¼750bn 
rescue package (Pidd, 2011). Although different kinds of policies have 
been implemented in the euro zone, an increasing doom and gloom 
about the euro has never stopped until 2013, such as Cyprus crisis, 
uncertain Italian political situation, and bad loans over 20% of GDP in 
Slovenia (Beecroft, 2013). These developments threaten the euro 
stability. 
 
For the United States, expansionary monetary and fiscal policies have 
been undertaken to increase money supply, and stimulate economy 
since 2009. In the first half of 2010, GDP growth (3.1%) in the US was 
much higher than in the EMU countries (1.7%, IMF). The public 
reacted positively toward the US development in the next half of the 
year. They were willing to invest their money in the US. Thus, the 
increasing demand of USD led to its value strengthening. Nonetheless, 
The Federal Reserve further relaxed monetary policy by reducing the 
target for benchmark interest rate (0-0.25%). The average of annual 
USD Libor rate was just 0.82246% in this period. In August 2010, 
they purchased large-scale longer-term securities and $175 billion 
agency debt by lowering term premiums, aiming to put downward 
pressure directly on longer-term interest rates. A reduction in the 
level of interest rates contributed to lowering borrowing costs, which 
provides sufficient liquidity to satisfy the dollar demand. Investors 
flocked to borrow USD, and converted them to other currency, and 
invested them into other countries. This means a large number of USD 
were sold in the international currency market, which resulted in the 
weakening if the US dollar. It implies that volatility in this currency 
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market needs to be taken more considerations. 
 
1.2. Importance of Volatility Forecasting 
 
Many methods, such as relative purchasing power parity, interest rate 
parity and sticky price monetary approach, can be used to forecast 
the currency value. Although the quality of these predictions is not 
good enough, to some extent, they can provide currency movement 
like appreciation or depreciation (Eiteman et al, 2013). However, not 
only the exchange rates but also volatility is important. Volatility is 
usually interpreted as the level of risk involved in holding a particular 
currency. A wise financial decision normally relies on the tradeoff 
between risk and return (Bodie et al. 2011). Since investors are 
risk-averse, the volatility forecasting plays an important role in 
foreign exchange exposure management. 
 
An increase in foreign exchange volatility might result in the changes 
LQDILUP¶VSURILWDELOLW\QHWFDVKIORZDQGPDUNHWYDOXH$PHDVXUHRI
these changes is named as foreign exchange exposure (Eiteman et al, 
2013). The financial manager is responsible to measure foreign 
exchange exposure aiming to PD[LPL]HWKHILUP¶VSURILWV There are 
three types of foreign exchange exposure, including transaction 
exposure, translation exposure, and operating exposure (ibid).  
 
Transaction exposure measures the changes in cash flows because of 
unsettled exchange rates for the existing contractual obligations. For 
example, a rise in the EUR/USD volatility amplifies the variability of 
international transactions for American investors whose consumption 
is denominated in the euro. The cost of hedging foreign exchange risk 
also increases. It is worth to note that hedging raises a ILUP¶s value 
only if the gain is large enough to offset the cost of hedging (ibid). 
Thus, a good understanding of the underlying foreign exchange future 
volatility is important for the international transaction 
decision-making process.  
 
Operating exposure measures one of the changes in expected future 
cash flows arising from an unanticipated change in the exchange rates 
(ibid). Currency volatility will influence the future sales volume, prices 
and costs. Take BMW Company as an example, the high USD/DEM 
volatility reflected the dollar depreciation of 50% against DEM during 
1985-1987 (Goddard, 2013). The managers can maintain the DEM 
revenue by rising USD price. An alternative policy was to maintain the 
market sales volume by retaining the USD price. No matter which 
methods they chose, the importance of volatility prediction in the 
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underlying currency should be realized. It is dramatically helpful to 
strategically manage the operating exposure (Eiteman et al, 2013). 
 
Translation exposure measures exchange rate impacts on 
consolidated financial statements resulting from a multinational 
FRPSDQ\¶V QHHG to re-estimate the financial reporting of oversea 
subsidiaries in the paUHQW¶V UHSRUWLQJ FXUUHQF\ (ibid). Under the 
current rating method, the reported value of inventory and net plant, 
equipment, and monetary assets are affected by currency risk. If a 
manager expects currency volatility to increase, he could minimize 
translation exposure by reducing net exposed assets. If he anticipates 
a decrease in volatility and the currency movement, he can benefit 
from a gain. Hence, an accurate volatility prediction is crucial for 
appropriate risk management. 
 
Motivated by the uncertainty of the EUR/USD market and the 
importance of forecasting volatility, this study attempts to propose 
EWMA model and GARCH framework for forecasting time-varying 
volatility by means of the relatively low frequency data like daily or 
weekly data, and then makes comparison on their out-of-sample 
performance in order to select the appropriate forecasting model for 
the EUR/USD exchange rate. The rest of this thesis is structured as 
follows. The associated literature reviews will be shown in the second 
part. A description of data used for the analysis will be witnessed in 
the third. The methodology of estimation and forecasts evaluation 
based on EWMA and GARCH framework will be presented in the fourth 
part. An analysis of the empirical results will be seen in the fifth part. 
The conclusion will be made in the final part. 
 
2. Literature Review 
 
2.1. The EUR/USD Exchange Rate Regimes 
 
The Bretton Woods System of fixed exchange rates has been 
abandoned for more than 25 years. Floating exchange rates, which 
are determined by the relationship between demand and supply, have 
been generated at the same time. However, exchange rates might be 
affected by government interventions. For example, the central banks 
reduced the cost of dollar currency swaps by 50 basis points aiming to 
provide sufficient liquidity to satisfy the dollar demand on the end of 
Nov 2011 (NZZ). It managed to ease strains in dollar markets and 
weaken the value of USD. The value of euro is also influenced by the 
European Central Bank (ECB). Hence, the EUR/USD exchange rate 
regimes should be intermediate regimes, instead of flexibly floating 
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regimes (Abdalla, 2012).  
 
2.2. Stylized Facts about Currency Market Volatility 
 
Currency volatility reacts to new market information. The information 
is derived mainly from the macroeconomics of the economies for 
these two currencies and their government policies. The latter may 
include wars, government bankruptcy or announcements from central 
banks, such as an increase in money stocks and the deficit of 
payments accounting. When shocks take place, some important 
characteristics of volatility can be detected in the currency markets, 
including volatility clustering, leptokurtic distribution of returns, 
volatility spillovers among other foreign exchange markets, volatility 
leverage effects, volatility persistence and volatility feedback. 
 
2.2.1. Volatility Clustering 
 
Volatility clustering refers to large (small) exchange rate changes 
being followed by further large (small) changes (Baillie and Bollerslev, 
1991). It means that a high volatility at period t tends to remain a 
high volatility at t+1, and a low volatility at t is likely to keep low in the 
next period. Since volatility changes result from the arrival of new 
information of future events, volatility clustering is due to a series of 
reactions to this new information, called information accumulation 
(Mandelbrot, 1963). For instance, a huge deficit of Greek government 
triggered the volatile EUR/USD value because a large amount of euro 
was sold (Ewing and Healy, 2010). The responses led to high volatility 
in next few periods. 
 
Strong evidences have been proven the effects of volatility clustering 
in exchange rates log-returns. Based on ARMA(2,1)-GARCH(1,2), 
Ravindran et al, (2009) proved the volatility clustering phenomenon 
for Malaysian Ringgit against USD. Miron and Tudor (2010) also 
observed this feature in daily USD/CNY value relying on 
AR(1)-GARCH(1, 1) model. Vlaar and Palm (1993) not only found this 
feature of volatility in weekly DEM/GBP value during 04/1979 to 
03/1991 on basis of the MA(1)±GARCH(1, 1), but also stated that 
higher volatility is shown in economic recession even though the 
shocks arrived at the same speed. 
 
2.2.2. Leptokurtosis 
 
Leptokurtosis of currency returns refers to fat tails due to high 
occurrence of extreme values. There are two explanations for this 
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volatility feature. According to Hassapis and Pittis (1998), one is that 
the arrival of information is not uniform in the inefficient market 
implying infrequent clustering on particular days to generate extreme 
values. Another explanation is that the rational investors react to 
abnormal information about future currency changes, like 
government bankruptcy and policy reform, to form a fat tail of the 
distribution of currency log-returns.  
 
The existence of conditional leptokurtosis in exchange rate has been 
proven by Pesaran and Robinson (1993) by applying the student-t 
ARCH model. In addition, Hassapis and Pittis (1998), reported that 
the Danish krone, the French franc, the Dutch guilder, and the Swiss 
franc against the US dollar exhibit a high degree of leptokurtosis in 
their statistical distribution of exchange rate returns by using the 
student-t autoregressive model with dynamic heteroskedasticity. 
 
Furthermore, Wang et al, (2001) found that currency volatility 
displays not only leptokurtosis but statistical skewness based on the 
GARCH-EGB2 model. There is no fixed conclusion about the properties 
of the conditional distribution of currency returns. It should depend on 
the specific time series. 
 
2.2.3. Volatility Spillovers 
 
Volatility spillovers indicate that unexpected movements to currency 
volatility in one market transmit to current and future volatility in 
other currency markets (Bubak et al, 2011) since internationally 
financial market co-movements tend to be stronger today. A rise in 
foreign exchange volatility might further destabilize other currency 
volatility.  
 
For example, Melvin and Melvin (2003) uncovered the presence of 
volatility spillovers effect across German and Japanese currency 
market. Moreover, the European debt crisis seriously affected the 
EUR/USD volatility, and also deeply influenced the volatility of the 
GBP/USD and the SWX/USD, not excluding European emerging 
markets such as Czech and Hungarian currencies in terms of the 
correlation function (Bubak et al, 2011). Further, Kearney and Patton 
(2000) proved that the co-movements in weekly currency series is 
less than that in daily data because weekly data tends to be more 
stable than daily data by employing a series of multivariate GARCH 
models.  
 
However, Baillie and Bollerslev (1991) failed to discover the presence 
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of volatility transmission effects between four foreign exchange rates 
(GBP, JPY, DEM, and CHF against USD), even though they had taken 
hourly data into account. In this thesis, only one currency is the 
investigated object without considering other multi-variables. Thus 
the volatility spillover effects cannot be examined. 
 
2.2.4. Leverage Effect 
 
Volatility leverage effects refer to asymmetric responses for the good 
news and bad news in financial markets (Alexander, 2008). It can be 
inferred that positive and negative shocks have different effects on 
currency volatility. For example, negative shocks arising from 
strengthening USD with weakening euro might be more destabilizing 
than positive shocks resulting from the appreciation of euro and the 
depreciation of USD. Conversely, it is possible that positive shocks 
create more turbulence than negative ones for the currency market. 
 
Aksay et al, (1997) concluded that negative shocks from the strength 
of USD, the volatility of TL/USD became higher during 01/1987 to 
03/1996 by utilizing an Exponential GARCH in mean (EGARCH-M) 
model. Abdalla (2012) proved the existence of leverage effect for 19 
currencies by using EGARCH (1,1). He also found that negative 
shocks cause higher volatility in the next period than positive shocks 
due to depreciation. Furthermore, McKenzie (2002) attributed the 
impact of negative shocks and positive shocks on the volatility of the 
USA/AUD to the intervention activity of the Reserve Bank of Australia. 
He found that large sales of foreign reserves (negative shocks) by the 
central bank might be more volatile than a purchase of foreign 
reserves (positive shocks) by means of a TGARCH model.  
 
Nevertheless, Baharumshah (2007) indicated that not all Asian 
currencies exhibited the asymmetric effects in their conditional 
variance before the Asian financial crisis by means of a EGARCH (1,1) 
model. 
 
2.2.5. Volatility Persistence 
 
Volatility persistence refers to some time series whose volatility 
shocks decay at a slow rate as the lag increases, called long memory 
process (Tsay, 2005). It can be interpreted as saying that one shock 
keeps affecting currency volatility at long term. This means that the 
exchange rate volatility has long memory about this event.  
 
Baillie et al. (1996) and Tse (1998) proved this effect in the DEM/USD 
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market and the YEN/USD market because of the outperformance of 
IGARCH in fitting the data. However, Beine and Laurent (1999) 
concluded that there is no significant evidence to prove volatility 
persistence in four major daily exchange rates (DEM, FRF, YEN, GBP 
against the USD) during 1980 to 1996 by employing student-t ARIMA 
with IGARCH.  
 
Vilasuso (2002) uncovered currency volatility not only from the 
long±term shock effect, but also from permanent shock influence (i.e. 
infinite memory about this shock) as he found that FIGARCH exhibits 
better performance than IGARCH. Pong et al. (2004) argued that one 
shock influences currency volatility at long-term instead of infinite 
period by examining exchange rates of the dollar against the pound, 
the mark and the yen based on the comparison between FIGARCH and 
IGARCH. They indicated that the shock effect on currency volatility 
will disappear at sufficiently long time.  
 
2.2.6. Volatility Feedback 
 
Volatility feedback refers to the relationship between volatility and 
returns. A positive relationship means that an increase in returns 
leads to an increase in volatility, and this increasing volatility leads to 
a rise in returns. For instance, a rise in EUR/USD log-returns resulting 
from strengthening euro with weakening USD might generate high 
instability among a large number of traders holding USD. Further, a 
large amount of USD tends to be sold because of risk-aversive traders 
and floating exchange rate behaviors, which results in a further 
decrease in the value of USD again (i.e. an increase in EUR/USD 
log-returns). 
 
According to previous literature, this effect is widely prevalent in the 
stock markets. It usually exhibits a positive relationship because high 
risk demands a higher return as compensation, named the risk 
premium (Bodie et al. 2011). In fact, the volatility feedback effect is 
also present in currency markets. Tai (2001) significantly found the 
occurrence of time-varying volatility feedback for the JPY, HKD, SGD 
and MYR (all against USD) by means of a multivariate Garch-in-mean 
model. In addition, a positive relationship between currency risk and 
returns has been proven in the Australia, New Zealand, Norway, Brazil, 
and Iceland commodity currency markets by Chen et al. (2010) based 
on statistically significant evidence on the negative volatility feedback 
effect. 
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2.3. Methods Applied to Forecast Volatility 
 
The empirical literature on the forecast of currency volatility focused 
on capturing its characteristics. The five methods for modeling and 
forecasting are standard deviation, exponentially weighted moving 
average, general autoregressive conditional heteroskedasticity family, 
stochastic volatility, and implied volatility. This part will provide a 
general overview of each method based on their specific advantages 
and disadvantages. 
 
2.3.1. Standard Deviation Method 
 
For convenience, volatility is calculated by the classic standard 
deviation log returns of underlying assets in conventional markets.  
More evidences of its application can be found in Cushman (1988), 
Darby et al (1999), Görg and Wakelin (2002). This assumes that 
volatility is constant over the period. However, Covrig and Low (2003) 
argued that the predictive ability of standard deviation is very poor for 
the short forecast horizon. It mainly causes three problems. 
 
First of all, this method is based on the assumption that the individual 
period returns follow independent and identical distributions (i.i.d.). 
However, many model returns do not accommodate this assumption, 
such as stochastic option pricing models and auto-regression models 
(Alexander, 2008). It is unrealistic to assume that the true volatility 
uniformly corresponds to the sample error. It should change over time, 
instead of just being a constant. 
 
Secondly, long distance events in the sample period have the same 
effect as recent ones in this method, even though the event has 
passed and the market has returned to normal condition (Hull, 2012). 
The estimated volatility is artificially high at the next periods as long 
as the infrequent event has taken place (ibid). 
 
Thirdly, not all data sets are normally distributed. Positive skewness 
might overestimate volatility since extreme positive values deviate 
from the mean, the standard deviation increases (Bodie et al., 2011). 
Inversely, negative skewness causes volatility underestimation. As 
for excess kurtosis, the standard deviation might underestimate the 
frequency of the extreme values. Hence, volatility cannot be solely 
defined as the standard deviation of returns. 
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2.3.2. Exponentially Weighted Moving Average Method 
 
The EWMA method is to refine the shortcomings of standard deviation 
method by giving greater weights to more recent observations and 
less weights to far distant ones (Hull, 2012). In this way, it not only 
increases the impact of new information on the forecast volatility, but 
also reduces the ghost effects effectively. Moreover, the current 
volatility estimate in the EWMA just depends on the last estimated 
volatility and the return calculated by the most recent observations. 
So it just needs a small number of observations, which is an attractive 
feature (ibid).  
 
For instance, Bystrom (2002) showed that EWMA performs better in 
accurate volatility forecasts than the historical standard deviation and 
20-day moving average model by analyzing five currencies from 
02/01/1990 to 30/04/1999. Based on the analysis of different kinds of 
loss functions, Gonzalez-Rivera et al. (2004) proved that a simple 
EWMA, which does not require parameter estimation, is as well 
behaved as other more sophisticated models. However, Covrig and 
Low (2003) argued that EWMA behaves worse than the implied 
volatility in predicting three currencies (USD/JPY, AUD/USD and 
GBP/USD) during 05/06/1996 to 25/04/2000. 
 
Although EWMA is easy to calculate due to not needing parameter 
estimation, there are three obvious drawbacks. Firstly, the only 
parameter for EWMA is inflexible and reacts to market changes slowly 
(Alexander, 2008). Secondly, EWMA volatility prediction shows a 
constant term structure as the forecast horizon increases. Thus there 
is no point to make further forecast. Thirdly, EWMA lacks long-term 
variance. So its prediction fails to reverting unconditional variance.  
 
2.3.3. GARCH Family Volatility Models 
 
The ARCH model suggested by Engle (1982) and the GARCH model 
suggested by Bollerslev (1986) were designed for modeling financial 
time series heteroskedasticity. It is capable to capture the properties 
of volatility clustering and leptokurtosis. Afterwards, an immense 
family of GARCH models (e.g., AGARCH, EGARCH, TGARCH, IGARCH, 
FIGARCH) has been introduced to capture different features of 
volatility. 
 
Bollerslev (1986), Taylor (1987) and Hull (2012) pointed out that 
GARCH(1, 1) is regarded as the most popular and widely employed 
GARCH model in previous literature. Besides, according to Engle 
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(2001), a higher-order model with additional lag terms can model 
long horizon data well, like several decades of daily data or a year of 
hourly data. Kumar (2006) proved that GARCH(4,1) and GARCH(5,1) 
outperform GARCH(1,1) in India currency volatility estimates. 
 
Comparing with the ARCH(q) model, Engle and Kraft (1983) proved 
that a simple GARCH model forecasts quarterly data better than a 
ARCH(8) model because the ARCH model fails to capture long lags in 
the shocks with fewer parameters. Balaban et al. (2004) also thought 
ARCH-type models display the worst predicting power, as 
substantiated by an analysis of daily data. In addition, the restrictions 
imposed on the parameters of the ARCH variance equation are quite 
severe to ensure the series has a finite fourth movement (Brooks, 
2008). Nevertheless, Brailsford and Faff (1996) found that ARCH-type 
models have a superior volatility prediction in Australia stock market. 
Hansen and Lunde (2001) estimated 330 different GARCH-family 
models and concluded that ARCH(1) significantly outperforms in 
predictive ability, whereas GARCH models lack strong evidence to 
prove their forecasting power by means of daily exchange rate data 
(DEM/USD). So even through the GARCH model is a generalization of 
the ARCH model, its forecasting performance needs further analysis. 
 
Comparing it to the EWMA model, Walsh and Tsou (1998) pointed out 
that GARCH models have a better forecasting performance as shown 
by analyzing hourly, daily and weekly data. Ederington (2004) also 
found that the quality of EWMA volatility forecast is less accurate than 
GARCH(1,1) by assessing daily EUR/USD value and daily YEN/USD 
value from 01/04/1971 to 12/31/2003. McMillan and Speight (2004) 
arrived at the same conclusion by an extensive analysis for 17 daily 
exchange rate series. Further, West and Cho (1994) stated that 
although the better model for longer horizon prediction is hard to be 
chosen, GARCH model tends to slightly outperform EWMA in longer 
horizon forecast like weekly prediction on basis of examining five 
weekly currencies during 1973-1989. As a result of no clear 
conclusion about which method have higher forecasting ability for 
recent EUR/USD value, the performance of EWMA and GARCH models 
is worth to be evaluated based on the same forecast horizon. 
 
Although GARCH models have been widely used for predicting 
volatility, they suffer from many drawbacks (Brooks, 2008). Firstly, 
the non-negativity restriction imposed on the parameters to assure 
positivity of the variance may be inaccurate. Secondly, it is unable to 
capture the leverage effect, volatility persistence, volatility feedback, 
volatility spillover (Tsay, 2005 and Hill et al, 2008). These limitations 
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of GARCH models lead to the birth of the extension models, such as 
TGARCH, IGARCH, and GARCH-in-mean, which have been discussed 
in part 2.2.. 
 
2.3.4. Stochastic Volatility Method 
 
Based on the GARCH variance equation, the stochastic volatility 
method adds an error term in the conditional variance equation which 
follows a Gaussian white noise process (Brooks, 2008). In addition to 
the shock influenced by given available information, this model 
contains a second shock term. 
 
Melino and Turnbull (1990) uncovered that the stochastic model not 
only results in a better fitting performance for the Canada-U.S. 
exchange rate, but also enhances the forecasting power. Heynen and 
Kat (1994) found that the best volatility forecast model highly relies 
on the examined assets by comparing random walk, GARCH(1,1) and 
EGARCH(1,1) with stochastic model based on different kinds of assets. 
They proved that the stochastic volatility model can forecast stock 
index better than currency volatility. 
 
2.3.5. Implied Volatility Method 
 
Implied volatility model introduced by Latane and Rendleman (1976) 
for forecasting options volatility is based on option prices observed in 
the market instead of the historical prices of currency. It also 
considers other useful information, such as past events, investor 
behaviors, and expected events which may not be considered by 
other models (Thanh, 2008). It can be obtainable by given 
option-pricing models such as Black-Scholes formula. According to 
Hull (2012), it is beneficial to evaluate WKHPDUNHW¶VH[SHFWDWLRQRI
volatility, whereas volatility based on historical data is considered as 
backward looking. 
 
As a result of including rich information for predicting, Pong et al. 
(2004) found that the implied volatility method outperform in 
forecasting the pound and the yen volatility for longer horizons (one 
or three months) compared to GARCH, ARMA, ARFIMA based on the 
regression criteria (the adjusted R2). Even though it contains related 
information about future volatility, Fleming (1998) proved that 
implied volatility overestimates volatility. 
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2.4. Methods Applied to Evaluate Forecast Performance 
 
Fitting a volatility specification based on in-sample data is to predict 
the risk in the future. However, a good in-sample performance cannot 
ensure a good out-of-sample predictive power (Hansen and Lunde, 
2001). Thus a good forecasting model must not only capture the past 
data properties but also provide the most accurate forecasts.  
 
2.4.1. Representative of True Volatility 
 
The measure of true volatility should get initial attention since 
volatility is not observable, unlike return. Particularly, different data 
intervals have different measures. 
 
With respect to daily data, Ederington and Guan (2004), Bystrom 
(2002) and Vilasuso (2002) replaced squared true volatility with the 
square of the daily exchange rate return since return is the unique 
observation. Additionally, Davidian and Carroll (1987) applied the 
absolute value of daily returns to represent the true volatility. Since it 
is widely used the squared return to measure the true volatility. Thus 
the absolute return measure will not be used in this thesis. 
 
Nonetheless, these measures as substitutes for the actual volatility 
are debatable. Only if the log-return is an i.i.d. process with zero 
mean, the squared return can represent true volatility consistently 
(Alexander, 2008). Actually, with the existence of autocorrelation in 
most financial series data, this assumption is hard to be satisfied. 
Andersen and Bollerslev (1998a) indicated that the unobserved 
variance is measured by out-of-sample squared returns, which is very 
noisy. Hansen and Lunde (2001) supported their opinion and stated 
that poor out-of-sample performance led to incorrect model selection. 
McMillan and Speight (2004) also indicated the poor forecasting 
ability might not result from the GARCH model per se but from a 
failure to measure the true volatility. All of them agreed that ex-post 
squared returns should be substituted with realized volatility. 
Specifically, realized volatility can be computed by the cumulative 
squared returns from intra-day which are very high frequency data 
such as five-minute returns over a day (Andersen and Bollerslev, 
1998a). Since the data source of the high frequency data is difficult to 
access, rather than calculating realized volatility, the out-of-sample 
squared returns will still be taken as measure of the unobservable 
variance in this thesis, even though these biased estimators might 
weaken the forecasting ability of models. 
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Considering weekly data, Day and Lewis (1992) introduced two ways 
to measure true variance, covering simply squared weekly returns 
and squared daily returns multiplied by the number of trading days 
per week. However, the former one keeps far away from the zero 
mean assumption. The later one results in rough measures. Besides, 
Pagan and Schwert (1990), Franses (1996) used the square of 
de-meaned weekly returns to measure true variance. 
 
2.4.2. Goodness of Fit 
 
An analysis on the goodness of fit is a form of out-of-sample test. The 
regression (R2) test provides a direct indication of the goodness of fit 
for different out-of-sample regressions (Alexander, 2008). Wang et al, 
(2001) proposed a regression and adopted it to evaluate the 
goodness of fit, aiming to analyze forecasting ability of GARCH 
specifications under the estimated EGB2 distribution for six currencies. 
Pong et al, (2004) took advantage of the R2 statistic to make forecast 
comparisons between the GARCH(1, 1) model and implied volatility 
based on three currencies during the out-of-sample period 01/1994 to 
12/1998. More applications of this method can be found in Pagan and 
Schwert (1990), Day and Lewis (1992).  
 
With respect to the encompassing tests introduced by Fair and Shiller 
(1990) with more than two explanations, this is often in order to 
analyze whether forecast information from one model differs from the 
information derived from another model. It was widely used to 
compare the out-of-sample forecast performance between the 
GARCH model and implied volatility method (Day and Lewis, 1992, 
Covrig and Low, 2003, Pong, 2004). Without currency option data in 
this thesis, this approach will not be applied. 
 
2.4.3. Symmetric and Asymmetric Loss Functions 
 
In addition to using the goodness of fit tests, the loss function or utility 
function is an alternative criterion for selecting accurate forecasting 
specification based on the out-of-sample window (Bollerslev et al., 
1994, Diebold and Lopez, 1996, Lopez, 2001). There are many 
different types of loss functions based on different interpretations. 
Not surprisingly, various loss functions will draw different conclusions. 
 
Lee (1991) applied the root mean square error (RMSE) and the mean 
absolute error (MAE) to analyze the out-of-sample performance for 
the ARMA-GARCH process on 5 currencies (350 observations in each 
currency as the out-of-sample). Vilasuso (2002) compared the 
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forecasting power of the FIGARCH model for six currencies with that 
of either the GARCH or IGARCH model by using a mean square error 
(MSE) and a mean absolute error (MAE) criterion in terms of 
out-of-sample daily exchange rates over 11 years. He also took 
advantage of a statistic test introduced by Diebold and Mariano (1995) 
to judge the difference in forecast accuracy between the above 
models. Pong et.al (2004) adopted the MSE criterion to investigate 
three currencies for four forecast horizons on two frequencies by 
ranking these 24 cases. Franses (1996) also rank their results for 25 
cases based on the MSE test. Hansen and Lunde (2001) applied seven 
different kinds of loss functions1, aiming to judge the forecasting 
ability of 330 GARCH models by using 260 days out-of-sample 
DEM/USD data. Interestingly, they found that the outcomes from MSE 
criterion are similar to that from the regressions which are used to 
test the goodness of fit, so this criterion will not be discussed in the 
rest of thesis.  
 
However, one obvious limitation of the above loss functions (e.g., 
MAE and RMSE) is symmetry. They put equal weights to both over- 
and under-estimation. In reality, it is unlikely for the currency 
investors to treat over- and under-estimations of volatility with a 
similar risk magnitude. For example, currency put option price usually 
moves the opposite direction as exchange rate. An American trader 
will receive an amount of euro in the next 3 months. If he worried 
about the weakening euro with the strengthening USD, he might buy 
currency put options in order to sell euro at high price in 3 months. An 
over-estimation of the EUR/USD volatility will be of greater concern to 
him than the put option seller since he has to pay the fixed premium. 
Only if the gain is higher enough to offset the amount of premium, he 
can earn profits. In contrast, under-estimation tends to be more cared 
by the put option seller. Currency volatility gives a clear guidance to 
its derivatives. Therefore, it is advisable to take the asymmetric loss 
function, called mean mixed error (MME), into account (Brailsford and 
Faff, 1996, Christoffersen and Diebold 1996). 
 
Nevertheless, Covrig and Low (2003) argued that classic assumptions 
of loss functions are ignored by asymmetric loss functions, and 
suggested a new method named the HLN2. This method, introduced 
by Harvey et al. (1997), relaxes some restrictions on the forecast 
errors, such as Gaussian distribution, zero mean and serial 
non-correlation. 
                                                             
1
 Seven kinds of loss functions include MSE1, MSE2, PSE, QLIKE, R2LOG, MAD2, MAD1.  
2
 The HLN statistical test is distributed as student-t with (T-1) degrees of freedom. The null 
hypothesis of this test is no difference between variance forecasts and squared true 
volatilities (Covrig, 2003). 
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3. Data  
 
Data generation is an initial step for modeling and forecasting. Two 
decisions need to be made to guarantee the adequacy of results 
(Alexander, 2008). One is the frequency of observations. The second 
one should be the total length of the historical data period and the 
length of subsample (i.e. in-sample and out-of-sample). 
 
3.1. The Frequency of Data 
 
High frequency data is usually used to estimate a short term volatility 
model, while low frequency data is used to model relatively long term 
volatility. Andersen et al. (2003) indicated that models specified for 
daily data generally fails to capture the movements of longer period 
data. For example, daily data is more suitable for daily volatility 
estimation than for 10-day period volatility estimation, because the 
application of the square-root-of-time rule might create a rough 
result. 
 
In addition, the purely statistical opinion that the data frequency 
should be as high as possible to fully reflect the given information is 
debatable. The availability of data for increasingly shorter return 
horizons has shifted the attentions from modeling at weekly and daily 
frequencies to minute-by-minute frequencies. Pong et al. (2004) 
proved that the predictive quality is improved by using very 
high-frequency exchange rates by comparing with low frequency data. 
Although it has been proven to respond quickly to new shocks and 
short-term dynamic effects, the statistical properties of this sample 
might be influenced by the noise component (Oomen, 2006). The 
effect of the market microstructure noise resulting from the 
transaction process (e.g. bid-ask spreads, asynchronous trading and 
market closure) can lead to high peaks, thick tails, and skewness of 
the currency returns distribution (McGroarty et al, 2005). It does not 
accommodate the normal distribution assumption, which enhances 
the difficulty of estimating a forecasting model. 
 
Furthermore, it is interesting to find that, according to literature 
evidence, the forecasting quality of GARCH models is likely to be 
affected by the data frequency. Wang et al, (2001) implied that 
intervals chosen might directly affect the forecasting ability of 
specifications. As a result, daily and weekly data will be used to assess 
the forecasting performance under conditional normal and student-t 
residual distribution.  
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3.2. The Length of Data Period 
 
Long data periods cannot ensure the accuracy of model estimation 
because of the lower relevance to current information (Figlewski, 
2004). The whole sample covering the period from 1st August 2007 to 
31st July 2013 (6-year data) is to be the investigated object in this 
thesis. It is worth to note that the Global Financial Crisis and the 
European debt crisis broken out in succession during this period, 
which might affect the statistical features of conditional error 
distribution. It is beneficial to propose an appropriate forecasting 
model representing the EUR/USD value in this complicated currency 
market. 
 
Additionally, the sample sizes of in-sample and out-of-sample are 
supposed to be decided based on previous literature. Most of the 
researchers used 5 or 6 years observations as in-sample data in order 
to estimate currency volatility models. Enough evidence can be found 
in Franses (1996), Hansen (2001), Pong et al (2004), McMillan and 
Speight (2004), Bubak et al, (2011). However, Vilasuso (2002) used 
19 years of data as the in-sample. When it comes to the 
out-of-sample size, this decision is more contentious. Some of the 
sub-sample sizes cover between 1 and 2 years as shown by evidence 
in Bubak (2011), Vilasuso (2002), Hansen (2001), and McMillan and 
Speight (2004). Alexander (2008) is consistent with this idea and 
recommends that weekly data over five-year period to estimate 
weekly risk over one year might be suitable. This might reduce the 
estimated standard errors. However, some of choices of 
out-of-sample lengths are roughly equal to the corresponding 
in-sample lengths, such as in Lee (1991), West (1995), Franses 
(1996), Pong et al. (2004). They insist on equal importance for both 
sub-samples. Surprisingly, some of the sizes of the ex-post sample 
are much larger than that of the in-sample, like in Bystrom (2002), 
who seems to focus on evaluating the out-of-sample performance in 
volatility forecasts for four currencies by using 500 daily data as 
in-sample, and 1800 daily data as out-of-sample. In sum, I care about 
not only the performance of fitting but its predicting ability as well. 
Hence, 3-year data will be in-sample, the latest 3-year observations 
will be out-of-sample. 
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3.3. Data Selection 
 
I use daily midpoint US dollar exchange rate data (USD) for the euro 
(EUR) over the period from 1st August 2007 to 31st July 2010 (1096 
observations in this series) to generate the in-sample data. For 
out-of-sample generation, the period is from 1st August 2010 to 31st 
July 2013, also including 1096 observations. Regarding average 
weekly midpoint exchange rates, for the in-sample window data from 
1st August 2007 to 31st July 2010 was collected as well. The number of 
observation points is much reduced when weekly interval is chosen, in 
this case to 155 observations. For weekly out of sample construction, 
the latest 156 observations are from 1st August 2010 to 31st July 
2013. 
 
All data were obtained from Oanda. To achieve stationarity, I 
transform the mid-quoted EUR/USD data by taking the first difference 
of the logarithm for these exchange rate series (Wang et al, 2001). 
The expression is: 
 
Rt=[ln(Pt)-ln(Pt-1)]*100,                        օ 
 
where Pt is the nominal EUR/USD at time t, Pt-1 is the exchange rate at 
t-1, Rt equals the percentage change in the logarithmic exchange rate 
at period t. Specifically, Rt>0 implies EUR appreciation, while Rt<0 
indicates USD becoming stronger. Additionally, for daily series, Rt 
represents currency changes between two successive days, instead of 
two successive trading days, because I did not drop data for 
weekends or holidays. 
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3.4. Descriptive Statistics 
 
Table 1: Descriptive statistics for daily and weekly currency log-return (Rt) 
(In-sample data from 1st August 2007 to 31st July 2010) 
 Daily Weekly 
Number of 
Observations3 
1095 154 
Mean -0.004518 -0.04172 
Standard Deviation 0.532074 1.386841 
Skewness 0.1753268 0.2264138 
Kurtosis 7.742222 5.414603 
Jaque-Bera test 1037.808 [<2.2e-16] 40.9856 [1.259e-09] 
Q test(10) 97.3471 [2.22e-16] 32.1226 [0.000382] 
Q test(30) 133.0328 [6.217e-15] 61.2736 [0.0006437] 
Q test(50) 170.1986 [5.107e-15] 99.8786 [3.569e-05] 
Note: As usual, I denote as statistical significance the 5% benchmark level in this 
thesis. P-values are reported in brackets. 
 
3.4.1. Normality Tests 
 
Three methods are applied to test normality in Table 1. First of all, a 
check whether the value of skewness and kurtosis is different from 
zero and three, respectively, is needed. As the skewness is non-zero 
and kurtosis is not three, we get a rough indication of non-normality 
for both the daily and weekly cases. In addition, the kurtosis of the 
daily series (7.742222) is higher than that of the weekly data 
(5.414603), which signifies that high-frequency series have a thicker 
tail than relatively low frequency series. Secondly, a Quantile-quantile 
(QQ) plot is also shown to examine normality4. According to Figure 1 
below, given the EUR/USD daily log-return QQ-plot, the middle points 
lay closely on the straight line, but the curve turns downward at the 
left end and upward at the right end. This means that the daily series 
has a fatter tail than the normal distribution. There is a similar 
situation for the EUR/USD weekly log-return QQ-plot. More specific, 
the daily series displays a much fatter tail than weekly series, 
according to the extent of curving at the end. Moreover, regarding the 
Jaque-Bera statistic5, the null hypothesis of normal distribution is 
                                                             
3
 There are 1096 observations of daily nominal exchange rates and 155 observations of 
weekly average exchange rates to generate in-samples. One observation has been dropped 
in each series after taking the first difference of the logarithm. So 1095 daily log-returns and 
154 weekly log-returns are shown in each in-sample window. 
4
 If the sample follows normal distribution, the points should lay alongside the QQ straight 
line. 
5
 The Jarque±Bera Test for normality is chi-squared distributed with two degrees of freedom. 
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rejected as the associated p-values much less than 0.05. According to 
these three tests, it can be concluded that both daily and weekly 
series are non-normal. It is also proven that the daily series (i.e. 
higher-frequency data) displays more leptokurtosis than weekly 
series in accordance with Alexander (2008). 
 
Figure 1: Q-Q Plot of Daily and Weekly Log-Returns 
 
 
 
 
3.4.2. Serial Correlation Tests 
 
A white noise process (or serially uncorrelated) is a weakly stationary 
process where mean is zero and all autocovariances are zero except 
for the variance. It is impossible to forecast a white noise series 
because the future returns are in no way related to historical returns. 
The Portmanteau test6 is used to check if the autocorrelations of the 
return series are jointly zero. According to Table 1, it is shown that the 
p-value of daily series are all less than the significance level of 5% 
suggesting that the null hypothesis of jointly zero autocorrelations 
has to be rejected and the log-returns of daily exchange rates is not a 
white noise process. It also can be interpreted to mean that it is 
possible to use historical exchange rates to gain information on future 
value. A similar conclusion also can be drawn for the weekly series 
                                                                                                                                                                              
Its joint hypothesis is that the skewness is zero and the excess kurtosis is also zero. 
6 Portmanteau Test Q(10)/Q(30)/Q(50) test denotes the Ljung±Box test for serial correlation 
with 10th-order, 30th-order and 50th-order, respectively. The null hypothesis is that ߩଵ ൌ ߩଶ ൌ ߩଷ ൌڮߩ௠ ൌ  ? (i.e. white noise series). More specifically, Q(m)=T(T+2) ? ఘೖమ்ି௞௠௞ୀଵ is a chi-squared 
random variable distribution with m degrees of freedom.  
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because all of the p-values are lower than 5%. In addition, according 
to Figure 2 below, given the performance of ACFs on both daily and 
weekly log-return series, some specific lags appear to be significantly 
correlated (i.e. beyond the 95% confidence level) but the rest 
fluctuate within a certain range. This implies these lags are significant 
in the future forecasting. These results from ACFs and from the 
Portmanteau test are consistent. 
 
Figure 2: ACFs of Daily and Weekly Log-Returns 
 
 
 
 
3.4.3. Unit Root Tests 
 
Stationarity plays an important role in time series analysis (Tsay, 
2005). Many financial data series are non-stationary, which leads to 
rough results and incorrect analysis. Since using non-stationary 
variables in a regression might easily meet the problem of spurious 
regression, variables may have a strong and significant relationship, 
even though they are irrelevant (Granger and Newbold, 1974). A 
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stationarity condition is imposed over the whole parameter estimation 
(Francq and Zakoian, 2004). Hence, it is crucial to carry out a unit root 
test, such as the Augmented Dickey±Fuller (ADF) test, for each 
variable to check for stationarity before estimating regression. 
 
There are three versions of the ADF test, including no drift, with drift, 
and with drift & trend regressions7. According to Füss (2008), firstly, 
a regression with drift & trend should be estimated. The null 
hypothesis of ߚଵ ൌ ߜ ൌ  ? is tested by using the F-type test of ߮ଷ. If 
this null hypothesis cannot be rejected, next, I still need to estimate 
the model with drift only. The null hypothesis becomes ߚ଴ ൌ ߜ ൌ  ?. If 
this null hypothesis still fails to reject based on the F-type test of ߮ଶ, 
then it implies that this series should be modeled by the specification 
without drift. Finally, it is necessary to check the tau-statistic to test 
stationarity on light of the appropriate specification. Only if the null 
hypothesis of non-stationarity (ߜ ൌ  ?) is reject, it can be concluded 
that this series is stationary. 
 
Table 2: Augmented Dickey-Fuller Unit Root Test 
Value of test-statistic 
Daily 
data 
tau3 phi2 phi3 Weekly 
data 
tau3 phi2 phi3 
-21.8552  159.2162 238.8244 -7.0367 16.5142 24.7643 
Critical values for test statistics 
Daily 
data 
1pct 5pct 10pct 
Weekly 
data 
1pct 5pct 10pct 
tau3 -3.96 -3.41 -3.12 tau3 -3.99 -3.43 -3.13 
phi2 6.09 4.68 4.03 phi2 6.22 4.75 4.07 
phi3 8.27 6.25 5.34 phi3 8.43 6.49 5.47 
 
The results of the ADF test are shown in Table 2. For daily log-returns, 
the statistic value of phi3 (߮ଷ) (238.8244) is much greater than the 
critical values at all significance level (8.27, 6.25, 5.34), the null 
hypothesis of ߚଵ ൌ ߜ ൌ  ? can be rejected significantly. A model with a 
drift and a trend term should be applied. The tau-statistic (-21.8552) 
in absolute term is higher than the absolute critical value at all 
significance level (-3.96, -3.41, -3.12). It turns out that the null 
hypothesis of non-stationarity can be rejected, and it can be 
concluded that the daily series is stationary. Similarly, the weekly 
series also exhibits stationarity. 
 
                                                             
7
 No drift:  ?Rt=ߜ୲ିଵ ൅ ୲ 
With drift:  ?Rt=ߚ଴ ൅ ߜ୲ିଵ ൅ ୲ 
With drift & trend:  ?Rt=ߚ଴ ൅ ߚଵݐ ൅ ߜ୲ିଵ ൅ ୲. 
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3.4.4. The Feature of Volatility Clustering  
 
According to Figure 3 below, it is witnessed that the variances of daily 
and weekly log-returns are not always constant. It also exhibits the 
features of volatility clustering in daily and weekly log-returns series. 
 
Figure 3: Daily and Weekly Log-Returns of the EUR/USD 
(The first one is daily series; the second one is weekly series) 
 
 
 
 
 
Given these descriptive statistics, it can be concluded that both daily 
and weekly log-returns are stationary but non-normal and serial 
correlated. Moreover, variances of both series are not constant over 
time suggesting that the standard deviation method cannot measure 
the volatility for a short horizon. 
 
In addition, although the skewness of both series is positive, they are 
very close to zero, so this is insignificant. More attention should be 
paid to kurtosis. Hull (2012) attributed the failure of fully exhibiting 
leptokurtosis in the conditional mean and variance to the traditional 
Gaussian assumption which is not flexible enough to explain this 
statistical feature. He also agreed with most literature evidence that 
employing the assumption of the student-t conditional distribution 
can improve the fitted performance of models. However, Wang et al, 
(2001) argued that the student-t GARCH models tend to under- or 
over-estimate the third and fourth moments. Hence, for the observed 
characteristics of thick tails and volatility clustering, the EWMA and 
GARCH framework will be applied to model daily and weekly series 
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under the normal and student-t distribution. 
 
4. Methodology 
 
4.1. Volatility Prediction in light of EWMA 
 
In the EWMA method, more weight is given to recent data, while the 
weight for past observation declines exponentially as time passes. 
Volatility tends to change stably over time based on the EWMA 
approach, rather than staying constant (Hull, 2012). It is written as: 
 ߪ௧ଶ ൌ ߣߪ௧ିଵଶ ൅ ሺ ? െ ߣሻ ௧ܴିଵଶ ,                      ł 
 
where ߪ௧ଶ is the estimated volatility for t-period, ߪ௧ିଵଶ  is the estimated 
volatility for the last period t-1, ܴ௧ିଵଶ  is the previous period¶VUHWXUQ, ߣ is a decay factor with the value between 0 and 1.  
 
The parameter ߣ is usually 0.94 for daily data and 0.97 for monthly 
data (J.P.Morgan, 1996). Considering weekly data, I set ߣ=0.97, with 
support from Harris (2011). 
 
The EWMA indicates that updating the volatility estimate each period 
is based on the most recent return. Specifically, with the influence of 
shocks from the actual return at last period, for low ߣ, volatility jumps 
immediately and falls back down soon, while for high ߣ, volatility rises 
slightly and declines at slower rate in later periods. 
 
When it comes to predicting with EWMA, it is easy to produce the 
one-step-ahead forecast as follow: 
 ߪ௧ାଵଶ ൌ ߣߪ௧ଶ ൅ ሺ ? െ ߣሻ ௧ܴଶ.                       Ń 
 
An underlying assumption of this approach is that the mean of return 
is zero (Hull, 2012). Then the expectation of the squared return can 
represent the actual variance, E(ܴ௧ଶ)=ߪ௧ଶ. Further, for k-step-ahead 
forecasts, it is shown as: 
 ܧሺߪ௧ା௞ଶ ሻ ൌ ߣߪ௧ଶ ൅ ሺ ? െ ߣሻߪ௧ଶ ൌ ߪ௧ଶ.                   ń 
 
It implies that the best forecast of tomorrow or any period in the 
future volatility is current estimated volatility, in consistence with the 
efficient market hypothesis. However, the actual ܴ௧ଶ might be greater 
than ߪ௧ଶ in reality. Then any recent dynamics in the actual ܴ௧ଶ might 
be ignored in multi-step ahead forecasts. Finally, volatility forecasts 
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just keep at the current level and show a flat line. To avoid this 
situation, rather than using multi-step ahead forecasts, I will just 
focus on one-step-ahead forecast by taking full advantage of updating 
returns and re-estimated volatility many times. 
 
4.2. Volatility Forecast based on GARCH-type models 
 
A constant decay factor ߣ in the EWMA fails to capture the dynamic 
changes in the EUR/USD series. A better method to explain 
time-varying volatility are the ARCH/GARCH models (Engle, 1982). 
They can fully express the important currency data characteristics of 
volatility clustering and leptokurtosis (Hull, 2012). In other words, it 
allows error terms with heteroskedasticity and non-normality. 
Specifically, heteroskedastic variance (i.e. conditional variance) 
means that the variance of the error terms are based on squared 
previous innovations (Engle, 1982). Thus volatility change at every 
point of time takes the information available at the start of the period 
analysis into consideration, which is more general than the EWMA. 
Furthermore, error terms with excess kurtosis can be a conditionally 
normal distribution or conditional student t distribution. Particularly, 
the conditional error distribution is usually transformed to conditional 
distributions of the standardized residuals. 
 
According to Andersen and Bollerslev (1998a), GARCH models are a 
combination of two equations, the mean equation and the variance 
equation. The pure GARCH(p, q) model is written as: 
 
 ܴ௧ ൌ ߙ଴ ൅ ߝ௧, 
 ୲ ൌ ɘ ൅  ? Ƚ୧ɂ୲ି୧ଶ୯୧ୀଵ ൅  ? Ⱦ୨୲ି୨୮୨ୀଵ .                  Ņ 
 
In order to keep stationarity and positive variance of the models, the 
following conditions are imposed: ɘ>0, 0 <Ƚ୧< 1, 0 <Ⱦ୨< 1 and  ? Ƚ୧୯୧ୀଵ ൅  ? Ⱦ୨୮୨ୀଵ <1. More specifically, the intercept ɘ  models the 
property of mean-reverting. If current volatility is high (low), it tends 
to fall (rise) over time. Finally, it will converge to long term variance: 
 ܸ ൌ ɘȀሺ ? െ ? Ƚ୧୯୧ୀଵ െ  ? Ⱦ୨୮୨ୀଵ ሻ,                 ņ 
 
which is unconditional variance (Alexander, 2008). Besides, low Ⱦ୨ 
 25 
 
implies that volatility takes a short time to change, and low Ƚ୧ implies 
that volatility is slowly responsive to new information (Hull, 2012). 
According to arguments mentioned in the literature review, the 
influence of the orders of the GARCH model on forecasting ability is 
debatable. GARCH(1,1), GARCH(2,1) and GARCH(3,1) models will be 
examined their performances. 
 
Two extensions of GARCH models will be set up for the purpose of 
testing the leverage effects of volatility, the threshold GARCH 
(T-GARCH) and the exponential GARCH (E-GARCH) models. T-GARCH 
model uses the leverage term ߛ to capture the asymmetric effects 
(Glosten, Jaganathan and Runkle, 1993). It is written as: 
 
                         ܴ௧ ൌ ߙ଴ ൅ ߝ௧, 
                  ݄௧ ൌ ɘ൅ Ƚଵɂ୲ିଵଶ ൅ ɀ୲ିଵɂ୲ିଵଶ ൅ Ⱦଵ୲ିଵ, 
 ୲ିଵ ൌ ൜ ?ǡ ߝ௧ିଵ ൏  ?ሺܾܽ݀݊݁ݓݏሻ ?ǡ ߝ௧ିଵ ൐  ?ሺ݃݋݋݀݊݁ݓݏሻ,                   Ň 
 
where ɘ>0, Ƚଵ>0, Ⱦଵ ൒0, and Ƚଵ ൅ ɀ ൒0 to ensure positive variance. 
When ߛ is significant and positive (negative), good (bad) news might 
give rise to higher volatility in the EUR/USD series. E-GARCH model is 
another model to reflect the leverage effects. Meanwhile, it relaxes 
the constraints of the positive coefficients by using log-linear form. It 
is written as: 
 
                              ܴ௧ ൌ ߙ଴ ൅ ߝ௧, ሺ݄௧ሻ ൌ ɘ ൅ Ƚଵ ఌ೟షభඥ௛೟షభ ൅ ɀ ฬ ఌ೟షభඥ௛೟షభฬ ൅ Ⱦଵሺ୲ିଵሻ.              ň 
 
This model replaces squared residuals with standardized residuals. 
When it shows Ƚଵ ൅ ɀ, positive shocks create greater volatility, while it 
shows െȽଵ ൅ ɀ, negative shocks have larger effects on volatility. 
 
Furthermore, it is a widespread view that there is a relationship 
between risk and returns in the currency market. The 
GARCH-in-mean model is based on the standard GARCH model. It 
adds the conditional variance to explain the mean returns aiming to 
investigate the effect of volatility feedback. If ߠ<0, it means there is 
a positive relationship between currency risk and returns. It is written 
as: 
 
                      ܴ௧ ൌ ߙ଴ ൅ ߠ݄௧ ൅ ߝ௧,  ݄௧ ൌ ɘ൅ Ƚଵɂ୲ିଵଶ ൅ Ⱦଵ୲ିଵ.                         ŉ 
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Finally, regarding the predicting power of GARCH models, taking 
GARCH(1,1) as an example, the 1-step-ahead forecast of the 
conditional variance is given by: 
 ݄௧ାଵ ൌ ɀ ൅ Ƚଵɂ୲ଶ ൅ Ⱦଵ୲.                          Ŋ 
 
It can be interpreted that the best variance forecast at t+1 is a 
weighted average of unconditional variance, the estimated variance 
at t, and the new information in this period that is captured by the 
latest squared residuals (Engle, 2001). In addition, for the 
k-step-ahead forecast: 
 ܧሺ݄௧ା௞ሻ ൌ ܸ ൅ ሺȽଵ ൅ Ⱦଵሻ௞ሺ୲ െ ܸሻ.                  ŋ 
 
As the k becomes larger enough, the forecasting variance will revert 
to long term variance V. Hence, long-term forecast for GARCH models 
is questionable (Alexander, 2008). 
 
Instead of taking multi-step forecasts, I will take more consideration 
about one-step-ahead prediction by making full use of updating 
returns. Each of WRPRUURZ¶VYRODWLOLW\ IRUHFDVWVFDQEHREWDLQHGE\
estimating rolling GARCH models. The underlying idea of this 
procedure is to take a fixed number of returns to HVWLPDWHWRPRUURZ¶V
conditional variance (݄௧ାଵ ), then delete the first return, and put 
WRPRUURZ¶VUHWXUQ into the fixed sample, and re-estimate the GARCH 
PRGHOWRJHQHUDWHWKHGD\DIWHUWRPRUURZ¶VFRQGLWLRQDOYDULDQFH݄௧ାଶ) 
(Alexander, 2008). This procedure is repeated until the end of the 
out-of-sample window is reached, so that I can evaluate the 
forecasting ability of specific model. Taking the daily EUR/USD value 
as an example, the size of the fixed size estimation window is 1096 
periods8. A conditional volatility forecast on 1st August 2010 can be 
obtained from the in-sample (1095 observations) estimated 
specification, and then by abandoning the first daily return on 2nd 
August 2007, putting the new daily return on 1st August 2010 into the 
fixed sample to re-estimate the GARCH model, and generating a 
conditional volatility forecast on 2nd August 2010, and repeating this 
process 1095 times until getting 1096 conditional daily volatilities.  
 
In order to use the GARCH framework to forecast currency volatility, 
it is necessary to estimate these models. This involves four steps. 
                                                             
8 The specific size of in-sample and out-of-sample is slightly different. There are 1096 daily 
observations and 156 weekly observations to generate out-of-samples. Still 1096 daily 
log-returns and 156 weekly log-returns are shown in each out-of-sample. Since the initial 
log-return can be calculated by the exchange rates on the 31/07/2010 and 01/08/2010. 
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4.2.1. Mean Equation 
 
Initially, constructing a return model (i.e. mean equation) aims to 
remove any serial correlation in the EUR/USD data (Hull, 2012). If 
there is a unit root in the series, then they are non-stationary. The 
ARIMA method should then be carried out. According to Table 2, all 
the log-returns are stationary (I=0), meaning it is unnecessary to 
integrate, so the ARIMA model will not of concern. In addition, if these 
series have ACFs that are relatively small and decay very slowly, then 
they show the long memory effect (Tsay, 2005). The ARFIMA should 
then be worked out. According to Figure 2, the ACFs do not decay at 
very slow speed (i.e. without infinite memory effect). Thus the 
ARFIMA also will not be considered anymore. In sum, an application of 
the ARMA model to estimate currency log-returns will be concentrated 
on.  
 
In the autoregressive (AR) model, the current variable depends 
linearly on the past variables and the current innovation. In the 
moving average (MA) model, the current dependent variable is 
determined by the current and past values of the white noise 
innovations. The ARMA process is a combination of the AR and MA 
model. Its sophistication often allows using a low-order ARMA model 
instead of high-order individual AR or MA models to describe the 
dynamic structure of data. Consistent with Brooks (2008), all of 
characteristics of data should be modelled by involving as few 
parameters as possible. Thus it can decrease the estimated coefficient 
standard errors and improve the accuracy of the models.  
 
An ARMA process is expressed as ARMA(p, q), where p and q is the 
orders of the AR and MA processes, respectively (Wooldridge, 2009). 
For example, the ARMA(1, 1) process can be written as: 
 ܴ௧ ൌ ߙ଴ ൅ ߜଵܴ௧ିଵ ൅ ߮ଵߝ௧ିଵ ൅ ߝ௧,                   Ō 
 
where ȁߜଵȁ<1, and ɂ୲ ?Ǥ Ǥ Ǥ ሺ ?ǡ ɐଶሻ  to ensure that ɔଵ  is finite. Only 
under these conditions, this model can be guaranteed to be stationary 
(Alexander, 2008).  
 
With respect to the order of an ARMA process, even though the partial 
autocorrelation function (PACF) cuts off at lag p for a stationary AR (p) 
process, and the autocorrelation function (ACF) cuts off at q for a 
stationary MA (q) process, the application of the PAC and PACF graphs 
to decide p and q for a stationary ARMA (p, q) process can be difficult 
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(Tsay, 2005) since an ARMA series is an exponentially decaying ACF 
and an exponentially decaying PACF (ibid). Practically, the orders of 
an ARMA (p, q) model can be decided by information criteria, such as 
$NDLNH¶V LQIRUPDWLRQ FULWHULRQ $,&, which is easier and more 
adequate (Brooks, 2008). More specifically, one of popular 
information criteria, AIC, is written as 2K-2lnL, where lnL represents 
the maximized log likelihood, and K is the number of estimated 
parameters. For lnL, the higher this value is, the better the fit is. For 
K, the larger it is, the more complex the model is. Hence, the smallest 
value of AIC, with little parameters and high ln(L), is regarded as the 
most appropriate order combinations I should choose (Alexander, 
2008). 
 
4.2.2. Testing for ARCH Effect 
 
The disturbances (ߝ௧) generated from the mean equation are assumed 
to be a white noise process. Supposing no ARCH effect exists for the 
error terms, the volatility of these series should be constant, then just 
the standard deviation can represent it. Nevertheless, for some 
financial time series, the error terms ( ɂ୲ ) might not satisfy the 
homoscedastic assumption of constant variance (h). The time-varying 
variance (୲), which might depend on the square of one past error 
(ߝ௧ିଵଶ ) or more, is called conditional variance (i.e. heteroskedastic 
variance or volatility clustering effect). Theoretically, a white noise 
process does not imply independence of ߝ௧ and ߝ௧ିଵ, except for the 
case of a Gaussian white noise process (Akgiray, 1989). In other 
words, they might be dependent, even though successive error terms 
(ߝ௧) are uncorrelated. 
 
Therefore, it is critical to check whether the squared residuals (ߝ௧) are 
conditionally heteroskedastic before applying GARCH models. 
Roughly, if the second-order of EUR/USD data series whose ACFs 
exhibits non-linear temporal dependence, it indicates that this series 
exhibits heteroskedasticity, despite the first order series of ACFs 
without linear dependence (Beine and Laurent, 1999). There are 
many numerical tests for the presence of ARCH effects, including the 
Ljung-Box test Q(m) and the Lagrange multiplier test (Engle, 1982). 
The Lagrange multiplier (LM)9 test will be used via the R software in 
this thesis. 
 
 
                                                             
9The LM statistic is ሺܶ െ ݍሻܴଶ, where T is the number of observations, ܴଶ is the value from this ߝ௧ଶ=׎଴ ൅ ߝ௧ିଵଶ ൅ ݒ௧ regression. It is distributed as chi-squared with q degree of freedom. The 
null hypothesis is ³no ARCH effect .´  
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4.2.3. Estimation of GARCH Model Parameters 
 
The error terms ( ߝ௧ ) may reasonably be found to suffer from 
heteroskedasticity. With the existence of heteroskedastic error terms, 
the estimated coefficients of a regression are still unbiased by using 
ordinary least squares (OLS), but their standard errors and 
confidence intervals might be too narrow, which is not precise enough 
(Engle, 2001). Only if the error term is a Gaussian white noise process 
(i.e., homoscedastic variance), the estimation in OLS can be unbiased 
and efficient. However, this restriction is quite limiting. Alternatively, 
the parameters of both ARMA and GARCH models are usually 
estimated by using maximum likelihood estimation (MLE) (Alexander, 
2008). The likelihood function provides a systematic way to maximize 
the probability that observed data occurred and give parameters the 
best fit (Engle, 2001). Moreover, it is necessary to realize that the 
likelihood function should be in consistence with the assumed 
distribution of the error terms (Alexander, 2008). For example, if the 
standardized residual distribution is normal, then the likelihood 
function should be normal. The optimization problem will be 
programmed in R software. 
 
4.2.4. Diagnose Test 
 
There should be various fitted GARCH models. It is necessary to check 
the adequacy of those models. Regarding the adequacy of the mean 
equation, the existence of serially correlation for the standardized 
residual ( ݒ௧ ) needs to be evaluated by the Q(m) test. The 
standardized residual is written as: ݒ௧ ൌ ఌ೟ඥ௛೟.                            ō 
If the standardized residual ( ݒ௧ ) is a white noise process (i.e. ݒ௧  ?݅Ǥ ݅Ǥ ݀Ǥ ሺ ?ǡ  ?ଶሻ), then I expect the mean equation to be adequate. For 
the accuracy of the variance equation, similarly, it is important to test 
whether the square of the standardized residual (ݒ௧ ) is serially 
correlated or not by using the Q(m) test. If the squared standardized 
series (ݒ௧ଶ) does not exhibit serial correlation, then I can conclude that 
the conditional variance equation is valid. 
 
4.3. Forecast Assessment in Terms of Out-of-Sample Data 
 
When the fitted models based on in-sample data have been proposed 
and its parameters have been estimated, it is time to evaluate their 
forecast performance on light of the out-of-sample data since a good 
in-sample estimation does not necessarily guarantee an accurate 
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forecast. According to Alexander (2008), two main methods, the 
goodness of fit and the loss function, are applied to assess the 
out-of-sample performance. 
 
4.3.1. Actual Volatility Estimation 
 
Assuming the EUR/USD out-of-sample of daily log-return is a white 
noise process with zero mean, daily true volatility can be measured by 
squared returns.  
 
Regarding weekly true volatility, according to Pagan and Schwert 
(1990), Franses (1996), de-meaned weekly returns will be used to 
measure weekly true volatility. It is written as: 
 ߪ௧ଶ ൌ ሺܴ௧ െ തܴሻଶ,                        Ŏ 
 
where ߪ௧ଶ  is defined as the weekly true variance, ܴ௧  is the 
out-of-sample weekly returns, തܴ  is the average return of weekly 
out-of-sample data. 
 
4.3.2. Goodness of Fit 
 
Constructing the Mincer±Zarnowitz (MZ) regression of the observed 
squared out-of-sample returns on the variance forecasts is to 
examine the goodness of fit (Alexander, 2008). It can be expressed 
as:  
 ߪ௧ଶ ൌ ܽ଴ ൅ ܽଵ݄௧ ൅ ߤ௧,                      ŏ 
 
where ߪ௧ଶ can be squared daily returns or weekly de-meaned returns 
from out of sample, ݄௧ is the estimated variance from fitted models 
(Hansen and Lunde, 2001). However, the coefficients are prone to be 
influenced by extreme values of the squared returns (i.e., outliers) 
(Pagan and Schwert, 1990). The parameters are inefficient with large 
standard errors under the effect on the infrequent squared returns. 
For this reason, Engle and Patton (2000) aspired to reduce sensitivity 
to large values, and transformed the above regression to be: 
 ሺߪ௧ଶሻ ൌ ܾ଴ ൅ ܾଵሺ݄௧ሻ ൅ ߤ௧.                 Ő 
 
If the forecast volatility is perfectly matched, the constant is close to 
zero, and the slope coefficient is approximately one. In addition, 
regression (R2adj) is to assess the extent to which the squared returns 
are explained by the squared volatility forecasts. Higher R2adj
 means 
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that the model is able to represent more information content for 
forecasting volatility (Pong et al, 2004). Moreover, the reliability of 
results from the log-linear form is higher than the linear regression 
because of a reduction in the variable standard errors. 
 
4.3.3. Symmetric and Asymmetric Loss Function 
 
Another method to evaluate the forecasting performance of the fitted 
models is the loss functions. The principal idea of loss functions is to 
calculate the difference between the variance forecast and the 
squared true volatility. This difference is regarded as the forecast error. 
The lower the statistics error, the more accurate the model is in 
predicting volatility. 
 
Given the measure of true volatility, four criteria will be used to 
measure the distance between true volatility and volatility forecasts. 
Two symmetric loss functions, namely, mean absolute error (MAE) 
and root mean square error (RMSE) are widely acknowledged 
(Alexander, 2008). To fix a failure of the symmetric loss functions, the 
asymmetric loss function places different importance to over and 
under estimation of volatility. An asymmetric loss function called the 
mean mixed error (MME), introduced by Brailsford and Faff (1996), 
will also be used to emphasize the asymmetry on over- and under- 
estimation of volatility.  
 
They are defined as follows:  
MAE=
ଵ୘  ? ȁ݄ ௧ െ ɐ୲ଶȁ୘୲ୀଵ ,                                               ő 
RMSE=ටଵ୘  ? ሺ݄௧ െ ɐ୲ଶሻଶ୘୲ୀଵమ ,                                           Œ 
MME(O)=ଵ୘  ? ቊ ඥȁ݄௧ െ ɐ୲ଶȁమ ǡ݄௧ ൒ ɐ୲ଶሺ െ ሻȁ݄௧ െ ɐ୲ଶȁǡ ݄௧ ൏ ɐ୲ଶሺ െ ሻ୘୲ୀଵ , 
MME(U)=ଵ୘  ? ቊ ȁ݄௧ െ ɐ୲ଶȁǡ ݄௧ ൒ ɐ୲ଶሺ െ ሻඥȁ݄௧ െ ɐ୲ଶȁమ ǡ ݄௧ ൏ ɐ୲ଶሺ െ ሻ୘୲ୀଵ ,           œ 
 
where T is the number of out-of-sample observations, ݄௧ is forecast 
variance, ɐ୲ଶ  is squared true volatility. The MAE statistic provides 
similar treatment for both large forecast errors and small forecast 
errors. However, the RMSE places heavier weights to the large 
forecast errors than to the small forecast errors, which are more 
sensitive to outliers (McMillan and Speight, 2004, Hansen and Lunde, 
2005). The MME(O) gives heavier weights to over-predicted volatility, 
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while the MME(U) weights more greatly for under-estimated volatility 
(Brailsford and Faff, 1996)10.  
 
5. Finding and Analysis  
 
5.1. Decision on the Orders of Mean Equation 
 
Table 3: Akaike Information Criteria (AIC) for different orders in ARMA 
(p, q) Daily Weekly 
(0, 0) 1728.64 540.75 
(1, 0) 1640.87 516.42 
(2, 0) 1632.33 518.06 
(0, 1) 1634.08 515.53 
(0, 2) 1632.29 517.45 
(1, 1) 1634.13 517.37 
(1, 2) 1635.95 518.7 
(2, 1) 1634.16 518.16 
(2, 2) 1635.85 519.61 
Notes: The minimum values of AIC are the bold numbers. 
 
The orders of ARMA model decision are mainly based on AIC criteria. 
So the fittest ARMA(p, q) can be obtained through varying (p, q) from 
(0, 0) to (2, 2). According to the Table 3, for daily frequency, ARMA(0, 
2) has the minimum value of AIC, while for weekly frequency, ARMA(0, 
1) gets the lowest AIC value. 
 
5.2. ARCH effects tests 
 
It is necessary to judge the existence of ARCH effects before using the 
GARCH framework. According to Figure 4 below, they roughly show 
the presence of ARCH effects. The daily series tends to have stronger 
ARCH effects than the weekly series, according to the number of the 
significant lags. Additionally, applying the Lagrange multiplier (LM) 
test can provide more accurate conclusions. Particularly, the tested 
objects should be squared residuals. These residuals are generated 
from the mean equation with minimum AIC value. It is also worth to 
note that there is no clear statement about how to choose the orders 
of ARCH(q) to identify the ARCH effects. Besides, if there are some 
ARCH effects in ARCH(3), it does not imply that ARCH(3) can model 
the squared residuals. The LM test is to check ARCH effect, rather 
than deciding the orders for ARCH models. 
                                                             
10 The basic idea of MME creation is simple. Take MME(O) as an example, if ȁ݄௧ െ ı୲ଶȁ ൏  ?, its 
value should become larger by taking its square root, so that it achieves to weigh heavily on 
over-predictions. A detailed explanation can be found in Brailsford and Faff (1996).  
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Figure 4: ACFs based on the second-order of log-returns for both daily 
and weekly EUR/USD series 
 
 
 
Table 4: ARCH effects 
 Daily Series Weekly Series 
ARCH(1) 0.9962 [0.3182] 3.6613 [0.05569] 
ARCH(2) 31.7382 [1.283e-07] 3.8281 [0.1475] 
ARCH(3) 31.776 [5.834e-07] 10.8826 [0.01238] 
ARCH(4) 32.9787 [1.207e-06] 11.5922 [0.02066] 
ARCH(5) 34.0546 [2.322e-06] 11.5108 [0.04214] 
Notes: The level of statistical significance is set at 5%. P-values are reported in 
brackets. 
 
The outcomes of ARCH effects in daily and weekly series based on the 
LM test are presented in Table 4. For the daily series, except for the 
p-value of ARCH(1) [0.3182] over 5% significance level, the p-values 
of ARCH(2), ARCH(3), ARCH(4) and ARCH(5) are all less than 5%. It 
suggests that the null hypothesis of no ARCH effect is rejected, and 
there is strong relationship between the error terms. In other words, 
the daily series displays significant volatility clustering. For the weekly 
series, both p-values of ARCH(3) and ARCH(4) are smaller than 5% 
significance level, while the p-value of ARCH(2) are greater than 5%. 
The p-values of ARCH(1) [0.05569] and ARCH(5) [0.04214] are very 
close to 5%. It is hard to judge the presence of ARCH effect in the 
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weekly series. Note, however, that the p-values of ARCH(1), ARCH(3), 
ARCH(4) and ARCH(5) are lower than 10%, suggesting that the null 
hypothesis of no ARCH effect is rejected at 90% confidence level. This 
implies that the ARCH effect may exist in the weekly series but is not 
very significant. Therefore, even though both series have ARCH 
effects, according to the ACFs and the LM test, the residuals in the 
daily series exhibit more heteroskedasticity than the residuals in 
weekly series. 
 
5.3. Analysis of GARCH estimations 
 
Given the mean equations for daily and weekly series, in-sample 
(01/08/2007-31/07/2010) estimation results for different 
GARCH-type models both under normal distribution and student-t 
distribution is shown. Table 5 presents the GARCH framework 
estimation for daily EUR/USD log-returns under normal distribution 
with ARMA(0, 2), while Table 6 shows the model construction under 
student-t distribution. Table 7 displays the estimation of GARCH 
model based on the weekly EUR/USD log-returns with ARMA(0,1), 
while Table 8 presents the estimated models under student-t 
distribution. The diagnostic tests Q(10) and ܳଶ (10) to check the 
adequacy of GARCH models are also shown in each table. The 
likelihood-based criteria are to assess the in-sample fit of GARCH type 
models. It is presented in Table 9. 
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Table 5: Daily EUR/USD log-return under normal distribution with ARMA(0, 2) 
 GARCH(1,1) GARCH(2,1) GARCH(3,1) TGARCH(1,1) EGARCH(1,1) GARCH-M(1,1) ߙ଴ 0.0138989 
[0.4172] 
0.013481    
[0.428652] 
0.012514    
[0.450003] 
0.003752     
[0.835571] 
0.005286    
[0.754370] 
0.075892    
[0.211274] ߮ଵ 0.3232546 
[< 2e-16**] 
0.319241    
[0.000000**] 
0.306462    
[0.000000**] 
0.317611    
[0.000000**] 
0.318460    
[0.000000**] 
0.322877    
[0.000000**] ߮ଶ 0.0260200 
[0.4219] 
0.022526    
[0.483022] 
0.018779    
[0.543791] 
0.019645    
[0.576780] 
0.017707    
[0.573016] 
0.024688    
[0.446926] ߱ 0.0011613 
[0.0468**] 
0.001881    
[0.087636] 
0.003590     
[0.039703**] 
0.002181    
[0.007126**] 
-0.001202    
[0.746898] 
0.001217    
[0.053895] ߙଵ 0.0369676 
[7.55e-10**] 
0.056822    
[0.000544**] 
0.100996    
[0.000000**] 
0.028451    
[0.000009**] 
-0.022049    
[0.028205**] 
0.038407    
[0.000000**] ߚଵ 0.9592835 
[< 2e-16**] 
0.426934    
[0.249710] 
0.057074     
[0.301745] 
0.974775    
[0.000000**] 
0.995929    
[0.000000**] 
0.957740    
[0.000000**] ߚଶ  0.509987    
[0.151386] 
0.043430    
[0.452223] 
   
ߚଷ   0.786550    
[0.000000**] 
   
Ǆ୲ିଵ    0.513861    
[0.034138**] 
  
ߛ     0.071754    
[0.000001**] 
 
ߠ      -0.152651     
[0.286820] ෍Ƚ୧୯୧ୀଵ൅෍Ⱦ୨୮୨ୀଵ  0.996251 0.993743 0.98805 1.003226 0.97388 0.996147 
Q(10) 
8.0223 
[0.6267] 
8.1684 
[0.6124] 
8.7658 
[0.5545] 
5.9785 
[0.8171] 
6.4488 
[0.7763] 
7.9604 
[0.6327] ܳଶ(10) 17.9884 
[0.05516] 
17.1084 
[0.072] 
19.1653 
[0.03821**] 
20.2617 
[0.02687**] 
18.9806 
[0.04051**] 
17.8987 
[0.0567] 
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Table 6: Daily EUR/USD log-return under student t distribution with ARMA(0, 2) 
 GARCH(1,1) GARCH(2,1) GARCH(3,1) TGARCH(1,1) EGARCH(1,1) GARCH-M(1,1) ߙ଴ 0.021659    
[0.1437] 
0.022506    
[0.125433] 
0.021377    
[0.137515] 
0.014866    
[0.321421] 
0.017193    
[0.247039] 
0.102766    
[0.064904] ߮ଵ 0.290521    
[< 2e-16**] 
0.287839    
[0.000000**] 
0.277309    
[0.000000**] 
0.291473     
[0.000000**] 
0.289675    
[0.000000**] 
0.287295    
[0.000000**] ߮ଶ 0.030709     
[0.2804] 
0.028385    
[0.304752] 
0.023968     
[0.380228] 
0.030531    
[0.281425] 
0.029417    
[0.294951] 
0.027181    
[0.341636] ߱ 0.001836    
[0.0912] 
0.003395    
[0.103738] 
0.005201     
[0.093585] 
0.002939    
[0.017985**] 
-0.008094    
[0.153108] 
0.002029     
[0.095257] ߙଵ 0.047028    
[2.20e-05**] 
0.083779    
[0.000093**] 
0.132341     
[0.000010**] 
0.028317    
[0.007973**] 
-0.031046    
[0.044004**] 
0.050854    
[0.000037**] ߚଵ 0.950528     
[< 2e-16**] 
0.187200    
[0.387756] 
0.067266     
[0.309059] 
0.973632     
[0.000000**] 
0.993819    
[0.000000**] 
0.946546     
[0.000000**] ߚଶ  0.724819    
[0.000496**] 
0.033459    
[0.571374] 
   
ߚଷ   0.762741    
[0.000000**] 
   
Ǆ୲ିଵ    0.681964     
[0.102112] 
  
ߛ     0.079584     
[0.000989**] 
 
ߠ      -0.191061    
[0.132421] ෍Ƚ୧୯୧ୀଵ൅෍Ⱦ୨୮୨ୀଵ  0.997556 0.995798 0.995807 1.001949 0.962773 0.9974 
v 
4.206040    
[4.11e-10**] 
4.142291    
[0.000000**] 
4.114265    
[0.000000**] 
4.509429    
[0.000000**] 
4.117112    
[0.000000**] 
4.185470     
[0.000000**] 
Q(10) 
10.01 
[0.4396] 
10.083 
[0.4332] 
10.96 
[0.3606] 
7.2328 
[0.7033] 
8.0092 
[0.6279] 
10.2892 
[0.4155] ܳଶ(10) 16.0869 
[0.09717] 
14.693 
[0.1437] 
18.0864 
[0.05352] 
19.7518 
[0.03169**] 
17.4768 
[0.06446] 
15.814 
[0.1051] 
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Table 7: Weekly EUR/USD log-return under normal distribution with ARMA(0, 1) 
 GARCH(1,1) GARCH(2,1) GARCH(3,1) TGARCH(1,1) EGARCH(1,1) GARCH-M(1,1) 
ߙ଴ 0.07131     
[0.5522] 
0.06150    
[0.627514] 
0.04842     
[0.701267] 
-0.003883     
[0.973645] 
0.020031    
[0.864414] 
0.17509    
[0.70568] 
߮ଵ 0.40133     
[6.35e-08**] 
0.40182    
[0.000001**] 
0.39891     
[0.000001**] 
0.393689    
[0.000000**] 
0.397034    
[0.000000**] 
0.40581      
[0.00000**] 
߱ 0.10781     
[0.1494] 
0.13080     
[0.208967] 
0.13751    
[0.167552] 
0.061051    
[0.016358**] 
0.010653    
[0.565133] 
0.11948      
[0.17810] 
ߙଵ 0.18768     
[0.0172**] 
0.22617    
[0.061304] 
0.23329    
[0.022886**] 
0.084407    
[0.082897] 
-0.182323    
[0.003125**] 
0.19383     
[0.02489**] 
ߚଵ 0.74857     
[1.91e-13**] 
0.46102     
[0.590614] 
0.39009    
[0.527868] 
0.880852     
[0.000000**] 
0.950821    
[0.000000**] 
0.73432    
[0.00000**] 
ߚଶ  0.23710    
[0.746909] 
0.29683    
[0.581755] 
   
ߚଷ   0.00000    
[0.999987] 
   
Ǆ୲ିଵ    0.999999    
[0.179054] 
  
ߛ     0.101028    
[0.361484] 
 
ߠ      -0.10522     
[0.80353] ෍Ƚ୧୯୧ୀଵ൅෍Ⱦ୨୮୨ୀଵ  0.93625 0.92429 0.92021 0.965259 0.768498 0.92815 
Q(10) 
3.2178 
[0.9758] 
3.1558 
[0.9775] 
3.1327 
[0.9781] 
3.2816 
[0.974] 
3.0795 
[0.9795] 
3.0438 
[0.9804] ܳଶ(10) 10.968 
[0.36] 
11.5304 
[0.3177] 
11.5809 
[0.3141] 
9.9557 
[0.4444] 
10.2102 
[0.4223] 
10.6928 
[0.3819] 
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Table 8: Weekly EUR/USD log-return under student t distribution with ARMA(0, 1) 
 GARCH(1,1) GARCH(2,1) GARCH(3,1) TGARCH(1,1) EGARCH(1,1) GARCH-M(1,1) ߙ଴ 0.10302     
[0.3956] 
0.06792    
[0.597229] 
0.05343    
[0.678649] 
0.001023    
[0.993002] 
0.025706    
[0.831006] 
0.19072    
[0.689276] ߮ଵ 0.39633     
[1.59e-07**] 
0.40200    
[0.000001**] 
0.39884    
[0.000001**] 
0.392917    
[0.000000**] 
0.395855    
[0.000000**] 
0.40436     
[0.000000**] ߱ 0.09920     
[0.1770] 
0.12981     
[0.201236] 
0.13527     
[0.178580] 
0.061100    
[0.018372**] 
0.009902     
[0.600284] 
0.11817    
[0.182319] ߙଵ 0.17627     
[0.0296**] 
0.22502    
[0.051670] 
0.22973    
[0.029450**] 
0.083510    
[0.086416] 
-0.182331     
[0.003184**] 
0.19110    
[0.029111**] ߚଵ 0.77556     
[2.22e-16**] 
0.44957    
[0.565720] 
0.39671    
[0.538852] 
0.881349    
[0.000000**] 
0.950805    
[0.000000**] 
0.73782    
[0.000000**] ߚଶ  0.25056    
[0.709948] 
0.29528    
[0.599244] 
   
ߚଷ   0.00000    
[0.999996] 
   
Ǆ୲ିଵ    1.000000    
[0.182000] 
  
ߛ     0.096014    
[0.395099] 
 
ߠ      -0.11543    [0.789013] 
 ෍Ƚ୧୯୧ୀଵ൅෍Ⱦ୨୮୨ୀଵ  0.95183 0.92515 0.92172 0.964859 0.768474 0.92892 
v 
10.00000     
[0.0675] 
73.75785  
[0.809641] 
78.69050  
[0.836478] 
99.234610  
[0.710721] 
84.305651  
[0.839319] 
81.92211  
[0.867558] 
Q(10) 
3.2246 
[0.9756] 
3.1571 
[0.9775] 
3.1325 
[0.9781] 
3.2627 
[0.9745] 
3.0424 
[0.9804] 
3.0317 
[0.9807] ܳଶ(10) 11.0939 
[0.3502] 
11.5408 
[0.317] 
11.5923 
[0.3133] 
9.9986 
[0.4406] 
10.3168 
[0.4131] 
10.6368 
[0.3865] 
Notes: The level of statistical significance is set at 5% (**). P-values are reported in 
brackets. 
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Generally, the coefficients (ɘǡ Ƚ୧, Ⱦ୨) in variance equations are 
non-negative to ensure positive variance except for the coefficients 
estimated by EGARCH(1,1). This is because EGARCH(1,1) relaxes the 
positive coefficient restrictions in log-linear form. Thus even though 
the parameters of ɘand Ⱦଵ are negative, the variance equation in 
EGARCH(1,1) still make sense. In addition, the sum of  ? Ƚ୧୯୧ୀଵ and  ? Ⱦ୨୮୨ୀଵ  in most models is less than one implying that these models are 
stationary and predictable except for fitting daily series by 
ARMA(0,2)-TGARCH(1,1) under both normal and student-t 
distributions. If (Ƚଵ ൅ Ⱦଵ)>1, the forecasts will keep on increasing as 
the forecast horizon increases. This process is unpredictable, which is 
known as non-stationarity in variance (i.e. random walk), according 
to the efficient market hypothesis (Bodie et al. 2011). Furthermore, 
although ( ? Ƚ୧୯୧ୀଵ ൅  ? Ⱦ୨୮୨ୀଵ ) in most of models is very close to unity, I 
still cannot conclude that there is a unit root in each conditional 
variance. They exhibit slight volatility persistence. The forecasts will 
take longer horizon to converge to the unconditional variance. 
However, the ( ? Ƚ୧୯୧ୀଵ ൅  ? Ⱦ୨୮୨ୀଵ ) in fitting weekly series models are 
lower than the sum in modeling daily series. It suggests that the effect 
of volatility persistence in weekly series is weaker than that in daily 
series. 
 
The diagnostic tests Q(10) and ܳଶ(10) demonstrate that the 
standardized error terms and the square of standardized error terms 
of the normal GARCH(3,1), TGARCH(1,1) under both distributions, 
and normal EGARCH(1,1) are serially correlated rather than white 
noise because the null hypothesis of white noise is rejected at 5% 
statistical significance level. It implies that these four models are 
invalid. So they will not be further investigated. The rest of GARCH 
type models under two distributions are proven to be accurate by 
means of the diagnostic tests. Statistically significant evidence is 
shown that their standardized residual series and their square of 
standardized residual series behave as white noise processes. 
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Table 9: Maximum Likelihood Criteria 
 Models 
the value of 
Log-Likelihood 
 
 Models 
the value of 
Log-Likelihood 
Daily 
series 
Under 
³norm´ 
 
 
GARCH(1,1) -696.5128 
Weekly 
series 
Under 
³norm´ 
GARCH(1,1) -240.5016 
GARCH(2,1) -695.6554 GARCH(2,1) -240.2102 
GARCH(3,1) Invalid GARCH(3,1) -240.3142 
TGARCH(1,1) Invalid  TGARCH(1,1) -238.9576 
EGARCH(1,1) Invalid  EGARCH(1,1) -238.1557 
GARCH-M(1,1) -695.9486 GARCH-M(1,1) -240.4703 
Daily 
series 
Under 
³std´ 
GARCH(1,1) -655.5852 
Weekly 
series 
Under ³std´ 
GARCH(1,1) -240.5019 
GARCH(2,1) -654.2628 GARCH(2,1) -240.2157 
GARCH(3,1) -649.7711 GARCH(3,1) -240.3145 
TGARCH(1,1) Invalid TGARCH(1,1) -239.0107 
EGARCH(1,1) -656.0194 EGARCH(1,1) -238.1538 
GARCH-M(1,1) -654.4379 GARCH-M(1,1) -240.4639 
 
Higher log-likelihood value results in better fitting performance. In 
Table 9, all the log-likelihood values for student-t GARCH models 
fitting the daily series are greater than the values for normal GARCH 
models. So GARCH type models under student-t distribution fit daily 
series better than these models under normal distribution since 
student-t accommodates the statistical properties in daily log-return. 
Specifically, the log-likelihood value for the student-t GARCH(3,1) is 
the largest amongst all the values. It is worth to note that high orders 
of GARCH models like GARCH(2,1) and GARCH(3,1) exhibit greater 
log-likelihood value than GARCH(1,1). It signifies that their fitted 
performances are well behaved. It also implies that reducing weights 
GARCH attaches to the most recent variances and increasing those 
attached to older variance results in greater capability of capturing 
the dynamics of the daily EUR/USD values. 
 
When it comes to the estimation performance for weekly series, all of 
the log-likelihood values of the symmetric GARCH models are similar, 
fluctuating at -240. It indicates that these symmetric models behave 
badly in fitting weekly series. However, the asymmetric GARCH 
models display somewhat higher log-likelihood values. In particular, 
the greatest value for student-t EGARCH(1,1) is -238.1538 closely 
followed by normal EGARCH(1,1) with -238.1557. This suggests the 
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existence of the leverage effect in weekly series, and outperformance 
of EGARCH(1,1) in fitting weekly series. Moreover, there is no clear 
evidence to distinguish the better fitted performance between normal 
and student-t distribution in the weekly series.  
 
According to Table 5 and Table 6, regarding GARCH(1,1), GARCH(2,1), 
and GARCH(3,1) under normal and student-t distributions to estimate 
the daily series, all the p-values of the parameter (ߙଵ) are less than 
0.05. The null hypothesis of zero parameters can be rejected 
indicating that they are statistically significant at the 5% level. The 
coefficient ( ߙଵ ) means the volatility reaction to new market 
information. The non zero ߙଵ  reflects that daily EUR/USD values 
become volatile with the effect of the market changes. A high value of ߙଵ indicates a quick response to market movements. The student-t 
GARCH(3,1) presents the quite high value in ߙଵ  up to 0.132341. 
According to the maximum likelihood criteria, this model is also seen 
as the fittest model. Thus daily EUR/USD values react quickly to the 
new shocks in market.  
 
In addition, some parameters (Ⱦ) in these models are not significantly 
different from 0 as the associated p-values are over 0.05. The 
coefficient (Ⱦ) means the volatility persistence. Higher value of Ⱦ 
state that the shocks dissipate from the volatility forecast in longer 
period, which is known as the ghost effect. The value of coefficient (ߚଵ) 
in GARCH(1,1) is rather high, which is 0.9592835 and 0.950528. If 
this model is used to predict, it might lead to artificially high volatility 
forecasts for next few periods after the event has taken place. The 
value of ߚଷ  student-t GARCH(3,1) is statistically significant and 
relatively small (0.762741). This model tends to generate less ghost 
effects in daily volatility estimates. 
 
Furthermore, the statistically significant parameter (߱) just shows up 
in the normal GARCH(1,1). The others are not significantly different 
from 0 as the related p-values are above 0.05. The non-zero intercept 
(߱) reflects that the forecasts tend to revert to the unconditional 
variance as the forecast horizon increases. If this intercept is zero, 
there is no point to forecast because the forecasts tend to be constant 
as the forecast horizon increases. 
 
In Table 6, considering the student-t EGARCH(1,1) to fit daily series, 
the statistically significant leverage term ( ߛ ) with the value of 
0.079584 signifies the asymmetric reactions to the daily EUR/USD 
market shocks. The parameter of Ƚଵ(-0.031046) is significant and 
negative. Then the variance equation becomes: 
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 ሺ݄௧ሻ ൌ െ ?Ǥ ? ? ? ? ? ? െ  ?Ǥ ? ? ? ? ? ?ఌ೟షభඥ௛೟షభ ൅  ?Ǥ ? ? ? ? ? ?ฬ ఌ೟షభඥ௛೟షభฬ ൅  ?Ǥ ? ? ? ? ? ?ሺ୲ିଵሻ. 
 
The positive shock makes a significant contribution of 0.048538 on 
the 
ఌ೟షభඥ௛೟షభ, while the negative shock makes a contribution of 0.11063 
on the 
ఌ೟షభඥ௛೟షభ. It suggests that negative shocks have larger effects on 
volatility than positive ones. For negative shocks, the USD becomes 
stronger with a declining euro, which tends to seriously influence the 
trader who needs to pay USD or receive the euro. 
 
According to Table 7 and Table 8, the parameters (ߙଵ) and (ߚଵ) are 
statistically significant at 5% level for normal and student-t 
GARCH(1,1). The parameters (ߙଵ, ߚଵ, ߚଶ) are statistically insignificant 
for GARCH(2,1) under both distributions. The higher orders of 
GARCH(3,1) also fail to improve the fitting quality, in spite of the 
significant coefficient ߙଵ . It is worth to note that the value of 
coefficient (ߚଷ) is zero under both distributions. According to Brooks 
(2008) the fitted model should describe all of the characteristics of 
data by involving as few parameters as possible. Hence, it does not 
make sense to construct GARCH(3,1) to fit the weekly series. Among 
these three GARCH model, only GARCH(1,1) worth a further concern. 
 
It is interesting to find that the shock reaction parameter (ߙଵ) for 
GARCH(1,1) to estimate weekly series is generally larger than that for 
GARCH models to fit daily series. The values of (ߙଵ) for GARCH(1,1) 
based on two distributions to fit the weekly series are 0.18768 and 
0.17627, which is greater than the highest ߙଵ value (0.132341) in 
student-t GARCH(3,1) to fit the daily series. It implies that low 
frequency data is more responsive to this currency market, compared 
with daily frequency data. In addition, the persistence parameters (ߚଵ) 
are lower, compared to the estimations in the daily series. The values 
of (ߚଵ) for GARCH(1,1) under two distributions to model weekly series 
are 0.74857 and 0.77556, respectively. It indicates that low 
frequency data suffers from less ghost effects than the relatively high 
frequency data. Regarding the long term volatility parameter (߱) in 
weekly series estimate models, its p-values are over 0.05 and 
insignificant for normal and student-t GARCH(1,1). It does not display 
the feature of unconditional variance reversion in weekly series. 
Hence, it can be inferred that using GARCH(1,1) it is hard to estimate 
weekly volatility. 
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In terms of Table 7 and Table 8, none of the leverage terms (ߛ݀௧ିଵ) 
and ( ߛ ) are statistical significant at the 5% level based on 
TGARCH(1,1) and EGARCH(1,1) even though they turn out to be well 
behaved in fitting the weekly series according to the maximum 
log-likelihood criteria. Not surprisingly, the results of these 
asymmetric models are consistent. Specifically, the variance equation 
of normal TGARCH(1,1) becomes: 
 ݄௧ ൌ  ?Ǥ ? ? ? ? ? ? ൅ ሺ ?Ǥ ?  ? ? ? ?൅  ?Ǥ ? ? ? ? ? ?୲ିଵሻɂ୲ିଵଶ ൅  ?Ǥ ? ? ? ? ? ?୲ିଵ. 
 
When good news (i.e. positive ɂ୲ିଵ) occurs in the currency market,  ɂ୲ିଵଶ  in the variance is affected by a factor of  ?Ǥ ? ? ? ? ? ?, while in case of 
a bad news (i.e. negative ɂ୲ିଵ), there is an increase in the contribution 
of ɂ୲ିଵଶ  to the variance by a factor of 1.084406. As a result of this, 
negative shocks cause greater effect in the volatility than positive 
shock. The similar idea of the leverage term (ߛ) for EGARCH(1,1) has 
been explained before. The same conclusion can be drawn from the 
weekly asymmetric models.  
 
Therefore, there is enough evidence to prove the existence of 
asymmetric effects in EUR/USD markets. In addition, negative shocks 
arising from stronger USD and weaker euro may cause more 
turbulence, while positive shocks arising from depreciated USD and 
appreciated euro might be less destabilizing according to both daily 
and weekly estimations. It can be inferred that the establishment of 
EMU (European Economic and Monetary Union) failed to weaken the 
USD position as the dominant international currency (McGroarty et al. 
2005). Most of investors are still confident in the US dollar. The 
survival of the euro is of great concern to the public with the 
increasing threats to the fate of the euro. 
 
GARCH(1,1)-in-mean is applied to test the relationship between risk 
and return. The parameter (ߠ) is derived to be negative by estimating 
daily series and weekly series under two distributions. This implies a 
positive relationship between returns and risks (i.e. a higher return 
generates a higher risk). Supposing the EUR/USD value tends to rise 
in the volatile currency market, fears about the weaker USD with 
stronger euro are produced among the rational investors. When the 
high volatility is out of their tolerance, they might decide to sell their 
USD holdings and buy expensive euro. Thus the value of the US dollar 
keeps on depreciating and the value of the euro keeps on appreciating. 
A further increase in log-returns could cause much turbulence in the 
EUR/USD currency market. Although the parameter (ߠ ) can be 
interpreted in this way, its value is statistically insignificant at the 5% 
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level for both series. Hence, a small change in this exchange rate does 
not necessarily destabilize the market. 
 
5.4. Forecast Evaluation 
 
Since different models generate different forecasts, it is important to 
determine which of the models provide the most accurate forecasts. 
Two methods from a slightly different perspective are applied to 
compare the predictive performances of the EWMA and GARCH-type 
models on basis of the out-of-sample data from 2010/08/01 to 
2013/07/31. Table 9 presents the efficiency tests based on 
regressions of true variances on their estimated conditional variances. 
More evidence of their predictive power on light of three kinds of loss 
functions (MAE, RMSE, MME) is displayed in Table 10. 
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5.4.1. The Goodness of Fit  
 
Table 10: Maximum R2adj from regressions 
 Models ܽ଴ ܽଵ R2adj ଴ ܾଵ R2adj 
Daily 
series 
Under 
³norm´ 
EWMA 
0.06672     
[0.0159] 
0.62509    
[7.39e-06**] 
0.01731 
-2.3030     
[1.68e-07**] 
0.9706      
[5.48e-05**] 
0.01387 
GARCH(1,1) 
0.04246      
[0.193] 
0.78559    
[7.03e-06**] 
0.01739 
-2.0030      
[0.000217**] 
1.1339     
[0.000143**] 
0.01224 
GARCH(2,1) 
0.02684      
[0.407] 
0.87373    
[4.77e-07**] 
0.02203 
-1.8688     
[0.000537**] 
1.2087      
[4.81e-05**] 
0.01409 
GARCH-M(1,1) 
0.04416      
[0.174] 
0.77496    
[7.92e-06**] 
0.01719 
-2.0373      
[0.000153**] 
1.1151      
[0.000167**] 
0.01197 
Daily 
series 
Under 
³std´ 
EWMA 
0.07439      
[0.0055**] 
0.58454     
[1.37e-05**] 
0.01625 
-2.4381     
[1.29e-08**] 
0.8905      
[0.000129**] 
0.01242 
GARCH(1,1) 
0.04965      
[0.124] 
0.68083    
[1.61e-05**] 
0.01597 
-2.2267      
[1.56e-05**] 
1.0619     
[0.000362**] 
0.01066 
GARCH(2,1) 
0.02959      
[0.343] 
0.78090    
[2.69e-07**] 
0.02301 
-2.0438     
[4.93e-05**] 
1.1705     
[5.82e-05**] 
0.01377 
GARCH(3,1) 
0.05307      
[0.0505] 
0.65242    
[3.12e-07**] 
0.02276 
-2.0789      
[4.51e-06**] 
1.1467      
[1.04e-05**] 
0.01672 
EGARCH(1,1) 
0.05742      
[0.0513] 
0.60040    
[6.66e-06**] 
0.01749 
-2.0318      
[6.07e-06**] 
1.2139      
[5.16e-06**] 
0.01792 
GARCH-M(1,1) 
0.05320    
[0.0959] 
0.66265    
[2.13e-05**] 
0.01549 
-2.2884      
[7.46e-06**] 
1.0246     
[0.000505**] 
0.0101 
 
Weekly 
series 
Under 
³norm´ 
EWMA 
0.8901       
[0.0041**] 
0.2146       
[0.3692] 
-0.001221 
-1.0563      
[6.21e-10**] 
0.5915        
[0.101] 
0.01094 
GARCH(1,1) 
0.8801       
[0.0271**] 
0.2269       
[0.4862] 
-0.003318 
-1.0878     
[8.36e-10**] 
0.7317        
[0.164] 
0.006146 
GARCH(2,1) 
0.8535       
[0.0271**] 
0.2482       
[0.4272] 
-0.002369 
-1.0900     
[8.65e-10**] 
0.7159        
[0.165] 
0.006097 
GARCH(3,1) 
0.8385      
[0.028**] 
0.2606       
[0.398] 
-0.001812 
-1.0903     
[8.96e-10**] 
0.7091        
[0.168] 
0.005884 
TGARCH(1,1) 
0.9889      
[0.00866**] 
0.1314     
[0.66366] 
-0.005254 
-1.1084      
[1.67e-10**] 
1.0130        
[0.0226**] 
0.02703 
EGARCH(1,1) 
1.02849    
[0.00424**] 
0.08945     
[0.73354] 
-0.005734 
-1.1793      
[1.15e-10**] 
0.9764        
[0.0175**] 
0.02986 
GARCH-M(1,1) 
0.8921       
[0.0242**] 
0.2157      
[0.5030] 
-0.003556 
-1.0886      
[9.16e-10**] 
0.7124        
[0.174] 
0.00557 
Weekly 
series 
Under 
³std´ 
EWMA 
0.8860       
[0.00467**] 
0.2173       
[0.36732] 
-0.001179 
-1.0614     
[5.45e-10**] 
0.6206        
[0.0873] 
0.01249 
GARCH(1,1) 
0.8756       
[0.0292**] 
0.2309       
[0.4825] 
-0.003265 
-1.0900       
[8e-10**] 
0.7515        
[0.155] 
0.006666 
GARCH(2,1) 
0.8546       
[0.0286**] 
0.2471       
[0.4345] 
-0.002497 
-1.0925      
[8.43e-10**] 
0.7324        
[0.158] 
0.006511 
GARCH(3,1) 
0.8328       
[0.0309**] 
0.2652       
[0.3944] 
-0.001748 
-1.0941       
[8.7e-10**] 
0.7312        
[0.159] 
0.006449 
TGARCH(1,1) 
0.9868      
[0.0093**] 
0.1330      
[0.6620] 
-0.005241 
-1.1122      
[1.61e-10**] 
1.0223        
[0.0225**] 
0.02705 
EGARCH(1,1) 
1.03372     
[0.00423**] 
0.08496    
[0.74670] 
-0.00581 
-1.1841      
[1.23e-10**] 
0.9763        
[0.0181**] 
0.02948 
GARCH-M(1,1) 
0.8887       
[0.0261**] 
0.2184       
[0.5017] 
-0.003539 
-1.0920      
[8.93e-10**] 
0.7332        
[0.165] 
0.00607 
 
 46 
 
Overall, all the slopes in the daily regression are statistical 
insignificant at the 5% level, while most of slopes in weekly regression 
are statistical insignificance except the slopes in log-linear form for 
TGARCH and EGARCH. This implies that all the weekly models contain 
less available information content to forecast weekly volatility. Thus 
the predictive power for the daily series is much higher than that for 
the weekly series. 
 
With respect to forecasting daily volatility by symmetric models, the 
assumption of student-t distribution imposed on the models do not 
make out-of-sample forecasts better, even though it can improve the 
in-sample fitting performance. For example, student-t GARCH-M(1,1) 
is the most biased model due to the lowest value of adjusted R2 in both 
regressions (0.01549 and 0.0101). It means that GARCH-M(1,1) just 
includes about 1%-1.5% of available information to predict daily 
volatility. Moreover, although student-t GARCH(3,1) displays a high 
R2adj (0.02276 and 0.01672) under both regressions, their parameters 
are not so close to zero and one. So its forecasts are still biased. It 
suggests that a good in-sample fitting (e.g., student-t GARCH(3,1)) 
cannot guarantee a good out-of-sample forecast. 
 
Despite student-t GARCH(2,1) having the highest R2adj (0.02301) 
amongst all measures in the linear regression, normal GARCH(2,1) 
exhibits higher R2adj (0.01409) than the student-t one (0.01377) in 
the log-linear regression. The R2adj of the log-linear regression should 
be more reliable than that of the linear form due to an effort of 
decreasing variable standard errors. Thus the normal GARCH(2,1) 
still outperforms the student-t GARCH(2,1) in forecasting ability. 
Besides, based on the normal GARCH(2,1), the constant ܽ଴ (0.02684) 
is the closest to zero and the slope ܽଵ (0.87373) is the closest to unity. 
Similarly, the ଴  and ଵ  for normal GARCH(2,1) also fulfill this 
criterion. Therefore, sufficient evidence have shown that normal 
GARCH(2,1) exhibits the best out-of-sample performance.                                                    
 
For the only asymmetric EGARCH model under student-t distribution, 
despite having the largest R2adj value (0.01792) in the log-linear 
regression, the value of R2adj is relatively small (0.01749) and the 
parameters keep far away from the criteria. So it behaves badly not 
only in-sample but out-of-sample as well. Similar conclusion can be 
drawn for the EWMA under both distributions. 
 
Regarding the weekly volatility forecast performance, surprisingly, 
the outcomes of linear and log-linear form are divergent. For the 
linear regression, asymmetric models under both distributions display 
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rather poor out-of-sample forecast. In case of the normal and 
student-t symmetric models, the higher orders of GARCH result in the 
better forecasting ability. For example, the value of R2adj for student-t 
GARCH(3,1) (-0.001748) is much higher than that for student-t 
GARCH(1,1) (-0.003265). Furthermore, the student-t EWMA slightly 
outperform normal EWMA in forecasting weekly volatility. 
 
However, for the log-linear regression, all the asymmetric models 
present much better predictions than other symmetric models 
because the R2adj for asymmetric models are much higher. Besides, 
GARCH-M performs the worst among all the models. The rest of the 
other symmetric models exhibit equal performance. Nevertheless, the 
R2adj for student-t EWMA (0.01249) is higher than that for normal 
EWMA (0.01094). It signifies that student-t EWMA is slightly better 
than normal EWMA in accordance with the outcome of the linear form. 
 
Hence, the results of these regressions are almost contradictive. One 
might attribute these contradictions to the large amount of extreme 
values in weekly log-returns resulting in the large variable standard 
errors in estimating linear regression. Nonetheless, Engle (2001) and 
Alexander (2008) indicated that the goodness of fit test is seldom 
applied in current literature because the only one explanation 
(estimated volatility) leads to inefficient and biased parameter 
estimation with narrow standard errors. With the existence of this 
incorrect coefficient, a poor biased forecast may create a higher R2 
value than a good unbiased forecast (Hansen and Lunde, 2005). It is 
impossible to produce a uniform result in terms of these two 
regressions. Thus with the help of the popular loss function criteria, 
more evidence needs to be gotten to substantiate the above results. 
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5.4.2. Loss Functions 
 
Table 11: Prediction errors based on loss functions 
 Models MAE RMSE MME(O) MME(U) 
Daily series 
Under ³norm´ 
EWMA 0.2535837 0.7585513 0.4536871 0.2323304 
GARCH(1,1) 0.2491356 0.757728 0.4501077 0.2280368 
GARCH(2,1) 0.2485796 0.7569623 0.4494744 0.22762 
GARCH-M(1,1) 0.2493428 0.7577371 0.4503119 0.2282468 
Daily series 
Under ³std´ 
EWMA 0.253538 0.7586983 0.4529017 0.2324807 
GARCH(1,1) 0.2618086 0.7587266 0.4671471 0.2400509 
GARCH(2,1) 0.2613769 0.7574339 0.4665213 0.2398851 
GARCH(3,1) 0.2622731 0.7576181 0.4656875 0.2412086 
EGARCH(1,1) 0.2709235 0.7603133 0.4775703 0.2490544 
GARCH-M(1,1) 0.2618796 0.75874 0.4670728 0.2401802 
 
Weekly series 
Under ³norm´ 
EWMA 3.777094 10.06422 3.758344 1.46487 
GARCH(1,1) 3.782904 10.06732 3.780391 1.45801 
GARCH(2,1) 3.784191 10.06361 3.778858 1.462442 
GARCH(3,1) 3.783596 10.06236 3.777504 1.462999 
TGARCH(1,1) 3.795443 10.07008 3.778947 1.47029 
EGARCH(1,1) 3.834457 10.05176 3.782663 1.528912 
GARCH-M(1,1) 3.785329 10.06702 3.781017 1.461213 
Weekly series 
Under ³std´ 
EWMA 3.778926 10.06314 3.758838 1.467784 
GARCH(1,1) 3.782457 10.06724 3.780177 1.457642 
GARCH(2,1) 3.784439 10.06365 3.779134 1.462609 
GARCH(3,1) 3.78368 10.06183 3.777408 1.463483 
TGARCH(1,1) 3.795744 10.06943 3.778991 1.471121 
EGARCH(1,1) 3.836276 10.0511 3.782832 1.531536 
GARCH-M(1,1) 3.785381 10.0667 3.780872 1.461631 
 
In general, the errors in forecasting weekly volatility are much higher 
than that in forecasting daily volatility. This indicates that fitting 
relative high frequency historical data can result in more precise 
forecast models in accordance with the finding in the goodness of fit 
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test. Its reason might be that the ARCH effect of weekly series is much 
weaker than that of daily series based on the level of statistical 
significance at 5%. Moreover, RMSE values are relatively high 
compared to the MAE and MME mainly because of giving high weights 
to the large forecast errors. In addition, all models over-predict 
volatility according to the value of MME(O) over the value of MME(U). 
An over-prediction tends to exaggerate the EUR/USD volatility. It 
should be of greater concerns to the international investors who have 
paid expensive premium aiming to fix their losses. They are likely to 
over-hedge their holding currency by paying a large amount of 
unnecessary premium. 
 
Regarding daily EUR/USD volatility predictions, all the student-t 
models exhibit poorer forecasting ability than the normal models. This 
suggests that the assumption of an underlying student-t distribution 
weakens the forecasting performance, even though these models 
behave well in fitting the statistical properties of thick tail of daily 
series. For example, the student-t GARCH(3,1) performs best in 
fitting daily in-sample but it exhibits relatively high forecast errors 
closely following the highest one. It shows poor out-of-sample 
forecasts. However, the values of normal GARCH (2,1) for MAE, RMSE, 
and MME are the smallest compared to all the other models. It can be 
undoubtedly inferred that this model exhibits the strongest predictive 
ability in daily series in consistence with the outcome of the goodness 
of fit test. 
 
For the only asymmetric model, it is observed that the forecast errors 
for student-t EGARCH(1,1) are the highest for all the measures with 
0.2709235, 0.7603133, 0.4775703 and 0.2490544 respectively. This 
signifies that student-t EGARCH(1,1) has the poorest predictive 
power amongst all the models in consistence with the results of the 
goodness of fit. Regarding the normal and student-t EWMA, both of 
them perform equally bad in out-of-sample forecast based on all the 
measures. 
 
When it comes to assessing forecasting performance for weekly 
EUR/USD volatility, the results explored by these loss functions are 
mixed. All of the asymmetric models under both normal and student-t 
distributions exhibit relatively bad forecasting power even though 
they have been proven to fit well in-sample series. For example, the 
values of MAE (3.836276) and MME (3.782832 and 1.531536) for the 
student-t EGARCH(1,1) are the highest amongst all the MAE and MME 
measures. This implies that forecasting weekly volatility by means of 
the student-t EGARCH(1,1) might lead to a crude results, but this 
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model has been proven to fit weekly in-sample best in terms of 
log-likelihood criteria. It is worth to note that the value of RMSE 
(10.0511) for this model is the least amongst all the RMSE measures. 
This signifies using this model is able to reduce large forecast errors 
but it cannot provide the most accurate forecast at overall level. In 
addition, similar values of MAE and MME also can be found in normal 
EGARCH(1,1), in spite of also coming with a relatively small RMSE 
measure. This means that normal EGARCH(1,1) behaves as badly as 
student-t EGARCH(1,1). Moreover, the highest value of RMSE is for 
normal TGARCH(1,1) with 10.07008. Besides, the rest of the 
forecasting criteria for TGARCH(1,1) under both distributions is shown 
to prove their poor forecasting power. 
 
As for the symmetric models, the values of the MAE, RMSE and MME 
for GARCH-M(1,1) are greater than that of other symmetric models. It 
displays poor weekly volatility forecast. Additionally, the higher 
orders of GARCH display smaller values for all the measures. This 
reflects that the better weekly volatility forecast results from more 
information on older variances in consistence with the results of linear 
regression. It can be inferred that there is slight volatility persistence 
in weekly series since the number of parameters ሺߚሻ refers to the 
relationship between estimated variance and the older variances, and 
higher orders suggest more impact arising from older shocks. It 
should be mentioned that although the student-t GARCH(1,1) has the 
smallest value of MME(U), it does not show any outstanding 
forecasting power in terms of the rest of criteria.  
 
EWMA under both distributions tend to forecast weekly currency 
volatility better than other models, due to the relatively small forecast 
errors calculated by MAE and MME. Particularly, the value of MAE and 
MME(O) for normal EWMA are the least amongst all model measures. 
Nonetheless, the value of RMSE for this model is slightly high up to 
10.06422. It signifies the presence of a large amount of forecasting 
errors. One might attribute this to the lack of unconditional variance. 
EWMA cannot revert to the long-term variance. So this model is not 
good enough to forecast weekly volatility. 
 
To conclude, daily the in-sample series leads to better forecasting 
ability than the weekly in-sample series. An important conclusion that 
a good in-sample fit has no impact on out-of-sample forecasting 
ability is drawn in accordance with Ederington and Guan (2000). 
Specifically, for the daily series, the student-t GARCH(3,1) shows the 
best fitting performance, while the normal GARCH(2,1) behaves well 
in forecasting volatility. For the weekly series, EWMA displays slightly 
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better predicting performance than other models, in spite of lack of 
sufficient evidence. There is no uniform conclusion for other models 
because of not only the existence of contradictions between two 
regressions but the inconsistence of results calculated by loss 
functions.  
 
6. Conclusion  
 
The main purpose of this thesis was to find a volatility model which is 
the best in fitting and the strongest forecaster for EUR/USD exchange 
rates. Six years of daily and weekly midpoint EUR/USD exchange 
rates have been used. Each data set has been split into two parts, 
in-sample (from 01/08/2007 to 31/07/2010) and out-of-sample 
(from 01/08/2010 to 31/07/2013). The in-sample data is to estimate 
volatility by using six different models covering GARCH(1,1), 
GARCH(2,1), GARCH(3,1), EGARCH(1,1), TGARCH(1,1) and 
GARCH-in-mean(1,1) under normal and student-t distributions. 
Initially, applying the ARMA models is to remove the serial 
correlations in currency log-returns. Secondly, using the Lagrange 
multiplier test is to check the ARCH effects (i.e. the existence of 
conditional heteroskedasticity). Thirdly, employing maximum 
likelihood estimation is to estimate parameters of both ARMA and 
GARCH models. The last step is to check the adequacy of the models 
by using the diagnose test. Since the parameter of the EWMA has 
been set to a fixed value, this model is not required to be estimated. 
In addition, log-likelihood criteria were applied to evaluate the fitting 
quality. Out-of-sample is to assess the forecast performance of seven 
different models. Two tests covering the goodness of fit and the loss 
functions were employed to evaluate the models of forecast ability.  
 
6.1. Summary of Findings 
 
The first important finding is that out-of-sample forecast ability is 
uncorrelated to in-sample fitting performance. For daily series, 
student-t GARCH(3,1) behaves best amongst all the models, while 
the normal GARCH(2,1) exhibits better forecasting of EUR/USD 
volatility. For weekly series, the student-t EGARCH(1,1) presents the 
best fitting performance, while its out-of-sample forecast ability is 
rather weak. The EWMA displays slightly better predicting power than 
other models, in spite of lack of sufficient evidence. 
 
Turning to the second finding, daily the in-sample series leads to 
better forecasting ability than the weekly in-sample series. This 
means that high frequency data tends to provide more accurate 
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forecast results. Moreover, both of the series tend to over-estimate 
the currency volatility. It should be of greater concern to the option 
buyers. 
 
The third finding is the existence of the leverage effect, volatility 
persistence and volatility feedback in the daily and weekly series. 
Both daily and weekly in-sample data exhibit the apparent leverage 
effect. Negative shocks may cause more turbulence than positive 
shocks. However, there is no obvious evidence to prove the presence 
of leverage effect in daily and weekly out-of-sample data. Regarding 
volatility persistence, both daily and weekly in-sample data show 
slight volatility persistence in terms of not only the log-likelihood 
criteria but also the sum of alpha and beta being very close to 
unity.For out-of-sample, although there is no evidence to prove this 
effect in daily series, weekly data exhibits this effect on light of the 
linear regression and the loss functions. Considering volatility 
feedback, there might be a trend for a positive relationship between 
currency risk and returns in the EUR/USD, but the evidence for the 
negative volatility feedback effect is not statistically significant. 
 
6.2. Limitations and Recommendations 
 
Regarding the first issue, although seven different models have been 
employed in this thesis to predict the EUR/USD volatility, all of them 
focused on the univariate time series models without considering 
multi-variables. This means that the co-movements of various 
currencies have been ignored. Since the impact of globalization, it is 
impossible to forecast the volatility of one currency without taking 
volatility spillover effects into consideration.  
 
Turing to the second issue, the relatively low-frequency data might 
fail to capture the immediate currency dynamics. As the accessibility 
of the truly high-frequency intraday data increases, more short-term 
currency data contains the latest market information. It is highly 
likely to result in more accurate forecasts. Moreover, this data source 
makes realized volatility calculation possible. Instead of using 
squared returns to measure true variance, using realized volatility can 
improve the adequacy of true volatility measure remarkably.  
 
The third issue is about the out-of-sample forecast. Since the 
goodness of fit test and the loss functions criteria is full of argument, 
in conjunction with these two tests, other out-of-sample tests like the 
encompassing tests and the HLN statistical test should be applied. 
With the help of these four tests, the most adequate forecast volatility 
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model can be determined. 
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Appendix 
 
##get daily in-sample data and calculate their log-returns## 
 
require(httr) 
require(rjson) 
require(xts) 
get_oanda <- function(quote, base, from, to, frequency = "daily") { 
  date_format <- function(date) { 
    format(as.Date(date), "%Y-%m-%d") 
  } 
   
  param <- function(name, value) { 
    paste(as.character(name), "=", as.character(value), sep = "") 
  } 
   
  query <- paste( 
    sep = "&", 
    param("quote_currency", quote), 
    param("base_currency_0", base), 
    param("start_date", date_format(from)), 
    param("end_date", date_format(to)), 
    param("data_range", "c"), 
    param("period", frequency), 
    param("price", "mid"), 
    param("rate", "0"), 
    param("view", "table"), 
    param("display", "absolute") 
  ) 
   
  url <- 
paste("http://www.oanda.com/currency/historical-rates/update?", 
query, sep = "") 
  headers <- add_headers("X-Requested-With" = "XMLHttpRequest", 
"X-Prototype-Version" = "1.7") 
  raw <- GET(url, headers) 
  json <- fromJSON(rawToChar(raw$content)) 
  data <- json$widget[[1]]$data 
 
  matrix <- t(simplify2array(data)) 
  dates <- as.POSIXct(as.integer(matrix[,1] / 1000 + 0.5), 
origin='1970-01-01') 
  dates <- as.Date(dates) 
  values <- matrix[,2] 
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  xts(values, dates) 
} 
 
insample <- get_oanda("EUR", "USD", "2007-08-01", "2010-07-31") 
library(timeSeries) 
insample.rg <- diff(log(insample))*100 
insample.rg <- insample.rg[-1,] 
head(insample.rg) 
 
##data description## 
 
plot(insample.rg,type="l") 
summary(insample.rg) 
sd(insample.rg) 
skewness(insample.rg) 
kurtosis(insample.rg, method = c("moment")) 
dim(insample.rg) 
qqnorm(insample.rg,main="Normal Q-Q plot for EUR/USD daily 
logreturn") 
qqline(insample.rg) 
library(tseries) 
jarque.bera.test(insample.rg) 
library(FinTS) 
acf(insample.rg,main="ACF of EUR/USD daily logreturn") 
Box.test(insample.rg,lag=10,type="Ljung")  
Box.test(insample.rg,lag=30,type="Ljung")  
Box.test(insample.rg,lag=50,type="Ljung") 
library(fUnitRoots) 
urdfTest(insample.rg,type="ct") 
 
##Decision on the Orders of ARMA## 
 
arima(insample.rg,order=c(0,0,0),method="ML") 
arima(insample.rg,order=c(1,0,0),method="ML") 
arima(insample.rg,order=c(2,0,0),method="ML") 
arima(insample.rg,order=c(0,0,1),method="ML") 
arima(insample.rg,order=c(0,0,2),method="ML") 
arima(insample.rg,order=c(1,0,1),method="ML") 
arima(insample.rg,order=c(1,0,2),method="ML") 
arima(insample.rg,order=c(2,0,1),method="ML") 
arima(insample.rg,order=c(2,0,2),method="ML") 
arma02=arima(insample.rg,order=c(0,0,2),method="ML") 
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##ARCH effect## 
 
acf(insample.rg^2,main="ACF of squared EUR/USD daily logreturn") 
ArchTest((arma02$resid)^2,1) 
ArchTest((arma02$resid)^2,2) 
ArchTest((arma02$resid)^2,3) 
ArchTest((arma02$resid)^2,4) 
ArchTest((arma02$resid)^2,5) 
 
### Estimation with GARCH Framework### 
 
##GARCH(p,q) Models under Normal Distribution## 
 
m <- ugarchspec(variance.model=list(model="sGARCH", garchOrder 
=c(1, 1)), mean.model=list(armaOrder=c(0, 2)), distribution.model 
="norm") 
m1 <- ugarchfit(spec=m, data=insample.rg) 
m1 
 
##TGARCH(1,1) under Normal Distribution## 
 
m <- ugarchspec(variance.model=list(model="fGARCH", garchOrder 
=c(1, 1), submodel="TGARCH"), mean.model=list(armaOrder = c(0, 
2)), distribution.model="norm") 
m1 <- ugarchfit(spec=m, data=insample.rg ) 
m1 
 
##EGARCH(1,1) under Normal Distribution## 
 
m <- ugarchspec(variance.model=list(model="eGARCH", garchOrder 
=c(1, 1)), mean.model=list(armaOrder = c(0, 2)), distribution.model 
= "norm") 
m1 <- ugarchfit(spec=m, data =insample.rg ) 
m1 
 
##GARCH-M(1,1) under Normal distribution## 
 
m <- ugarchspec(variance.model=list(model="sGARCH", garchOrder 
=c(1, 1)), mean.model=list(archm=TRUE, armaOrder=c(0, 2)), 
distribution.model="norm") 
m1 <- ugarchfit(spec=m, data =insample.rg ) 
m1 
 
**NOTE: (distribution.model="std") to estimate student-t GARCH** 
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## Diagnostic Test## 
 
e1 <- residuals(m1)/sigma(m1) 
e1 
Box.test(e1,lag=10,type="Ljung") 
Box.test(e1^2,lag=10,type="Ljung") 
 
##EWMA## 
 
m <- ugarchspec(variance.model=list(model="iGARCH", 
garchOrder=c(1,1)), mean.model=list(armaOrder=c(0,0), 
include.mean=TRUE), distribution.model="norm", 
fixed.pars=list(omega=0)) 
 
## get the whole data to rolling models## 
 
sample <- get_oanda("EUR", "USD", "2007-08-01", "2013-07-31") 
library(timeSeries) 
sample.rg <- diff(log(sample))*100 
sample.rg <- sample.rg[-1,] 
head(sample.rg) 
 
do_something <- function(model_specification, data_series, 
out_of_sample) { 
  # estimate the model parameters using the in-sample window 
(excluding out_of_sample data points at the end) 
  fit <- ugarchfit(data = data_series, spec = model_specification, 
out.sample = out_of_sample) 
   
  # forecast the volatily (sigma-hat, or sqrt(h)) 
  sigma_hat <- sigma(ugarchforecast(fitORspec = fit, n.ahead = 1, 
n.roll = out_of_sample)) 
  # convert it into a time series object 
  sigma_hat <- xts(as.vector(sigma_hat), 
as.Date(dimnames(sigma_hat)[[2]])) 
  # the column names of sigma(...) are off by one, so let us fix it 
  sigma_hat <- lag(sigma_hat)[-1,] 
  h <- sigma_hat^2 
   
  # compute the measured volatility (sigma) 
  R <- tail(data_series, n = out_of_sample) 
  sigma <- R - mean(R) 
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  # return the forecasted volatility ($h) and the measured volatility 
($sigma) 
  # list(h = h, sigma = sigma) 
  merge(h, sigma^2) 
} 
 
###out-of-sample evaluation### 
 
##goodness of fit## 
 
k1 <- do_something(m, sample.rg, 1096) 
w <- lm(k1$sigma ~ k1$h) 
summary(w) 
l <- lm(log(k1$sigma) ~ log(k1$h)) 
summary(l) 
 
##loss functions## 
 
calculate_MAE <- function(h, sigma) { 
  mean(abs(h - sigma^2)) 
} 
 
calculate_RMSE <- function(h, sigma) { 
  sqrt(mean((h - sigma^2)^2)) 
} 
 
calculate_MME_O <- function(h, sigma) { 
  f <- function(x, y) { 
    if (x > y^2) 
      sqrt(abs(x - y^2)) 
    else 
      abs(x - y^2) 
  } 
  mean(mapply(f, h, sigma)) 
} 
 
calculate_MME_U <- function(h, sigma) { 
  f <- function(x, y) { 
    if (x > y^2) 
      abs(x - y^2) 
    else 
      sqrt(abs(x - y^2)) 
  } 
  mean(mapply(f, h, sigma)) 
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} 
 
k1 <- do_something(m, sample.rg, 1096) 
calculate_MAE(k1$h, k1$sigma) 
calculate_RMSE(k1$h, k1$sigma) 
calculate_MME_O(k1$h, k1$sigma) 
calculate_MME_U(k1$h, k1$sigma) 
 
##weekly data (just show the difference between daily code and 
weekly code)## 
 
##get weekly in-sample data## 
 
insample <- get_oanda("EUR", "USD", "2007-08-01", "2010-07-31", 
frequency = "weekly") 
 
##the minimum AIC## 
 
arma02=arima(insample.rg,order=c(0,0,1),method="ML") 
 
##get weekly whole sample data## 
 
sample <- get_oanda("EUR", "USD", "2007-08-01", "2013-07-31", 
frequency= "weekly") 
 
##rolling model## 
 
k1 <- do_something(m, sample.rg, 156) 
 
