A method based on 0-1 linear programming (LP) is presented to stratify an item pool optimally for use in a-stratified adaptive testing. Because the 0-1 LP model belongs to the subclass of models with a network flow structure, efficient solutions are possible. The method is applied to a previous item pool from the computerized adaptive testing (CAT) version of the Graduate Record Exams (GRE) 
Introduction
In computerized adaptive testing (CAT), items are sequentially selected according to the examinee's estimated proficiency (θ). In traditional CAT methods, items are selected to maximize Fisher's item information at the current θ estimate. As a result, some items will tend to become overexposed, whereas others are seldom or never touched by the CAT algorithm. It is well known that the items that tend to get the highest exposure rates typically have the highest values for their discrimination parameter, whereas those with lower exposure rates still have acceptable values for this parameter from a measurement point of view.
Remedies to control for high exposure rates have been proposed by Davey and Parshall (1995) , McBride and Martin (1983) , Sympson and Hetter (1985) , Stocking and Lewis (1998, 2000) , Thomasson (1995) , van der Linden (1998a van der Linden ( , 2000 van der Linden ( , 2002 , and others. Among these methods, the most popular one is due to Sympson and Hetter (SH) . The general idea of the SH method is to put a probabilistic "filter" between item selection and administration-that is, an item that is selected by the CAT algorithm may not be administered with a probability beyond a certain value. So, when using the SH method, on one hand, the CAT algorithm still selects items to have maximum information. On the other hand, upon selection, a probability experiment is run to decide whether the item is actually administered. Due to this experiment, the actual exposure rates of the popular items are reduced. The price to be paid, however, is that CAT with SH item exposure control tends to be less efficient than CAT based solely on Fisher's information criterion.
The a-stratified (STR) method of adaptive testing (Chang & Ying, 1999 ) takes a different approach. In this method, the item pool is divided into a number of strata, based on the values of the discrimination parameter of the items. During the test, item selection is always constrained to one stratum. Early in the test, items are administered from the stratum with the lowest value for the discrimination parameter. However, as the test progresses, strata with higher values are used.
Within each stratum, the item with the value for the difficulty parameter closest to the examinee's current estimate of θ is selected for administration. As a consequence, a-stratification forces a more balanced exposure for all items. At the same time, the price paid by the method will be low: Because estimation of θ tends to be quite inaccurate early in the test, it is even more appropriate to use lowdiscriminating items at this point (Parshall, Hogarty, & Kromrey, 1999) . Items with high discrimination can thus better be saved for use later in the test when the θ estimate has stabilized (Chang & Ying, 1996) .
However, for the STR method to be implemented successfully, the following issues have to be addressed:
It is not clear how to stratify the item pool. In particular, the fact that item pools often show a positive correlation between the item difficulty and discrimination parameters may interfere with the stratification method, and therefore the CAT procedure may have suboptimal operating characteristics (Stocking, 1998) .
The method does not strictly guarantee that the exposure for every item will be below a specified rate (Lueng, Chang, & Hau, 1999; Parshall et al., 1999; Stocking, 1998) .
The method does not yet incorporate any device for handling constraints on test content (Stocking, 1998) .
There are no guidelines on the number of strata to use as well as the number of items to administer from each stratum (Stocking, 1998) .
Although all four issues are important, this study will only address the first one; the other issues are addressed elsewhere (van der Linden & Chang, 2003) .
It is important to note that in practice, the item discrimination and difficulty parameters often do show a positive correlation (Lord & Wingersky, 1984) . Figure 1 displays pairs of values for the discrimination (a) and difficulty parameter (b) of a retired pool of 360 items from the Graduate Record Exam (GRE) Quantitative Test. These values clearly correlate positively. A similar result from the Arithmetic Reasoning Test in the Armed Services Vocational Aptitude Battery (ASVAB) is given in van der Linden, Scrams, and Schnipke (1999) . However, to make the STR method perform well, a crucial requirement is that the examinee's θ estimate be matched closely with the value of the item difficulty parameter, particularly at the later stages of the test. This requirement implies that the distribution of the difficulty parameter not be influenced by the stratification on the discrimination parameter or, equivalently, that a and b be uncorrelated. If the two parameters do correlate, items with certain values for the difficulty parameter may be missing and others selected more frequently. Indeed, as Parshall et al. (1999) and Ban, Wang, and Yi (1999) reported, the exposure rates for some items can be very high when the STR method is used with operational item banks.
To overcome this problem, Chang, Qian, and Ying (2001) developed the method of a-stratified CAT design with b-blocking (BSTR), which balances the distributions of b values among all strata. The BSTR method first partitions the item bank according to b values and then implements the a-stratification. A simulation study showed that BSTR, which can be thought of as a hybrid of Ying's (1999) a-stratification and Weiss's b-stratification (1976) methods, performs better than the original STR. It improved item exposure rates, reduced mean squared errors (MSE), and increased test reliability.
This study addresses the same issue of item pool stratification. Its basic idea is to use the technique of 0-1 linear programming (LP) to stratify optimally an item pool for application in a-stratified CAT. The stratification is optimal in the sense that an even distribution of the items both across the strata of the discrimination parameter and across the difficulty parameter within the strata is approximated as closely as possible. This twofold goal is realized by formulating optimization model constraints to control the numbers of items assigned to each combination of values for the discrimination and difficulty parameters. The objective function in the model guarantees a result as close as possible to the constraints. Because the model appears to have the simple structure of a network flow problem (Armstrong, Jones, & Wang, 1995; Nemhauser & Wolsey, 1988) , fast algorithms to calculate optimal item pool stratification are available. The technique of 0-1 LP has been applied earlier to assemble test forms from an item pool to meet various specifications with respect to, for example, the information function or the content of the test. For a review of such applications, refer to van der Linden (1998b).
Basic Idea and Notation
To formulate the model, target values are specified for the values of a for each stratum as well as for the distributions of b values within the strata. In the empirical application below, the target values are chosen to be evenly distributed over a and b, but other choices are possible. This system of target values serves as the ideal design for the stratified item pool. The items in the pool are then assigned to these target values such that their actual parameter values approximate the ideal as closely as possible.
To formalize the optimization model, the following notation is needed: Observe that, for the sake of generality, the target values for the item difficulty parameter have been chosen to be stratum dependent. However, a common set of target values, b * k , k = 1, . . ., K, across all strata will be appropriate in most applications.
The optimization model is formulated using decision variables x iks that take the value 1 if item i is assigned to target value b * k in stratum s and the value zero otherwise.
Model
Because the application to CAT with item pools and sets of target values of realistic sizes may involve extremely large numbers of decision variables, the current problem is modeled as a (semiassignment) network flow problem. Problems of this type form a subset of 0-1 LP problems, with a special structure allowing for a solution using a simplified version of the simplex algorithm, able to deal with thousands of variables in seconds (Nemhauser & Wolsey, 1988) . The software package CPLEX 6.5 (ILOG, 1999) , used in the empirical example below, has a very efficient optimizer for network flow problems.
In a network flow interpretation of the problem, items are "shipped" or assigned from supply nodes to demand nodes. The supply nodes are the individual items i = 1, . . . , I . The demand nodes are the combinations of target values for the item parameters, (b * k , a * s ).The total number of items assigned to each demand node (b * k , a * s ) is n ks items. The assignment is such that the "distance" between the items and their target values, δ iks , is minimized.
Because the items are characterized by parameters (b i , a i ), an obvious measure for the distance between (b i , a i ) and the target values (b * k , a * s )is the following Euclidean measure:
The weight λ has been introduced to allow for differential weighing of the item parameters, for example, to express the belief that one of the two item parameters is more important than the other. In the empirical example below, the weight
was used to remove the scale differences between b i and a i in the item pool. The model is as follows:
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The objective function in (3) minimizes the sum of the distances between the actual and target values for the item parameters. The constraints in (4) guarantee that each item is assigned to exactly one combination of target values, whereas those in (5) and (6) require that each combination of target values receives a number of items between upper and lower bounds n (u) ks and n (l) ks , respectively. The constraints in (7) defined the range of the decision variables. Because of the structure of the problem, the values of the variables in the solution are automatically 0-1.
Comparison With BSTR Method
The BSTR method (Chang et al., 2001 ) was introduced to balance the strata in the item pool with respect to the values of the b parameter. That is, the method forces a uniform distribution of the values for the b parameter across the strata. The 0-1 STR method stratifies the item pool based on a different principle. Its goal is not to get a predetermined fixed distribution of values for the b parameter over the strata but to stratify the pool according to a predetermined set of target points over the joint space of the a and b parameters.
As for the distributional aspect, the 0-1 STR method is more general than the BSTR method. The constraints in (5) and (6) control the numbers of items assigned to the target points. These numbers can be required to be between any two bounds. In fact, the larger the difference between these bounds, the larger the freedom to minimize the distance between the items and the set of target points in the objective function in (3). On the other hand, as a special case, the 0-1 STR method also has the option to impose a uniform distribution for the b parameter across the strata; this option is realized if in (5) and (6), the choice n 
. , S.
A final difference between the 0-1 STR and the BSTR method lies in the proven optimality of the 0-1 STR method. The algorithms to solve the model in (3) through (7) belong to the class of network flow programming. These algorithms always find the best stratification of the pool among all possible stratifications with respect to the objective function in (3). In the empirical application below, optimality was realized in 1.66 seconds.
Empirical Example
The model was applied to stratify an item pool for the CAT version of the GRE, consisting of 360 quantitative items calibrated according to the three-parameter logistic (3PL) model (Birnbaum, 1968) . 
Item Pool Stratification
Two methods were used in the item bank stratification: the original method (STR) and the 0-1 LP method proposed in this article (0-1 STR). Note. STR = a-stratified method; 0-1STR = 0-1 a-stratified method.
STR. The item bank was partitioned into four equally large strata in ascending order of the a values. The first stratum consisted of items with the smallest a values, the next consisted of items with the next smallest a values, and so forth. (4) The input file for the software package CPLEX 6.5 (ILOG, 1999) was prepared, and an optimal solution for the model in (2) through (4), with the distance measure in (1), was calculated. The CPU time needed to solve the model was only 1.66 seconds on a PC with a Pentium II 266-MHz processor and 64 KB of RAM. Table 1 gives some summary statistics for the two stratification methods. In both cases, the means of the a values for the four levels are naturally ordered. For STR, the means of b values vary noticeably across strata. An important goal for 0-1 STR was to make the distributions of the b values more identical across all strata. A useful indicator of the realization of this goal is the extent to which the means and standard deviations of the b values per stratum are similar to the overall mean and standard deviation given by the first column of Table 1 . The other columns show that 0-1 STR outperforms STR in realizing this goal. The only less satisfactory results are those for Stratum 4, where 0-1 STR performs better than STR but, due to the substantial correlation between the a and b values in the pool, even the optimal solution is less satisfying.
Results

Evaluation of CAT
A simulation study was run to compare the performances of the a-stratified CAT method of item selection for the two stratified pools. In addition, the performances were compared with CAT with maximum-information (MI) item selection for the original GRE pool. The design and evaluation criteria in the simulation study were similar to those of Chang and Ying (1999) .
Method
Two types of distribution were considered: (a) 3,000 θ s were simulated from N (0,1), and these values were treated as the true abilities for the examinees, and (b) 13 fixed values were selected (i.e., θ = -3.0, -2.5, . . . , 2.5, 3). Three thousand examinees were set to have an identical latent trait at each θ level. The former is to evaluate general performances, and the latter is to compute mean squared errors conditional on θ .
A fixed test length of 30 items was used throughout the two simulation studies. This length is one twelfth of the item pool size, a proportion that has been defended as reasonable for CAT. The method of maximum likelihood estimation (MLE) was used to estimate θ . However, for the first few items, expected a posterior (EAP) was used. EAP would switch to MLE as soon as MLE could be calculated. In the a-stratified CAT simulations, seven consecutive items were selected from each of the first three a strata. As to the fourth stratum, nine items were selected. Actually, at each step, two items with the closest b values were selected first, and then one of them was chosen randomly with a probability of .50. For the stratified methods, the first item was selected randomly from the first stratum. As to the maximum information method, the first item was randomly selected from the entire item pool.
In addition, versions of the a-stratified CAT imposed with the SH method of item exposure control were simulated. Thus, there were four versions of the a-stratified methods: (a) the original a-stratified method (STR), (b) the 0-1 a-stratified method (0-1STR), (c) a-stratified with SH (STR-SH), and (d) the 0-1 a-stratified with SH (0-1STR-SH). Finally, all results were compared with the maximum-information CAT with Sympson-Hetter item exposure control (MI-SH). The maximum exposure bound for the methods SH imposed was 0.12.
Evaluation Criteria
The performances were evaluated using criteria for the efficiency of θ estimation, effectiveness in item pool usage, and maximum item exposure rates.
Bias and MSE. These quantities are defined as follows:
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where θ i is generated from N (0,1), andθ i is the corresponding estimator. Note. MI-SH = maximum-information computerized adaptive testing (CAT) with Sympson-Hetter (SH) item exposure control; STR = a-stratified method; 0-1STR = 0-1 a-stratified method; STR-SH = a-stratified with SH; 0-1STR-SH = 0-1 a-stratified with SH.
Conditional bias and MSE. These quantities are defined as 1 3000
where θ j = -3.0, -2.5, . . . , 2.5, 3.0, for j = 1, 2, . . . , 13, respectively, andθ i j , i = 1, 2, . . . , 3,000, are corresponding estimators of θ j . These values were estimated as conditional averages of errors and squared errors in the final estimates of θ j in simulations. As additional overall measures of the quality of the final estimates of θ, the estimates of the bias and MSE functions in (8) and (9) were averaged over all simulated values of θ in the study.
Correlation between true and estimated θ. The correlation coefficient between the true and estimated θ values was calculated. This measure can be interpreted as the correlation ratio associated with the observed and true scores on the test (Lord, 1980, p. 52) .
Number of underused items. From a practical point of view, items with a very low exposure rate are useless. In this study, an item was considered as underused if its exposure rate was below 5%.
Scaled chi-square statistic. Mimicking Pearson's χ 2 statistic, Chang and Ying (1999) proposed a statistic to measure the skewness of the exposure rate distribution. It was defined as follows:
where r j is the observed exposure rate for the j th item, L is the test length, and N is the item pool size. This measure was also used to evaluate the results in the current study. Test-overlap rate. Test-overlap rate, which is the expected number of common items encountered by two randomly selected examinees divided by L, was also measured. Table 2 summarizes the results from the simulations for the overall criteria. It is interesting to see that 0-1STR outperformed STR in average MSE and that both were better than the other methods. 0-1STR also made more efficient use of the item bank. For 01-STR without SH and 01-STR with SH, only 10 items had an exposure rate below 2%, whereas there were 17 such items for STR and 56 for MI-SH. When SH was imposed, 0-1STR, STR, and MI had the lowest chi-square values. According to Chang and Ying (1999) , the chi-square measures the discrepancy between the observed and the ideal item exposure rates. The chi-square values for STR and 0-1STR were 30.6 and 20, respectively. Although it was still much higher than the other three methods with SH, among the STR, methods using the 0-1 method made a significant reduction from 30.6 to 20. It can be predicted that with appropriate justification of the grid points used in the network flow design, the reduction can go even further. Figures 2 and 3 give the estimated bias and MSE functions for the 13 θ levels used in the simulations.
Results
The bias functions between the five CAT algorithms show negligible bias for all θ values with minor nonsystematic differences between the algorithms. The typical shape of all functions is the result of the composition of the item pool, with the majority of the items being on the easy side 
0-1STR-SH
(see Figure 1 ). As expected, the MSE functions for STR and 0-1STR without SH item exposure control showed better mean squared errors than those with item exposure control. Both 0-1STR and 0-1STR-SH belonged to the best performing methods over the entire interval [-3, 3] . Figure 4 exhibits the relationship between the item exposure rates and item parameter values for the pools stratified according to the two stratified methods. According to the figures, the high values of chi-square were caused by some items that were heavily exposed. Clearly, for these items, the 0-1 method reduced the exposure rates substantially. Figure 5 exhibits the relationship between the item exposure rates and item parameter values for the three methods imposed with SH item exposure control. As expected, all three methods had the maximum rate smaller than 0.12. However, MI-SH had much lower exposure rates for the items with low avalues in comparison with 0-1STR-SH and STR-SH. This result indicates that MI-SH was less successful in increasing the exposure rates for the underused items.
Discussion
In this study, a network flow model for application in item pool stratification in the STR method of item selection in CAT was introduced. The STR method was proposed originally to avoid high a items to be overly exposed and make more even and efficient use of all items in an item bank. STR performs well for ideal item banks when the a and b parameters are not correlated, but it could lead to problems when a and b are correlated. The new item pool stratification method (0-1STR) provides a solution for this case that is optimal with respect to an ideal classification of the pool. It can be thought of as a preemptive measure to force balanced distributions of b values across strata. As a result, some of the strata formed by the method cover a wider range of b values than that for the original STR. Simulation results showed that, for the GRE quantitative item pool used in this study, the new method produced comparable or slightly better statistical features as the old method but clearly improved item exposure control. The question of whether these results generalize to other applications is the object of further study.
The use of 0-1 LP in a-stratified adaptive testing can be generalized to deal with many other practical issues in CAT designs, for example, the necessity to balance test content among examinees (van der Linden & Chang, 2003) .
An issue that has not been touched with regard to the application of the 0-1 LP model to optimal item pool stratification is how to select the target values. The values in the empirical application in this article were selected intuitively; other selections would have produced other results. A more formal criterion to choose target values would be welcome, particularly if the criterion would allow the prediction of what would happen for empirical item pools with various distributions of item parameter values.
