Abstract-This technical note considers the problem of computing extremal values of the trajectories over a given set of initial conditions as well as finding output controllers minimizing these extremal values under timedomain constraints for nonlinear systems. It is shown that upper bounds of the sought extremal values as well as candidates of the sought controllers can be computed by solving a one-parameter sequence of bilinear matrix inequality (BMI) optimizations obtained through the square matricial representation (SMR) of polynomials. Moreover, a necessary and sufficient condition is proposed to establish the tightness of the found upper bound in spite of the conservatism introduced by the nonconvexity of BMI optimizations and the chosen degree of the Lyapunov function and relaxing polynomials.
the sought controllers can be computed by solving a one-parameter sequence of bilinear matrix inequality (BMI) optimizations by using Lyapunov functions (LFs) and polynomial relaxations based on the square matricial representation (SMR). In order to deal with the conservatism introduced by the nonconvexity of the problem as well as the chosen degree of the LF, a necessary and sufficient condition is proposed for the analysis part to establish the tightness of the found upper bound. A preliminary version of this technical note appeared in [12] .
II. PRELIMINARIES
The notation is as follows. ; : natural and real numbers sets; C n (X ): set of functions whose first n derivatives are continuous over the set X; @X : boundary of set X; 0 n : origin of Consider the class of continuous-time systems _ x(t) = f(x(t)) + '(x(t)) + g(x(t))u(t) y(t) = h(x(t)) x(0) = xinit (1) where x(t) 2 n is the state, u(t) 2 n is the input, y(t) 2 n is the output, x init is the initial condition, f(x(t)); g(x(t)), and h(x(t)) are polynomial functions of x(t), and '(x(t)) is a nonpolynomial function of x(t). The set of initial conditions of interest is defined as A = fx 2 n : ai(x) 0 8i = 1; . . . ; nag (2) where a1(x); . . . ; an (x) are polynomials. We assume that A is compact and define the set K = fk(y) :
n ! n such that, for u(t) = k(y(t)); lim t!+1
x(t) = 0 n ; and w(t) w 0 for all t 2 [0; +1) and for all xinit 2 Ag 
where z(t) 2 n is another selectable signal for optimization. The following is assumed:
1) the signals z(t) and w(t) are expressed by z(t) = [qz(x(t)) 0 ; lz(u(t)) 0 ] 0 w(t) = [q w (x(t)) 0 ; l w (u(t)) 0 ] 0 (5) where q z ; q w are polynomial functions and l z ; l w are linear functions; 2) the origin is the equilibrium point of interest and the output vanishes in the origin. The problems we address are as follows: 1) problem P1 (analysis): to compute the maximum of z(t)j max for the autonomous system = (0n ); (6) (k(y))
In the sequel, the dependence on the time t will be generally omitted for ease of notation. 
where P1 is any symmetric matrix such that p1(x) = In the case of polynomials having special structures, more compact representations can be derived. Indeed, polynomials without constant and linear terms can be represented with respect to the vector In the sequel, we will refer to P 1 and P 1 () as SMR matrices of p1(x). Unless explicitly specified otherwise, it will be assumed that these matrices are defined with respect to x fmg .
III. ANALYSIS PROBLEM
We consider first the case '(x) = 0 n . In order to simplify the description we assume the following. A1) the linearized autonomous system is asymptotically stable, that is, A is Hurwitz where
The basic idea is to look for LFs whose unitary sublevel sets are invariant sets and contain A. Then, we also require that these sublevel sets are contained in the region where the supremum of qz(x)jmax is bounded by a certain quantity 2 . If we can find this LF, it is guaranteed that . More formally, let us denote with v : n ! the LF candidate, and define with V(c) its sublevel set
Q() = fx 2 n : qz(x)jmax g:
Suppose there exists v(x) and 2 such that the following holds.
C1) v(x) is radially unbounded, v(0) = 0 and v(x) > 08x 2 n n f0ng; C2) rv(x)f(x) < 08x 2 V(1) n f0 n g; C3) A V(1); C4) Q() V(1). Then, . Now, let us select v(x) as a polynomial of degree 2 v and introduce
where s 3 (x) are auxiliary polynomials known as Hilbert's polynomials (see, for example, [5] - [7] ).
Theorem 1:
Let > 0 be a given real scalar, and let 2 v be the chosen degree of v(x). Let V; S 3 ; T 1 (V; S 1 ; 1 ); T 2 (V; S 2;3 ; 2 ); T 3;3 (V; S 3;3 ; 3;3 ) be SMR matrices of the polynomials v(x); s3(x); t1(x); t2(x); t3;3(x), respectively, with the matrices V; S 1 ; T 1 (V; S 1 ; 1 ) defined with respect to extended vectors without constant term. Define be the extended vector in the representation of t 1 (x) . From the first inequality, we have
that is t 1 (x) < 0 for all x 2 n nf0 n g. From the other inequalities, we similarly obtain that v(x) > 0 and s1(x) > 0 for all x 2 n n f0ng, and that t 2 (x) 0; t 3;3 (x) 0; s 2;3 (x) > 0, and s 3;3 (x) > 0 for all x. Now, from t 1 (x) < 0 and s 1 (x) > 0, it follows that rv(x)f(x) < 0 for all x 2 V(1) n f0ng. Analogously, we prove that x 2 V(1) for all x 2 A, and x 2 Q() for all x 2 V(1). Moreover, v(x) is radially unbounded because V > 0, hence C1-C4 hold. Theorem 1 provides a sufficient condition to establish if is an upper bound of by solving the optimization (14), which is a nonconvex optimization because the first inequality in (15) is a BMI because T 1 (V; S 1 ; 1 ) is a bilinear function of V and S 1 . BMI optimizations can be locally solved through dedicated software; alternatively, they can be approached via a sequence of convex LMI optimizations by alternatively fixing one variable and optimizing with respect to the other (we refer to this solution as V -S iterations) as done in Section V. In order to find , we can simply adopt a bisection algorithm minimizing subject to the condition of Theorem I. Now, we describe how Theorem 1 can be extended to deal with the case '(x) 6 = 0n . First, it is worthwhile to observe that one may attempt to deal with this case by performing state augmentations to system into polynomial, or by substituting the nonpolynomial terms with their truncated Taylor expansions. However, it is known that these attempts can easily lead to conservative and disastrous results.
Our idea is to introduce truncated Taylor expansions taking into account the worst case remainder as proposed in [11] for estimating the domain of attraction. We suppose that assumptions A1 previously introduced and A2 below hold. A2) the function '(x) has the form 
where k is the degree of the controller, and 2 ( ) is the coefficient vector to be determined. Because the state updating law depends linearly on the input, one can exploit the condition derived in Theorem 2 by letting the vector vary together with the other variables of the optimization (20). In particular, this can be done by adding t 1;u (x) to t1;m(x), where
Then, in order to take into account the presence of the input in the cost signal z, we introduce for i = 1; . . . ; n l In order to take into account the time-domain constraint on the signal w, we also define the polynomials t j;3 and s j;3 for j = 6; 7 analogous to those for j = 3; 5 for the cost signal z by replacing qz;i; lz;i; with q w;i ; l w;i ; w 0;i , respectively. Theorem 3: Let > 0 be a given real scalar, and let 2v be the chosen degree of v(x). Let T 1;u (V; ); S 3 ; T 5;3 (V; ; S 5;3 ; 5;3 ); T 6;3 (V; S 6;3 ; 6;3 ); T 7;3 (V; ; S 7;3 ; 7;3 ) be SMR matrices of the polynomials t1;u(x); s3; t5;3(x); t6;3(x); t7;3(x), respectively, with T1;u(V; ) In the sequel, we will indicate with 2 ; the best upper bound of 3 found with an LF of degree 2v and a controller of degree k . 
and xR(t) is the solution of the system _ x R (t) = 0f(x R (t)) 0 '(x R (t))
x R (0) = x R;init : (1) . Therefore, x( t) 2 T . Then, by initializing the reverse system (31) with x R;init = x( t), we obtain that x R ( t) = x init 2 A, which concludes the proof.
The condition of Theorem 4 can be checked in two steps: 1) computing T , which is the intersection of the boundaries of V 2 (1) and Q( 2 ); and 2) computing the trajectories of the reverse system (31) initialized with the points in T and checking if at least one of these trajectories intersects A. Observe that T is composed by a finite number of points, typically one, being the intersection of two tangent surfaces.
The set T can be found by solving v 2 (x) 0 1 = 0 q z (x)j max 0 2 = 0:
However, solving the system (32) can be a difficult task because it is a nonlinear system. 
Mi : x satisfies (32)
Proof: Consider x 2 T . Because x satisfies (32), there exists j such that t 3;j (x) = 0. Now, from (21), it follows that M j 0. Hence
, whereMj is any Cholesky factor of 0Mj. Clearly, kM j x f g k Before introducing some examples in the next section, let us observe that the BMI optimization can be initialized with any matrix K satisfying assumption A3) and any LF proving the asymptotical stability of the linearized system controlled by such a matrix.
V. EXAMPLES

Example 1
Let us consider the nonpolynomial system _ x1 = x2 + 0:2x (36) whose trajectories are shown in Fig. 1(a) . We consider the following synthesis problem:
arg min stabilizing u(t)=k(y(t));ju(t)j<3 sup x 2A;t2[0;+1) kx(t)k 1 : (37) This problem can be reformulated as in (7) 
Let us use Theorem 3. We express '(x) as in (16) and (17) (31) with initial condition xR;init = x intersects A in xR( t) as shown in Fig. 1(b) . Therefore, the upper bound is tight.
Example 2
Consider the inverted pendulum controlled with a DC motor in Fig. 2 The bounds in (19) for the remainder 1 (b 1 ) are simply selected as 1;0 = 1 and 1;1 = 01. In order to initialize our procedure, we observe that the linearized system can be stabilized by u = k lin y with k lin 2 (06:54; 00:049) and select, for example, K = 01. Table II(a) shows the upper bounds 2 ; computed again through V -S iterations. The controller corresponding to 4;3 is k 4;3 (y) = 00:0490y + 0:0071y 3 whose performance is illustrated in Fig. 2(b) and (c). Let us observe from Fig. 2(c) that the convergence can be quite slow. This happens because the linearized controlled system is almost marginally stable only. In order to cope with this problem, we can repeat the procedure by imposing that the maximum real part of the eigenvalues of the linearized controlled system is less than a negative value, for example, 00:4. From standard root locus investigation, this is equivalent to adding the LMIs 1 > 05:977 and 1 < 00:072 in the optimization, where 1 is the coefficient of the linear term of the controller. Table II(b) shows the obtained upper bounds, and Fig. 2(d) shows the corresponding performance. Observe that the convergence is much faster, clearly at the expense of a larger amplitude of the control signal.
VI. CONCLUSION
The problem of computing extremal values of the trajectories over a given set of initial conditions and the problem of computing output controllers minimizing these extremal values under time-domain constraints have been addressed for polynomial and nonpolynomial systems. It has been shown that an upper bound of the sought extremal values as well as candidates of the sought controllers can be found by solving a one-parameter sequence of BMI optimizations, which can be approached through either recently developed software or simple iterative convex LMI optimizations. Because the found upper bound may be conservative due to the nonconvexity of BMI optimizations and the chosen degree of the Lyapunov function, a necessary and sufficient condition has been proposed for the analysis part to establish the tightness of this upper bound in spite of all these sources of conservatism.
