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Abst rac t  
In this paper some classes of starting algorithms for the iterations of IRK methods are studied. They are of three types, 
according to their additional cost. By means of B-series, the order conditions for them are obtained. The maximum order 
attained by these algorithms and their construction are derived too. 
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1. Introduction 
Let us consider initial value problems for systems of D first-order ordinary differential equations 
y'(t)=F(t,y(t)), 
y( to ) = Yo E R D, (1)  
where F" R x ~D ~ ~D is a sufficiently smooth function. 
If y. is an approximation to y(t.), an s-stage Runge-Kutta (RK) method computes an approxi- 
mation y.+t to the solution y(t.+l ) at the gridpoint t.+~ = t. + h by 
s 
Y~=y.+hy~aoF(t.+cjh, Yj) i=1  .... ,s, (2) 
j= l  
s 
Y,+I = Y, + h Z biF(tn + cih, Yi). 
i=1  
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We shall assume that ci = ~=1 aij Vi, and may thus confine ourselves to autonomous differential 
systems. As usual, we introduce the s × s matrix A = (a,-j) and the column vectors b=(b l , . . .  ,bs) ~ 
and c = (Cl,... ,cs) T. 
When the method is implicit (IRK), (2) provides a system of s × D algebraic equations for the 
s x D components of the stage vectors Y~, i = 1,...,s. Usually this non-linear system is solved by 
means of some iterative scheme. 
An important aspect for the implementation of an implicit formula is the choice of the initial 
values Yi °, i = 1,... ,s, to start the iterations. In general, the more accurate these are, the faster the 
convergence and the lower the number of iterations will be. 
In many codes, such initial values are simply taken as the solution value at the initial point (trivial 
predictor), or by extrapolating values from some interpolation formula in the previous tep (see, e.g., 
[ 1, 3, 5, 6]). Thus, estimates of the solution of (1) between the gridpoints are obtained which are 
used as approximations to the internal stages Yi of the RK method. However, as in [8], we wish to 
measure the accuracy of the initial values with respect o the corresponding internal stages. Thus, 
we introduce the following definition. 
Definition 1.1. A starting algorithm that produces the values y.0, i---1,...,s, to start the iterations 
to solve (2) is said to have order p if this is the largest integer for which 
[[Y/- Y,°ll =O(hp+l), i= 1,...,s, 
for any initial value problem (1). 
In this paper, we present a theoretical study about several possibilities of producing initial values 
for the iterations by means of what will be called starting algorithms or startin9 methods. These 
are of three types according to their additional computational cost per step. The initial values which 
approximate to the intermediate stages in each step will be obtained using the numerical information 
computed in the previous step. 
It has been proved that, under some conditions on the coefficients of the RK method, starting 
algorithms with one additional evaluation per step are obtained whose order exceeds by one those 
without additional cost. Furthermore, if we add another additional evaluation, that is, if we consider 
starting methods with two additional evaluations per step, the order again increases by one, thus 
getting two more orders than with the usual starting algorithms without additional cost. 
The IRK methods have been traditionally used for the resolution of stiff problems. To be efficient 
enough to be practical, a formula for this purpose must have an infinite stability region. However, 
this is not the reason which has driven us to the study of starting algorithms for those methods. 
We are mainly interested in the numerical integration of Hamiltonian systems of differential equa- 
tions, for which the symplectic integrators are specially relevant [10]. As is known, the symplectic 
RK methods for general Hamiltonians are necessarily implicits. Among them let us point out the 
Kuntzmann-Butcher methods [9], also called Gauss methods, which have, besides, some other ad- 
vantages: possibility of high order and good stability properties. For non-stiff Hamiltonian problems 
these methods can be easily implemented with functional iteration. 
It is hoped that, in general, the total number of function evaluations once the integration is finished 
will be lower for the algorithms of higher order, compensating in this way their additional cost. This 
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will also depend on the order of the successive approximations Yi k, k = 1,2,..., according to the 
iterative scheme used. 
The construction of starting algorithms for some of the Gauss methods together with some numer- 
ical experiments with Hamiltonian systems will be the object of another paper. There the advantages 
of the use of high-order starting methods will become clear from the computational point of view. 
It should be remarked that the underlying idea in this work is the composition of a method over 
two steps. Chan [2] has done much work on composition methods applied to smoothing. 
Briefly, the paper is organized as follows: In Section 2 the order conditions for the starting 
algorithms without additional cost will be obtained. The maximum order will be determined and 
the uniqueness of the starting method that reaches it will be proved too. In Section 3, a study for 
the starting algorithms with an additional function evaluation per step will be carried on. In this 
case, there are infinitely many algorithms which reach the maximum order. Finally, Section 4 will 
be devoted to obtain more results about the existence and the order of the third type of algorithms: 
those that require two additional function evaluations per step. 
2. Starting algorithms without additional cost 
Since we are going to obtain the initial values y0 in each step from some numerical information 
in the previous step, it is convenient to consider two consecutive steps. We will suppose in the 
sequel that these are the two first steps and we will assume that the step size can change as follows: 
(to, Y0) ---+ (fi = to + h, Yl ) ---+ (t2 = tl + rh, Ym). 
We shall denote by Yi and Yi respectively, the intermediate stages of the first and the second step. 
^ By applying the theory of the Butcher's eries [4, Theorem 2.11, p. 151], it is shown that every 
Yi, i = 1,... ,s, admits a Taylor expansion as a function of the step size h given by 
Y i=y0+ ~ ~z)( [~T i~(z ) )F (z ) (yo)hP(~) ,  i= l , . . . , s ,  
~r ptz).  
p(z)~>l 
where T denotes the set of all rooted trees, ~(z) is the number of the monotonic labellings of z, y(z) 
the density of z, p(z) the order of z, /~T =(b l  . . . .  ,bs, rail,...,rais), F('c) is the elementary differential 
of F corresponding to z and ~ : T ~ R 2~ is computed from the tableau 
c A 0 
"4 = e + rc B rA (3) 
where e = (1,.. . ,  1)T C ~s and B is the s × s matrix whose rows are all identical to b T. 
In the first place, those algorithms which require no additional evaluations of the derivative function 
will be studied. Specifically, the coefficients b~,j have to be determined so that the values 
s 
~//0 =Y0 + h ~-~bi,jF(Yj), i=  1 . . . .  ,s, (4) 
j= l  
are approximations to ~ of the best possible order. 
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By applying again the theory of Butcher's eries we get 
~°:Y0 + 
vET p(z)~>l 
p(,)! i=  1,...,s, 
where bTi=(bi, l,bi,2 . . . .  ,bi, s) E ~ and #(z)E ~* is computed from the coefficients a/j of the IRK 
method. 
From a comparison of the B-series obtained for the stages Y// and their approximations ~//0, the 
next result follows: 
Proposition 2.1. The order of the algorithms given by (4) is p i f  this is the largest integer such 
that 
~T~(z)__~T#(z)=O, V i=l  .... ,s, VzET, 1 ~<p(z)~<p. 
We will denote by B(p) and C(q) the simplifying assumptions whose definition can be seen in 
[4, p. 203]. Furthermore, we introduce the following• 
Definition 2.2. We will say that an s-stage RK method satisfies C,(q) when 
Ae = c, 
Ac : flle + O~oC + c2/2, 
Ac 2 = fl2e + 2~1c + aoC 2 + c3/3, 
Acq_l = flq_le+ (g -1  ) (q - l )  (~-1)  1 O~q-2C + 2 °~q-3C2 + " "" + 1 °~°cq-m + cq/q' 
where fll,fl2,... ,flq-1 are real constants and C~o, al,... ,O~q_2 are the solutions of the linear system: 
f 
/ 1 0 0 1  2 0 ... ••" 00) /O~O)  [ O~ 1__ bTc2- -1+2f l  1 
1 3 3 .. .  0 o~2 : bTc 3 _ 1 + 3fl1 + 3fl2 /" 
• ° • . °•  " : 
(q_--ll) q--I q-1 (q-3) (qT') 2 (q--2) "'" O~q \bTc  q 1 ~ _~ Eq= 2 (q j l ) f j  
We can express (5) and (6) in the following matricial form: 
A(e, c , . . . ,  c q-1 ) ---- (0, Bile,..., f lq- le)  + (c, c2,..., cq)Rq, 
bT(e ,c , . . . , cq -1 )  = O,O,-2fla,-3f11--3f12 .... ' - -Z  q -1  j=l J flj + (1, 1,..., 1)Rq, 
(5) 
(6) 
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where Rq is the q x q upper triangular matrix: 
Rq ~- 
_ q - -1  o 
0 0 3 "'" 3 - ~q- -4  
• • o • ° 
0 0 0 . . .  1 q 
(7) 
When fll = f12 . . . . .  flq-1 = 0, we will write Co(q). Clearly B(p) and C(q) together imply Ca(u ) 
with u= min{p,q}. 
We will denote by M,×m the set of the real n × m matrices. If n = m, we will just write M,. 
Finally, we will denote by e the vector (1, 1,..., 1 ) for any arbitrary number of components and by 
Id the identity matrix of suitable order. 
The next result is useful to simplify the order conditions for constant step sizes. 
Proposition 2.3. Let us suppose that an RK  method satisfies the simplifying assumption Ca(q). 
Then the tableau 
2 
9iven in (3) with r = 1 also satisfies Ca(q) with the same constants ~i and fli. 
Proof. If we take into account he definitions of ~ and A for r = 1, and we assume that Ca(q) is 
satisfied, we only have to prove that 
((bT e)e, (bT e)e,.. . ,  (bT e q-1)e) + A(e, e + c, . . . ,  (e + c) q-l) 
: (0,  f i l e , . . .  , f lq-le) --~ (e Jr c,(e + e)2,... ,(e + c)q)Rq, 
where Rq is given in (7). 
We can write for any value of q: 
(e,e + c,... ,(e + c) q-1 ) : (e,c,. . . ,  cq-1)Uq, 
(e + c,(e + c)  2 . . . .  , (e  ~- c) q) : (e,e . . . . .  e) ~- (c,e 2 . . . .  ,cq)Tq, 
274 
where Uq and ~ are the following q x q upper triangular matrices: 
Uq= 0 
0 
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1 1 . . .  1 
1 (~) . . .  (q l  1 ) 
0 1 ... (q21 ) 
. . ... ". 
0 0 ... 1 
= 
(1 (~) (31) . . .  (ql) 
(:)(q) 
0 0 1 ... (~) 
: : : ".. : 
0 0 0 ... 1 
(q~.~l (q j l ) fl;) e) 
Furthermore by applying Ca(q), we have 
((bTe)e, (bTc)e,..., (bTc q-1 )e) 
/ 
= (0,0,-2file,-(3fll + 3f12)e ..... - \ 
+ (e,e,... ,e)Rq, 
(8) 
A(e,e ÷ c,... ,(e ÷ c)  q-1 ) = [(0, file,..., ~q-le) ÷ (c, c2,... ,cq)Rq]Uq. 
Since 
O,O,-2flle,--(3fll + 3f12)e,.. - ( q -  1 ., j ) fl; e +(O, flle,...,flq_le)Uq 
=(O, flle,...,flq_le), 
we only have to check that 
(C, C2 , . . . ,  ¢q )Rq Uq = (¢, c 2 . . . . .  c q )TqRq. 
Let us see that RqUq = TqRq. It is clear that the element (i,j) of each one of these members is 0 for 
i>j, and 1/i for i=j. For i<j the element (i,j) of RqUq can be written as 
_1  
i 1 (~ 1)+ (~)~k- i  k 
and we have for the same element of ~Rq: 
j--1 ~--~ (k ) ( j -1 )  (j/') 1 
i k ~j-l--k -~- : .  
k=i J 
It can be easily checked that both expressions are equal, so the result has been proved. [] 
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Our next purpose is to obtain the maximum order attained by these starting methods under some 
restrictions about the coefficients of the IRK. It must be remarked that the proofs throughout the 
paper of the existence of starting methods of a given order are constructive. 
As in [5, p. 198] we give 
Definition 2.4. An RK method is non-confluent if all ci are distinct. 
Theorem 2.5. Let us consider a non-confluent s-stage IRK method, s ~ 2, whose coefficients satisfy 
C¢(q), q >>, s - 1, and bTc¢O, and let us suppose that the step size is constant. Then: 
(i) The maximum order attained by any starting method of  type (4) is s. 
(ii) There exists a unique startin9 method of  type (4) and order s. 
Proof. We can apply Proposition 2.3 and therefore, the independent order conditions of the starting 
methods corresponding to the rooted trees whose order is ~<s may be written 
bTV=b/XV, i= l , . . . , s ,  
where V = (e, c, c2,..., c ~-1 ) E Ms and V = (e, 5, £z,..., ~-1 ) E M2~×s, by taking the step size factor r 
equal to 1. 
Since V is non-singular, there is a unique starting method without additional cost whose order is 
at least s, and its coefficients are given by 
t)~ = t)/x V V-~, i=1 .... ,s. (9) 
If the order were >s, the equations which correspond to the tree 
s - 1 nodes 
would be satisfied. We can write them as: 
t)T(~'V-1Ac'-I--A~S-1)=O, i=1  .... ,s. 
Since 
~.V_ ,AcS_ ,~s_ I=(  0 ) 
(e,e + c, . . . , (e + c)~-1)V-1Ac s-1 - (bTcS-1)e -- A(e + c) ~-1 ' 
such order equations can be written as 
A[(e, e + c,. . . ,  (e + c) ~-1 )V-1Ac ~-x - (bTc ~-1 )e -- A(e + c) s-l] = O. 
By putting 
(e,e + c,... ,(e + c)S-1)V-1Ac s-1 :Ac  s-1 + (e,c,... ,cS-2)UV-1Ac ~-1, 
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where U is the (s - 1 ) × s matrix obtained by eliminating the last row from (Us - Id) and Us E Ms 
is the matrix given in (8) (for q=s ), and by applying C~(s-  1), we obtain 
A(e+c)S-1=AcS-l+(~-~"\k=l i k (S - -1 ) )k  e+c s-I 
+(c, c2,.., cS -2)R , ( ( s - l )  ( : -1 ) )  T 
' 0 ' " "  2 ' 
where R,  is the (s -  2 )× (s -1  ) matrix obtained from R~_I given in (7) (for q = s -1  ) by eliminating 
its last row. 
Applying again C~(s - 1), the order equations corresponding to the tree of order s + 1 lead us to 
Ac s-l= [(0, i l l , . - . ,  is-2 )UV-lAcS-l]e + (c, c 2 .... , c s-1)R~-I UV-1Ac "-1 
-(brcS-1)c - lk k c -  ( i l , . . . , i~ -2)R ,  0 ' " "  -- e 
\ k= l  ((s,) 
- (c 'c2 .... 'cS-1)R*R* 0 . . . . .  s 2 (10) 
where R* is the (s - 1) × (s - 2) matrix obtained from Rs-1 by eliminating its first column. An 
empty sum is assumed to be 0. 
Eq. (10) expresses Ac s-1 as a linear combination of the family {e,c,... ,cS-1}, which is a basis 
of ~s. If we put Ac s-1 = 20e + 2~c+. - .  + 2s_1C s-l, and we look at the coefficient of c s-l, we obtain 
}~s-1 = •s-1 --bTc, so bTc=O, a contradiction. [] 
Remark 2.6. If bTc----0, there exist s-stage RK methods whose coefficients atisfy C~(q), q~> s - 1, 
for which the order of starting algorithm (9) is strictly greater than s. Thus for example, if s = 2, 
C~(1) is assumed, and we put Ac = 20e + 21c, Eq. (10) is equivalent to bTc = 0 and 20--0. To get 
order > 2, the equations 
( 0 ) - -0 ,  i - - L2 ,  ;f(vv-lc2-:)=bJ (Cl +c2  - l )e -2c  
must be satisfied too. By C~(1)  these equations are equivalent o 
cl +c2 - 1 
Ac-- c. 
2 
So the 2-stage RK methods for which there exists a starting algorithm without additional cost of  
order > 2 are perfectly determined. Their coefficients are given precisely by 
c1(c2 -c l  + 1) c1(c2 -C l  - 1) 
c1 
2(c2 - ci ) 2(c2 - Cl ) 
C2(C 2 - -  C 1 + 1) c2(c2 - cl - 1) 
C2 
2(c2 - cl ) 2(cz - cl ) 
C 2 - - c  I 
c 2 -- c I c2  - -  c I 
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We can proceed in an analogous way with another value of s. Thus, if s---3, C~(2) is assumed, 
and we put Ac 2 = )t0e + )tic + )t2e 2, Eq. (10) gives us 
bTc = 0, bTc 2 = -2il l ,  20 = 2 i l l ) t2 ,  
and the order equations corresponding to the other tree of order 4 to be considered to get order > 3 
(~= e3), are equivalent to 
2pl - 3 1 - -  2p2  2pl -- 3 
~0 - -  - -  ill, )tl -- - - ,  ~2 - -  - -  
3 6 6 
where Pl  ~-~- el -~ C2 q- C3 and P2 =CLC2 -~- cic3 -~ c2c3. In consequence,  we have 
A =(e,c,c 2) 
fO fll 2pl -3 f l l  
3 
-1  1 -- 2p2 
1 
2 6 
1 2p l  - 3 
,0 } 6 
(e, c~ c 2)-1, b T = (1,0,  --2ill )(e, c, c 2)-1, 
which give us the coefficients of the 3-stage RK methods that satisfy C#(2) and possess a starting 
algorithm of type (4) and order > 3. [] 
Let us study now what happens with a variable step size. In this case we will be forced to impose 
more restrictive hypotheses to the coefficients of the s-stage RK method to obtain starting algorithms 
of order s. 
Propos i t ion  2.7. I f  the coefficients of an RK method satisfy the conditions B(p) and C(q), then 
the elements of the tableau 
9iven in (3) satisfy the condition C(u) for u = min{p,q}. 
Proof .  By the hypotheses, it must be proved that 
1 1 
-e  + rA(e + = -~(e + rc) k, k- -1, . . . ,u .  
Now, by the condition C(q), 
k-I ri+l (k - l )  
rA(e + re) k-1 =- ~ ~ i 
i=0 
from which the results follows. [] 
k j=l 
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Theorem 2.8. Let us consider a variable step size non-confluent s-stage IRK  method, s >>, 2, such 
that B(p)  and C(q) are satisfied, where p, q >~ s - 1. Then 
(i) The maximum order attained by any startin9 method o f  type (4) is s. 
(ii) There exists a unique startin9 method o f  type (4) and order s. 
Proof. By Proposition 2.7, the tableau 
given in (3) satisfies C(u) with u = min{p,q} ~> s -  1. Hence, we have to consider the same trees 
as in the proof of Theorem 2.5 to get order ~> s. So the coefficients of the unique starting method 
whose order is at least s are given by (9) where now the step size factor r appears in ~/r and V. 
Ifs~>3, the conditions B(p)  and C(q), p ,q  ~> s -  1, imply C~(u), u >~ s -  1, and bXc#O, and so, 
it is enough to take into account Theorem 2.5 to get the result. 
Let us see now the case s = 2. If the order were > 2, the equations 
b~[P'V-lc 2 -52  ]=0,  i=1 ,2 ,  
would be satisfied for any value of r. By considering the first member of this equation as a poly- 
nomial in r, in particular the coefficient of r 2, which turns out to be Ac 2, must be zero. 
If we now consider the order equations corresponding to the other tree with 3 vertices, we have 
b~[#V-1Ae-A~]=O,  i=1 ,2 ,  Vr, 
and again a similar degree consideration gives AZc = O. 
However, the two equations Ac 2 = 0 and AZc = 0 cannot be simultaneously satisfied. Actually, let 
Ac = 20e + 21c. Assuming A2c = 0 and because of the condition C(1), we have 
2021e + (20 + 2~)c = 0, 
and so 2021=0 and 20+22=0.  
But, if 21 # 0 then 2o = 21 = 0, a contradiction. On the other hand, if 21 = 0 then 2o = 0, so Ac = O. 
In this latter case, if Cl or c2 are equal to 0, equations Ae = c and Ac = 0 force the RK method to 
be explicit. Otherwise, if Cl # 0 # c2, the vectors c and c z are linearly independent, so c 2 = y0e + 71c 
with 70 -¢ 0. Thus AC 2 = 70C ¢ O. [] 
Many implicit RK methods can be derived via the idea of collocation for ordinary differential 
equations (see [4, p. 206]). A natural starting algorithm for these methods is the one given by the 
collocation polynomial associated with the already completed step. This polynomial of degree s, u(t), 
is computed so that 
U(to + cih) = Yi, i = 1, . . . ,s ,  
(11) 
u(6 ) = Yl, 
and then we take 
Yi ° = u(6 + cirh), i = 1, . . . ,s ,  (12) 
as the initial values for the step from tl to h + rh. 
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These values can be put in the form (4). We can write (Lagrange) 
u'(to + ).h) = Z F(Yj)lj(2), 
j=t 
b(2) = 1~i 2 - c 2 
k=l Cj -- C k 
k4j 
and by integration 
) U(to + 2h) = Yo + h /j(z) dz F(Yj), 
j=l 
SO 
l 
l 4-ci r 
bi, j  : lj(z)dz, i, j  = 1,... ,s. 
dO 
Theorem 2.9. For a variable step size collocation RK  method of  s stages associated to different 
abscissae, we have the following: 
(i) The maximum order that a starting method without additional cost can attain is s. 
(ii) There is a unique starting algorithm without additional cost and order s, and it is the one 
given by the collocation polynomial. 
Proof. It is easily verified that the coefficients of a collocation RK method of s stages satisfy the 
conditions B(s) and C(s), so by applying Theorem 2.8, part (i) and the uniqueness in (ii) are proved. 
With V -1 = (vo) and by (9) and Proposition 2.7, we can write 
bT: ( ~ (l k s (l+rei)k ) Vk l ' ' ' ' 'Z  k l)ks , 
k=l 
i x  1,...,S. 
These are the coefficients of the starting algorithm (11)-(12) if we consider the expression for the 
collocation polynomial obtained in [7, p. 195]. [] 
Next, we will study some starting methods which require computing new evaluations of F. We 
shall prove that this additional cost facilitates an increase in the order of the starting method. In 
our numerical experiments with the Gauss methods which will appear in a later paper, it will be 
shown that, in general, this increase in the order gives a lower final computational cost, measured 
in number of function evaluations. 
3. Starting algorithms with one additional evaluation per step 
Among the starting algorithms with additional cost, we will begin by studying those that require 
to make, at most, one additional function evaluation per step. This evaluation corresponds to the 
initial point and to the final point (initial for the next step) of the previous step. When the first step 
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is completed, we consider initial values in the way 
~o = Yo + h bi, oF(yo) + bidF(~) + bi,~+lF(yl) , i = 1,...,s. (13) 
j=l 
We will again denote by ~/T = ~I, V+I wi jJj=o, the vector whose components are the coefficients of ~0, 
i= l , . . . , s .  
To study the order, we introduce the tableau 
0 0 0 0 
.4 = c ~ A 0 (14) 
1 b T 0 
Next, we will give some results about the starting algorithms of type (13). We will have to 
consider as simplifying assumptions C~(s) with fll --f12 . . . . .  fls-1 = 0, and they will be denoted 
by Co(s). In this case, we can write 
A =(c, c2,...,cS)RsV -1 , bT = (1,1 . . . . .  1)RsV -1 , (15) 
where V =-(e,c, . . . ,c~- l )EMs and R~ EMs is the matrix given in (7) with q---s. 
It is immediate to check that if an RK method satisfies Co(q) then the tableau (14) also satisfies 
Co(q). 
In a way analogous to Proposition 2.1, we prove 
Proposition 3.1. The order of the algorithm (13) is p if this is the largest integer such that 
[~Ti~(Z ) -bTi~(z )=0,  VzET, 1 <~p(z)<<, p  V i= l , . . . , s ,  
where the vectors ~(z) are calculated from the tableau (14). 
Theorem 3.2. (i) The maximum order attained by any starting algorithm of type (13) for non- 
confluent s-stage IRK methods with constant step size whose coefficients atisfy 
- ci~O Vi, 
- Co(s), 
i s s+ l .  
(ii) There exists an s-parameter family of such order s + 1 starting methods. 
Proof. The tableaux that correspond to the internal stages ~ and to their approximations ~0 satisfy 
Co(s). Thus, from the order conditions corresponding to the rooted trees of order ~<s + 1 it is 
obtained that 
(bi, o, bi,1,...,bi, s) = (-bi, s+le T + bTw)w-1,  i = 1,2,. . . ,s,  (16) 
where W = (e,~,~2,... ,~s) EM2sx(~+l) and 
W= (~ 0 .°. ~ ) 
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So, it is proved that there exists an s-parameter family of starting algorithms of order at least s + 1. 
Let us notice that, since we are considering constant step size, the factor r takes the value 1 in /~i 
and W. 
Next we are going to prove that the order is exactly s + 1. To do this, we will see that the order 
equations corresponding to the tree of order s + 2: 
s nodes 
A 
Y 
are not satisfied. Let us first see that these equations are independent of the free parameters bi, s+~. 
We have 
t)fA~" = bi, s+~(-e T W -1, 1)~i~ s + (1)~WW -~, 0 ) .~  s. 
By the definition of A and by Co(s), we get 
( - -e rW-~, I )A=O~=~eTW-~(O)=bT~:~eTW- I (~ 0 "'" : )  C 2 . . .  s ~-  eT ,  
and this last equation is clearly satisfied if we take into account the definition of the matrix W. 
Hence, 
l(O ) s 
By applying Co(s) and simplifying, we get 
(:c) ( 0 ) WW-1 s -AcS= (e+c , (e+c)2  .... , (e+c)s )RsV- l cs_ (b~cs)e_A(e+c) ,  • 
The matrix A is regular because it is a product of regular matrices. Therefore, the order equations 
b~,iU - ~s  = 0, i = 1,..., s, are equivalent to 
(e + c,(e + c)2,... ,(e + c)~)RsV-lc" - (bTc')e -A (e  + c) s = 0. (17) 
If we develop each one of these terms, we can write 
(e + c,(e + c)2,... ,(e + c)~)RsV-le ~ 
= [(1, 1,..., 1)RsV-lcS]e ÷ (c, e2,... ,cS)RsV-lc s + (c, c2,... ,cS-1)TRsV-le s, 
where T is the (s - 1 ) × s matrix obtained by eliminating the last row from (T~ - Id) and T~ E Ms 
is the matrix defined in (8) (with q=s) .  Furthermore, by applying Co(s), we have 
"" ' . . . .  s - 1 + (c'cZ'"" 'cS)RsV-lcS" 
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Hence, Eq. (17) may be written 
(() ( S S ~0.  (c ' c2 ' " "d -1)TR 'V - l c ' -  (c 'c2 '""c~)R~ 0 ' " "  s -  1 
The left-hand side is a linear combination of the free family {c,.. . ,  c~}. However, the coefficient of 
c s is -1 ,  a contradiction. [] 
As with the starting algorithms without additional cost, when the step size varies we have to 
impose stronger hypotheses to get the same order. More specifically: 
Theorem 3.3. Let us consider variable step size non-confluent s-stage IRK methods whose coeffi- 
cients satisfy 
- c iSO Vi, 
- B(p), p>~s and C(s). 
Then 
(i) The maximum order achieved by any starting algorithm of type (13) is s + 1. 
(ii) There exists an s-parameter family of such maximum order algorithms. 
Proofi Tableaux (3) and (14) satisfy C(s) and so (16) gives the coefficients of infinitely many 
starting methods of type (13) and order >~s + 1, one for each value of bi, s+l, i = 1,... ,s. Now ~/T 
and W depend on the step size factor r. 
Moreover, since B(p), p>.s, and C(s) imply Co(s), Theorem 3.2 shows that the order of such 
starting algorithms is exactly s + 1. [] 
Remark 3.4. If furthermore, both in Theorems 3.2 and 3.3, ci ~ 1 Vi, a reasonable choice of the 
free parameters bi, s+l, i= 1,...,s, can be done by imposing that the order conditions for r with 
• (z) = c s+l be satisfied. The coefficients of this starting algorithm are 
fit = bT(e ,a ,a  2 . . . .  ,a~+l)(e,O, 2, . . . ,~+,)- l ,  i=  1 .... ,s, 
and so, it attains order s + 2 for quadratures. 
Notice also that Theorems 3.2 and 3.3 can be applied to the collocation RK methods which are 
associated to abscissae ci ~ 0. 
Remark 3.5. Starting algorithms of type (13) can be modified so as to improve the order of the 
successive initial values. Specifically, if s > 1, and ~o is obtained according to (13), we compute 
~o by 
Y°=Y°+h[b2'°F(Y°)+~-~b2'jF(Yj)+b2's+lF(yl)+b2"s+zF(~'°)] " j = l  
A 
The order of yo is the largest integer p such that 
bT~(z)-- /gT~(z)=O VzE T, 1 <~p(z)<~p, 
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where b2 T= (b2,0, b2, l . . . .  , b2,s, b2,~+l, b2,s+2), and the tableau for computing ~(z) is 
0 
C1 
Cs 
1 
1 + rcl  
0 0 ..- 0 0 0 
0 a l l  • • • als 0 0 
: . . . .  : : • 
0 as1 --" as~ 0 0 
0 bl "-" bs 0 0 
b l ,0  b l ,1  " ' "  bl,s b l , s+ l  0 
283  
(18) 
It is easily checked that if the RK method satisfies Co(q) and the order of Y1 ° is at least q, Tableau 
(18) with r= 1 satisfies Co(q). When the step size varies, it is also easy to check that if the RK 
method satisfies B(p) and C(q) and the order of ]~o is at least u = min{p,q}, Tableau (18) satisfies 
C(u). 
If s > 2, ~o can be obtained by means of the approximations ~o and ~o, and so on. 
Notice that with this modification of the starting algorithm we do not need to compute new 
evaluations of the derivative function because the values F(Y°), F(Y°) , . . . ,  have to be computed 
anyway in order to start the iterations. 
4. Starting algorithms with two additional evaluations per step 
We have studied another type 
two additional evaluations of the 
Yi ° = Yo + h [bi, oF(yo) + ~j=, 
where 
Y~=y0 +h 
of starting algorithms with additional cost. They require at most 
function F according to the formula 
b,,jF(Yj) + b,,s+,F(y~) + b,,s+zF(Y~)], i= 1,...,s, (19) 
goF(yo) + £j=l ItjF(YJ) + g~+lF(yl)] •
We have to determine the (s + 1 )(s + 3) parameters in order that this algorithm attain the maximum 
possible order. 
Proposition 3.1 is valid here with bT = (bi, o, bi,1,...,bi, s, bi, s+l,bi, s+z), i= 1,...,s, and 
0 
Cl 
Cs 0 
1 0 
0 0 ... 0 0 0 
0 all . . .  al, 0 0 
• .. . . .  • . : 
as l  " ' "  ass 0 0 
bl • • • b~ 0 0 
#1 ""  tt~ #~+l 0 
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Lemma 4.1. Let cT=(c l , . . . ,G)E  ~s and p j= ~-'~.l<<.i, < ... < i j< .s  Ci,'' "Cij, J=  1,...,S. Then 
c ~ = (e,c, c2,... ,c~-1)((-1)~-lP,,(-1)~p~-I . . . . , -P2 ,  Pl) T- 
Proof .  We cons ider  the polynomial 
p(x ) = (x - c l ) " "  (x - c~ )
= xS -- (Cl -{- " ' "  -1- Cs ) xs-1 "-~ (CLC2 "~ " ' "  -~- Cs-lds ) xs -2  "dr " ' '  + (-1)~el " "G  
=X s -- p l  xs-1 + p2 xs -2  . . . .  + ( - - l )S - lps_ lX  + ( -  1)Sps. 
It is enough to take into account hat p(ci)= O, i = 1,.. . ,s, to obtain the result• [] 
Theorem 4.2. Let us consider a non-confluent s-staoe IRK  method whose coefficients atisfy 
- C i~0,  l Vi, 
- Co(s). 
By assumin9 that the step size is constant, we consider startin9 methods of  type (19) with the 
simplifyin9 conditions: 
( /d '0 ,~ l , . . - ,~s ,~s+l )  
1 0 . . .  0 ) 
e c . . .  c s -1  =(]A,~A 2. . . . .  /~)R~, 
1 1 . . .  1 
where R, EM~ is defined in (7) (with q=s).  Then 
(i) The maximum order attained by any algorithm of  type (19) /s s + 2. 
(ii) There exists a three-parameter family of  such starting algorithms of  order s + 2. 
Proof. It is easily checked that the last tableau 
2 
satisfies Co(s). So, from the order conditions that correspond to the quadratures of order ~<s + 2, 
we obtain 
(bi, o, bi, 1,..., bi,,+l ) = [bTW -- bi,~+2( 1,/t, #2 ... .  ,/As+l )] W-1  
where W = (e, ?, ?~+1 aE M, • • •, ) 2s×(s+2) and ( oo o) 
W = c C 2 "'" C s+l E Ms+2. 
1 1 . . .  1 
From the simplifying conditions, we obtain 
(~21,- . .  ,~s)  = [ (~,  ]22 , . . .  ,]~S)R s -- #oe T - ]~s+leT]V -1, 
where el =(1 ,0  .. . .  ,0)TE I~ s and V=(e ,c  .... ,cS- l)EMs. 
i---- 1,... ,s, (20) 
(21) 
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The order conditions corresponding to the tree 
s nodes 
must be satisfied so that the order be at least s + 2. By (20) and (21) we can write 
(#,#2 . . . . .  #S)RsV-1 ¢s + #oe~V-lc~ + #s+l[eTV-1c s _ 1] } .  l 
By applying (15) it can be easily checked that 
(1,# . . . .  ,#s+l)w-1 (O / ~-~-(#,# 2 - - . . . .  ,#S)RsV-1 , (22) 
\ ] b T 
hence those order equations are independent of #. With ~=efV-~c  s, 
Lemma 4.1, we can write 
ko=( -1)s - l c1 . . . cs~O,  ks+l = - (1 -C l ) . . . (1 -Cs )~0.  
For each value of #~+1, we will take #o ~ - #s+l(k~+l/ko), thus obtaining 
bi,~+2= , i=  1 , . . . , s ,  (23) 
ko#o + k~+l#s+l 
hence there exist infinitely many starting algorithms of order at least s + 2. Three parameters emain: 
#, #o and #s+~, the last two related as pointed above. 
If such order were >s  + 2, equations 
g= 1,.. . ,s,  
should be satisfied for the tree of order s + 3: 
s nodes 
ks_t_ 1 =e ' rV - l c  s - 1 and 
(24) 
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Let us simplify these equations. Taking into account (20) and (22) we get 
bT~U = bTWW- I  ( O ) Acs - bi,s+2{la°eTV-lAc~ + Iz~+l[eTV-lAc~ - 
Furthermore, by Lemma 4.1 and (15) we have 
eTV-1Ac s = Plko ' eTV-1Ac s -- DTc s = Plks+l, 
S S 
and by substituting bi, s+2 from (23), it follows that 
p ? (°)c , 
which shows that Eqs. (24) are independent of the free parameters. By applying Co(s) and simpli- 
fying, the s first components of 
are all zero and its s last components are given by 
M1 = (e + c, (e + c)Z,. . . ,  (e + c)~)Rs V-1Ac s - (brAc')e - (br c~)c --A2(e + c) ~. 
In an analogous way, the s first components of 
are also all zero and its another s components are given by 
M2 = (e + c,(e + c) 2 . . . . .  (e + c)~)R~V-lc ~-- (bTcS)e - A(e + c)'. 
Hence, since A is regular, Eqs. (24) are equivalent to All - (pl /s)M2 = 0. To simplify this equation, 
let us see that 
M1 - Pl M2 = AMz. (25) 
S 
Actually, by putting (rl ....  ,r~) T = RsV- lc  ~ (so re = pl/s) ,  and by Co(s), Eq. (25) is equivalent to 
(e + c, . . . ,  (e + c)S)[RsV-1Ac s - rsRsV-l c s] - (e,e, . . .  ,e)[RsV-1Ac s - rsRsV-l c s] 
= A(e + c,. . .  , (e + c)S-1)(rl,... ,rs_l) T, 
and simplifying, 
(c . . . . .  c s)T~ [Rs V -  1AcS - -  rsRs V - l c  s] = (c ,  . . . , c s )Rs  U* (F  1 . . . . .  Is--1 )T  
where T~ ~ Ms is the matrix given in (8) (for q = s) and U* E M~×(~_I) is obtained from Us defined 
in (8) by eliminating its first column. 
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Taking into account he expression for A in (15), it follows that 
RsV-IAc s - rsRsV-l c s : R* (rl,.. ., rs-l )T, 
where R* C Ms×(s-t~ is obtained from Rs by eliminating its first column. Thus to prove (25) it has 
to be checked that 
(c, . . . ,  cS)T~R*(rb..., rs- l  )T : (C , . . . ,  cS)Rs U*(rl,..., rs_l )T 
and this is true because T~R* = Rs U*, which was shown in the proof of Proposition 2.3. 
Therefore, since A is regular, Eqs. (24) are equivalent to M2 = 0. This same expression appeared 
in (17), where it was proved that it was a linear combination of the vectors c, c2,... ,c s, in which 
the coefficient of c s was -1 .  A contradiction. [] 
When the step size varies, we have 
Theorem 4.3. Let us consider a variable step size non-confluent s-stage IRK  method satisfying 
- -C l iO ,  1Vi, 
- B(p), p>>.s and C(s). 
We consider starting methods of  type (19) with the simplifying conditions o) 
(#0,  ]21, • • • ,/As, #s+l  ) C "'" C s-1 : (~ ,~2/2  . . . .  ,#S/S).  
1 . . .  1 
Then, 
(i) The maximum order attained by any algorithm of  type (19) is s + 2. 
(ii) There exists a three-parameter family of  such starting algorithms of  maximum order. 
Proof. The tableaux that appear in the B-series of Yi and ~o, i :  1,...,s, satisfy C(s). So the 
reduction in the order equations is the same as in the proof of Theorem 4.2. Thus, (20) is also 
obtained now with/~i and W depending on r. From the simplifying conditions we have 
(#l , . . . ,#s)  = [(#,#2/2,... ,#S/s) - #oe~ - [ds+leT]V -1. 
Moreover, expression (23) is obtained too, where r appears in all the vectors and matrices related 
to ~. Hence we have the coefficients of a three-parameter family of starting algorithms of type 
(19) whose order is ~>s + 2. Furthermore, such order is exactly s ÷ 2 since Theorem 4.2 can be 
applied. [] 
Notice that the collocation RK methods whose abscissae are such that ci ~ 0, 1, satisfy the hy- 
potheses of Theorems 4.2 and 4.3. 
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