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Abstract
In this paper, we propose a newface recognition system based
on the ordinal correlation principle. First, we will explain
the ordinal similarity measure for any two images and then
propose a systematic approach for face recognition based on
this ordinal measure. In addition, we will design an algorithm
for selecting a suitable classification threshold via using the
information obtained from the training database. Finally, ex-
perimentation is conducted on the Yale datasets and the results
show that the proposedface recognition approach outperforms
the Eigenface and 2DPCA approaches significantly' and also
the threshold selection algorithm works effectively.
1. INTRODUCTION
As one of the most successful applications of image process-
ing, face recognition is flourishing recently due to its broad
applications in surveillance and some secure systems. At least
two reasons account for this trend: one is the wide range of
commercial and law enforcement applications and the other is
the availability of feasible technologies after so many years of
research. Though current machine recognition systems have
reached a certain level of maturity, it is still far away from the
human perception system.
Current approaches for face recognition include the Eigen-
face approach based on the Principle Component Analysis
(PCA) [1], Fisherfaces [2], Kernel PCA [3], Kernel Direct
Discriminant Analysis [4], Two-Dimensional PCA (2DPCA)
[5] and neural network approach [6]. For a comprehensive
survey, one can refer to the recent paper [7]. All these
approaches are based on different methodologies and have
their own advantages. However, they have a common nature
essentially, i.e., based on the individual pixel intensity values.
When these approaches are used with the Euclidean distance
or other metrics, they are usually sensitive to outliers and some
nonlinear monotonically increasing transforms [13]. These
outliers are generally caused by different types of noise such as
impulsive and bit-error noise, which are not avoidable in some
cases. Therefore, it is necessary to find a suitable approach for
face recognition based on a measure for image similarity being
insensitive to the noises.
Ordinal approach can overcome the outliers mentioned
above. It operates on the ranks of the pixels instead of on
the pixel values directly. Thus, only the relative ordering
between pixel values is of consequence in determining the
similarity distance between any two images. Two famous
ordinal measures used in psychological measurements are
Kendall's r and Spearman's p [10]. Another ordinal measure
for image correspondence r, was introduced in [13], [11].
Roughly speaking, this measure r, is based on the ranking
of one image with respect to the ranks of the other, which is
robust to the outliers and insensitive to the rank distortions
[13].
A framework for performing ordinal-based image corre-
spondence was proposed in [14]. It was shown that this
framework contains Kendall's r and Spearman's p as special
cases. More importantly, it also allows one to design other
correspondence measures that can incorporate region-based
spatial information. This idea has been used for shape cor-
respondence in [15] and image correspondence in [13], [14].
The attractive property of the ordinal principle is its robustness
which can be used widely in different applications. To our
knowledge, this ordinal approach has not been used for face
recognition though it has been used in face detection [16].
In this paper, we will evaluate the performance of the
.region-based ordinal measure proposed in [13], [14] for face
recognition. First, we will introduce the framework of the
region-based ordinal structure conceptually. Second, we will
establish a face recognition system based on the region-based
ordinal measure. Then the classification threshold selection
issue will be investigated in detail. Finally, experiments are
conducted on Yale datasets and the results show that the
proposed face recognition approach outperforms the Eigenface
and 2DPCA approaches significantly.
2. REGION-BASED ORDINAL IMAGE SIMILARITY
In this section, we introduce the main idea for the ordinal
correlation measure for two images, which is mainly from
the reference paper [14]. Figure 1 describes the structure
of the region-based ordinal measure for two images. Sup-
pose we have two images X and Y of same size. Let
{X1 7X2, - * * , X4} and {Y1,Y2, ...Yn4 be the pixels belong-
ing to image X and Y respectively. We divide the image into
a number of areas {R,IR2, ... Rmn} and extract the pixels
from both images that belong to these areas. Consequently,
we denote Rx and Rj as the pixels from image X and Y in
region Rj respectively.
The aim is to propose an image similarity measure between
two images based on the regional information. To this end, we
will compare Rx and R} for each j-1, 2,.*
. For each
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Fig. 1: Region-based Ordinal Image Measure
pixel Xk, we construct a slice
Sk2={S,
with
Sx _ f 1 if Xk < Xl
k otherwise
As can be seen that slice Sk corresponds to pixel Xk an(
a binary image of size equal to image X. Slices can be b
in a similar manner for image Y as well.
With the aim of comparing regions Rxt and Ry, we f
combine the slices from image X, corresponding to all
pixels belonging to region R. The slices are combined us
one operation Pi into a so-called metaslice Alp, i.e.,
.AlX P, {k X RD }), j = 1, 21 .. I
Similarly, we can obtain MY. The metaslices defined ab
are depending on the operation P1, which represents
relation between the region it corresponds to and the en
image itself. It should be noted that the size of these metasli
is the same to the original images. In this paper, P1 is j
chosen to be the summation of all the Sk in region RA
thus MA is same size as Sk
The next step is comparison between all the pairs
metaslices MX and JIr by using another operation P2, wh
result in the metadifference Qj with
Q - P2(A'IjXl IVIY),j = 1, 2, n
Therefore, we can obtain a set of metadiferences Q
{Q1, Q2, -.. , Qm}. The T2 is chosen to be the squa
Euclidean distance between the metaslices and Qj will
a scalar value. Finally, we can obtain a scalar measure
similarity between image X and Y from the set Q, i.e.,
A = P3(Q)
which is chosen as A = Ej=1 Q3-
The core idea in the process is to use the slices in (1) inst4
of the pixel value Xk to establish a measure A. This meas
is insensitive to the outliers and nonlinear transformations as
stated in [14]. The disadvantage of the ordinal approach is its
computation cost. It can be seen that every pixel value Xk is
corresponding to a slice Sk with the same size of X. Another
issue is how to select the region Rj in the process. Next, we
will investigate whether this ordinal measure can be used to
face recognition and how about its performance evaluation.
3. FACE RECOGNITION SYSTEM BASED ON THE
ORDINAL CORRELATION
Research on face recognition has been conducted to solve three
distinct scenarios: face verification, face identification and the
watch list [9]. The aim of face verification is to verify that
an individual is who he or she claims to be, whereas the face
identification attempts to identify an individual in a database
with the assumption that the individual is known. The watch
list scenario is similar to face identification, except that the
individual to be identified may not be in the database. Of these
scenarios, the watch list is generally considered to be the most
difficult, as face recognition under this scenario confronts a
(1) large number of false alarms [8].
In this section, we will use the ordinal correlation measure
to design a face recognition system for the watch list scenario.
Figure 2 illustrates the face recognition system with region-
based ordinal measure and automatic threshold selection al-
d is gorithm. In order to reduce the computation cost associated
uilt with the ordinal measure, the resolution of each training
image is reduced to the size of 57 x 48 using a bilinear
first interpolation method [12]. This interpolation method is usually
the a compromise between interpolation accuracy and speed [17].
;ing The ordinal algorithm with region area of 8 x 8 pixels is
then performed on the resized images to create feature matrix
(Qx - (mjI, AI )). These feature matrices are
used for threshold selection algorithm at training stage and
pove classification at recognition stage. The threshold selection
the algorithm will be discussed in the next section.
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Fig. 2: Face Recognition System based on Ordinal Correlation Approach
To recognize a test image, the system compares the test
image's feature matrix (Q) to each of the feature matrices in
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the database using P2 and P3 operations in the last section. A
straightforward pattern recognition approach for recognition is
to find a face image n that minimises the following
An = P3(P2(Q-Qn))
where An is a scalar measure of similarity between feature
matrices Q and Qn, Qn is a feature matrix describing the nth
face image.
If An is below some chosen classification threshold (0), then
the new image is classified as belonging to a face image n,
and otherwise is classified as "unknown".
It should be noted that the proposed face recognition system
is similar in structure as the one we proposed in [21]. The dif-
ference is mainly on the feature vectors and distance metrics.
Usually, the feature vectors are based on the direct pixel values
and here the feature vectors are based on the slices Skx. Also
the distance metrics are some types of norms satisfying some
mathematical axioms and here the metric is computed through
two steps based on regional information.
4. AUTOMATIC THRESHOLD SELECTION APPROACH
In order to choose a suitable classification threshold (0) for
the face recognition in general case, we propose an approach
based on intra and inter class information gathered from
the training dataset. The intra-class (D) is a set where the
distances between the images of the same individual are
calculated as shown in Algorithm 1. This class gives an
indication of how similar the images of the same individual
are. The inter-class (P) is a set where the distances between
the images of an individual are measured against the images
of other individuals in the training dataset as described
Algorithm 1. This class indicates how different each image of
an individual is when compared to images of other individuals
in the training dataset. The classification threshold (0) is then
calculated from intra- and inter-class information as described
in Algorithm 2. The training dataset requires a suitable
number of images per individual in order to obtain sufficient
distance information. Large training datasets should result in
better estimation of threshold. From our experimentation [21],
every individual should have at least 4 images for training.
The proposed algorithm for threshold selection is as follows:
In practice, every person should have 4 images for training
as evidenced in [21]. Denote
I' = number of individuals
K' = number of images per individual
I = {1,. . . ,I'}
K= {1,. . .,K'}
Q= feature matrices of training images
Algorithm 1: Finding The Intra and inter Classes
for each image Fik where i C I and k C K do
Compute the intra distances
dik' - IlQik-Qik'112 where i e I, k' e K and k 5$ k'
and the inter distances
Pk= IIQik - i212 where j E I,j = i and 1 E K
end
Get the intra class (D) = {dik' k # k', k, k' E K, i E I}
Get the inter class (P) = {Pik j E I, j#, i, k,IEK}
and sort the D and P in ascending order
Compute Dmax = max {dk' k k', k, k' E K,i E I},
Dmax is a measure of generalisation among images for
each individual
Compute Pmiin= min{4Pik j E I, j# i, kl E K},
Pmin is a measure of differences between one individual
against others.
Algorithm 2: Finding The Classification Threshold
Now, we have obtained D and P from the training dataset
which will be used to calculate True Positive' (TP') and False
Positive' (FP'). The TP' and FP' measure the percentage of
correct classification and misclassification respectively and are
defined as follows:
TP'= 1 x 100%
FP'/= #i x 100%
where S is the number of elements in D that are less than a
given threshold. IIDII is the number of elements in D which
is given by (K' - 1) x K' x I'. L is the number of elements
in P that are less than a given threshold. IIPjj is the number
of elements in P which is K' x (I' - 1) x I'.
The classification threshold (0) can be defined through
Dmax and Pmin. If Dmax < Pmin, then TP' and FP' reach
100% and 0% respectively. Thus, 0 can be directly defined as:
Dmax + Pm= ,ia Pmin(2
2 ~~~~~~(2)2
If Dmax > Pmin, then we need to find 0 that maximises the
TP' and minimises the FP' with the following steps:
From the Algorithm 1, we have obtained D -
{dl,d2,...,dllDllI} where dl . d2 < *.- < dIlDj1. Then
we can find the index x1,x2, ... ,x10 such that D is
grouped into D = {Dxl, DX2, . . ,Dx1O} where Dxj ={dx-l+l,...,dxj} for j = 1,2,...,10 with xlo = JIDII;
xO = 0. Further, xi = [x;] where xi satisfies x 100 = j x 5
and [xj] refers to rounding the number (x;) to the nearest
integer. This process is to divide D into 10 groups where 10
is chosen subjectively.
Now, we have obtained the threshold set A =
{dxl, dx . .., ddxo }, and we can compute the TP' and
FP' with each element in A. Then, the derivative (Tj) is
calculated as:
T =f ATIj max(FP')
= AFPjl lJ100%
where max FP' is the maximum value of FP';
ATP -TP' 1-TP for j = 1, 2, ..., 9;
and AFP = FPJ 1- FP for j = 1, 2,..., 9;
TP and FPJ are the TP' and FP' values respectively when
we choose the threshold d., with j = 1, 2, ... ,10;
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(3)
If AFPj' = 0 then we define Tj = 0.
To find the classification threshold (0), we have to search for
a jo E {2,3,. ..,9} such that Tj§1, >1 and Tjo < 1. Then
the 0 can be chosen as the value in d43j,_l If none of the Tj
values is less than 1, then 0 is set as d,,.
The main idea of selecting the optimal threshold can be
described as below. From the intra and inter class information,
we want to find the optimal threshold to balance the true
positive and false positive defined above. These values are
indirect approximations for precision and recall [18]. In order
to do so, we divide the set {D} into 10 partitions subjectively.
Equation (3) is the approximate derivative for the curve and
we intend to find the point with this derivative being 1
approximately. With this threshold selection algorithm, we
can implement the face recognition system and evaluate its
performance in next section.
5. EXPERIMENTAL RESULTS
Experimentation was carried out on six datasets created from
Yale database [19]. This database contains 15 individuals
(mostly male) with 8 images each since face images in
the original database with strong light configurations like in
Figure 3 were excluded as the excessive light cast shadow
on the background requires preprocessing in practice. The
total number of images used in this experiment is 120. In
all the dataset, the number of individual for training is set
to be 10 and the number of individual for testing is set to
be 15. Table 1 shows a brief description of all datasets. For
each dataset, we created 10 subsets via randomly selecting
the training images per individual. The remaining images not
included in each training subset were used to construct the
corresponding testing subsets.
These datasets were used to evaluate the proposed face
recognition algorithm in two scenarios. In the first scenario,
the experiments were carried out on four datasets with fixed
threshold value. The results were then compared to the Eigen-
faces [I] and 2DPCA [5]. In the other scenario, we investigated
the performance of the proposed automatic threshold selection
algorithm on the remaining datasets. The query effectiveness
is evaluated using precision and recall statistics [20].
Fig. 3: Images with light configurations from Yale face database
A. Evaluation on the Ordinal Face Recognition System
In this subsection, we carried out the experimentation with the
Eigenface, 2DPCA and ordinal approaches for all datasets in
#of #of #of
Scenario Dataset training Images training | testing
per Individual Images images
__I 1 101 110
I 2 I 2 I X I 0 I
5 4 40 80
TABLE 1 IRIiNING AND TESTILG DATASETS
Scenario 1. The original size of Yale images is 231 by 195
pixels. For simplicity in the proposed ordinal approach, we
downsized these images into 57 x 48 pixels. We used images
with the original size for the Eigenfaces and 2DPCA, .
Table 2 shows the classification thresholds used for those
experiments which were selected via trial and error method.
These thresholds were selected such that precision and re-
call are balanced. We performed the ordinal, Eigenfaces and
2DPCA on 10 subsets of each dataset in Scenario 1. The
average results in Table 3 indicate that the ordinal approach
outperforms the Eigenfaces and 2DPCA in all datasets with
higher precision and recall rates.
TABLE 2:
TA
Dataset Eigenfaces 2DPCA Ordinal
I (* 107) j (* 104) j (* 104)
I I 8.75 3.10 3.60
2_ 9.50 2.90 3.40
3 10.00 2.80 3.40
4 10.50 2.60 3.30
I Celtic I()N ITHRESHOLDS FOR DATASETS ON SCENARIO I
Eigenfaces 2DPCA Ordinal
Dataset Prec. Recall Prec. Recall Prec. Recall(%) I (ecal % I e%) (%) I eca
1 75.5 74.9 83.0 82.7 88.4 85.7
2 78.8 79.3 86.9 87.3 I96.5 1.8
3 84.0 82.3 90.8 91.0 95.6 96.6
4 81.6 84.2 85.4 87.8 98.2 96.3
BLE 3:PERFORMANCE OF IGENFACES VS ZYPCA V_SORRI)
(AVERAGE RATES)
INAL
One can see from the Table 3 that the performance of the
proposed face recognition for dataset 4 is better than that for
other datasets. This is due to a fact that the dataset 4 has more
training images and less testing images. Unlike the ordinal
approach, the performance of the Eigenface and 2DPCA does
not improved with dataset 4. This indicates that the ordinal
features are richer when dealing with more training images.
B. Evaluation on Automatic Threshold Selection Algorithm
In the last subsection, we compared the performance of the
proposed ordinal approach and the Eigenfaces using the best
selected trial and error thresholds. In this subsection, we will
examine the proposed threshold selection algorithm with 2
datasets in Scenario 2 where each dataset consists of 10
subsets. The results of threshold selection algorithm on these
subsets are shown in Figure 4. From this figure, one can see
that the threshold selection approach performs more stable
with dataset 6. This is due to the fact that dataset 6 has
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more training images, hence, it provides more intra and inter
distances for selecting the threshold. Overall, these results
indicate that the selected classification thresholds are very
stable with regard to the subsets.
Figure 5 shows the performance of 3 subsets of dataset 6
under various thresholds. The classification thresholds selected
via the proposed algorithm were 3.39 x 104 for subset I and
3.23 x 104 for subset 4 and 3.18 x 104 for subset 10. As shown
in Figures 5(a), 5(b) and 5(c), these thresholds perform well
where the precision and recall are balanced with high rates.
(a) Dataset 5 (b) Dataset 6
Fig. 4: Selected Classification Thresholds via the Proposed Threshold
Approach
(a) Subset I
BSo iin
75
-w
65
.
0.
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threshold
(b) Subset 4
3 3.1 3.2 3.4 3.5 3 6
threshoid
(c) Subset 8
Fig. Performance of Ordinal Approach Under Vaiious Thresholds
6. CONCLUSIONS
In this paper, we proposed a new face recognition system
via the ordinal measure for image correspondence. The per-
formance of this new system outperforms the Eigenface and
2DPCA approaches significantly due to its robustness to
different types of noise. This approach operates on the ranks
of the pixels rather than directly on the pixel values, on which
most of the current face recognition systems are working.
The disadvantage of this approach is its computation cost
since each pixel is corresponding to a slice with the same
size of the original image. This can be overcome by using the
reduced size images for comparison as demonstrated in this
paper.
Future work should focus on choosing the suitable size of
divided areas by using some cross validation algorithms [22].
Moreover, the effect of dithering and noise on the proposed
measure should be investigated in detail. Additionally, this
approach should be extended to operate on the color images
[23]. Since the ordinal measure is some sort of structure
similarity for two images, we will use the wavelet techniques
in the future on its feature matrices to reduce its computation
cost and evaluate its performance.
Throughout the experimentation, we used the ordinal ap-
proach with region area of 8 x 8 pixels with no overlapping
pixels. In the future, we will increase the overlapping per-
centage of the region area since Eickeler et al. [24] reported
that 75% overlapping (6 pixels overlapped) perform better
recognition rates compare to no overlapping.
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