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In the context of non-coding RNA (ncRNA) multiple structural alignment, Davydov and
Batzoglou (2006) introduced in [7] the problem of ﬁnding the largest nested linear graph
that occurs in a set G of linear graphs, the so-called Max-NLS problem. This problem
generalizes both the longest common subsequence problem and the maximum common
homeomorphic subtree problem for rooted ordered trees.
In the present paper, we give a fast algorithm for ﬁnding the largest nested linear subgraph
of a linear graph and a polynomial-time algorithm for a ﬁxed number (k) of linear graphs.
Also, we strongly strengthen the result of Davydov and Batzoglou (2006) [7] by proving
that the problem is NP-complete even if G is composed of nested linear graphs of height
at most 2, thereby precisely deﬁning the borderline between tractable and intractable
instances of the problem. Of particular importance, we improve the result of Davydov
and Batzoglou (2006) [7] by showing that the Max-NLS problem is approximable within
ratio O (logmopt) in O (kn2) running time, where mopt is the size of an optimal solution.
We also present O (1)-approximation of Max-NLS problem running in O (kn) time for
restricted linear graphs. In particular, for ncRNA derived linear graphs, a 14 -approximation
is presented.
© 2011 Published by Elsevier B.V.
1. Introduction
Non-coding RNA, unlike regular genes, are not translated to proteins, but perform a variety of catalytic, structural and
regulatory functions [8]; transfer RNA, ribosomal RNA and spliceosomal RNA are textbook examples. The RNA sequences
consist of four kinds of nucleotides: A (adenine), C (cytosine), G (guanine) and U (uracil). RNA sequences tend to fold,
forming secondary and tertiary structures, stabilized by bonds between nucleotides. Three kinds of such bonds are most
frequent: A–U, G–C and U–G.
The structural stability and function of ncRNA genes are largely determined by the formation of stable secondary struc-
tures through complementary bases (see [20] for a detailed introduction to RNA secondary structures). Much research
work has been done on the structural comparison of ncRNA sequences [2–4,7,15,16]. Davydov and Batzoglou proposed
in [7] a new model for structural alignment of multiple ncRNA sequences, based on ﬁnding the largest common secondary
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structure. The problem of computing the largest common secondary structure for the given set of k ncRNA sequences of
length n can be solved using the stochastic context-free grammars, in O (n3k) time complexity [14].
In this paper, we focus on the problem of secondary structure alignment for multiple ncRNA sequences. We follow a
general model presented in [7], where ncRNA sequences are modeled by linear graphs and the common secondary structure
is modeled using the maximum common nested linear subgraphs (Max-NLS problem). Unfortunately this problem is NP-
complete, but can be approximated within O (log2mopt) factor (where mopt is the size of the optimal solution) in O (k · n5)
running time [7]. The authors proposed to approximate Max-NLS with maximum level linear subgraphs (Max-LLS problem).
This paper is organized as follows. Section 2 presents some preliminaries. We give in Section 3 a fast and simple dynamic
programming algorithm for ﬁnding a maximum size nested linear graph in a linear graph, and present in Section 4 a
polynomial-time algorithm for a ﬁxed number of linear graphs. Section 5 strongly reﬁnes the hardness result of [7] by
giving a tight description of the borderline between NP-completeness and P. We present in Section 6 a faster algorithm for
the Max-NLS problem and in Section 7 we improve the approximation ratio of [7]. Finally, Section 8 deals with the Max-NLS
problem, for restricted linear graphs and in particular for linear graphs derived from RNA sequences.
2. Preliminaries
Basic familiarity with graph-theoretic terminology is assumed. For a graph G , we denote by V(G) the set of vertices and
by E(G) the set of edges. The order and the size of G stand for |V(G)| and |E(G)|, respectively. A linear graph of order n is a
vertex-labeled graph where each vertex is labeled by a distinct integer from {1,2, . . . ,n}. In case of linear graphs, we write
an edge between vertices i and j, i < j, as the pair (i, j). Two edges of a graph are called independent if they do not share
a vertex. A linear graph G is called edge-independent if it is composed of independent edges, i.e., G is a matching.
Of particular interest are the relations between independent edges [19]. Let e = (i, j) and e′ = (i′, j′) be two independent
edges in a linear graph G . We write
(i) e < e′ if i < j < i′ < j′ ,
(ii) e  e′ if i′ < i < j < j′ , and
(iii) e  e′ if i < i′ < j < j′ .
Two edges e and e′ are said to be R-comparable for some R ∈ {<,,} if eRe′ or e′Re. Observe, that any two independent
edges are R-comparable for some R ∈ {<,,}. An edge-independent linear graph G is called an R-comparable linear graph
for some non-empty R ⊆ {<,,} if any two distinct edges in G are R-comparable for some R ∈ R. Let G be a linear graph.
The width (resp. height) of G is the size of a maximum cardinality {<}-comparable (resp. {}-comparable) subset of E(G).
We now deﬁne the notion of occurrence of one linear graph in another. Let G1 and G2 be two linear graphs. The graph
G1 is said to occur in G2 (or G1 is called a subgraph of G2) if one can obtain G1 from G2 (regardless of precise vertex labels)
by a sequence of edge and vertex deletions. More formally, the deletion of vertex i consists in (1) the deletion of all the
edges incident to vertex i, (2) the deletion of vertex i, and (3) the relabeling of all vertices j > i to j − 1.
For the purpose of ncRNA multiple structural alignment, convenient graphs are needed [7]. A linear graph is non-crossing
if it does not contain two edges e and e′ such that e  e′. A {<,}-comparable linear graph is also called a nested linear
graph. A {}-comparable subgraph of a linear graph G is called a nested loop. Let (i, j) be the outermost edge of a nested
loop in G . Value j − i is called the diameter of the nested loop.
Nested linear graphs can be viewed as collections of trees (see Fig. 1). Each edge in the nested linear graph corresponds
to a node in a tree — e is the parent of e′ iff e′  e and there is no such edge e′′ that e′  e′′  e. Each -maximal edge in
the nested linear graph is a root of some tree.
To shorten notation, a nested linear graph G of size n can be represented by a Dyck word of semi-length n over the
alphabet A = {a,b}. By abuse of notation, we continue to write G for the corresponding Dyck word. A nested linear graph G
is ﬂat if it can be written as G = ah1bh1ah2bh2 . . .ahkbhk for some positive integers h1,h2, . . . ,hk . A ﬂat linear graph is called
level if it can be written as G = (ahbh)w for some positive integers h and w . Fig. 2 shows examples of such linear graphs.
For a given linear graph G we can consider its level subgraphs of given height and maximum width. The relation between
the height and the maximum width of level subgraphs is called level signature of the linear graph, as shown in Fig. 3. More
formally, level signature of G is a function s :N→N such, that:
(i) s(h) is the maximum width of a level subgraph of G with height h;
(ii) if G has no level subgraph of height h, then s(h) = 0.
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Fig. 3. Maximum level subgraphs of G with height 2 (on the left), and height 3 (on the right). The level signature of the graph is: s(1) = 5, s(2) = 4,
s(3) = 3, s(4) = 0.
Fig. 4. Example of linear graph for sequence AAUUAUGC, its Max-NLS and corresponding bonds between nucleotides.
Genomic sequences can be naturally viewed as linear graphs. A sequence of nucleotides S = (a1,a2, . . . ,an) corresponds
to a linear graph whose vertices are the nucleotides and there is an edge between two nucleotides iff there can be a bond
between them. In this paper we also investigate more abstract correspondence. Let S = (a1,a2, . . . ,an) be a sequence over
some ﬁxed ﬁnite alphabet Σ , and let ξ ⊆ Σ2 be a ﬁxed symmetrical relation. A linear graph derived from S , denoted as
Gξ (S), is such a linear graph of order n, in which there is an edge (p,q) iff p = q and apξaq . Throughout this paper we
assume that Σ and ξ are ﬁxed, and we call such linear graphs restricted linear graphs (RLG). Clearly, for ΣRNA = {A,U,G,C}
and ξRNA = {(A,U), (U,A), (U,G), (G,U), (G,C), (C,G)} we get RLG modeling ncRNA sequences.
Let G = {G1,G2, . . . ,Gk} be a set of linear graphs. The Max-NLS problem is to ﬁnd a maximum size common nested
linear subgraph of Gi ∈ G . We denote it by Max-NLS(G1, . . . ,Gk). Nested linear subgraphs and Max-NLS problem have been
introduced in [7] to represent possible structural alignments of ncRNA. Nested linear subgraphs correspond to different
structural alignments of a sequence of nucleotides, and the edges of a nested linear subgraph correspond to bonds stabilizing
the structure of ncRNA, as shown in Fig. 4.
The Max-LLS problem is to ﬁnd a maximum size common level linear subgraph of G1, . . . ,Gk (denoted by Max-LLS(G1,
. . . ,Gk)). Level linear subgraphs have been used to approximate Max-NLS problem in [7]. The MNL(G) problem is to ﬁnd a
maximum size nested loop in G . Nested loops and the MNL problem have been used to model ncRNA structural alignments
in [4]. The authors also present O (n2) algorithm for computing MNL.
3. Finding a maximum size nested linear graph in a linear graph
Felsner et al. considered in [9] the matching problem regardless of a precise pattern deﬁnition. In this context, they
introduced the concept of circle trapezoid graphs (CT-graphs), a class of graphs that contains trapezoid graphs, circle graphs
and circular-arc graphs as subclasses, and proved that, given a CT-graph G with m = |E(G)|, a maximum size nested subgraph
of G can be found in O (m2) time. On the other hand the Max-NLS(G) can be computed in O (n3) time [18], where n =
|V(G)|.
In this brief section, we improve that result for linear graphs by giving a simple dynamic programming algorithm for
ﬁnding a maximum size nested subgraph of a linear graph in O (n2 + nm) time and O (n2) space. For each pair (i, j) with
1  i < j  n, let Gi, j denote the subgraph of G induced by the vertices i, . . . , j. We denote by N−( j) the set of vertices
N−( j) = {q: q < j∧ (q, j) ∈ E(G)}. For 1 i < j  n, let opt[i, j] denote the maximum size of a nested subgraph of the linear
graph Gi, j (for i  j we have opt[i, j] = 0). For 1 i < j  n, opt[i, j] can be obtained using the following formula:
opt[i, j] = max
{
opt[i, j − 1],
1+ opt[i,q − 1] + opt[q + 1, j − 1]: q ∈ N−( j) ∧ q i.
The maximum nested subgraph of Gi, j either does not take vertex j, in which case opt[i, j] = opt[i, j − 1], or it takes an
edge (q, j) ∈ E(G) with i  q < j.
Using dynamic programming, the array opt can be computed in O (n2 + nm) time, since computation of each opt[i, j]
requires O (|N−( j)|) steps.
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4. A polynomial-time algorithm for ﬁxed |G|
According to [13], given a linear graph G1 of size m1 and a nested linear graph G2 of size m2, an occurrence of G2
in G1 can be found in O (m2 logm2 + m1m2) time. Valiente proposed in [17] a dynamic programing algorithm for ﬁnd-
ing the largest nested linear graph that occurs in two nested linear graphs (see also [21]). In this section, we give a
O (m2k logk−2mk log logmk) time dynamic programming algorithm, where m = max{|E(Gi)|: Gi ∈ G} and k = |G|, for ﬁnding
the largest nested linear graph that occurs in a ﬁxed number of linear graphs.
We need some additional deﬁnitions and notations. We use the notions of trapezoid diagrams and d-trapezoid diagrams
introduced in [6] and [10], respectively. Assume d is a non-negative integer and let L1, L2, . . . , Ld+1 be d + 1 parallel lines
indexed by their ordering in the plane. A graph G is called a d-trapezoid graph [9,5] if there exist families of intervals
Tu = {I iu = [liu, riu]: liu, riu ∈ Li,1 i  d+ 1}, u ∈ V(G), satisfying {u, v} ∈ E(G) if and only if Qu ∩ Q v = ∅, where Qx denotes
the closed polygon (l1x , l
2
x , . . . , l
d+1
x , r
d+1
x , r
d
x , . . . , r
1
x ). We refer to the family TG = {Tu: u ∈ V(G)} to as the d-trapezoid diagram
of G . Note that 0-trapezoid graphs are precisely interval graphs [12], 1-trapezoid graphs are the usual trapezoid graphs [6],
and d-trapezoid graphs are comparability graphs of posets with interval dimension at most d + 1 [10].
Based on a geometric representation of 1-trapezoid graphs by boxes in the plane, Felsner et al. [9] designed an optimal
O (n logn) algorithm for ﬁnding a maximum weighted independent set on such graphs. Of particular importance, they proved
that the ideas behind the weighted independent set for trapezoid graphs carry over to higher dimension leading to a
O (n logd n) time algorithm for d-trapezoid graphs of order n. This has been improved in [1] to O (n logd−1 n log logn) time.
We now turn to deﬁning an irreﬂexive, transitive and anti-symmetric relation  on TG . Let G be a d-trapezoid graph
and TG = {Tu: u ∈ V(G)} be the corresponding d-trapezoid diagram. Let Tu = {I iu = [liu, riu]: liu, riu ∈ Li,1  i  d + 1} and
Tv = {I iv = [liv , riv ]: liv , riv ∈ Li,1 i  d + 1} be two d-trapezoids of TG . We say that the d-trapezoid Tu is strictly contained
in Tv , written Tu  Tv , if liv < liu and riu < riv for all 1 i  d + 1. See Fig. 5 for an illustration.
Let G = {G1,G2, . . . ,Gk} be an instance of the Max-NLS problem. We associate to G a (k − 1)-trapezoid diagram as
follows. For each 1 i  k, the graph Gi is associated to Line Li , and for each (x, y) ∈ E(Gi) we deﬁne an interval I ix,y = [x, y]
on Line Li . We denote by IGi the set of all intervals on Li that are associated to the graph Gi , i.e., IGi = {I ix,y: (x, y) ∈ E(Gi)}.
The (k − 1)-trapezoid diagram induced by G , written T [G], is deﬁned as follows:
∀I1 ∈ IG1 , ∀I2 ∈ IG2 , . . . , ∀Ik ∈ IGk , {I1, I2, . . . , Ik} ∈ T [G].
Clearly, |T [G]| =∏Gi∈G |E(Gi)|. Having disposed of these preliminaries, we now turn to presenting our algorithm, referred
hereafter to as Algorithm nested-linear-subgraph, for ﬁnding the largest nested linear graph G that occurs in a family of lin-
ear graphs G . The basic idea is to associate to each (k − 1)-trapezoid T ∈ T [G] a weight ω(T ) denoting the maximum size
of a nested linear graph that occurs in the family of linear graphs induced by T and all (k − 1)-trapezoids strictly included
in T . This is done in turn by dynamic programming according to a linear extension of (T [G],). We need the following
subroutine: Given a (k − 1)-trapezoid diagram T and a function ω : T → N+ , we refer to the algorithm for ﬁnding a max-
imum weighted disjoint subset of T (in terms of disjoint induced closed polygons) as max-weighted-independent-set(T ,ω)
[9,1]. A more schematic description of Algorithm nested-linear-subgraph(G = {G1,G2, . . . ,Gk}) is given below:
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Compute the (k − 1)-trapezoid diagram T [G] induced by G
Compute any linear extension Φ of (T [G],)
foreach T ∈ T [G] do ω(T ) := 0
foreach T ∈ T [G] with respect to Φ do
T ′ := {T ′: T ′  T }
T ′′ := max-weighted-independent-set(T ′,ω)
ω(T ) := 1+∑T ′′∈T ′′ ω(T ′′)
end
T ∗ := max-weighted-independent-set(T [G],ω)
return
∑
T∈T ∗ ω(T )
end
Proposition 1. The Max-NLS problem is solvable in O (m2k logk−2mk log logmk) time, where m = max{|E(Gi)|: Gi ∈ G} and k = |G|.
This result gains in interest if we compare it to the related LAPCS problem restricted to two nested arc-annotated
sequences, i.e., the LAPCS(Nested, Nested) problem, restricted to unary alphabet, which has been proved to be NP-complete
in [15] (only two nested arc-annotated sequences, and hence two linear graphs here).
5. Hardness results
It is proved in [7] that the Max-NLS problem is NP-complete even when restricted to edge-independent linear graphs.
We strengthen this result by showing that the problem is hard even for ﬂat linear graphs of height at most 2. Observe
that our result gives a precise borderline between tractable and intractable instances of the Max-NLS problem (the problem
is indeed trivially polynomial-time solvable for nested linear graphs of height at most 1: return the graph which has the
minimum number of edges). We also note that this result justiﬁes the need for a second step in the approximation ratio
analysis in [7] (the problem is indeed hard for ﬂat graphs).
Our result is a three-step procedure. We begin by proving the NP-hardness of a satisﬁability-like problem, namely the
Consequent 3-Sat problem. Next, we use that result for proving that a new list problem, i.e., the Largest Common Sublist
problem, is NP-complete. Finally, we give a polynomial-time reduction from the Largest Common Sublist problem to prove
that the Max-NLS problem is NP-complete even when restricted to simple instances solely composed of ﬂat linear graphs
of height at most 2.
We thus begin by introducing the Consequent 3-Sat problem. We are given as input an ordered list C = C1,C2, . . . ,Cm
of clauses constituting a 3-Sat formula on a set of variables X = {x1, . . . , xn}. Each clause C j contains 3 different literals,
where a literal is either a variable in X or its negation. We assume each variable xi ∈ X has σi occurrences x1i , . . . , xσii ,
and let S =⋃ni=1{x1i , . . . , xσii } be the set of all the occurrences in C. Moreover, for every 1  i  n and every 1  j  σi
let p(i, j) be the index in {1,2, . . . ,m} such that clause Cp(i, j) contains the occurrence x ji of variable xi . It is assumed
that p(i,1) < p(i,2) < · · · < p(i, σi) for every 1  i  n. A subset S ′ ⊆ S is called consequent if, for every 1  i  n and
every 1  j  σi − 1, the occurrence s j+1i belongs to S ′ whenever the occurrence s ji belongs to S ′ . Given a consequent
subset S ′ ⊆ S , we denote by C(S ′) the set of those clauses of C which contain at least one literal involving either a positive
occurrence in S ′ or a negated occurrence not in S ′ . We are now in position to formally deﬁne the Consequent 3-Sat decision
problem.
Consequent 3-Sat
Instance: An ordered list C = C1,C2, . . . ,Cm of clauses making a 3-Sat formula B on a set
of variables X = {x1, . . . , xn} with S the set of all occurrences of variables in B .
Question: Is there a consequent subset S ′ of S such that C(S ′) = C?
Informally, we are trying to “satisfy all clauses” where we are partially allowed to change the Boolean value of variables
when scanning formula B from left to right. The only constraint we must obey is that, once a variable has been true in
some occurrence, it cannot become false in later occurrences.
Proposition 2. The Consequent 3-Sat problem is NP-complete.
Proof. The Consequent 3-Sat problem is easily seen to be in NP [11]. We present a reduction from the 3-Sat problem.
Assume given an instance B˜ = ( X˜, C˜) of the 3-Sat problem, where X˜ = {x1, x2, . . . , xn} and C˜ = {C˜1, C˜2, . . . , C˜m}. To B˜ = ( X˜, C˜)
we associate an instance B = (X,C) of the Consequent 3-Sat problem obtained from B˜ by simply echoing its list of clauses
C˜ for n + 1 times.
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C j+tm = C˜ j . Therefore, for every i = 1,2, . . . ,n, σi is equal to (n+ 1) times the number of occurrences of xi in B˜ . Denote by
S =⋃ni=1{x1i , x2i , . . . , xσii } the set of occurrences of the new instance of the Consequent 3-Sat problem.
Assume B˜ is satisﬁable and let φ : X˜ → {true,false} be a truth assignment such that each clause in C˜ evaluates to
true under φ. Consider the subset S ′ of S made of all those x ji (with j = 1, . . . , σi) such that φ(xi) = true. Clearly, S ′
is consequent since, for each variable xi , either S ′ contains all occurrences of xi or none. Moreover, C(S ′) = C. Indeed, for
t = 0,1, . . . ,n and for j = 1,2, . . . ,m, C j+tm ∈ C(S ′) since C j+tm = C˜ j evaluates to true under φ.
Conversely, assume that B = (X,C) admits a consequent subset S ′ of S such that C(S ′) = C. For any given t = 0,1, . . . ,n,
we say that S ′ is t-standard if, for every i = 1,2, . . . ,n, either all or none of the occurrences of xi within clauses
C1+tm,C2+tm, . . . ,Cm+tm are in S ′ . Since S ′ is consequent, then there exists a t such that S ′ is t-standard. (This is be-
cause t takes up n + 1 values, whereas we only have n Boolean variables, each changing its Boolean value at most once.)
Consider therefore the truth assignment φ : X˜ → {true,false} such that φ(xi) = true if all the occurrences of xi within
clauses C1+tm,C2+tm, . . . ,Cm+tm are in S ′ and φ(xi) = false if no such occurrence of xi is in S ′ . Since C(S ′) = C, each one
of the clauses C1+tm,C2+tm, . . . ,Cm+tm belongs to C(S ′) and hence each one of these clauses evaluates to true under φ.
Therefore, for j = 1,2, . . . ,m, C˜ j = C j+tm evaluates to true under φ. 
Having disposed of this preliminary step, we now introduce our second problem. We need new notations. When L is a
list of integers, we denote by len(L) the length of L and by L[i] the value of the i-th integer in L, 1 i  len(L). A product
of two or more lists is their concatenation, i.e. (1,2)(3,4)(1,5) = (1,2,3,4,1,5); and powers are deﬁned accordingly, i.e.
(1,2)3 = (1,2,1,2,1,2). A sublist of L is any list obtained from L by dropping some of the elements in L. Clearly, L admits
2len(L) sublists. We can now state formally the Largest Common Sublist decision problem.
Largest Common Sublist
Instance: Lists of positive integers L1, L2, . . . , Lq , and a positive integer B .
Question: Do there exist lists L˜1, L˜2, . . . , L˜q of a common length , with L˜i a sublist of Li
for 1 i  q, and such that
∑
1 j min{˜Li[ j]: 1 i  q} B?
We remark that the above problem admits a polynomial-time algorithm both when q is bounded by a constant (there is
dynamic programming solution) and when the length of the shortest list received in input is bounded by a constant (simply
guess each single contribution to the objective function value on the positions of the shortest list).
We now prove that the Largest Common Sublist problem is NP-complete even when restricted to the sole instances
where only the integers 1 and 2 are allowed to occur in the input lists L1, L2, . . . , Lq . We present a reduction from the
above introduced Consequent 3-Sat problem to the Largest Common Sublist problem. Assume thus to be given a generic
instance of the Consequent 3-Sat problem, that is, an ordered list C = C1,C2, . . . ,Cm of clauses making a 3-SAT formula B
on a set of variables X = {x1, x2, . . . , xn}. To such an instance of the Consequent 3-Sat problem, we associate an instance
of the Largest Common Sublist problem — in which all numbers are either 1 or 2 — as follows. First, for every C j ∈ C, we
impose an arbitrary order on the 3 literals of C j , and then denote by C1j (resp., C
2
j and C
3
j ) the ﬁrst (resp., second and third)
literal of C j . Let L0 be the following list of 50m + 5 integers in {1,2}.
L0 =
(
m∏
j=1
25110(212121)129
)
25.
Besides this one list L0, called the ruler, our instance of the Largest Common Sublist problem contains a list Ln+1, called the
selector. The selector is the following list of 54m + 5 integers in {1,2}.
Ln+1 =
(
m∏
j=1
251142134
)
25.
Besides the ruler and the selector, our instance of the Largest Common Sublist problem contains n other lists L1, L2, . . . , Ln ,
where list Li represents variable xi of X . For each 1 i  n, list Li contains 50m + 6 integers in {1,2} and is deﬁned as
Li =
(
m∏
j=1
2619s(i, j)129
)
26,
where
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
222222 if C j contains no occurrence of xi,
122222 if C1j is a positive occurrence of xi,
212222 if C1j is a negative occurrence of xi,
221222 if C2j is a positive occurrence of xi,
222122 if C2j is a negative occurrence of xi,
222212 if C3j is a positive occurrence of xi,
222221 if C3j is a negative occurrence of xi .
(1)
The meaning of 6, 9, and 29 in the above deﬁnition is largely arbitrary up to certain extent. They are chosen based on the
following criteria:
• the numbers have to be big enough,
• the numbers have to balance, and
• the numbers allow to keep parity from block to block.
Lemma 3. Assume the instance of the Consequent 3-Sat problem admits a consequent subset S ′ ⊆ S such that C(S ′) = C. Then, there
exist sublists L˜0, L˜1, . . . , L˜n, L˜n+1 with L˜ j sublist of L j for 0 j  n + 1 and len(˜L0) = len(˜L1) = · · · = len(˜Ln+1) = , and such that∑
j=1 min0in+1 L˜i[ j] 56m + 10.
Proof. Let L˜0 := L0. Since C(S ′) = C, then, for every j = 1,2, . . . ,m, clause C j contains a literal which is either a positive
occurrence in S ′ or a negative occurrence not in S ′; we hence deﬁne t( j) so that Ct( j)j is such a literal. We can now deﬁne
L˜n+1 as follows:
L˜n+1 =
(
m∏
j=1
25110T ( j)129
)
25,
where
T ( j) =
⎧⎨⎩
211111 if t( j) = 1,
112111 if t( j) = 2,
111121 if t( j) = 3.
(2)
Finally, for i = 1,2, . . . ,n, let
L˜i =
(
m∏
j=1
2619s(i, j)129
)
25
if no occurrence of xi belongs to S ′ . Otherwise, where pos(i) ∈ {1, . . . ,m} is such that Cpos(i) contains the ﬁrst occurrence of
xi which belongs to S ′ , then let
L˜i =
( pos(i)−1∏
j=1
2619s(i, j)129
)
2618s(i, j)129
(
m∏
j=pos(i)+1
2619s(i, j)129
)
26.
The reader is invited to check that all the proposed sublists have length 50m + 5 = len(˜L0) and that
len(˜L0)∑
j=1
min
i∈{0,1,...,n+1}
L˜i[ j] (50m + 5) + 5m +m + 5 = 56m + 10. 
Lemma 4. Assume there exist sublists L˜0, L˜1, . . . , L˜n, L˜n+1 with L˜ j sublist of L j for 0  j  n + 1 and len(˜L0) = len(˜L1) = · · · =
len(˜Ln+1) = , and such that ∑j=1 min0in+1 L˜i[ j]  56m + 10. Then the instance of the Consequent 3-Sat problem admits a
consequent subset S ′ of S such that C(S ′) = C.
Proof. Assume
len(˜L1)∑
min
i∈{0,1,...,n+1}
L˜i[ j] 56m + 10.j=1
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that no one of the 2’s contained in Ln+1 has been dropped in producing L˜n+1. For every i = 1,2, . . . ,n, len(˜Li) = len(˜L0) =
len(L0) = len(Li) − 1, hence list L˜i has been obtained from list Li by dropping just one element. And clearly, we can always
assume the dropped element is a 1, which allows us to simplify the analysis of the cases here below. Let pos(i) be the
position in list Li of this one element 1 which has been removed in obtaining list L˜i . We now deﬁne a consequent subset
S ′ of S by specifying, for every i = 1,2, . . . ,n, those occurrences among x1i , . . . , xσii which belong to S ′ . Indeed, we put x ji
in S ′ if and only if x ji occurs in a clause Ct with t  1 + pos(i)−2150 . Clearly, under this deﬁnition, S ′ is certainly consequent.
Moreover, C(S ′) = C. Indeed, for every C j ∈ C, we can observe that the 6 j-th element 2 in the selector Ln+1 must have been
paired with either the 8 j-th or the (8 j − 1)-th or the (8 j − 2)-th element 2 in the ruler L0. And all lists L˜i must present a
2 in this same position (which is always an even position). This holds in particular for the three lists associated to the three
variables occurring in C j . Hence either the last, or the second last, or respectively the ﬁrst literal in C j is either a positive
occurrence in S ′ or a negative occurrence not in S ′ . 
By Lemmas 3 and 4, and on the basis of the reduction described above, we obtain the following negative result.
Proposition 5. The Largest Common Sublist problem is NP-complete even if all integer values in the lists are either 1’s or 2’s.
We now offer a reformulation of the Largest Common Sublist problem which, while less suitable in obtaining the above
result, is more immediate and natural. When L1 and L2 are two lists of the same length, we write L1  L2 if and only if
L1[ j] L2[ j] for all j’s. We say that a list L contains a list L1 when L has a sublist L2 such that L1  L2. The value sum(L)
of a list L is the sum of the integers composing L.
Largest Common Sublist∗
Instance: Lists of positive integers L1, L2, . . . , Lq , and a positive integer B .
Question: Does there exist a list L˜ contained in each of the lists L1, L2, . . . , Lq and with
sum(˜L) B?
Our interest in the Largest Common Sublist∗ problem arises in our attempts to prove the following proposition.
Proposition 6. The Max-NLS problem for ﬂat linear graphs of height at most 2 is NP-complete.
Proof. There is a natural bijection between ﬂat linear graphs and lists of positive integers, which maps ﬂat graphs of height
at most h into lists whose numbers do not exceed h, and which also preserves containment. 
We do not know, however, whether the Max-NLS problem for ﬂat linear graphs of constant height is APX-hard.
Here below we offer a reformulation of Proposition 6 that may be of independent interest.
Proposition 7. Finding the largest common homeomorphic subtree in a set of ordered rooted trees of height atmost 3 is anNP-complete
problem even when restricted to instances in which all non-root nodes have at most one child.
6. Max-LLS problem
The Max-LLS problem was deﬁned in [7], where it was used to approximate the Max-NLS problem. The algorithm pro-
posed in [7] to solve the Max-NLS problem for k linear graphs of order n has O (k · n5) time complexity. In this section,
we present an algorithm solving this problem in O (k · n2) time. For this and the following section, let G1, . . . ,Gk be given
linear graphs of order n. First, for each Gi we compute its level signature (that is, a sequence of maximum widths of level
subgraphs of different heights). Then we compute minimum of k level signatures. This minimum gives us the shape of
Max-LLS(G1,G2, . . . ,Gk). Knowing its shape, we can then reconstruct it.
For each Gi its level signature is computed in three steps. First, we compute an array3 MNLi describing sizes of maximum
nested loops for all fragments of Gi . Let G ′i,p,q be a linear subgraph of Gi induced by vertices p, . . . ,q. For 1 p < q  n,
MNLi[p,q] is the size of MNL(G ′i,p,q) (for p  q we have MNLi[p,q] = 0). If (p,q) ∈ E(Gi) then MNLi[p,q] = max(MNLi[p +
1,q],MNLi[p,q − 1],MNLi[p + 1,q − 1] + 1), otherwise MNLi[p,q] = max(MNLi[p + 1,q],MNLi[p,q − 1]). Clearly, MNLi can
be computed in O (n2) time using dynamic programming:
3 We assume that all arrays are implicitly initialized with zeros.
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for p = 1 to n − l do
MNLi[p, p + l] = max(MNLi[p + 1, p + l], MNLi[p, p + l − 1]);
if (p, p + l) ∈ Ei then
MNLi[p, p + l] = max(MNLi[p, p + l], MNLi[p + 1, p + l − 1] + 1)
end
end
end
Next, we compute an array NLWi containing minimum diameter of nested loops of given size starting at a given position.
For 1 p  n and 1 h n2 , NLWi[p,h] is the minimum such integer, that vi,p, . . . , vi,p+NLWi [p,h] contains a nested loop of
size h (or 0 if such an integer does not exist).
for h = 1 to  n2  do
for p = n − 1 downto 1 do
if NLWi[p + 1,h] > 0 then NLWi[p,h] = NLWi[p + 1,h] + 1
else if MNLi[p,n] h then NLWi[p,h] = n − p;
while NLWi[p,h] > 1∧ MNLi[p, p + NLWi[p,h] − 1] h do
NLWi[p,h] = NLWi[p,h] − 1
end
end
end
Let us have a closer look at the inner while loop. Please note that, for given p and h, if NLWi[p,h] > 0 and
NLWi[p + 1,h] > 0 then the while loop performed NLWi[p + 1,h] − NLWi[p,h] + 1 iterations. If NLWi[p,h] > 0 and
NLWi[p + 1,h] = 0 then the while loop performed n− p − NLWi[p,h] iterations. Otherwise NLWi[p,h] = 0 and the while
loop performed no iterations. Hence, the total number of iterations made by this loop for a given h is not greater than
n − 1− NLWi(1,h) n. Therefore, the running time of this step is O (n2).
Finally, for 1 p  n, we compute as SIGi[p,h] the level signature of G ′i,p,n for height h. It can be done in O (n2) time,
using the following formula:
SIGi[p,h] =
{
SIGi[p + NLWi[p,h] + 1,h] + 1, if NLWi[p,h] > 0,
0, otherwise
and dynamic programming:
for p = n − 1 downto 1 do
for h = 1 to  n2  do
if NLWi[p,h] > 0 then
SIGi[p,h] = SIGi[p + NLWi[p,h] + 1,h] + 1
end
end
end
Obviously, the level signature of Gi for height h is in SIGi[1,h] and the total time complexity of all three steps is O (n2).
The level signature SIG of common level subgraphs of G1,G2, . . . ,Gk equals SIG[h] = mini=1,...,k SIGi[1,h], and the size of
the maximum common level subgraph is equal to maxh=1,..., n2  h ·SIG[h]. The actual maximum common level subgraph can
be reconstructed basing on its height and from arrays SIGi , NLWi and MNLi , in O (k · n) time.
7. Approximation of Max-NLS
Approximation of Max-NLS with Max-LLS problem has been studied in [7]. The authors prove that the optimal solution
for Max-LLS problem gives O (log2mopt) approximation for Max-NLS problem (where mopt is the size of the optimal solution
for Max-NLS). The proof from [7] consists of two steps: ﬁrst Max-NLS problem is reduced to the problem of ﬁnding a
maximum ﬂat linear subgraph, and then it is further reduced to Max-LLS. In this section, we show how to reduce Max-NLS
problem to Max-LLS directly, achieving O (logmopt) approximation ratio. Please note, that we study here exactly the same
approximation, but we prove a better approximation ratio.
Theorem 8. Let G1, . . . ,Gk be given linear graphs of order n, mopt and hopt be respectively the size and the height of Max-NLS(G1, . . . ,
Gk), and l be the size of Max-LLS(G1, . . . ,Gk). Then we have: mopt Θ(loghopt) · lΘ(logmopt) · l.
Proof. We will show such a level subgraph L of Max-NLS(G1, . . . ,Gk), for which mopt Θ(logmopt) · |E(L)|. Clearly L is also
a common level subgraph of G1, . . . ,Gk .
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Let T be a collection of trees representing Max-NLS(G1, . . . ,Gk). Obviously, T contains mopt nodes. For each such node v ,
by l(v) we will denote the height of the subtree rooted in v , and by path(v) we will denote a ﬁxed path of length l(v)
starting in v and ending in some leaf of the subtree rooted in v . For all leaves we have l(v) = 1. Please note, that path(v)
represents a nested loop of l(v) edges.
By L(h) we will denote the set of nodes in T of height h, L(h) = {v: l(v) = h}. Clearly, ∑hopti=1 |L(i)| =mopt . We also deﬁne
S(h) = {path(v): v ∈ L(h)}. Let us observe that S(h) represents a set of nested loops that form a level linear subgraph with
width |L(h)|, height h and size s(h) = h · |L(h)|. Let hmax be such a height, for which s(h) is maximum. Clearly, s(hmax) l.
For any i = 1, . . . ,hopt , we have |L(i)| s(hmax)i  li . We will show, that the level linear graph represented by S(hmax) is the
approximation we are looking for.
mopt =
hopt∑
i=1
∣∣L(i)∣∣ hopt∑
i=1
l
i
= l ·
hopt∑
1
1
i
Θ(loghopt) · lΘ(logmopt) · l. 
This bound is asymptotically tight. The family of trees Ti deﬁned in [7] and shown in Fig. 6 gives Θ(logmopt) approxi-
mation factor.
8. Max-NLS problem for restricted linear graphs
In this section we deal with the Max-NLS problem, for restricted linear graphs. We will show for this problem an O (1)-
approximation algorithm running in O (kn) time. For this section, let S = (a1, . . . ,an) ∈ Σn be a given sequence of characters,
and #p(X) denote the number of characters p in sequence X .
Please recall, that Gξ (S) is a restricted linear graph derived from sequence S , whose edges are deﬁned by relation ξ .
For p,q ∈ Σ , by MNL(p,q)(S) we will denote MNL of a subgraph of Gξ (S) containing only such edges (i, j), that ai = p
and a j = q. In other words, we focus only on edges whose left endpoints are at characters p and right endpoints are at
characters q. By MNLξ (S) we will denote the maximum nested loop among all MNL(p,q)(S) for (p,q) ∈ ξ .
Theorem 9. MNLξ (S) can be computed in O (n) time.
Proof. The following two arrays can be computed in O (n) time:
• l[i, p] = #p(a1, . . . ,ai), for 1 i  n, p ∈ Σ — the number of character p in preﬁx a1, . . . ,ai ,
• r[i, p] = #p(ai, . . . ,an), for 1 i  n, p ∈ Σ — the number of character p in suﬃx ai, . . . ,an .
For any (p,q) ∈ ξ , the size of MNL(p,q)(S) can be eﬃciently computed using arrays l and r, and the following observation:∣∣MNL(p,q)(S)∣∣= max{min(l[i, p], r[i + 1,q]): (p,q) ∈ ξ and 1 i  n − 1}.
Since the size of ξ is O (1), we can compute MNLξ in O (n) time. 
Lemma 10. Let (p,q) ∈ ξ . If #p(S) l and #q(S) l then |E(MNLξ (S))| l2 .
Proof. One can note, that there exists a 1 i  n − 1 such that:
#p(a1, . . . ,ai) = #q(ai+1, . . . ,an) = c.
There are two cases:
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• If c < l2 , then we have #q(a1, . . . ,ai) l − c, and #p(ai+1, . . . ,an) l − c. Hence |E(MNL(q,p)(S))| l − c  l2 .
Since |E(MNLξ (S))|max(|E(MNL(p,q)(S))|, |E(MNL(q,p)(S))|), we obtain |E(MNLξ (S))| l2 . 
Theorem 11. Let d be the number of such unordered pairs {p,q}, that (p,q) ∈ ξ . For given k sequences Si ∈ Σn, Max-NLS(Gξ (S1),
. . . ,Gξ (Sk)) can be approximated using MNLξ (Si) within factor 12d and in O (kn) time complexity.
Proof. For each Si we can calculate MNLξ (Si) in O (n) time. Then we choose such 1  j  k for which |E(MNLξ (S j))| is
minimum and MNLξ (S j) is our approximation. Clearly MNLξ (S j) is a common subgraph of Gξ (S1), . . . ,Gξ (Sk), and the
overall complexity of this algorithm is O (kn). Now we have to prove, that:∣∣E(MNLξ (S j))∣∣ 12d · ∣∣E(Max-NLS(Gξ (S1), . . . ,Gξ (Sk)))∣∣.
Let S j = (a1, . . . ,an) and let e = |E(Max-NLS(Gξ (S j)))|. It is enough to show, that |E(MNLξ (S j))| e2d . We label each edge
(r, s) in Max-NLS(Gξ (S j)) with an unordered pair {ar,as}. Since there are at most d different labels on e edges, there exists
such a pair of characters (p,q) ∈ ξ , that there are at least ed edges labeled with {p,q}. Hence #p(S j) ed and #q(S j) ed .
Using Lemma 10, we have that |E(MNLξ (S j))| e2d . 
This theorem implies that for the restricted linear graphs, the algorithm presented in Section 7 is an O (1)-approximation,
since every nested loop is also a level linear graph.
It also proves that the approach presented in [7], where general linear graphs were used to model structural alignment
of ncRNA, is too abstract. The set of nucleotides is deﬁnitely ﬁnite. Taking this into account can lead to faster algorithms or
better approximation ratios.
In this paper we focus rather on comparing common secondary structures than common subsequences of nucleotides. It
is worth noting, that the algorithm presented in this section can be adapted to comparing both secondary structures and
sequences of nucleotides. Namely, we can use it to approximate the common subsequence generating the maximum nested
subgraph. The approximation ratio and the running time remain unchanged.
For the ncRNA sequences, from Theorem 11 we can achieve an approximation ratio 16 (since there are three possible
kinds of unordered bonds in ξRNA). However, the lower bound on the approximation ratio can be improved, using properties
of relation ξRNA , to 14 .
Proposition 12. For given k sequences Si ∈ ΣnRNA , Max-NLS(GξRNA (S1), . . . ,GξRNA (Sk)) can be approximated using MNL within fac-
tor 14 .
Proof. Let T be a collection of trees representing Max-NLS(Gξ (S1), . . . ,Gξ (Sk)). It is suﬃcient to prove that for all i =
1, . . . ,k we have:∣∣MNL(Gξ (Si))∣∣ 14 · |T |.
Like in Theorem 11, we can label each vertex of trees in T with an unordered pair of its endpoint characters. Let au be
the number of labels {A,U} in T , gc be the number of labels {G,C}, and gu be the number of labels {G,U}. Obviously, we
have au + gc + gu = |T |.
There are two cases:
• au  |T |/2, then using Lemma 10 we have |MNL(Si)| 14 · |T |, for all i = 1, . . . ,k,• gc + gu > |T |/2, then #G(Si) |T |/2, and #C(Si) + #U(Si) |T |/2. Since both (C,G) ∈ ξ and (U ,G) ∈ ξ , we can treat
characters C and U as identical. Then, using Lemma 10, we have |MNL(Si)| 14 · |T |, for all i = 1, . . . ,k. 
As a consequence of the above proof, we don’t have to solve MNL problem to achieve 14 ratio. Let S
′
i be a sequence Si
with all characters U replaced by C. It is enough to solve two simpler problems: MNL{(A,U),(U,A)}(Si) and MNL{(C,G),(G,C)}(S ′i),
and choose larger solution. Both problems can be solved (for one sequence Si) in O (n) time, and in O (kn) time for all
sequences S1, . . . , Sk .
9. Conclusion
In this paper, we have investigated the problem of structural alignment of multiple ncRNA sequences. The problem has
been modeled in the graph theoretical framework, where ncRNA correspond to linear graphs and their structural align-
ments correspond to nested linear subgraphs. We described a polynomial-time algorithm for ﬁxed k, and gave improved
376 M. Kubica et al. / Journal of Discrete Algorithms 9 (2011) 365–376approximability results, O (logn)-approximation algorithm running in O (kn2) time for arbitrary linear graphs and O (1)-
approximation of Max-NLS problem running in O (kn) time for restricted linear graphs. In particular, for ncRNA derived
linear graphs, a 14 -approximation is presented.
In conclusion, we mention some interesting directions for future works. First, the approximation aspect of the Max-NLS
problem has to be improved. In particular, is the Max-NLS problem approximable to within some constant? Second, we
do believe that investigating generalizations of the Max-NLS problem involving more complex structures is of particular
importance from both a theoretical and a practical computational biology points of view (bi-secondary structures seem to
be an interesting starting point).
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