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Abstract: This article presents the results of a series of thermal elastohydrodynamic lubrication
(EHL) analyses of a set of disc experiments carried out by Patching et al. The authors have previ-
ously calculated the heat partition at each load stage from the experimental data, and the present
work seeks to compare the heat partition developed in a thermal EHL analysis of the lubricant
ﬁlm with that calculated from the experiments. These EHL analyses show that the heat partition
depends on the non-Newtonian formulation used. Only when the dissipation takes place by wall
slip occurring at the faster moving surface do the heat partition results approach those deter-
mined from the experimental results. It is concluded that this combination of experimental heat
partition results with associated EHL analysis can prove to be a much more discerning test of
rheological behaviour in EHL contacts than is provided by measurement of traction.
Keywords: traction, ﬂash temperatures, heat partition, non-Newtonian, thermal elastohydro-
dynamic lubrication, limiting shear stress
1 INTRODUCTION
In the study of elastohydrodynamic lubrication
(EHL), thermal behaviour of the oil ﬁlm is of great
interest. The way in which heat is developed within,
and dissipated from, the oil ﬁlm, can greatly affect the
temperatures developed on the surfaces of the con-
tacting solid bodies. It is this fundamental issue of
how the lubricant rheology affects the way in which
heat is generated within the oil ﬁlm, and in turn how
that affects the partition of heat between the solid
surfaces, which is the subject of this article.
Blok [1, 2] and subsequent works by Tian and
Kennedy [3] and Bos and Moes [4] have developed
widely used methods for the calculation of ﬂash
temperatures and heat partition in dry contact. How-
ever, their approaches are not strictly appropriate
when lubricated contacts are considered. Fluid ﬁlm
∗Corresponding author: Cardiff School of Engineering, Cardiff
University, Queen’s Buildings, The Parade, Newport Road, Cardiff
CF24 3AA, UK. email: clarkeA7@cf.ac.uk
lubrication of heavily loaded concentrated contacts
is achieved by means of EHL where the pressures
developed in the lubricant lead to signiﬁcant increase
in viscosity together with elastic deﬂection of the
surfaces. When sliding of the surfaces occurs, heat
is generated within the ﬁlm by shearing and com-
pressive heating of the lubricant. The dominant heat
transfer mechanism is that of conduction perpen-
dicular to the ﬁlm. If heat is generated throughout
the thickness of the ﬁlm, the highest temperatures
are developed within the ﬁlm itself, and the tem-
perature gradient necessary to transport the heat
by conduction to the surfaces ensures that the sur-
faces are at lower and generally different tempera-
tures. Thus, the lubricant ﬁlm must be considered
in any study of thermal behaviour of lubricated
contacts.
Manton et al. [5] developed a numerical temper-
ature model for heavily loaded line contacts, which
considers the lubricant ﬁlm. Their analysis was based
on an assumed Hertzian semi-elliptical pressure dis-
tribution and a ﬁlm thickness based on the well-
known Dowson and Higginson formula, rather than a
full EHL analysis. Their analysis uses the surface bulk
(skin) temperatures as inlet boundary conditions and
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assumes that theseare knownor canbeestimatedand
then calculates contact temperatures and the heat
partition.
The development of more sophisticated numerical
analyses of theEHLproblem in the interveningperiod
has allowed detailed thermal EHL models to be devel-
oped,which remove the need for simplifying assump-
tions. Cheng [6] was one of the ﬁrst researchers to
produce a numerical solution to the thermal EHL
problem. However, the load was extremely low and,
hence, the inﬂuence of thermal effects on ﬁlm shape
and thickness was insigniﬁcant. Sui and Sadeghi [7, 8]
developed a modiﬁed Reynolds equation to incor-
porate Eyring-type non-Newtonian rheology. They
solved the Reynolds and elastic equations using the
Newton–Raphson technique and adopted a ﬁnite-
element formulation for the energy equation. They
used their model to compare isothermal and thermal
non-Newtonian traction behaviours, under different
amounts of sliding.
The thermal non-Newtonian model of Yang and
Wen [9] compared ﬁve different rheological models in
an investigation of the effects of non-Newtonian and
thermal behaviour on line contacts. Hsiao and Ham-
rock [10] alsodevelopeda thermal line-contactmodel
and used it to analyse the temperature distributions
within the lubricant ﬁlm over a wide range of sliding
conditions, from pure rolling to opposite sliding, in
an investigation of lubricant degradation under high
temperatures.
Wolff et al. [11] developed a thermal Newtonian
line-contact model, which solved the Reynolds, ﬁlm
thickness, and energy equations using an approach
similar to that of Sui and Sadeghi. They investigated
the effect of various viscosity models on calculated
traction coefﬁcient.
Recent work has seen the thermal non-Newtonian
EHL models extended to cover the analysis of worm
gears [12], variable ratio transmissions [13], starved
contacts [14], rough surfaces [15], and mixed lubrica-
tion conditions [16].
The authors have previously studied experimental
results fromdiscmachine tests [17] andcalculated the
heat partition using a heat transfer model, which con-
sidered the temperatures developed within the discs
and shafts. The work reported here uses a thermal
EHL model applied to the contact between the exper-
imental discs (with inlet temperature boundary con-
ditions speciﬁed from the previously reported heat
transfer model) to investigate the effects of various
non-Newtonian rheological models and viscosity–
pressure–temperature models on the heat generation
within the oil ﬁlm and the heat partition between
the surfaces, in an attempt to further understand
the heat partition behaviour determined from the
experimental results.
2 EXPERIMENTALWORK AND HEAT TRANSFER
MODELS
The experimental work modelled in this article used a
recirculating power, high-speed two-disc machine, to
investigate the scufﬁng failure of ground and super-
ﬁnished discs under conditions typically found in
gas turbine gearing [18]. The discs were 76.2mm in
diameter and crowned to give an elliptical Hertzian
contact, with an aspect ratio of 1:4, with its major axis
parallel to the axis of the discs.
The discs were mounted on parallel shafts, which
were gear connected to recirculate the power trans-
mitted at the rolling/sliding contact and to give aﬁxed
slide/roll ratio. The faster shaft was mounted on ﬁxed
bearings, whereas the slower shaft was mounted on
bearings carried by a swinging yoke, through which
load could be applied to the contact by means of a
hydraulic ram.
Thermocouples were embedded in the test discs,
3.2mm below the disc surface at the centre-line of
the running track and a torque dynamometer was
mounted on the drive shaft of the slow disc and was
used to measure the torque developed in the shaft
continuously and thus the friction at the disc con-
tact.This torquewasdue toboth the frictional traction
due to sliding between the discs and that due to the
friction of the bearings in which the slow shaft was
mounted.Thebearing frictionwascarefullymeasured
in the test rig as a function of load and speed, in a
calibration under pure rolling conditions. The tem-
perature and friction measurements were recorded
continuously.
The test discs were spray-lubricated using a con-
stantﬂowrate jet directedat the contact.The lubricant
used was Mobil Jet 2, a synthetic gas turbine oil,
which was circulated to the test head at a controlled
temperature of 100 ◦C.
Full details of the disc machine and the scufﬁng
experiments are given by Patching et al. [18]. Dur-
ing the tests, the discs were run at a constant speed.
At the start of each test, oil was circulated through
the test head and the discs run together at a very
light load until the temperatures stabilized. The ﬁrst
load was then applied, corresponding to a maximum
Hertzian contact pressurepo = 0.6GPa, andheld con-
stant for 3min. The load was increased, to give po =
0.7GPa, and held constant for a further 3min. This
procedure was repeated in steps of 0.1GPa at 3min
intervals, until the discs scuffed or the maximum load
was reached, corresponding to po = 1.7GPa. A typical
trace of recorded temperatures and friction force cor-
responding to Patching’s experiment 2-13 can be seen
in Fig. 1.
The authors subsequently developed a heat con-
duction model of the disc and shaft assemblies, in
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Fig. 1 Test trace of test 2-13
order to predict temperatures within the fast and slow
discs and to investigate the way in which heat is parti-
tioned between the surfaces. A full explanation of the
conduction model may be found in Clarke et al. [17],
but a brief description of the model and its results are
given here.
A two-dimensional transient conduction model
was developed, which calculated the average tem-
peratures in the generating cross-section of the disc
and shaft, neglecting any circumferential variation.
It used the frictional heat generated at the contact
as an input and also included the convective heat
losses from the disc and shaft surfaces to the air–oil
spray mixture circulating in the test head. The total
frictional heat measured in the experiment was par-
titioned between the surfaces by a factor, β, where
0  β  1 and represents the fraction of the total heat
that passes into the faster disc.The remaining fraction
(1 − β) was assumed to pass into the slower disc. The
heat input to each disc was then distributed accord-
ing to the Hertzian pressure distribution. Factor β was
adjusteduntil thecalculated temperaturesat theposi-
tion of the thermocouple matched those recorded in
the experiment. β was assumed to remain constant
over each 3min load stage, but was allowed to differ
between load stages in the sameexperiment.Theheat
transfer coefﬁcients for the various surfaces were esti-
mated from reference expressions for rotating plane
and cylindrical surfaces and adjusted as described
in reference [17] to ensure that the overall test disc
temperature balance was maintained.
Nine different tests were modelled in this way, ﬁve
of which used ground discs with the remainder using
super-ﬁnished discs, details of which may be found in
reference [17]. Figure 2 gives the calculated tempera-
ture trace for test 2-13, showing excellent agreement
with the experimental result of Fig. 1. The ﬁgure
shows the calculated temperatures at the thermo-
couple position and also on the centre-line of the
running track, for both slow and fast discs. The fric-
tion trace shown in Fig. 2 differs from that shown in
Fig. 2 Calculated temperatures from two-dimensional
transient model for test 2-13
Fig. 1 because of the adjustment made to eliminate
bearing friction.
It was found that the heat partition required to
match the temperatures of the model and the exper-
imental results strongly favoured the faster disc, with
values of β between 0.75 at lower load stages and 0.6
at the higher load stages. It was found that β was
related to the product of the sliding speed and the
surface temperature difference between fast and slow
discs.This trend can be seen in Fig. 3, where each data
point represents the value of β required to match the
temperatures over a particular load stage.
It can be seen from Fig. 2 that at the end of each
load stage, the temperatures reach an approximately
steady-state, and it is these conditions to which the
thermal EHL solver is applied in the work reported
here.
The results from the two-dimensional conduc-
tion model are used to provide inlet temperature
boundary conditions for the thermal EHL models.
Three-dimensional analyses of the discs reported in
reference [17] conﬁrm that these are the appropriate
Fig. 3 Variation of heat partition parameter with prod-
uct of surface temperature difference between
discs and sliding velocity
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boundary conditions. Temperature boundary condi-
tions are often a source of uncertainty in thermal EHL
work, but are known here with some conﬁdence from
the conduction modelling.
3 EHL MODELLING
3.1 Governing equations
The point contact thermal EHL model used in this
work is essentially that described by Sharif et al.
[12, 13], but it is outlined here for completeness. The
analysis includes both shear heating and compres-
sive heating/cooling in its formulation, together with
convective heat transfer within the oil ﬁlm.
Reynolds equation (1) describes the hydrodynamic
aspects of the steady-state EHL mechanism, where
sliding and entrainment are in the x direction only
∂
∂x
{
σx
∂p
∂x
}
+ ∂
∂y
{
σy
∂p
∂y
}
= ∂
∂x
(ρuˆh) (1)
The ﬂow factors, σx and σy , are obtained from the
appropriate non-Newtonian rheological model, as
described in detail in reference [12].
The elastic deﬂection is given using the deﬂection
of semi-inﬁnite bodies, such that the ﬁlm thickness is
given by equation (2)
h(x, y) = h0 + x
2 + y2
2R
+ 2
πE ′
∫∫
A
p(x′, y ′)√
(x′ − x)2 + ( y ′ − y)2 dx
′ dy ′
(2)
In the solution scheme, the deﬂection equation takes
the differential form developed by Holmes et al. [19],
such that the equation is discretized as
∂2 h(xi, yj)
∂x2
+ ∂
2 h(xi, yj)
∂y2
= 2
R
+ 2
πE ′
∑
all k,l
fk−i,l−jpk,l
(3)
where fi,j are the weighting functions for the inﬂuence
of pressure on the deﬂection Laplacian and are eval-
uated as described in reference [20]. These weighting
functions decay rapidly with increasing index, thus
allowing equations (1) and (3) to be solved as a
coupled pair, as described in reference [19].
The energy equation for the ﬂuid is given by
ρc
(
u
∂θ
∂x
+ v ∂θ
∂y
)
= τx ∂u
∂z
+ τy ∂v
∂z
+ εθ
(
u
∂p
∂x
+ v ∂p
∂y
)
+ ∂
∂x
(
k
∂θ
∂x
)
+ ∂
∂y
(
k
∂θ
∂y
)
+ k
(
∂2θ
∂z2
)
(4)
and surface temperatures of the contacting solids,
which form the boundary conditions for equation (4),
are obtained using a one-dimensional (linear heat
ﬂow) conduction model of the form
θs = θB + 1√
πkρc
∫ t
0
q dλ√
t − λ (5)
where θs(x, y) is the surface temperature of the solid
and θB is that at the inlet boundary. The integration in
equation (5) is over the time that has elapsed since the
point (x, y) of the surfaceunder consideration crossed
this inlet boundary. For the steady-state problemcon-
sidered here, the time integration becomes a spatial
integration along the surface’s path through the con-
tact. The lowest Peclet number occurs in experiment
2-2, which has the slowest disc surface speeds –
3.09m/s for the slow disc. At the lowest load that
was modelled (620N), the contact semi-dimension,
b, in the direction of sliding, is 0.29mm. This gives
a Peclet number of L = 35.6 for this surface. John-
son [21] states that, forL > 5, theheatwill only diffuse
a short distance into the solid in the time taken for it to
travel through the contact, and hence, the heat ﬂow
will be approximately perpendicular to the surface.
Thus, the assumption of a one-dimensional conduc-
tion model is valid for the conditions considered in
this work. This is conﬁrmed by comparing with a
model recentlydevelopedby theauthors that includes
a complete thermal analysis of the solids for the case
with the smallest Peclet number.
3.2 Solution method
The EHL solution method used in this study is pre-
sented in detail in references [12], [13], and [19] with
equations (1) and (3) discretized using central differ-
ences with second-order accuracy. A ﬂow diagram of
the solution method is given in Fig. 4.
The solution to the thermal problem is achieved by
solving equations (4) and (5) periodically during the
overall EHL solution procedure. This is carried out in
cycles of the main loop of the solver, which are spec-
iﬁed as thermal correction cycles. Their frequency is
varied so that the temperature distribution within the
ﬁlmbecomesestablishedas theEHLsolution toequa-
tions (1) and (3) is obtained. Thus, the temperature
dependenceof viscosity is taken intoaccount indeter-
mining the ﬂow factors, σx and σy , in equation (1). In
solving equation (4) numerically, the ﬁlm is divided
into nf cross-ﬁlm node points. The right-hand side,
and the velocity- and pressure-gradient-dependent
terms in θ and its derivates, is evaluated at each
cross-ﬁlm node point using the outer-loop values
of these parameters. Second-order central difference
expressions are used for the conductive derivative
terms, whereas the appropriate backward or forward
Proc. IMechE Vol. 221 Part J: J. Engineering Tribology JET219 © IMechE 2007
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Fig. 4 Flow chart of the numerical solution procedure
difference expression is used for the convective terms
depending on the sign of the ﬂuid velocity com-
ponents at each mesh point and cross-ﬁlm level
to achieve ﬁrst-order upwind differencing. The cur-
rent values of the surface temperatures are regarded
as boundary conditions, and the remaining nf − 2
cross-ﬁlm temperature values are obtained from the
resulting tridiagonal system, using outer-loop tem-
perature values at other (x, y) positions.Theboundary
conditions used for equation (4) for the oil ﬁlm are
that where the lubricant is ﬂowing out of the solu-
tion area, the temperature gradient normal to the
boundary is zero. Where the lubricant is ﬂowing into
the solution area, it does so at the surface temper-
ature. These conditions are applied to each value
of z according to the lubricant velocity components
u(x, y, z) and v(x, y, z).
The temperature gradient at eachof the solid/liquid
interfaces is then evaluated, to give the surface heat
ﬂux, q, so that equation (5) may be used to recal-
culate the surface temperatures. For each point on
the surface, the integral of equation (5) is evaluated
by transforming the time integral into a spatial inte-
gral, by taking note of the locus of the surface point
in reaching its current position. It remains necessary
to specify the surface temperature at the inlet to the
EHL calculation region, θB This value is taken from the
test disc and shaft heat transfer analysis described
in section 2 and is the best estimate for the surface
temperatures of the disc upstreamof the contact area.
The thermal calculations are carried out peri-
odically during the EHL convergence process. The
interface temperature gradients and cross-ﬁlm tem-
perature ﬁeld converge reliably and stabilize rapidly.
The converged thermal EHL solution is obtained
when the pressure, ﬁlm thickness, and temperature
ﬁelds converge, with the constant h0 in equation (2)
adjusted to obtain the correct load.
3.3 Rheological models
In two-dimensional ﬂow, as considered by the
point contact model used in this work, the non-
Newtonian formulation links shear stress to strain rate
according to
∂u
∂z
= τx
τe
F (τe),
∂v
∂z
= τy
τe
F (τe) (6)
where τe =
√
τ 2x + τ 2y . Two rheological models were
included in the present study – the Eyring-type
shear-thinning model as proposed by Johnson and
Tevaarwerk [22] and the Bair and Winer model [23]
that displays limiting shear stress behaviour. The
forms used are shown in equations (7) and (8),
respectively
F (τ ) = τ0
η
sinh
(
τ
τ0
)
(7)
F (τ ) = −τL
η
ln
(
τL − τ
τL
)
(8)
The balance of forces on a ﬂuid element ensures
that the shear stress components vary linearly across
the ﬁlm
τx(z) = τxm + z ∂p
∂x
, τy(z) = τym + z ∂p
∂y
(9)
Equation (6) may be integrated across the ﬁlm, to give
thedifferencebetween thevelocity componentsat the
solid/liquid boundaries. Thus, in the sliding (x) and
non-sliding (y) directions, respectively
us =
∫h/2
h/2
τx
τe
F (τe)dz (10)
0 =
∫h/2
h/2
τy
τe
F (τe)dz (11)
where uS is the sliding velocity. The values of
the mid-ﬁlm shear stress components τxm and τym
are determined, so that equations (10) and (11)
are satisﬁed using a Newton method. The shear
stresses in the energy equation are then known from
equation (9) and the ﬂow coefﬁcients σx and σy in
Reynolds equation are determined as described in
reference [12].
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3.4 Shear limit and slip
When a limiting shear stress rheological model, such
as that given in equation (8), is used, the maximum
shear stress that candevelop in the ﬁlm is constrained
to not exceed the value of τL, and thus, there is a
maximum amount of sliding that the oil can provide,
uSmax. Equation (9) ensures that the largest value of τe
occurs at one or other of the ﬂuid boundaries. When
this occurs, the ﬂuid experiences the largest possi-
ble amount of sliding that the limiting shear stress
model can accommodate. The value of uS is given by
equation (10) for these circumstances. If uS is greater
than uSmax, then the lubricant must compensate for
this in some way. The oil is thus considered to slip,
with slip velocity uslip = uS − uSmax, along a slip plane
which, in this study, has been taken to be at the point
of highest temperature within the ﬁlm. This is based
on the observation that limiting shear stress levels
generally fall with increasing temperature [24]. The
power dissipated at the slip plane is τx · uslip, and
within the solution of the energy equation, this is
added to the right-hand side of equation (4) at the
cross-ﬁlm node position corresponding to the slip
plane.
When slip occurs in this way, the Couette compo-
nent of the ﬂuid ﬂow is modiﬁed. This has the result
that the entrainment velocity will vary between the
surface velocities u1 and u2 according to the position
of the slip plane.When slip occurs at the fastermoving
surface, the entrainment velocity is locally reduced to
that of the slowermoving surface,which has the effect
of locally increasing the ﬁlm thickness to maintain
continuity. This is the case for the models described
in this article for most of the area where slip is found
to occur. In the exit to the contact where the pressure
gradients are positive and extremely high, the highest
shear stress occurs on the slower moving surface. The
pressure gradients within the model can be such that
(z/2)
√
(∂p/∂x)2 + (∂p/∂y)2 is greater than the limit-
ing shear stress. In those circumstances, the model
used is that suggested by Ståhl and Jacobson [25]
with slip at the slower surface, and it is found that
this procedure leads to converged solutions where
(z/2)
√
(∂p/∂x)2 + (∂p/∂y)2 is below or equal to the
limiting shear stress value. For the current work, the
limiting shear stress is taken to be a function of pres-
sure only. A more sophisticated approach where the
limiting shear stress is also a speciﬁed function of
temperature is under development.
3.5 Viscosity models
The present study investigates the use of three alter-
native models to determine the variation of viscosity
withpressure and temperature, proposedbyBair [26],
Roelands [27], and Barus.
The Bair formula
η = ηg exp
{−2.3C1(T − Tg)F
C2 + (T − Tg)F
}
(12)
where Tg = Tg0 + A1 ln(1 + A2p) and F = 1 − B1 ln
(1 + B2p) was used, with the parameters given by
Bair [26] for a lubricant to speciﬁciation Mil-L23699,
to which the Mobil Jet 2 corresponds: ηg = 1012 Pa s,
Tg0 = −87 ◦C, A1 = 158 ◦C, A2 = 0.4476GPa−1, B1 =
0.194Gpa−1, B2 = 18.8GPa−1, C1 = 16.03 ◦C, and C2 =
22.52 ◦C.
The Roelands expression was alternatively used
η = η0 exp
{
ln
(η0
κ
)[
(1 + χp)Z
(
T + 135
T0 + 135
)−S0
− 1
]}
(13)
where κ = 63.15 × 10−6 Pa s and χ = 5.1GPa−1 were
used to determine the variation of viscosity with pres-
sure and temperature. Data from reference [28] were
used to determine the ambient pressure–viscosity as
η0 = 12.30T−1.7130 Pa s
and the pressure–viscosity coefﬁcient as
α0 = 60.36T−0.36830 GPa−1
Parameter Z was obtained from the pressure–
viscosity coefﬁcient asZ = α0/(χ ln(η0/κ)). Parameter
S0 was taken as 1.108 by ﬁtting equation (15) of refer-
ence [29] to the viscosity data given in reference [28].
In addition, a Barus type viscosity formula was
obtained, using the power law ﬁts above for η0 and
α0 based on the data given in reference [28]
η = 12.30T−1.713 exp(60.36 × 10−9T−0.3683p) (14)
3.6 Lubricant conductivity
Larsson and Andersson [30] have reported tran-
sienthot-wiremeasurements of thermal conductivity,
which show a doubling of the conductivity values
over the range of pressures of interest in EHL mod-
elling. One of the lubricants tested by Larsson and
Andersson was a tri-methol-propynol ester, which is
reasonably similar to the ester-based Mobil Jet 2, and
they proposed the following model for the pressure
dependence of thermal conductivity for this oil
k = 0.162
(
1 + 1.44p
1 + 0.56p
)
(15)
They also found that k had a minimal temperature
dependence, which may be discounted for the range
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of temperatures of interest in this study. Equation (15)
was incorporated into the thermal EHL model as
the best available estimate of the conductivity of the
lubricant.
4 RESULTS OF EHL MODELLING
In the present study, a steady-state thermal EHL solu-
tion was obtained for conditions at the end of each
load stage in the experiments under consideration,
where temperatures and friction force had reached
approximately steady-state conditions. In order to
investigate the inﬂuence of lubricant rheology on
the thermal results (speciﬁcally the value of the heat
partition parameter, β), six different combinations
of non-Newtonian model and viscosity model were
used, as shown in Table 1. A solution was obtained
using each of the six models shown inTable 1, at every
load stage of each experiment. Details of the four
experiments modelled, which used super-ﬁnished
discs to eliminate any surface roughness effects, can
be seen in Table 2. The experiments are numbered to
be consistent with Patching [18] and Clarke [17]. The
numerical resolution in the x and y axis directions in
the contact plane was x = a/40 and y = b/60. The
cross-ﬁlm resolution for the thermal calculations was
nf = 21, which was found by the authors to be sufﬁ-
ciently ﬁne to give accurate solutions to the energy
equation. A check calculation for one of the cases
considered using nf = 11 gives the calculated β val-
ues that are within 2 per cent of those obtained with
nf = 21.
In order to match the calculated friction force
to that recorded experimentally, the non-Newtonian
parameter was adjusted until the calculated traction
matched that recorded in the experiment. Data for
theseparameters for the temperatures and shear rates
corresponding to the experiment are not known for
the test lubricant, and it is clearly necessary that the
energy dissipated in the modelled contact is the same
as that measured in the disc test rig. In the case of
the Johnson and Tevaarwerk model [22], the value
of the Eyring stress, τo, was assumed to be constant,
Table 1 Models used in EHL analyses (numbers in
brackets refer to the equations used)
Model Rheology Viscosity
A Johnson and Tevaarwerk (7) Bair (12)
B Johnson and Tevaarwerk (7) Roelands (13)
C Johnson and Tevaarwerk (7) Barus (14)
D Bair andWiner (8) Bair (12)
E Bair andWiner (8) Roelands (13)
F Bair andWiner (8) Barus (14)
whereas the limiting shear stress, τL, in the Bair and
Winer model [23], was assumed to vary proportion-
ally with pressure (i.e. τL = γp), with the value of the
constant of proportionality being adjusted to match
the recorded friction forces.
Once the model had converged, the heat ﬂux into
the solids was integrated over the surface area of
each solid to calculate both the total heat passing
into each surface and the value of the heat partition
parameter, β.
As an example, results for the ﬁnal load stage of
experiment 2-13, where p0 = 1.6GPa, are presented
soas tocompare theeffectsof thedifferent rheological
and viscosity models considered.
With Model A, which used the Eyring rheological
model (equation (7)) together with the Bair viscosity
(equation (12)), the correct friction forcewasobtained
with the Eyring shear stress τ0 = 40MPa. This was
sufﬁciently large to ensure that there was no signif-
icant non-Newtonian behaviour, as using the Bair
viscosity data leads to essentially the correct friction
force as measured in the experiment. The centre-line
distributions of mid-ﬁlm, fast- and slow-surface tem-
peratures, and the heat ﬂuxes on each surface can
be seen in Fig. 5. It can be seen that both maxi-
mum surface temperatures are below the maximum
mid-ﬁlm oil temperature. Both surfaces attain simi-
lar maximum temperatures as they near the exit of
the contact, yet the slow surface enters the contact at
a temperature around 65 ◦C lower than the fast sur-
face. The Newtonian behaviour in this EHL analysis
leads to the shear heating being developed reason-
ably uniformly across the oil ﬁlm. As can be seen from
Table 2 Summary of scufﬁng tests
Test no. 2-2 2-5 2-11 2-13
Peripheral velocity of fast disk (m/s) 13.09 20.95 26.18 30.10
Peripheral velocity of slow disk (m/s) 3.09 4.95 6.17 7.10
Mean entraining velocity (m/s) 8.09 12.95 16.18 18.60
Sliding velocity (m/s) 10.00 16.00 20.00 23.00
Maximum recorded bulk temperature of fast disk (◦C) 173 201 205 235
Maximum recorded bulk temperature of slow disk (◦C) 130 153 152 170
Scufﬁng load (N) 3452 4150 3460 4160
Maximum Peak Hertzian contact pressure (GPa) 1.60 1.70 1.60 1.70
Mean frictional power intensity at scufﬁng load (MW/m2) 125.5 173.0 213.5 240.7
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Fig. 5 Centre-line mid-oil ﬁlm and surface tempera-
tures and surface heat ﬂuxes, from EHL analysis
using Model A
Fig. 5, the surface heat ﬂuxes are of similar magni-
tude, and thus the slow surface, which spends more
time in the contact, receives more heat energy and
hence has a larger temperature rise when compared
with the faster surface. The surface heat ﬂuxes can
be integrated over the contact area, allowing the heat
partition parameter, β, to be calculated. For this case,
β = 0.33, showing that the majority of the heat passes
into the slower surface. This contrasts with the value
ofβ calculated from theexperimental databy the two-
dimensional heat transfer modelling, where a value of
β = 0.62 was determined.
A further analysis was performed using Model B –
i.e. the Eyring rheology with the Roelands viscosity
model. Here, τ0 = 6.5MPa was required to match the
predicted friction with the value recorded in the test.
The value of τe obtained in the results reached a
level of 14.8MPa, indicating that the non-Newtonian
effects were active in the case considered. However,
the results for this analysis showed little difference
from those shown in Fig. 5. β was found to be 0.38,
again favouring the slow surface.
Use of Model C, Eyring rheology with the Barus
viscosity model, led to small differences in the tem-
peratures and heat ﬂux distributions, although they
remain broadly similar to those of Fig. 5. The viscosity
in the high-pressure region of the contact was consid-
erably higher with the Barus model than with either
of the other two viscosity formulas. As a result, the
friction force generated under Newtonian conditions
washigher anda signiﬁcantdegreeofnon-Newtonian
behaviour was necessary to obtain the correct, exper-
imentally measured, friction force. Using the Eyring
model, a value of τ0 = 1.13MPa was found to give the
measured friction. Again, the heat dissipated in this
model was relatively uniformly distributed across the
ﬁlm, with β = 0.37.
These three thermal EHL models gave β values in
the range 0.33–0.38, which corresponds to most of
the dissipated heat passing into the slower surface.
The value of β determined from the two-dimensional
heat transfer modelling [17] was 0.62, which corre-
sponds to most of the dissipated heat passing into
the faster surface. In an attempt to further explain
this apparently contradictory behaviour of the ther-
mal EHL analysis, a further three EHL simulations
were performed using the Bair and Winer limiting
shear stress rheologicalmodel.The results ofModelD,
which uses the limiting shear stress rheology with the
Bair viscosity,were again very similar to thoseof Fig. 5.
As in the case of Model A, the correct friction as mea-
sured in the experiment was obtained with essentially
Newtonian behaviour, as the τL value required was
0.10p. Again, the slow surface experienced a larger
temperature rise in the contact and the surface heat
ﬂuxes were of similar magnitude. This model gave a
heat partition of β = 0.34.
The results of Model E, using the limiting shear
stress rheology butwith theRoelands viscositymodel,
were again very similar to Model D, with β = 0.37.
However, the non-Newtonian behaviour with τL =
0.0168p was necessary to achieve the correct friction
force.
The results of Models A to E are generally similar
to those shown in Fig. 5 and the values of maximum
temperatures and maximum heat ﬂuxes are given in
Table 3.
Finally, an EHL simulation using Model F, with lim-
iting shear stress rheology together with the higher
Barus viscosity model, was carried out. The sliding
demand made of the oil at this load was such that us
exceeded uSmax over most of the Hertzian area. Hence,
slip occurred within the ﬂuid and is taken to occur
where the temperature was highest across the ﬁlm, as
explained in section 3.4. This was found to be at, or
near to, the faster surface. The thermal analysis uses
21 cross-ﬁlm mesh points at each tangent plane mesh
position. The energy dissipated at the slip plane was
added to the lubricant at a single mesh point. This
Table 3 Comparison of maximum temperature and max-
imum heat ﬂux values obtained in analysing the
test case (test 2-13, p0 = 1.6GPa) with Models A
to F
Model Tom(◦C) Tfm(◦C) Tsm(◦C) qfm(MW/m2) qsm(MW/m2)
A 307 297 300 191 186
B 314 296 300 162 170
C 311 300 305 170 162
D 308 298 302 194 188
E 312 303 307 196 184
F 297 324 262 229 102
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means that the slip energy is dissipatedover 5per cent
of theﬁlmthickness.The resultsof this calculationcan
be seen in Fig. 6.The faster surface remains at a higher
temperature than the slower surface throughout the
contact. The maximum temperature within the ﬁlm
is also shown in Fig. 6 – this occurs at or close to the
faster surface and exceeds the faster surface temper-
ature by not more than 9 ◦C for the case presented
here.
Some 93 per cent of the energy is dissipated at the
slip surface. Thus, the heat generated within the con-
tact is concentrated near the fast surface, and the heat
that reaches the slow surface has to be transmitted by
conduction across the oil ﬁlm. This leads to the heat
partition favouring the faster surface, with β = 0.57,
which is in much better agreement with the value β =
0.62 obtained previously from the heat transfer anal-
ysis. The surface temperature behaviour is markedly
different in this case. The difference between the sur-
face temperatures is more or less maintained with
the faster surface temperature being at least 60 ◦C
higher than the slower surface throughout. The oil
mid-plane temperature is seen to be intermediate,
which is expected as the oil is now primarily conduct-
ing heat across the ﬁlm from the high-temperature
surface to the low-temperature surface and its energy
dissipation role is much reduced. An additional tem-
perature trace corresponding to the maximum ﬁlm
temperature is included in Fig. 6 and the maxi-
mum temperature and heat ﬂux values for the model
are also given in Table 3. The different temperature
behaviour of Model F is further illustrated by com-
paring Figs 7(a) and (b), which show the cross-ﬁlm
centre-line temperaturedistribution forModelsAand
Fig. 6 Centre-line mid-oil ﬁlm and surface tempera-
tures and surface heat ﬂuxes, from EHL analysis
using Model F
Fig. 7 Cross-ﬁlm oil temperature proﬁles at the plane
y = 0 (a) for Model A and (b) for Model F
F, respectively. The temperature contours in Fig. 7(a)
are typical of the results of Models A–E, where shear
heating is reasonably evenly distributed across the
ﬁlm. This leads to the maximum temperature being
developed approximately at the mid-ﬁlm position,
with temperatures decreasing towards both surfaces.
Figure 7(b), however, shows a signiﬁcantly different
temperature distribution, as the majority of the shear
is concentrated near the fast surface. The maximum
temperature occurs very near to the faster surface at
the slip plane, and the temperature decreases towards
the slow surface, as heat is conducted from the slip
plane across the ﬁlm. The effect of slip at the faster
surface in reducing the entrainment velocity is seen
in the changed ﬁlm thickness developed over the slip
region. This increase in ﬁlm thickness increases the
β-value by reducing the amount of heat conducted
across the ﬁlm.
The six different models were run for each load
stage of the four experiments modelled, and the heat
partition results obtained are shown in Table 4. It can
be seen that, for all the experiments modelled, only
Model F (limiting shear stress andBarus viscosity)was
able to approach the heat partition calculated using
the two-dimensional heat transfer modelling. This is
further illustratedbyFigs 8 and 9,which show theheat
partition results for each test modelled. The solid line
denoted ‘Experiment’ is the trend line ﬁtted to the β
values calculated using the heat transfer modelling
described in reference [17], as shown in Fig. 3. The
points in Fig. 8 are the β-values calculated using EHL
Models A to Edescribed above. Although there are dif-
ferences between the results produced by each of the
models illustrated in Fig. 8, they are in general agree-
ment, predicting that a maximum of 55 per cent of
the heat passes into the fast disc at low values of Tus
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Table 4 Summary of β-values
β- values from Value of heat partition parameter, β,
two-dimensional calculated from thermal EHL models
Test p0 conduction
no. (Gpa) model [13] A B C D E F
2-2 1.0 0.740 0.509 0.510 0.514 0.510 0.512 0.716
1.1 0.720 0.488 0.487 0.487 0.486 0.486 0.664
1.2 0.700 0.470 0.467 0.456 0.458 0.458 0.662
1.3 0.670 0.445 0.445 0.433 0.436 0.435 0.615
1.4 0.660 0.423 0.431 0.440 0.436 0.442 0.587
1.5 0.650 0.401 0.414 0.420 0.424 0.434 0.557
2-5 1.1 0.690 0.488 0.487 0.494 0.498 0.494 0.739
1.2 0.690 0.476 0.474 0.479 0.477 0.478 0.713
1.3 0.670 0.467 0.465 0.468 0.469 0.468 0.685
1.4 0.670 0.449 0.442 0.445 0.450 0.450 0.646
1.5 0.650 0.440 0.438 0.441 0.443 0.443 0.627
1.6 0.630 0.429 0.436 0.439 0.437 0.442 0.608
1.7 0.620 0.402 0.423 0.429 0.410 0.432 0.579
2-11 0.9 0.790 0.487 0.487 0.509 0.490 0.490 0.653
1.0 0.720 0.481 0.482 0.494 0.484 0.485 0.765
1.1 0.700 0.472 0.474 0.480 0.478 0.477 0.743
1.2 0.670 0.463 0.469 0.472 0.468 0.472 0.722
1.3 0.650 0.455 0.466 0.468 0.460 0.466 0.700
1.4 0.640 0.430 0.444 0.445 0.437 0.450 0.659
1.5 0.630 0.397 0.423 0.426 0.404 0.432 0.621
1.6 0.630 0.339 0.391 0.396 0.348 0.403 0.572
2-13 0.9 0.730 0.526 0.515 0.546 0.565 0.561 0.712
1.0 0.730 0.504 0.493 0.532 0.563 0.552 0.751
1.1 0.700 0.480 0.477 0.503 0.498 0.531 0.729
1.2 0.670 0.462 0.462 0.460 0.470 0.470 0.707
1.3 0.640 0.453 0.454 0.450 0.453 0.454 0.691
1.4 0.630 0.429 0.433 0.425 0.428 0.427 0.659
1.5 0.630 0.385 0.405 0.392 0.388 0.394 0.609
1.6 0.620 0.330 0.383 0.371 0.340 0.371 0.571
with the proportion falling to as little as 33 per cent for
the higher values of Tus. These trends are markedly
different from those of the experimentally obtained
β-values that range between 75 and 63 per cent.
The results shown in Fig. 9 are those obtained with
Model F and all showed slip at or near the faster ﬂuid–
solid boundary, with typically some 90 per cent or
more of the heat being dissipated at the slip plane.
Fig. 8 Comparison of heat partition parameter, β,
calculated by EHL analysis (data points) with
β-values calculated from experimental data
(solid line) using Models A–E
At the lowest load stage of test 2-13, a smaller level of
slipwas requiredwith some58per centof theheatdis-
sipated at the slip plane. For the other cases, over 90
per cent was dissipated at the slip plane.This explains
why the β-value for the lowest load stage does not fol-
low the trend of the remaining points from test 2-13.
This model is much more successful in predicting the
experimentally measured heat partition. The results
Fig. 9 Comparison of heat partition parameter, β,
calculated by EHL analysis (data points) with
β-values calculated from experimental data
(solid line) using Model F
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do not follow the experimental trend in a detailed
way, but are at the correct level with differences in
detail.This is inmarkedcontrast toFig. 8,whichshows
results that are consistent with each other but in sig-
niﬁcant conﬂict with the experimentally determined
β-values. It is clear that only when the limiting shear
stress rheology is used with the Barus viscosity law
are heat partition results obtained which approach
those determined through heat transfer modelling of
the disc machine experiments.
5 DISCUSSION AND CONCLUSIONS
The results presented suggest that the thermal EHL
model with the best available viscosity data does not
predict the correct heat partition, as calculated from
the previous heat transfer analysis of the discs. Four
experiments have been modelled, which have a total
of 29 different load stages, each of which has been
analysed using the thermal EHL solver with six differ-
ent combinations of rheological and viscosity model.
The results from these analyses follow a consistent
trend: only when the higher Barus viscosity is used
in conjunction with a limiting shear stress rheolog-
ical model, which ensures that lubricant slip takes
place, do the heat partition results favour the faster
disc.
It remains to be seen whether this discrepancy is
due to inaccuracies in the thermal EHL model, inac-
curacies in the heat transfer modelling of the discs, or
discrepancies in theway inwhich theviscosity is spec-
iﬁed. However, the conclusion that more heat passes
into the faster disc is consistent with the previous disc
machine work by Merritt [31], for example.
The potential uncertainties in the heat transfer
analysis stem from the assumed heat transfer coef-
ﬁcients used in the model. These are discussed in
detail in reference [17], and the authors are currently
developing more highly instrumented disc machines
that will allow new experiments and further mod-
elling work to be carried out to higher precision and
with all uncertainties relating to heat transfer coefﬁ-
cients eliminated. Although the results obtained for β
with Model F are much closer to the values deduced
from the experiments, they do not show the lev-
elling off with increasing Tus seen in Fig. 4. One
possible explanation is that this feature is caused by
changes to the experimental discs’ heat transfer char-
acteristics caused by relative surface temperature and
relative speed in the enclosed environment of the
test head. The planned experiments with distributed
temperature measurement will only require one heat
transfer coefﬁcient to be obtained. It will be then
possible to deduce this value experimentally for each
rig operating condition.
Conclusions that can be drawn from this work are
as follows.
1. Extensive EHL modelling using currently available
rheological and viscosity models has shown signif-
icant contradictions with heat partition behaviour
previously deduced from experiments.
2. In order to reproduce similar heat partition to that
measured experimentally, it is necessary to use a
limiting shear stress rheological model together
with the higher Barus viscosity. This gives slip
within the ﬁlm, which occurs at or near the faster
surface. Therefore, the distribution of shear heat-
ing across the ﬁlm is not even, with high shear
concentrated close to the faster surface. Such a
shear distribution is necessary to reproduce the
heat partition deduced from the experiments.
3. The combination of the thermal EHL modelling
reported here and a suitably instrumented disc
machine with detailed heat partition analysis
offers considerable promise as ameans of studying
the rheological and traction behaviour of lubri-
cants in an EHL contact. This has the potential
to become a much more discerning experimental
technique for comparing EHL rheological models
than the conventional approach of simple friction
measurement in EHL contacts.
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APPENDIX
Notation
c speciﬁc heat capacity (J/kgK)
E ′ effective modulus of elasticity (Pa)
fi,j pressure coefﬁcient in the differential
deﬂection equation (m−1)
h ﬁlm thickness (m)
ho constant in the ﬁlm thickness equation (m)
k thermal conductivity (W/mK)
L Peclet number
p pressure (Pa)
qfm maximum fast surface heat ﬂux (W/m2)
qsm maximum slow surface heat ﬂux (W/m2)
R radius of relative curvature (m)
Tfm maximum temperature on the fast
surface (◦C)
Tom maximum mid-ﬁlm oil temperature (◦C)
Tsm maximum temperature on the slow
surface (◦C)
uˆ mean surface velocity in the x direction
(m/s)
us sliding velocity (m/s)
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u, v velocities in the x and y directions (m/s)
x, y coordinates in the contact plane (m)
z coordinate normal to the contact plane (m)
αo pressure–viscosity coefﬁcient (Pa−1)
β heat partition parameter
η viscosity (Pa s)
ηo ambient viscosity (Pa s)
θ temperature (K)
ρ density (kg/m3)
σx ,σy ﬂow factors in axis directions (m s)
τ shear stress (Pa)
τ0 Eyring shear stress (Pa)
τL limiting shear stress (Pa)
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