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Dimensions of products of hyperbolic spaces
by Nina Lebedeva ∗
Abstract
We give estimates on asymptotic dimensions of products of general
hyperbolic spaces with following applications to the hyperbolic groups.
We give examples of strict inequality in the product theorem for
the asymptotic dimension in the class of the hyperbolic groups; and
examples of strict inequality in the product theorem for the hyperbolic
dimension. We prove that R is dimensionally full for the asymptotic
dimension in the class of the hyperbolic groups.
1 Introduction
The purpose of this article is to answer some questions in asymptotic di-
mension theory (in particular posed in [Dr3]). For this we give different
estimates on asymptotic dimensions of general hyperbolic spaces and prod-
ucts of hyperbolic spaces and apply them to hyperbolic groups.
To formulate our results we need some definitions. We say that metric
spaces {Xα : α ∈ A} have the linearly controlled dimension ℓ-dim ≤ k
uniformly if there is a constant δ ∈ (0, 1) such that for every sufficiently
small τ > 0 and for every α ∈ A there exists a (k+1)-colored open covering
Uα of Xα with mesh(Uα) ≤ τ and with Lebesgue number L(Uα) ≥ δτ .
For a metric space X and a > 0, we denote by aX the metric space
obtained from X by multiplying all distances by a.
In sect. 2.3, we recall the definitions of the asymptotic dimension asdim
and the linearly controlled asymptotic dimension ℓ-asdim used in the fol-
lowing theorem, these are some quasi-isometry invariants of metric spaces.
Theorem 1.1. Let X1, X2 be visual Gromov hyperbolic spaces and assume
that the metric spaces of the family {a∂∞X1 × b∂∞X2 : a ≥ 1, b ≥ 1} have
ℓ-dim ≤ k uniformly, where the boundaries at infinity ∂∞X1, ∂∞X2 are
taken with some visual metrics. Then
asdim(X1 ×X2) ≤ k + 2.
∗supported by RFFI Grant 05-01-00939
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The property of a Gromov hyperbolic space X to be visual is a rough
version of the property that every point x ∈ X lies on a geodesic ray
emanating from a fixed point x0 ∈ X; for the precise definition see sect. 2.
Remark 1.2. A similar result holds true in the case of an arbitrary finite
number ≥ 2 of factors, and furthermore the estimate remains true if we
replace asdim by ℓ-asdim, that is:
Let X1, . . . ,Xn be visual Gromov hyperbolic spaces and assume that the
metric spaces of the family {a1∂∞X1×· · ·×an∂∞Xn : ai ≥ 1, i ∈ {1, . . . , n}}
have ℓ-dim ≤ k uniformly. Then
asdim(X1 × · · · ×Xn) ≤ k + n
and
ℓ-asdim(X1 × · · · ×Xn) ≤ k + n.
For simplicity of notations, we shall consider the case of two spaces and
the asymptotic dimension asdim.
Theorem 1.3. Let X1, . . . ,Xn be geodesic Gromov hyperbolic spaces. Then
asdim(X1 × · · · ×Xn) ≥ ℓ-dim(∂∞X1 × · · · × ∂∞Xn × [0, 1]
n).
Corollary 1.4. Let Γ1, Γ2 be Gromov hyperbolic groups. Then
asdim(Γ1 × Γ2) = dim(∂∞Γ1 × ∂∞Γ2) + 2.
As an application of this corollary, we
1) give examples of strict inequality in the product theorem for the
asymptotic dimension in the class of hyperbolic groups (cf. [Dr3, Problem
23]; a corresponding example in the class of general metric spaces is given
in [BL]);
2) give examples of strict inequality in the product theorem for the
hyperbolic dimension;
3) prove the equality asdim(Γ × R) = asdim(Γ) + 1 for any hyperbolic
group Γ.
The last equality is not true for general metric spaces. An example of a
metric space X of bounded geometry with finite asymptotic dimension for
which asdim(X×R) = asdimX is constructed in [Dr4], and the question is,
if the equality above is true for groups ([Dr3, Problem 21]).
Theorem 1.5. Let X be a visual Gromov hyperbolic space. Then
ℓ-asdimX ≤ ℓ-dim(∂∞X × [0, 1]).
This estimate strengthens the estimate asdimX ≤ ℓ-dim ∂∞X+1 proved
in [Bu1, Bu2]. Unfortunately, we do not know whether the space [0, 1]
is dimensionally full for the linearly controlled dimension, i.e. whether
ℓ-dim(Y × [0, 1]) = ℓ-dimY +1 for any (compact or proper) metric space Y .
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Corollary 1.6. Let X be a visual, geodesic Gromov hyperbolic space. Then
ℓ-asdimX = asdimX = ℓ-dim(∂∞X × [0, 1]).
The first equality does not hold in general and the question is if it holds
for all finitely presented groups ([Dr3, Problem 41]).
Aknowledgement I would like to thank Sergei Buyalo for many useful
remarks and attention to this paper. I’m also pleased to acknowledge Max-
Plank Mathematical Institute and University of Muenster for support and
excellent working conditions while writing the paper.
2 Preliminaries
Here, we recall notions and facts necessary for the paper.
2.1 Coverings
Let Z be a metric space. For U , U ′ ⊂ Z we denote by dist(U,U ′) the
distance between U and U ′, dist(U,U ′) = inf{|uu′| : u ∈ U, u′ ∈ U ′} where
|uu′| is the distance between u, u′. For r > 0 we denote by Br(U) the open
r-neighborhood of U , Br(U) = {z ∈ Z : dist(z, U) < r}, and by Br(U) the
closed r-neighborhood of U , Br(U) = {z ∈ Z : dist(z, U) ≤ r}. We extend
these notations over all real r putting Br(U) = U for r = 0, and defining
Br(U) for r < 0 as the complement of the closed |r|-neighborhood of Z \U ,
Br(U) = Z \B|r|(Z \ U).
Given a family U of subsets in a metric space Z we define mesh(U) =
sup{diamU : U ∈ U}. The multiplicity of U , m(U), is the maximal number
of members of U with nonempty intersection. We say that a family U is
disjoint if m(U) = 1.
A family U is called a covering of Z if ∪{U : U ∈ U} = Z. A covering U
is said to be colored if it is the union of m ≥ 1 disjoint families, U = ∪a∈AU
a,
|A| = m. In this case we also say that U is m-colored. Clearly, the
multiplicity of a m-colored covering is at most m.
Let U be a family of open subsets in a metric space Z which cover A ⊂ Z.
Given z ∈ A, we let
L(U , z) = sup{dist(z, Z \ U) : U ∈ U}
be the Lebesgue number of U at z, L(U) = infz∈A L(U , z) the Lebesgue
number of the covering U of A. For every z ∈ A, the open ball Br(z) ⊂ Z of
radius r = L(U) centered at z is contained in some member of the covering
U .
We shall use the following obvious fact (see e.g. [Bu1]).
Lemma 2.1. Let U be an open covering of A ⊂ Z with L(U) > 0. Then
for every s ∈ (0, L(U)) the family U−s = B−s(U) is still an open covering of
A.
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2.2 Hyperbolic spaces
Here we recall necessary facts from the hyperbolic spaces theory. For more
details one can see e.g. [BoS]. We also assume that the reader is familiar
with notions like of a geodesic metric space, a geodesic ray etc.
Let X be a metric space. We use notation |xx′| for the distance between
x, x′ ∈ X. For o ∈ X and for x, x′ ∈ X, put (x|x′)o =
1
2 (|xo|+ |x
′o|− |xx′|).
The number (x|x′)o is nonnegative by the triangle inequality, and it is called
the Gromov product of x, x′ w.r.t. o.
A metric space X is called δ-hyperbolic, δ ≥ 0, if the following inequality
(x|y)o ≥ min{(x|z)o, (z|y)o} − δ
holds for every base point o ∈ X and all x, y, z ∈ X.
Let X be a hyperbolic space, i.e. X is δ-hyperbolic for some δ ≥ 0.
We denote by ∂∞X the (Gromov) boundary of X at infinity. The Gromov
product based at o ∈ X naturally extends to ∂∞X.
If a hyperbolic space X is geodesic then every geodesic ray in X rep-
resents a point at infinity. Conversely, if a geodesic hyperbolic space X is
proper (i.e. closed balls in X are compact), then every point at infinity is
represented by a geodesic ray.
A metric d on the boundary at infinity ∂∞X of X is said to be visual, if
there are o ∈ X, a > 1 and positive constants c1, c2, such that
c1a
−(ξ|ξ′)o ≤ d(ξ, ξ′) ≤ c2a
−(ξ|ξ′)o
for all ξ, ξ′ ∈ ∂∞X. In this case, we say that d is visual with respect to the
base point o and the parameter a. The boundary at infinity is bounded and
complete w.r.t. any visual metric, moreover, if X is proper then ∂∞X is
compact. If a > 1 is sufficiently close to 1, then a visual metric with respect
to a does exist.
A hyperbolic space X is called visual, if for some base point x0 ∈ X
there is a positive constant D such that for every x ∈ X there is ξ ∈ ∂∞X
with |xx0| ≤ (x|ξ)x0 +D (one easily sees that this property is independent
of the choice of x0).
2.3 Definitions of linearly controlled and asymptotic dimen-
sions
We shall say that a covering U is an (L,M,n)-covering if it is n-colored with
mesh(U) ≤M and L(U) ≥ L.
The notion of the linearly controlled metric dimension of a metric space
is introduced in [Bu1] where it is called the ‘capacity dimension’. One of a
number equivalent definitions of this notion is the following.
The linearly controlled dimension or ℓ-dimension of a metric space Z,
ℓ-dim(Z), is the minimal integer m ≥ 0 with the following property: There is
4
a constant δ ∈ (0, 1) such that for every sufficiently small τ > 0 there exists
an open (δτ, τ,m+1)-covering of Z. Here (and in all similar definitions of a
dimension below) we assume that ℓ-dimZ = ∞, if the number m with the
indicated property does not exist.
The asymptotic dimension is a quasi-isometry invariant of a metric space
introduced in [Gr]. There are also several equivalent definitions, see [Gr],
[BD], and we use the following one. The asymptotic dimension of a metric
space X is the minimal integer asdimX = m such that for every positive d
there is an open covering U of X with m(U) ≤ m + 1, mesh(U) < ∞ and
L(U) ≥ d.
The linearly controlled asymptotic dimension is also a quasi-isometry
invariant of a metric space. We use the following definition. The linearly
controlled asymptotic dimension of a metric space X is the minimal integer
ℓ-asdimX = n with the following property: There is a constant C > 1 such
that for every sufficiently large d there is an open (d,Cd, n + 1)-covering U
of X.
2.4 Coverings of the product
Throughout the paper, we assume that the product of metric spaces X × Y
is endowed with l∞-metric, that is |(x, y)(x
′, y′)| = max{|xx′|, |yy′|} for each
(x, y), (x′, y′) ∈ X × Y .
Let U be an open covering of the productX×Y of metric spaces. We say
that a pair (p, q), p, q ≥ 0, dominates mesh×(U) and write mesh×(U) ≤ (p, q)
or (p, q) = mesh⊠(U), if for each member of U there exists a point (x, y) ∈
X × Y so that this member is contained in the product Bp(x)×Bq(y).
We also say that the function f(z) ∈ [0,∞) × [0,∞), z ∈ X × Y ,
dominates the pointed mesh×(U , z) and write mesh×(U , z) ≤ f(z) or f(z) =
mesh⊠(U , z), if for each member of U that contains z there exists a point
(x, y) ∈ X × Y so that this member is contained in Bp(x) × Bq(y), where
(p, q) = f(z). In this sense, the mesh× (the pointed mesh×) is determined
basically by the meshes (the meshes at the projected points) of the coverings
projected to the factors.
Similarly, we say that the Lebesgue number L× at a point z = (x, y) ∈
X × Y of the covering U dominates f(z) = (p, q) ∈ [0,∞) × [0,∞),
L×(U , z) ≥ f(z), if the product of the balls Bp(x) × Bq(y) is contained in
some member of the covering. In this case, we also write f(z) = L⊠(U , z).
We write L×(U) ≥ (p, q) or (p, q) = L⊠(U), if L×(U , z) ≥ (p, q) for every
z ∈ X × Y . There is no way in general to recover L× from the Lebesgue
numbers of the projected coverings.
For the product X × Y , it is straightforward to check that the following
two properties are equivalent.
(1) The spaces of the family {aX × bY : a ≥ 1, b ≥ 1} have ℓ-dim ≤ k
uniformly.
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(2) There is a constant δ ∈ (0, 1) such that for every sufficiently small
τ > 0 and for every α, β ∈ (0, 1] there exists a (k+1)-colored open covering
U of X × Y with mesh×(U) ≤ (ατ, βτ) and L×(U) ≥ (αδτ, βδτ).
Let U , V be open coverings of X×Y . We write mesh×(U) ≤ (p, q)L×(V)
for some p, q ≥ 0, if mesh×(U) ≤ (pr1, qr2) for some (r1, r2) = L
⊠(V). In the
case p = q, we write mesh×(U) ≤ pL×(V). Note that if mesh×(U) ≤ L×(V)
then the covering U is inscribed in the covering V, that is, every member of
U is contained in some member of V.
We write mesh×(U , z) ≤ mesh×(V, z), if every pair mesh⊠(V, z) is also
a pair mesh⊠(U , z). We write L×(U , z) ≥ sL×(V, z) for s ≥ 0, if for any p,
q ≥ 0 with L×(V, z) ≥ (p, q) we have L×(U , z) ≥ (sp, sq).
For A ⊂ Z = X × Y and r1, r2 > 0, we denote by B(r1,r2)(A)
the union of all products Br1(x) × Br2(y) with (x, y) ∈ A, B(r1,r2)(A) =
∪{Br1(x)×Br2(y) : (x, y) ∈ A}, and by B(−r1,−r2)(A) = Z \B(r1,r2)(Z \A).
We also write (p, q) ≥ (p′, q′) for reals p, q, p′, q′, if and only if p ≥ p′
and q ≥ q′.
3 Auxiliary facts
3.1 Separate and qualified families of coverings
In this section we give a generalization of the following lemma, see e.g. [BL].
Lemma 3.1. Suppose, that Z is a metric space and A, B ⊂ Z. Let U
be an open covering of A, V an open covering of B both with multiplicity
at most m. If mesh(V) ≤ L(U)/2 then there exists an open covering W of
A∪B with multiplicity at most m and mesh(W) ≤ max{mesh(V),mesh(U)},
L(W) ≥ min{L(U)/2, L(V)}.
Let U1, U2 be families of subsets in a metric space Z. We say that U1
and U2 are separate, if every member of U1 intersects no member of U2.
Let Z = X × Y be the product of metric spaces and Zα ⊂ Z, α ∈ A.
Let Uα be a covering of Zα. Let S = {0, . . . , N} be the set of ‘scales’ and
i : A → S a scale function.
We say that the family Uα, α ∈ A is separate with the scale function i if
for every U ∈ Uα, V ∈ Uα′ with α 6= α
′ and i(α) = i(α′), we have U ∩V = ∅.
We say that the family Uα is qualified by the scale function i if the
condition U ∩ V 6= ∅ for some U ∈ Uα, V ∈ Uα′ with i(α) < i(α
′) implies
L⊠(Uα′) ≥ 4mesh
⊠(Uα) for appropriate dominating numbers fixed for each
covering Uα.
Proposition 3.2. Suppose that Z = X × Y is the product of metric spaces
and Zα ⊂ Z, α ∈ A. Let S = {0, . . . , N} and let i : A → S be a scale
function. Let Uα be an open m-colored covering of Zα for every α ∈ A so
that the family of the coverings Uα, α ∈ A is separate with and qualified
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by the scale function i. Then there exists an open m-colored covering W
of ∪αZα with mesh
×(W, z) ≤ mesh×(∪αUα, z), L
×(W, z) ≥ L×(∪αUα, z)/2
for every z ∈ ∪αZα.
Proof. Let A be the set of colors, |A| = m, that we may think to be
common for all coverings Uα, so that Uα is the union of disjoint families,
Uα =
⋃
a∈A U
a
α. For s ∈ S, we denote by As := {α ∈ A : i(α) = s}.
For every α ∈ A, a ∈ A, we consider the family Vaα = B−L⊠(Uα)/2(U
a
α),
where the pair L⊠(Uα) is dominated by L
×(Uα) as in the definition of
coverings qualified by a scale function.
Assume that U ∈ Uα, V = B−L⊠(Uα)/2(V
′) for V ′ ∈ Uaα′ . We have
(∗) if i(α) < i(α′) and U ∩ V 6= ∅, then U ∪ V ⊂ V ′.
This easily follows from the fact that L⊠(Uα′) ≥ 4mesh
⊠(Uα) in this case.
In particular,
(∗∗) for every U ∈ Uα, every α
′ ∈ A with i(α) < i(α′) and every a ∈ A
there exists at most one V ∈ Vaα′ with U ∩ V 6= ∅,
because the family Uaα′ is disjoint.
We construct an m-colored covering W by induction over j ∈ S, inde-
pendently for each color a ∈ A.
Fix a color a ∈ A and set Wa0 := ∪α∈A0U
a
α. Then the family W
a
0 is
disjoint and moreover, it possesses properties (2), (3) below. Assume that
for some j ∈ S we have already constructed a family Waj with the following
properties:
(1) Waj is disjoint;
(2) for every U ∈ Vaα with i(α) ≤ j there exists W ∈ W
a
j so that U ⊂W ;
(3) for every W ∈ Waj there exists U ∈ U
a
α with i(α) ≤ j so that W ⊂ U .
In view of (∗∗), property (3) implies that for every W ∈ Waj there exists at
most one member V ∈
⋃
Aj+1
Vaα so that V ∩W 6= ∅. We set I(W ) = V if
such V exists and I(W ) = ∅ otherwise; so we have the function I : Waj →⋃
Aj+1
Vaα ∪ {∅}.
We put
Waj+1 = {W ∈ W
a
j : I(W ) = ∅} ∪ {(V ∪ I
−1(V ) : V ∈
⋃
Aj+1
Vaα}.
The family
⋃
Aj+1
Vaα is disjoint. Thus in view of (∗) and (1), the family
Waj+1 is also disjoint. Furthermore, W
a
j+1 possesses property (2) (with j
replaced by j+1) by construction. Property (3) also holds for Waj+1 by the
inductive assumption and in view of (∗).
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Then proceeding by induction we obtain the family WaN for each a ∈ A.
We set Wa = WaN and W = ∪aW
a. Property (2) for WaN implies that
W is a covering of ∪αZα. By property (1) for W
a
N , W is m-colored.
Property (3) implies mesh×(W, z) ≤ mesh×(∪αUα, z) and property (2)
implies L×(W, z) ≥ L×(∪αUα, z)/2 for every z ∈ ∪αZα. That is, W
possesses all required properties.
3.2 Barycentric triangulation of products
Recall some standard constructions related to simplicial polyhedra. Given
an index set J , we let RJ be the Euclidean space of functions J → R with
finite support. For x, x′ ∈ RJ , the distance |xx′| is well defined by
|xx′|2 =
∑
j∈J
(xj − x
′
j)
2.
Let ∆J ⊂ RJ be the standard simplex, i.e., x ∈ ∆J iff xj ≥ 0 for all
j ∈ J and
∑
∈J xj = 1. The metric of R
J induces a metric on ∆J and
on every subcomplex K ⊂ ∆J . If J is finite then |J | − 1 = dim∆J is the
(combinatorial) dimension of ∆J .
For every simplicial polyhedron K, there is the canonical embedding
u : K → ∆J , where J is the vertex set of K, which is affine on every
simplex. Its image K ′ = u(K) is called the uniformization of K. The
(combinatorial) dimension of K is the maximal dimension of its simplices.
Given a vertex v ∈ K, its star stv ⊂ K consists of all simplices of K
containing v. The open star stv of v is the star without faces which miss v.
If a simplicial polyhedron K is uniform, then the open star stv of any vertex
v ∈ K is an open neighborhood of v.
There are several ways to triangulate the product of simplicial com-
plexes. One needs for that to choose some ordering of simplices. Since the
barycentric triangulation is canonically ordered, we prefer to use the fol-
lowing construction which can be found e.g. in the forthcoming book [BS3].
Given an index set J , we denote by ba∆J the barycentric subdivision of ∆J ,
that is a simplicial complex isometric to ∆J . The vertices of this complex
are barycenters of all simplices (including 0-dimensional). The simplices of
this complex are convex hulls of all sets S of vertices with the property: if s,
s′ ∈ S then they are barycenters of two simplices, one of which is contained
in the other. If J is finite then the covering of ∆J by the open stars of the
vertices of its barycentric subdivision is |J |-colored: as the color of a star
stv we can take the dimension of the face for which v is the barycenter.
Now, we describe the barycentric triangulation of the product of two
simplices ∆J1 , ∆J2 . Regard this product ∆J1 × ∆J2 as a complex with
faces that are products of standard simplices. Let b1, b2 be barycenters of
simplices S1 ⊂ ∆
J1 , S2 ⊂ ∆
J2 . We call the point (b1, b2) ∈ ∆
J1 × ∆J2
the barycenter of the face S1 × S2. We define the barycentric subdivision of
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∆J1 × ∆J2 as a simplicial complex ∆J1×s∆
J2 , isometric to ∆J1 × ∆J2 , in
the following way. The vertices of this complex are the barycenters of all
faces (including 0-dimensional). The simplices of this complex are convex
hulls of all sets S of vertices with the property: if s, s′ ∈ S then they are
barycenters of two faces, one of which is contained in the other.
We denote the uniformization of ∆J1×s∆J2 by ∆J1 ×s ∆J2 and call it
the barycentric triangulation of the product ∆J1 ×∆J2 .
The canonical bijection ϕ : ∆J1 × ∆J2 → ∆J1 ×s ∆
J2 is called the
barycentric triangulation map.
Now, let K1, K2 be uniform simplicial polyhedra, which we can iden-
tify with subpolyhedra of the standard simplices ∆J1 , ∆J2 ; we define the
barycentric triangulation of K1 ×K2 as ϕ(K1 ×K2).
Note that the covering of K1 ×s K2 by open stars of its vertices is
(n1 + n2 + 1)-colored, where n1 = dimK1, n2 = dimK2: one can take
as the color of a star stv the dimension of the minimal simplex of ∆
J1∪J2
containing v.
We give without proof the following two technical lemmas, (for the proof
see [BS3]).
Lemma 3.3. Let K1, K2 be uniform simplicial polyhedra having both finite
dimensions. The barycentric triangulation map
ϕ : K1 ×K2 → K1 ×s K2
is bilipschitz with bilipschitz constant depending only on dimensions of K1,
K2.
Lemma 3.4. Let K1, K2 be uniform simplicial polyhedra, K = K1 ×s K2.
For every vertex v ∈ K, there are vertices v1 ∈ K1, v2 ∈ K2 such that
ϕ−1(stv) ⊂ stv1 × stv2 .
Recall that the nerve N (U) of a covering U = {Uj}j∈J is the simplicial
complex whose vertices are the members of the covering and a collection of
vertices spans a simplex if and only if the corresponding members of U have
nonempty intersection. We assume that the nerves we consider are uniform
unless the opposite is explicitly stated; moreover, we can regard N (U) as
subcomplex of ∆J .
Let U be an open locally finite covering of a metric space Z, so that
no member of it coincides with Z. The barycentric map p : Z → N (U) is
defined as follows. For every j ∈ J we put qj(z) = dist(z, Z \ Uj). Since
the covering is open,
∑
j∈J qj(z) > 0. Since no member of U coincides
with Z and the covering is locally finite,
∑
j∈J qj(z) < ∞ for every point
z ∈ Z. Then we define the coordinate functions of the map p : Z → RJ
by pj(z) = qj(z)/
∑
j∈J qj(z). Clearly p(Z) ⊂ N (U). For every vertex
v ∈ N (U) the preimage p−1(stv) coincides with corresponding element of
the covering.
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Suppose in addition that the multiplicity m(U) ≤ m + 1 is finite and
L(U) ≥ d > 0. Then, it is not difficult to prove (see e.g. [BS1]) that the
map p is Lipschitz with Lipschitz constant
Lip(p) ≤ (m+ 2)2/d.
Lemma 3.5. Let X1, X2 be metric spaces. Let U1 be an open covering of
X1, U2 an open covering of X2, both with multiplicities at most n1 + 1 and
n2+1 respectively. Then there exists an (n1+n2+1)-colored open covering
W of X1 ×X2 with
L×(W) ≥ q(L(U1), L(U2)) and mesh
×(W) ≤ (mesh(U1),mesh(U2)),
where the constant q depends only on n1, n2.
Proof. According to the definitions of L× and mesh×, rescaling the metric of
X1×X2 in one of the factors does not change the problem, i.e. if we construct
a required covering for say aX1×X2, then the rescaling the metric back gives
a required covering for X1 ×X2.
So, by rescaling of the metric, we can assume that L(U2) =
(n2+2)2
(n1+2)2
L(U1).
Denote
λ :=
(n1 + 2)
2
L(U1)
=
(n2 + 2)
2
L(U2)
.
Let Ki be the nerve of Ui and pi : Xi → Ki the corresponding barycentric
map, i = 1, 2. So we have
Lip(pi) ≤ λ.
Then for the map p : X1 × X2 → K1 × K2, defined by p(x1, x2) =
(p1(x1), p2(x2)), we have Lip(p) ≤ λ.
By Lemma 3.3, the barycentric triangulation map
ϕ : K1 ×K2 → K1 ×s K2
is Lipschitz with Lipschitz constant c, depending only on n1, n2. Consider
the covering V of K1×sK2 by open stars of its vertices that is (n1+n2+1)-
colored. Since the polyhedron K1 ×s K2 is uniform, the Lebesgue number
of this covering is bounded below by a positive constant l depending only
on dim(K1 ×s K2).
Now let W be the open covering of X1×X2 by preimages of elements of
V under the map ϕ ◦ p. Then W is (n1 + n2 + 1)-colored and
L(W) ≥ λ−1c−1l =
l
c(n1 + 2)2
L(U1) =
l
c(n2 + 2)2
L(U2),
in particular, L×(W) ≥ q(L(U1), L(U2)) with q =
l
cmax{(n1+2)2,(n2+2)2}
.
By Lemma 3.4 for every W ∈ W there are U1 ∈ U1, U2 ∈ U2 so
that W ⊂ U1 × U2, thus mesh
×(W) ≤ (meshU1,meshU2). The lemma
follows.
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We denote the covering from this lemma by W = U ∗V. In the following
corollary, we use the natural extension of our notations mesh× and L× to
the case of more than two factors.
Corollary 3.6. Let Ui be an open covering with multiplicity at most ni + 1
of a metric space Xi, i ∈ {1, . . . , k}. We let Wi =Wi−1 ∗ Ui be the covering
of X1×· · ·×Xi for i = 1, . . . , k, where W1 = U1. Then W =Wk is an open
m-colored covering of X1 × · · · ×Xk with m = n1 + · · ·+ nk + 1,
L×(W) ≥ q(L(U1), . . . , L(Uk))
and
mesh×(W) ≤ (mesh(U1), . . . ,mesh(Uk)),
where the constant q depends only on n1, . . . , nk.
Proof. Arguing as at the beginning of the proof above and rescaling of the
metrics of the factors, we can assume that L(U1) = · · · = L(Uk) = r.
Note that the property L×(U) ≥ (r, . . . , r) for a covering U of a product
and the property L(U) ≥ r are equivalent. Using this and proceeding by
induction, we obtain L×(W) ≥ q(r, . . . , r) for some constant q depending
only on n1, . . . , nk.
By Lemma 3.4 for every W ∈ Wi there are W
′ ∈ Wi−1, U ∈ Ui so that
W ⊂W ′ × U for every i = 2, . . . , k. Hence
mesh×(W) ≤ (meshU1, . . . ,meshUk).
We shall use the following
Lemma 3.7. Let X, X1, X2 be metric spaces.
(1) Assume that ℓ-dim(X × [0, 1]) ≤ k. Then there exist τ0 > 0, σ > 1 so
that for every 0 < τ < τ0 and τ
′ > 0 there exists a (k+1)-colored open
covering U of X × R with mesh×(U) ≤ (στ, στ ′) and L×(U) ≥ (τ, τ ′);
(2) Assume that the spaces of the family aX1 × bX2 have ℓ-dim ≤ k
uniformly in a, b ≥ 1. Then there exist τ0 > 0, σ > 1 so that for
every 0 < τ1, τ2 < τ0 and τ
′
1, τ
′
2 > 0 there exists a (k + 3)-colored
open covering W of Z = X1 × X2 × R × R with mesh
×(W) ≤ στ ,
L×(W) ≥ τ , where τ = (τ1, τ2, τ
′
1, τ
′
2).
Proof. (1) First, we show that ℓ-dim(X ×R) ≤ k. To this end, we represent
X × R = Z1 ∪ Z2, where Z1 = X × ∪k∈Z(k, k + 3/4), Z2 = X × ∪k∈Z(k −
1/2, k + 1/4). Taking two appropriate qualified coverings of these sets and
applying Proposition 3.2, we see that ℓ-dim(X × R) ≤ k. Then taking an
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appropriate covering of X × R and applying a homothety in the R factor,
we find a desired covering.
(2) Consider the 2-colored covering U = U1 ∪ U2 of R, where U1 =
{(2k, 2k+2) : k ∈ Z}, U2 = {(2k+1, 2k+3) : k ∈ Z}. Clearly, L(U) = 1/2,
mesh(U) = 2.
There is a constant δ ∈ (0, 1) such that for every sufficiently small
τ1, τ2 > 0 there exists a (k + 1)-colored open covering V of X × Y with
mesh×(V) ≤ (τ1, τ2) and L
×(V) ≥ δ(τ1, τ2).
For the product covering W = (V ∗U) ∗U of Z we have by Corollary 3.6
L×(W) ≥ q(τ1, τ2, 1/2, 1/2) and mesh
×(W) ≤ (τ1, τ2, 2, 2) for some constant
q > 0 depending only on k, δ. Then applying homotheties independently in
two R-factors and changing the constants, we obtain a desired covering.
3.3 Locally self-similar spaces
Let λ ≥ 1 and R > 0 be given. A map f : Z → Z ′ between metric spaces is
λ-quasi-homothetic with coefficient R if for all z, z′ ∈ Z, we have
R|zz′|/λ ≤ |f(z)f(z′)| ≤ λR|zz′|.
A metric space Z is locally self-similar, if there is λ ≥ 1 such that for
every sufficiently large R > 1 and every A ⊂ Z with diamA ≤ 1/R, there is
a λ-quasi-homothetic map f : A→ Z with coefficient R.
It is proved in [BL] that the linearly controlled dimension ℓ-dimZ of
every compact locally self-similar metric space Z is finite and coincides with
dimZ, ℓ-dimZ = dimZ.
We shall use the following facts obviously implied by the definition of a
quasi-homothetic map.
Lemma 3.8. Let h : Z → Z ′ be a λ-quasi-homothetic map with coefficient
R. Let V ⊂ Z and let U˜ be an open covering of h(V ), U = h−1(U˜). Then
(1) Rmesh(U)/λ ≤ mesh(U˜) ≤ λRmesh(U);
(2) λR · L(U) ≥ L(U˜) ≥ R · L(U)/λ, where L(U) is the Lebesgue number
of U as a covering of V .
Proposition 3.9. If compact metric spaces X, Y are locally self-similar
then the spaces of the family aX × bY have ℓ-dim ≤ n, n = dim(X × Y ),
uniformly in a, b ≥ 1.
Proof. By the remark above, ℓ-dimX = N is finite. Furthermore, the space
Z = X × Y is also compact and locally self-similar. Thus ℓ-dimZ = n is
finite.
It suffices to prove that there is a constant δ ∈ (0, 1) such that for every
sufficiently small τ > 0 and for every α, β ∈ (0, 1] there exist (n+1)-colored
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open coverings U , U ′ of Z with mesh×(U) ≤ (ατ, τ), L×(U) ≥ δ(ατ, τ);
mesh×(U ′) ≤ (τ, βτ) and L×(U ′) ≥ δ(τ, βτ).
Let δ1, δ2, δ3 be the constants from the definition of ℓ-dim for X, Y , Z
respectively, and let δ′ = min{δ1, δ2, δ3}. We can assume that the constant
λ from the definition of self-similarity is common for both X and Y .
We explain how to construct the covering U , the covering U ′ is con-
structed similarly. Fix a positive τ < min{δ′/λ,diam Y }. For every
α ∈ (0, 1], we construct a covering with mesh× ≤ (ατ, τ) and L× ≥ δ(ατ, τ),
where δ = (δ′/4λ2)N+1/2.
The argument is similar to that in [BL, Theorem 1.1]. We fix an (N+1)-
colored open covering V ′′ of X with mesh(V ′′) ≤ α/λ, L(V ′′) ≥ δ′α/λ
and put V = {V × Y : V ∈ V ′′}. Then V is an (N + 1)-colored open
covering of Z with L(V) ≥ δ′α/λ, and we assume that V is colored by the
set S = {0, . . . , N}, V = ∪a∈SV
a.
For every V ∈ V, consider the slightly smaller subset V ′ = B−δ′α/2λ(V ).
Then, the sets Za = ∪V ∈VaV
′ ⊂ Z, a ∈ S, cover Z, Z = ∪a∈SZa, because
L(V) ≥ δ′α/λ. The idea is to construct a family of open (n + 1)-colored
coverings Ua of Za, a ∈ S, which is separated with and qualified by the scale
function i : S → {0, . . . , N}, i(a) = N−a, and then to construct the desired
U using Proposition 3.2. The construction of Ua is based on self-similarity
of X.
Using that ℓ-dim(X × Y ) = n and assuming that τ is sufficiently small,
we find for every a ∈ S an (n + 1)-colored covering U˜a of X × Y with
mesh(U˜a) ≤ (δ
′/4λ2)aτ/4 and L(U˜a) ≥ δ
′(δ′/4λ2)aτ/4.
Given V ∈ V, we fix a map hV = (h
1
V , id) : V → X × Y , where h
1
V is
λ-quasi-homothetic with coefficient R = λ/α, and put V˜ = hV (V
′). Now,
for every a ∈ S, V ∈ Va consider the family U˜a,V = {U˜ ∈ U˜a : V˜ ∩ U˜ 6= ∅}
which is obviously an (n + 1)-colored covering of V˜ . Then,
Ua,V = {h
−1
V (U˜) : U˜ ∈ U˜a,V }
is an open (n+ 1)-colored covering of V ′.
Note that U = h−1V (U˜) is contained in V for every U˜ ∈ U˜a,V because
mesh× U˜ ≤ (τ/4, τ/4), therefore mesh× U ≤ (ατ/4, τ/4) by Lemma 3.8,
and hence U ⊂ B(ατ/2,diamY )(V
′) ⊂ V by the choice of τ . Thus the family
Ua,V is contained in V . Now, the family Ua = ∪V ∈VaUa,V covers the set Za
of the color a, and it has the following properties
(1) for every a ∈ S, the covering Ua is (n+ 1)-colored;
(2) L(Ua)
⊠ ≥ 4mesh⊠Ua+1 for every a ∈ S, a ≤ N − 1;
(3) mesh×(∪a∈SUa) ≤ (ατ, τ), L
×(∪a∈SUa) ≥ (δ
′/4λ2)N+1(ατ, τ).
Indeed, distinct V1, V2 ∈ V
a are disjoint and thus any U1 ∈ Ua,V1 ,
U2 ∈ Ua,V2 are disjoint because U1 ⊂ V1, U2 ⊂ V2. This proves (1).
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Applying Lemma 3.8, we see that mesh×(Ua) ≤ mesh(U˜a)(α, 1) and
L×(Ua) ≥ L(U˜a)(α/λ
2, 1/λ2) for every a ∈ S. These estimates together
with the estimates on mesh(U˜a), L(U˜a) yield (3), and together with the
inequalities
4λ2mesh(U˜a+1) ≤ δ
′(δ′/4λ2)aτ/4 ≤ L(U˜a)
for every a ∈ S, a ≤ N − 1, yield (2).
In view (1) and (2), the family of coverings Ua, a ∈ S, satisfies the
condition of Proposition 3.2. Applying this proposition and using (3), we
obtain an open (n+1)-colored covering U of X×Y with mesh×(U) ≤ (ατ, τ)
and L×(U) ≥ δ(ατ, τ), where δ = (δ′/4λ2)N+1/2.
3.4 ‘Hyperbolic cone’ map
Let Z be a bounded metric space. Assuming that diamZ > 0, we put
µ = π/diamZ and note that µ|zz′| ∈ [0, π] for every z, z′ ∈ Z. Recall
that the hyperbolic cone Co(Z) over Z is the space Z × [0,∞)/Z × {0}
with metric defined as follows. Given x = (z, t), x′ = (z′, t′) ∈ Co(Z) we
consider a triangle o x x′ ⊂ H2 with |o x| = t, |o x′| = t′ and the angle
∠o(x, x
′) = µ|zz′|. Now, we put |xx′| := |x x′|. In the degenerate case
Z = {pt}, we define Co(Z) = {pt} × [0,∞) as the metric product. The
point o = Z × {0} ∈ Co(Z) is called the vertex of Co(Z).
We let h : Z × [0,∞)→ Co(Z) be the canonical projection, and δ = δH2
the hyperbolicity constant of H2.
It is well known that the hyperbolic cone Co(Z) is a hyperbolic space
which satisfies the δ-inequality w.r.t. the vertex o. Furthermore, there is a
canonical inclusion Z ⊂ ∂∞Co(Z), and the metric of Z is visual w.r.t. the
base point o and the parameter e,
e−(ξ|ξ
′)o−c0 ≤ d(ξ, ξ′) ≤ e−(ξ|ξ
′)o+c0
for some c0 ≥ 0 and all ξ, ξ
′ ∈ Z. In general, Co(Z) is not geodesic, however,
for every point z ∈ Co(Z) there is a geodesic segment oz ⊂ Co(Z) and every
ξ ∈ Z is represented by a geodesic ray oξ ⊂ Co(Z).
The following lemma is similar to [BoS, Lemma 5.1].
Lemma 3.10. Let X be a δ-hyperbolic space. Given o, z1, z2 ∈ X and
x1 ∈ oz1, x2 ∈ oz2, we have
min{|ox1|, |ox2|, (z1|z2)o} − 2δ ≤ (x1|x2)o ≤ min{|ox1|, |ox2|, (z1|z2)o}+ 2δ.
Proof. Applying the δ-inequality twice, we obtain
(z1|z2)o ≥ min{(z1|x1)o, (x1|x2)o, (x2|z2)o} − 2δ
= min{|ox1|, (x1|x2)o, |ox2|} − 2δ = (x1|x2)o − 2δ.
Similarly we have (x1|x2)o ≥ min |ox1|, (z1|z2)o, |ox2| − 2δ. The lemma
follows.
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Corollary 3.11. Let X be a δ-hyperbolic space. Suppose that points x1 ∈
oξ1, x2 ∈ oξ2 satisfy |x1o| = |x2o| and |x1x2| > 4δ, where ξ1, ξ2 ∈ ∂∞X.
Then
(x1|x2)o − 2δ ≤ (ξ1|ξ2)o ≤ (x1|x2)o + 2δ.
Proof. In this case (x1|x2)o < |ox1| − 2δ = |ox2| − 2δ. Hence by the
previous lemma, min{|ox1|, |ox2|, (z1|z2)o} = (z1|z2)o for each z1 ∈ (x1, ξ1),
z2 ∈ (x2, ξ2). Now, the statement follows from that lemma.
We put c = c0 + 2δ.
Claim 1. For every R > 0, the map h|Z×{R} : Z × {R} → Co(Z) possesses
the following properties
(1) |h(z,R)h(z′, R)| ≥ 2D for every D > 0 and each z, z′ ∈ Z with
|zz′| ≥ e−R+D+c;
(2) |h(z,R)h(z′R)| ≤ 2D for every D > 2δ and each z, z′ ∈ Z with
|zz′| ≤ e−R+D−c.
Proof. (1) We identify z = ξ, z′ = ξ′ ∈ ∂∞Co(Z) and denote h(z,R) = x,
h(z′, R) = x′. Thus
e−R+D+c ≤ |ξξ′| ≤ e−(ξ|ξ
′)o+c0 ,
and we obtain (ξ|ξ′)o ≤ R−D − 2δ. By Lemma 3.10,
(x|x′)o ≤ min{R, (ξ|ξ)o}+ 2δ ≤ R−D.
Hence, |xx′| = 2(R − (x|x′)o) ≥ 2D.
(2) Using the notations as above, we obtain e−(ξ|ξ
′)o−c0 ≤ |ξξ′| ≤
e−R+D−c. Hence, (ξ|ξ′)o ≥ R − D + 2δ. In the case |xx
′| ≤ 4δ, we see
that |xx′| < 2D by the assumption D > 2δ. In the case |xx′| > 4δ, we
apply Corollary 3.11 and obtain (x|x′)o ≥ (ξ|ξ
′)o − 2δ ≥ R − D. Thus
|xx′| = 2(R− (x|x′)o) ≤ 2D.
The proof of the following claim is similar, and we leave it as an
exercise to the reader. We only mention that at some point one should
use monotonicity of the Gromov product, (x|x′)o ≤ (ξ|ξ
′)o for every x ∈ oξ,
x′ ∈ oξ′.
Claim 2. For every R > 0, the map h|Z×{R} : Z × {R} → Co(Z) possesses
the following properties
(1) |zz′| ≥ e−R+D−c for every D > 2δ and each x = h(z,R), x′ = h(z′, R)
with |xx′| ≥ 2D;
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(2) |zz′| ≤ e−R+D+c for every D > 0 and each x = h(z,R), x′ = h(z′, R)
with |xx′| ≤ 2D.
Claim 3. (1) Given l > 0, R ≥ R1 ≥ l, we let r = e
−R1+3l/2+c. Then
h(Br(x)× [R− l, R + l]) ⊃ Bl(h(x,R));
(2) given l > 2δ, t > 0, R2 ≥ R ≥ t, we let r = e
−R2+l−c. Then
h(Br(x)× [R− t, R+ t]) ⊂ B3t+2l(h(x,R)).
Proof. (1) Given y′ ∈ Co(Z) with |y′h(x,R)| < l, we represent y′ = h(y,R0).
Using the definition of distances in Co(Z), we obtain R0 ∈ [R− l, R+ l] and
|h(y,R′)h(x,R′)| < l, where R′ = min{R0, R}. Then by Claim 2(2), we have
|yx| ≤ e−R
′+l/2+c ≤ e−R+l+l/2+c ≤ e−R1+3l/2+c.
Claim 3(1) follows.
(2) Assume that (y,R0) ∈ Br(x) × [R − t, R + t]. Then R0 ∈ [R −
t, R + t] and |yx| < e−R2+l−c ≤ e−R0+t+l−c. By Claim 1(2), we have
|h(y,R0)h(x,R0)| < 2t+ 2l. Then by the triangle inequality,
|h(x,R)h(y,R0)| < 3t+ 2l.
Claim 3(2) follows.
Claim 4. (1) Given R1 ≥ R > 0, l > 8δ, we let r1 = e
−R1−l/4−c. Then
h−1(Bl(h(x,R))) ⊃ Br1(x)× [R− l/2, R + l/2];
(2) given l > 0, R ≥ R2 ≥ l, we let r2 = e
−R2+3l/2+c. Then
h−1(Bl(h(x,R))) ⊂ Br2(x)× [R− l, R+ l].
Proof. (1) Assume that (y,R0) ∈ Br1(x) × [R − l/2, R + l/2]. Then
R0 ∈ [R − l/2, R + l/2] and |xy| < e
−R1−l/4−c ≤ e−R0+l/4−c. Using
Claim 1(2), we obtain |h(y,R0)h(x,R0)| < l/2. Then by the triangle in-
equality, |h(y,R0)h(x,R)| < l. Claim 4(1) follows.
(2) Claim 4(2) follows from Claim 3(1).
4 Proofs
Proposition 4.1. Let Z1, Z2 be bounded metric spaces such that the spaces
of the family {aZ1 × bZ2 : a ≥ 1, b ≥ 1} have ℓ-dim ≤ k uniformly. Then
asdim(Co(Z1)× Co(Z2)) ≤ k + 2.
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We need some preparation for the proof. We use the following notations
P0(T ) = Z1 × [0, T ]× Z2 × [0, T ],
P1(T ) = Z1 × [T,∞]× Z2 × [0, T ],
P2(T ) = Z1 × [0, T ]× Z2 × [T,∞],
P3(T ) = Z1 × [T,∞]× Z2 × [T,∞],
and Pi = (h1, h2)(Pi), where hi : Zi × [0,∞) → CoZi is the canonical
projection, i = 1, 2.
Lemma 4.2. For every L > 0 there exist T3, M > 0 so that for every
T > T3 there exists a (L,M, k + 3)-covering of P3(T ).
Proof. Let σ > 1 be the constant from Lemma 3.7(2). We fix a constant
L > 0, put H = 512σ4L and for every integer m, n ≥ 0 consider the product
Am,n = Z1 × Z2 × [Hm,Hm+H]× [Hn,Hn+H].
For some T > 0, we first construct a (k+3)-colored covering U of P3(T ),
so that for all sufficiently large integers m, n the following holds
L×(U)|Am,n ≥ (e
−Hm+3L/2+c, e−Hn+3L/2+c, L, L);
mesh×(U)|Am,n ≤ (e
De−Hm, eDe−Hn,H/4,H/4)
for some D > 0, where the constant c > 0 is defined just before Claim 1.
It is convenient to use the following notations c1 = 2e
3L/2+c, b = e−H .
Using Lemma 3.7(2), we fix a sufficiently large N so that for each integers
m, n ≥ N and for every i = 0, 1, 2, 3 there exists a (k + 3)-colored covering
U˜ im,n of Z1 ×Z2 ×R×R with L
×(U˜ im,n) ≥ (4σ)
i(c1b
m−i, c1b
n−i, 2L, 2L) and
mesh×(U˜ im,n) ≤ σ(4σ)
i(c1b
m−i, c1b
n−i, 2L, 2L). For m, n ≥ N , we consider
the subfamily U im,n of U˜
i
m,n consisting of all members that intersect Am,n.
Next, we define the function i : N × N → {0, 1, 2, 3} by i(m,n) := m
mod 2 + 2(n mod 2) and put Um,n := U
i(m,n)
m,n . Now, we show that the
family of coverings Um,n of Am,n, m, n ≥ N , is separated with and qualified
by the scale function i.
We have σ(4σ)32L = H/4 < H/2 by the choice of the constants. It
follows from the estimate on mesh×(U˜ im,n) that any member U ∈ Um,n is
disjoint with any U ′ ∈ Um′,n′ , if i(m,n) = i(m
′, n′) and (m,n) 6= (m′, n′).
That is, the family Um,n, m, n ≥ N , is separated with the scale function i.
In particular, if U ∩ U ′ 6= ∅ for some U ∈ Um,n, U
′ ∈ Um′,n′ then the pairs
(m,n) and (m′, n′) are adjacent, i.e., |m′ −m| ≤ 1 and |n′ − n| ≤ 1.
Assume that pairs (m′, n′), (m,n) are adjacent and i(m′, n′) > i(m,n).
We have (4σ)i+12L = 4σ(4σ)i2L and (4σ)i+1c1b
m−(i+1) > 4σ(4σ)ic1b
m−i,
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since b < 1. These inequalities together with the estimates on L×(U˜ im,n),
mesh×(U˜ im,n), show that
L⊠(Um′,n′) ≥ 4mesh
⊠(Um,n).
It follows that these coverings are qualified by the scale function i. So
applying Proposition 3.2 to this family of coverings, we obtain a (k + 3)-
colored covering U of P 3(T ), T = HN , for which the following holds
L×(U)|Am,n ≥
1
2
(c1e
−Hm, c1e
−Hn, 2L, 2L)
= (e−Hm+3L/2+c, e−Hn+3L/2+c, L, L);
mesh×(U)|Am,n ≤ σ(4σ)
3(c1e
−H(m−i(m,n)), c1e
−H(n−i(m,n)), 2L, 2L)
≤ (eDe−Hm, eDe−Hn,H/4,H/4)
for some D > 0.
Now, we estimate the Lebesgue number and the mesh of the covering
U ′ = (h1, h2)(U). Applying Claim 3(1) with l = L, R1 = Hm, R ∈
[Hm,Hm +H] (resp. R1 = Hn, R ∈ [Hn,Hn +H]) to the map h1 (resp.
h2), we obtain L(U
′) ≥ L.
Next, we represent the estimate above for mesh×(U)|Am,n as follows
mesh×(U)|Am,n ≤ (e
−(Hm+H)+H+D+c−c, e−(Hn+H)+H+D+c−c,H/4,H/4).
Now, applying Claim 3(2) with l = H + D + c (note that l > 2δ = 2δH2),
t = H/4, R2 = Hm + H, R ∈ [Hm,Hm + H] (resp. R2 = Hn + H,
R ∈ [Hn,Hn +H]) to the map h1 (resp. h2), we obtain mesh(U
′) ≤ M =
2(3H/4 + 2(H +D + c)).
It follows that U ′ is a (L,M, k + 3)-covering of P3(T ).
Lemma 4.3. Given L > 0, there is T2 so that for every T > T2 there exist
(L,M, k + 2)-coverings of P1(T ), P2(T ) with M > 0 depending on T , L.
Proof. The proof is similar to that of Lemma 4.2. For simplicity, we
construct a desired covering of P1(T ). For P2(T ) the construction is the
same with obvious modifications.
We fix L > 0, put H = 40σ2L, σ is the constant from Lemma 3.7(1),
and for every integer m ≥ 0 consider the product
Am = Z1 × Z2 × [Hm,Hm+H]× [0, T ].
For some T > 0, we first construct a (k+2)-colored covering U of P1(T ), so
that for all m ≥ N the following holds
L(U)|Am ≥ (e
−Hm+3L/2+c,diamZ2, L, L),
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mesh(U)|Am ≤ (e
De−Hm,diamZ2,H/4, T + L)
for some D > 0, where the constant c = c0+2δ is introduced before Claim 1.
For convenience we use notations c1 = 2e
3L/2+c, b = e−H . Since Z1 is
isometrically embedded into Z1×Z2, we have ℓ-dimZ1 ≤ ℓ-dim(Z1×Z2) ≤ k
and therefore ℓ-dim(Z1× [0, 1]) ≤ k+1. Then, using Lemma 3.7(1), we find
a sufficiently large N so that for every integer m ≥ N and every i = 0, 1
there exists a (k + 2)-colored covering U˜ im of Z1 × R with
L×(U˜ im) ≥ (4σ)
i(c1b
m−i, 2L)
mesh×(U˜ im) ≤ σ(4σ)
i(c1b
m−i, 2L).
We take its subfamily U im consisting of all members that intersect Âm =
Z1 × [Hm,Hm+ h].
We define the function i : N → {0, 1} by i(m) := m mod 2 and put
Um := U
i(m)
m . Now, we show that the family of the coverings Um of Âm,
m ≥ N , is separated with and qualified by the scale function i.
We have σ(4σ)2L < H/4 by the choice of the constants. It follows from
the estimate on mesh×(U˜ im) that any member U ∈ Um is disjoint with any
U ′ ∈ Um′ , if i(m) = i(m
′) and m 6= m′. That is, the family Um, m ≥ N , is
separated with the scale function i. In particular, if U ∩ U ′ 6= ∅ for some
U ∈ Um, U
′ ∈ Um′ then |m
′ −m| ≤ 1.
Assume that |m′ −m| = 1 and i(m′) > i(m), i.e., i(m′) = 1, i(m) = 0.
Using the estimates on L×(U˜ im), mesh
×(U˜ im) and the fact that b < 1, we
obtain
L⊠(Um′) ≥ 4mesh
⊠(Um).
Thus these coverings are qualified by the scale function i. So, we apply
Proposition 3.2 to the family of the coverings Um, m ≥ N , and obtain a
(k + 2)-colored covering U ′ of Z1 × [T,∞), T = HN , with
L×(U ′)|Am ≥
1
2
(c1e
−Hm, 2L) = (e−Hm+3L/2+c, L);
mesh×(U ′)|Am ≤ 4σ
2(c1e
−H(m−i(m)), 2L) ≤ (eDe−Hm,H/4)
for some D > 0.
Now, the family U = {U ×Z2 × [0, T + L] : U ∈ U
′} is a (k + 2)-colored
covering of P1(T ) with required estimates on L
×- and mesh×-numbers.
Let us estimate the Lebesgue number and the mesh of the covering U ′′ =
(h1, h2)(U). Applying Claim 3(1) with l = L, R1 = Hm, R ∈ [Hm,Hm+H]
to the map h1, we obtain L(U
′′) ≥ L.
Next, we represent the estimate above for mesh×(U)|Am as follows
mesh×(U)|Am ≤ (e
−(Hm+H)+H+D+c−c,diamZ2,H/4, T + L).
Now, applying Claim 3(2) with l = H +D + c (note that l > 2δ = 2δH2),
t = H/4, R2 = Hm + 2H, R ∈ [Hm,Hm + H] to the map h1 and using
19
that the diameter of h2(Z2 × [0, T + L]) ⊂ Co(Z2) is at most 2(T + L), we
obtain mesh(U ′′) ≤M = 2max{3H/4 + 2(2H +D + c), T + L}.
It follows that U ′′ is a (L,M, k + 2)-covering of P1(T ).
Lemma 4.4. For every T , L > 0 there exists a (L,M, 1)-covering of P0(T )
with M > 0 depending only on T and L.
Proof. The covering of P0(T ) consisting of the unique element U = h1(Z1×
[0, T + 2L))× h2(Z2 × [0, T + 2L)) has the required properties.
Proof of Proposition 4.1. Given L0 > 0, we construct a uniformly bounded
covering U of Co(Z1)× Co(Z2) with L(U) ≥ L0.
We apply Lemma 4.2 for L = L0, find corresponding constants T3, M3
and let U3 be a (L0,M3, k + 3)-covering of P3(T3). We can assume that
M3 ≥ L0.
Next, we apply Lemma 4.3 first for L = 2M3 and denote by T2 the
corresponding constant. Thus for T0 = max{T2, T3} there is a (2M3,M2, k+
2)-covering U2 of P2(T0), where the constant M2 ≥ 2M3 depends on T0, M3.
Then we again apply Lemma 4.3 for L = 2M2 and denote by T1 the
corresponding constant. Thus for T ∗ = max{T0, T1} there is a (2M2,M1, k+
2)-covering U1 of P1(T
∗), where the constant M1 ≥ 2M2 depends on T
∗,M2.
Finally, by Lemma 4.4, there is a (2M1,M, 1)-covering U0 of P0(T
∗),
where M > 0 depend on M1 and T
∗.
We have
Co(Z1)× Co(Z2) = P0(T
∗) ∪ P1(T
∗) ∪ P2(T0) ∪ P3(T3).
Now we apply Lemma 3.1 consequently to the sequence of the coverings
U0, U1, U2, U3 and obtain a bounded (k+3)-colored covering U of Co(Z1)×
Co(Z2) with L(U) ≥ L0. This shows that asdim(Co(Z1) × Co(Z2)) ≤
k + 2.
Proposition 4.5. Let Z be a bounded metric space. Then
ℓ-asdimCo(Z) ≤ ℓ-dim(Z × [0, 1]).
Proof. We can assume that ℓ-dim(Z × [0, 1]) = k is finite. We fix some
L > 4δ, δ = δH2 . Let τ0 > 0, σ > 1 be the constants from Lemma 3.7(1).
We put H = 40σ2L and denote
Am = Z × [Hm,Hm+H].
There exists N > 0 such that for m ≥ N we have e−H(m−1)+3L/2+c < τ0
uniformly in L > 4δ, where as above the constant c = c0 + 2δ is introduced
before Claim 1.
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Exactly as in the proof of Lemma 4.3, we construct a (k + 1)-colored
covering U of Z × [HN,∞) such that for all m ≥ N we have
L×(U)|Am ≥ (e
−Hm+3L/2+c, L),
mesh×(U)|Am ≤ (e
De−Hm,H/4)
for some constant D > 0 linearly depending on L.
We have
mesh×(U)|Am ≤ (e
−(Hm+H)+(H+3L/2+D+c)−c,H/4).
Applying Claim 3 to the canonical map h : Z× [0,∞)→ Co(Z), we see that
the covering h(U) = U ′ has L(U ′) ≥ L and mesh(U ′) ≤ (3H/4 + 2(H +D+
3L/2 + c)).
Now for every L > 4δ we have the (k + 1)-colored covering U ′ of
h(Z × [CL,∞)), L(U ′) ≥ L, mesh(U ′) ≤ CL for some constant C ≥ 1
independent of L. Then we cover the ball BCL(o) ⊂ CoZ by the ball
U ′′ = B3CL(o) and apply Lemma 3.1 to U
′, U ′′ to obtain a covering W of
CoZ with multiplicity m(W) ≤ k + 1, L(W) ≥ L and mesh(W) ≤ 6CL.
This shows that asdimCo(Z) ≤ ℓ-dim(Z × [0, 1]).
Proposition 4.6. Let Z1, . . . , Zn be bounded metric spaces. Then
ℓ-dim(Z1 × · · · × Zn × [0, 1]
n) ≤ asdim(CoZ1 × · · · × CoZn).
We reduce the proof to the following two lemmas.
Lemma 4.7. Assume that asdim(CoZ1× · · · ×CoZn) ≤ k. Then for some
ε > 0 there exists a function δ : [0, ε]→ [0, 1] such that for every ε ∈ (0, ε),
τ ∈ (0, 1) there exists a (δ(ε)τ, ετ, k + 1)-covering of Z1 × · · · × Zn × [0, τ ]
n
by open subsets of Z1 × · · · × Zn × R
n.
Proof. We let Z = Z1×· · ·Zn, X = CoZ1×· · ·×CoZn, and h : Z×R
n → X
the product of the canonical projections. By the assumption, for every L > 0
there exists a (L,M, k + 1)-covering U of X with some M < ∞. We fix
such a covering for L > 8δH2 together with ε ∈ (0, ε), τ ∈ (0, 1) and let
r = − ln(ετ) + 5M/2 + c, where the constant c = c0+2δH2 is defined before
Claim 1.
The annulus An[r,r+M/ε] ⊂ X which consists of all (x1, . . . , xn) ∈ X
with r ≤ |xio| ≤ r + M/ε, i = 1, . . . , n, is covered by U(ε, τ) = {U ∈
U : U ∩An[r,r+M/ε] 6= ∅}. We lift this covering to the covering U
′(ε, τ) =
h−1(U(ε, τ)) of Z × [r, r+M/ε]n (the later we identify with Z × [0,M/ε]n).
We have mesh(U(ε, τ)) ≤ M . Applying Claim 4(2) with l = M ,
R2 = r−M (note that R2 ≥ l), R ≥ R2, we obtain mesh
× U ′(ε, τ) ≤ (ετ,M)
due to our choices. Applying Claim 4(1) with R1 = r+M/ε, l = L, R ≤ R1,
we obtain
L×U ′(ε, τ) ≥ (e−(r+M/ε)−L/4−c, L/2) = (e−M/ε−L/4−5M/2−2cετ, L/2),
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the later equality holds by the choice of r.
Consider the homothety ‘along the second factor’, Z × [0,M/ε]n →
Z × [0, τ ]n, with coefficient ετ/M and the image V of U ′ under this ho-
mothety. Then mesh×(V) ≤ (ετ, ετ), L×(V) ≥ (δ0(ε)τ, ετL/(2M)) for
δ0(ε) = c1εe
−M/ε, c1 = e
−L/4−5M/2−2c, and we obtain the covering with
the required properties taking δ(ε) = min{δ0(ε), Lε/(2M)}.
Lemma 4.8. Let Z be a metric space. Suppose that for some ε > 0 there
exists a function δ : [0, ε] → [0, 1] such that for every ε ∈ (0, ε), τ ∈ (0, 1)
there exists a (δ(ε)τ, ετ, k + 1)-covering of Z × [0, τ ]n by open subsets of
Z × [0,∞)n. Then ℓ-dim(Z × [0, 1]n) ≤ k.
Proof. It suffices to find for sufficiently large m ∈ N a (c/m,C/m, k + 1)-
covering of Z × [0, 1]n with c, C depending only on Z.
We represent
Z × [0, 1]n =
⋃
(l1,...,ln)∈A
Z ×
[
l1
m
,
l1 + 1
m
]
× · · · ×
[
ln
m
,
ln + 1
m
]
,
where A = {0, . . . ,m− 1}n. We define i : A→ S = {0, . . . , 2n − 1} by
i(l1, . . . , ln) = (l1 mod 2)2
0 + · · ·+ (ln mod 2)2
n−1.
Let ε0 = min{1/4, ε}, εi+1 = δ(εi)/2, i ∈ S. We fix a (δ(εi)/m, εi/m, k+1)-
covering U(l1,...,ln) of Z ×
[
l1
m ,
l1+1
m
]
× · · · ×
[
ln
m ,
ln+1
m
]
, where i = i(l1, . . . , ln).
We put for s ∈ S
Us =
⋃
(l1,...,ln)∈i−1(s)
U(l1,...,ln).
In view of the condition εi+1 = δ(εi)/2 we have mesh(Us+1) ≤ L(Us)/2.
Proceeding by induction over s ∈ S and applying Lemma 3.1, we obtain a
(c/m,C/m, k + 1)-covering of Z × [0, 1]n with c = δ(ε2n−1), C = ε0.
Proof of Proposition 4.6. Proposition 4.6 follows immediately from previous
two lemmas.
4.1 Proof of main results
It is known that any visual hyperbolic space X can be quasi-isometrically
embedded in the hyperbolic cone over its boundary at infinity ∂∞X and
that for a geodesic hyperbolic space Y the hyperbolic cone over its boundary
at infinity can be quasi-isometrically embedded in the space itself, see e.g.
[BS3].
It follows that in these cases
asdimX ≤ asdimCo(∂∞X)
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asdimY ≥ asdimCo(∂∞Y )
and similar estimates hold for products of such spaces.
Then Theorem 1.1 follows immediately from Proposition 4.1, Theo-
rem 1.3 from Proposition 4.6, Theorem 1.5 from Proposition 4.5.
For the proof of Corollary 1.4, we note that any Gromov hyperbolic
group is a visual hyperbolic space with the compact, locally self-similar
boundary at infinity, see [BL]. Thus by Proposition 3.9, the spaces of
the family {a∂∞Γ1 × b∂∞Γ2 : a, b ≥ 1} have ℓ-dim ≤ n uniformly, n =
dim(∂∞Γ1 × ∂∞Γ2), for any hyperbolic groups Γ1, Γ2. By Theorem 1.1,
asdim(Γ1 × Γ2) ≤ ℓ-dim(∂∞Γ1 × ∂∞Γ2) + 2
= dim(∂∞Γ1 × ∂∞Γ2) + 2,
where the last equality follows from the fact that ∂∞Γ1×∂∞Γ2 is a compact,
locally self-similar space, and [BL]. The opposite inequality
asdim(Γ1 × Γ2) ≥ dim(∂∞Γ1 × ∂∞Γ2) + 2
follows from Theorem 1.3 and the inequalities
ℓ-dim(Z × [0, 1]) ≥ dim(Z × [0, 1]) = dimZ + 1,
which hold for any metric space Z.
Corollary 1.6 follows from Theorem 1.3 and Theorem 1.5.
5 Applications
As applications of Corollary 1.4, we have
1) examples of the strict inequality in the product theorem for the
asymptotic dimension in the class of hyperbolic groups. Namely, it is proved
in [Dr1, Dr2] that for every prime p, there is a hyperbolic Coxeter group
Γp with a Pontryagin surface Πp as the boundary at infinity. Then by
Corollary 1.4, we have
asdim(Γp × Γq) = dim(Πp ×Πq) + 2
< dimΠp + dimΠq + 2
= asdimΓp + asdimΓq
for prime p 6= q (the last equality follows from the main result of [BL]);
2) examples of strict inequality in the product theorem for the hyperbolic
dimension (the hyperbolic dimension is quasi-isometry invariant of metric
space introduced in [BS2]). Indeed, let Γp, Γq for p 6= q be as in 1). Then
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hypdim(Γp × Γq) ≤ asdim(Γp × Γq)
< dimΠp + dimΠq + 2
= hypdim(Γp) + hypdim(Γq)
(the last equality also follows from the main result of [BL] and [BS2]);
3) the equality asdim(Γ × R) = asdim(Γ) + 1 for any hyperbolic group
Γ.
It is known that for a visual, proper, geodesic hyperbolic space X we
have
dim(∂∞X) + 1 ≤ asdimX ≤ ℓ-dim(∂∞X) + 1. (∗)
The estimate from below is simple and the ideas of the proof are contained
for example in [Gr, 1.E′1]. The estimate from above is proved in [Bu1, Bu2].
Corollary 1.6 gives a better estimate from below and it allows to show that
the first inequality in (∗) might be strict. More exactly, we give an example
of a hyperbolic space with the asymptotic dimension arbitrarily larger than
the topological dimension of its boundary at infinity. Let Z = {0} ∪ {1/m :
m ∈ N} andX = CoZk. It is known that ℓ-dim(Zk×[0, 1]) = k+1, see [BL].
Then asdimX = k+1 while dim(∂∞X) = 0. The natural conjecture is that
for every compact metric space Y we have ℓ-dim(Y × [0, 1]) = ℓ-dim(Y )+1.
If this is true then both inequalities in (∗) become the equalities.
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