Convex algebraic geometry concerns the interplay between optimization theory and real algebraic geometry. Its objects of study include convex semialgebraic sets that arise in semidefinite programming and from sums of squares. This article compares three notions of duality that are relevant in these contexts: duality of convex bodies, duality of projective varieties, and the Karush-Kuhn-Tucker conditions derived from Lagrange duality. We show that the optimal value of a polynomial program is an algebraic function whose minimal polynomial is expressed by the hypersurface projectively dual to the constraint set. We give an exposition of recent results on the boundary structure of the convex hull of a compact variety, we contrast this to Lasserre's representation as a spectrahedral shadow, and we explore the geometric underpinnings of semidefinite programming duality.
Introduction
Dualities are ubiquitous in mathematics and its applications. This article compares several notions of duality that are relevant for the interplay between convexity, optimization, and algebraic geometry. It is primarily expository, and is intended for a diverse audience, ranging from graduate students in mathematics to practitioners of optimization who are based in engineering.
Duality for vector spaces lies at the heart of linear algebra and functional analysis. Duality in convex geometry is an involution on the set of convex bodies: for instance, it maps the cube to the octahedron and vice versa ( Figure 1 ). Duality in optimization, known as Lagrange duality, plays a key role in designing efficient algorithms for the solution of various optimization problems. In projective geometry, points are dual to hyperplanes, and this leads to a natural notion of projective duality for algebraic varieties.
Our aim here is to explore these dualities and their interconnections in the context of polynomial optimization and semidefinite programming. Towards the end of the Introduction, we shall discuss the context and organization of this paper. At this point, however, we jump right in and present a concrete three-dimensional example that illustrates our perspective on these topics.
How to Dualize a Pillow
We consider the following symmetric matrix with three indeterminate entries: This symmetric 4×4-matrix specifies a 3-dimensional compact convex body P = (x, y, z) ∈ R 3 | Q(x, y, z) 0 .
(1.2) Figure 2 : A 3-dimensional spectrahedron P and its dual convex body P ∆ .
The notation " 0" means that the matrix is positive semidefinite, i.e., all four eigenvalues are non-negative real numbers. Such a linear matrix inequality always defines a closed convex set which is referred to as a spectrahedron.
Our spectrahedron P looks like a pillow. It is shown on the left in Figure 2 . The algebraic boundary of P is the surface specified by the determinant det(Q(x, y, z)) = x 2 (y − z) 2 − 2x 2 − y 2 − z 2 + 1 = 0.
The interior of P represents all matrices Q(x, y, z) whose four eigenvalues are positive. At all smooth points on the boundary of P , precisely one eigenvalue vanishes, and the rank of the matrix Q(x, y, z) drops from 4 to 3. However, the rank drops further to 2 at the four singular points We find these from a Gröbner basis of the ideal of 3 × 3-minors of Q(x, y, z):
The linear polynomial y + z in this Gröbner basis defines the symmetry plane of the pillow P . The four corners form a square in that plane. Its edges are also edges of P . All other faces of P are exposed points. These come in two families, called protrusions, one above the plane y + z = 0 and one below it. Like all convex bodies, our pillow P has an associated dual convex body P ∆ = (a, b, c) ∈ R 3 | ax + by + cz ≤ 1 for all (x, y, z) ∈ P , (
consisting of all linear forms that evaluate to at most one on P . Our notation P ∆ is chosen to be consistent with that in Ziegler's text book [29, §2.3] .
The dual pillow P ∆ is shown on the right in Figure 2 . Note the association of faces under duality. The pillow P has four 1-dimensional faces, four singular 0-dimensional faces, and two smooth families of 0-dimensional faces. The corresponding dual faces of P ∆ have dimensions 0, 2 and 0 respectively. Semidefinite programming is the computational problem of minimizing a linear function over a spectrahedron. For our pillow P , this takes the form p * (a, b, c) = Maximize (x,y,z)∈R 3 ax + by + cz subject to Q(x, y, z) 0.
(1.4)
We regard this as a parametric optimization problem: we are interested in the optimal value and optimal solution of (1.4) as a function of (a, b, c) ∈ R 3 . This function can be expressed in terms of the dual body P ∆ as follows: Since (1.4) and (1.6) are both strictly feasible, strong duality holds [4, §5.2.3], i.e. the two programs attain the same optimal value: p * (a, b, c) = d * (a, b, c). Hence, problem (1.6) can be derived from (1.5), as we shall see in Section 5.
We write M(u; a, b, c) for the 4×4-matrix in (1.6). The following equations and inequalities, known as the Karush-Kuhn-Tucker conditions (KKT), are necessary and sufficient for any pair of optimal solutions:
Q(x, y, z) · M(u; a, b, c) = 0, (complementary slackness) Q(x, y, z) 0, M(u; a, b, c) 0.
We relax the inequality constraints and consider the system of equations λ = ax + by + cz and Q(x, y, z) · M(u; a, b, c) = 0.
This is a system of 11 equations. Using computer algebra, we eliminate the 10 unknowns x, y, z, u 1 , . . . , u 7 . The result is a polynomial in a, b, c and λ. Its factors, shown in (1.7)-(1.8), express the optimal value λ * in terms of a, b, c. At the optimal solution, the product of the two 4×4-matrices Q(x, y, z) and M(u; a, b, c) is zero, and their respective ranks are either (3, 1) or (2, 2) . In the former case the optimal value λ * is one of the two solutions of
In the latter case it comes from the four corners of the pillow, and it satisfies
These two equations describe the algebraic boundary of the dual body P ∆ . Namely, after setting λ = 1, the irreducible polynomial in (1.7) describes the quartic surface that makes up the curved part of the boundary of P ∆ , as seen in Figure 2 . In addition, there are four planes spanned by flat 2-dimensional faces of P ∆ . The product of the four corresponding affine-linear forms equals (1.8). Indeed, each of the two quadrics in (1.8) factors into two linear factors. These two characterize the planes spanned by opposite 2-faces of P ∆ . The two equations (1.7) and (1.8) also offer a first glimpse at the concept of projective duality in algebraic geometry. Namely, consider the surface in projective space P 3 defined by det(Q(x, y, z)) = 0 after replacing the ones along the diagonals by a homogenization variable. Then (1.7) is its dual surface in the dual projective space (P 3 ) * . The surface (1.8) in (P 3 ) * is dual to the 0-dimensional variety in P 3 cut out by the 3×3-minors of Q(x, y, z). The optimal value function of the optimization problem (1.4) is given by the algebraic surfaces dual to the boundary of P and its singular locus. We have seen two different ways of dualizing (1.4): the dual optimization problem (1.6), and the optimization problem (1.5) on P ∆ . These two formulations are related as follows. If we regard (1.6) as specifying a 10-dimensional spectrahedron, then the dual pillow P ∆ is a projection of that spectrahedron:
M(u; a, b, c) 0 and u 1 +u 4 +u 6 +u 7 = 1 .
Linear projections of spectrahedra are called spectrahedral shadows. These objects play a prominent role in the interplay between semidefinite programming and convex algebraic geometry. The dual body to a spectrahedron is generally not a spectrahedron, but it is always a spectrahedral shadow.
Context and Outline
Duality is a central concept in convexity and convex optimization, and numerous authors have written about their connections and their interplay with other notions of duality and polarity. Relevent references include Barvinok's text book [1, §4] and the survey by Luenberger [19] . The latter focuses on dualities used in engineering, such as duality of vector spaces, polytopes, graphs, and control systems. The objective of this article is to revisit the theme of duality in the context of convex algebraic geometry. This emerging field aims to exploit algebraic structure in convex optimization problems, specifically in semidefinite programming and polynomial optimization. In algebraic geometry, there is a natural notion of projective duality, which associates to every algebraic variety a dual variety. One of our goals is to explore the meaning of projective duality for optimization theory. Our presentation is organized as follows. In Section 2 we cover preliminaries needed for the rest of the paper. Here the various dualities are carefully defined and their basic properties are illustrated by means of examples. In Section 3 we derive the result that the optimal value function of a polynomial program is represented by the defining equation of the hypersurface projectively dual to the manifold describing the boundary of all feasible solutions. This highlights the important fact that the duality best known to algebraic geometers arises very naturally in convex optimization. Section 4 concerns the convex hull of a compact algebraic variety in R n . We discuss recent work of Ranestad and Sturmfels [24, 25] on the hypersurfaces in the boundary of such a convex body, and we present several new examples and applications.
In Section 5 we focus on semidefinite programming (SDP), and we offer a concise geometric introduction to SDP duality. This leads to the concept of algebraic degree of SDP [8, 22] , or, geometrically, to projective duality for varieties defined by rank constraints on symmetric matrices of linear forms.
A spectrahedral shadow is the image of a spectrahedron under a linear projection. Its dual body is a linear section of the dual body to the spectrahedron. In Section 6 we examine this situation in the context of sums-of-squares programming, and we discuss linear families of non-negative polynomials.
Ingredients
In this section we review the mathematical preliminaries needed for the rest of the paper, we give precise definitions, and we fix more of the notation. We begin with the notion of duality for vector spaces and cones therein, then move on to convex bodies, polytopes, Lagrange duality in optimization, the KKT conditions, projective duality in algebraic geometry, and discriminants.
Vector Spaces and Cones
We fix an ordered field K. The primary example is the field of real numbers, K = R, but it makes much sense to also allow other fields, such as the rational numbers K = Q or the real Puiseux series K = R{{ǫ}}. For a finite dimensional K-vector space V , the dual vector space is the set V * = Hom(V, K) of all linear forms on V . Let V and W be vector spaces and ϕ : V → W a linear map. The dual map ϕ * : W * → V * is the linear map defined by ϕ * (w) = w • ϕ ∈ V * for every w ∈ W * . If we fix bases of V and W then ϕ is represented by a matrix A. The dual map ϕ * is represented, relative to the dual bases for W * and V * , by the transpose A t of the matrix A. A subset C ⊂ V is a cone if it is closed under multiplication with positive scalars. A cone C need not be convex, but its dual cone
is always closed and convex in V * . If C is a convex cone then the second dual (C * ) * is the closure of C. Thus, if C is a closed convex cone in V then
This important relationship is referred to as biduality. Every linear subspace L ⊂ V is also a cone. Its dual cone is the orthogonal complement of the subspace:
Now, it makes sense to consider this convex set modulo L ⊥ . We thus obtain
This identity shows that projection and intersections are dual operations. A subset F ⊆ C of a convex set C is a face if F is itself convex and contains any line segment L ⊂ C whose relative interior intersects F . We say that F is an exposed face if there exists a linear functional l that attains its minimum over C precisely at F . Clearly, an exposed face is a face, but the converse does not hold. For instance, the edges of the red triangle in Figure 6 are non-exposed faces of the 3-dimensional convex body shown there.
An exposed face F of a cone C determines a face of the dual cone C * via
The dimensions of the faces F of C and F ⋄ of C * satisfy the inequality
If C is a polyhedral cone then C * is also polyhedral. In that case, the number of faces F and F ⋄ is finite and equality holds in (2.4). On the other hand, most cones considered in this article are not polyhedral, they have infinitely many faces, and the inequality in (2.4) is usually strict. For instance, the second order cone C = { (x, y, z) ∈ R 3 : x 2 + y 2 ≤ z} is self-dual, each proper face F of C is 1-dimensional, and the formula (2.4) says 1 + 1 ≤ 3.
Convex Bodies and their Algebraic Boundary
A convex body in V is a full-dimensional convex set that is closed and bounded. If C is a cone and z ∈ int(C * ) then C ∩ {z = 1} is a convex body in the hyperplane { z = 1 } of V . In this manner, every pointed d-dimensional cone gives rise to a (d−1)-dimensional convex body, and vice versa. These transformations, known as homogenization and dehomogenization, respect faces and algebraic boundaries. They allow us to go back and fourth between convex bodies and cones in the next higher dimension. For instance, the 3-dimensional body P in (1.2) corresponds to the cone in R 4 we get by multiplying the constants 1 on the diagonal in (1.1) with a new variable.
Let P be a full-dimensional convex body in V and assume that 0 ∈ int(P ). Dehomogenizing the definition for cones, we obtain the dual convex body
This is derived from (2.1) using the identification l(x) = z − ℓ(x) for z = 1. Just as in the case of convex cones, if P is closed then biduality holds:
The definition (2.5) makes sense for arbitrary subsets P of V . That is, P need not be convex or closed. A standard fact from convex analysis [26, Cor. 12.1.1 and §14] says that the double dual is the closure of the convex hull:
All convex bodies discussed in this article are semialgebraic, that is, they can be described by polynomial inequalities. We note that if P is semialgebraic then its dual body P ∆ is also semialgebraic. This is a consequence of Tarski's theorem on quantifier elimination in real algebraic geometry [2, 3] .
The algebraic boundary of a semialgebraic convex body P , denoted ∂ a P , is the smallest algebraic variety that contains the boundary ∂P . In geometric language, ∂ a P is the Zariski closure of ∂P . It is identified with the squarefree polynomial f P that vanishes on ∂P . Namely, ∂ a P = V (f P ) is the zero set of the polynomial f P . Note that f P is unique up to a multiplicative constant. Thus ∂ a P is an algebraic hypersurface which contains the boundary ∂P .
A polytope is the convex hull of a finite subset of V . If P is a polytope then so is its dual P ∆ [29] . The boundary of P consists of finitely many facets F . These are the faces F = v ⋄ dual to the vertices v of P ∆ . The algebraic boundary ∂ a P is the arrangement of hyperplanes spanned by the facets of P . Its defining polynomial f P is the product of the linear polynomials v − 1. Example 2.1. A polytope known to everyone is the three-dimensional cube Figure 1 illustrates the familiar fact that its dual polytope is the octahedron
Here e i denotes the ith unit vector. The eight vertices of P correspond to the facets of P ∆ , and the six facets of P correspond to the vertices of P ∆ . The algebraic boundary of the cube is described by a degree 6 polynomial The algebraic boundary of the octahedron is given by a degree 8 polynomial
Note that P and P ∆ are the unit balls for the norms L ∞ and
Recall that the L p -norm on R n is defined by
Geometrically, the unit balls for these norms are dual as convex bodies.
Example 2.2. Consider the case n = 2 and p = 4. Here the unit ball equals
This planar convex set is shown in Figure 3 . In this example, since the curve is convex, the ordinary boundary coincides with the algebraic boundary, ∂ a P = ∂P , and is represented by the defining quartic polynomial x 4 + y 4 − 1. The dual body is the unit ball for the L 4/3 -norm on R 2 :
The algebraic boundary of P ∆ is an irreducible algebraic curve of degree 12,
which again coincides precisely with the (geometric) boundary ∂P ∆ . This dual polynomial is easily produced by the following one-line program in the computer algebra system Macaulay2 due to Grayson and Stillman [9] :
In Subsection 2.4 we shall introduce the algebraic framework for performing such duality computations, not just for curves, but for arbitrary varieties.
Lagrange Duality in Optimization
We now come to a standard concept of duality in optimization theory. Let us consider the following general nonlinear polynomial optimization problem:
Here the g 1 , . . . , g m , h 1 , . . . , h p and f are polynomials in R[x 1 , . . . , x n ]. The Lagrangian associated to the optimization problem (2.7) is the function
The scalars λ i ∈ R + and µ j ∈ R are the Lagrange multipliers for the constraints g i (x) ≤ 0 and h j (x) = 0. L(x, λ, µ).
The key observation here is that any positive evaluation of one of the polynomials g i (x), or any non-zero evaluation of one of the polynomials h j (x), would render the inner optimization problem unbounded. The dual optimization problem to (2.7) is obtained by exchanging the order of the two nested optimization subproblems in the above formulation:
.
The function φ(λ, µ) is known as the Lagrange dual function to our problem. This function is always concave, so the dual is always a convex optimization problem. It follows from the definition of the dual function that φ(λ, µ) ≤ u * for all λ, µ. Hence the optimal values satisfy the inequality
If equality happens, v * = u * , then we say that strong duality holds. A necessary condition for strong duality is λ * i g i (x * ) = 0 for all i = 1, . . . , m, where x * , λ * denote the primal and dual optimizer. We see this by inspecting the Lagrangian and taking into account the fact that h j (x) = 0 for all feasible x.
Collecting all inequality and equality constraints in the primal and dual optimization problems yields the following optimality conditions: Theorem 2.3 (Karush-Kuhn-Tucker (KKT) conditions). Let (x * , λ * , µ * ) be primal and dual optimal solutions with u * = v * (strong duality). Then
For a derivation of this theorem see [4, §5.5.2] . Several comments on the KKT conditions are in order. First, we note that complementary slackness amounts to a case distinction between active (g i = 0) and inactive inequalities (g i < 0). For any index i with g i (x * ) = 0 we need λ i = 0, so the corresponding inequality does not play a role in the gradient condition. On the other hand, if g i (x * ) = 0, then this can be treated as an equality constraint. From an algebraic point of view, it is natural to relax the inequalities and to focus on the KKT equations. These are the polynomial equations in (2.8):
If we wish to solve our optimization problem exactly then we must compute the algebraic variety in R n × R m × R p that is defined by these equations. In what follows we explore Lagrange duality and the KKT conditions in two special cases, namely in optimizing a linear function over an algebraic variety (Section 3) and in semidefinite programming (Section 5).
Projective varieties and their duality
In algebraic geometry, it is customary to work over an algebraically closed field, such as the complex numbers C. All our varieties will be defined over a subfield K of the real numbers R, and their points have coordinates in C. It is also customary to work in projective space P n rather than affine space C n , i.e., we work with equivalence classes x ∼ λx for all λ ∈ C\{0}, x ∈ C n+1 \{0}. Points (x 0 : x 1 : · · · : x n ) in projective space P n are lines through the origin in C n+1 , and the usual affine coordinates are obtained by dehomogenization e.g. with respect to x 0 (i.e. setting x 0 = 1). All points with x 0 = 0 are then considered as points at infinity. We refer to [6, Chapter 8] for an elementary introduction to projective algebraic geometry.
Let I = h 1 , . . . , h p be a homogeneous ideal in the polynomial ring
. We write X = V (I) for its variety in the projective space P n over C. The singular locus Sing(X) is a proper subvariety of X. It is defined inside X by the vanishing of the c × c-minors of the m×(n+1)-Jacobian matrix J(X) = ∂h i /∂x j , where c = codim(X). See [6, §9.6] for background on singularities and dimension. While the matrix J(X) depends on our choice of ideal generators h i , the singular locus of X is independent of that choice. Points in Sing(X) are called singular points of X. We write X reg = X\Sing(X) for the set of regular points in X. We say that the projective variety X is smooth if Sing(X) = ∅, or equivalently, if X = X reg .
The dual projective space (P n ) * parametrizes hyperplanes in P n . A point (u 0 : · · · : u n ) ∈ (P n ) * represents the hyperplane x ∈ P n | n i=0 u i x i = 0 . We say that u is tangent to X at a regular point x ∈ X reg if x lies in that hyperplane and its representing vector (u 1 , . . . , u n ) lies in the row space of the Jacobian matrix J(X) at the point x.
We define the conormal variety CN(X) of X to be the closure of the set
The projection of CN(X) onto the second factor is denoted X * and is called the dual variety. More precisely, the dual variety X * is the closure of the set u ∈ (P n ) * | the hyperplane u is tangent to X at some regular point .
Proposition 2.4. The conormal variety CN(X) has dimension n − 1.
Proof. We may assume that X is irreducible. Let c = codim(X). There are n−c degrees of freedom in picking a point x in X reg . Once the regular point x is fixed, the possible tangent vectors u to X at x form a linear space of dimension c−1. Hence the dimension of CN(X) is (n−c) + (c−1) = n−1.
Since the dual variety X * is a linear projection of the conormal variety CN(X), Proposition 2.4 implies that the dimension of X * is at most is n − 1. We typically expect X * to have dimension n − 1, i.e. regardless of the dimension of X, the dual variety X * is typically a hypersurface in (P n ) * .
Example 2.5 (Example 2.2 cont.). Fix coordinates (x:y:z) on P 2 and consider the ideal I = x 4 + y 4 − z 4 . Then X = V (I) is the projectivization of the quartic curve in Example 2.2. The dual curve X * is the projectivization of the curve ∂ a P ∆ in (2.6). Hence, X * is a curve of degree 12 in (P 2 ) * .
To compute the dual X * of a given variety X, we can utilize Gröbner bases [6, 9] as follows. We augment the ideal I with the bilinear polynomial The ideal J is bi-homogeneous in x and u respectively. Its zero set in P n × (P n ) * is the conormal variety CN(X). The ideal of the dual variety X * is finally obtained by eliminating the variables x 0 , . . . , x n from J:
As was remarked earlier, the expected dimension of X * is n − 1, so the elimination ideal (2.10) is expected to be principal. We seek to compute its generator. We shall see many examples of such dual hypersurfaces later on.
Proof idea. The main step in proving this important theorem is that the conormal variety is self-dual, in the sense that CN(X) = CN(X * ). In this identity the roles of x ∈ P n and u ∈ (P n ) * are swapped. It implies (X * ) * = X. A proof for the self-duality of the conormal variety is found in [7 
Example 2.7. Suppose that X ⊂ P n is a general smooth hypersurface of degree d. Then X * is a hypersurface of degree
A concrete instance for d = 4 and n = 2 was seen in Examples 2.2 and 2.5.
Example 2.8. Let X be the variety of symmetric m × m matrices of rank at most r. Then X * is the variety of symmetric m × m matrices of rank at most m − r [7, §I.1.4]. Here the conormal variety CN(X) consists of pairs of symmetric matrices A and B such that A · B = 0. This conormal variety will be important for our discussion of duality in semidefinite programming.
An important class of examples, arising from toric geometry, is featured in the book by Gel'fand, Kapranov and Zelevinsky [7] . A projective toric variety X A in P n is specified by an integer matrix A = (a 0 , a 1 , . . . , a n ) of format d × (n+1) and rank d whose row space contains the vector (1, 1, . . . , 1). We define X A as the closure in P n of the set (t a 0 : t
It is usually a hypersurface, in which case we identify the A-discriminant with the irreducible polynomial ∆ A that vanishes on X * A . The A-discriminant is indeed a discriminant in the sense that its vanishing characterizes Laurent polynomials
with the property that the hypersurface {p(t) = 0} has a singular point in (C\{0})
d . In other words, we can define (and compute) the A-discriminant as
Example 2.9. Let d = 2, n = 4, and fix the matrix
The associated toric variety is the rational normal curve has a linear factor of multiplicity ≥ 2. This is controlled by the A-discriminant
given here in form of the determinant of a Sylvester matrix. The sextic hypersurface X * A = V (∆ A ) is the dual variety of the curve X A .
The Optimal Value Function
In this section we examine the optimization problem (2.7) under the hypotheses that the cost function f (x) is linear and that there are no inequality constraints g i (x). The purposes of these restrictions is to simplify the presentation and focus on the key ideas. Our analysis can be extended to the general problem (2.7) and we discuss this briefly at the end of this section. We consider the problem of optimizing a linear cost function over a compact real algebraic variety X in R n :
Here h 1 , h 2 , . . . , h p are fixed polynomials in n unknowns x 1 , . . . , x n . The expression c, x = c 1 x 1 + · · · + c n x n is a linear form whose coefficients c 1 , . . . , c n are unspecified parameters. Our aim is to compute the optimal value function c * 0 . Thus, we regard the optimal value c * 0 as a function R n → R of the parameters c 1 , . . . , c n , and we seek to determine this function.
The hypothesis that X be compact has been included to ensure that the optimal value function c * 0 is well-defined on all of R n . Again, also this hypothesis can be relaxed. We assume compactness here just for convenience.
Our problem is equivalent to that of describing the dual convex body P ∆ of the convex hull P = conv(X), assuming that the latter contains the origin in its interior. A small instance of this was seen in (1.5). Since our convex hull P is a semi-algebraic set, Tarski's theorem on quantifier elimination in real algebraic geometry [2, 3] ensures that the dual body P ∆ is also semialgebraic. This implies that the optimal value function c * 0 is an algebraic function, i.e., there exists a polynomial Φ(c 0 , c 1 , . . . , c n ) in n + 1 variables such that
Our aim is to compute such a polynomial Φ of least possible degree. The input consists of the polynomials h 1 , . . . , h p that cut out the variety X. The degree of Φ in the unknown c 0 is called the algebraic degree of the optimization problem (2.7). This number is an intrinsic algebraic complexity measure for the problem of optimizing a linear function over X. For instance, if c 1 , . . . , c n are rational numbers then the algebraic degree indicates the degree of the field extension K over Q that contains the coordinates of the optimal solution. We illustrate our discussion by computing the optimal value function and its algebraic degree for the trigonometric space curve featured in [24, §1] .
Example 3.1. Let X be the curve in R 3 with parametric representation
In terms of equations, our curve can be written as X = V (h 1 , h 2 ), where
The optimal value function for maximizing c 1 x 1 +c 2 x 2 +c 3 x 3 over X is given by
The optimal value function c * 0 is the algebraic function of c 1 , c 2 , c 3 obtained by solving Φ = 0 for the unknown c 0 . Since c 0 has degree 6 in Φ, we see that the algebraic degree of this optimization problem is 6. Note that we can write c * 0 in terms of radicals in c 1 , c 2 , c 3 because there are no odd powers of c 0 in Φ, which ensures that the Galois group of c * 0 over Q(c 1 , c 2 , c 3 ) is solvable.
We now come to the main result in this section. It will explain what the polynomial Φ means and how it was computed in the previous example. For the sake of simplicity, we shall first assume that the given variety X is smooth, i.e. X = X reg , where the set X reg denotes all regular points on X.
* be the dual variety to the projective closure of X. If X is irreducible, smooth and compact in R n then X * is an irreducible hypersurface, and its defining polynomial equals Φ(−c 0 , c 1 , . . . , c n ) where Φ represents the optimal value function as in (3.2) of the optimization problem (3.1). In particular, the algebraic degree of (3.1) is the degree in c 0 of the irreducible polynomial that vanishes on the dual hypersurface X * .
Here the change of sign in the coordinate c 0 is needed because the equation c 0 = c 1 x 1 + · · · + c n x n for the objective function value in R n becomes the homogenized equation (−c 0 )x 0 + c 1 x 1 + · · · + c n x n = 0 when we pass to P n .
Proof. Since X is compact, for every cost vector c there exists an optimal solution x * . Our assumption that X is smooth ensures that x * is a regular point of X, and c lies in the span of the gradient vectors ∇ x h i x * for i = 1, . . . , p. In other words, the KTT conditions are necessary at the point x * :
The scalars λ * 1 , . . . , λ * p express c as a vector in the orthogonal complement of the tangent space of X at x * . In other words, the affine hyperplane {x ∈ R n : c, x = c * 0 } contains the tangent space of X at x * . This means that the pair
of the projective closure of X. By projection onto the second factor, we see that (−c * 0 : c 1 : · · · : c n ) lies in the dual variety X * . Our argument shows that the boundary of the dual body P ∆ is a subset of X * . Since that boundary is a semialgebraic set of dimension n − 1, we conclude that X * is a hypersurface. If we write its defining equation as Φ(−c 0 , c 1 , . . . , c n ) = 0, then the polynomial Φ satisfies (3.2), and the statement about the algebraic degree follows as well.
The KKT condition for the optimization problem (3.1) involves three sets of variables, two of which are dual variables, to be carefully distinguished:
1. Primal variables x 1 , . . . , x n to describe the set X of feasible solutions.
2. (Lagrange) dual variables λ 1 , . . . , λ p to parametrize the linear space of all hyperplanes that are tangent to X at a fixed point x * .
3. (Projective) dual variables c 0 , c 1 , . . . , c n for the space of all hyperplanes. These are coordinates for the dual variety X * and the dual body P ∆ .
We can compute the equation Φ that defines the dual hypersurface X * by eliminating the first two groups of variables x = (x 1 , . . . , x n ) and λ = (λ 1 , . . . , λ p ) from the following system of polynomial equations: over the "TV screen" curve X = V (h 1 ) are
We eliminate the three unknowns x 1 , x 2 , λ 1 from the system of four polynomial equations in (3.3) and (3.4). The result is the polynomial Φ(−c 0 , c 1 , c 2 ) of degree 12 which expresses the optimal value c * 0 as an algebraic function of c 1 and c 2 . We note that Φ (1, c 1 , c 2 ) is precisely the polynomial in (2.6).
It is natural to ask what happens with Theorem 3.2 when X fails to be smooth or compact, or if there are additional inequality constraints. Let us first consider the case when X is no longer smooth, but still compact. Now, X reg is a proper (open, dense) subset of X. The optimal value function c * 0 for the problem (3.1) is still perfectly well-defined on all of R n , and it is still an algebraic function of c 1 , . . . , c n . However, the polynomial Φ that represents c * 0 may now have more factors than just the equation of the dual variety X * . The first two linear factors correspond to the singular points of the bicuspid curve X , and the larger factor of degree six represents the dual curve X * .
This example shows that, when X has singularities, it does not suffice to just dualize the variety X but we must also dualize the singular locus of X. This process is recursive, and we must also consider the singular locus of the singular locus etc. We believe that, in order to characterize the value function Φ, it always suffices to dualize all irreducible varieties occurring in a Whitney stratification of X but this has not been worked out yet. In our view, this topic requires more research, both on the theoretical side and on the computational side. The following result is valid for any variety X in R n .
Corollary 3.5. If the dual variety of X is a hypersurface then its defining polynomial contributes a factor to the value function of the problem (3.1).
This result can be extended to an arbitrary optimization problem of the form (2.7). We obtain a similar characterization of the optimal value c * 0 as a semi-algebraic function of c 1 , c 2 , . . . , c n by eliminating all primal variables x 1 , . . . , x n and all dual (optimization) variables x, λ, µ from the KKT equations. Again, the optimal value function is represented by a unique square-free polynomial Φ(c 0 , c 1 , . . . , c n ), and each factor of this polynomial is the dual hypersurface Y * of some variety Y that is obtained from X by setting g i (x) = 0 for some of the inequality constraints, by recursively passing to singular loci. In Section 5 we shall explore this for semidefinite programming.
We close this section with a simple example involving A-discriminants. 
An Algebraic View of Convex Hulls
The problem of optimizing arbitrary linear functions over a given subset of R n , discussed in the previous section, leads naturally to the geometric question of how to represent the convex hull of that subset. In this section we explore this question from an algebraic perspective. To be precise, we shall study the algebraic boundary ∂ a P of the convex hull P = conv(X) of a compact real algebraic variety X in R n . Biduality of projective varieties (Theorem 2.6) will play an important role in understanding the structure of ∂ a P . The results to be presented are drawn from [24, 25] . In Section 6 we shall discuss the alternative representation of P as a spectrahedral shadow.
We begin with the seemingly easy example of a plane quartic curve. Example 4.1. We consider the following smooth compact plane curve
This curve is known as the Trott curve. It was first constructed by Michael Trott in [28] , and is illustrated above in Figure 5 . A classical result of algebraic geometry states that a general quartic curve in the complex projective plane P 2 has 28 bitangent lines, and the Trott curve X is an instance where all 28 lines are real and have a coordinatization in terms of radicals over Q. Four of the 28 bitangents form edges of conv(X). These special bitangents are 
Each reduces over R to four parallel lines, two of which contribute to the boundary. The point of this example is to stress the role of the (arithmetic of) bitangents in any exact description of the convex hull of a plane curve.
We now present a general formula for the algebraic boundary of the convex hull of a compact variety X in R n . The key observation is that the algebraic boundary of P = conv(X) will consist of different types of components, resulting from planes that are simultaneously tangent at k different points of X, for various values of the integer k. For the Trott curve X in Example 4.1, the relevant integers were k = 1 and k = 2, and we demonstrated that the algebraic boundary of its convex hull P is a reducible curve of degree 12:
In the following definitions we regard X as a complex projective variety in P n . Let X [k] be the variety in the dual projective space (P n ) * which is the closure of the set of all hyperplanes that are tangent to X at k regular points which span a (k − 1)-plane in P n . This definition makes sense for k = 1, 2, . . . , n. Note that X [1] coincides with the dual variety X * , and X [2] parametrizes all hyperplanes that are tangent to X at two distinct points. Typically, X [2] is an irreducible component of the singular locus of X * = X [1] . We have the following nested chain of projective varieties in the dual space:
We now dualize each of the varieties in this chain. The resulting varieties (X [k] ) * live in the primal projective space P n . For k = 1 we return to our original variety, i.e., we have (X [1] ) * = X by biduality (Theorem 2.6). In the following result we assume that X is smooth as a complex variety in P n , and we require one technical hypothesis concerning tangency of hyperplanes.
Theorem 4.2.
[25, Theorem 1.1] Let X be a smooth and compact real algebraic variety that affinely spans R n , and such that only finitely many hyperplanes are tangent to X at infinitely many points. The algebraic boundary ∂ a P of its convex hull, P = conv(X), can be computed by biduality as follows:
Since ∂ a P is pure of codimension one, in the union we only need indices k having property that (X [k] ) * is a hypersurface in P n . As argued in [25] , this leads to the following lower bound on the relevant values to be considered:
The formula (4.3) computes the algebraic boundary ∂ a P in the following sense. For each relevant k we check whether (X [k] ) * is a hypersurface, and, if yes, we determine its irreducible components (over the field K of interest). For each component we then check, usually by means of numerical computations, whether it meets the boundary ∂P in a regular point. The irreducible hypersurfaces which survive this test are precisely the components of ∂ a X. Example 4.3. When X is a plane curve in R 2 then (4.3) says that
Here X [2] is the set of points in (P 2 ) * that are dual to the bitangent lines of X, and (X [2] ) * is the union of those lines in P 2 . If we work over K = Q and the curve X is general enough then we expect equality to hold in (4.5). For special curves the inclusion can be strict. This happens for the Trott curve (4.1) since Y is a proper subset of (X [2] ) * . Namely, Y consists of two of the six Q-components of (X [2] ) * . However, a small perturbation of the coefficients in (4.1) leads to a curve X with equality in (4.5), as the relevant Galois group acts transitively on the 28 points in X [2] for general quartics X. Now, the algebraic boundary over Q is a reducible curve of degree 32 = 28 + 4.
If we are given the variety X in terms of equations or in parametric form, then we can compute equations for X [k] by an elimination process similar b of the dual variety X * . However, expressing the tangency condition at k different points requires a larger number of additional variables (which need to be eliminated afterwards) and thus the computations are quite involved. The subsequent step of dualizing X
[k] to get the right hand side of (4.3) is even more forbidding. The resulting hypersurfaces (X [k] ) * tend to have high degree and their defining polynomials are very large when n ≥ 3.
The article [24] offers a detailed study of the case when X is a space curve in R 3 . Here the lower bound (4.4) tells us that ∂ a X ⊆ (X [2] ) * ∪ (X [3] ) * . The surface (X [2] ) * is the edge surface of the curve X, and (X [3] ) * is the union of all tritangent planes of X. The following example illustrates these objects. Example 4.4. We consider the trigonometric curve X in R 3 which has the parametrization x = cos(θ), y = cos(2θ), z = sin(3θ). This is an algebraic curve of degree six. Its implicit representation equals X = V (h 1 , h 2 ) where
2 − y − 1 and h 2 = 4y 3 + 2z 2 − 3y − 1.
The edge surface (X [2] ) * has three irreducible components. Two of the components are the quadric V (h 1 ) and the cubic V (h 2 ). The third and most interesting component of (X [2] The boundary of P = conv(X) contains patches from all three surfaces V (h 1 ), V (h 2 ) and V (h 3 ). There are also two triangles, with vertices at ( √ 3/2, 1/2, ±1), ( √ 3/2, 1/2, ±1) and (0, −1, ±1). They span two of the tritangent planes of X, namely, z = 1 and z = −1. The union of all tritangent planes equals (X [3] ) * . Only one triangle is visible in Figure 6 . It is colored in yellow. The curved blue patch adjacent to one of the edges of the triangle is given by the cubic h 3 , while the other two edges of the triangle lie in the degree 16 surface V (h 3 ). The curve X has two singular points at (x, y, z) = (±1/2, −1/2, 0). Around these two singular points, the boundary is given by four alternating patches from the quadric V (h 1 ) highlighted in red and the degree 16 surface V (h 3 ) in green. We conclude that the edge surface (X [2] ) * = V (h 1 h 2 h 3 ) is reducible of degree 21 = 2 + 3 + 16, and the algebraic boundary ∂ a (P ) is a reducible surface of degree 23 = 2 + 21.
In our next example we examine the convex hull of space curves of degree four that are obtained as the intersection of two quadratic surfaces in R 3 .
Example 4.5. Let X = V (h 1 , h 2 ) be the intersection of two quadratic surfaces in 3-space. We assume that X has no singularities in P 3 . Then X is a curve of genus one. According to recent work of Scheiderer [27] , the convex body P = conv(X) can be represented exactly using Lasserre relaxations, a topic we shall return to when discussing spectrahedral shadows in Section 6. If we are willing to work over R then P is in fact a spectrahedron, as shown in [24 The dual variety X * is a surface of degree 8 in (P 3 ) * . The singular locus of X * contains the curve X [2] which is the union of four quadratic curves. The duals of these four plane curves are the singular quadratic surfaces defined by
The edge surface of X is the union of these four quadrics:
The algebraic boundary of P consists of the last two among these quadrics:
These two quadrics are convex. From this we derive a representation of P as a spectrahedron by applying Schur complements to the quadrics h 5 and h 6 :
Spectrahedra and Semidefinite Programming
Spectrahedra and semidefinite programming (SDP) have already surfaced a few times in our discussion. In this section we take a systematic look at these topics and their dualities. We write S n for the space of real symmetric n×n-matices and S n + for the cone of positive semidefinite matrices in S n ≃ R ( n+1 2 ) . This cone is self-dual with respect to the inner product U, V = trace(U ·V ).
A spectrahedron is the intersection of the cone S n + with an affine subspace
Here W is a linear subspace of dimension m in S n , and the spectrahedron is
We shall assume that C is positive definite or, equivalently, that 0 ∈ int(P ). The dual body to our spectrahedron is written in the coordinates on R m as
We can express P ∆ as a projection of the n+1 2 -dimensional spectrahedron -dimensional real vector space S n :
Remark 5.1. The convex body P ∆ dual to the spectrahedron P is affinely isomorphic to the closure of the image of the spectrahedron (5.2) under the linear map π W , i.e. P ∆ ≃ π W (Q). This result is due to Ramana and Goldman [23] . In summary, while the dual to a spectrahedron is generally not a spectrahedron, it is always a spectrahedral shadow. See also Theorem 6.1.
Example 5.2. The elliptope E n is the spectrahedron consisting of all correlation matrices of size n, see [15] . These are the positive semidefinite symmetric n×n-matrices whose diagonal entries are 1. We consider the case n = 3:
This spectrahedron of dimension m = 3 is shown on the left in Figure 8 . The algebraic boundary of E 3 is the cubic surface X defined by the vanishing of the 3 × 3-determinant in (5.3). That surface has four isolated singular points
The six edges of the tetrahedron conv(X sing ) are edges of the elliptope E 3 .
The dual body, shown on the right of Figure 8 , is the spectrahedral shadow
The algebraic boundary of E ∆ 3 can be computed by the following method. We form the ideal generated by the determinant in (5.4) and its derivatives with respect to u and v, and we eliminate u, v. This results in the polynomial
The first factor is the equation of the Steiner quartic surface X * which is dual to Cayley cubic surface X = ∂ a E 3 . The four linear factors represent the arrangement (X sing ) * of the four planes dual to the four singular points. Thus the algebraic boundary of the dual body E ∆ 3 is the reducible surface
We note that E ∆ 3 is not a spectrahedron as it fails to be a basic semi-algebraic set, i.e. no polynomial φ satisfies E ∆ 3 = {(a, b, c) ∈ R 3 : φ(a, b, c) ≥ 0}. This is seen from the fact that the Steiner surface intersects the interior of E ∆ 3 . Semidefinite programming (SDP) is the branch of convex optimization that is concerned with maximizing a linear function b over a spectrahedron:
Here P is as in (5.1). As the semidefiniteness of a matrix is equivalent to the simultaneous non-negativity of its principal minors, SDP is an instance of the polynomial optimization problem (2.7). Lagrange duality theory applies here by [4, §5] . We shall derive the optimization problem dual to (5.6) from
Since we assumed 0 ∈ int(P ), strong duality holds and we have p * = d * .
The fact that P ∆ is a spectrahedral shadow implies that the dual optimization problem is again a semidefinite optimization problem. In light of Remark 5.1, the condition 1 λ b ∈ P ∆ can be expressed as follows:
Since the optimal value of (5.7) is attained at the boundary of P ∆ , we can here replace the condition C, U ≤ 1 with C, U = 1. This is in fact what was done to obtain (5.4). If we now set Y = λU, then (5.7) translates into
We recall that W = Span(A 1 , A 2 , . . . , A m ) and we fix any matrix B ∈ S n with A i , B = b i for i = 1, . . . , m. Then (5.8) can be written as follows:
The following reformulation of (5.6) highlights the symmetry between the primal and dual formulations of our semidefinite programming problem:
Then the following variant of the Karush-Kuhn-Tucker Theorem holds:
If both the primal problem (5.10) and its dual (5.9) are strictly feasible, then the KKT conditions take the following form:
These conditions characterize all the pairs (X, Y ) of optimal solutions.
This theorem can be related to the general optimality conditions (2.8) by regarding the entries of Y ∈ S n as the (Lagrangian) dual variables to the positive semidefinite constraint
0. The three conditions are both necessary and sufficient since semidefinite programming is a convex problem and every local optimum is also a global optimal solution. In order to study algebraic and geometric properties of SDP, we will relax the conic inequalities X, Y ∈ S n + and focus only on the KKT equations
Given B, C and W, our problem is to solve the polynomial equations (5.11).
The theorem ensures that, among its solutions (X, Y ), there is precisely one pair of positive semidefinite matrices. That pair is the one desired in SDP.
Example 5.4. Consider the problem of minimizing a linear function Y → C, Y over the set of all correlation matrices Y , that is, over the elliptope E n of Example 5.2. Here m = n, B is the identity matrix, W is the space of all diagonal matrices, and W ⊥ consists of matrices with zero diagonal. The dual problem is to maximize the trace of C −X over all matrices X ∈ S n + such that C − X is diagonal. Equivalently, we seek to find the minimum trace t * of any positive semidefinite matrix that agrees with C in its off-diagonal entries.
For n = 4, the KKT equations (5.11) can be written in the form This is a system of 10 quadratic equations in 10 unknowns. For general values of the 6 parameters c ij , these equations have 14 solutions. Eight of these solutions have rank(X) = 3 and rank(Y ) = 1 and they are defined over Q(c ij ). The other six solutions form an irreducible variety over Q(c ij ) and they satisfy rank(X) = rank(Y ) = 2. This case distinction reflects the boundary structure of the dual body to the six-dimensional elliptope E 4 :
Indeed, the boundary of E 4 is the quartic hypersurface {rank(Y ) ≤ 3}, its singular locus is the degree 10 threefold {rank(Y ) ≤ 2}, and, finally, the singular locus of that threefold consists of eight matrices of rank one:
The last two strata are dual to the hypersurfaces in (5.13). The second component in (5.13) consists of eight hyperplanes, while the first component is irreducible of degree 18. The corresponding projective hypersurface is defined by an irreducible homogeneous polynomial of degree 18 in seven unknowns c 12 , c 13 , c 14 , c 23 , c 24 , c 34 , t * . That polynomial has degree 6 in the special unknown t * . Hence, the algebraic degree of our SDP is 6 when rank(Y ) = 2.
In algebraic geometry, it is natural to regard the matrix pairs (X, Y ) as points in the product of projective spaces P(S n ) × P(S n ) * . This has the advantage that solutions of (5.11) are invariant under scaling, i.e. whenever (X, Y ) is a solution, then so is (λX, µY ) for any nonzero λ, µ ∈ R. In that setting, there are no worries about complications due to solutions at infinity.
For the algebraic formulation we assume that, without loss of generality,
This means that A 1 , X = 1 plays the role of the homogenizing variable. Our SDP instance is specified by two linear subspaces of symmetric matrices:
Note that we have the following identifications:
With the linear spaces L ⊂ U, we write the homogeneous KKT equations as
Here is an abstract definition of semidefinite programming that might appeal to some of our readers: Given any flag of linear subspaces L ⊂ U ⊂ S n with dim(U/L) = 2, locate the unique semidefinite point in the variety (5.14). For instance, in Example 5.4 the space L consists of traceless diagonal matrices and U/L is spanned by the unit matrix B and one off-diagonal matrix C. We seek to solve the matrix equation X · Y = 0 where the diagonal entries of X are constant and the off-diagonal entries of Y are proportional to C.
The formulation (5.14) suggests that we study the variety {XY = 0} for pairs of symmetric matrices X and Y . In [22, Eqn. (3.9) ] it was shown that this variety has the following decomposition into irreducible components:
Here {XY = 0} r denotes the subvariety consisting of pairs (X, Y ) where rank(X) ≤ r and rank(Y ) ≤ n − r. This is irreducible because, by Example 2.8, it is the conormal variety of the variety of symmetric matrices of rank ≤ r. The KKT equations describe sections of these conormal varieties:
All solutions of a semidefinite optimization problem (and thus also the boundary of a spectrahedron and its dual) can be characterized by rank conditions. The main result in [22] describes the case when the section in ( Corollary 5.6. Consider the variety of symmetric n×n-matrices of rank ≤ r that lie in the generic m-dimensional linear subspace P(U) of P(S n ). Its dual variety is a hypersurface if and only if Pataki's inequalities (5.16) hold, and the degree of that hypersurface is δ(m, n, r), the algebraic degree of SDP.
Proof. The genericity of U ensures that {XY = 0} r ∩ ( P(U) × P(U) * ) is the conormal variety of the given variety. We obtain its dual by projection onto the second factor P(U) * = P(S n /U ⊥ ). The degree of the dual hypersurface is found by intersecting with a generic line. The line we take is P(L ⊥ /U ⊥ ). That intersection corresponds to the second factor P(L ⊥ ) in (5.15).
We note that the symmetry in the equations (5.14) implies the duality δ m, n, r = δ n + 1 2 − m, n, n − r , first shown in [22, Proposition 9] . See also [22, Table 2 ]. Bothmer and Ranestad [8] derived an explicit combinatorial formula for the algebraic degree of SDP. Their result implies that δ(m, n, r) is a polynomial of degree m in n when n − r is fixed. For example, in addition to [22, Theorem 11] , we have δ(6, n, n − 2) = 1 72
The algebraic degree of SDP represents a universal upper bound on the intrinsic algebraic complexity of optimizing a linear function over any mdimensional spectrahedron of n×n-matrices. The algebraic degree can be much smaller for families of instances involving special matrices A i , B or C.
Example 5.7. Fix n = 4 and m = 6 = dim(E 4 ). Pataki's inequalities (5.16) state that the rank of the optimal matrix is r = 1 or r = 2, and this was indeed observed in Example 5.4. For r = 2 we had found the algebraic degree six when solving (5.12). However, here B is the identity matrix and A 1 , A 2 , A 3 , A 4 are diagonal. When these are replaced by generic symmetric matrices, then the algebraic degree jumps from six to δ(6, 4, 2) = 30.
We now state a result that elucidates the decompositions in (5.5) and (5.13).
Theorem 5.8. If the matrices A 1 , . . . , A m and C in the definition (5.1) of the spectrahedron P are sufficiently generic, then the algebraic boundary of the dual body P ∆ is the following union of dual hypersurfaces:
is a semi-algebraic subset of codimension 1 in P ∆ . We consider a general point in that set. The corresponding hyperplane H in the primal R m supports the spectrahedron P at a unique point Z. Then r = rank(Z) satisfies Pataki's inequalities, by Theorem 5.5. Moreover, the genericity in our choices of A 1 , . . . , A m , C, H ensure that Z is a regular point in {X ∈ L | rank(X) ≤ r}.
Bertini's Theorem ensures that this determinantal variety is irreducible and that its singular locus consists only of matrices of rank < r. This implies that {X ∈ L | rank(X) ≤ r} is the Zariski closure of {X ∈ P | rank(X) = r}, and hence also of a neighborhood of Z in that rank stratum. Likewise, Y is the Zariski closure in (P m ) * of Y ∩ ∂P
∆ . An open dense subset of points in Y ∩ ∂P ∆ corresponds to hyperplanes that support P at a rank r matrix. We conclude Y * = {X ∈ L | rank(X) ≤ r}. Biduality completes the proof.
Theorem 5.8 is similar to Theorem 4.2 in that it characterizes the algebraic boundary in terms of dual hypersurfaces. Just like in Section 4, we can apply this result to compute ∂ a P ∆ . For each rank r in the Pataki range (5.16), we need to check whether the corresponding dual hypersurface meets the boundary of P ∆ . The indices r which survive this test determine ∂ a P ∆ . When the data that specify the spectrahedron P are not generic but special then the computation of ∂ a P ∆ is more subtle and we know of no formula as simple as (5.17). This issue certainly deserves further research.
We close this section with an interesting 3-dimensional example.
Example 5.9. The cyclohexatope is a spectrahedron with m = 3 and n = 5 that arises in the study of chemical conformations [10] . Consider the following Schönberg matrix for the pairwise distances D ij among six carbon atoms: The cyclohexatope Cyc 6 is the spectrahedron in R 3 defined by C 6 (x, y, z) 0. Its algebraic boundary decomposes as ∂ a Cyc 6 = V (f ) ∪ V (g), where f = 27xyz − 75x − 75y − 75z − 250 and g = 3xy + 3xz + 3yz − 22x − 22y − 22z + 121.
The conformation space of cyclohexane is the real algebraic variety
The first component is the closed curve of all chair conformations. The second component is the boat conformation point (x, y, z) = . These are well-known to chemists [10] . Remarkably, the cyclohexatope coincides with the convex hull of these two components. This spectrahedron is another example of a convex hull of a space curve, now with an isolated point. Semidefinite programming over the cyclohexatope means computing the conformation which minimizes a linear function in the squared distances D ij .
Spectrahedral Shadows
A spectrahedral shadow is the image of a spectrahedron under a linear map. The class of spectrahedral shadows is much larger than the class of spectrahedra. In fact, it has even been conjectured that every convex basic semialgebraic set in R n is a spectrahedral shadow [13] . Our point of departure is the result, known to optimization experts, that the convex body dual to a spectrahedral shadow is again a spectrahedral shadow [11, Proposition 3.3] .
Theorem 6.1. The class of spectrahedral shadows is closed under duality.
Construction. A spectrahedral shadow can be written in the form
An expression for the dual body P ∆ is obtained by the following variant of the construction in Remark 5.1. We consider the same linear map as before:
We apply this linear map π to the spectrahedron
The closure of the spectrahedral shadow π(Q) equals the dual convex body P ∆ . This closure is itself a spectrahedral shadow, by [11, Corollary 3.4] .
We now consider the following problem: Given a real variety X ⊂ R n , find a representation of its convex hull conv(X) as a spectrahedral shadow. A systematic approach to computing such representations was introduced by Lasserre [16] , and further developed by Gouveia et al. [12] . It is based on the relaxation of non-negative polynomial functions on X as sums of squares in the coordinate ring R[X]. This approach is known as moment relaxation, in light of the duality between positive polynomials and moments of measures.
We shall begin by exploring these ideas for homogeneous polynomials of even degree 2d that are non-negative on R n . These form a cone in a real vector space of dimension N = d+n−1 d
. Inside that cone lies the smaller SOS cone of polynomials p that are sums of squares of polynomials of degree d:
By Hilbert's Theorem [20] , this inclusion of convex cones is strict unless (n, 2d) equals (1, 2d) or (n, 2) or (3, 4) . The SOS cone is easily seen to be a spectrahedral shadow. Indeed, consider an unknown symmetric matrix Q ∈ S N and write p = v T Qv where v is the vector of all N monomials of degree d. The matrix Q is positive semidefinite if it has a Cholesky factorization Q = C T C. The resulting identity p = (Cv) T (Cv) can be rewritten as (6.1). Hence the SOS cone is the image of S N + under the linear map Q → v T Qv. Recent work of Nie [21] studies the boundaries of our two cones via computations with the discriminants we encountered at the end of Section 2.4. Proposition 6.2 (Theorem 4.1 in [21] ). The algebraic boundary of the cone of homogeneous polynomials p of degree 2d that are non-negative on R n is given by the discriminant of a polynomial p with unknown coefficients. This discriminant is the irreducible hypersurface dual to the Veronese embedding
The degree of this discriminant is n(2d − 1) n−1 . The spectrahedral shadow C is the set of points where the ternary quartic f a,b is SOS. The ranks of the corresponding SOS matrices Q are indicated.
Proof. The discriminant of p vanishes if and only if there exists x ∈ P n−1 with p(x) = 0 and ∇p x = 0. If p is in the boundary of the cone of positive polynomials then such a real point x exists. For the degree formula see [7] .
Results similar to Proposition 6.2 hold when we restrict to polynomials p that lie in linear subspaces. This is why the A-discriminants ∆ A from Section 2.4 are relevant. We show this for a 2-dimensional family of polynomials. Example 6.3. Consider the two-dimensional family of ternary quartics
Here a and b are parameters. Such a polynomial is non-negative on R 3 if and only if it is a sum of squares, by Hilbert's Theorem. This condition defines a closed convex region C in the (a, b)-plane R 2 . It is non-empty because (0, 0) ∈ C. Its boundary ∂ a (C) is derived from the A-discriminant ∆ A , where This A-discriminant is an irreducible homogeneous polynomial of degree 24 in the seven coefficients. What we are interested in here is the specialized discriminant which is obtained from ∆ A by substituting the vector of coefficients (1, 1, a, a, b, b, a+b) corresponding to our polynomial f a,b . The specialized discriminant is an inhomogeneous polynomial of degree 24 in the two unknowns a and b, and it is no longer irreducible. A computation reveals that it is the product of four irreducible factors whose degrees are 1, 5, 5 and 13.
The linear factor equals a + b. The two factors of degree 5 are
Finally, the factor of degree 13 in the specialized discriminant equals The relevant pieces of these four curves in the (a, b)-plane are depicted in Figure 9 . The line a + b = 0 is seen in the lower left, the degree 13 curve is the swallowtail in the upper right, and the two quintic curves form the upper-left and lower-right boundary of the enclosed convex region C.
For each (a, b) ∈ C, the ternary quartic f a,b has an SOS representation f a,b (x, y, z) = (x 2 , xy, y 2 , xz, yz, z 2 ) · Q · (x 2 , xy, y 2 , xz, yz, z 2 ) T ,
where Q is a positive semidefinite 6×6-matrix. This identity gives 15 independent linear constraints which, together with Q 0, define an 8-dimensional spectrahedron in the (21 + 2)-dimensional space of parameters (Q, a, b). The projection of this spectrahedron onto the (a, b)-plane is our convex region C. This proves that C is a spectrahedral shadow. If (a, b) lies in the interior of C then the fiber of the projection is a 6-dimensional spectrahedron. If (a, b) lies in the boundary ∂C then the fiber consists of a single point. The ranks of these unique matrices are indicated in Figure 9 . Notice that ∂C has three singular points, at which the rank drops from 5 to 4 and 3 respectively.
We now shift towards a functional analytic point of view. The degree d is no longer fixed, and we consider all polynomials, not just homogeneous ones. Polynomials that are non-negative on R n form a convex cone C in the infinite-dimensional real vector space R[x 1 , . . . , x n ]. Its dual cone C * is the set of all linear functionals R[x 1 , . . . , x n ] → R that are non-negative on C. We consider functionals that evaluate to 1 on the constant polynomial 1. These are represented by the moments of probability measures µ on R n :
Points in C * are moment sequences (y α ) ∈ R N n of Borel measures µ on R n . This setup allows for an elegant and fruitful interpretation of Lagrange duality for polynomial optimization problems (2.7). To keep the exposition and notation simple, we restrict ourselves to the unconstrained problem The two dual problems (6.2) and (6.3) are as difficult to solve as our original optimization problem. There is a natural relaxation which is easier, and we can express this either on the primal side or on the dual side. In (6.2) we replace the constraint that f (x) − t be non-negative on R n with the easier constraint that f (x) − t be a sum of squares. We relax the dual (6.3) by enlarging the convex set Y to the infinite-dimensional spectrahedron consisting of all positive semidefinite moment matrices M(y) = y α+β α,β∈N n 0.
These two relaxations are again related by Lagrange duality, but now they represent a dual pair of semidefinite programs. Of course, when we solve such an SDP in practise, we always restrict to a finite submatrix of M(y), usually that indexed by all monomials x α , x β of some bounded degree ≤ d. The question of when such a relaxtion is exact and, if not, how large the gap can be, is an active area of research in convex algebraic geometry [12, 17, 27] .
We now turn our attention to a variant of the above procedure which approximates the convex hull of a variety by a nested family of spectrahedral shadows. Let I be an ideal in R[x 1 , . . . , x n ] and V R (I) its variety in R n . Consider the set of affine-linear polynomials that are non-negative on V R (I): NN(I) = { f ∈ R[x 1 , . . . , x n ] ≤1 | f (x) ≥ 0 for all x ∈ V R (I)}.
In light of the biduality theorem for convex sets (cf. Section 2.2), we can characterize the (closure of) the convex hull of our variety as follows: conv(V R (I)) = {x ∈ R n | f (x) ≥ 0 for all f ∈ NN(I)}.
The geometry behind this formula is shown in Figure 10 . Following Gouveia et al. [12] , we now replace the hard constraint that f (x) be non-negative on V R (I) with the (hopefully easier) constraint that f (x) be a sum of squares in the coordinate ring R[x 1 , . . . , x n ]/I. Introducing We now dualize the situation by considering the subsets of R n where the various f are non-negative. The d-th theta body of the ideal I is the set TH d (I) = x ∈ R n | f (x) ≥ 0 for all f ∈ SOS d (I) .
The following reverse chain of inclusions holds among subsets in R n :
TH 1 (I) ⊇ TH 2 (I) ⊇ TH 3 (I) ⊇ · · · ⊇ conv(V R (I)). (6.5) This chain of outer approximations can fail to converge in general, but there are various convergence results when the geometry is nice. For instance, if the real variety V R (I) is compact then Schmüdgen's Positivstellensatz [27, §3] ensures asymptotic convergence. When V R (I) is a finite set, so that conv(V R (I)) is a polytope, then we have finite convergence, that is, ∃ d : TH d (I) = conv(V R (I)). This was shown in [14] . For more information on theta bodies see [12] . The main point we wish to record here is the following: We consider the ideal generated by this 4×4-determinant and its derivatives with respect to u 1 , u 2 , u 3 , u 4 , we saturate by the ideal of 3×3-minors, and then we eliminate u 1 , u 2 , u 3 , u 4 . The result is the principal ideal h 4 h 5 h 6 , with h i as in Example 4.5. This computation reveals that the algebraic boundary of conv(X) consists of quadrics, and we can conclude that TH 1 (I) = conv(X). Pictures of our convex body and its dual are shown in Figure 11 . Diagrams such as these can be drawn fairly easily for any spectrahedral shadow in R 3 . To be precise, the matrix representation of TH 1 (I) and SOS 1 (I) ∆ given above can be used to rapidly sample the boundaries of these convex bodies, by maximizing many linear functions via semidefinite programming.
