A convection-diffusion equation is discretized by a finite volume method in two space dimensions. The grid is partitioned into blocks with jumps in the grid size at the block interfaces. Interpolation in the cells adjacent to the interfaces is necessary to be able to apply the difference stencils. Second order accuracy is achieved and the stability of the discretizations is investigated. The interface treatment is tested in the solution of the compressible Navier-Stokes equations. The conclusions from the scalar equation are valid also for these equations.
Introduction
When a partial differential equation (PDE) is solved by a numerical method, refinements of the grid are required in parts of the computational domain for accuracy and efficiency. In this way the discretization errors are controlled and there is no need for an expensive refinement of the whole domain. In adaptive methods, the discretization and solution errors are estimated and the grid is refined or coarsened based on these estimates. Examples of adaptivity for structured grids are found in [3] , [8] , [12] . The grids are refined in blocks with a homogeneous grid size inside a block and with jumps at the block interfaces. There are missing values at the block boundaries for the approximation of the derivatives. These values have to be computed by interpolation. The interpolation is crucial for the accuracy of the solution and the stability of the iterations to reach steady state or the time integration, in particular for hyperbolic PDEs. Without proper treatment of the interface, the errors generated there may destroy the accuracy more than the refinement improves it.
The PDE is discretized by a second order accurate finite volume method on a structured grid in this paper. At the interface between two blocks with different grid size, the necessary interpolation is such that second order accuracy is maintained and the requirements for stability are investigated theoretically and experimentally. The difference in grid size of the cells at an interface is at most two. The equation in the analysis is the scalar convection-diffusion equation with little diffusion and the grid is Cartesian. The interpolation is of third order for second order accuracy in the first derivatives and of fourth order for the second derivatives. Standard finite volume methods are of second order on Cartesian grids and this is the rationale for the choice of interpolation accuracy. Centered difference and upwind approximation of the first derivative are discussed. An advantage with grid refinements in blocks is that the same interpolation formulas can be applied to all cells along the interface. If we allow refinement of separate cells, then it would be very complicated to obtain second order accuracy for second derivatives and many special cases would occur. Different interpolation schemes are derived and the conclusions from the convection-diffusion equation agree very well with experiments with the compressible Navier-Stokes equations discretized by the Jameson scheme [13] .
Structured grids with patches of refinement have been used for time dependent and time independent problems in applications such as fluid flow [3] , [8] , [10] , [12] , electromagnetics [11] , [14] , [17] , [21] , and plasma physics [6] , [18] . The missing values of the solution at the interfaces are determined by interpolation. The stability at the interface is analyzed in time and one space dimension in [2] and the importance of conservation in certain cases is pointed out in [16] . Reflection of waves in the interface is a problem for hyberbolic equations without dissipation e.g. Maxwell's equations. One dimensional problems are treated in [5] and interfaces in two dimensions in [4] .
The paper is organized as follows. First, the finite volume discretization is defined. Then the different interpolation operators for computing the fine grid solution from the coarse grid data are described at an interface with a jump in the grid size. For some combinations of discretization and interpolation, the stability can be analyzed but in other cases the conclusions are drawn from numerical calculations. Finally, the Navier-Stokes equations are solved over a flat plate on a grid with blocks with different grid sizes. The unstable cases are the same in the nonlinear system of equations as in the study of the scalar convection-diffusion equation.
Finite volume discretization
We wish to solve a PDE written in conservative form
The space derivatives are approximated by a finite volume method on a structured grid but the same technique is applicable to unstructured grids composed of triangles. Let f = cos(θ)w − µw x and g = sin(θ)w − µw y in (1) and let a partial derivative with respect to x, y, or t be denoted by a subscript. Then a scalar model problem is
The direction of the convection in (2) is given by θ ∈ [0, π) and the viscosity by µ ≥ 0. It is sufficient to consider θ ∈ [0, π) because of the symmetry of the problem. If θ ∈ [0, π/2) then the boundary condition is w(x min , y) = w 0 (y) and if θ ∈ (π/2, π] then w(x max , y) = w 0 (y). Integrate (1) over grid cell ω jk of area |ω jk | and use Gauss' theorem. Then we obtain the equation for the cell average w jk
where ∂ω jk is the cell boundary and (n x , n y ) is its normal. We need approximations of f and g on ∂ω jk using the averages w lm from adjacent cells. Consider our scalar model problem (2) . We use two different approximations of w at the cell faces. On the face (j + 1/2, k) in Fig. 1 between the cells (j, k) and (j + 1, k), either w is approximated by
yielding a centered difference approximation of w x , or
(depending on θ) giving an upwind approximation. The y-direction is treated similarly. The discretizations of the convective terms are second order accurate on Cartesian grids with constant step sizes h x and h y in the x-and y-directions with (4) and (5) . The stencils for the convective term w x on such grids are Methods for systems of conservation laws governing fluid flow are found in [20] . The scheme in [13] corresponds to a centered difference method for (2) . Artificial dissipation η of fourth order is added in the j and k directions for stability in subsonic flow in [13] . With the shift operator E, defined by Ew jk = w j+1,k , η jk in the j direction in cell (j, k) is
where σ > 0 is a parameter. The artificial dissipation in the k direction is defined analogously. For calculation of the gradient ∇w, a dual grid is generated by combining the centers of the cells in the primal, original grid, see Fig. 1 . Then the cell average ∇w J is computed in a dual cell ω J with the following variant of Gauss' theorem
At the dual face (j + 1, k + 1/2) between dual cells (j + 1/2, k + 1/2) and (j + 3/2, k + 1/2), see Fig. 1 
Only variables of w lk with l ≤ j are involved in this approximation as in (5 
for the cell in the center of S v c and the middle cell to the right in S v u . The computational grid is partitioned into blocks. The space discretization in cells at a block boundary is simplified if each block has two rows of ghost cells overlapping the adjacent block. A discontinuous change of the step size by at most a factor two is permitted at a block boundary. In Fig. 1 .b, a block interface is depicted with the ghost cells of the fine block. The ghost cells of the coarse block consist of four fine grid cells.
Accuracy and interpolation
The variables in the ghost cells are either copied, averaged, or interpolated from the neighboring block. The value in a coarse ghost cell overlapping four fine grid cells is computed by area weighted averaging. This is an exact calculation on a Cartesian grid. If the cells are of the same size at a block boundary, then the variables in the ghost cells are copied from the adjacent block. The variables in the ghost cells in the fine grid have to be interpolated from available coarse grid values and possibly the coarse ghost cells. In this section we construct high order interpolation operators from coarse to fine blocks.
For second order accuracy on a Cartesian grid, f and g in (3) have to be computed with third order accuracy on a cell face at a block boundary [12] . To determine a third order accurate ∇w using (8) at a block boundary, w in a ghost cell must be interpolated with fourth order accuracy. If f and g only depend on w, then third order interpolation is sufficient.
We thus want to construct interpolation operators of high order. A Taylor expansion of w of order three contains ten terms in 2D. We choose ten coarse cells for a fourth order accurate interpolation, integrate the terms in the Taylor expansion of w over each cell and match these expansions with the expansion for one of the cells A, B, C, or D. We obtain a 10 × 10 linear system for the interpolation coefficients. If the matrix is non-singular, we can derive an interpolation formula for the average in the fine ghost cells. Assume that the interpolation for cell A is
where w 0 = i a i0 w ij . Mirroring in the x-axis gives a corresponding formula for cell C
The sets of interpolation cells for A and C are identical only if they are symmetric with respect to k. Consider a solution which is constant in the direction normal to the interface. Then w ij = w 1j for all i, j and
where a .,k = i a ik . Thus the coefficients a .,k define a fourth order interpolation formula in 1D. We may use it in the general case for interpolation into the double cell AB
This increases the number of involved coarse cells if a 1k = 0 but a ·,k = 0 for some k. Since 2w AB = w A + w B , the interpolation
is of fourth order. Correspondingly,
The use of full interpolation formulas for the four cells A − D requires 4 × 19 = 76 floating point operations (flops). By the above we make use of some redundancy and reduce the work by about 40%. Consider a symmetric operator where a ik = −a i,−k . Every interpolation formula satisfies the condition i k a ik = 1, and hence a ·,0 = 1 in the symmetric case since k =0 a i,k = 0. Let
Then with w 1 = 2w 1j − w 0 by (11), (12) , (15) , and (16)
A non-symmetric operator can be symmetrized in the following way. Derive the interpolation formulas (11) and (12) for the fine ghost cells A and C as described above. Suppose that they are based on different sets of coarse interpolation cells. Derive a new operator for C analogous to (15) for B, using 1D-interpolations in the normal direction for the double cell AC. Let
where (14)). The interpolations (12) and (17) for C use different sets of coarse grid points. The average is
which is a symmetric operator.
Since a reasonable operator is concentrated around the cells A − D, the expansion to a symmetric operator usually means adding just a couple of cells. The operator we have used for most computations involves 12 coarse cells, and the values at the fine ghost cells A − D are calculated in just 27 flops.
A list of interpolation operators for cell A is given in Table 1 . Interpolations of order three and four are denoted by L i and H i , respectively. The interpolation weights are multiplied by a factor 64 in the table. The indices (i 1 
The results along a normal across the interface are displayed in Fig. 3 for n = 6, 12, 24. The larger errors at the block interface in the figures to the left are obtained with third order interpolation L 1 in Table 1 , and the small errors to the right are computed with fourth order interpolation H 7 . Increasing error constants when the grid is refined are observed for third order interpolation when the dissipative terms dominate, indicating that the difference approximation is only first order accurate at the interface, see Fig. 3 .a. With fourth order interpolation in Fig. 3 .c the approximation is of second order everywhere. When the convection terms dominate in Figs. 3.b and 3 .d third order interpolation may suffice. In Fig. 3 .d we see a discretization which is close to third order accurate. The advantage of higher order interpolations is obvious in particular for larger diffusion constants µ. 
Stability
The stability of the space discretization and the interpolation at a block interface is investigated for the scalar model problem in this section. The equation (2) is discretized in space on a Cartesian grid, see Fig. 1 . Then it can be written as
where N is the total number of cells and b is determined by the boundary conditions. The unknown variables in W are ordered with increasing index in j from the left to the right in each row and from the bottom to the top row with increasing k (see Fig. 1 ). The right block has the same ordering. At the outflow boundary at x = x min or x = x max , we use an upwind approximation of w x and w xx . The time integration in (19) is stable in a certain sense if R(θ, µ) is diagonalizable and the eigenvalues λ j of R satisfy λ j > 0. This statement is related to the Godunov-Ryabenkii condition for initial-boundary value problems [9] . We partition R into blocks R ll and R rr corresponding to the n l and n r cells and unknowns in the left and right blocks, respectively, so that
The interpolation of fine grid data to the coarse grid equations is found in submatrix R lr and in R rl the coarse grid data are transfered to the fine grid. The matrices R lr and R rl are both non-zero for the centered approximations S We will now analyze a case when R lr = 0. Consider the case y min = 0, θ ∈ [0, π/2), and the discretization: In the y direction, w y is approximated by the centered difference S c c and w yy by the stencil (1, −2, 1) . This is the discretization for the convection terms utilized in the inviscid calculations in [12] .
The solution is Fourier expanded in the y direction. Let the coarse grid have n x cells in the x direction and n y in the y direction. Then we obtain for each row k (21) for n y discrete values ω l = 2π(l − 1)/((n y + 1/2)h), l = 1, . . . n y . The space discretization for the cells in one row of the left grid can be written as
where
C, V ∈ R n x ×n x , and f k contains the boundary terms.
Let λ j (S), j = 1 : n x , be the eigenvalues of S in
The discrete ω-values are such that cos(ωh/2) = 0. Then it follows from (22) that the eigenvalues of R ll are
The discretization in the right block is the same as in the left block. With the interpolations L 2 , H 1 , H 2 , or H 3 in Table 1 only variables from the coarse block are used to update the fine ghost cells. Therefore, R rr has the same structure as R ll and its eigenvalues are as in (25) with h replaced by h/2.
If the wind blows in the opposite direction, θ > π/2, then the structure of R is
The eigenvalues of R are still the eigenvalues of R ll and R rr . Values to the right of the boundary cell now form the upwind stencils S (21) we arrive at cos(θ)(2h)
Here, C * and V * are permutations of −C and V
where δ jk is the Kronecker tensor. The eigenvalues of C *
and as in (25)
Let φ = π − θ for θ ∈ (π/2, π] in (30). Then by (28), (25), and (24) we infer that
and the spectra of S * (θ) and S(φ) are the same. In the intermediate case when θ = π/2, the factor in front of C and C * in (24) and (30) vanishes.
For stability we require λ(R) > 0 for R in (19) . It follows from (20) and (26) that the eigenvalues of R are the eigenvalues of R ll and R rr . Their eigenvalues are given by (25) and (30). The conclusion is that the discretization is stable if λ j (S) > 0 for all j and θ ∈ [0, π/2). In order to study the stability of C and V in (23) ( and S when µ = 0 and θ = π/2 ) we derive a lemma for the eigenvalues of a general matrix A of the form
With the lemma we can bound the real part of the eigenvalues of C and V in a theorem. The proofs are inspired by similar results in [15] . 
. . m, and ρ = α/γ. The eigenvalues of A in (31) satisfy
Proof Let D be a diagonal matrix with the elements
has the same eigenvalues λ j as A in (31). The ansatz for an eigenvector z of B is
For j < n, the difference equation for z j is
Thus, ξ 1 and ξ 2 are the roots of
and
At j = 0
and, since ξ 2 = 1/ξ 1 , we have at
Then we conclude from (35), (36), and (37) that ξ 1 satisfies AD and A. Using the lemma we can prove the following theorem:
The eigenvalues of C and V in (23) satisfy (ξ + i) Let ξ = r exp(iφ) and take the modulus of the left and the right hand sides of (39) to obtain
On the real axis except for ξ ± 1, the left hand side lhs in (40) 
The root ξ = 1 is not a root of (41) corresponding to an eigenvalue of B for the same reason as above. The other roots have the form ξ j = exp(iφ j ), φ j = 0. Thus, the eigenvalues of V are
and the theorem is proved. It is in principle possible to estimate the eigenvalues of S via lemma 4.1 when µ > 0 and θ = π/2, but it would be rather tricky. Instead they are evaluated numerically. In Fig. 5 .a the smallest and largest real part of the eigenvalues of 0.5C − νV when n x = 50 are plotted for different ν-values. All eigenvalues have a positive real part. Multiplied by a scaling parameter, they are the same as those of S for some ν.
The system matrix U for the upwind scheme with the stencil S c u+ in (6) has the non-zero elements
It is defective and has one eigenvalue λ j (U ) = 3/2. If viscosity is added then U − νV has a complete eigenvector system. The real part of the eigenvalues of U − νV is also positive in Fig. 5 .b. 
Consider now centered differencies S
c c for the convection in space also at the interface, and construct the corresponding matrix R. We use the symmetric interpolation operator H * 7 at the block interface. In this case both R lr and R rl are non-zero and an analysis is complicated. The eigenvalues are also here computed numerically on a domain partitioned into a left block with 8 × 8 cells and a right block with 16 × 16 cells. The largest real part of the eigenvalues of −R is computed and plotted in Fig. 6 , so that the Figures indicate stability when − λ j (R) < 0. The result is highly dependent on the direction of convection θ. In Fig. 6 .a, a diffusion term introduces the necessary damping with µ = 0 and in Fig. 6 .b we use artificial dissipation η ij in (7). There is always an eigenvalue λ = 0 with eigenvector w = x for θ = π/2. The results for θ = π/2 move downwards if we increase the dissipation, and upwards if we decrease it. No interpolation operator in Table 1 is stable without dissipation σ or diffusion µ. The conclusion is that with the upwind discretization at least at the block interface the discretization is stable if the interpolation in the ghost cells also is one-sided there. Either diffusion in the equation or added artificial dissipation is necessary for the centered scheme. The amount of dissipation needed for different interpolation operators is compared for Navier-Stokes' equations in Section 5.
Navier-Stokes' equation
We found in Sect. 4 that the interpolation operators in Sect. 3 had different stability properties when they were used together with the centered difference approximation S c c in (6) for the convection-diffusion equation (2) . The same interpolation schemes are here implemented in a code for computing the steady state solution of the compressible Navier-Stokes equations in two dimensions.
Let ρ be the density, u and v the velocity components, E the total energy, and p the pressure. Then the flux functions f and g in (1) for Navier-Stokes' equation corresponding to w = (ρ, ρu, ρv, ρE)
where S is the strain rate tensor defined by
The relation between E, p, the gas constant γ and the other variables is
A grid is generated and partitioned into blocks. When the grid size is reduced in a block then it is halved in both directions. The grid is intentionally slightly skewed to avoid a Cartesian grid, see Fig. 7 . The intention here is not to compute an accurate solution but to evaluate the stability of the interpolation operators.
The convective terms are discretized by the Jameson scheme [13] and the viscous terms by the centered approximation in Sect. 2. A three-stage RungeKutta scheme with three levels of multigrid iteration is used to compute the steady state solution as in [7] . In the computations, the Mach number is 0.5 and the Reynolds number Re = µ The stability performance of the interpolation operators in Table 1 is tested on this grid. The solution is computed with fixed artificial dissipation with σ = 0.02 in (7) . Table 2 contains the number of iterations needed to reduce the norm of the residual by five decades. The symbol 'x' means that the solution diverges or that it fails to converge within 1000 iterations. The symbol '-' in columns for symmetrized operators is used to avoid repetition since some operators have identical symmetric versions. The eigenvalues of −R are computed as in Fig. 6 for the model equation (2) with µ = 0. Then artificial dissipation η is added so that − λ j (R) < 0 for all θ. The minimum coefficient σ for stability is shown in Table 2 . It follows from the Table that the iterations do not converge when large dissipation σ > 0.02 is needed for stability in the eigenvalue analysis of the model equation. Considering the efficiency and simplicity of the symmetric operators and the stability analysis, we recommend the symmetric version of operator H 7 when fourth order interpolation is required.
Conclusion
The computational grid is partitioned into a number of blocks. The grid size may jump at grid interfaces by a factor two. For second order accuracy in the discretization of second derivatives, fourth order accurate interpolation is required at the interfaces. Upwind approximations are stable at the interface but centered difference discretizations need extra artificial dissipation or diffusion in the equation to be stable.
