Abstract This work presents a modeling and analysis framework for graph sequences which addresses the challenge of detecting and contextualizing anomalies in streaming graph data. Our goal is to detect changes at multiple levels of granularity, thereby identifying specific nodes and subgraphs causing a graph to appear anomalously. In particular, the framework detects changes in community membership, density, and node degree in a sequence of graphs where these are relatively stable. In route to this end, we introduce a new graph model, a generalization of the BTER model of Seshadhri et al., by adding flexibility to community structure, and use this model to perform multi-scale graph anomaly detection. This technique provides insight into a graph's structure and internal context that may shed light on a detected event. Additionally, this multi-scale analysis facilitates intuitive visualizations by allowing users to narrow focus from an anomalous graph to particular subgraphs or nodes causing the anomaly. For evaluation, two hierarchical anomaly detectors are tested against a baseline Gaussian method on a series of sampled graphs. We demonstrate that our graph statistics-based approach outperforms both a distributionbased detector and the baseline in a labeled setting with community structure, and it accurately detects anomalies in synthetic and real-world datasets at the node, subgraph, and graph levels. To illustrate the accessibility of information made possible via this technique, the anomaly detector and an associated interactive visualization tool are tested on NCAA football data, where teams and conferences that moved within the league are identified with perfect recall, and precision [0.786.
Introduction
Social networks play an increasingly important role in today's society, yet extracting domain insights from their analysis and visualization remains challenging-in large part due to their transient nature and the inherent complexity of many graph algorithms. Many social graphs naturally have (1) labeled nodes representing individuals or entities, and (2) an edge set that changes over time, creating a sequence or time series of individual snapshots of the network. A key task in understanding this data is the ability to identify patterns and aberrations across snapshots-specifically in a way that can pinpoint areas of interest and provide context for results. The importance of context in anomaly detection is easily exemplified in a cyber-security setting, where observing an unanticipated connection (edge) between an internal IP and an external host might warrant alarm. However, providing the context that many similar IPs (i.e. nodes in a common community) regularly contact that host could save an unnecessary investigation. Although this time-varying labeled scenario is natural in many domains, most existing techniques for anomaly detection are either limited to static graphs or unable to ''zoom in'' on the reason a graph is identified as non-standard (see Sect. 7 .2).
Here we address the problem of identifying and contextualizing anomalies at multiple levels of granularity in the sequential graph setting. This problem is neither a special case nor an extension of the more commonly studied scenario of finding anomalous parts of a single (static) graph, since the availability of common node labels provides information not available in single-graph or unlabeled graph ensemble problems, necessitating the development of new methods. We build on our preliminary work (Bridges et al. 2015 ) in which we propose and test a novel method for anomaly detection in time-varying graph data using hierarchically related distributions to detect related abnormalities at three increasingly fine levels of granularity (i.e., at graph, subgraph, and node levels). We assume that we have observations of a sequence of graphs and seek to model and detect anomalies in community density, community membership, and node degrees. Consequently, there is an implicit assumption that we can identify nodes across graphs that the communities (i.e., relatively dense subgraphs) will have relatively persistent members and density across graphs. Our approach is a multi-scale technique that gives insight into exactly what caused the anomaly and allows one to focus attention on the specific subgraphs involved. This extended version provides new testing on real data, discusses and exhibits preliminary visualizations which are informed by the detection setup, and adds depth to previous discussions.
The probabilistic multi-scale detection relies on comparison with an underlying graph model, and we use an extension (described in Sect. 3) of the recent BTER model Seshadhri et al. (2012) that enables improved prescription of community structure. To fit an instance of the model to observed graphs, we give methods for detecting communities and estimating parameters (see Sect. 4). Section 5 defines the probability calculations for two new multi-scale detectors, as well as a baseline detector similar to that of Moreno and Neville (2013) (which is limited to detecting anomalies at the graph level). Finally, to test a newly observed graph for anomalous structure, we compute hierarchically related probabilities from the tuned model and their associated p values using a Monte Carlo simulation. Our workflow is a streaming detection framework, where parameters are learned from previous observations, the detector is applied to new data, and then the parameters are updated to include the new graph in the observations. We note that performing anomaly detection using a graph's probability-as given by the model from which it was sampled-will often result in an inaccurate detector when node labels are known. This is a consequence of the likelihood of an unlabeled graph being shared by isomorphic copies distinguished by these labels and is discussed in Sect. 5. We illustrate this phenomenon and provide empirical evidence that modeling a set of statistics indicative of node/subgraph interactions provides more accurate detection in two experiments described in Sect. 6. In Sect. 7, we apply our detector to NCAA football data, establishing its accuracy in detecting variations in teams' schedules as imposed by changes in conference membership. This application naturally allows the detector to find abnormal interactions at the node (team), community (conference), and full-graph (season) levels. Finally, we describe and show sample screenshots of applying our interactive anomaly visualization tool, which leverages the multi-scale analysis to enable users to easily focus their attention on the most critical changes in the data.
In summary, this work gives generalizes a known graph model, the BTER model to more accurately model communities. This is a stepping stone to the main goal, which is an anomaly detection capability for sequential graph data. By exploiting knowledge of node labels, this technique identifies multiple, related abnormalities each at increasing levels of granularity to facilitate greater understanding and more meaningful visualizations.
Related work
In this paper, we focus on identifying anomalous instances in a sequence of graphs with common node labels. We note this problem is distinct from finding anomalies in a static graph; specifically, to characterize normal behavior, we leverage observations of nodes and communities from previous graphs in the sequence-information not available in a single-graph or unlabeled graph ensemble problems-and new methods are required to fully exploit this information. There is limited work transforming a graph sequence to a single instance; e.g., Eberle and Holder (2007) consider the disjoint union of subgraphs from each data instance as a single graph. For a survey on graph anomaly detection, we refer the readers to Akoglu et al. (2014) .
Common techniques for finding anomalies in graphs can broadly be categorized as using compression techniques or a form of hypothesis testing with graph statistics. For example, Eberle and Holder (2007) use a compression algorithm relying on minimum description length to detect repetitive subgraphs and identify slight deviations as anomalies. Because this technique searches for subgraphs almost isomorphic to a found normative pattern, it is a much more rigid detection framework than ours. Hypothesis testing has a broader set of prior work, including papers of Miller et al. which use statistics based on the residual matrix (Miller et al. 2013; Miller et al. 2012) . Much of this work is geared toward detecting abnormally dense communities seeded into an R-MAT graph. In Miller et al. (2013) , the techniques are extended to accommodate the dynamic graph setting and include methods for identifying highly connected regions. Our detectors are designed to identify anomalies caused not only by abnormal density, but changes in the interactions within or between communities. A more recent hypothesis testing approach of Moreno and Neville (2013) fits Gaussian distributions to three statistics. Due to similarities with our workflow (using a p value estimated by a Monte Carlo simulation from a graph model to decide anomalies), we test our method against a baseline detector using similar Gaussian estimates, although we note that Moreno and Neville (2013) focused on Kronecker graphs, not the GBTER model that we use in this work and introduce in Sect. 3. Written concurrently with this work is that of Peel and Clauset (2015) which addresses the problem of change detection for time-varying network sequences. Like Peel and Clauset, we use a hierarchical generative graph model and Bayesian hypothesis testing. Our work differs in that it introduces a new graph model (Sect. 3) and seeks related anomalies at different scales (as opposed to a ''shock'' that changes the overall graph structure).
To the authors' knowledge, using multiple related detectors that respect the structure of the graph is a new technique, introduced in the preliminary version of this paper, Bridges et al. (2015) . This has lead to work of Harshaw et al. (2016) , which borrowed the multiscale anomaly detection idea, but uses graphlet and automorphism orbit counts in sequential graph data to detect anomalies and multiple scales. The difference in techniques follows the difference in goals between the two works; specifically, our work seeks to model and detect anomalies in community membership, community density, and node degrees, while the method of Harshaw et al. seeks changes in the graph's local topology over time.
By design, the multi-scale analysis informs an interactive tool for exploring the nature of abnormalities in each graph, a relatively unstudied aspect of graph visualization. Wong et al. (2008) present a multi-scale tool for exploring large graphs, informed by a clustering algorithm especially tuned to detecting star-burst patterns. In contrast, we detect dense regions as communities and integrate multi-scale visual-analytics with anomaly scores.
A common question for any anomaly detection system is ''How to choose an appropriate threshold for alerts?'' Often the threshold a is tuned in light of labeled results to find an acceptable balance of false vs. true positives. Given a particular application and the presence of labeled data, such a technique would give insight into setting the threshold for the proposed graph anomaly detection method. Mathematical developments in Ferragut et al. (2012) provide a theorem allowing users to regulate the expected alert rate à priori by setting a. The theorem assumes low p value events are defined as anomalous. Hence it depends on the probabilistic framework for anomaly detection, but the theorem holds independent of the distribution used. This is good news for streaming anomaly detection, in which the probability model changes upon receipt of new data. In particular, operators can choose a threshold to regulate the alert rate a priori. For our work, this gives an additional method for setting the alert threshold-operators can specify an expected number of alerts per time unit (day, month, etc.) , and the theorem of Ferragut et al. gives a method for setting the threshold.
The generalized BTER model (GBTER)
In order to perform probabilistic anomaly detection, we need a randomized generative graph model that enables computation of probabilities for various graph configurations while accurately modeling a graph's community structure and degree sequence. Significant prior work has been devoted to developing such models and validating the importance of capturing both of these aspects of a realworld data set (e.g., Barabási and Albert 1999; Chakrabarti and Faloutsos 2006; Chung and Lu 2002; Kolda et al. 2014; Seshadhri et al. 2012) . A broad survey of graph models and common graph characteristics is given by Chakrabarti and Faloutsos (2006) . More specifically, motivated by social and cyber settings, we require a generative model that can accommodate observed hierarchical structure; more specifically, we seek to model node degree, community density, and community membership. A natural candidate is a stochastic block model, first introduced in Holland et al. (1983) , which defines community membership and generates intra-community edges with an Erdös-Rényi (ER) (Erd} os and Rényi 1959) model and inter-community edges with a probability that depends on the membership of their endpoints. This achieves flexible community membership and density, but the expected degree of each node is implicitly determined by the community structure and parameters-if nodes i and j reside in the same community, they must have the same expected degree.
To improve adherence to degree distribution, one could use the block two-level Erdös-Rényi (BTER) of Kolda et al. (2014) and Seshadhri et al. (2012) . This model allows prescription of the expected degree distribution and expected clustering coefficients of each degree, but has a consequence that community structure is implicitly determined. (Further explanation of clustering coefficients is provided in ''Clustering coefficients'' in Appendix.) Inputs to the model are the (1) number of nodes of each degree and (2) the clustering coefficient of each degree. Nodes are then implicitly grouped into communities by putting degree d nodes into groups of size d þ 1, and assigning the density of these degree-d communities to be c 1=3 d , here c d is the given clustering coefficient of degree d nodes. Next, BTER edge generation occurs in two steps, with an ER model 1 used for intra-community edges, followed by a Chung-Lu (CL) process (Chung and Lu 2002) to match a specified expected degree distribution. While the BTER model has been designed and shown to model both degree distribution and clustering coefficients of each degree, the inflexibility of community structure is very limiting; for example, communities are necessarily comprised of nodes with the same degree (barring a few low frequency exceptions), and hence communities with nodes of different degree are in general not possible. Furthermore, communities with different densities but similar degree members are also not possible. These restrictions follow from the desire to model the clustering coefficient of each degree.
To address these challenges, we define and use a generalization of BTER that mimics its two-step edge generation process, but allows explicit prescription of the communities' size, membership, and approximate density. The remainder of this section describes this generalized version and compares it to the original BTER model.
Our new model, the Generalized Block Two-level Erdös-Rényi (GBTER) model takes as input (1) the expected degree of each node, (2) community assignments of the nodes, i.e., a partition of the vertex set into disjoint subsets, fC j g, and (3) an edge probability p j for edges within each community C j . In the first stage of edge generation, within-community edges are sampled from an Erdös-Rényi model (Erd} os and Rényi 1959) , ER(jC j j; p j ), for each community C j . Note the expected degree of a node within C j is p j ðjC j j À 1Þ after the first stage. In the second stage, we define the excess-expected degree of a node i, denoted e i , to be the difference between the input expected degree k i and the expected degree after stage one. Formally, e i :¼ maxð0; k i À p j ðjC j j À 1ÞÞ for node i in community C j . We then apply a Chung-Lu (Chung and Lu 2002) style model on the excess-expected degree sequence, ½e i i2V . Specifically, the probability of adding the edge (i, j), is
Note that the second stage can generate both inter-and intra-community edges. It is necessary that Chung-Lu inputs, fe i g; satisfy e i e j P k e k for Eq. 1 to define a probability. A calculation shows that d i (the user's input expected degree for node i) is indeed the expected degree of node i under this model whenever the CL model is well defined, i.e., whenever d i ! p j ðjC j j À 1Þ (the expected degree from the first-stage edges does not exceed the total expected degree of any node).
To calculate the probability of edge (i, j), we condition on whether i and j share a community. Recall, our communities partition the set of nodes, so each i is in exactly one community. If i and j are assigned to the same community, C, let p denote the internal edge probability of C, and we see
If i and j are assigned to different communities, the edge probability is as given in Eq. 1. GBTER differs from the original BTER model by allowing greater flexibility and assignment of community membership, size, and internal edge density (p). As indicated in Kolda et al. (2014) , the expected clustering coefficient for an ER(n, p) graph is p 3 . This implies that GBTER also allows pre-specification of each community's approximate clustering coefficient. Note that GBTER assumes node labels allowing specification of community assignments, while BTER only depends on the number of nodes of each expected degree, and BTER community assignment is not known/specified à priori. Finally, since edge and graph probabilities depend on community assignments (in both models), such calculations are complicated and expensive in the BTER model (as all possible community assignments must be considered), which inhibits its use for anomaly detection. Knowing the community assignments makes computation of edge probabilities straightforward with GBTER, as discussed in the next section.
Fitting model parameters
We now describe how to fit the GBTER model to observations. Our assumption is that we have a sequence of observed graphs with common node labels (i.e., node i in graph G n is identified as node i also in G nþ1 ). Because we expect to detect changes in community density, membership, and node degree, the detection capability relies on an implicit assumption that these are fairly stable as the graph sequence progresses. Below we discuss the community partitioning algorithm used in our experiments and present Bayesian techniques for inferring the within-community edge densities and the expected node degrees. Once a specific instance of the model is deduced, probabilistic anomaly detectors are constructed, as detailed in Sect. 5.
Community assignments
We begin by noting that the GBTER model and ensuring detection capabilities require and are defined on any partition of the nodes into communities. As a degenerate case, using each node as a singleton community reduces the GBTER model to the well-known Chung-Lu model, and the detection capability will only regard node degree in this case. While the GBTER model and the detection capabilities are defined for any partition of the nodes, reasonable results (e.g., results that do not detect a majority of graphs, communities, or nodes as anomalous) rely on a partition of each graph in the sequence into communities that are relatively stable. Specifically, we expect that the communities are disjoint subgraphs with relatively high density of edges and that the densities of the communities and the memberships do not change dramatically from G n and G nþ1 often.
In this work, a partition of the vertex set into communities is learned using the Markov clustering (MC) algorithm of Van Dongen (2000) and a brief description of this clustering algorithm is given in ''Markov clustering algorithm'' in Appendix. We chose MC as it can scale well, is easy to implement, and is known to partition the graph into relatively dense subgraphs. To apply MC, a weighted graph is constructed from observed graphs; specifically, for the experiments in Sect. 6, the weighted graph is constructed by counting the occurrence of each edge, and for the application in Sect. 7 exponential weights are used to down weight older observation of edges (i.e., given observed adjacency matrices A ÀN ; . . .; A À1 ; A 0 we apply MC to A ¼ P N i¼0 A Ài s iþ1 for 0\s\1 ). We note that one possibility is to use communities known from the application domain (e.g., grouping nodes by a known affiliation), which can obviate the partitioning of nodes into communities and may provide more insightful results in a real-world setting. Finally, for more information on community detection algorithms see the survey of Fortunato (2010) .
Community densities
Given community assignments, the within-community edge densities are estimated. Each community, C, is modeled internally by an Erdös-Rényi random graph, ER(|C|, p), and we seek to estimate p. Letting k denote the number of edges 
where k i denotes the number of edges internal to C observed in the ith graph, G i , for i ¼ 1; . . .; N. MAP gives p :¼ ðâ À 1Þ=ðâ þb À 2Þ; the mode of the posterior.
Expected degree sequence
Lastly, the expected degree sequence must be estimated from the data. For a fixed node, we assume its degree, d, is Poisson distributed with expected degree k, i.e. 
Anomaly detectors
Given an instance of a GBTER model, which defines a probability distribution on graphs, one can leverage the distribution to detect anomalies at the graph, subgraph, and node level. This section defines two multi-scale detectors, one which uses the GBTER distribution directly, and one which leverages statistics inherent to the GBTER model. The multi-scale probability detector naturally uses the graph probability as determined by the GBTER model for detection, which is then decomposed into probabilities of subgraphs and nodes for hierarchical information. Although intuitive, this detector suffers from a few limitations, discussed below, which informs construction of the multi-scale statistics detector. This second detector builds from the bottom up defining the probability of a node based on the likelihood of its internal and external degree. Subgraph probabilities are determined by those of its member nodes, so multi-scale analysis is facilitated by both models. Lastly, a baseline method for detecting anomalous graphs by fitting Gaussian distributions to graph statistics is described. We note that the Gaussian Baseline is only used for identifying anomalous graphs, as it cannot discriminate anomalies at the subgraph or node level. Section 6 gives results of testing the three methods on synthetic (seeded) data and Sect. 7 on NCAA football data.
Multi-scale probability detector
Our first anomaly detector uses the graph probability, as given by the GBTER model, for anomaly detection. Specifically, given a graph G ¼ ðV; EÞ with vertices V and edges E, the probability of G is
Pði; jÞ Y ði;jÞ6 2E
ð1 À Pði; jÞÞ;
where P(i, j) is the probability of the edge (i, j) under the GBTER model, as derived in Sect. 3. In practice, given a graph G, we compute it's probability using Eq. 3, then use Monte Carlo simulation to estimate its p value. In order to detect anomalies at different scales, the probability of a graph is decomposed into a product of subgraph probabilities. Specifically, we define the probability of node i 0 as , with the product over i 2 V 0 . Hence, given a partition of V into communities, fC i g, the probability of G also breaks into a product of community probabilities, i.e., PðGÞ ¼ Q i PðC i Þ. This formulation allows anomaly detection of any fixed subgraph, in particular at the node, community, and graph level.
The probability of sampling a graph under a given generative model is an intuitive choice for anomaly detection. Upon further examination, this technique will yield poor results in models where the mode of the distribution varies depending on whether or not labels are regarded. As an illustrative example, consider the ER model on three labeled nodes, V ¼ f1; 2; 3g with p ¼ 1=3. The most probable unlabeled graph under this distribution has exactly one edge and occurs with probability 3 1 À Á ð1=3Þð2=3Þ 2 ¼ 4=9. Now labeling nodes, there are three different but isomorphic graphs with one edge each, namely, with edge (1, 2) or (2, 3) or (1, 3) only. But the probability of each of these one-edge graphs is ð1=3Þð2=3Þ 2 ¼ 4=27, while the probability of the empty graph is ð2=3Þ 3 ¼ 8=27. Hence when labels are regarded, the mode of the distribution is the empty graph, not the one-edge graphs as in the unlabeled case; consequently, in this case the multi-scale probability model will view the expected graphs as more anomalous than the less likely empty graph! Now consider the GBTER model used in the experiment above. Because the probability of a withincommunity edge is[1/2 and inter-community edge is\1/2 with the given parameters, the labeled-node mode of the distribution is the graph with every community as a clique and no other edges. Although this graph is unlikely to be sampled, the multi-scale probability model will regard it as the most ''normal'' possible graph. The conclusion of this reasoning is that using the graph's probability will produce unwarranted results, yet modeling characterizing statistics of the graph (e.g., inter-and intra-community node degrees) gives accurate detection capabilities. This is exhibited in our empirical results and motivates the second detector.
Multi-scale statistics detector
Our second detector is based on observing and modeling intra-and inter-community node degrees (after learning GBTER parameters). Fix a node i 0 2 V, and let C denote i 0 's community, p denote C's intra-community edge probability, and k the expected degree of node i 0 (all as learned from fitting the GBTER model to our observations). We set d in :¼ jfði 0 ; jÞ 2 E : j 2 Cgj ¼ i 0 's internal degree, and d ex :¼ jfði 0 ; jÞ 2 E : j 6 2 Cgj ¼ i 0 's external degree. Following the ER(|C|, p) assumption, we assume d in $ Binomial(jCj À 1; p), and d ex $ Poisson(e), where e ¼ maxð0; k À pðjCj À 1ÞÞ; is the excess-expected degree of i 0 (see Sect. 3). For the multi-scale statistics anomaly detector, the probability of node i 0 is defined as the joint probability of its degrees, Pði 0 Þ :¼ Pðd in ; d ex Þ: We assume the two degrees are independent and obtain,
PðiÞ. Hence, anomaly detection of any subgraph is made possible.
Note that since GBTER allows both internal and external edges to be created by the second stage of the process, the model above inflates internal degree d in and deflates d ex compared to GBTER. Additionally, as the range of a Poisson variable is unbounded, degrees exceeding jVj À 1 (an impossibility) are assigned positive probability by this model. To circumvent this possibility, the truncated Poisson can be used for sampling. In our experiments, the expected degree (k) and expected excess degree (e) are sufficiently smaller than jVj À 1, which implies the Pð ðiÞ [ jVj À 1jÞ is negligible. Testing with and without the truncation exhibited similar results.
To use either of the multi-scale detectors, we set thresholds at each level, and any node/subgraph/graph with p value below the respective threshold is detected. The model parameters are updated upon receipt and detection of each graph. A discussion of previous work addressing how to set the alert rate is given in Sect. 2. To summarize, methods for choosing the threshold by bounding the alert rate are possible as well as less sophisticated techniques of checking results on a labeled subset of data and choosing an acceptable true-versus false-positive rate.
Gaussian baseline detector
Our baseline method fits univariate Gaussian distributions to graph statistics and uses the product of the p values for detection. From each observed graph, three statistics are obtained: average node degree (X 1 ), average clustering coefficient (X 2 ), and the spectral norm (X 3 ). For the definition of ''Spectral norm'' see Appendix. Calculating X 1 and X 2 from a given graph is straightforward. In order to calculate X 3 , the GBTER model is used with parameters estimated as described above to produce the expected adjacency matrix E(A), in which EðAÞ i;j gives the probability of an edge between nodes i and j. The spectral norm is defined as the maximum modulus eigenvalue of the residual matrix A À EðAÞ. After computing the observed statistics, independent univariate Gaussian distributions (N ðl i ; r i Þ) are fit to each of the three statistics. Lastly, given a newly observed graph, G, with statistics x 1 ; x 2 ; x 3 , we assign
PðX i x i jN ðl i ; r i ÞÞ:
As before, p values falling below a given threshold, a, are labeled anomalous, and the three normal distributions are updated upon receipt of each new graph. This follows the approach of Moreno and Neville (2013) , although their work is based on mixed Kronecker product graphs and uses average geodesic distance instead of the spectral norm we employ for X 3 . Since the average geodesic distance is undefined for disconnected graphs, we selected the spectral norm based on prior use in network hypothesis testing and strong results for similar tests involving Chung-Lu random graphs (Miller et al. 2012 ). While we consider this baseline a natural adaptation of Moreno and Neville (2013) , the disparity in use between their and our application inhibits direct comparison.
Synthetic graph experiment
In order to test the anomaly detection capabilities, two hidden GBTER models are used to generate labeled data, (1) a ''regular'' model, M r , for sampling non-anomalous graphs, and (2) a seeded-anomaly model, M a , with slightly perturbed inputs to generate anomalous graphs. To begin the experiment, 100 non-anomalous graphs are sampled from M r , and the anomaly detectors are fit to the data, as described in Sect. 5. Prior distributions Beta(1,1), Gamma(2,2) were used. To test the streaming anomaly detection, 500 graphs are iteratively generated and observed with every fifth graph from the seeded-anomaly model. Upon sampling a new graph, its p value according to each anomaly detector is computed (and it is labeled as anomalous if it falls below a given threshold). Similarly, the hierarchical detectors label each node and community depending on its respective p value. An more explicit account of this streaming experiment algorithm is given in ''Appendix''. For comparison of the models, we choose the threshold, a, which optimizes F1 score.
2 Lastly, each anomaly detector's GBTER parameters are updated to include observation of the new graph.
We conduct two experiments, both using networks of 40 nodes divided into ten equally sized communities. For the ''regular'' model, each community is assigned a withinedge probability of p ¼ 0:8, and the expected degrees of nodes vary in the range of five to eight according to a truncated power-law. To create the seeded-anomaly model for the first experiment, two nodes from each of the first three communities are interchanged resulting in six (of 40) anomalous nodes and three (of ten) anomalous communities per anomalous graph (see Table 1 ). For the second experiment, community assignments are held constant, but the within-community density (p) of the first four communities is changed from 0.8 to 0.4 in the seeded-anomaly model, and the expected degree of the nodes in these four communities is increased by two. This will decrease intracommunity and increase extra-community interaction for these four communities. All together the second experiment has four (of ten) anomalous communities and 16 (of 40) anomalous nodes per anomalous graph.
To evaluate the detectors' performance, the receiver operator characteristic (ROC) curve and area under the ROC curve (AUC) are displayed in Fig. 1 . Results of the experiments are given in Table 2 , which includes the AUC as well as precision, recall, and F1 for each detector at the threshold a maximizing its F1 score. Recall that the Gaussian baseline is only for graph level detection and thus does not contribute to the community or node level results.
2 F1 is defined as the harmonic average of Precision, P, and Recall,
For the full-graph tests, the Gaussian Baseline is far inferior to the new models with the multi-scale statistics detector as the clear winner. Further, the results at all levels provide evidence that the multi-scale statistics detector is the superior method, as expected after the à priori analysis given in Sect. 5.1.
NCAA football data experiment
To illustrate the insight given by multi-scale anomaly detection on real-world data, the Graph Statistics Model is applied to NCAA football data LLC S.R. (2015). For comparison, we also run the Gaussian Baseline Detector. Each season is represented as a graph with a node for each Division I team and an edge for each game played. Seasons 2008 and 2009 are used to fit parameters of the models initially, and the streaming detection is performed on years 2010-2012. That is, after fitting parameters on previously observed years, the detectors give p values for the newly observed season. Then, the parameters are updated to include the newly observed data (and the detectors are applied to the next year). This dataset was chosen for two reasons, (1) NCAA conferences give a ground-truth community structure to the graph, and (2) conference membership was relatively constant in the 2008-2010 seasons but experienced changes in 2011 and 2012. Because teams play most of their schedule within their conference, these changes are reflected in the season's graph and community structure. Our expectation is that the 2010 graph should produce a relatively higher p value (be less anomalous) than the next 2 years. Furthermore, we expect our multiscale detector to pinpoint the conferences and teams that experienced change. For the experiment, the parameters are learned as discussed in Sect. 5. Communities are detected using Markov clustering as before but with exponential down-weighting of previous years' edges as in Sect. 3. With appropriate configuration of Markov clustering parameters, the communities identified match almost identically with actual conferences, and we à posteriori label/refer to communities by the corresponding conference name for ease of discussion.
Football data results
Both the Gaussian baseline detector and the new graph statistics detector accurately classified the full graphs (seasons), identifying 2010 as non-anomalous, and 2011 and 2012 as anomalous graphs. More specifically, the Gaussian Baseline reported scores of 13 Â 10 À5 for 2010, numerical 0 for 2011, and 5:2 Â 10 À10 for 2012-recall this is the product of three Gaussian p values attained from their CDFs. A threshold between 10 À10 and 10 À5 will give accurate classification. Our graph statistics detector reported scores of 1.0 for 2010, and 0.0 for 2011-2012, indicating that no graph sampled in the Monte Carlo simulation was more probable than the 2010 graph, and none were less probable than the 2011 (or 2012) graph.
In addition to identifying the seasons that are/are not anomalous, our method detects the conference from the graph structure and gives p values for the conferences and individual teams that are causing the anomaly. Table 3 ranks the most anomalous conferences detected each year by the Graph Statistics Detector. Each conference experiencing a change in membership is detected as maximally anomalous, with p value equal to 0. Across all 3 years, there were a total of three false-positives, and no falsenegatives. At the conference level this gives precision of 11=14 u :786, and perfect recall (11/11).
The results for the Graph Statistics Detector at the node level are given in Table 4 , which details the ten most anomalous teams from each season in decreasing order along with their p value and ground-truth conference memberships for the previous and current season. We notice that a threshold of a ¼ 10 À6 gives perfect classification, identifying exactly which teams changed conferences as anomalous. In short, this method tells not only which graphs are anomalous, but with high accuracy can pinpoint the nodes and communities causing the anomaly.
Interactive data visualization
By design, the multi-scale detector allows users to focus attention on noteworthy communities and nodes and facilitates an interactive visualization tool for easily The seeded-anomaly model M a is obtained from M r by switching the position of 2 nodes from each of the first 3 communities. Anomalous nodes shown in italicized red print, and anomalous communities are circled accessing the fine-grained structure of anomalous areas of the graph. Figure 2 illustrates the benefits of this approach in screenshots from a prototype visualization. While the 2011 graph (Fig. 2) consists of only $ 130 nodes and has well-defined community structure, an unprocessed visualization provides little insight into the anomalous sections of the graph. Alternatively, coarsening and displaying only ''super''-nodes representing communities and using darker shades to indicate increased anomalousness, obviates the communities of interest (Fig. 2) . In addition, our tool allows conference names and p values to be automatically displayed so contextual information from the analysis and the domain are easily absorbed by a user. Conference nodes are clickable, and selection displays the inter-conference subgraph, again with nodes shaded to indicate anomalousness of the teams they represent. This setup facilitates interactive exploration of anomalies, and the contexts in which they occur. for example, clicking on the Mountain West conference (MWC) node displays the graph in Fig. 2 , from which it is immediately apparent that, while Utah and Brigham Young were previously members of that community, they cease to participate in the MWC. The PAC-10 conference subgraph (Fig. 2 ) exhibits high density, but each node is very anomalous. This indicates that the interaction outside the conference has changed and referencing the tables confirms that new teams, namely Utah and Colorado, are now in this conference. Altogether, the framework for multi-scale detection yields analytic results that are readily input into an interactive visualization. Upon detection of an anomalous graph, users can now zoom into areas of interest, and form and resolve hypotheses about how the anomaly occurred.
Conclusions and future work
As many applications involve representing data with known entities and time-varying relationships, this work considers a sequence of graphs with node labels and changing edges. Our goals were to investigate a method for finding abnormalities in such a graph sequence that (1) use multiple, related levels of granularity to facilitate an understanding of why/how an anomaly occurred, and (2) to leverage node labels for more accurate detection. To this end, we introduced GBTER, a generalization of the BTER graph model, that allows more accurate modeling of community structure, and built two hierarchical streaming anomaly detectors. The first intuitively uses the graph's probability as given by the model, yet more thorough analysis suggests that the inability of graph models to distinguish isomorphic copies with different node labels will inhibit detection accuracy. Secondly, a statistics-based detector that respects the node labels in each graph is created. Our hypothesis that the statistics-based detector will give more accurate results is verified in two tests on synthetic data where ground-truth is known at the node, subgraph, and graph levels. Additionally, both detectors outperform a baseline detector that fits Gaussian distributions to observed statistics of the full graph. In order to illustrate the insight facilitated by the multi-scale detection capability, the superior multi-scale detector is applied to NCAA football data. In both the synthetic experiment and the application to NCAA data, the multi-scale statistics detector was able to accurately pinpoint anomalies at the node, subgraph, and graph level, exhibiting the advantage of drilling into anomalous graphs to see exactly what has deviated from expectation. Furthermore, we exhibit a preliminary interactive visualization, which informed by the analytics allows operators to drill into communities of interest to see anomalies at all levels. We believe applications of this method to other time-sampled social networks will enable discovery of underlying structure and anomalies within the context they occur. While investigations of scalability are outside the scope of this work, we expect applications of this approach to necessitate larger data. Here we identify the bottlenecks in the current implementation for future efforts.
Firstly, this approach requires a partition of the nodes into communities, but is agnostic to the method used. This flexibility gives opportunities to optimize performance by the partitioning algorithm chosen. As mentioned above, using communities known from context (e.g., assuming knowledge of the NCAA conferences in each previous year) can obviate this step and provide groupings that are familiar to the operator.
Secondly, estimating the p values of a given distribution can be computationally expensive, especially if it requires sampling large graphs and calculating their probabilities. Our experiments used Monte Carlo simulations to estimate the p values; consequently, estimating binomial and Poisson distributed p values was fast, while sampling the graph from the GBTER model was not. This means that node and community level detection are happening quickly (matter of seconds on graphs up to 1000 nodes) in the initial implementation. We note that Kolda et al. (2014) have published a scalable implementation of the BTER model leveraging a critical observation-that the within-community degrees and excess-expected degrees of each node are known before sampling, so the two-stage edge generation process can happen in parallel. As this observations holds for the GBTER model, similar scalable implementation techniques should be possible. More generally, the problem of computationally expensive p value calculations has other solutions. For example, importance sampling, in which one oversamples from a subset of the event space, can aid in Monte Carlo simulations, although further research is required to optimize performance gains for our needs. Thirdly, the choice of probability models of the parameters could be changed to admit easier p value computation. For example, multinomials become robust with abundant observations, and often admit more efficient calculations. Furthermore, if one modeled the within and external degrees of a node separately, rather than as a joint distribution, one may obviate the p value calculations for each (depending on the distribution). In short, given a specific application, flexibility in the modeling may yield increased performance with negligible effects on accuracy. Lastly, adapting the overall workflow to fit a specific application may admit performance gains. For example, updating parameters less often (in a batch process periodically) or discarding anomalous data (after detection) from the update step are options that have yet to be explored. In summary, while the current implementation is suitable only for small datasets, the approach gives opportunities for scalability. We believe that the overall method can be adapted to much higher volume and/or larger network settings, but such implementations are left for follow-on research.
Finally, investigations of the GBTER modeling capabilities is a promising avenue for further investigations. Fitting the model to a collection of known data sets and testing the model fit with respect to different metrics (e.g., degree distribution, characteristic path length, clustering coefficient, etc.) would provide empirical evidence for how and when the GBTER model performs well. matrix. The algorithm iterates the following five steps until convergence, 1. The matrix is squared. 2. Each element in the matrix is squared. (This means relatively small/large probability edges get smaller/ larger relative to each other). 3. The matrix is row stochasticized. 4. Entries with values below a given parameter are removed to save memory. 5. The matrix is row stochasticized.
In this work, we have chosen parameter values such that the fourth step is never completed since the graphs in this paper can fit into memory easily. Convergence is not mathematically guaranteed, and oscillation has been observed. To our knowledge, finding necessary and sufficient conditions for convergence is an open problem. In practice this process almost always converges to a matrix in which two columns are either identical or have disjoint support. Defining communities as the set of nodes which have a nonzero entry in a fixed column gives a partition of the nodes into communities.
Clustering coefficients
Given a graph, G ¼ ðV; EÞ, the global clustering coefficient, denoted c, is defined as the ratio of the number of wedges incident to any node by the number of triangles incident to any node. Explicitly, if T j :¼ jfi; k 2 V : i 6 ¼ k; ði; jÞ; ðj; kÞ; and ðk; iÞ 2 Egj is the number of triangles incident to node j and W j :¼ jfi; k 2 V : i 6 ¼ k; ði; jÞ and ðj; kÞ 2 Egj is the number of wedges incident to j, c :¼
This definition can be restricted to subgraphs by changing the summation. As used in the BTER model, for a fixed degree, d, the clustering coefficient of nodes with degree d, denoted c d is defined as in Eq. 4 with summation only over those nodes with degree d. Lastly, as used in Moreno and Neville (2013) and the Gaussian Baseline method described in Sect. 5.3, average clustering coefficient is defined as the average of the clustering coefficient of each node; formally, 1 jVj
Spectral norms
Given both a graph and a generative graph model, the spectral norm is defined as the spectral radius of residual matrix, that is, the largest eigenvalue in absolute value. The residual matrix is A À E; were A denotes the adjacency matrix of the given graph, and E is the expected adjacency matrix. The expected adjacency matrix entries are given by the edge probabilities, i.e., Eði; jÞ :¼ Pði; jÞ; as determined by the graph model. This definition follows the formulation in Miller et al. (2012) .
Geodesic distances
The geodesic distance between two nodes, i, j of a graph G ¼ ðV; EÞ is the length of a shortest path between i and j, given such a path exists. In the case that i, j lie in different components, their geodesic distance is 1. Intuitively, the average geodesic distance of a graph G is the average of the geodesic distances over all possible pairs of nodes.
