In this study, we consider a permutation flow shop scheduling problem on a three-machine with deteriorating jobs (a deteriorating job means that the job's processing time is an increasing function of its starting time) so as to minimize the makespan. We model job deterioration as a function that is proportional to a linear function of time. For some special cases, we prove that the problem can be solved in polynomial time. We develop branch-and-bound and heuristic procedures for the general case. Computational experiments for the branch-and-bound algorithm and heuristic algorithm are presented.
Introduction
Scheduling models with deteriorating jobs received increasing attention in recent years. Job deterioration occurs, e.g., in scheduling of learning activities, cleaning assignments, scheduling of maintaining jobs, modeling of fire fighting, i.e., jobs whose processing times are increasing (decreasing) functions of their starting times. An extensive survey of different scheduling models and problems concerning deteriorating jobs can be found in Gawiejnowicz (2008) . More recent papers which have considered scheduling jobs with deteriorating jobs (time-dependent scheduling) include Wang and Cheng (2007) , Cheng et al. (2008) , Ji and Cheng (2008a , J.-B. Wang & M.-Z. Wang 2008b , 2010a , 2010b , Yang et al. (2010) , Wang et al. (2010) , Ng et al. (2010) , Ng et al. (2011) , Li et al. (2011) , Cheng et al. (2011a) , Cheng et al. (2011b) , Cheng et al. (2011c) , Zhao and Tang (2011) , Wu et al. (2011) , Wang et al. (2012) , and Wang and Wang (2013) . This paper investigates the flow shop scheduling problem of sequencing n jobs on a three-machine with deteriorating jobs. This model was proposed by Kononov and Gawiejnowicz (2001) . They considered the makespan minimization problem. They showed that under linear deterioration the two-machine flow shop problem is strongly NP-hard, and the two-machine open shop problem is ordinary NP-hard. They also showed that in the three-machine flow shop with simple linear deterioration (i.e., the job's processing time is a simple linear function of its starting time), there does not exist a polynomial-time approximation algorithm with a worst-case ratio bounded by a constant. Finally, they proved that the three-machine open shop problem with simple linear deterioration is ordinary NP-hard. Mosheiov (2002) considered makespan minimization problem in flow shop, open shop and job shop with simple linear deteriorating jobs. He introduced a polynomial-time algorithm for the two-machine flow shop and proved NP-hardness when an arbitrary number of machines (three and above) is assumed. considered a two-machine flow shop scheduling problem with a simple linear deterioration function. The objective was to find a sequence that minimizes total completion time. They proved that some special cases can bo solved optimally. They gave several dominance properties and two lower bounds. They also proposed a branch-and-bound algorithm and a heuristic algorithm (HA) to solve the problem. Wang and Xia (2006) and Wang (2007) considered flow shop scheduling problems with job processing times dependent on their starting times. In these problems the job processing time is an increasing (decreasing) function of the job's starting time and some dominating relationships between machines are satisfied. They showed that for the problems to minimize makespan or minimize weighted sum of completion time, polynomial algorithms still exist. When the objective is to minimize maximum lateness, the solutions of a classical version may not hold. Wu and Lee (2006) considered twomachine flowshop with linear deterioration where the objective is to minimize the mean flow time. They provided a branch-and-bound algorithm and several HAs to search for the optimal solution and the near-optimal solutions, respectively. Shiau et al. (2007) considered two-machine flowshop mean flow time minimization problem with simple linear deterioration. They derived several dominance properties and three lower bounds to facilitate the search for the optimal solution in the branch-and-bound algorithm. They also provided several easily implemented HAs. Lee et al. (2008) considered a two-machine flowshop makespan problem with deteriorating jobs. They proposed an exact method unifying several dominance rules and lower bounds to solve the problem. They also provided three HAs to derive approximate solutions. Lee et al. (2009) considered a total completion time scheduling problem in the m-machine permutation flow shop with deteriorating jobs. They proposed a dominance rule and an efficient lower bound to speed up the searching for the optimal solution. Liu (2009a, 2009b) considered two scheduling problems for a two-machine flowshop where a single machine is followed by a batching machine. The first problem is that there is a transporter to carry the jobs between machines. The second problem is that there are deteriorating jobs to be processed on the single machine. Lee et al. (2010) considered a two-machine flowshop scheduling problem with deteriorating jobs and blocking. The objective is to minimize the makespan. They proposed a branch-and-bound algorithm incorporating with several dominance rules and a lower bound to find the optimal solution. They also provided several HAs to derive approximate solutions. Mosheiov et al. (2010) proved that the well-known result of Browne and Yechiali (1990) for minimizing makespan on a single machine with job linear deterioration can be extended to m-machine flow-shops. Wang et al. (2010) , and Wang and Wang (2013) considered a three-machine flow shop makespan minimization scheduling problem. Wang et al. (2010) considered a simple linear deterioration function and Wang and Wang (2013) considered a linear deterioration function (with identical rates for all jobs). To solve the problem, they proposed a branch-and-bound algorithm and HAs.
In this paper, we address the three-machine flow shop scheduling problem to minimize the makespan with proportional linear deterioration. This model was proposed by Kononov and Gawiejnowicz (2001) . Obviously, three-machine makespan minimization flow shop scheduling with proportional deterioration is NP-hard (Kononov and Gawiejnowicz, 2001) . In order to solve this problem, we develop a branch-andbound algorithm and a HA for the general case.
The remainder of this paper is organized as follows. Section 2 proposes the problem model. Section 3 gives some polynomially solvable special cases. Section 4 proposes several elimination rules and two lower bounds to improve the speed of branching procedures. Section 5 develops a HA and a branch-and-bound algorithm. Section 6 presents computational experiments of the branch-and-bound algorithm and the HA. Section 7 concludes the paper.
Problem Description
Assume that there are n jobs J = {J 1 , J 2 , . . . , J n } to be processed on a three-machine
Operation O ij has to be processed on machine M i , i = 1, 2, 3. Jobs are processed without interruption or preemption. Each job can only be processed by one machine at a time, and each machine can only process one job at a time. Let p ij be the actual processing time of job J j (j = 1, 2, . . . , n) on machine M i (i = 1, 2, 3) if it is started at time t in a sequence. The general job deterioration model is
where a ij is the normal (basic) processing time of job J j on machine M i , and b ij is its deterioration rate. Wang et al. (2010) processing times are p ij = b ij t. Wang and Wang (2013) considered the model where the processing times are p ij = a ij + bt. As in Kononov and Gawiejnowicz (2001) , in this paper, we consider the following proportional linear model
where a ≥ 0, b ≥ 0. All the jobs are available for processing at time t 0 ≥ 0. The objective is to minimize the makespan. For a given schedule π, let C ij (π) (C i[j] (π)) be the completion time of job J j (the jth job) on machine M i . Adopting the three-field notation for scheduling problem, we denote the above problem as F 3|p ij = b ij (a + bt)|C max . For ease of exposition, we denote b 1j by α j , b 2j by β j and b 3j by γ j , j = 1, 2, . . . , n. Since unlimited intermediate storage is assumed, clearly an optimal schedule exists with no idle times between consecutive jobs on machine M 1 . Therefore, the completion time of the jth job on machine M 1 is given by (Kononov and Gawiejnowicz, 2001 )
Polynomially Solved Cases
From Kononov and Gawiejnowicz (2001), we know that there exists an optimal schedule in which the job sequence is identical on three machines, hence we only consider permutation schedule in this paper. For the problem F 2|p ij = b ij (a + bt)|C max (two machines are M 1 and M 2 ), Kononov (1999) and Zhao et al. (2003) proved that this problem could be solved by the following algorithm: Modified Johnson's Algorithm (Kononov, 1999; Zhao et al., 2003) :
Step 1. Partition the set of jobs
Step 2. Order the jobs of N 1 in the nondecreasing order of α j . Order the jobs of N 2 in the nonincreasing order of β j , and assume that the ordered jobs N 1 precede the ordered jobs of N 2 , i.e., schedule jobs from the set N 1 followed by jobs from the set N 2 .
Obviously, the computational complexity of Modified Johnson's Algorithm is O(n log n). Now we consider a special case: Wang and Xia (2006) and Wang et al. (2010) 
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Proof. The proof is by contradiction. Suppose S 1 = (π, J j , J k , π ) is an optimal schedule which is not obtained by Modified Johnson's Algorithm, where π and π are partial sequences, that satisfies one of the following three conditions:
. Let A and C be the last completion time prior to jobs J j and J k on machine M 1 and M 3 in S 1 . Clearly, A and C remain unchanged in S 2 .
For S 1 and S 2 , under the condition M 1 > M 2 , we have
It is easily verified that under the Condition 1:
first term in (4) is equal to first term in (3), second term in (4) ≤ third term in (3), third term in (4) ≤ second term in (3).
Conditions 2 and 3 can be shown in a similar way as the Condition 1. 
Dominance Properties and Lower Bound
In order to employ the branch-and-bound algorithm to gain an optimal solution, we present several dominance properties and a lower bound to speed up the searching process.
Suppose that there are two schedules S 1 = (π, J j , J k , π ), and S 2 = (π, J k , J j , π ). To show that S 2 dominates S 1 , it is sufficient to show that C j (S 2 ) ≤ C k (S 1 ). Let 
Then S 2 dominates S 1 .
Proof. Now we only consider the case:
The other cases are similar to this case. Similar to the proof of Theorem 1 except that:
The completion time of job J k on machine M 3 under schedule S 1 is
The completion time of job J j on machine M 3 under schedule S 2 is first term in (6) = first term in (5), second term in (6) ≤ second term in (5), third term in (6) ≤ second term in (5), fourth term in (6) ≤ second term in (5).
Hence, C j (S 2 ) ≤ C k (S 1 ), this completes the proof of Proposition 1.
To further trim the size of the branching tree, we develop a more general dominance property concerned with the pairwise interchange of two nonadjacent jobs. Let S 1 = (π, J j , π , J k , π ), and S 2 = (π, J k , π , J j , π ), where π, π , and π are partial sequences. Theorem 9 below can be easily obtained by Theorem 7.
Theorem 9. If jobs
In the following, we will establish a lower bound to speed up the building of searching trees in the branch-and-bound algorithm (Ignall and Schrage, 1965) . Let (PS, US) be a schedule of jobs in which PS is the scheduled k jobs and US is a unscheduled part. Then a lower bound on the problem F 3|p ij = b ij (a + bt)|C max is:
For the problem F 2|p ij = b ij (a + bt)|C max can be solved by Modified Johnson's Algorithm, hence, we can use this solution as part of the lower bound.
where M l,k is the solution of solving unscheduled jobs US by Modified Johnson's (M l , M k ) Algorithm. In order to make the lower bound tighter, the lower bound of (PS, US) can thus be found as follows:
Algorithms
Since the problem under consideration is NP-hard, in this section, we will establish a branch-and-bound algorithm and a HA for the optimal and near-optimal solutions.
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The heuristic algorithm
Stemming from Theorems 1-8, we use the different deterioration rates for the artificial two-machine flow shop problem as a HA. Furthermore, a local improvement procedure is added to the HA.
The Heuristic Algorithm (HA) Phase I
Step 1. Run Modified Johnson's Algorithm to obtain an optimal schedule π 1 for the artificial two-machine flow shop scheduling problem with deterioration rates
Step 2. Run Modified Johnson's Algorithm to obtain an optimal schedule π 2 for the artificial two-machine flow shop scheduling problem with deterioration rates
Step 3. Run Modified Johnson's Algorithm to obtain an optimal schedule π 3 for the artificial two-machine flow shop scheduling problem with deterioration rates
Step 4. Run Modified Johnson's Algorithm to obtain an optimal schedule π 4 for the artificial two-machine flow shop scheduling problem with deterioration rates α j = α j , β j = γ j , (j = 1, 2, . . . , n).
Step 5. Choose a better solution from {π 1 , π 2 , π 3 , π 4 }.
Phase II
Step 1. Let S 0 be the initial schedule obtained from Phase I.
Step 2. Set k = 1 and i = k + 1.
Step 3. Create a new sequence S 1 by moving J [i] forward to position k in S 0 . Replace S 0 by S 1 if the value of the total completion time of S 1 is smaller than that of S 0 .
Step 4. If i < n, then set i = i + 1, go to Step 3.
Step 5. If k < n − 1, then set k = k + 1, go to Step 2. Otherwise, stop.
Since Phase I takes O(n log n) time and Phase II takes O(n 2 ) time, the overall time complexity of Algorithm HA is O(n 2 ).
The branch-and-bound algorithm
The branch-and-bound algorithm uses a depth first strategy. Similar to the branchand-bound algorithm of Lee et al. (2009) and Wang et al. (2010) , our modified branch-and-bound algorithm is given as follows. The branch-and-bound algorithm
Step 1. The proposed HA is applied to obtain an initial solution.
Step 2. Start the assignment of jobs at the beginning of a schedule and move forward one step at a time.
Step 3. In the kth level node, the first k positions are occupied by k specific jobs. Select one of the remaining n − k jobs for the node at level k + 1.
Step 4. First apply Theorem 9, then Proposition 1, to eliminate the dominated partial sequences.
Step 5. Calculate the lower bound for the makespan of the unfathomed partial schedules or the makespan of the completed schedules. During the search, any unfathomed branch that has a lower bound which is larger than or equal to the initial solution is fathomed, i.e., eliminated from further consideration. If the value of the completed schedule is less than the initial solution, use it as the new initial solution. Otherwise, eliminate it.
Step 6. Continue to search all the nodes, and the remaining initial solution is optimal.
Computational Experiments
A computational experiment was conducted to evaluate the effectiveness of the branch-and-bound algorithm and the HA. All the algorithms were coded in VC++ 6.0 and ran the computational experiments on a Pentium 4-2.4G personal computer with a RAM size of 1G. The job deterioration rates on M 1 , M 2 , and M 3 were generated from a uniform distribution over (0, 10] . For each problem size, all the jobs were available for processing at time t 0 = 1, and a = 1 were used, and the value of b was set at five different values: b = 0.1, 0.5, 1, 3, and 5. The proposed algorithms were tested for the following job sizes n = {20, 40, 60, 80}. For each condition, 50 replications were randomly generated.
For the branch-and-bound algorithm, we recorded the average and the maximum number of nodes, the average time, and the maximum time (in seconds). For the HA, we recorded the average and maximum error percentage, where the percentage error of the solution produced by the HA is calculated as
where C HA (V opt ) is the makespan of the solution generated by the HA (the branchand-bound algorithm).
From Table 1 , we see that the branch-and-bound algorithm can solve most of the problems in reasonable time when n is less than or equal to 80, although the complexity grows dramatically as the job size increase. In addition, the computational results show that the performance of the HA is very good. From Table 1 , we see that the execution time, the number of nodes and the error percentage of the HA increase as the value of b increases. 
Conclusions
In this paper, we considered a three-machine makespan minimization flow shop scheduling problem in which the jobs followed a proportional linear deterioration function. For general case, we proposed a branch-and-bound algorithm and a HA. The extensive numerical analysis showed that the HA performs well in obtaining near-optimal solutions. 
