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Zusammenfassung
In mehreren Experimenten haben Frequenzstandards auf der Basis von einzelnen Ionen
hervorragende Ergebnisse erzielt und na¨hern sich einer relativen Frequenzunsicherheit
von 10−18 an. Eine weitere Reduzierung der Frequenzunsicherheit wa¨re durch eine ver-
besserte Ionenfalle mo¨glich, da dominante Beitra¨ge der Frequenzunsicherheit auf die Ei-
genschaften der Ionenfalle zuru¨ckzufu¨hren sind. Aufgrund der Abfrage eines einzelnen
Ions sind diese Frequenznormale zur Zeit durch das intrinsisch niedrige Signal-Rausch-
Verha¨ltnis limitiert und beno¨tigen lange Mittelungszeiten in der Gro¨ßenordnung von
mehreren Tagen. Diese Limitierung ist fu¨r verschiedene Anwendungen, die eine hohe
Frequenzauflo¨sung nach kurzen Mittelungszeiten erfordern, ein kritischer Punkt. Die
Frequenzstabilita¨t kann durch eine ho¨here Anzahl von Uhrenionen verbessert werden.
Allerdings werden durch diesen Ansatz auch die Anforderungen an die Ionenfalle weiter
erho¨ht. Aus diesem Grund ist fu¨r die Realisierung einer Multi-Ionen Uhr, die gleichzei-
tig die Frequenzstabilita¨t und -unsicherheit weiter verringern soll, die Kontrolle u¨ber
die Eigenschaften der Ionenfalle von entscheidender Bedeutung.
Diese Dissertation setzt fru¨here Arbeiten zur Realisierung einer optischen Multi-
Ionen-Uhr auf der Basis von Coulomb-Kristallen aus 115In+-Ionen, die durch 172Yb+-
Ionen sympathisch geku¨hlt werden, fort. Das existierende Design einer segmentier-
ten linearen Ionenfalle wurde optimiert und es wurde ein zuverla¨ssiger Herstellungs-
prozess basierend auf goldbeschichteten Aluminiumnitrid-Wafern entwickelt. Durch
Fertigungstoleranzen von weniger als 10µm konnte die axiale Mikrobewegungsampli-
tude deutlich reduziert werden. Es wird gezeigt, dass in einem Bereich von u¨ber 300µm
der Beitrag der dreidimensionalen Mikrobewegung zur Frequenzunsicherheit unterhalb
von 10−19 ist. Zusa¨tzlich wurde die radiale Heizrate der Falle mit 1.1 Phononen/s bei ei-
ner Fallenfrequenz von 490 kHz bestimmt. Die Frequenzverschiebung durch Zeitdilata-
tion durch die Heizrate der radialen Fallenachse betra¨gt damit (2.1± 0.3)× 10−20 s−1.
Das Fallendesign wurde ebenso auf einen geringen Anstieg der Fallentemperatur
durch die angelegte HF-Spannung optimiert. Die Messungen der Fallentemperatur mit
den auf der Falle installierten Pt100 Sensoren zeigten einen maximalen Temperaturan-
stieg von 1.21 K bei einer HF-Spannungsamplitude von 1 kV. Durch den Vergleich der
Messergebnisse mit FEM-Simulationen wurde der Beitrag der Fallentemperatur zur
Frequenzverschiebung durch die Schwarzko¨rperstrahlung mit 2.4× 10−20 bestimmt.
Da die Ionenfalle eine sehr gute Kontrolle u¨ber Coulomb-Kristalle bietet, eignet sie
sich auch hervorragend fu¨r Experimente mit atomaren Vielteilchensystemen. Hierzu
werden in dieser Arbeit Untersuchungen topologischer Defekte in zweidimensionalen
Coulomb-Kristallen vorgestellt. Der Schwerpunkt lag dabei auf der Analyse des Ein-
flusses von Massendefekten und externen elektrischen Feldern auf die Stabilita¨t der
topologischen Defekte. Es wird gezeigt wie dieser Einfluss genutzt werden kann, um
die Defekte gezielt zu manipulieren und sie deterministisch zu produzieren.





Single ion frequency standards have demonstrated in several experiments excellent
results and are approaching fractional frequency uncertainties of 10−18. As dominant
contributions to the uncertainty are linked to the ion trap properties a further reduction
would be possible by an improved ion trap. Due to the interrogation of a single ion
these frequency standards are currently limited by the intrinsically low signal-to-noise
ratio and require long averaging times on the order of several days. This limitation
is critical for various applications that require a high frequency resolution on short
timescales. One possibility to improve the clock stability is to increase the number of
clock ions. However, this approach further increases the requirements for the ion trap.
Therefore, for the realization of a multi-ion clock that aims at simultaneously reducing
the frequency stability and uncertainty the control over the characteristics of the ion
trap is crucial.
This thesis continues previous work towards the realization of a multi-ion optical
clock based on ion Coulomb crystals of 115In+ ions which are sympathetically cooled by
172Yb+ ions. The existing design for a segmented linear ion trap has been refined and a
reliable trap manufacturing process for a trap based on gold coated aluminium nitride
wafers has been developed. Manufacturing tolerances below 10µm allowed to reduce
the axial micromotion amplitudes substantially. For a region of more than 300 µm the
uncertainty contribution of the three-dimensional micromotion amplitude is shown to
be below 10−19. Additionally the radial ion heating rate of the trap has been measured
to be 1.1 phonons/s for a trap frequency of 490 kHz. The time dilation shift due to the
heating rate on the radial trap axis is found to be (2.1± 0.3)× 10−20 s−1.
The trap design has also been optimized for a low trap temperature rise due to the
applied rf voltage. Trap temperature measurements with Pt100 sensors installed on
the trap showed a maximum temperature increase of 1.21 K at an rf voltage amplitude
of 1 kV. By comparing the measurement results to FEM simulations the uncertainty
contribution of the trap temperature to the black-body radiation shift has been deduced
to be 2.4× 10−20.
As the ion trap provides a high level of control on Coulomb crystals it also provides
an ideal test bed for studying atomic many-body systems. This work presents results
of the investigations on topological defects in two-dimensional Coulomb crystals. The
emphasis was placed on the effects of mass defects and external electric fields on the
stability of the topological defects. It is shown that these effects can be used to
manipulate and create topological defects deterministically.
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The measurement of time has always played an important role for mankind. For many
centuries time measurements relied mainly on the observation of the sun, the moon
and the stars in order to determine days, seasons and years. Thus the frequency of
the Earth’s rotation and of Earth’s orbit around the sun have been used to define time
scales. For measurements of shorter time periods other timekeeping devices such as
water clocks, hour glasses and mechanical clocks have been constructed [1]. Major im-
provements of man-made mechanical clocks have been the pendulum clock invented by
Christiaan Huygens in 1656 and the marine chronometers developed by John Harrison
throughout the 18th century. The latter allowed the increasing number of seafarers
a safer navigation, because these clocks allowed a simple and reliable determination
of their longitude. However, Earth’s rotation remained the time standard as it still
provided a frequency accuracy, which could not be reached with mechanical clocks.
With the invention of quartz crystal clocks in the 1930s and 1940s, it was discovered
that the Earth’s rotation frequency is fluctuating, leading to day length variations on
the order of 1 ms [2]. Besides a long term deceleration due to tidal effects the fluctu-
ations are attributed to changing mass distributions of the atmosphere and the Earth
itself. Therefore in 1956 the SI second was redefined by the International Committee
of Weights and Measures as a fixed fraction of the tropical year, which shows smaller
fluctuations.
The next breakthrough in the development of accurate clocks was the first realization
of an atomic clock that uses the microwave transition between the two hyperfine levels
of the ground state of the 133Cs atom as the reference frequency [3]. The first suggestion
to use atoms for time measurements has been made by James Clerk Maxwell and dates
back to 1870 [4]. In 1967, this approach finally led to the current definition of the SI
second as the duration of 919 263 177 periods of the radiation corresponding to the
above mentioned resonance frequency of 133Cs [5]. Since then Cs atomic clocks have
been improved continuously and nowadays approach fractional frequency uncertainties
of 1× 10−16 [6]. The existence of these highly precise clocks enabled the development
of new technologies such as the global navigation satellite systems.
A number of further technological breakthroughs enabled the realization of optical
clocks, which surpass the performance of microwave clocks and approach fractional
frequency uncertainties of 10−18 [7–9]. Among others these breakthroughs have been
the development of lasers [10, 11] as an intrinsically coherent and intense light source,
the development of laser cooling techniques [12, 13], the development of highly sta-
ble laser sources with subhertz linewidths [14] and the invention of optical frequency
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combs [15]. With the help of laser light atoms can be cooled to temperatures below
1 mK and prepared in the desired electronic and motional state. The highly stable laser
sources are used as a flywheel or short-term frequency reference. The stabilized laser
has to maintain the frequency stability in between two interrogations of the atomic
reference transition. Finally the optical frequency comb provides a fixed link between
the optical oscillations and easily countable oscillations in the radio frequency (rf)
regime.
Besides the improvement of timekeeping the higher accuracy of optical clocks also has
impact on further applications [16]. One field is the search for new physics beyond the
standard model and for possible violations of Lorentz symmetry. The former is looking
for temporal or spatial variations of fundamental constants such as the fine-structure
constant α or the proton-electron mass ratio µ = mp
me
[17, 18]. Lorentz symmetry
can be tested by observing the frequency differences in atomic states with different
spatial orientations and track those differences while the Earth is rotating around its
axis [19–21]. Another emerging application is the field of chronometric levelling in
geodesy [22, 23]. These experiments make use of the relativistic time dilation shift
due to the gravitational potential of the Earth. Fractional frequency uncertainties of
10−18 are needed for these experiments to resolve height differences at the level of 1 cm.
Conversely, for a frequency comparison with a systematic uncertainty at the level of
10−18, the height of the clock ion needs to be known with centimetre precision.
Of the various realizations of optical clocks, systems with trapped ions are among the
most successful. For these experiments clock ions are trapped inside a quadrupole
ion trap, which is often also referred to as Paul trap. The invention of these traps
in the 1950s have enabled spectroscopy on individual atoms for the first time and
additionally allowed particle mass determination with unprecedented accuracy [24,
25]. The quadrupole ion trap uses a combination of static and rf electric fields to
create confinement in all three dimensions. The trap provides high trap depths on the
order of several electronvolts, which allows to trap ions at room temperature and to
store them in the trap for several days to months. Due to the tight confinement ions in
the trap can be localized to within a few nanometres. This allows to precisely control
and characterize external electric and magnetic fields at the ion position, which is a
prerequisite for achieving low systematic frequency uncertainties. Although the trap
uses electric fields to generate the confinement, the field vanishes in the centre of the
trap and in first order do not disturb the internal energy levels.
Today the most accurate realizations of ion clocks use a single clock ion, because it
allows to achieve the lowest systematic uncertainties [8, 9, 26]. A serious limitation of
this approach is the low signal-to-noise ratio (SNR) of the binary signal of the single
ion. Because of this single ion clocks require long averaging times on the order of
several days in order to reduce the statistical uncertainty to the level of the estimated
inaccuracy. Besides the technical challenge to realize these long averaging times they
are also limiting the use of ion clocks for applications that want to measure frequency
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fluctuations on shorter timescales. One approach to reduce averaging times is to in-
crease the number of reference ions [27, 28], which is the basic idea of the experiment
presented in this thesis.
If multiple ions are loaded into an ion trap and are cooled to sufficiently low tempera-
tures they form a crystalline structure also referred to as ion Coulomb crystals (ICCs).
The ion configuration of the ICCs are dependent on the interplay of the confining trap
potential and the repulsive Coulomb force of the neighbouring ions. Depending on the
shape of the trap potential these crystals can be one-, two- or three-dimensional. The
most promising configuration for clock operation is a one-dimensional crystal in which
the ions form a linear string on the trap axis of a linear ion trap. The unavoidable
existence of static electric field gradients within such a setup limits the choice of atomic
elements for clock operation as the shift due to the electric quadrupole moment would
increase the systematic error significantly. Therefore, in the presented experiment it is
planned to build a multi-ion clock with 115In+ ions, as the considered clock transition
connects two states with vanishing quadrupole moment. As the 115In+ term scheme
only provides a narrow cooling transition 172Yb+ ions are trapped simultaneously to
provide sympathetic cooling. Additionally 172Yb+ can be used to characterize the
experiment as it also provides two narrow clock transitions. In fact all experiments
shown in this thesis have only used 172Yb+.
An analysis of the dominant contributions to the total uncertainty of single ion clocks
of different experiments reveals that many of those contributions are linked directly
or indirectly to the characteristics of the ion trap. For a multi-ion clock some of these
uncertainties are even expected to further increase. Therefore for the realization of a
multi-ion clock it is indispensable to develop an ion trap design that minimizes these
contributions to the uncertainty budget. Specifically this means that the trap must
provide the lowest possible axial micromotion amplitudes, low external ion heating
rates and a low and well-known temperature increase of the trap due to rf losses. The
micromotion and the ion heating rates contribute to the motional time dilation shift.
The trap temperature needs to be known for the determination of the black-body
radiation (BBR) shift, which is the ac Stark shift due to the black-body radiation
emitted by the environment of the ion. A scalable segmented linear ion trap design
that fulfils these requirements has been presented initially in Ref. [27] and a prototype
trap with this design has been characterized in Ref. [29, 30].
The aim of this thesis was to refine the existing trap design and to develop a manufac-
turing process for an ion trap with the best possible characteristics for the realization
of a multi-ion clock. The target was to further reduce the contributions of the ion trap
to the fractional frequency uncertainty. This needed to be proven by measurements of
the trap characteristics.
The thesis is organized as follows. Chapter 2 reviews the theoretical foundations of
optical clocks, linear ion traps, laser cooling techniques and of the relevant frequency
shifts. In chapter 3 the main targets of the trap development and the trap design
3
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are introduced. It is explained in detail how the design goals influence the targeted
dimensional tolerances and the choice of the materials to build the trap. This is
followed by a detailed description of the trap manufacturing process. To continuously
improve this process in total five ion traps have been manufactured. Each trap consists
of four aluminium nitride (AlN) wafers with sputtered gold electrodes. The semi-
monolithic design allows to achieve low manufacturing tolerances. In the last part of
chapter 3 the results of the trap geometry measurements are presented. Chapter 4
is dedicated to the description of the experimental setup and the experimental cycle
that was implemented for ground state cooling of 172Yb+ . One of the five ion traps is
characterized in chapter 5. This includes the measurements of the trap temperature,
a comparison between measured and calculated trap frequencies, the measurement of
the micromotion amplitudes in two of the seven trap segments and the measurement of
the ion heating rates. In chapter 6 the excellent trap properties for the manipulation of
ICCs are used to study topological defects that are formed during the phase transition
from a one-dimensional to a two-dimensional crystal. Additionally the influence of
mass defects and external electric fields on the defect stability are discussed. Chapter 7
summarizes the results of this thesis and gives an outlook on possible next steps for
the ion trap and the experiment.
4
2. Theoretical Background
This chapter is includes a brief description of the theoretical approaches that are used
to describe the physical systems that are investigated in this work. The description
focusses on the specific setup that was used in the experiment. For calculated numbers
and graphs typical experimental parameters have been assumed. More detailed and
more general theoretical descriptions can be found in the references mentioned in the
text.
2.1. Optical Multi-Ion Clocks
As proposed in Herschbach et. al. [27] one aim of the experiment discussed in this
work is to setup a multi-ion clock based on 115In+ ions, which are sympathetically
cooled by 172Yb+ ions. This section describes the constituents that build an optical
clock and the terms instability and accuracy that are the figures of merit of all clocks.
The main motivation for the proposed setup of a multi-ion clock is to reduce the clock
instability. The following subsection introduces and motivates the chosen ion species.
A more general and more extensive introduction into frequency standards can be found
in the textbook from Riehle [31]. A recent review focussing on optical clocks has been
published by Ludlow et. al. [16].
In Fig. 2.1 the setup of an optical clock is shown schematically. A clock is based on
counting the number of cycles of a periodic signal. In the case of an optical clock the
periodic signal is the electric field of a laser source. The laser frequency is tuned to
an atomic resonance which serves as a stable and absolute reference for the frequency.
From the subsequent measurements of the atomic resonance an error signal is generated
and fed back to the laser frequency. Because of the limited control loop bandwidth
that locks the frequency to the atomic resonance, the laser source itself has to provide
a sufficiently high short-term stability. To achieve this the laser source is pre-stabilized
to a high finesse optical cavity. The pre-stabilized laser source is also referred to as
local oscillator. Together with the feedback loop on the atomic resonance it forms a
frequency standard. To count the cycles of the laser field a frequency comb [15] is
used. The frequency comb transfers the optical frequency with a fixed and known
relationship into an rf frequency. The cycles of the rf frequency can be counted by




Figure 2.1.: Schematic showing the constituents of an optical clock setup. A laser source that
is pre-stabilized to a high finesse optical cavity (local oscillator) is tuned to an atomic resonance.
A optical frequency comb is used to transfer the optical frequency to an rf frequency. The frequency
comb allows to count the oscillations of the laser field electronically and to generate a clock signal.
The two measures that define the performance of any frequency standard are its fre-
quency instability and the frequency uncertainty. In order to be well defined and
comparable, the frequency of the unperturbed atomic resonance must be determined.
Any external perturbation has to be measured and corresponding corrections have
to be applied. The uncertainties of measuring the perturbations and of the applied
corrections have to be summed up and define how accurate the measured frequency cor-
responds to the unperturbed atomic resonance. Thus the total frequency uncertainty
results from the uncertainties of systematic shifts of the atomic frequency. Some of
the most important frequency perturbations are discussed in Sec. 2.5.
The frequency instability on the other side describes the statistical error of the fre-
quency measurement. It defines how often or how long the atomic resonance has to
be probed to average down to a certain frequency resolution. This statistical error is








Here y1,2(τ) are the average frequencies of two subsequent frequency measurements
with averaging time τ . The angle brackets denote the mean value for many of such
subsequent frequency measurements with the same averaging time τ . Thus the Allan
variance gives the mean square deviation between two frequency measurements with
averaging time τ . The square root of the Allan variance σ2y is commonly referred to as
Allan deviation σy.
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For optical clocks the achievable instability is fundamentally limited by the so-called
quantum projection noise (QPN) [33]. It is caused by the interrogation scheme, which
projects each ion either to the ground or excited state. The resulting Allan deviation












where ∆ν is the observed full width at half-maximum (FWHM) of the atomic reso-
nance, τ is the total measurement time, tc = τ/Ncycles is the time period of a single
interrogation and κ is a numerical factor of the order unity, which depends on the
details of the used interrogation scheme.
For single ion clocks that are targeting fractional frequency uncertainties in the range
of a few 1× 10−18 the QPN is a severe limitation. In Huntemann et. al. [8] a record
low systematic frequency uncertainty of 3.2× 10−18 is reported for a 171Yb+ single
ion clock. However the reported instability of 5× 10−15/√τ requires a measurement
time τ(Nions=1) = 2.44× 106 s = 28.3 d to reach an identical statistical error. Such
long averaging periods are technically challenging, because it requires a very reliable
experimental setup without any downtimes. It also prevents observing frequency per-
turbations that oscillate at shorter time scales.
To reduce the QPN basically two methods can be found from Eq. 2.2. The first
method is to reduce the observed linewidth ∆ν. In fact as long as the linewidth is
Fourier-limited an increased cycle time tc is favourable, because the linewidth decreases
∆ν ∝ 1/tc. This overcomes the effect of the direct dependency of Eq. 2.2 on the cycle
time σy ∝
√
tc. For clock ion species with very long living excited states, such as
27Al+
or the octupole transition in 171Yb+, the probe time is limited by the stability of the
clock laser. Even the most stable lasers limit the interrogation time tc to a few seconds
because of the limited coherence time. For 115In+ ions a reasonable cycle time tc is
limited by the finite excited state lifetime tIn = 1/Γ = 194 ms. A longer cycle time will
lead to a decreased contrast of the probe signal. It has been shown numerically by Peik
et. al. [34] that the optimal cycle time for Rabi excitation is tc,Rabi = 1.88 Γ = 365 ms
and for Ramsey excitation it is tc,Ramsey = 1.0 Γ = 194 ms. Therefore with the current
laser technologym [35–37] the clock laser stability is considered not to be critical for
an 115In+ clock.
The second method to lower the instability due to QPN is to increase the number of
interrogated ions. This is the main motivation for building a multi-ion clock. Although
the instability is only reducing by 1√
Nions
the measurement time to reach a fixed sta-
tistical error is inversely proportional to the ion number Nion. Assuming a single ion
instability of 7× 10−16/√τ , which is a realistic assumption for 115In+, the averaging
time to reach a statistical error of 1× 10−18 is 5.7 d for a single ion, 13.6 h for 10 ions
and could be reduced to 1.4 h for 100 ions.
7
2. Theoretical Background
Figure 2.2.: Reduced 115In+ (I=9/2) term scheme showing the wavelength and decay rates of the
clock and the detection transition. The hyperfine structure splitting is not shown for simplicity.
2.1.1. 115In+ Clock Ion Properties
There are a number of reasons for the selection of 115In+ as clock ion species. More de-
tails of the mentioned properties of 115In+ ions for precision spectroscopy are explained
in the other sections of this chapter.
The 115In+ ion has already been considered as clock ion in a number of experiments
[38–40] and thus provides a well known system. In Fig. 2.2 a reduced term scheme
of 115In+ is shown. The hyperfine structure resulting from the nuclear dipole moment
I= 9/2 is omitted for simplicity. It is a two-electron system which provides a narrow
clock transition 1S0 ↔ 3P0 at 237 nm with a natural linewidth of 0.82 Hz. The transi-
tion of this intercombination line is only possible due to admixtures of the short-lived
1P1 and
3P1 states [41, 42]. Otherwise J=0 ↔ J ′=0 transitions are forbidden for all
multipole orders. Besides this long-lived clock state, 115In+ provides a second inter-
combination line 1S0 ↔ 3P1 which due to its reasonably high decay rate Γ = 360 kHz
is usable for a direct detection of the clock state population via the electron-shelving
technique [43, 44]. This transition can also be used for Doppler cooling (see Sec. 2.3),
but only provides a reduced cooling rate compared to the usually used dipole allowed
transitions. The dipole allowed transition 1S0 ↔ 3P1 at 159 nm is in the vacuum-UV
range, which makes it technically challenging to build a coherent light source at this
wavelength.
When several ions are trapped in the same ion trap as proposed here, the electric field
gradients will influence the clock transition frequency due to the coupling to quadrupole
moments Θ (see Sec. 2.5) of participating states. For the clock transition in 115In+ the
quadrupole moments are vanishing in first order, which makes it an ideal candidate for
a multi-ion clock. Furthermore it provides a low sensitivity to external perturbations
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by electric [45] and magnetic [46] fields. Due to its high mass it is also less sensitive
to motional frequency shifts, such as the time dilation shift.
In Herschbach et. al. [27] it is proposed to simultaneously trap 172Yb+ ions together
with the clock 115In+ ions. 172Yb+ provides a dipole allowed Doppler cooling transition
with a natural linewidth of 19.6 MHz (see Sec. 4.3). Due to its favourable mass ratio
the 172Yb+ ions can be used for an efficient sympathetic cooling of the 115In+ ions [47].
This cooling scheme would also allow to cool the ions during clock interrogation with a
reduced light shift compared to a direct cooling of the 115In+ ions. The 172Yb+ ions have
no hyperfine structure due to the vanishing nuclear dipole moment. This facilitates
the Doppler cooling scheme. 172Yb+ also offers two narrow clock transitions, which
can be used to characterize different frequency shifts with a higher resolution than
on the 115In+ ions due to a higher sensitivity to some perturbations (e.g. electric and
magnetic fields). Furthermore the fluorescence of the Doppler cooling light can be used
to detect excess micromotion (see. Sec. 2.2 and Sec. 5.3). In fact all measurements
presented in this thesis have been carried out exclusively with 172Yb+ ions.
2.2. Linear Paul Traps
This section gives an introduction into the theory of Paul traps and explains why a
linear Paul trap design is favourable for clock interrogation on a linear ion Coulomb
crystal. More comprehensive descriptions of ion traps can be found in several text
books like [48, 49]. According to Earnshaw’s theorem it is not possible to create a
static electric potential that confines a charged particle in all three dimensions. For a
three-dimensional harmonic potential










this can be proven by inserting the potential ϕ into the Laplace-Equation ∆ϕ = 0,
restricting the parameters ci to fulfil the equation cx + cy + cz = 0. At least one of
the three parameters has to be negative and the potential ϕ(x, y, z) is repulsive in
this direction. To achieve three-dimensional confinement of a charged particle a time
dependent potential ϕrf(x, y, z, t) has to be added. The total electric potential is then





















Typical oscillation frequencies Ωrf are within the rf range. Inserting into the Laplace
equation again imposes the conditions
cx + cy + cz = 0 and c˜x + c˜y + c˜z = 0 , (2.5)
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on the parameters ci and c˜i. The parameters are defined by the geometric realization of
the trap electrodes and link the electric field at the trap centre to the applied voltages
by
Edc,i = ci Udc and Erf,i = c˜i Urf with i ∈ {x, y, z} . (2.6)
In a linear Paul trap a chain of ions is trapped on the z-axis. Any rf field Erf,z
along this trap axis should vanish. Otherwise this field will cause driven motion at
the rf frequency which is referred to as micromotion and is discussed in the following
subsection. The motion is unwanted for precision spectroscopy, because it leads to a
shift of the resonance frequency and can also be a heating source for the ions. This
condition defines the parameters for a linear ion trap to be
− (cx + cy) = cz > 0 , c˜x = − c˜y and c˜z = 0 . (2.7)
The rf field confines the positively charged ions in the xy-plane and vanishes along
the z-axis. Confinement along the z-axis is achieved by a static three-dimensional
quadrupole potential. Three different electrode geometries, that have been used to
realize these trap parameters are shown in Fig. 2.3. Hyperbolic shaped electrodes result
in an almost purely harmonic potential over a large trapping region. The drawback
of this geometry is the limited optical access for detection and laser beams. This is
improved by the rod trap design, which still approximates the rounded electrodes and
is easier to manufacture. The chip trap design, which is used for the trap discussed
within this work, allows to have a semi-monolithic design, which greatly helps to reduce
misalignments of the electrodes to a minimum. Although the electrode shape differs
significantly from the hyperbolic trap, close to the trap centre the electric potential is
well approximated by Eq. 2.4. Simulations of the trap design presented in this work
show that within the range of ±0.1 mm around the trap centre the maximum relative
deviation of the potential from a parabola fit is on the order of 5× 10−3. Further
deviations from the ideal trap potential of this trap design are discussed in more detail
in [30].
2.2.1. Trapping of Single Ions




(Udc ci + Urf c˜i cos(Ωrft))xi = 0 with xi ∈ {x, y, z} . (2.8)




+ (ai − 2qi cos(2ξ))xi = 0 . (2.9)
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(a) (b) (c)
Figure 2.3.: Schematics of different linear trap geometries with 3D illustrations in the top row
and electrode cross-sections in the bottom row. Red coloured electrodes illustrate a connection to
the rf voltage source. The blue coloured electrodes represent a connection to rf ground and/or to
a DC voltage source. (a) Trap with hyperbolic electrodes with additional ring electrodes for axial
confinement, (b) Rod Trap with segmented dc electrodes, (c) Wafer based trap with segmented dc
electrodes.
Therefore the dimensionless parameters
az = −(ax + ay) = 4eUdccz
mΩ2rf
, (2.10)
qx = −qy = 2eUrf c˜x
mΩ2rf
, (2.11)





are introduced. The relations between the different a- and q-parameters follow di-
rectly from Eqs. 2.7. Detailed calculations of the ion trajectories [48, 50] show that
confinement is achieved within several regions of stability in the a- and q-parameter
space. The trap discussed within this work operates in the lowest region of stability
and fulfils the condition |ai|, |qi|  1. Under this condition the ion trajectory can be
approximated by








Here x0,i represents a possible static shift of the ion, which can be caused by static
external fields. The ion motion consists of oscillations at the frequency ωi with ampli-
tude Ai which is referred to as secular motion and a driven motion at the rf frequency
Ωrf which is referred to as micromotion. The amplitude of the secular motion Ai is
connected to the temperature of the ion, but will be non-zero even if the ion is cooled
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to its motional ground state, because of the spread of the wave function. The secular








With this equation and Eqs. 2.10 - 2.12 the a- and q-parameters can be calculated for


































Two sources of the micromotion can be identified in Eq. 2.14. First there is micromo-
tion, which originates from a displacement r0,i from the centre of the trap, where the
rf fields are not vanishing. This is referred to as excess micromotion (EMM) and can
be minimized by shifting the ion to the trap centre using static electric fields. The
excess micromotion amplitude can be quantified in various different ways. Within this
work the amplitude of the rf field Erf that drives the micromotion is used to quantify
micromotion. Conversions to different definitions can be derived if the relevant trap
parameters and informations about the considered optical transition are known.
The second source of micromotion is connected to the amplitude Ai of the secular
motion. Due to the secular motion the ion oscillates around the trap centre and
is therefore periodically exposed to the rf field. Because the secular motion never
vanishes entirely, this effect appears in every ion trap and is referred to as intrinsic
micromotion (IMM).
Phase shifts between the voltages on the different rf electrodes are another source
of micromotion that does not appear in Eq. 2.14. Such phase shifts can be caused
by a non equal length of conductors bringing the rf voltage to the different rf trap
electrodes. The phase shift ∆ϕ caused by a length difference ∆d for a conductor in








Here λrf denotes the vacuum wavelength of the rf field and c is the speed of light. The
time-dependent voltages on the two rf electrodes with a phase shift ∆ϕ are
U1(t) = U0 cos(Ωrft+ ∆ϕ/2) , (2.21)
U2(t) = U0 cos(Ωrft−∆ϕ/2) . (2.22)
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The time dependent voltage difference is
∆U(t) = U2(t)− U1(t) (2.23)
= U0 [cos(Ωrft−∆ϕ/2)− cos(Ωrft+ ∆ϕ/2)] (2.24)
= 2U0 sin(∆ϕ/2)︸ ︷︷ ︸
U0,ϕ
sin(Ωrft) . (2.25)
For typically small phase shifts with ∆ϕ/2 1 the voltage amplitude U0,ϕ is approx-
imated with U0,ϕ ' U0 ∆ϕ and the voltage difference ∆U(t) simplifies to
∆U(t) = U0 ∆ϕ sin(Ωrft) . (2.26)
The voltage difference between the two rf electrodes generates an rf field at the position
of the ion and drives micromotion. The amplitude of the rf field is determined by the
voltage amplitude U0,ϕ and a geometrical factor, which can either be calculated or
simulated. Because of the 90° phase shift of this rf field with respect to the trapping rf
field it is not possible to compensate this effect by shifting the ion to a location with an
increased trapping rf field. A target value for the discussed trap design (see Sec. 3.2)
was to have Erf ≤ 115 V m−1. With FEM simulations (see Sec. 3.3) it is found that
1 V of U0,ϕ results in an rf field of approximately 458 V m
−1. Therefore U0,ϕ should be
less than 0.25 V. For a trap frequency of 24.38 MHz and for U0 = 800 V this results in
a maximum allowed length difference of the rf leads of ∆d ≤ 0.61 mm.
Luckily the phase-shifted voltage amplitude U0,ϕ is suppressed technically, because
the ion trap is part of a resonant circuit and the capacitance of the trap for the
differential voltage ∆U(t) differs from the capacitance for the in-phase rf-voltage. This
will lead to different resonance frequencies for both voltage configurations. The trap is
driven at the resonance frequency connected to Urf and at this frequency oscillations
of ∆U(t) are suppressed. The attenuation depends on the Q-factor of the resonant
circuit and on the difference of the capacitances. While the Q-factor can be measured
experimentally it is difficult to directly measure the differences in the trap capacitances
for the different voltage configurations, as every electrical probe will have influence on
the measured capacitance. Existing voltage differences ∆U(t) can be detected via
micromotion measurements at different ion positions, because of the non-vanishing
amplitude and the characteristic phase shift with respect to the rf drive phase.
For many practical considerations micromotion can be completely neglected. This
simplifies the further treatment and often gives good approximations, because the
micromotion amplitude is a factor qi/2 smaller than the amplitude of the secular
motion. If this is done, the secular motion can be approximated by the motion of the
ion in the harmonic potential





2 + ω2y y




which is referred to as ponderomotive potential or pseudo-potential. It represents the
effect of the trap potential given in Eq. 2.4 when averaged over the time of one rf
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period. When all dc potentials are neglected, the ponderomotive potential resulting
from the rf field is
Vp,rf(x, y, z) =
e2 |Erf(x, y, z)|2
4mΩ2rf
. (2.28)
This shows that the rf trap potential is mass dependent and decreases for higher ion
masses m. This is in contrast to the static electric field potential. For linear ion traps
this makes clear that the radial trap potential changes for different ion species, while
the purely static axial trap potential Vax,dc is independent of the ion mass. Typically,
the trap depth of ion traps is in the range of a few eV. These high values allow trapping
of ions at and above room temperature. Also single ions can be stored in the trap for
days or weeks without loosing them.
If the ion is cooled to sufficiently low temperatures such that its kinetic energy be-
comes comparable to ~ωi, the quantization of the energy levels has to be taken into












































This shows that the motional energy is quantized. These motional quanta are referred
to as phonons, where adding one phonon is equivalent to adding an energy of ~ωi.
It has been shown that a quantization of the ion trajectory is also found if the time
dependent potential of Eq. 2.4 is taken into account [51, 52]. These authors also showed
that the regions of stability in the a- and q-parameter space that have been found with
the classical treatment are also identical to those found in the quantum mechanical
treatment.
2.2.2. Linear Ion Coulomb Crystals
Ion traps can be used to trap a larger number of ions simultaneously. For laser-cooled
ions the kinetic energy of the individual ions typically becomes small compared to the
Coulomb energy and the ions form a crystalline structure. These structures are called
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ion Coulomb crystals. Depending on the aspect ratio of the trap potential along the
three trap axes the resulting ion crystal will be 1-, 2- or 3-dimensional. Linear ion traps
are well suited for forming larger ion crystals, because micromotion vanishes along the
axial trap axis. Especially for 1-dimensional linear ion Coulomb crystals, where the ions
line up on the axial trap axis, micromotion is reduced to a minimum. This subsection
will summarize briefly how a linear chain of ions can be realized within a linear ion
trap and how ion motion can be described in terms of a normal mode spectrum.
The total potential for N singly charged ions at positions ~xn within the ponderomotive











4pi0 |~xn − ~xm| . (2.33)
At the equilibrium ion positions ~xn
0 the sum of all forces acting on each ion has to





= 0 , (2.34)
where n indicates the ion number and ~xn = (xn1, xn2, xn3) ≡ (xn, yn, zn). This set
of equations has to be solved numerically as soon as there are more than a few ions.
Numerical calculations of ion positions for linear ion crystals can be found in [53, 54].
It has been shown that for the generation of 1-dimensional crystals of intermediate size




> 0.73N0.86 . (2.35)
For the further treatment of ion motion within a linear chain of ions the displacements
~qn(t) = ~xn(t)− ~xn0 , (2.36)
are introduced, where ~xn
0 are the equilibrium positions. Assuming a purely harmonic
trap potential Vp the ion potential can be approximated by a second-order Taylor



















Vnmi qni qmi , (2.37)
where the first sum is over the three coordinates. For a linear ion chain the radial
coordinates of the equilibrium position are x0n = y
0
n = 0 and the axial coefficients of
























∣∣z0n − z0k∣∣−3 for n = m,
e2
4pi0
∣∣z0n − z0m∣∣−3 for n 6= m.
(2.39)
In contrast to the axial direction, the Coulomb interaction in the radial potential
reduces the total potential. This reflects the fact, that a radial excursion of an ion
increases the distance to all other ions. The eigenvectors βαi with α = 1 . . . N of the










The eigenvalues λαi of this equation define the normal mode frequencies with ω
α
i =√
λαi . For linear ion crystals with identical ions, there is for each coordinate a so-
called centre of mass mode (COM mode), where all ions oscillate in phase at the single
ion trap frequency. Due to the Coulomb interaction term in Eqs. 2.38 and 2.39 this
mode is the lowest frequency mode in the axial direction and the mode with highest
frequency for the radial directions.
2.3. Interaction of Laser Light with Trapped Ions
The interactions of laser light with trapped ions provide almost perfect control over all
aspects of this quantum mechanical system. Using these interactions as a tool allows
to precisely characterize and manipulate all internal and external degrees freedom.
Different optical transitions can be employed for a wide range of tasks: e.g. strong
dipole transitions allow to detect ions by imaging their fluorescence to a photomultiplier
or a CCD camera. Dipole transitions are also used for efficient state detection via
the electron shelving technique [44] and for Doppler cooling of ions from above room
temperature down to a few mK. Furthermore narrow transitions from the electronic
ground state to a metastable excited state can be used for cooling of the ions to
the motional ground state by sideband cooling [56] and to measure the mean phonon
number (see Sec. 4.4). There are many more possibilities to use the light ion interaction
for the characterization of the experiment. This section gives an introduction into the
description of the interaction of laser light with a trapped particle and shows how
laser light can be used for Doppler and sideband cooling. The description follows the
summaries given in [57] and [58].
For a simplified notation the discussion is restricted to one dimension and a purely
harmonic trap potential with secular frequency ωsec. The internal states of the ion
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shall form an effective two-level system with ground state |g〉 and excited state |e〉
with an energy difference of ~ω0. The ion is interacting with a travelling wave single
mode laser with the wave vector ~k pointing along the x-axis and with frequency ωL
which is tuned close to the ion transition frequency. The system can then be described
by the Hamiltonian
















where aˆ is the harmonic oscillator annihilation operator, k = 2pi/λL is the wave number
of the single mode laser and Ω0 the free ion Rabi frequency. The Rabi frequency is
defined by the coupling strength of the laser-ion interaction and contains all details
of the electronic transition. Because of this, equation 2.43 can be used to describe
electric-dipole-allowed transitions, electric-quadrupole-allowed transitions, as well as
stimulated Raman transitions. Transforming to the interaction picture with Uˆ =









eiω0t |e〉 〈g|+ e−iω0t |g〉 〈e|)








ei(kxˆ−∆t) |e〉 〈g|+ e−i(kxˆ−∆t) |g〉 〈e|) e−iωsect(aˆ†aˆ+ 12 ) . (2.44)
In the last step the rotating-wave approximation is used to eliminate all terms that are
oscillating at ωL+ω0 ≈ 2ω0. This approximation is valid as long as ∆ = ωL−ω0  2ω0.
The matrix element for a transition from the electronic ground state |g〉 to the excited
state |e〉 with simultaneous change in the motional quantum number for |n〉 to |n′〉 is
〈n′, e|Hˆint|n, g〉 = 1
2
~Ω0 〈n′|eikxˆ|n〉 ei[∆+(n′−n)ωsec]t . (2.45)
The exponential term shows that the transition frequency is shifted by (n′ − n)ωsec
which fulfils energy conservation as the energy is effectively transferred from the elec-
tronic transition |g〉 → |e〉 to the motional transition |n〉 → |n′〉. The matrix element
〈n′|eikxˆ|n〉 defines the relative strength of the transition. Because of their importance
these transitions have been given special names. Transitions with n′ = n are referred to
as carrier transitions. Whereas transitions with n′ > n are called blue sideband tran-
sitions (BSBs) and transitions with n′ < n are called red sideband transitions (RSBs).













Figure 2.4.: Plot of the relative transition strength Ω/Ω0 on the carrier, first and second red
sideband, where n is the initial motional quantum number. The value of η ≈ 0.12 was calculated for
the 411 nm quadrupole transition in 172Yb+ with ωsec = 2pi × 500 kHz.
der, second order, or n-th order transitions. The further discussion is simplified by













It relates x0, which is the extension of the motional ground-state wave function along
x, to the laser wavelength λL. Alternatively, η
2 represents the ratio of the photon recoil
energy ~ωr to the single phonon energy ~ωsec. If in contrast to the initial assumptions
there is an angle θ between the wave vector ~k and the considered trap principal axis
the Lamb-Dicke parameter reduces by the factor cos θ. It has been shown that the
relative transition strength is [60, 61]








where n< is the lesser of n and n
′ and Lαn are the generalized Laguerre polynomials.
From this equation it can be seen that 〈n′|eikxˆ|n〉 = 〈n|eikxˆ|n′〉. In Fig. 2.4 the relative
transition strengths resulting from Eq. 2.47 are plotted. The equation simplifies in the
so-called Lamb-Dicke regime where η2(2n + 1)  1. This condition allows a Taylor
expansion of the exponential
eiη(aˆ+aˆ
†) = 1 + iη(aˆ+ aˆ†) +O(η2) . (2.48)
This shows that within the Lamb-Dicke regime all transitions with ∆n > 1 can be
neglected and transitions on the carrier and the first order sidebands are dominating.
Also with respect to the carrier transition Rabi frequency the Rabi frequencies on the
first red and blue sideband are suppressed by a factor η. For low motional quantum
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numbers n Fig. 2.4 shows the strong suppression of second order sidebands and also
that the ratio between first order and carrier transitions strength is corresponding to
the Lamb-Dicke parameter. For the experimental parameters used for this plot the
condition for the Lamb-Dicke regime is met only for n ≤ 3.
2.4. Laser Cooling
Within this work two laser cooling techniques are used for the preparation of the ion
for further experiments. Doppler cooling [12, 13] cools the ion from initially a few
hundred Kelvin to less than 1 mK. Subsequently, resolved sideband cooling allows
to cool the ion to the motional ground state which corresponds to a temperature of
approximately 12µK. This section describes briefly the theoretical fundamentals of
both cooling techniques. More elaborated reviews of laser cooling techniques can be
found in [57, 61–63].
2.4.1. Doppler Cooling
The principle of Doppler cooling relies on the Doppler shift of a moving ion which
leads to a velocity dependent radiation pressure. For properly chosen experimental
parameters the radiation pressure results in a net cooling of the ion. For the further
description the ion is considered to form a two-level system with transition frequency
ω0 and decay rate of the excited state Γ. It is irradiated by a travelling wave laser beam
with frequency ωL. For simplicity we reduce the problem to one dimension such that
wave vector ~k is either parallel or antiparallel to the ion velocity ~v. Also, we neglect the
effect of micromotion and consider the ion to be trapped in a static harmonic potential.
If Γ  ωsec a single absorption and spontaneous emission cycle is much shorter than
the oscillation period of the ion in the trap potential and hence the velocity change
between absorption and emission can be neglected. With every photon absorption
the momentum ~k is transferred to the atom. The subsequent spontaneous emission
of photons is generally isotropic such that on average no momentum is transferred.
Therefore the average radiation force is
~Frad = ~kΓρee = ~kΓ
s/2
1 + s+ (2(∆− k · v)/Γ)2 . (2.49)
Here ρee is the probability to be in the excited state and s = 2|Ω0|2/Γ2 is the saturation
parameter. The radiation force is maximized when ∆ − k · v = 0. Then the laser
detuning exactly cancels out the Doppler shift. For a red detuned laser ∆ < 0 the
radiation force increases if the ion moves towards the ion1. In this case the scattering
of photons reduces the ion velocity and its temperature. On the other hand scattering
1as long as |kv| < |∆|
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a photon will be more unlikely when the ion moves away from the laser beam because
the effective detuning from the resonance increases. These scattering events would
lead to a heating of the ion in the trap. In summary the whole scheme will result in
an effective cooling of the ion in the trap as long as the laser is red-detuned.
For an ion in a 3D harmonic potential a single red detuned laser beam is sufficient to
provide cooling in all three dimensions as long as the beam has projections onto all
three principal axis of the trap potential. Here the oscillating movement of the ion will
also make sure that a projection of the wave vector ~k is antiparallel to the ion, which
is required to cool the ion.
The Doppler temperature TD is the lowest temperature that can be achieved with





The temperature is then limited by the recoil of the spontaneously emitted photons,
which cause a Brownian motion in velocity space.
For the experimental realization of Doppler cooling typically a dipole transition with
a decay rate of at least a few tens of MHz is used. This allows to have a high pho-
ton scattering rate and a fast cooling of the ions from above room temperature to
a few mK. As the decay rate Γ also determines the Doppler temperature there is a
trade-off between minimum temperature and efficient cooling. Besides the efficient
cooling a large photon scattering rate helps to detect scattered light with a camera
or a photomultiplier tube. The decay rate Γ is typically much larger than the secular
frequency ωsec and therefore the individual motional sidebands of the transition are
not resolved.
Micromotion can have significant influence on the Doppler cooling efficiency, because
of micromotion sidebands in the absorption spectrum at ω0 ± Ωrf in first order. So a
laser with a detuning |∆| < Ωrf is blue detuned to this sideband and this will lead to
a heating of the ion. Such effects can be avoided by carefully reducing micromotion to
a minimum.
2.4.2. Resolved Sideband Cooling
In order to be able to cool the ion to the motional ground state Doppler cooling is
usually not sufficient. Cooling to the motional ground state is often advantageous or
necessary for subsequent experiments. In this work it was implemented to determine
the heating of the ion in the trap. The first experimental realization of ground state
cooling of a trapped particle [56] used the resolved sideband cooling method. The first
description of this method is found in [13]. Since then the resolved sideband cooling
technique has become a standard method for cooling of strongly bound ions.
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Figure 2.5.: Term schemes showing the fundamental principles of resolved sideband cooling.
(a) Cooling on the first red sideband with subsequent spontaneous emission on the carrier. (b) The
lifetime of the excited state can be artificially reduced by the excitation to a short-lived auxiliary
state. (c) Illustration of the two dominant heating processes during sideband cooling.
For the implementation of the sideband cooling technique the linewidth Γ of the atomic
transition has to be smaller than the trap frequency ωsec. This conditions allows to
resolve the individual motional sidebands and to explicitly address them by tuning of
the laser to a specific sideband resonance.
In Fig. 2.5 (a) the basic principle of the sideband cooling technique is illustrated. A
travelling wave laser is tuned to the first red sideband and excites the ion from ground
state |g〉 to the excited state |e〉. At the same time the motional quantum number is
reduced. In the Lamb-Dicke regime the subsequently emitted photon does not effect the
motional state. Even outside the Lamb-Dicke regime on average the emitted photon
does not change the motional quantum number. In total every cycle of absorption
and spontaneous emission takes out a motional quantum and the ion is cooled until it
reaches its motional ground state. The whole scheme also works for higher order red
sidebands, but as shown in the Sec. 2.3 in the Lamb-Dicke regime close to the ground
state the excitation on higher order sidebands is strongly suppressed.
Compared to Doppler cooling the cooling rate of sideband cooling is reduced because
the Rabi frequencies on the narrow transition are lower and thus the excitation of the
ion takes longer. As shown in Fig. 2.4 the Rabi frequency on the red sideband also
depends on the motional quantum number n. Therefore also the cooling rate depends
on n and is continuously changing during the cooling period. Also the subsequent
spontaneous emission is taking longer, because of the longer lifetime of the excited
state. A long excited state lifetime can even prevent achieving an efficient cooling rate.
This problem can be overcome by using a short lived auxiliary state |a〉 as depicted in
Fig. 2.5 (b). In this scheme after each excitation to the excited state another laser that
is tuned to the transition |e〉 → |a〉 excites the ion to the auxiliary state and from there
it rapidly decays to the ground state. Effectively this process shortens the lifetime of
the excited state and thus increases the cooling rate.
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There are two options to implement the addition of the auxiliary state. The first option
is referred to as pulsed sideband cooling. Here a pi-pulse on the sideband transition is
followed by a pulse on an auxiliary transition that brings the ion back to the ground
state. Both pulses are repeated until the ion is cooled to the motional ground state.
The advantage of this implementation is that the sideband transition linewidth and
frequency is not affected by the auxiliary transition. The disadvantage is that it is
more complicated to implement. Also, as the red sideband Rabi frequency depends on
the motional quantum number n, the pi-pulse can only be approximated.
The second option is to excite both transitions simultaneously and this is referred to
as continuous sideband cooling. As shown in [64] this approach allows to adiabatically
eliminate the auxiliary state |a〉 and results in an effective two-level system with a




2 + 4 ∆2a
Γa→g . (2.51)
Here Ωa and ∆a are the Rabi frequency and detuning of the transition |e〉 → |a〉. Γa→g
is the decay rate of the auxiliary state |a〉 to the ground state |g〉 and Γa→g is the decay
rate of the auxiliary state |a〉 to the excited state |e〉. The effective detuning of the
coupling to the dressed state is given by




2 + 4 ∆2a
, (2.52)
where ∆e is the detuning for the sideband transition. If both transitions are driven on
resonance the dressed state is also driven on resonance. The advantage of this method
is that only one long sideband cooling pulse is needed to cool the ion to the ground
state. It also allows to adjust the cooling rate and the finally achievable mean phonon
number n¯ by the tuning of Γ′. The disadvantage of this technique is that for the
tuning of Γ′ the intensity and the frequency of the auxiliary laser has to be controlled
precisely.
The lowest achievable mean phonon number after resolved sideband cooling is approx-





Here Γ is the decay rate of the excited state |e〉. The two dominant heating processes
during sideband cooling are shown in Fig. 2.5 (c). The first heating process consists
of off-resonant excitation on the carrier transition with subsequent decay on the blue
sideband. The second possible heating process consists of off-resonant excitation on
the blue sideband followed by a decay on the carrier transition. The probability for
both heating processes depend on the effective linewidth of the transition to the excited
state. The linewidth can be limited by the decay rate of the excited state, by the pulse
duration of the laser pulse (Fourier-limited linewidth), or by the laser linewidth.
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2.5. Systematic Clock Frequency Shifts
This section gives a short overview over the most dominant sources of systematic fre-
quency shifts for trapped ion frequency standards and clocks. For the determination
of the unperturbed transition frequency those shifts need to be measured and corre-
sponding corrections need to be applied. The uncertainties of the determination of
those corrections have to be characterized and contribute to the overall frequency un-
certainty. A more detailed description of different sources of frequency shifts can be
found in [16].
This work is focussed on the development of an ion trap which produces low systematic
shifts and uncertainties. Therefore, the discussion first focuses on frequency shifts
related to the ion trap. The only two experiments [8, 9] of trapped ion frequency
measurements which reported fractional uncertainties in the range of 1× 10−18 show
that major contributions to the frequency uncertainties are trap related. Therefore, a
suitable ion trap design that lowers those uncertainties is necessary to further reduce
the frequency uncertainty.
2.5.1. Motional Frequency Shifts
In ion traps there are several motional frequency shifts that need to be distinguished.
The first order Doppler shift, which is proportional to the average velocity 〈v〉, is
suppressed because the trapped ion does not move with respect to the laser source.
Here and in the following discussion the angled brackets shall denote an average over
the probe pulse duration. Because the linewidth of the probe transition is much smaller
than the secular frequency ωsec and the trap drive frequency Ωrf , both motions will
result in resolved sidebands and the first order Doppler shift on the corresponding










that is proportional to the mean of the squared velocity 〈v2〉 or the mean kinetic energy
〈Ekin〉. This shift is also known as second-order Doppler shift. As seen in Eq. 2.54
the shift does not depend on the chosen atomic transition, but only on the speed and
the mass of the ion. In general a heavier ion will have a smaller second-order Doppler
shift.
Shifts due to Excess Micromotion
To derive the average kinetic energy of excess micromotion the ion trajectory of Eq. 2.14
is used and the excess micromotion is separated from the thermal secular motion. For
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simplicity the description is restricted to a single radial trap axis. The micromotion





vemm(t) = −x0 qΩrf
2
sin(Ωrft) . (2.56)
Here x0 is the displacement of the ion from the axial trap axis and vemm(t) is the
velocity of the ion due to micromotion. The time average of the kinetic energy over a








2 Ω2rf . (2.57)
To receive the second order Doppler shift as a function of the rf field Erf instead of the












In the last step it was assumed that the influence of the dc voltages on the radial






. The resulting second-order Doppler shift caused by excess micromotion









At an rf amplitude of 100 V m−1 at Ωrf = 2pi × 24.38 MHz the micromotion Doppler
shift for an 115In+ ion is −8.3× 10−19. One of the targets of this work was to develop
an ion tap that keeps this shift below 1× 10−18 for a sufficiently large region on the
trap axis. As already discussed in Sec. 2.2.1 phase shifts between the rf voltages on
different trap electrodes can also cause second-order Doppler shifts. To estimate those
shifts Eq. 2.26 can be used to derive the resulting rf field, which is then inserted into
Eq. 2.59.
Shifts due to Secular Motion and Ion Heating Rates
The energy of the secular motion per trap axis is given by 1
2
kBT . In addition the
energy of the intrinsic micromotion also depends on the secular motion amplitude as
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discussed in Sec. 2.2.1. Under the condition that in the radial directions the axial
trapping has negligible influence on the radial trap frequency |ai|  q2i , the average
energy of the intrinsic micromotion equals the energy of the secular motion [65]. With
this and under the consideration that movement along the trap axis does not produce
intrinsic micromotion, the total second-order Doppler shift due to secular motion and








The equation above assumes that the ion temperature is identical for all three trapping
axes. This is not necessarily the case. For the characterization of this shift each
temperature needs to be measured with high accuracy. The fractional frequency shift
of 115In+ ions that are sympathetically cooled to the 172Yb+ Doppler temperature of
0.5 mK is ∆ν
ν0
=−1× 10−18.
At a first glance the ion temperature does not depend on the ion trap characteristics.
This is only true as long as the external heating rate of the ions in the trap is sufficiently
low. If this is not the case, either the temperature increases significantly during the
probe pulse or it is even necessary to constantly cool the ions. A constant temperature
increase will lead to an increased temperature uncertainty and an increased uncertainty
of the second-order Doppler shift. When the ions need to be cooled constantly, the
cooling light will lead to ac-Stark shifts. The ion heating is caused by fluctuating volt-
ages on the trap electrodes, which produce fluctuating electric fields that increase the
secular motion amplitude. There are a number of possible sources for the fluctuation
of potentials on trap electrodes [66]. There is also not a single dominant source and
also the combination of dominant sources for the fluctuating potentials differ between
different experiments. Typically, the magnitude of the heating rate is measured by
observing the increase of the mean phonon number ˙¯n per time unit. For radial modes











For axial modes the shift is a factor 2 lower, because there ideally is no intrinsic
micromotion in axial direction. For 115In+ ions trapped at a trap frequency of 500 kHz
the addition of one phonon adds a shift of −1.9× 10−20.
2.5.2. Frequency Shifts due to Electromagnetic Fields
External electromagnetic fields are another source of major frequency shifts that are
observed in current single ion optical clock experiments [8, 9]. Stark shifts are caused
by electric fields which can be static or ac fields. Different sources of these electric fields





Due to the ac Stark effect, the electric field of the black-body radiation emitted by the
environment of the ion shifts the energy levels of the clock transition by a significant
amount. For 115In+ all dipole allowed transitions originating from one of the clock
energy levels have a significantly shorter wavelength than the peak wavelength of the
black body radiation spectrum at room temperature λbbr, 300 K = 9.7 µm. In this case
the BBR shift is well described by a static approximation [67] and is proportional to
the differential static scalar polarizability ∆αs of the two clock levels. The black-body
radiation shift can then be calculated with
∆νbbr = − 1
2h
〈E2(T )〉∆αs (1 + η) . (2.62)
Here 〈E2(T )〉 = (831.9 V m−1)2 [T (K)/300]4 is the mean-squared electric field, h is the
Planck constant and η is a dynamic correction factor, which accounts for deviations
from the static approximation. The most accurate values of the differential static scalar
polarizability ∆αs,In and the dynamic correction η In of
115In+ result from theoretical
calculations [45] and are
∆αs,In = (3.3± 0.3)× 10−41 Jm2/V2 , (2.63)
η In < 1× 10−4 . (2.64)
With these numbers the total frequency shift ∆νbbr and the fractional frequency shift
∆νbbr/ν0 at T = 293.15 K for
115In+ are
∆νbbr = −17 mHz , (2.65)
∆νbbr
ν0
= −1.25× 10−17 . (2.66)
In order to reduce the fractional uncertainty of the shift to 1× 10−19 we have to
calculate or measure this effect with a relative accuracy of 1%. At this level the
dynamic correction factor can be neglected without loss of accuracy.
From Eq. 2.62 two contributions to the uncertainty of the black-body radiation shift can
be identified. Those are the uncertainty in the differential static scalar polarizability
∆αs on the one hand and the uncertainty of the effective temperature T at the position
of the ion on the other hand. The latter determines the magnitude of the mean-
squared electric field 〈E2(T )〉. Using the given uncertainty of the theoretical value of
the polarizability ∆αs,In (see Eq. 2.63) the fractional uncertainty of the black-body
radiation shift is ∆νbbr/ν0 = 1.1× 10−18. To further reduce this uncertainty and to
verify the theoretical calculations, the polarizability ∆αs,In has to be measured with
higher precision. This can be done by the observation of IR laser-induced light shifts.
For a known light intensity and beam waist the polarizability can be derived from
Eq. 2.62. The uncertainty of the temperature is related to the ion trap design as the
ion trap is heating up due to different heating effects discussed in Sec. 3.4 and Sec. 5.1.
An uncertainty in the effective temperature at the position of the 115In+ ion of 1 K will
lead to a fractional frequency uncertainty of 1.8× 10−19.
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Stark Shifts induced by Trap RF Field
Besides the motional shifts, the trap rf field Erf also causes a Stark shift. There are
two different sources of this shift. The rf field that causes excess micromotion and the
rf field that the ion is exposed to due to the secular motion, which also causes intrinsic






〈E2rf〉 is the time averaged squared rf field amplitude that it is seen by the ion and it








The first term in the equation results from the secular motion and the second term
originates from excess micromotion. For the equation it is again assumed that the
influence of the dc trap fields on the radial trapping frequency can be neglected (|ai| 
q2i ).
For 115In+ at a temperature of 0.5 mK the shift due to intrinsic micromotion at a trap
drive frequency Ωrf = 2pi × 24.38 MHz is −2.4× 10−20. The shift resulting from an
EMM rf field of Erf,emm = 100 V m
−1 causes a shift of −9.8× 10−20. Compared to
other shifts discussed so far both values are negligible and are therefore not taken into
account in this work.
2.5.3. Other Frequency Shifts
There are various other sources for frequency shifts, that are not discussed in detail
within this work. Here the shifts that are particularly important for a multi-ion clock
are briefly introduced.
Quadrupole Shift
The electric quadrupole shift results from the interaction of static electric field gradients
with the electric quadrupole moments of the clock states. The Hamiltonian describing
this interaction is [68]
HE2 = ∇E(2)Θ(2) . (2.69)
Here ∇E(2) is the symmetric traceless second-rank tensor that describes the electric
field gradient at the position of the ion. Θ(2) is the electric quadrupole moment tensor
of the ions. Within ion trap static electric fields are usually well compensated, because
they are easily detected by micromotion measurements. However, field gradients at
the ion position are not easily detected and can have a significant magnitude. For
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linear ion traps that are proposed here for multi-ion optical clocks an electric field
gradient is needed to provide axial confinement. The magnitude of this gradient can
be obtained by a measurement of the axial trap frequency. Additionally, in a multi-
ion trap there are field gradients due to the electric fields of the neighbouring ions.
These field gradients are significant and therefore clock states should be selected that
do not have a quadrupole moment in first order. This is the case for the 115In+ clock
states 1S0 and
3P0, because of the rotational symmetry (J = 0) of both clock states.
Higher order calculations [69] show that the excited state has a small non-vanishing
quadrupole moment due to state mixing with the 3P1 and
1P1 states. Because of this,
the quadrupole shift cannot be neglected and has to be characterized. A more detailed
description of quadrupole shifts can be found in [68]. Several techniques have been
proposed that lead to a cancellation of the quadrupole shift.
Zeeman Shift
The Zeeman shift results from the interaction of external magnetic fields with the
magnetic moments of the clock states. For 115In+ ions the first-order Zeeman sensitivity
is small compared to other clock species, because the total electronic angular moment
vanishes and only the much smaller nuclear spin (I = 9/2) contributes to the first order
Zeeman shift. First-order Zeeman shifts are typically cancelled out by an alternated
probing of Zeeman sublevels that are symmetrically shifted. For a multi-ion clock,
besides temporal fluctuations of the magnetic field, also spacial gradients have to be
sufficiently small.
In addition to the first-order shift also the second-order Zeeman shift has to be char-
acterized. The frequency shift is given by ∆ν = c2 〈B2〉 and is proportional to the
time-averaged squared magnetic field 〈B2〉. With c2 = 4.1 Hz/mT2 the clock transi-
tion in 115In+ ions offers a low sensitivity to this shift [16, 27]. Typically it is expected
that the alternating trap currents have the largest contribution to 〈B2〉. Low trap
drive currents and large ion-electrode distances help to reduce the resulting magnetic
fields.
Effect of Ion Mode Structure
As discussed in Sec. 2.3 the Rabi frequency of the clock transition depends on the
motional quantum number n. For an ion string of N ions that are interacting with the
clock laser there will be N normal modes per trap axis. In Eq. 2.40 the eigenvector
βαi shows how each normal mode can be decomposed in relative motion amplitudes of
the individual ions. In general, each individual ion contributes to all normal modes.
Unless all normal modes are cooled to the ground state with high probability, a thermal
Boltzmann distribution is expected for all normal mode quantum numbers. Hence the
Rabi frequency Ωi of ion i will fluctuate from experiment to experiment. Furthermore,
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the uncertainty of the Rabi frequency σΩ,i will be different for each ion position i.
In total those effects will effectively lead to an increased clock instability. The effect
becomes more important for a larger number of ions and for higher ion densities. For a
two-species ion crystal this effect also depends on the position of the clock ions. Further
details of how the ion mode structure influences the effective transition strengths can
be found in [70].
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3. Ion Trap Development
The main target of the trap development process was to build a trap that is optimized
for precision spectroscopy on linear ion Coulomb crystals. This chapter highlights
the most important steps of the development process. The first section describes the
different goals of the trap development and briefly discusses how they can be achieved.
Then the design of the trap electrodes, which is based on the proposal of Herschbach
et al. [27], is introduced. The electrode geometry is optimized for minimal axial rf
fields. It is shown how the trap geometry and imperfections of it are influencing the
axial rf fields. Based on finite element method (FEM) calculations of the electric fields,
tolerances for the geometry of the trap are defined. This is followed by a section about
the thermal management and the choice of materials. The next section then focusses
on the trap fabrication process. All process steps from the bare AlN wafer to the
finished trap are discussed in detail. The chapter finishes with a section about the
measurements of the achieved trap geometry, which are compared to the given target
values.
3.1. Main Targets of the Trap Development Process
This section explains which objectives have been pursued in order to optimize the
ion trap for precision spectroscopy on linear ion Coulomb crystals. For each objec-
tive it is briefly discussed why it is important and how it was addressed in the trap
development.
Excess micromotion
As discussed in Sec. 2.2 micromotion is a driven motion at the trap drive fre-
quency Ωrf . It appears if the rf field at the position of the ion is not vanish-
ing. Micromotion changes the atomic transition frequency due to the 2nd-order
Doppler shift and due to the dc Stark shift (see Sec. 2.5). In an ideal linear ion
trap there are no axial rf fields and the radial rf fields vanish completely at the
nodal line in the centre of the trap. Nevertheless there are several reasons for
non-vanishing rf fields that need to be distinguished and are discussed in detail
in Sec. 2.2 and 3.3. Trap related effects are phase shifts between different rf elec-
trodes and axial rf fields that are induced by the design or an imperfect geometry
of the trap electrodes. Phase shifts can be avoided by a careful adjustment of
the length of the different rf leads. Axial rf fields are minimized by an optimized
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design (see Sec. 3.2) and by reducing alignment and manufacturing errors to a
minimum (see Sec. 3.5 and 3.6). The design target was to achieve a fractional
2nd-order Doppler shift below 10−18 for 115In+ ions. For the trap parameters in
this work this corresponds to an rf field amplitude of Erf < 110 V m
−1.
Temperature of the ion trap
The black-body radiation of the environment of the ion shifts the atomic transi-
tions due to the Stark effect as described in Sec. 2.5. As the trap covers a large
fraction of the solid angle seen by the ions, the temperature of the trap needs
to be known precisely in order to account for the resulting frequency shift. The
application of the rf voltage heats up the ion trap due to resistive and dielectric
losses (see Sec. 3.4). The temperature rise was minimized by choosing materials
with minimal dielectric losses and high heat conductivities. Furthermore the trap
temperature was measured by calibrated Pt100 sensors directly attached to the
trap and by imaging the trap with an IR camera (see Sec. 5.1 and appendix A.4).
External heating rates
As discussed in Sec. 2.5.1 the thermal secular motion leads to a second-order
Doppler shift. Therefore, the temperature of the ions needs to be known with low
uncertainties. External electric fields fluctuating at one of the secular frequencies
of the ions lead to an increasing ion temperature and a larger frequency shift
and uncertainty. This effect can limit the duration of the spectroscopy pulse or
even make it necessary to constantly cool the ions during the spectroscopy pulse.
This is unwanted, because of the resulting ac Stark shifts due to the cooling light.
There are various effects that contribute to the heating rate [66] and there is not
a single dominant effect. Observed ion trap heating rates spread over several
orders of magnitude even for similar experimental parameters. Because of the
complexity of this topic the reason for the wide range of measured heating rates
is currently not fully understood. The influence of noise on the trap electrodes
can be limited by an increased ion-electrode distance d. Different theories predict
the heating rate to scale with d−β with β = 2 to 4. For the presented design the
effect of external heating rates was limited by choosing a rather large ion-electrode
distance of ≈ 0.71 mm. Furthermore all dc electrodes have a low-pass filter with a
cut-off frequency of ≈ 100 Hz directly soldered onto the trap chips. Additionally,
technical voltage noise on the trap electrodes is suppressed by a high Q-factor of
the rf drive resonant circuit and a low noise dc voltage supply as introduced in
Sec. 4.2.
Stable trapping of ions and ion Coulomb crystals
It has been shown theoretically [71, 72] and experimentally [73–75] that deviations
from the perfect quadrupole potential lead to additional unstable regions within
the region of stability. These additional instabilities become more prominent for
large values of the q-parameter. In order to achieve stable trapping of single ions
and ion Coulomb crystals it is therefore useful to minimize the deviation from
the quadrupole potential and to operate the trap at a low q-parameter. For the
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trap design presented here, the deviation from the quadrupole potential has been
discussed in the thesis of Karsten Pyka [30]. It was shown that close to the trap
centre, the contribution of higher order terms to the trap potential is small or
negligible. In addition, the trap is operated at a low q-parameter of q ≈ 0.055.
Segmentation and scalability
One central goal of the development of the trap design was to increase the number
of ions used for spectroscopy in order to reduce the averaging time to achieve a
given frequency accuracy. At the same time the uncertainty of the transition
frequency must be kept as low as possible for all probed ions. The maximum
meaningful number of ions within a single linear ion Coulomb crystal can be
limited by various effects (e.g. micromotion and ratio of radial and axial trap
frequencies). To be able to overcome this limit a segmented trap design was
chosen. This gives the possibility to simultaneously trap and probe ion chains in
every other trap segment. The trap design realized in this work has eight trap
segments and two long end segments. Hence up to four ion Coulomb crystals can
be trapped at the same time. The segmentation of the ion trap also allows to
scale up the number of segments and hence the number of ions in future versions
of the trap design. Segmented traps are also needed for quantum simulation and
for quantum computing experiments. For these experiments it is desirable to be
able to transport quantum information from one point to another by shuttling
ions between the different segments. The segmentation of the ion trap also allows
to tailor the axial trap potential and have influence on the shape of the axial trap
potential.
Non-magnetic materials
Transition frequencies of ions are influenced by Zeeman shifts as discussed in
Sec. 2.5.3. Thus the magnetic field at the position of the ions needs to be measured
with high accuracy in order to subtract these shifts. Nevertheless fluctuations of
the magnetic field that appear on timescales shorter than the time needed for
one measurement cannot be accounted for and lead to an increased frequency
uncertainty. To reduce magnetic field fluctuations only non-magnetic materials
were used to built the ion trap.
3.2. Ion Trap Geometry
The focus of this section is to introduce the geometry of the trap and all important
dimensions. The design is based on the proposal of Herschbach et al. [27] and has
been successfully tested with a prototype trap based on a glass-reinforced thermoset
laminate (Rogers 4350B™) by Pyka et al. [29, 30].
The geometry of the trap electrodes is illustrated in the drawings of Fig. 3.1. The
trap consists of four layers of planar electrodes, which are labelled from bottom to top
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Figure 3.1.: Drawings of the trap electrodes, which show all important geometric dimensions and
the chosen orientation of the coordinate system. The depicted dimensions are discussed in the main
text. Electrodes which are connected to the rf voltage are coloured in red. The light blue dc electrodes
are all connected to rf ground via capacitors. (a) In the side view the four layers of electrodes are
visible. The position of the ions is indicated by the dark blue dot. (b) The top view of the ion trap
shows the segmentation of the dc and of the rf electrodes. Grounded end electrodes on both sides of
the central trap slit are used to avoid having dielectric material in the line of sight of the ions (dark
blue dots). (c) The front view on a set of dc electrodes illustrates the chamfered geometry of the
individual electrodes which is resulting from the laser cutting process.
PK1, PRF2, PRF3 and PK4 (see also Fig. 3.2). Because of the manufacturing process,
the edges of the electrodes are chamfered. Therefore, the dimensions on different sides
of the same electrode differ. The side which is facing the ion is referred to as ion
side and the other side is defined as backside. The four electrodes of the two inner
PRF layers form the typical geometry of a linear ion trap (see Fig. 2.3) and provide
confinement in the radial plane. The rf voltage is applied only to two electrodes and all
other electrodes are grounded via capacitors. This asymmetric voltage configuration
has the benefit that dc voltages only have to be applied to rf grounded electrodes. This
avoids the use of capacitors to feed the rf voltage to the electrodes. The capacitors
would heat up and introduce phase shifts, because of tolerances in capacity [30]. Axial
confinement in a certain trap segment is achieved by applying positive dc voltages
to the dc electrodes of the neighbouring segments. Each trap segment has four dc
electrodes. They can be used to shift the ions in the radial plane, to influence the
orientation of the radial principal axes and to change the radial trap frequencies. The
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parameter design value description
L 29 mm Length of the trap
d, dback, dion 1 mm Width of the trap slit
tRF 1 mm
Separation of PRF layers
thick spacer thickness
tPK 0.127 mm
Separation between PRF and PK layer,
thin spacer thickness
tw 0.380 mm Electrode thickness, thickness of trap wafer
ln, ln,back, ln,ion 1 mm, 2 mm Length of the nth trap segments
wn, wn,back, wn,ion 0.1 mm Width of the nth notch between trap segments
hn 0.5 mm Height of the nth notch in the rf electrode
Table 3.1.: Design values and description of the most important trap dimensions. All dimensions
are also shown in the schematic drawing of Fig. 3.1. The subscript ”ion” is used for dimensions on
the ion side and the subscript ”back” is used for dimensions on the backside of the electrode.
coordinate system is chosen such that the z-axis is parallel to the axial trap axis. The
y-axis is parallel to the electrode planes and the x-axis is perpendicular to them.
All important trap dimensions are depicted in Fig. 3.1 and the design values for those
dimensions are given in Tab. 3.1. There are various reasons for choosing these design
values and most of them have been discussed already in [27, 29, 30] in detail. The length
of the trap L has to be large enough to reduce its effect on the axial micromotion and
the length of 29 mm is a safe choice for that. The width of the trap slit d and the
separation between the two PRF layers tRF define the distance between electrodes and
ions. It is approximately 0.707 mm. This is chosen as a compromise between achievable
trap frequencies at a given rf voltage amplitude and the unwanted external heating
rate. Both values increase when the distances are reduced. For the separation between
PRF and PK layers tPK a small value was chosen to increase the solid angle that is
available for the detection optics. The thickness of the AlN wafer tw is a compromise
between access for detection and handling limitations. Thinner wafers do easily break
during the manufacturing process. The length of the trap segments ln was chosen to
be 1 mm in order to maximize axial trap frequencies. Also, this allows to have more
segments compared to the prototype trap. One segment was kept at a length of 2 mm,
because this length was proven to work well with the prototype trap. The notches
which separate the different segments have a strong influence on the amount of axial
micromotion. Smaller notches lead to lower axial micromotion amplitudes. The value
of 100 µm was chosen due to manufacturing limitations.
The exploded view of Fig. 3.2 shows that the trap consists out of four micro-structured
AlN wafer with outer dimensions of 50 mm × 50 mm and a thickness of 0.38 mm.
As described in Sec. 3.5, laser cutting was used for the cut-outs of the AlN wafer.
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Figure 3.2.: Exploded drawing of the ion trap. The image shows the four trap wafer labelled
PK1, PRF2, PRF3 and PK4. The support board at the bottom is used to mount the trap and for
the electrical connection of the dc and rf voltages. PK1 is directly glued onto the support board.
Spacers placed at the corners of the trap chips (depicted in dark grey) separate the other trap chips
in x-direction.
Compared to Fig. 3.1 each wafer realizes one layer of electrodes. The electrodes are
formed by a gold coating of approximately 4 µm thickness. The separation of the
electrodes along the x-axis is achieved by placing four AlN spacers at the edges of the
wafer. The four wafers are glued onto a support board also made out of AlN. The
support board is used for mechanical mounting of the trap inside the vacuum chamber
and for the electrical connections of all electrodes.
Fig. 3.3 shows the backside and the ion side of a PRF3 wafer. The trap segments
are numbered from 1 to 8 starting with the larger 2 mm long segment. The larger end
segments are also numbered. End segment 1 is next to segment 1. End segment 2 is on
the opposite side. For the rf voltage connection, 5 mm wide copper stripes are soldered
to the shown solder pads on the left and the right side of the backside. The dc voltages
and the Pt100 sensor are connected through bond wires to the bonding pads at the
bottom of the backside. Vias are used to guide the dc voltages from the backside to
the ion side of the wafer. The drawings also show the positions of the surface-mount
device (SMD) resistors, capacitors and of the Pt100 temperature sensor. The resistors
and capacitors are used to form a low-pass filter for the applied dc voltages. Next to
the Pt100 sensor, two capacitors are placed in parallel that short all ac voltages. This
prevents a heating of the sensor due to rf currents. All SMD’s are soldered to the gold
electrodes with lead-free solder1.
1Kester EM907, alloy Sn96.5Ag3Cu0.5, “no-clean” flux
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Figure 3.3.: Drawings of the PRF3 wafer which show the labelling of the different trap segments.
(a) Backside of the wafer with SMD resistors (blue), capacitors (red) and Pt100 sensor (green). There
are two solder pads for the connection of the rf and rf ground and 12 bonding pads for the dc voltages
and for the temperature sensor readout. For each dc electrode there is a via with 300µm diameter
connecting the electrodes on the ion side to the backside. (b) Ion side of the PRF3 wafer. The
electrode geometry is identical to the ion side of the PRF2 wafer.
3.3. Calculations of the Electric Fields of the Trap
The optimization of the trap geometry and the definition of tolerances for the trap
fabrication was achieved by FEM calculations of the trap potential [27, 29, 30]. The
objective was to minimize the amplitude of axial rf fields on the trap axis in order to
keep the 2nd-order Doppler shift due to axial micromotion as low as possible. The sec-
tion starts with general remarks that help to understand the relation between geometry
and axial rf field. The main part shows examples of how the trap geometry influences
the axial rf field. FEM calculations have also been used to realize a trap potential
simulator. The goal of the simulator was to predict the strength and orientation of the
three-dimensional trap potential for any combination of rf and dc voltages.
The reason for the non-vanishing axial rf field is that the trap geometry breaks a
number of symmetries. For a perfectly symmetric, perfectly machined and perfectly
aligned trap the axial rf field would vanish. In the trap geometry presented in the
previous section the following symmetries are broken.
Translational symmetry in z-direction
The trap has a finite length. The effect of the finite length has been analysed
in [27]. It has been shown that a length of 30 mm is sufficient to have a central
region of more than 10 mm with an axial rf field Erf,z < 110 V m
−1.
Voltage configuration
The rf voltage is only applied asymmetrically to two electrodes while the other
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electrodes are grounded. The asymmetric voltage configuration is chosen deliber-
ately. It facilitates the application of dc voltages to the individual trap segments.
For a symmetric rf voltage configuration it would also be more difficult to guide
two rf lines to the trap electrodes without having phase shifts (see. Sec. 2.2.1).
Rotational symmetry
The design of stacked layers and the additional PK layers break the rotational
symmetry around the z-axis.
Segmentation
In contrast to the rf electrodes the dc electrodes have electrically separated seg-
ments.
Geometry imperfections
The real trap will have manufacturing and alignment errors.
In the following the effects of the segmentation and of the geometry imperfections are
discussed. Those are the only two effects that can be influenced during design and
manufacturing without a fundamental change of the trap design.
For the calculation of the axial rf field it is sufficient to solve a static problem. If phase
shifts are neglected only the time instant where the rf voltage is at its maximum is
of interest. A simplified two-dimensional picture of the trap as shown in Fig. 3.4 is
useful to get an better understanding for the electric fields. Instead of field lines it is
often easier to think of equipotential lines. Close to the electrodes those equipotential
lines have to be parallel to the electrode surface. This makes it relatively simple to
estimate the course of the equipotential lines. The electric field lines are perpendicular
to the equipotential lines. Therefore, if the equipotential line is not parallel to the trap
axis, there is an axial component of the rf field. The axial trap axis should ideally
coincide with an equipotential line, because if an equipotential line crosses the trap
axis, the rf field on the trap axis does have an axial component. If a flat rectangular rf
electrode and segmented dc electrodes are chosen (see Fig. 3.4 (a)), the equipotential
lines will bend into the notches that separate the dc electrodes. Only very close to
the rf electrode we will have a straight equipotential line and low axial rf fields. If
such notches are also added to the rf electrodes (see Fig. 3.4 (b)), the equipotential
lines will bend also into those notches. Both effects will cancel each other out at the
centre of the trap. Because of the remaining asymmetry the effects do not cancel out
perfectly and there will still be a small amount of axial micromotion. In addition, with
this picture it can be realized that the width wn and the height hn of the notches can
influence the strength of the effect and thus influence the magnitude of the residual
axial rf fields.
All FEM calculations presented in this work were carried out with the commercially
available software COMSOL Multiphysics 4.1. The geometry of the trap model has
been implemented with the integrated model builder. The design values of the trap
dimensions of Tab. 3.1 have been adjusted by small corrections of less than 20 µm in
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Figure 3.4.: Simplified two-dimensional sketches of the ion trap with equipotential lines at the
trap centre. The grey box depicts the grounded vacuum chamber. (a) Equipotential lines for an
ion trap with a flat rf electrode. (b) Equipotential lines for an ion trap with an rf electrode that
includes notches. The width wn and the height hn of these notches influence the deformation of the
equipotential lines. Hence these two dimensions can be used to minimize axial rf fields.
order to match to the measured trap dimension (see Sec. 3.6). This has been done in
order to use the FEM results for a trap potential simulator that can be used to simulate
the trap potential for a given set of rf and dc voltages. The simulator program is
described at the end of this section. The exact geometry values that were used for the
simulation are listed in the appendix section A.1. Because of the limited computation
power the geometry has been simplified slightly. Besides small deviations it resembles
the geometry depicted in Fig. 3.1. All dielectric materials such as the AlN material
have been left out. The effect of the chamfered electrode edges has not been modelled.
All electrodes are cuboids. The vacuum chamber was replaced by a grounded box with
a minimum distance to the electrodes of 20 mm. It has been checked that a further
increase of this distance does not change the calculated fields and potentials close to
the trap axis. Finally the number of segments has been reduced to three 1 mm wide
segments and a single 2 mm wide segment. This was necessary to be able to perform
the simulations with the available computing power. Nevertheless compared to the
FEM calculations in [27, 29, 30] the modelled geometry is closer to reality. In contrast
to those simulations, a single rf electrode with notches as shown in Fig. 3.1 (b) was
used and also the PK electrodes are included in all calculations. All electrode surfaces
have been set to a defined potential and the resulting electric field has been simulated.
The integrated meshing routine has been used to create mesh points with tetrahedral
shape. Different regions have been defined to be able to get a finer mesh at the centre
of the trap. The finest mesh was generated on the trap axis where the distance between
the meshing points was chosen to be 20 µm. The total number of mesh points was on
the order of a few million.
The results of the FEM calculations have been used to define manufacturing tolerances
for the trap geometry. As an example of how this was achieved, the influence of a
deviation ∆w of the notch width w on all rf electrodes is discussed in the following.
Therefore, the axial rf field Erf,z has been simulated for different values of ∆w. The
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Figure 3.5.: FEM calculation of the axial rf field Erf,z for an applied voltage of 1 kV. The width
of all notches on the two rf electrodes has been varied by ∆w. (a) Plot of the axial rf field Erf,z
along the trap axis for values ∆w of −15 µm (red), −5 µm (blue) and 0 µm (green). The dashed lines
indicate the electric field magnitude that corresponds to a 2nd-order Doppler shift of 1× 10−18 for
115In+ . The electrodes at the top and bottom indicate the position of the central trap segments. (b)
Fit results for the slope of Erf,z at z = 0 mm for different values of ∆w. The fit errors are smaller
than the dot size. The error of the FEM calculation is expected to be the dominating error source,
but it is difficult to estimate the size of this error. It is expected to be of equal size for all calculations.
The blue line is the result of a linear fit to the data points. The slope vanishes and changes its sign
at ∆w ≈ −6 µm.
results are shown in Fig. 3.5. In the two graphs it can be seen that the field vanishes
for ∆w ≈ −6 µm and increases quickly if the deviation differs from the optimum value
by only a few µm. The fact that the field does not vanish at ∆w = 0 µm but at
a negative value shows that the effect of the notches on the rf electrodes is slightly
stronger than the effect of the separated dc electrodes. For a variation of the height
h of the slits on the rf electrodes, similar results have been obtained. There is an
optimum height at which the axial rf field almost vanishes and for deviations in both
directions it increases with a different sign. However, the sensitivity on the height h is
approximately a factor 10 lower than the sensitivity on the width w.
In similar simulations different errors in the trap geometry have been simulated in
[27]. The results obtained show, that besides the discussed error of the notch width
∆w, there are two further critical geometry errors. Those two errors are illustrated
in Fig. 3.6 and are alignment errors between the two PRF layers of the trap. First of
all, any tilt angle α between the two PRF layers will introduce a constant offset in the
axial rf field [27]. As depicted, α is a rotation around the z-axis, but the same effect
appears for a rotation of the upper layer around the y-axis. These two rotations lead
to a reduced parallelism of the electrode edges. The second critical misalignment error
is a shift ∆z of the upper layer along the x-axis. This error has a high sensitivity,
because it influences the counteracting effects of the notches on rf and dc electrodes.
The misalignment along the y-axis, ∆y, only has a weak influence on the axial rf
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Figure 3.6.: Illustration of critical alignment errors between lower lying (coloured orange) and
upper wafer (coloured blue). (a) tilt angle α: the upper wafer is rotated around the x-axis. (b)
displacements ∆z and ∆y: the upper wafer is displaced in z- and y-direction.
field. From the simulation results, the tolerances listed in Tab. 3.2 have been deduced.
The target values are chosen to reach a fractional frequency shift caused by axial
micromotion of less than 1× 10−18. The target values can only serve as an estimate,
because they are results of a simplified model. Because of the complex geometry it is
not sensible to model all possible deviations. E.g., the effect of combinations of the
mentioned critical deviations or the effect of a possible waviness of the electrode edges
has not been investigated.
The FEM calculations have also been used to program a trap potential calculator as
described in detail in the appendix A.5. The calculator is a Matlab program that takes
the rf amplitude and a set of dc voltages as input and calculates the 3D trap potential
and the resulting secular frequencies. For the calculator, the electric potential that
result from applying 1 V to each single dc electrode has been calculated. The resulting
dc electric potentials and the rf field amplitude on the trap axis and on xy-planes lying
in the centre of each trap segment have been exported. Within the Matlab script those
values have been used to derive the total potential that results from the application
of a set of rf and dc voltages. The resulting total potential is then analysed in order





Table 3.2.: Target values for the most critical geometry deviations causing axial rf fields. The
values are chosen such that the resulting axial rf field is below 115 V m−1 for an rf voltage amplitude
of 1 kV. For the used trap drive frequency of 24.38 MHz this corresponds to a second order Doppler
shift of 1× 10−18 for 115In+ .
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location of the potential minimum. All results are visualized graphically. From the
axial potential graph also the axial trap depth can be evaluated. The trap potential
simulator is described in more detail in the appendix A.5.
3.4. Thermal Management and Choice of Materials
This section discusses the choice of materials used to built the trap. Besides several
other aspects the main focus was to minimize the increase of the trap temperature
due to the applied rf voltage. The section starts with an introduction of the different
effects that influence the temperature of the trap. Details of how to design an ion trap
with optimized thermal management have been published in [76].
The uncertainty of the temperature of the ion trap has a major contribution to the
uncertainty of the BBR shift (see Sec. 2.5.2) and therefore the trap temperature has
to be known precisely. Two Pt100 temperature sensors have been placed on the PRF
wafers to be able to monitor the trap temperature during operation. However, the
temperature sensors do not give a full picture of the temperature gradients across the
whole trap and the effective temperature seen by the ions. In order to reduce the
uncertainty of the spatial temperature distribution on the ion trap it is helpful to keep
the temperature of the trap as close as possible to the temperature of the vacuum
chamber. This decreases temperature gradients and the uncertainty in the effective
temperature seen by the ions.
The steady state temperature of the trap is determined by the amount of heat that is
introduced by the application of the rf voltage and by the removal of the heat via heat
conduction and radiation. The two sources of heat generation are resistive heating
in conductors and rf absorption in insulators. All these effects depend on material
parameters.
For a known electric current I, the resistive heating Pres can be calculated from the







Here l is the length of the conductor, A is its cross-sectional area and ρ is the electrical
resistivity of the conductor material. As ion traps are operated at high frequencies,
it has to be considered that the skin effect can significantly increase the effective
resistivity and the resistive heating. To reduce the consequences of the skin effect it
is useful to increase the surface of the conductor. For the connection of the rf voltage
from the helical resonator to the ion trap, a 100µm thick copper foil was used and
the trap chips have been coated with a 4 – 5 µm thick gold layer. Both materials offer
a high conductivity and the usage of a metal sheet increases the surface compared to
round wire. The thickness of the gold layer was limited by the production process
(see Sec. 3.5). Because the gold layer thickness is below the skin depth of 15 µm
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at 24.38 MHz, the skin effect does only have a minor effect on the resistivity of the
gold layer. Another method to reduce resistive heating is to minimize the current
I ∝ Urf Ωrf C, where C is the trap capacitance. A reduction of the trap voltage Urf
also reduces the radial trap frequencies ωsec and increases the Lamb-Dicke parameter
(see Eq. 2.46), which puts a limit on how far the voltage can be reduced. According
to Eq. 2.28 a reduction of the trap drive frequency Ωrf increases the secular frequency
ωsec. But it would also result in increased frequency shifts due to micromotion (see
Eqs. 2.59 and 2.68). The trap capacitance is determined by the trap design and by
the relative permittivity εr of the dielectric material that is used. The presented trap
design profits here from the fact that the amount of dielectrics close to strong electric
fields is reduced to a minimum.
The power dissipation per unit volume due to rf absorption in dielectrics, p, can be
calculated with [77]
p = Ωrf ε0εr tan(δ) |E|2 . (3.2)
It depends on the trap drive angular frequency Ωrf , the relative permittivity εr, the loss
factor tan(δ) and the electric field E. In Tab. 3.3, material parameters of some common
materials are listed. The list shows that there are large variations in the loss tangent
tan δ and smaller differences in the relative permittivity εr. The loss factor of AlN is
already a factor 10 smaller than that of Rogers, but still higher than for aluminium
oxide (Al2O3) or sapphire. Besides the material parameters, the rf absorption also
depends quadratically on the electric field strength. Thus in Dolezˇal et al. [76] it is
recommended to have dielectric material only at locations with weak electric fields.
For the presented trap design this recommendation has not been considered and can
probably be further optimized. This optimization of the layered design will always be
a trade off between the rf absorption on one hand and the mechanical stability and
the heat conduction capability on the other hand.
Heat removal via thermal radiation is undesirable, because the emitted radiation causes
the unwanted BBR shifts. The amount of radiation that is emitted by a surface is
determined by its temperature and emissivity. The emissivity of a surface depends on
the material and on the surface quality. A rough surface will have a higher emissivity
than a polished surface of the same material. In addition, the emissivity is a function
of the emitted frequency. Materials that are transparent for visible light can be opaque
and absorbing in the infrared (IR) spectral range, that is relevant for the black-body
radiation close to room temperature. In order to reduce the thermal radiation, hot
surfaces that are in direct line of sight of the ions, should have a low emissivity.
The emissivity of the polished AlN wafers with and without gold coating have been
measured in [76]. It is εAu = 0.05 for the sputtered gold surface and εAlN = 0.73
for the polished AlN. These are the average values over the wavelength range from
7 to 14µm.
Because heat removal via radiation is problematic, heat conduction is the best way to
efficiently remove the generated heat. Therefore, the thermal conductance from the
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Material Rogers 4350B Al2O3 Sapphire AlN
loss tangent tan δ 37× 10−4 2× 10−4 0.5× 10−4 4× 10−4
relative permittivity εr 3.7 9 9.3 8.9
thermal conductivity λ [W/m K] 0.7 23 40 170
Table 3.3.: Material parameters of some materials that have been considered to built the ion trap.
The decision to use AlN mainly based on these values and the fact that the first laser cutting tests
showed promising results for AlN and problems for sapphire.
hottest parts of the trap to the vacuum chamber has to be maximized. This is achieved
by increasing the cross section of the connection and by using materials with a high
thermal conductivity λ. The values of the thermal conductivities of some material are
listed in Tab. 3.3. The table shows that from the listed materials AlN has the highest
value. As ion traps are typically assembled from different parts, the thermal contact
between those parts can significantly reduce the effective thermal conductance. The
thermal contact conductivity depends on the surface roughness, the material hardness,
the cleanliness and the contact pressure. For the ion trap presented in this work, the
thermal contact conductivity has been improved by using polished AlN wafer with
a surface roughness Ra = 0.05 µm and wherever possible a thin sheet of soft metal
(copper or indium foil) or glue between the surfaces was added. Both methods help to
increase the effective area of the thermal contact.
Apart from the thermal properties, the materials used inside the vacuum chamber have
to fulfil further requirements. They have to be ultra-high vacuum (UHV) compatible
in order to reach pressures at the 1× 10−11 mbar level. They have to be non-magnetic,
because magnetic field fluctuations need to be minimized. Furthermore the insulator
used for the trap chips needs to have a high breakdown threshold and also a high
mechanical stability. A bending of the trap chips, which was observed for the prototype
trap, [30] can lead to an increased amount of axial micromotion and needs to be
avoided.
3.5. Trap Manufacturing Process
This section summarizes the trap manufacturing process that was developed in close
collaboration with PTB’s scientific instrumentation department. The complex process
is divided into many steps that depend on each other.
In total five AlN traps have been assembled completely. The traps are listed in chrono-
logical order in Tab. 3.4. The numeration will be used throughout this work to refer
to the individual traps. The first two traps were not fully functional and have been
used to further improve the manufacturing process and the trap design. However,
trap II was also used for the first experimental thermal analysis [76]. The results of
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first test of assembly process,
problems with gold layer adhesion,
with hand soldering of SMD’s and with flux removal
II 2014
used for experimental thermal analysis (see Ref. [76] and Sec. 5.1)
improved cleaning processes and reflow soldering implemented
minor problems with gold layer adhesion on cut faces
III 2015
used for experimental thermal analysis (see Sec. 5.1)
fully functional trap, final test of manufacturing process
PRF chips with thinner gold layer of 2.5 µm
IV 2015
installed into vacuum chamber, fully functional trap
fully characterized trap (see chapter 5)
V 2016 backup for future experimental setups, fully functional trap
Table 3.4.: List of manufactured AlN traps. The numeration is used throughout the text to refer
to a certain trap. Further differences in the trap manufacturing process are discussed in the main
text.
these investigations have been used to further improve the thermal management (see
Sec. 3.4 and 5.1). Besides small differences, the trap manufacturing process has been
identical for traps III, IV and V. Trap IV was installed into the vacuum chamber for
a full characterization of the trap properties. The manufacturing steps 1 to 6 of the
following description have been carried out by PTB’s scientific instrumentation de-
partment. The last manufacturing steps 8 to 10 have been carried out in PTB’s clean
room centre, which reduces the contamination with dust particles to a minimum.
1. Aluminium nitride wafer
The starting basis for the trap chips are polished AlN wafer2 with a size of
114.3 mm × 114.3 mm and a thickness of (380± 25) µm. One of these wafers is
used to manufacture four trap chips. The raw material for the spacer that sepa-
rate the trap chips are also polished AlN wafer with a thickness of (1000± 25) µm
and (127± 13) µm. For traps I and II, unpolished material has been used, which
reduces the thermal contact conductivity (see Sec. 3.4 and 5.1).
2. Laser cutting of the chip geometry
The first step in the manufacturing process is to cut the AlN wafer to get the
desired geometry (see Fig. 3.7 (a)). Before the laser cutting, a protective lacquer3
was applied on both sides of the wafer with a lint-free wipe. The purpose of the
2Valley Design Corporation; www.valleydesign.com; Material properties as supplied by the manufacturer are
listed in Tab. A.2.
3AZ positive photo resist
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lacquer layer is to protect the surface of the AlN wafer from residues originating
from the cutting process. Laser cutting was done with a nanosecond pulsed
laser4. The laser beam was steered by a scanning mirror, which was placed
approx. 200 mm above the AlN sample. The laser cutting parameters have been
optimized to get smooth and reproducible edges.
3. Cleaning and etching of the chip
Before the gold coating can be applied to the wafer, the protective lacquer and
all cutting residues have to be removed. The cleaning process is crucial to ensure
a good adhesion of the gold layer to the AlN substrate. The problems with the
gold layer of the traps I and II could be traced back to an insufficient cleaning
procedure. Usually the lacquer dissolves easily in any common solvent, but it is
more difficult to remove the burnt lacquer close to the laser cuts. Furthermore,
at the cutting point the laser is melting the AlN wafer and leaves an aluminium
layer on the cut faces. This aluminium layer also reduces the adhesion of the
coating and therefore needs to be removed. For trap II this layer was not removed
properly and therefore the gold layer was peeling off only at the cut faces. In a
first step the wafer is immersed into N-ethyl-2-pyrrolidone (NEP) for at least 12 h
and put into an ultrasonic bath for further 15 min. This removes the protective
lacquer. The Al layer at the cut faces is then removed with phosphoric acid. For
every trap chip the cleanliness is checked by optical inspection.
4. Gold coating
In the next step a gold coating is sputtered onto the trap chips (see Fig. 3.7 (b)).
A titanium layer of 20 nm thickness is used as adhesion layer between the AlN
substrate and the gold coating. In order to coat also the side walls of the slits and
the vias the AlN wafer is tilted to different angles during the sputtering process
(−15°, 0° and 15°). It is estimated by geometric considerations that the coating
thickness within the 100µm wide slits is only 1/10 of the nominal thickness. A
mask has been used to cover areas that should not be coated. Different designs
for this mask have been tested. It is important to use a rigid design, because
otherwise the tension, that is exerted by the sputtered gold layer, bends the
mask and gold is deposited underneath the mask. If this happens, the gold layer
will not have a defined edge, but will run out. This makes it difficult to see
where the coating ends and a larger area of the coating needs to be removed
by time-consuming laser ablation. If especially the very thin gold layers are
not removed they will lead to additional rf losses and an increased temperature
rise [78]. The thickness of the gold layer has been measured with a profilometer.
The measurements showed that there are thickness fluctuations varying from
chip to chip on the order 1 µm and additionally there is a reproducible thickness
gradient. The gradient can be explained with the geometry of the sputtering
system. Areas that are further away or laterally shifted to the sputter source
have a thinner gold coating. The measured thickness varied from 3.5 to 6.0 µm.
4Coherent AVIA 355-10-20 QS, 355 nm, 23 ns pulses, 300 µJ max. pulse energy, 15µm focus size
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Additionally, the electrical conductivity of the gold surface has been measured
with 4-wire sensing. Compared to bulk conductivity of a 4 µm thick layer, the
measured conductivity is on average a factor 1.7 lower.
5. Formation of electrodes via laser ablation
After the sputtering process the gold layer has to be separated into individual
electrodes (see Fig. 3.7 (c)). Therefore, a protective lacquer is applied to the AlN
wafer as described in step 2. Subsequently the electrodes are divided by laser
ablation. The alignment of the trap chip to the laser beam was achieved via
a camera and a pilot beam. The laser parameters used for ablation have been
optimized to safely remove the gold layer and at the same time not to cut deeper
into the AlN than needed. With a tactile surface profiler it was measured that
approximately 5 µm of the AlN substrate have been removed due to the laser
ablation. Also, along the path of the laser, ridges are visible on the AlN surface.
6. Cleaning and etching of the chip
As described before for the laser cutting, also the laser ablation leaves burnt
lacquer and an aluminium layer on the trap chip which both have to be removed.
If the aluminium layer is not removed, the trap electrodes will not be electrically
isolated against each other. The lacquer is not vacuum compatible and leads to
increased rf losses. The cleaning procedure was identical to the one in step 3.
7. Soldering of SMD’s and copper stripes
To reduce ac noise on the dc electrodes to a minimum, all of them have an
RC low-pass filter soldered directly onto the trap chips (see Fig. 3.7 (d) and
(e)). The resistors5 have a resistance of (300± 15) kΩ and the capacitors6 have
a capacity of (4.70± 0.24) nF. Both parts have SMD package size 0402, which
is approximately 1 mm× 0.5 mm. Additionally, the two PRF chips are equipped
with Pt100 temperature sensors7 of SMD package size 0805 (2.1 mm × 1.4 mm).
To avoid self heating, the temperature sensors are protected from ac currents by
two capacitors5 placed in parallel. For trap I it has been tried to hand solder
the SMD’s onto the trap chips. This turned out to be very problematic. First
of all, the high thermal conductivity of the AlN makes it necessary to heat up
the trap chip with an IR heating plate in order to achieve a sufficiently high
temperature. Furthermore there are many small solder pads close together (1 mm
width, separated by 0.1 mm), which has a high risk of producing short circuits. To
have a reliable result, a reflow soldering process was implemented. Therefore, a
solder paste8 was applied to the chips using a custom-made solder mask9. Because
the trap chips do not have any solder stop mask, it is necessary to reduce the
amount of flux in the solder paste. This was achieved by not stirring the paste
5Barry Industries, RP0402BA-3003JN-91, alumina chip resistor with palladium silver termination
6Novacap, 0402C472J500PH-HB, non-magnetic X7R dielectric with palladium silver termination
7Heraeus, SMD 0805-FC, tolerance class B with silver platinum thick film termination
8Kester EM907, alloy Sn96.5Ag3Cu0.5, “no-clean” flux
9Beta Layout GmbH
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Figure 3.7.: The pictures show the different steps of the trap manufacturing process. (a) PRF2
wafer of trap II after laser cutting of the geometry, but before the reddish protective lacquer is
removed. (b) PRF2 wafer of trap IV after sputtering of the gold layer. (c) The same wafer as in (b)
after formation of the electrodes via laser ablation. The aluminium layer that is generated by the laser
ablation process is visible in the inset. The ablated lines have a shiny silver colour. (d) Microscope
image of a reflow soldered SMD capacitor after removal of the flux. The size of the capacitor is
approximately 1 mm × 0.5 mm. (e) The same PRF2 wafer as in (b) and (c) after flux removal and
before the trap assembly. Copper stripes have been hand soldered to the wafer for the rf and the
ground connection. (f) Microscope image of the wire bonds with a diameter of 25µm. The bonds
connect the conductors from the support board to the trap chips.
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before it is applied, because during storage of the solder paste the flux settles at
the bottom of the pot. The next step was to place all SMD parts on the solder
and put the chips into a reflow oven10. The temperature profile of the reflow
oven was optimized to follow the recommendation of the solder paste data sheet.
Therefore, the temperature was measured with an external thermocouple placed
directly on the AlN surface. The reflow soldering process was very reliable. For
traps III to V in total 546 SMD parts have been soldered. The solder did not
produce any short circuit. Even if the paste is not centred on the electrode, when
it melts it aggregates at the terminations of the SMD parts. The only defect,
which was observed for 3 capacitors, was the so-called tombstone effect, where
one end of the SMD part raises and does not have contact to the solder pad any
more. It occurs if the solder on one side of the chip melts earlier than the other
and due to the surface tension lifts up the part. This defect was not observed
for any part on traps IV and V, where the SMD parts have been aligned centred
between the two solder pads. The defective SMD parts have been replaced using
hand soldering. The last soldering step was to hand solder the oxygen-free high
thermal conductivity (OFHC) copper stripes (5 mm width and 0.1 mm thickness)
for the rf and ground connection. After soldering, each trap chip has been tested
for short circuits and all capacitances and resistances have been measured. At
this point also the preparation of the support board11 started by soldering Kapton
wires to the solder pads. To have a strain-relief the Kapton wires have been fixed
to the board with glue12.
8. Cleaning of flux
After soldering of the SMD parts and of the copper stripes, the solder flux needs
to be removed, because of its unknown vacuum compatibility and rf loss tangent.
The first step of the cleaning procedure was to immerse the chip for 1 h into a
water-based flux remover13. The flux remover was heated in a water bath to 50 ◦C.
The ultra sonic bath was used for 30 s. To remove all residues of the flux remover
the chip was cleaned in the ultra sonic bath with isopropyl alcohol for further
30 s. In the end, the chips were rinsed with deionized water and blow-dried with
nitrogen. All trap chips have been optically inspected with a stereo microscope
after the cleaning procedure. For some trap chips the described procedure has
been repeated to remove all visible flux residues. The trap support board has
been cleaned with the same procedure.
9. Trap assembly
The critical point of the trap assembly is the alignment of the trap chips (see
Sec. 3.3). Therefore, the alignment was done under a measuring microscope14.
The accuracy and repeatability of the microscope measurements is described in
10Eurocircuits GmbH, ec-Reflow-mate
11Lust Hybrid-Technik GmbH, incl. thick film solder and bonding pads
12Electronic Materials Inc., Optocast 3410 Gen2
13Techspray, ECO-dFluxer SMT100, 1:4 dilution with high-purity water
14Nikon MM-400
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the following Sec. 3.6. The different trap chips and spacers are glued together
using a vacuum compatible epoxy with ultra low shrinkage12. The glue can be
cured with UV light and heat. With the UV light it was possible to cure the glue
directly on the microscope table with a minimized risk of misalignments. The
first step of each alignment was to align the first lower lying trap chip to the
cross-hairs of the microscope. For the alignment of the lower trap chip the xy
translation stage and the rotation stage of the microscope has been used. Then
the next trap chip is placed on top of the aligned trap chip. The friction between
the two chips is increased by carefully putting some weight onto the trap chip.
After checking the alignment of the lower lying trap chip to the cross-hairs again
the focus is adjusted to the upper trap chip. Then the upper chip is manually
aligned to the cross-hairs. Before the glue is applied it was checked again that
the lower lying trap chip did not move with respect to the cross-hairs. Then
the glue is applied with a thin copper wire to the four gluing holes of the trap
chip and cured with UV light. Now the additional weight also ensures that the
glue is not creeping in between the trap chips. Besides using a different more
convenient microscope, the alignment and assembly process is identical to the
process described in Karsten Pyka’s thesis [30]. It also includes a more detailed
description of the geometry of the gluing holes. Compared to this description
only the gluing of the support board was changed for traps III to V. In order
to increase the thermal contact conductivity a thin layer of glue was applied to
the whole contact area between the trap stack and the support board. In order
to make sure that the glue is cured everywhere, the glue has been cured also
thermally. Therefore the trap was baked in an oven at 150 ◦C for 1 hour.
10. Wire bonding
The final step of the trap manufacturing process was to bond wires between the
support board and the dc electrodes of the trap chips (see Fig. 3.7 (f)). Therefore,
a half automated gold wire wedge bonder15 has been used. The thickness of the
bond wire was 25 µm. The bonding parameters have been optimized to get the
best possible bond strength. For each connection, two bond wires were used to
reduce the risk of failures due to loose bond wires.
An image of the fully assembled trap is shown in Fig. 3.8. The trap is mounted inside
the vacuum chamber with the help of L-shaped mounts and screws that fix the trap
carrier board. An image of the trap mounted inside the vacuum chamber is shown in
Fig. 4.1.
15Kulicke & Soffa, 4523A Digital
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Figure 3.8.: Photo of the fully assembled trap number IV. On the left side there are the two copper
stripes for the rf voltage. The four stripes on the right are for the connection to ground. On the
top and at the bottom, the Kapton wires for the dc voltages and the temperature sensor readout are
shown. For the two temperature sensors two wires are soldered to each solder pad. This is needed for
the more accurate four wire resistance measurement.
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3.6. Measurements of the Trap Geometry
In order to compare the achieved trap geometry to the target values given in Secs.
3.2 and 3.3, the final trap geometry of trap IV has been characterized extensively.
This section summarizes the results of these measurements. The results show that the
deviations to the target geometry are within or close to the targeted range given in
Tab. 3.2.
3.6.1. Geometry Measurement Tools and their Uncertainty
The trap geometry has been measured with two different tools. Before, during and
after the assembly the geometry has been measured with the measuring microscope
Nikon MM-400. A photo of this microscope is shown in Fig. 3.9 (a). The microscope
with 50-fold magnification is equipped with a manual xy translation stage. The two
linear encoder of the stage allow distance measurements with an absolute accuracy
of (2.5 + L/50) µm, where L is the measured distance in mm. The resolution of the
position readout is 0.1 µm. In addition to the intrinsic errors of the microscope, there
is an uncertainty in defining the location of the edges used as start and endpoint
of each measurement. By repeated measurements of the length of a single segment
a repeatability of 2 to 3µm was deduced. Small angles can be measured with the
microscope by moving the cross-hairs along one axis of the translation stage and then
measuring the resulting offset to the edge along the perpendicular direction. Moving
along the edge of the 30 mm long trap slit and the repeatability of 3 µm in the transverse
direction gives an uncertainty of 0.10 mrad for the angle.
The second method used to measure the geometry was to make a computed tomog-
raphy (CT) scan16 of the assembled trap. The CT scan and its evaluation have been
performed in collaboration with the PTB department for coordinate metrology. From
the CT images, a three-dimensional computer model of the trap has been generated.
The measurements were then performed by fitting lines or planes to the surface of
the model. The 3D reconstruction of trap IV is shown in Figs. 3.9 (b) and (c). The
algorithm used to generate the 3D model produced artefacts, which can have various
reasons. Localized artefacts like peaks or holes on a surface have only a minor influence
on the uncertainty of the measurements, because planes were fitted to a larger area
and such defects are averaged out. The most important observed artefact was that
in the generated model the gold coating appeared to be much thicker than in reality.
This effect can be seen by comparing the 3D model in Fig. 3.9 (c) to the microscope
image in Fig. 3.9 (d). As a result, in the CT model the distances between all elec-
trodes appear to be smaller than in reality and all trap segments appear to be larger.
For the distances and angles deduced from the CT model it is difficult to define an
16Nikon MCT 225
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Figure 3.9.: (a) Photo of the Nikon MM-400 measuring microscope that was used to assemble the
trap and to measure the trap geometry and alignment. (b) CT scan result: 3D reconstruction of the
central electrodes of trap IV. (c) Zoom on the cut faces of the 3D reconstruction. Artefacts are visible
that do not allow a precise measurement of the trap geometry. (d) Stereo microscope image showing
the real appearance of the cut faces of trap IV. Blurred regions in the image are due to the limited
depth of focus of the microscope.
error. The order of magnitude for errors is given by the voxel size, which is approxi-
mately 10 µm× 10 µm× 10 µm. To get an idea of the accuracy of angle measurements
within the CT scan, angles between the backside edge and the ion side edge of the
same laser-cut were evaluated. The largest deviation from zero measured there was
1 mrad. Assuming that the edges are almost perfectly parallel, this value serves as an
estimate for the uncertainty of angle measurements in the CT data. Even though the
voxel size and the 3D reconstruction artefacts prohibit an accurate measurement of
the geometry, the measured distances can be compared to results of the microscope
measurement and significant deviations from the targeted geometry should show up in
both measurements.
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Figure 3.10.: Scanning electron microscope images of a trap wafer showing the achieved laser cut
quality. (a) The backside edges of the electrodes show ripples and imperfect corners. The cut faces are
mainly smooth with ripples closer to the backside. (b) Backside edge quality of an rf segment. The
chamfered geometry of the laser cut is clearly visible. (c) On the ion side the edges are very straight
and flat. (d) Close up of the edge quality on the ion side. The backside edge with its irregularities is
also visible.
3.6.2. Single Trap Wafer Geometry
The laser cutting parameters have been optimized to achieve highest possible edge
quality and reproducibility. The resulting edge quality is shown on the scanning elec-
tron microscope (SEM) images of Fig. 3.10. The backside of the chip, which is the side
where the laser is exiting, is shown in Figs. 3.10 (a) and (b). Here, the notches between
the trap segments show a waviness with an amplitude of approximately 10 µm. The
ripple originates from diffraction of the laser and appears to be randomly distributed.
The waviness along the segment edge is still visible but has a reduced amplitude. It
can also be seen that most of the corners on the backside are broken off. However, most
of the irregularities are not in a direct line of sight to the ions. Hence, the influence on
the electric field at the position of the ions will be reduced. The edge quality on the
ion side of the trap chips is shown in Figs. 3.10 (c) and (d). The waviness of the edges
is on the order of a few µm. The corners are faultless and have radii of a few µm.
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ion side backside CT scan
l¯1mm [µm] 997 1042 1050
∆l1mm [µm] 2 6 2
l¯2mm [µm] 1974 2036 2049
∆l2mm [µm] 2 8 1
w¯ [µm] 122 60 49
∆w [µm] 2 7 2
d¯ [µm] 1021 974 -
Table 3.5.: Average values of the trap segment length l¯, of the notch width w¯ and of the width of
the trap slit d¯ of the four wafers of trap IV and the corresponding standard deviations ∆l and ∆w.
The number of measurements contributing to the mean values are 42 for l¯1mm, 6 for l¯2mm, 54 for w¯
and 2 for d¯.
Before trap IV has been assembled, the geometry of each individual wafer was mea-
sured with the measuring microscope. The measured distances (see Fig. 3.1) were the
segment lengths ln, the widths of the notch between the segments wn and the width of
the trap slit d. All distances have been measured on the ion side and on the backside of
the wafer. The same distances have also been deduced from the CT scan. To measure
the notch width and the segment length in the CT reconstruction, planes were fitted to
the cut faces of the notches. The distances were then defined as the distance between
the geometric centres of two such planes. This differs from the definition shown in
Fig. 3.1. The relation between the two definitions is given by
ln,CT ≈ (ln,back + ln,ion) / 2 , (3.3)
wn,CT ≈ (wn,back + wn,ion) / 2 . (3.4)
The results of the measurements are summarized in Tab. 3.5. The data shows that
because of the chamfer the electrodes are longer on the backside than on the ion side.
Using the difference of the measured data and the wafer thickness of 380µm, the angle
of the chamfer is calculated to be between 6° and 10°. The segment lengths l measured
with the CT are significantly larger than expected by using Eq. 3.3. Because of an
artefact in the 3D reconstruction, the gold coating appears to be much thicker than in
reality. This offset makes the segments longer and notches narrower. From the data it
can also be seen that the standard deviation of the notch width ∆w and the segment
length ∆l on the ion side is within the target value of 3 µm. The CT measurements
also show a high reproducibility. Both values for the standard deviations are within
the measurement uncertainty. The standard deviation on the backside is significantly
larger, which is probably a side effect of the random waviness of the backside edges.
Compared to the prototype ion trap [29, 30] made out of Rogers the edge quality has
been improved significantly. The reproducibility of the notch width of the prototype
trap ∆wproto = 10 µm could also be improved.
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The parallelism between the two opposing trap electrodes (rf and ground electrode)
was measured with the microscope and in the 3D model. In general, it is challenging to
measure very small angles in the range of 0.1 mrad with the needed accuracy. An angle
of 0.1 mrad corresponds to a distance deviation of only 3µm over a length of 30 mm.
For the backside of the PRF3 wafer, a parallelism deviation of (0.15± 0.10) mrad was
measured with the measuring microscope. This deviation originates from a waviness
of the ground electrode. It was observed that the ground electrode bends slightly at
the outer end of end segment 1. Otherwise the edge of the electrode can be described
by a straight line. The deviation of all other pairs of electrode edges have been within
the measurement uncertainty of 0.10 mrad. The evaluation of the same angles in the
CT scan showed that the edges of the ground and rf electrodes are perfectly parallel
to each other, if the uncertainty of 1 mrad is taken into account.
3.6.3. Alignment Errors
Besides the imperfections of the individual trap wafer, also all important alignment
errors have been measured or at least estimated. The tilt α and the displacements
∆z and ∆y as illustrated in Fig. 3.6 have been measured after the assembly with
the measuring microscope and in the CT model. The measurement results are listed
in Tab. 3.6. All measured values of the displacement ∆z are below the target value
of 10 µm. The displacements in y-direction, ∆y, stay below this value, too. The
microscope measurement of the misalignment angle α also show that the achieved
values are at least close to the target value of 0.14 mrad. It has to be considered
that the estimated measurement uncertainty of 0.10 mrad is already close to the target
value.
When the results of the microscope measurement are compared to the CT measure-
ments, it is seen that both measurements are consistent among each other. Therefore,
the uncertainties of both measurements have to be taken into account. The uncertain-
ties have been estimated to be 3µm for the microscope measurements and 10 µm for
CT measurements.
Besides the tilt angle α, there are two more angular misalignments possible. Those two
tilts in the xy- and in the xz-plane have been measured by measuring the distance in
x-direction between the two PRF wafer at all four corners. This distance is in principle
given by the thickness of the spacers between these two wafers, but it could also be that
dirt or glue between the contact surfaces lead to an angular misalignment. The distance
was measured with the measuring microscope and was in the range between 1024µm
and 1028µm. This corresponds to a maximum tilt angle of 0.08 mrad, which is also
below the targeted value. In the same way, the thickness of the trap wafer tw and the
thinner spacer tPK have been measured. The measurement showed tw = (389± 6) µm
and tPK = (135± 2) µm.
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compared wafer ∆z/µm ∆y/µm α/mrad
PK1 relative to PRF2 -2 4 0.10
PRF3 relative to PRF2 -2 0 0.10
PK4 relative to PRF3 4 -2 -0.13
PK1 relative to PRF2 (CT) 9 -7 0.4
PRF3 relative to PRF2 (CT) -7 2 0.0
PK4 relative to PRF3 (CT) 1 -9 0.0
Table 3.6.: Measured displacements ∆z, ∆y and tilts α around the x-axis between separate trap
wafer. ∆y was always measured at the position of Segment 4. The values from the CT scan do
coincide with the values of the microscope measurement, if the uncertainties of both measurements
are taken into account.
3.6.4. Conclusions of the Geometry Measurements
The measurements show that the most important geometry imperfections are within
the targeted deviations. Only the waviness on the backside edges and the broken cor-
ners lead to larger deviations from the desired geometry. Within its limited accuracy,
the CT measurement could confirm the results of the microscope measurement.
For the final fabrication process of single trap wafers it is expected that a high degree
of reproducibility can be achieved. The most critical process step here is the laser ma-
chining, which is an automated process that allows a high reproducibility independent
of the operator. In contrast to this, the assembly of the trap wafers is a purely manual
process and therefore different traps may show different alignment errors. Neverthe-
less the deviation from trap to trap can theoretically be limited by the measurement
uncertainty of the microscope measurement. In practice, the person assembling the
trap will also have an influence on the final alignment errors.
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4. Experimental Setup and Sideband
Spectroscopy Sequence
This chapter describes the main components of the experimental setup and the ex-
perimental sequence that was implemented for the sideband spectroscopy using the
quadrupole transition of 172Yb+ . First, the vacuum setup and the electronics for the
trap rf and dc voltages are discussed. This is followed by a description of the optical
setup that was used to address the transitions of the 172Yb+ ions. Lastly, the imple-
mentation of the sideband spectroscopy sequence and the ground state cooling results
are presented.
4.1. Vacuum Setup
The main vacuum chamber and the setup inside is shown Fig. 4.1. Its main body is a
DN250 tube with additional DN60 and DN40 flanges arranged radially. An ion pump
and a titanium sublimation pump maintain the pressure inside the chamber at the
level of 5× 10−10 mbar. In total 11 viewports allow optical access for lasers and for the
detection of the ion fluorescence. In order to increase the numerical aperture for the
detection, a reentrant viewport has been installed. This allows to have the detection
objective on the air side at a distance of approx. 31 mm to the ions.
The mounting of the ion trap in the vacuum chamber has been optimized for a max-
imum heat transfer from the trap to the vacuum chamber as this helps to reduce the
trap temperature and the uncertainty of the temperature distribution. The ion trap
is mounted vertically on AlN legs, which are clamped onto an aluminium platform.
Thermal contacts have been improved by putting Indium and Copper foils between
the contact areas of the trap, the legs, the platform and the vacuum chamber. The
aluminium platform is also used to mount the two atomic ovens and the copper shield.
The shield is used to collimate the atomic beams to the loading segment and reduce
contamination of the trap with a conducting Yb or In layer. For each beam the shield
has a vertical slit of 2 mm length and 0.65 mm width. The ovens are filled with isotope
enriched 172Yb and with Indium of natural abundance. The oven design is described
in detail in [30]. For future use ablation targets have been added to the setup, but
have not been used during this work. The targets consist of thin stripes of Yb and
In, both in natural abundance, which are glued onto a Macor mount. Macor has been
used because of its low thermal conductivity. Compared to atomic ovens, the use of
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(a) (b)
Figure 4.1.: Photographs of the vacuum setup. (a) The image shows the vacuum chamber with
its various viewports for 3D laser access and ion imaging. OFHC copper foils on the left and right
side of the trap are used for the rf voltage connection. The dc voltage connections are realized with
Kapton isolated wires. (b) The close-up of the setup shows the atom ovens for In and Yb inside the
blue box in front of the copper shield. Behind the ion trap the re-entrant viewport with the detection
objective is visible. The Macor mount for the ablation targets is located to the right of the copper
shield.
ablation targets for the generation of neutral atoms has the advantage that the loading
time can be reduced from several minutes to a few seconds.
All electrical feedthroughs are located at the bottom of the chamber. A high current
feedthrough is used to apply currents of up to 15 A to the atom ovens. A HN-type
coaxial feedthrough is used for the trap rf voltage. This type of feedthrough has the
advantage that the inner conductor is a thick pin with a diameter of approximately
4.9 mm. This increases rf conductivity and minimizes electrical losses, which would
otherwise heat up the chamber and reduce the Q-factor of the rf circuit. The rf
voltage is connected to the trap electrodes via copper foils of 100 µm thickness. The rf
ground electrodes are directly connected to the vacuum chamber. Two 25 pin D-sub
feedthroughs have been used for the dc voltages and for the 4-wire readout of the two
Pt100 sensors on the trap. Kapton isolated wires connect the dc electrodes of the trap
to the feedthrough. Four UHV compatible 15 pin Sub-D connectors have been used to
allow a more convenient exchange of the trap in the future.
To reduce magnetic field fluctuations, almost all materials in the vacuum chamber
are non-magnetic. The chamber itself and all attached flanges are made from non-
magnetic stainless steel. All materials on the trap chips including the SMD parts
and the temperature sensors are completely non-magnetic. The only exception are the
crimp pins of the in-vacuum D-sub connectors that have a Ni adhesion layer underneath




















Figure 4.2.: Schematic of the main components of the rf drive circuit. An isolated pin inside the
helical resonator has been used to pick up a fraction of the rf voltage. The pickup signal can be used
to either monitor the rf voltage amplitude or as depicted to close a feedback loop and stabilize the rf
amplitude.
to compensate the constant magnetic fields and to set the quantization axis, three pairs
of magnetic field coils in Helmholtz configuration have been attached to the vacuum
chamber. The coils allow to apply magnetic fields of approximately 0.2 mT pointing
into an arbitrary direction.
4.2. Trap Voltages
4.2.1. RF Circuit
A schematic of the setup of the rf circuit that was used at the end of this work
is depicted in Fig. 4.2. The rf signal, which is generated by a signal generator1, is
divided into two paths. One path is used for the photon-correlation measurement (see
Sec. 5.3) and the other is path is used to drive the trap. A frequency mixer2 is used
to control the amplitude of the rf signal. There have been three different use cases for
this mixer. Firstly it has been used to modulate the rf amplitude for the determination
of trap frequencies via parametric heating. Secondly it has been used to quickly ramp
down the rf amplitude for the generation of topological defects (see Sec. 6). Thirdly,
as depicted in Fig. 4.2, the mixer has been used as the control element of the feedback
loop for the rf amplitude stabilization.
The output signal of the frequency mixer is first amplified3 and then enhanced by a
helical resonator, which is directly attached to the vacuum feedthrough. The design
of the helical resonator is described in detail in [30]. Inside the helical resonator the
1Marconi, 2024
2Minicircuits, ZAD-6+
3Minicircuits, ZHL-5W-1, amplification 46dB
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Figure 4.3.: Side view of a trap segment illustrating the application of the different dc voltages.
The two symmetric voltages Ut and Ue allow to set the orientation of the principal axes arbitrarily.
The two asymmetrically applied voltages Utc and Uec are used to shift the ion in the xy-plane.
signal is coupled inductively from a single turn primary coil to a 9-turn secondary
coil. For impedance matching of the two circuits, the distance between the primary
and secondary coil has been optimized. Besides enhancing the rf voltage, the narrow
resonance of the helical resonators filters electric noise effectively. With the new trap
installed, the quality factor of the resonance was measured to be Q = 604 and the
resonance frequency was at Ωrf = 24.38 MHz. A short isolated wire protruding into
the helical resonator is used to pick up a fraction of the rf voltage Urf = k ·Upick up. The
comparison between the measured pick up voltage, the measured trap frequencies and
the results of the trap potential simulator (see Sec. 3.3 and appendix A.5) results in a
calibration factor of k = 4940. The pick up voltage has been used either to monitor
the trap voltage amplitude or for the stabilization of the rf amplitude. Therefore, the
signal has first been amplified. A low-pass and a high-pass filter has been used to
filter noise above and below the resonance frequency. An rf power detector4 is used
to generate a dc voltage, which increases almost linearly with the dc voltage. The
resulting signal is used as an input for a PI controller. With the rf stabilization loop
both the long term and the short term stability of the rf amplitude could be improved
significantly.
4.2.2. DC Voltages
The increased number of segments of the AlN trap compared to the prototype trap
made it necessary to build a new dc voltage supply. The setup is similar to the dc
voltage supply described in [30]. Fig. 4.3 shows the voltages that are generated for each
trap segment including the two end segments. The symmetric voltage configuration of
the voltages Ut and Ue is used for axial confinement of the ions and for squeezing of
the radial trap potential with an arbitrary orientation of the two principal axes. The
antisymmetric voltage configuration of the voltages Utc and Uec is used to shift the
total potential minimum radially. These voltages are used to compensate stray fields




The voltages U˜t, U˜tc, U˜e and U˜ec are generated for each trap segment by three computer-
controlled analogue output modules5 mounted in a single chassis6. In order to avoid
ground loops, the chassis is connected to the host PC via an USB galvanic isolator and
is powered by a floating linear power supply. The voltages from the analogue output
modules are used as input signal for a self built analogue circuit (see appendix A.3).
This circuit generates the four voltages for the individual trap electrodes according to
the following equations.
Ut+ = 1.2 U˜t + 0.25 U˜tc = Ut + Utc ,
Ut− = 1.2 U˜t − 0.25 U˜tc = Ut − Utc ,
Ue+ = 1.2 U˜e + 1.2 U˜ec = Ue + Uec ,
Ue− = 1.2 U˜e − 1.2 U˜ec = Ue − Uec .
The scaling factors are used to increase the resolution of the electric field generated
by Utc, or respectively to increase the voltage range of the other three voltages. Mea-
surements with a digital multimeter7 showed that for all voltages the total deviation
between expected and measured output voltages is less than 30 mV over the whole
voltage range. This deviation is caused by the tolerances of the used resistors, the
tolerances of the offset and gain factors of the operational amplifiers, and the limited
accuracy of the voltage source.
For the usual trap parameters used within this work (Ωrf/2pi = 24.38 MHz and
ωrad/2pi ≈ 500 kHz), a change of 1 mV of Utc corresponds to a dc field of 0.92 V m−1,
a change of the ion position causing a change of rf field amplitude of Erf = 63 V m
−1
or respectively to a fractional frequency shift of 3.3× 10−19 for 115In+ . Therefore, it
is required that the voltage resolution is sufficiently high and the long term drift of
the voltages is as low as possible. The measurement of the long term voltage stability
plotted in Fig. 4.4 (a) shows, that for the duration of 14 h the voltage drift is within
an error band of approximately ±100 µV. This demonstrates that the dc voltage sup-
ply does not contribute significantly to the second order Doppler-shift and also has a
suitable resolution for the minimization of micromotion.
Another requirement for the dc voltage supply is to suppress voltage noise at the trap
frequency ωsec. This technical noise will otherwise contribute to the ion heating rate
[66]. For noise suppression the analogue circuit includes a second order low pass filter
with cut off frequencies around 1 kHz. Additionally, each trap segment is equipped with
another low pass filter with a cut off frequency of 113 Hz placed directly on the trap
chips. The measured voltage noise spectrum at the output of the self-built analogue
circuit is shown in Fig. 4.4 (b). It shows that the second order low pass filter suppresses
the noise above 1 kHz efficiently. For frequencies above 10 kHz, the measurement is
limited by the instrument noise. The graph also shows the expected voltage noise
5NI 9264, 16 channels, ±10 V, 16-Bit resolution
6NI cDAQ 9174
7Agilent, 34401A, 6 1/2 digit multimeter
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Figure 4.4.: (a) Long term stability of one dc voltage as generated by the self built analogue circuit.
The voltage remains in an error band of approximately ±100 µV. The graph also shows the voltage
resolution for Utc and Ut. (b) Plots of the dc voltage noise: Red Curve: Measured voltage noise at
the output of the self built analogue circuit. Black Curve: Instrument noise of the spectrum analyzer
with shorted input. Blue Curve: Calculated voltage noise with theoretically expected behaviour of
low pass filter (fc = 113 Hz) directly on the trap wafer.
spectrum when the theoretical effect of the low pass filter on the trap chips is added to
the measured signal. Then the voltage noise at 100 kHz is at a level of 20 pV/
√
Hz. For
a trap frequency of ωrad/2pi = 500 kHz and
172Yb+ ions this corresponds to a heating
rate of 3× 10−3 phonons/s (derived with Eqs. 4.2, 4.5), which is significantly lower
than the measured heating rate of 1.1 phonon/s (see Sec. 5.4). Thus technical noise
most certainly only has a minor contribution to the observed heating rate.
Another source of voltage noise that is contributing to ion heating rate is Johnson-
Nyquist noise, which is generated by the thermal motion of the electrons (or other
charge carriers) inside electrical conductors. The following calculation of the effect of
Johnson noise on the heating rate in the 2 mm wide trap segment 1 is based on the
descriptions in Ref. [66]. The power spectral density of the generated voltage noise
due to the Johnson noise is given by
SV (ω, T ) = 4kBT R(ω, T ) . (4.1)
The voltages noise generates an electric field noise at the ion position of
SE(ω, T ) =
2SV (ω, T )
D2
=
8kBT R(ω, T )
D2
, (4.2)
where D is the characteristic distance of the trap electrodes to the trap center and
a factor 2 is added, because the independent voltage noise on both Utc electrodes of
the selected trap segment contribute to the electric field noise. The characteristic
distance is defined by D = Utc/| ~Edc| = 2.2 mm, where | ~Edc| is the absolute value of
the electric field strength that is generated by a differential voltage of Utc between the
two dc electrodes. By using the absolute value of the electric field, the worst case is
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Figure 4.5.: Schematic representation of the dc voltage circuit for Utc. The ions see the voltage
noise between point 1 and 2. The resistors R1, R2, R3 and the capacitors C1, C2 are part of the self
built analogue circuit (see appendix Sec. A.3). C3 is the capacitance of the cables and connectors
that connect the voltages to the ion trap. R4 and C4 are part of the low-pass filter that is placed
directly on the trap chips.
considered, which assumes that the trap axis is parallel to the electric field vector. The
voltage noise will only create a fluctuation of the field amplitude, but the orientation
of the field vector is fixed as this is defined by the trap geometry.
For the determination of the effective resistance R(ω, T ), the whole dc filter network
as depicted in Fig. 4.5 has to be taken into consideration. With the denotation of
a ‖ b = ab/(a + b) for the calculation of parallel impedances, the total impedance






















Because R4  |−i/(ωsecC3)| and any further parallel impedance can only reduce the












With this approximation and using ωsec = 2pi × 500 kHz, the effective resistance is
R12 = 7.6 mΩ, which has also been confirmed by the full calculation of the impedance
according to Eq. 4.3. Inserting this value in Eq. 4.2 and using T = 300 K results in a
power spectral density of the electric field noise of SE(ωsec) = 5.3× 10−17 V2m−2Hz−1.





Inserting the obtained value of SE(ωsec) and using the mass of
172Yb+ the heating
rate due to Johnson noise is calculated to be ˙¯n = 3.6× 10−3 phonons/s. This value
is found to be negligible compared to the measured heating rate of 1.1 phonon/s (see
Sec. 5.4).
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Figure 4.6.: Reduced 172Yb+ term scheme witch shows all used transitions and the natural
linewidths and branching ratios of the excited states. Numbers are taken from the Appendix of
[58] and references therein.
4.3. Optical Setup
4.3.1. 172Yb+ Term Scheme
For the ion trap characterization, 172Yb+ ions have been used for various reasons. It
offers a convenient alkali-like term scheme (see Fig. 4.6) and because of its mass it
allows efficient sympathetic cooling of 115In+ [47]. 172Yb+ has a vanishing nuclear spin
and thus no hyperfine structure, which greatly reduces the number of transitions that
need to be addressed. All relevant transitions are accessible with diode lasers (partly
frequency doubled). It also offers two usable narrow clock transitions namely the
quadrupole transition 2S1/2 ↔ 2D5/2 and the octupole transition 2S1/2 ↔ 2F7/2. Those
can be used to characterize the main sources of frequency shifts of the 115In+ clock
transition or to realize a frequency standard solely with 172Yb+ ions.
The dipole transition 2S1/2 ↔ 2P1/2 at 370 nm with a linewidth of 2pi × 19.6 MHz [79]
is used for efficient Doppler cooling, ion imaging and state detection via the electron
shelving technique [44]. Because the excited 2P1/2 state has a 0.5 % probability to
decay into the 2D3/2 state [80], it is necessary to drive the repumping transition
2D3/2 ↔
3[3/2]1/2 at 935 nm to keep the ion in the cooling cycle. A combination of collisional and
radiative decays can also lead to a population of the long living 2F7/2 state [81]. This
state is depleted by laser light at 639 nm that drives the 2F7/2 ↔ 1[5/2]5/2 transition.
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For resolved sideband spectroscopy the narrow quadrupole transition 2S1/2 ↔ 2D5/2 at
411 nm with a linewidth of 2pi × 22.7 Hz was used. The transition 2D5/2 ↔ 2P3/2 at
1650 nm has been used for repumping and for quenching of the quadrupole transition
[64]. As shown in [58], in combination with the transition at 639 nm it also allows a
faster clear out of the 2F7/2 as it prevents cycling transitions. Further details on the
implementation of the sideband cooling scheme are found in Sec. 2.4.2 and Sec. 4.4.
The second quadrupole transition 2S1/2 ↔ 2D3/2 is not used, because here the electron
shelving technique cannot be used for state detection.
4.3.2. Laser Setup and Beam Geometry
The optical setup around the vacuum chamber and the ion trap is illustrated in Fig. 4.7.
All laser beams are coupled into polarization maintaining single mode fibers to deliver
the light to the vacuum chamber. This decouples the pointing onto the ions from the
rest of the laser setup. The wavelenghts of all lasers are monitored by a wavemeter8.
An 8-channel fiber switch is used to automatically switch between the different laser
sources. The highly stable laser light at 822 nm [37, 58] (which is mainly used to
generate light at 411 nm) has been used to automatically recalibrate the wavemeter
every 10 min. Using a software PI control all other lasers have been continuously
tuned to the desired wavelength. In [58] it has been shown that this stabilization
to the wavemeter reading has an instability of about 1 MHz for the Doppler cooling
laser.
Loading of individual ions into the trap is achieved by photoionization of neutral Yb
atoms. Therefore, the atoms in the horizontal neutral atom beam are first excited by
laser light at 399 nm from the 1S0 ground state to the intermediate
1P1 state. In order
to avoid large Doppler shifts this photoionization laser is oriented perpendicular to the
atom beam and thus goes vertically through the ion trap. From the intermediate 1P1
state, a photon at 370 nm has sufficient energy to ionize the atom. As shown in [30]
this method is isotope selective.
Doppler Cooling Laser at 370 nm
The Doppler cooling light is generated by an optically amplified and frequency doubled
external-cavity diode laser (ECDL)9 with an output power of up to 50 mW at 370 nm.
The cooling light is guided to the ions from three different directions. Throughout
this work, the two horizontal beams are named H1 and H2 and the vertical beam is
denoted V. The H1 and H2 beams are aligned at an angle of 25° to the trap axis. V is
aligned perpendicular to the trap axis. A telescope setup including a cylindrical lens
widens all three beams along the trap axis. The widened beams are implemented to
8HighFinesse Angstrom WS/7R MC Super Precision, Measurement range: 350 – 1100 nm
9Toptica TA-SHG pro
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Figure 4.7.: Sketch of the arrangement of the laser beams around the ion trap. To have efficient
Doppler cooling of the ions in several segments simultaneously the cooling light beams H1, H2 and
V are widened with the help of cylindrical lenses. (a) Beams in the horizontal plane. The three
repumping beams (935 nm, 638 nm and 1650 nm) are superimposed along the trap axis. (b) Setup of
the laser beams going vertically through the ion trap.
illuminate several segments of the trap simultaneously and to have an approximately
homogeneous intensity distribution over larger ion crystals. A fraction of each of
the beams is guided to a monitor photodiode. A software control loop uses these
signals to adjust and to stabilize the power of the beams via a common acousto-optic
modulator (AOM) in the 370 nm laser setup. The three beams can be switched off
independently via mechanical shutters that are placed in front of each fiber. H2 has
also been used for optical pumping of the ion into the ground state Zeeman level with
mj = −1/2 (see Sec. 4.4.2). For an efficient optical pumping, a pure σ− polarization is
needed. Therefore, the polarization is first cleaned by a polarizing beam splitter and
with a motorized quarter-wave plate the polarization can subsequently be switched
from linear to circular polarization. In order to control the optical pumping pulses
independently from the cooling light, a separate AOM is installed in the H2 beam
path. This AOM was also used to modulate the H2 intensity in order to measure the

















Figure 4.8.: Sketch of the setup for the repumping laser at 1650 nm. In order to have a wavemeter
reading with the existing wavemeter and its limited measurement range, a part of the light is frequency
doubled by a PPLN crystal inside a bow tie cavity. This also allowed to implement a software lock of
the wavelength.
Repumping Lasers
The three repumping beams at 638 nm, 935 nm and 1650 nm are aligned with the trap
axis. The 1650 nm beam is counter-propagating to the other two repumping beams.
The different directions have been chosen in order to facilitate coupling into single
mode fibers and to have an independent control of the polarization of two of the three
beams. The polarization of the 935 nm with respect to the vertical quantization axis is
adjusted for maximum repumping efficiency from the 2D3/2 state. For the generation
of pulses for the spectroscopy sequences, the lasers at 1650 nm and at 638 nm have an
AOM placed in their beam path. A monitor photodiode is used for the 1650 nm beam
to realize a software control of the beam intensity.
A sketch of the laser setup that is used for generating the light at 1650 nm is shown
in Fig. 4.8. A part of the light that is generated by an ECDL is frequency doubled in
a second-harmonic generation (SHG) cavity with a PPLN crystal10. The frequency-
doubled light is used to couple it to the wavemeter in order to determine the wavelength
of the fundamental beam. With a total power of 11 mW in the fundamental beam a
maximum power of 0.7 mW was achieved at 825 nm.
The chosen cavity design with a relatively long round-trip length of 0.96 m turned
out to be problematic, because of the associated narrow cavity resonances. With
the given length the free spectral range is FSR = c
L
= 312 MHz. Together with the
highest measured cavity finesse of F = 133 this results in a FWHM value of the cavity
10Deltronic, 20 mm length, 10 mm width, 1 mm thickness, 9 poling periods from 21.4 µm to 23.0 µm
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FWHM = 2.3 MHz
F = 133
Figure 4.9.: Reflection signals of the 1650 nm SHG cavity during a scan of the cavity length. The
only difference between the three shown resonances is the laser frequency, which was changed within
one mode hop free tuning range. The broad blue resonance was observed only at the edge of the
tuning range. When the laser frequency is changed, the observed cavity resonances are alternating
between the black and the red resonance profile.
resonance of 2.3 MHz. This value of the finesse matches to the value which is expected
by the specified reflectivity values of the mirror and of the AR coated PPLN crystal.
As shown in Fig. 4.9, the FWHM of the SHG cavity was observed to be fluctuating
between two values when the laser frequency was changed by the grating of the ECDL
setup. A possible explanation for this behaviour could be that the cavity linewidth
was comparable to the laser linewidth and in addition the laser linewidth shows a
periodic fluctuation when the laser frequency is changing. The fluctuations of the
laser linewidth would cause the fluctuating resonance width in the cavity reflection
signal. The fluctuating resonance width caused problems for the feedback electronics
used for locking the cavity to the resonance. The fluctuating resonance width caused a
fluctuating slope of the error signal, that was generated by a Ha¨nsch-Couillaud setup
[82]. Because of the fluctuating error signal slope a stable lock could not be achieved.
To improve this the cavity finesse was intentionally lowered by clipping a part of the
beam inside the cavity. This reduced the output power of the SHG by a factor of four,
but allowed to have a stable lock on the cavity resonance.
The ability to measure the frequency of the 1650 nm laser now allowed to measure
the resonance frequency of the 2D5/2 ↔ 2P3/2 transition with a higher precision. For
this measurement the 172Yb+ ion was illuminated simultaneously with Doppler cooling
light at 370 nm, the 411 nm laser, the repumper at 638 nm and the 1650 nm laser. The
ion is excited to the 2D5/2 state with the light at 411 nm. From there the transition to
the 2P3/2 state is probed. Subsequently, the ion decays back to the ground state. The
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Figure 4.10.: Measurement of the 2D5/2 ↔ 2P3/2 transition resonance frequency. The red line is a
Lorentz profile fitted to the recorded data points.
Doppler cooling light is used to cool the ion and to detect the 1650 nm resonance. On
resonance, the repumping efficiency is maximized and also the detected fluorescence
at 370 nm is maximized. The repumper at 638 nm is needed additionally to get the
ion back into the experimental cycle when it has decayed to the 2F7/2 state. In order
to avoid excessive saturation broadening, the 1650 nm laser power has been reduced
to approximately 280 nW, which are focused to a calculated waist of 220 µm. The
recorded resonance is shown in Fig. 4.10. The fit of a Lorentz profile to the measured
data points results in a resonance frequency of 181.659 922(75) THz. The frequency
uncertainty results from the uncertainty of the wavemeter of 150 MHz. This error
reduces to 75 MHz at 1650 nm, because the wavemeter measures the frequency-doubled
light. The vacuum wavelength of the 2D5/2 ↔ 2P3/2 transition is calculated to be
1650.294 98(68) nm. The observed linewidth of the transition is Γ1650 = 2pi×70(3) MHz.
It is assumed that main part of the broadening can still be attributed to saturation
broadening.
Sideband Spectroscopy Laser
To resolve the motional sidebands of the quadrupole transition at 411 nm, a highly
stable laser was used [37, 58]. It consists out of an ECDL at 822 nm, that is stabilized
to a 12 cm long cavity made out of ultra low expansion glass. With this setup a
fractional frequency instability of σy = 4× 10−16 is reached at 10 s. A fraction of this
light is amplified by an injection-locked laser diode. The emitted laser beam of this
slave laser is frequency doubled to generate laser light at 411 nm. A double-pass AOM
is used for frequency shifting and for pulse generation. The quadrupole transition beam
goes vertically through the ion trap. To achieve a clean polarization of the beam, it
is equipped with a combination of wave plates and a polarizing beam splitter cube.
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This setup also counteracts the birefringence of mirror coatings and of the vacuum
viewport.
4.3.3. Ion Imaging
For imaging of the ion fluorescence, a self built objective with a working distance of
31 mm and numerical aperture NA ≈ 0.27 was used. The objective consists out of
five lenses [30] and is placed on the air side of the re-entrant viewport (see Fig.4.1).
This allows to move the objective with three perpendicular translation stages. The
movement along the trap axis and the focus position can be adjusted with motorized
actuators11, which allows to move the objective to different trap segments in a few
seconds.
With a moveable slider, the fluorescent light was guided either to a photomultiplier
tube (PMT)12 or to an electron-multiplying CCD (EMCCD)13. A beam splitter also
allowed to use both detection signals at the same time. In order to reduce stray
light to a minimum, a narrow band filter was inserted into the imaging beam path.
Additionally, a movable slit aperture was put in front of the PMT.
At the used ion-objective distance, the magnification of the objective was measured to
be 24.4. With a pixel size of the EMCCD camera of 16 µm, this results in a theoretical
resolution of 656 nm and a field of view of 336 µm. The optical resolution as determined
by the FWHM of the image of a single ion was measured to be approximately 2µm.
4.4. Sideband Spectroscopy Sequence
This section explains the different phases of the experimental sideband spectroscopy
sequence using the 2S1/2 ↔ 2D5/2 quadrupole transition. One of the main objectives
of this sequence is to cool an 172Yb+ ion to the ground state via the resolved sideband
cooling technique. The ability to monitor and keep the wavelength of the 1650 nm laser
at the desired frequency allowed to implement a continuous sideband cooling scheme
(see Sec. 2.4.2). Each step of the experimental cycle is described briefly.
4.4.1. Selection Rules for Quadrupole Transitions
The applied external magnetic field of B = 65 µT leads to a Zeeman splitting of the
ground state 2S1/2 and the excited state
2D5/2 sublevels. The splitting magnitude and
the resulting spectrum of the quadrupole transition are illustrated in Fig. 4.11. The
11Zaber T-LA28A
12Hamamatsu, R7207-01, Bialkali window
13Andor iXon EM+ DU-897D-CS0-UVB
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Figure 4.11.: Zeeman splitting of the of the 2S1/2 ↔ 2D5/2 quadrupole transition in the experi-
mentally used magnetic field of 65µT. (a) Term scheme showing all Zeeman states of the quadrupole
transition. For spectroscopy and sideband cooling the transition mj= − 12 ↔ mj′= − 52 is used. (b)
Resulting spectrum of transitions between all Zeeman sublevels relative to the unperturbed transition
and their relative strength according to the squared Clebsch-Gordan coefficients. The chosen orien-
tation of the magnetic field vector ~B, the beam axis and the polarization only allows transitions with
∆m = ±2 (blue and black solid lines). The blue dashed lines indicate the frequencies of the first red
and blue sideband of the mj=− 12 ↔ mj′=− 52 transition.
transition strength ΩE2 between each of the Zeeman sublevels depends on the choice
of the orientation of the polarization and the laser beam direction relative to the
quantization axis, which is defined by the external magnetic field vector ~B. According


















where E0 denotes the electric field amplitude of the laser, α the fine structure constant
and A is the Einstein coefficient. The term in the round brackets are the Wigner
3-j symbols. The geometry-dependent part is given by the second rank tensors c∆mij
and the unit vectors ~, ~n, that represent the orientation of the polarization ~E and of
the laser beam ~k, respectively. The explicit expressions for the tensors c∆mij can be
found in [53]. A graphical representation of the dependence of the transition strength
on the selected geometry can be found in [83]. In the experiment, ~B, ~E and ~k are
selected to be mutually orthogonal. ~B is pointing in the direction of the H2 beam and
~k is going vertically through the ion trap (see Fig. 4.7). With this arrangement, only
transitions with ∆m = ±2 can be excited. After optical pumping to the 2S1/2(mj=− 12)
state only two possible transitions remain. Those are mj= − 12 ↔ mj′= − 52 and
mj=− 12 ↔ mj′= + 32 . For the experiments the former is selected, because of its larger
transition strength and because it has the lower frequency, which reduces the risk of
off-resonant excitation on the blue sideband of other transitions (see Fig. 4.11).
With this geometric selection, the quadrupole transition is effectively reduced to a two-
level system. Inserting mj = −12 , ∆m= − 2, mj′= − 52 and the chosen geometry into
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Figure 4.12.: Experimental sequence used for continuous sideband cooling.
Eq. 4.6, the term inside the absolute value bars gives a factor 1
6
and the quadrupole








With the available power P411 nm = 1.8 mW and a beam waist of 70 µm, the achievable
Rabi frequency is ΩE2 = 2pi × 141 kHz.
4.4.2. Ground State Cooling Sequence
The used experimental sequence that was implemented for continuous ground state
cooling is schematically shown in Fig. 4.12. Before starting this sequence, the trap
voltages have been adjusted such that one radial trap axis is oriented vertically along
the y-axis (see Fig. 4.7). Additionally, the magnetic field is adjusted to point into the
H2 beam direction and with a motorized quarter wave plate, the H2 beam polarization
is changed from linear to circular polarization. These two steps make sure to have a
pure σ− polarization for the optical pumping. The experiment is repeated for each
parameter set 200 times in order to have the needed statistics on ground state and
excited state population.
Reference Image and Detection
Each experimental sequence is started with a trigger signal at the same phase of the
mains voltage to suppress fluctuations due to 50 Hz noise. At first, a reference image is
recorded in order to confirm that the ion is initially in the ground state. Therefore, all
repumpers and the Doppler cooling laser are switched on and the camera is triggered
to start and to end the exposure. At the end of the experimental cycle, the camera is
triggered again for the electron shelving state detection [44]. Here, only the Doppler
cooling light is switched on, because excited ions should stay in the excited state and
not be pumped back to the ground state during detection.
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Although only a single ion has been used in all experiments, the EMCCD camera was
used for the detection. This was done as preparation for the future plan to detect
multiple ions simultaneously. For the detection, the count rate of a region of interest
of typically 4× 4 pixels was evaluated. A fixed threshold value has been defined. All
images with count rates above the threshold are counted as ‘bright’, which corresponds
to ground state population. Otherwise the images are counted as ‘dark’, which corre-
spond to population of the 2D5/2 state. All cycles with a ‘dark’ reference image have
been discarded and not been used for the further evaluation, because the initial state
preparation is not ensured.
The exposure time used for detection is a trade off between a clear differentiation of
bright and dark images and unwanted spontaneous decay from the excited state back
to the ground state. Such decays during the detection period reduce the contrast of the
state detection. Typically a detection time of 2.5 ms has been used. The differentiation
between bright and dark images had a fidelity of 99.7 %. This number does not include
the error due to decay from the excited to the ground state. From the given decay
rates of the 2D5/2 state it is assumed that the excited state population is reduced by
approximately 2.7 % due to decay during the detection period.
Doppler Cooling
For detection, the maximum available intensity at 370 nm is used to achieve maximum
count rates. For the subsequent Doppler cooling phase the intensity is significantly
reduced to achieve the lowest possible temperature. The intensity, the frequency and
the Doppler cooling period of 8 ms have been optimized with subsequent recording of
Rabi oscillations on the carrier transition. From the observed Rabi frequency and con-
trast also the achieved temperature can be inferred as described in [58]. Typically, the
achieved temperature is close to the Doppler cooling limit of 0.47 mK (see Eq. 2.49).
Optical Pumping
In the following step the ion is optically pumped to the 2S1/2(mj=− 12) ground state.
Therefore, the σ− polarized light of the H2 beam is used. Perfectly polarized light
only drives the transition 2S1/2(mj= +
1
2
)↔ 2P1/2(mj′=− 12) with ∆m = −1 and the
desired 2S1/2(mj= − 12) state becomes a dark state. The optical pumping has been
optimized either by minimizing the scattering rate on the Doppler cooling transition
or by minimizing the observed excitation on the 2S1/2(mj= +
1
2
) ↔ 2D5/2(mj′= + 52)
transition. The parameters that need to be optimized are the rotation and the tilt
angles of the 370 nm quarter waveplate and the pointing of the magnetic field vector.
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Figure 4.13.: Results of the decay rate measurements for three different laser intensities. The
shown lines are simple exponential decay functions fitted to the respective data. The decay rates
given in the legend are results from these fits.
Sideband Cooling
For sideband cooling the 411 nm laser is tuned to the first red sideband transition (RSB)
and simultaneously the repumper at 1650 nm is illuminating the ion. Both lasers are
switched on continuously for 5 ms. The ion is cycling between the Zeeman states
2S1/2(mj = −1/2) ↔ 2D5/2(mj = −5/2) ↔ 2P3/2(mj = −3/2). Because of the
respective selection rules, this is a closed cycle. As explained in Sec. 2.4.2, this scheme
results in an effective two-level system with a dressed excited state with a tunable
decay rate Γ′. As denoted in Eq. 2.51, the new decay rate can be adjusted by changing
the Rabi frequency of the 2D5/2 ↔ 2P3/2 transition or by changing the detuning of
the 1650 nm laser. Here the repumper is tuned to the 2D5/2 ↔ 2P3/2 resonance (see
Fig. 4.10 and Sec. 4.3) and the Rabi frequency is adjusted by changing the laser
intensity.
The decay rate of the dressed excited state has been directly observed in a separate
measurement. For this, the experimental cycle shown in Fig. 4.12 has been modified.
After Doppler cooling, a pi-pulse on the 2S1/2 ↔ 2D5/2 carrier transition is added
to transfer the population to the 2D5/2 state. Subsequently, a pulse at the 1650 nm
transition with variable pulse length is send to the ion. This is followed by the usual
electron shelving state detection on the Doppler cooling transition. Fig. 4.13 shows the
results of some of these measurements performed at three different laser intensities at
1650 nm. The laser power used for those measurements is in the range of a few hundreds
of nW. For the sideband cooling sequence the decay rate Γ′ = 2pi × (7.79± 0.25) kHz
has been chosen as a good compromise between cooling rate and final temperature.
The only optimization to the continuous sideband cooling pulse was to reduce the
power of 411 nm laser to approximately 0.2 mW. This reduces the effective cooling
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Figure 4.14.: Excitation spectrum on the first (a) red sideband and (b) blue sideband of the
2S1/2 ↔ 2D5/2 quadrupole transition. The red circles have been measured directly after the Doppler
cooling phase. The blue triangles have been recorded after continuous sideband cooling. The blue
data points have been corrected for a small drift of the carrier frequency of about 4.8 kHz. The lines
are squared sinc functions fitted to the data points.
rate, but also helps to reduce off-resonant excitation of unwanted quadrupole tran-
sitions. As described in [58], the high frequency noise of the spectroscopy laser is
causing the observed off-resonant excitation. Especially the transition 2S1/2(mj =
−1/2)↔ 2D5/2(mj = +3/2) needs to be suppressed, because it is likely to decay into
the 2S1/2(mj = +1/2) state. There, the ion will not be cooled any more and will not
be excited in the subsequent spectroscopy pulse. As a result, this will increase the
background of state detection measurements.
Sideband Spectroscopy and Temperature Determination
After sideband cooling, a light pulse on the quadrupole transition is send to the ion.
This pulse can vary in duration, frequency and light intensity. E.g. a pulse with a
frequency fixed to the carrier transition with maximum intensity and scanning of the
pulse duration would allow to record Rabi oscillations and to measure the achieved
Rabi frequency. This can be used to calculate the 411 nm light intensity that is seen
by the ion via Eq. 4.7.
Sideband spectroscopy also has been used to measure the mean phonon number n¯
after ground state cooling. Therefore, the excitation probability on the first blue
sideband transition IBSB is compared to the excitation probability on the first red
sideband transition IRSB. For both probe pulses the same 411 nm laser intensity and
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pulse duration has to be used. As derived e.g. in [58, 84] under this condition the





− 1 . (4.8)
A result of the measurement of the excitation probabilities after Doppler and after side-
band cooling are shown in Fig. 4.14. The excitation probability has been determined
by fitting of squared sinc functions to the data points. After sideband cooling, the
excitation of the RSB could not be distinguished any more from the background. The
increased background that is observed after the sideband cooling pulse is attributed
mainly to off-resonant excitation during the sideband cooling phase. As a worst case
scenario, it has here been assumed that IRSB equals the maximum difference of the
measured data points near the RSB. With this definition, a mean phonon number
after continuous sideband cooling of n¯sbc = 0.06± 0.03 is calculated.
The method is less suitable to measure higher temperatures with n¯ 1. From Eq. 4.8
it is seen that for large values of n¯ both probabilities are of equal size IRSB ≈ IBSB.
Hence only small errors on the determination of one of he two probabilities will produce
a large error in n¯. After Doppler cooling a temperature close to the Doppler cooling
temperature of TD = 0.47 mK (see Eq. 2.50) is expected. This corresponds to a mean
phonon number of
n¯ = kBTD
2~ωsec − 1/2 ≈ 9.3 . (4.9)
From the amplitudes as shown in Fig. 4.14, the mean phonon number of n¯Doppler =
4.7± 2.2 has been determined. This shows that in this higher temperature range the
temperature or at least its error is underestimated. For a more reliable measurement
of the ion temperature at larger values of n¯, higher order sidebands can be used.
Alternatively the sideband amplitudes can also be compared to the carrier transition
probability as discussed in [85, 86]. Another approach that determines the temperature
from measured Rabi oscillations is discussed in [58].
Repumping
The last step of the experimental cycle that was used for ground state cooling, is to
bring the state population back to the 2S1/2 ground state. Therefore, all repumping
lasers and the Doppler cooling light is illuminating the ion. Compared to the descrip-
tion in [58], the laser power at 638 nm could be increased from 4.6 mW to 22 mW which
helps to deplete the 2F7/2 state faster. Also the additional power broadening helps to
address all Zeeman sublevels of the 2F7/2 state. The repumping rates have not been
characterized in detail, but the number of ‘bright’ reference images indicated that the
20 ms repump time are sufficient to come back to the ground state.
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The ion trap main properties have been determined by a series of measurements that
are discussed in this chapter. It starts with a description of the trap temperature mea-
surements performed with three different ion traps. This is followed by measurements
of the secular frequencies in dependence of the trap dc and rf voltages. The third and
fourth section details on the measurement of micromotion amplitudes and the results
of the heating rate measurements, respectively.
5.1. Temperature of the Ion Trap
This section discusses simulations and measurements that were performed to deduce
the temperature rise ∆T of three slightly different traps due to the applied rf voltage.
General considerations on the heating sources and on how the trap design and materials
influence the trap temperature rise have been discussed in section 3.4. The target of
the trap temperature measurements and of the simulations is to find the temperature
of the black-body radiation at the position of the ions. This temperature will finally
determine the electric field strength of the black-body radiation which induces the BBR
frequency shift (see Eq. 2.62). The temperature at the ion position does not coincide
with the trap temperature because the emissivity of the surfaces is below unity, which
reduces the amount of black-body radiation that is emitted. The temperature at
the position of the ion can therefore only be determined by simulations or by direct
measurements of the associated frequency shift. All results presented in this section
have been obtained in a collaboration with the Czech Metrology Institute (CMI).
Trap II and trap III have been brought to CMI to Petr Balling and Miroslav Dolezˇal
in order to perform infrared camera measurements. Also, all simulations of the trap
temperature have been carried out by Miroslav Dolezˇal from CMI. The measurements
and simulations of trap II have been published in Ref. [76].
The main differences between the three investigated traps are listed in Tab. 5.1. Besides
the thickness of the gold layer, trap III and trap IV are identical. After the temperature
measurements of trap II, it was possible to introduce a couple of improvements to the
trap manufacturing process of those two ion traps. The measurements in [76] showed
that thin gold layers (thickness below 1µm) lead to additional resistive heating and
have to be avoided. On trap II, these thin gold layers have been present due to a
insufficient masking of the trap during the sputtering process. For trap III and IV
these unwanted areas with gold coating have been identified by optical inspection
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trap
gold thickness spacers support board
number
II
4.5 µm; gold layer
is sporadically
peeling off
lapped surfaces thickness 1.0 mm
Ra = 640 nm glued to PK1 via
alignment holestPK = 0.254 mm
III
PK wafer 4.5 µm
PRF wafer 2.5− 3 µm
polished surfaces thickness 1.5 mm
Ra = 50 nm glue applied to whole
contact area of PK1tPK = 0.128 mm
IV 4.5 µm
polished surfaces thickness 1.5 mm
Ra = 50 nm glue applied to whole
contact area of PK1tPK = 0.128 mm
Table 5.1.: Main differences between the three different traps whose temperature behaviour has
been investigated. The trap numbers are correspond to the denomination in Tab. 3.4. Ra is a value
for the surface roughness and tPK is the thickness of the spacers between PK and PRF chips (see
Fig. 3.1).
and have been removed by laser ablation. In addition, the results of trap II made
clear that the thermal contact resistivity between the different AlN wafer can limit
the total thermal conductivity which is needed to transport the produced heat to the
vacuum chamber. To improve the thermal contact conductivity, polished spacers have
been used. Because of the lower surface roughness compared to a lapped surface, it is
expected that the effective contact area to the AlN wafer is increased. Also the contact
surfaces have been cleaned carefully before the assembly of the trap stack. Any particle
in between the contact areas would lead to a reduced thermal contact conductivity.
Additionally, for trap III and IV, glue was applied to the whole contact area between
the PK1 wafer and the support board. The glue acts as a thermal compound and
helps to increase the thermal contact conductivity. Additionally, trap II did have an
insufficient gold layer adhesion to the AlN substrate and as a result the gold layer
peeled off on some small spots. Because of the small size of the spots compared to the
total gold area, it is not expected that this flaw has a significant influence on the trap
heating.
Experimentally, the temperature of the trap has been measured by two Pt100 sensors or
with an infrared camera1 through a Zinc Selenide (ZnSe) vacuum viewport. The Pt100
sensors are located on the two PRF wafer (see Fig. 3.3) and thus can only measure local
temperatures. To reduce the absolute uncertainty of the temperature measurement,
the sensors have been calibrated. The calibration procedure and results for trap IV
are described in the appendix A.4. With the calibration, an absolute temperature
uncertainty of 50 – 60 mK is achieved, while the temperature resolution is below 1 mK.
The Pt100 sensors of the other two traps have been calibrated with similar setups at
1FLIR A615, spectral sensitivity 7 – 13µm
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trap PRF2 heated PRF3 heated




Table 5.2.: Values of the measured effective thermal resistances Rth. The uncertainties of all values
are approximately σRth = 0.02 K/W.
CMI. Rf heating of the sensors has been prevented by placing two capacitors directly
beneath each temperature sensor. In order to observe temperature gradients across the
whole trap,k the IR camera measurements have been used. The temperatures measured
with the IR camera images are corrected for the effective emissivity of the observed
material and for losses due to the ZnSe viewport. The temperature uncertainty of
the IR camera measurement is σT,cam = 0.2 K + 0.05 ∆T , where ∆T is the observed
temperature rise in Kelvin. More details about the determination of emissivity values
of different materials and the measurement with the IR camera can be found in [76].
Within this work, only the temperature increase ∆T of the trap has been measured.
This describes the difference of the steady state temperature that is measured with the
applied rf voltage to the steady state temperature without any rf voltage. For a full
characterization of the temperature distribution around the ion, also the temperature
of the vacuum chamber needs to be measured and controlled. Due to the relatively low
thermal conductivity of steel and titanium commonly used to build vacuum vessels,
also significant gradients can exist. In Ref. [76] it has been shown that the electrical
feedthrough used for the rf voltage heats up and can introduce such temperature
gradients across the vacuum chamber.
The trap temperature increase is determined by the heat production due to the applied
rf voltage on one side and the removal of the heat via conduction and radiation on the
other side. In order to separate these two phenomena experimentally, a known amount
of heat has been introduced via a dc current to one of the Pt100 sensors while the other
sensor has been used to measure the temperature rise. An effective thermal resistance
of the whole trap can be deduced by deriving the ratio Rth =
∆T
P
, where P is the heat
power introduced via one Pt100 sensor and ∆T is the temperature rise measured with
the other sensor. Table 5.2 shows the effective thermal resistances of all three traps.
The numbers show that for each trap there is only a small difference if the sensor
used for heating is changed. It can also be seen that the thermal resistances of trap
III and trap IV are similar and they are approximately a factor 0.65 smaller than the
resistance of trap II. This shows that the design changes could increase the thermal
contact conductivities and also shows that this is reproducible. By corresponding
simulations these values have been used to determine thermal contact conductivities
between the trap chips and the spacers. For trap II a value of 1000 W/(m2 K) have
been found. For ion trap III and IV this could be increased to 1500 W/(m2 K).
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trap Urf Ωrf/2pi ∆TPRF2 ∆TPRF3
number (V) (MHz) (K/kV2) (K/kV2)
II 500 15.41 1.85 2.03
II 1000 15.41 2.51 2.86
III 708 7.53 0.14 0.16
III 1000 15.77 0.63 0.82
III 1017 21.41 1.22 1.55
IV 794 24.38 0.78 1.21
Table 5.3.: Observed temperature rises measured with the two Pt100 sensors rescaled to a rf voltage
amplitude of Urf = 1 kV. Because the trap heating has been measured at different drive frequencies
Ωrf the results cannot be compared directly.
In the next step, the rf voltage has been applied to the trap and the resulting temper-
ature rise was measured using the Pt100 sensors on the trap wafers PRF2 and PRF3.
Table 5.3 shows the results of these measurements. Because the two heating sources
(see Eq. 3.1 and 3.2) scale quadratically with the rf voltage amplitude Urf , also the
resulting temperature increase scales quadratically with the drive voltage amplitude.
This behaviour has been confirmed by the measurements as shown in Fig. 5.1 (a).
For better comparability, all measured temperature increases are rescaled to a trap
voltage of 1 kV. For trap II the trap heating followed the quadratic dependency up
to a trap voltage of 500 V and increased faster for higher voltages. This can be seen
by the fact that the scaled temperature increase measured at 500 V is lower than the
values measured at 1 kV. The additional heating is attributed to a contamination of
the trap wafers, which is probably caused by outgassing of heat-conductive paste used
in the test vacuum chamber [76]. It was possible to remove some contamination and
to decrease the rf heating by cleaning the trap wafers with acetone.
In contrast to the scaling of the temperature rise with the rf voltage there is no simple
scaling rule for the rf frequency Ωrf . This makes a comparison of temperature increases
measured at different rf frequencies more difficult. There are three main heating sources
that are expected to show different frequency dependencies. From Eq. 3.2 it is seen
that dielectric losses scale linearly with the rf frequency. It is assumed that the rel-
ative permeability εr and the loss tangent tan(δ) are constant within the considered
frequency band. For the resistive losses (see Eq. 3.1), the frequency dependency of the
current I and of the resistance R has to be taken into account. Because electrically,
the ion trap is a capacitive load, its impedance is Z = (iΩrfC)
−1, and we receive for
the current amplitude I ∝ UrfΩrfC. In addition, the effective conductor resistance is
also frequency dependent because of the skin effect. Via integration over the current
density in a conductor, the frequency dependency is found to be
R(Ωrf) ∝ 1
δ(Ωrf) (1− exp(−d/δ(Ωrf))) , (5.1)
82
5.1. Temperature of the Ion Trap
Figure 5.1.: (a) Observed temperature rise of trap IV as a function of Urf . Red dots (blue triangles)
show the temperature rise measured with the Pt100 sensor on PRF2 (PRF3). The lines are purely
quadratic fits to the data points. The uncertainties of Urf and of the temperature rise are on the
order of the dot sizes. (b) Observed temperature rises rescaled to an rf voltage of 1 kV for trap II
(red dots), trap III (blue triangles) and trap IV (green squares) as a function of the rf frequency Ωrf .
Closed symbols correspond to ∆TPRF2 and open symbols show ∆TPRF3. The dashed and dotted line





is the skin depth and d is the thickness of the conductor. Here,
ρ is the resistivity of the conductor material and µ = µ0µr is the permeability. Thus,




δ(Ωrf) [1− exp(−d/δ(Ωrf))] . (5.2)
For d δ(Ωrf) the exponential term can be neglected and Pres ∝ Ω2.5rf . The skin depth
at Ωrf = 2pi × 24.38 MHz is δ = 15.3 µm. Therefore, in the experiment this condition
is met for the copper stripes (d = 100 µm) connecting the electrical feedthrough to
the trap rf electrodes. In the other case d < δ(Ωrf) the skin effect can be neglected
and Pres ∝ Ω2rf . In the experiment this is the case for trap electrodes with a thickness
of d ≈ 4 µm. In total the frequency dependence of the trap temperature rise can be
described by
∆T = a1 Ωrf + a2 Ω
2
rf + a3 Ω
2.5
rf . (5.3)
The coefficients a1,2,3 are determined by the magnitude of the three discussed heating
sources. Due to the differences of the investigated traps as listed in Tab. 5.1, it is
expected that each trap has different coefficients.
As listed in Tab. 5.3 the trap heating of the three traps has been measured at different
frequencies and for a comparison the frequency scaling needs to be taken into account.
In Fig. 5.1 (b) the measured trap temperatures from Tab. 5.3 are plotted as a function
of the measured frequency. Only for trap III measurements have been made at different
rf frequencies. Based on the simulation results it has been assumed that for this trap
the resistive loss in the conductors is the dominant heating source. Therefore, the
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(a)
(b)
Figure 5.2.: (a) IR camera measurement of trap III at Ωrf = 2pi × 21.5 MHz and Urf = 1.5 kV.
Shown is a differential image, where a cold image (rf off) has been subtracted from the hot image
(rf on). The scale has been rescaled to 1 kV and includes corrections for the AlN emissivity and
the vacuum viewport transmission. (b) Simulation result for trap IV at Ωrf = 2pi × 24.38 MHz and
Urf = 0.5 kV. The indicated temperature rises and the scale have been rescaled to 1 kV for a better
comparability.
function ∆T (Ωrf) = aΩ
b
rf has been fitted to the data with fit parameters a and b. The
fit resulted in bPRF2 = 2.13± 0.05 and bPRF3 = 2.12± 0.05. The plot shows that the
fit agrees well with the measured data. The scaling exponents confirm that resistive
losses are the dominant source of heating. The diagram shows that trap II exhibits the
highest temperature increase of the investigated traps. The temperature increase of
trap III measured at a similar frequency is about a factor 2.5 to 4 lower. The estimated
frequency scaling of trap III allows a comparison to trap IV at Ωrf = 2pi × 24.38 MHz.
At this frequency it is expected that the temperature increase of trap IV is a factor
1.7 to 2.1 lower as for trap III. The comparisons show that the changes to the trap
design of the ion traps III and IV are effectively reducing the temperature increase.
Furthermore from the observed difference between trap III and IV it can be concluded
that a thicker gold layer is significantly reducing the trap temperature.
For the simulation the ANSYS FEM software package has been used. The trap tem-
perature has been modelled in two steps. In the first step the heat introduced by the
rf voltage has been calculated with an electrodynamic model. In the second step the
resulting steady-state temperature distribution was derived. In order to determine the
temperature at the ion position, a small sphere with unity emissivity has been added
at the location of the ions. The temperature of this sphere is used to sample the black-
body radiation temperature. A more detailed description of the FEM analysis can be
found in Ref. [76].
The temperature increase predicted by the FEM simulation is determined by a num-
ber of physical parameters. The main parameters are the emissivities of the trap and
vacuum chamber surfaces, the thermal contact conductivities between the trap wafers
and of the connections to the trap mounts and the vacuum chamber, the electrical con-
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ductivity of the gold layer, the thickness of the gold coating, the rf voltage amplitude
and the loss tangent tan δ of the AlN wafer. The emissivity values have been measured
using the IR camera as discussed in detail in Ref. [76]. The thermal contact conductiv-
ities have been determined by the heating with the Pt100 sensors as described above.
The electrical conductivity of the sputtered gold layers has been measured through
4-wire-measurements and have been found to be ρ = (26± 5)× 106 S m−1 which is a
factor 1.7 lower than textbook values for bulk material. The gold coating thicknesses
have been measured on selected locations for all wafer using a tactile profilometer. The
applied rf voltage amplitude is determined by the pickup voltage and a calibration fac-
tor (see Secs. 4.2 and 5.2 for more details). The loss tangent of the used AlN material
is known from the supplier data sheet (see Appendix A.2), but also has been used to
match the simulation results with the observed temperature increases. As described
in [76], for trap II it was necessary to increase the loss tangent to tan δ = 8× 10−4
to account for the additional heating caused by contamination of the ion trap. For
trap III and IV it was found that the loss tangent has to be reduced to 5× 10−5 in
order to match the simulations to the observed temperatures. As the data sheet values
are typically measured in air it could be that the vacuum leads to a reduction of the
dielectric losses. A possible explanation of such an effect could be that water molecules
that are adsorbed to the surface in air evaporate under vacuum conditions. To proof
this assumption a series of measurements would be necessary.
Comparisons to the IR camera measurements of trap II and III have been used to
verify the simulation results. Fig. 5.2 (a) shows the IR camera measurement of trap
III. The view on the trap is limited by the size of the ZnSe vacuum viewport. It is
seen that all gold surfaces appear to be colder than the AlN wafer. Because of the
much lower emissivity of gold (εAu = 0.05 and εAlN = 0.78), the electrodes emit less
thermal radiation. The temperature scale of the image includes correction factors for
the emissivity of the AlN and for the vacuum viewport transmission. Thus only the
temperature of the visible AlN surface is shown correctly. Besides these corrections,
reflections of thermal radiation that are imaged with the IR camera are another error
source. The influence of the reflections is suppressed by determining the local tem-
perature rise instead of the absolute temperature. However, an increased amount of
reflections due to the increased temperature of the trap cannot be detected. This could
lead to an overestimation of the temperatures measured with the IR camera.
The simulation result for trap IV is shown in Fig. 5.2 (b). For the simulation, an rf
voltage amplitude of Urf = 500 V was used. In the image the temperature increase has
been rescaled to a voltage of 1000 V assuming a quadratic voltage dependency. The
IR image and the simulation both show a temperature gradient across the visible PK4
wafer. The highest temperature rise is observed in the lower left corner and the lowest
temperature is located in the upper right corner of the PK4 wafer. A more detailed
comparison shows that maximum local deviation for the temperature increase between
the IR measurements and the simulation are 0.4 K/kV2 for trap II and 0.42 K/kV2 for
trap III. A possible reason for this observation is that the thermal contact conductivities
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trap ∆TPRF2 ∆TPRF3 A B
∆Tion
number (K/kV2) (K/kV2) (K/kV2)
II 2.51± 0.41 2.86± 0.41 0.40± 0.10 0.35± 0.10 1.01± 0.22
IV 0.78± 0.43 1.21± 0.43 0.43± 0.10 0.32± 0.10 0.36± 0.13
Table 5.4.: Temperature rise seen by the ions for trap II and IV at Urf = 1 kV. The error estimations
of the values are described in the main text. The temperature rise ∆Tion and its uncertainty increase
quadratically with the rf voltage amplitude.
will be different for every contact surface, whereas in the simulation are all set to the
same value. Also, the gold thickness measurements show gradients for all wafers. The
observed thickness deviations from the mean value are on the order of ±1 µm. These
deviations will lead to spacial fluctuations of the resistive heat production which are
not captured in the FEM model. The simulation also allows to identify the dominant
heat sources. For trap II [76] the dominant heat source is the dielectric loss in the AlN
wafer or respectively the loss due to the trap contamination. These losses account for
72 % of the total losses. In contrast, for trap IV the resistive losses of the gold coating
are dominant and contribute with 52 % to the total losses.
The main purpose of the simulations is to define a relationship between the temperature
rise measured with the Pt100 sensors to the temperature increase at the ion positions.
The relationship is approximated by two conversion factors
∆T ionPRF2 = A×∆TPRF2 , (5.4)
∆T ionPRF3 = B ×∆TPRF3 , (5.5)
∆Tion =





The factors are independent of the used rf voltage amplitude, but may change for
different rf drive frequencies. The conversion factors have been determined for trap II
and trap IV and are listed in Tab. 5.4. The uncertainties of the Pt100 temperatures
contain the estimated uncertainty of the sensor calibration and the maximum observed
local deviation of the temperature rise between the IR image and the simulation result.
The latter is an upper boundary for the mismatch between the observed and the
simulated temperature rise of the trap. For trap IV the IR measurement of trap III
has been used to determine this error. To estimate the error of the conversion factor,
the simulations have been repeated while the most important physical properties have
been varied one by one within their respective level of uncertainty. Many of these
parameters that have been listed above, will affect the measured temperature and their
influence on the conversion factors A and B is small. They do not significantly change
the ration between trap temperature and the temperature at the ion position. For the
emissivity of the gold coating, this is not case as this value only has little contribution
to the trap temperature but has significant influence on the temperature seen by the
ions. So the main contribution of the estimated uncertainty of the conversion factors
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is originating from the gold emissivity εAu = 0.05
+0.10
−0.03 . Finally, for the uncertainty of
the ion temperature, the Gaussian error propagation is used.
With the values from Tab. 5.4 the contribution of the trap temperature rise to the
black-body radiation shift of 115In+ ions can be derived using Eq. 2.62. If the uncer-
tainty of the scalar polarizability ∆αs is neglected (see Sec. 2.5.2), the resulting shifts








= (−0.66± 0.24)× 10−19 . (5.8)
For the calculation of these numbers an rf voltage amplitude of Urf = 1 kV has been
assumed. The given frequency shift only accounts for the trap related temperature
increase as seen by the ion over the temperature of the vacuum chamber. The vacuum
chamber temperature is assumed to be Tvac = 293.15 K = 20
◦C. In order to avoid an
increased BBR shift uncertainty, the temperature of the vacuum chamber needs to be
measured and controlled with the same level of accuracy as the trap temperature. The




Summarizing the results of the trap temperature measurements it could be shown that
for both traps the contribution of the trap temperature to the frequency uncertainty
is well below 1× 10−19. The improvements that were introduced in the manufacturing
of trap IV helped to reduce the induced frequency shift by almost a factor 3 and the
uncertainty contribution is reduced by 40 %. The remaining challenge for the deter-
mination of the total BBR shift is the precise determination of the polarizability ∆αs.
As discussed in Sec. 2.5.2 the current uncertainty of the simulated polarizability ∆αs
contributes to a BBR shift uncertainty of ∆νbbr/ν0 = 1.1× 10−18, which is more than
an order of magnitude higher than the contribution of the temperature uncertainty.
5.2. Secular Frequencies
In this section measurements of the secular frequencies of a single 172Yb+ ion are
compared to results of the trap potential calculator (see Sec. 3.3 and the Appendix A.4).
Through the comparison the reliability and accuracy of the calculated potentials is
tested. Because the trap potentials are sensitive to changes of the trap geometry, the
comparison can also serve as another cross check of the trap electrode distances.
The trap frequencies were measured by modulating the light intensity of the H2 cooling
laser beam with an AOM with a modulation depth of close to 100 %. The modulated
light intensity modulates the cooling and heating rate. If the modulation frequency
matches to the secular frequency, the ion heats up, which can either be observed as
a blurring of the image on the EMCCD or by a drop of the fluorescence intensity. In
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contrast to the parametric heating method, where the rf voltage is amplitude modu-
lated, this method can heat up the ion only at the position of the laser beam. Thus it
is very unlikely to heat the ion completely out of the trap. Also the other two cooling
laser beams can be used to damp the motion and the heating of the ion. This allows
to tune the sensitivity of this measurement method.
Using the a-parameters az(Uax, Ut, Ue) and arad,i(Uax, Ut, Ue) and the q-parameter q(Urf)










arad,i(Uax, Ut, Ue) + 0.5 q2(Urf) . (5.10)
Where the index i ∈ {1, 2} represents the two orthogonal principal axes and Uax
are the symmetrically applied Ut voltages of the two neighbouring trap segments,
which provide the axial confinement. E.g. for trap segment 7 the voltage Uax = 1 V
corresponds to Ut,seg6 = Ut,seg8 = 1 V.
Because of Eq. 2.11 the q-parameter scales linear with Urf . The pure ponderomotive
potential is radially symmetric and does not have a preferred direction. A radial
asymmetry is introduced by the application of the dc voltages Uax, Ut and Ue. The
resulting radial potential of each of these voltages is close to the trap center well
approximated by a saddle potential, which can be described in polar coordinates with







m (u0 + u1 sin(2ϕ− θ)) r2 . (5.11)
The angle θ defines the orientation of the strong and weak trap axis with respect to
the x-axis. The strong axis is defined by the angle θ + pi
4
and the weak axis by θ − pi
4
.
The sum of the three different saddle potentials associated to the three dc voltages is
again a saddle potential and can also be described by Eq. 5.11. The relations of the













|arad,1 − arad,2| . (5.13)
Tab. 5.5 lists the calculated radial a-parameters and the orientation for the individual
dc potentials. It shows that the influence of Ut on the radial potential is a factor of
2 – 10 stronger than the influence of the other two voltages. From the table it is seen
that all three dc potentials have a different orientation. Because of this, the trap axes
can be rotated by adjusting the ratio Ue/Ut. If the dominating contribution to the
a-parameters originates from Ue the principal axis is only tilted by approximately 4°






−1) a˜rad,2 (V−1)length a˜rad,1 to x-axis
Uax 1 mm −32.9° −4.38× 10−5 −1.16× 10−5
Ut 1 mm 48.1° 1.60× 10−4 −9.73× 10−5
Ue 1 mm 4.7° 1.77× 10−5 −1.31× 10−5
Uax 2 mm −15.1° −1.47× 10−5 −1.11× 10−5
Ut 2 mm 48.9° 1.57× 10−4 −1.30× 10−4
Ue 2 mm 4.0° 2.30× 10−5 −1.96× 10−5
Table 5.5.: Calculated radial a-parameters and their orientation with respect to the x-axis for the
individual dc potentials for 1 mm and 2 mm long trap segments at Ωrf = 2pi × 24.509 MHz. The a-
parameters are derived by setting the corresponding dc voltage to 1 V and ground all other electrodes.
to the x-axis. Because of the different orientations of the trap axes the a-parameters
given in the table cannot simply be summed up to calculate the overall a-parameters
arad,i(Uax, Ut, Ue). Instead for each dc voltage the resulting potential given by Eq. 5.10
has to be derived and added up to receive the total potential. As this approach is
rather complicated in practice it is more convenient to use the Matlab trap potential
calculator to predict the secular frequencies and the orientation of the trap axes.
The trap frequencies have been measured in the 2 mm wide trap segment 1 and in
the 1 mm wide segment 7. The measurement results are shown and compared to the
calculated values in Figs. 5.3 and 5.4. Each of the trap voltages Urf , Uax, Ut and Ue have
been varied separately to show that the calculated potential predicts the influence of
every voltage correctly. The rf voltage has been calculated by multiplying the voltage
amplitudes measured at the pick up pin of the helical resonator (see Fig. 4.2) with
a calibration factor k = 5830. The calibration factor was determined such that the
experimentally measured secular frequencies match the calculation results. The factor
was observed to be constant over the course of several months. For all measurements
it was observed that the frequency splitting between the two radial frequencies does
not fully match to the values expected from the calculation. It was found that the
calculation results only fit to the observed secular frequencies if an offset voltage is
added to Ue. This offset voltage was found to be Ue,off,seg1 = 2.4 V in trap segment 1
and Ue,off,seg7 = 3.0 V in trap segment 7. These voltages were added in the calculations
to all trap segments in order to not influence the axial potential. Conversely, this means
that there is a stray quadrupole field with an orientation identical to the field produced
by Ue. A possible explanation for this could be static charges on insulators that are
close to the ions. These charges could be produced by the incident UV light and the
resulting photoelectric effect. In fact, it was observed, that a misaligned cooling laser
beam hitting the trap electrodes affects the measured secular frequencies. Over the
course of a few weeks the offset voltage that is needed to match the calculation results
to the experimental measurements changed slowly. All calculation results shown in this
section use the above mentioned offset voltages. The secular frequency measurements
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Figure 5.3.: Measured and calculated radial secular frequencies for a single 172Yb+ ion at a trap
drive frequency of Ωrf=24.509 MHz. (a)-(d) Trap frequencies in the 2 mm long segment 1. (e)-(h)
Trap frequencies in the 1 mm long segment 7. Except for the voltage that is changed the trap voltage
configuration for all measurements was Uax = 1 V, Ut = Ue = 0 V and Urf = 729 V. In order to
match the calculations to the data it was necessary to adjust the calculations with a constant offset
voltage Ue,stray, which was added in the calculations for all trap segments. The uncertainty of the
trap frequency measurements is σω = 0.2 kHz.
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shown in this work have been measured within a duration of less than a week and
because of the short time period an adaption of the values was not necessary.
The measured and calculated radial trap frequencies are shown in Fig. 5.3. It is shown
that for the chosen calculation parameters all calculated trap frequencies are close to
the measured frequencies. The maximum deviations of 6 – 8 kHz are observed for the
lowest rf voltages. Varying only the dc voltages, the differences between measured






0.5 q˜2 U2rf + a , (5.14)
with fit parameters q˜ and a has been fitted to the measured data of Fig. 5.3 (a) and
(e). q˜ is the q-parameter normalized to Urf = 1 V and a is a constant that includes the
contribution of the dc potential. The average and standard deviation of the resulting
fit values is q˜ = (7.39± 0.07)× 10−5 V−1. A comparison to the calculated values is
not meaningful, because these have been used to define the calibration factor k. The
















a˜e Ue + ce . (5.17)
These functions have been fitted to the measured trap frequencies shown in Fig. 5.3
(b)-(e) and (f)-(h). The quadratic term that is needed to describe the Uax and Ut
dependency is resulting from the different orientation of these potentials compared to
the observed stray field potential that is aligned with the Ue potential. It is resulting
from the sum of two potentials described by Eq. 5.10 with different angles θ. Because
of the different angles the Uax and Ut potential cannot completely counteract the stray
field potential. In Fig. 5.3 (b) the curvature introduced by the quadratic term is not
visible, because the angle between the two potentials is smaller and also the influence
of Uax on the radial trap frequency is small. For the description of the Ue dependency,
the quadratic term is not needed because the resulting potential is aligned with the
observed stray potential. This can also be seen by the fact that a crossing of the
trap frequencies is observed. At this point the Ue potential cancels the stray field
potential.
Fig. 5.4 shows the measured and calculated dependencies of the axial trap frequency on
the trap voltages. Overall it is seen that the calculated and measured trap frequencies
are in good agreement. The largest deviation between the measured and calculated
frequency is about 6 kHz and it is observed for high values of Ue and correspondingly
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Figure 5.4.: Measured and calculated axial secular frequencies for a single 172Yb+ ion.
(a)-(d) Trap frequencies in the 2 mm long segment 1. (e)-(h) Trap frequencies in the 1 mm long
segment 7. Except for the voltage that is changed the trap voltage configuration for all measurements
was Uax = 1 V, Ut = Ue = 0 V and Urf = 729 V. The uncertainty of the measurement was estimated







Uax 1 mm 5.622(3)× 10−5 5.59× 10−5
Ut 1 mm −6.312(11)× 10−5 −6.30× 10−5
Ue 1 mm −4.216(6)× 10−6 −4.36× 10−6
Uax 2 mm 2.612(8)× 10−5 2.68× 10−5
Ut 2 mm −2.715(6)× 10−5 −2.78× 10−5
Ue 2 mm −2.915(7)× 10−6 −3.07× 10−6
Table 5.6.: Comparison of calculated and measured axial a-parameters for 1 mm and 2 mm long
trap segments at Ωrf = 24.509 MHz. The a-parameters are derived by setting the corresponding dc
voltage to 1 V and ground all other electrodes.
low axial frequencies of < 20 kHz. Figs. 5.4 (a) and (e) show that the rf voltage does
not have a contribution on the axial trap frequency. The fluctuations of the measured
values do reflect only the measurement uncertainty of σω/2pi = 0.2 kHz. Thus the axial
trap potential depends only on three dc voltages Uax, Ut and Ue. The relation between
ωax and the dc voltages is given by




a˜z,ax Uax + a˜z,t Ut + a˜z,e Ue. (5.18)
The parameters a˜z,i only depend on the electrode geometry and therefore a comparison
between measured and calculated values can serve as a test of the trap electrode















a˜z,e Ue + c˜e (5.21)
have been fitted to the measured trap frequencies. The resulting normalized
a-parameters are compared to the calculated values in Tab. 5.6. The listed errors
are the resulting fit errors. The table shows a good agreement between the measured
and calculated axial a-parameters. The maximum relative deviation between calcula-
tion and measurement is approximately 5 % for the axial Ue potential. In terms of the
trap frequency this corresponds to the differences as shown in the plots.
In summary, it is found that the trap potential calculator is a useful tool that can
predict the trap frequencies with an uncertainty of only a few kHz. To achieve this
level of uncertainty, the rf calibration factor k as well as stray field potentials need to be
known. Changes in these two parameters will lead to larger deviations. The calculator
is also useful to estimate the orientation of the two radial trap axes. However the
accuracy of this estimation has not been tested.
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5.3. Excess Micromotion Measurements
As discussed in Sec. 3.1 the minimization of excess micromotion (EMM) along the
axial trap axis has been one of the main targets of the trap development process. It is
essential for the realization of a multi-ion clock. Otherwise, the related second-order
Doppler shift and Stark shift will lead to an unacceptable large frequency shift and
uncertainty.
5.3.1. Photon-Correlation Spectroscopy
The micromotion amplitudes have been measured using the photon-correlation spec-
troscopy technique. Due to the first-order Doppler shift, the ion fluorescence resulting
from the Doppler cooling light shows a modulation at the trap drive frequency Ωrf .
The modulation amplitude is correlated to the micromotion amplitude. In the limit
Ωrf  Γ, the method has been described in detail in [65]. Within this limit, the time
between photon absorption and spontaneous emission is small compared to the rf cy-
cle time and the fluorescence signal will always follow the modulated absorption rate
without any delay.
This approximation is not valid for this experiment, where Ωrf = 2pi × 24.38 MHz and
Γ = 2pi × 19.6 MHz. Therefore, a more general theoretical description is needed to
correctly calculate the relation between the observed modulation of the fluorescence
and the micromotion amplitude. Such a model has been presented and verified in [58,
87] and in the following the main results of those publications are summarized.
In the reference frame of the ion, the effect of the first-order Doppler shift due to
micromotion can be described as a laser phase modulation at Ωrf
E(ω) = E0 cos(ωt+ β cos Ωrft) . (5.22)
The phase modulation amplitude β = |~k~x0| = |~k~v0|Ωrf , where ~x0 and ~v0 are the micromo-
tion position and velocity amplitude. Within this work the rf field amplitude — ~Erf is
used to quantify the micromotion. The relation to ~x0, ~v0 and β is given by











For low micromotion amplitudes with β  1 (e.g. β = 0.1 corresponds to | ~Erf | =
246 V/m), the laser frequency spectrum in the ion reference frame can be approximated
by
E(ω) ∝ J0(β)δ(ω − ωL) + J1(β)(δ(ω − ωL − Ωrf)− δ(ω − ωL + Ωrf)) , (5.24)
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where Jn are the Bessel functions of the first kind. This spectrum is interacting with the
ion resonance, which in a classical description can be described by a damped harmonic
oscillator with the frequency response described by [31]




− i(ω − ω0)
(ω − ω0)2 + (Γ2 )2
. (5.25)
Both spectra are shown in Fig. 5.5 (a), which also illustrates the detuning ∆, the rf
frequency Ωrf and the decay rate Γ. The resulting excitation is proportional to the
observed fluorescence signal which is given in the time domain by
S(∆, t) =
∣∣∣∣∫ ∞−∞A(ω − ω0)E(ω)eiωtdω
∣∣∣∣
∝ J20 (β)|A(∆)|2 + J21 (β)
(|A(∆ + Ωrf)|2 + |A(∆− Ωrf)|2)︸ ︷︷ ︸
S0




∝ S0 + ∆S cos(Ωrft+ ϕ) . (5.26)
The equation shows that the fluorescence consists of a static component labelled S0
and a component ∆S that is oscillating at Ωrf . The oscillating part results from
the beat of the excitation on the micromotion sidebands with the carrier excitation.
Fig. 5.5 (b) shows the measured 172Yb+ ion fluorescence and its oscillation at Ωrf . For
β  1 the constant term with the factor J21 (β) can be neglected and the quantity
∆S/S0 ∝ J1(β)/J0(β) can be used to determine β or Erf . For higher micromotion
amplitudes, where the limitation β  1 does not hold anymore, also higher order
micromotion sidebands have to be considered. This will lead to additional frequency
components in the fluorescence signal.
In order to maximize the sensitivity of the measurement, the detuning has been opti-
mized to achieve a maximum signal ∆S/S0. This measurement is shown in Fig. 5.5 (c)
and it is compared to the theoretical expectation resulting from Eq. 5.26. The graph
shows that the theoretical description correctly describes the observed dependency.
The signal is maximized at a detuning ∆ ≈ Ωrf . At this detuning the red micromotion
sideband is close to the atomic resonance and this maximizes its contribution to ∆S.
In [58, 87] it is shown that the detuning dependency of the phase ϕ(∆) in Eq. 5.26 is
also described correctly by this model.
Although the classical approach is describing the observed dependencies correctly, it
does not allow to take saturation effects into account. To decrease errors in the data
evaluation, numerical simulations of the quantum mechanical master equation have
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Figure 5.5.: Graphs illustrating the principles of the photon-correlation spectroscopy. (a) Spectrum
E(ω) of the laser as seen by the ion and the classical frequency response of the ion A(ω). (b) The
amplitude of the fluorescence is oscillating at Ωrf . Background counts resulting from stray light have
to be subtracted to determine the signal ∆S/S0. (c) Dependence of the measured signal ∆S/S0 on
the detuning ∆. The solid line is showing the theoretical expectation that has been adjusted only by
a frequency offset and by scaling of the amplitude to match the experimentally measured data.
been used to find the relation Erf(∆S/S0). The Hamiltonian describing the system in















where Ω = Γ
√
I/2Isat is the Rabi frequency (Isat is the saturation intensity) and ~k~v0
is the first order Doppler shift resulting from micromotion. A numerical calculation
[88] of the excited state population is used to determine the dependence of ∆S/S0
on the micromotion amplitude. To find an appropriate expression for Erf(∆S/S0), a
third-order polynomial is fitted to the simulation results. The relative error introduced
by this approximation is less than 1 % of the observed micromotion in the range of
Erf < 765 V/m. By using different values for the light intensity, the influence of the
saturation on ∆S/S0 has been studied. This shows that an increased intensity is
leading to a reduction of ∆S/S0 (see also Ref. [58]). However, for the experimentally
available laser power, corresponding to I ≈ Isat for all three Doppler cooling beams, the
increase of the ion fluorescence count rate overcompensates this contrast reduction.
5.3.2. Experimental Implementation
For the 3-dimensional determination of the micromotion amplitude all three cooling
laser beams (labelled H1, H2 and V as introduced in Fig. 4.7) have been used succes-
sively. Since the V beam has no projection on the axial trap axis, a strongly attenuated
H1 beam has been added during the V measurement to provide cooling in axial direc-
tion. The ion fluorescence is imaged on a photomultiplier tube (PMT). Each photon
count is used as a start trigger for a time-to-amplitude converter (TAC) and the stop
trigger is generated by the next zero crossing of the trap drive voltage Urf . A his-
togram of the resulting amplitudes is generated by feeding the output of the TAC to a
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multi-channel analyser. Typical measurement times that have been used are between
45 – 90 s for each one of the three beams. The resulting signal is shown in Fig. 5.5 (b)
and shows the oscillation of the fluorescence at the drive frequency Ωrf . The signal
is corrected for parasitic crosstalk of the rf field on the PMT signal [58, 87] and a
previously measured background level is subtracted. A sinusoidal is then fitted to the
resulting data and the value ∆S/S0 is determined by the offset and amplitude of the fit
function as shown in Fig. 5.5 (b). Using the third order polynomial resulting from the
numerical calculations of the system, the three rf amplitudes Erf,H1, Erf,H2 and Erf,V
are found. These are the projections of the rf field ~Erf onto the three laser axis. From








rf,H2 + 2Erf,H1Erf,H2 cos(ϕH1 − ϕH2) (5.28)







rf,H2 − 2Erf,H1Erf,H2 cos(ϕH1 − ϕH2). (5.30)
The equations are resulting solely from geometrical considerations. In the equations
θx = 65° is the angle between the laser beams H1 and H2 and the x-axis. Respectively
θz = 25° is the angle of H1 and H2 to the z-axis. ϕH1 and ϕH2 are the phases of rf
voltage to the micromotion measured by H1 and H2. For a fixed detuning and without
micromotion caused by rf voltage phase shifts (see Sec. 2.2.1), the phase difference
ϕH1 − ϕH2 will be either 0 or ±pi. Since it frequency fluctiations and rf voltage phase
shifts cannot be excluded, the fitted phases of the photon-correlation signals have been
used for the calculations of the rf fields.
Uncertainties that have been included in the error budget are the fit error of ∆S/S0
and of the phases ϕH1 and ϕH2, the error of determining the background, the intensity
uncertainty, the detuning uncertainty and the uncertainty of the angels θx and θz. The
size and determination of the main uncertainties have been studied in [58, 87]. The
dominating error source is the fit error of the sine amplitude ∆S. As also shown in [58],
the total uncertainty is limited by shot noise and hence can be reduced by increasing
the measurement time. The typical total uncertainty for the given measurement times
of 45 – 90 s is in the rage of ∆Erf,xyz = 5 – 10 V/m.
For the determination of the micromotion amplitude along the trap axis, a single ion
was shifted by changing the axial trap voltages. A comparison of this method with a
measurement of micromotion on a complete Coulomb crystal [89] has shown that both
methods provide identical results. Thus, the single ion can be used to measure the
micromotion that will be seen by an ion Coulomb crystal.
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Figure 5.6.: Results of EMM measurement in segment 1 with a width 2 mm. (a) Measured axial
micromotion |Erf,z| (red triangles) compared to the FEM calculation result of a trap with perfect
geometry (blue line). (b) Measured radial micromotion |Erf,x| (blue diamonds) and |Erf,y| (green
squares). (c) Resulting total micromotion amplitude | ~Erf |. The shaded areas indicate the resulting
time dilation shifts for 115In+ ions.
5.3.3. Results of Micromotion Measurements
The axial and radial micromotion have been measured in trap segment 1 with 2 mm
width and in segment 7 with a width of 1 mm (segment numbering according to
Fig. 3.3). The measured micromotion amplitudes are shown in the graphs of Figs. 5.6
and 5.7. In segment 1, the measured trap frequencies for the used voltage configuration
have been ωax = 2pi × 211.5 kHz, ωrad,1 = 2pi × 457.4 kHz and ωrad,2 = 2pi × 489.3 kHz.
With these values the rf voltage amplitude has been determined with the trap potential
calculator to be Urf = 778 V. Fig. 5.6 (a) shows the comparison of the experimentally
measured axial micromotion to the FEM simulation results of a trap without any ge-
ometry imperfections. Over the length of the whole trap segment the measured axial
micromotion is |Erf,z| < 145 V/m, which is only about a factor of two higher than the
maximum value obtained in the simulation. In contrast to the simulation result, the
maximum axial micromotion is observed close to the centre of the trap segment. Two
minima are observed which are both approximately ±0.625 mm away from the trap
center. At the left side at −0.625 mm there is a region of approx. 100 µm length with
a fractional frequency shift of 115In+ at the level of 1× 10−19.
In order to find possible explanations for the axially shifted micromotion minima,
various simulations have been performed. The simulations showed that all symmetric
deviations (deviations that are of equal size for all rf or dc electrodes) cannot be
the reason for the shifted zero crossing of the axial micromotion. A tilt angle α, as
illustrated in Fig. 3.6, would cause a constant offset of the axial rf field and therefore
shifts the zero point. Another possible explanation for a shifted zero point is an
asymmetry in the position or shape of the notches at the end of the trap segment
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Figure 5.7.: Results of EMM measurement in segment 7 with a width 1 mm. (a) Measured axial
micromotion |Erf,z| (red triangles) compared to the FEM calculation result of a trap with perfect
geometry (blue line). (b) Measured radial micromotion |Erf,x| (blue diamonds) and |Erf,y| (green
squares). (c) Resulting total micromotion amplitude | ~Erf |. The shaded area indicates the resulting
time dilation shift for 115In+ ions.
electrodes. Such an asymmetry is introduced by the broken off corners on the backside
of the PRF wafers or by the waviness of the backside edges as shown in Fig. 3.10.
Compared to the previously used prototype trap [30, 58], the axial micromotion am-
plitude could be reduced substantially. The prototype showed only a region of 40 µm
with |Erf,z| < 145 V/m. This could now be extended to the whole trap segment. Also
for the prototype traps, a displacement of the axial micromotion minimum away from
the trap segment centre has been observed [30], although the displacement was smaller
than the value observed in the AlN trap. It is assumed that because of the lower axial
rf field the AlN trap is more sensitive to asymmetries in the trap geometry.
Fig. 5.6 (b) shows the radial micromotion components that have been measured to-
gether with the axial micromotion. Radial micromotion has been minimized with the
compensation voltages Utc and Uec at the position −0.625 mm. At other positions, the
radial micromotion amplitudes can be further reduced by a better choice of compen-
sation voltages. Fig. 5.6 (c) shows the absolute value of the micromotion vector | ~Erf |.
It can be seen that this is mainly dominated by the axial micromotion amplitude. The
maximum observed amplitude | ~Erf | = (235± 15) V/m corresponds to a time dilation
shift for 115In+ of (4.6± 0.3)× 10−18. Within a range of about 580µm, a time dilation
shift due to micromotion of less than 1× 10−18 is observed. The smallest observed
3D micromotion amplitude is | ~Erf | = (8± 5) V/m which corresponds to a shift of only
5.3× 10−21.
Fig. 5.7 (a) shows the axial micromotion amplitudes measured in the 1 mm wide seg-
ment 7 and compares it to the FEM simulation results of a perfectly shaped ion trap.
Compared to the measurement in segment 1, the measurement time for each point has
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been reduced from 90 s to 45 s. This also explains the larger uncertainties of this mea-
surement. The rf voltage was kept at Urf = 778 V and the measured trap frequencies
have been ωax = 2pi × 319.2 kHz, ωrad,1 = 2pi × 404.3 kHz and ωrad,2 = 2pi × 471.6 kHz.
Again, the measured micromotion amplitudes are about a factor of two larger than
expected from simulations. The maximum observed axial micromotion amplitude
of Erf,z = (76± 11) V/m is observed at the segment centre. This corresponds to a
time dilation shift for 115In+ of (4.8± 1.4)× 10−19. The smallest axial micromotion
Erf,z = (15± 10) V/m is observed close to the edge of the segment. The possible ex-
planations for the unexpected large displacement of the axial micromotion minimum
are identical to those discussed above for segment 1.
The measured radial components and the total 3D micromotion amplitudes are shown
in Fig.5.7 (b) and (c). They show that the radial micromotion amplitudes have not
been very well compensated during the measurement. Because of this, the radial
components are also dominating the 3D micromotion amplitudes which are observed
to be in the range of 100 – 260 V/m. Still, at maximum micromotion amplitude the
second-order Doppler shift is only (5.5± 1.0)× 10−18. At the minimum 3D micromo-
tion amplitude the shift reduces to (8.5± 2.0)× 10−19. It is expected that by a more
careful compensation of radial micromotion this shift can be reduced to lower values.
In total, it can be concluded that regardless of the ion position along the trap axis
the fractional frequency shift uncertainty due to micromotion of an 115In+ ion is
≤ 1× 10−18. When the ions are shifted to the appropriate position it seems to be
feasible to reduce the uncertainty to below 1× 10−19. Also, the results prove that the
FEM results can predict the level of micromotion with an acceptable accuracy. Only
through the simulation results it has been possible to optimize the trap design for
lowest micromotion amplitudes.
5.4. Heating Rate Measurement
For precision spectroscopy ion temperatures in the range of 1 mK or below are desirable
and the temperature needs to be measured and kept stable, because it causes a second-
order Doppler shift (see Eq. 2.60). Additionally, during the clock spectroscopy pulse it
is desirable to switch off all cooling lasers in order to minimize ac stark shifts. These
conditions can only be fulfilled simultaneously if the external heating rate is sufficiently
low.
The ion heating is caused by electric field noise which is exciting the secular motion of
the ion. If micromotion is neglected, the relation between the heating rate ˙¯n in units






5.4. Heating Rate Measurement
Figure 5.8.: Results of the heating rate measurements at three different trap frequencies. For
higher trap frequencies, the heating rate decreases. Solid lines represent linear fits to the measured
data points.
The electric field noise itself can have various sources and because of the complexity
it is difficult to identify dominant noise sources. The comparison of observed heating
rates at different experiments [66] reveals a spread over several order of magnitudes
even when similar experimental conditions apply. The reasons for this huge spread
are currently not well understood and need further investigation. Besides the com-
plexity, some scaling effects are expected and have also been observed experimentally.
Typically, the heating rate reduces for an increased secular frequency, for an increased
electrode-ion distance [84, 90] and for a decreased trap temperature [90, 91].
In order to measure the ion heating rate experimentally, a single 172Yb+ ion in the
trap has first been cooled to its motional ground state as described in Sec. 4.4. After
the sideband cooling pulse and before the temperature determination via sideband
spectroscopy, a variable delay time was added to the experimental sequence shown in
Fig. 4.12. A linear fit to the temporal evolution of the mean phonon number n¯ was
used to obtain the heating rate ˙¯n. The measured data and the linear fits are shown
in Fig. 5.8. The results of all heating rate measurements are summarized in table
Tab. 5.7. The calculated influence of the heating rate on a single trap axis on the
second-order Doppler shift shows that the shift is well below 1× 10−19. Considering
the optimum spectroscopy pulse length for 115In+ ions of 365 ms in the case of Rabi
Spectral density of 2nd-order Doppler
secular frequency heating rate electric field noise shift for 115In+





385 1.97(29) 2.2(3)× 10−14 2.9(4)× 10−20
490 1.10(15) 1.6(2)× 10−14 2.1(3)× 10−20
626 0.70(17) 1.3(3)× 10−14 1.7(4)× 10−20
Table 5.7.: Results of the heating rate measurements at three different secular frequencies ωsec.
The frequency shift only considers the heating in one of the three trap axes.
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Figure 5.9.: Measured spectral density of electric field noise versus the secular frequency. The line
shows the fit result discussed in the main text.
excitation and 194 ms in the case of Ramsey excitation the resulting shift will be even
below 1× 10−20 and totally negligible.
In Fig. 5.9 the resulting spectral density of the electric field noise SE is plotted over
the secular frequency ωsec. The solid line shows the function SE(ωsec) = c ω
−α
sec fitted to
the data points. The scaling parameter is found to be α = 1.2± 0.2, which is still in
agreement with the commonly observed 1/f noise. For clock operation it is important
to see that there is no resonance near the operating trap frequency. This allows to
freely choose the secular frequency for clock operation. The measured data does not
allow to clearly identify a main source for the observed heating rate. The heating rate
that is contributed by the voltage noise from the dc supply and by the Johnson-Nyquist
noise have been calculated in Sec. 4.2.2. For both sources the estimated contribution is
negligibly small compared to the measured values. The observed heating rate is at the
same level as reported on the previously used Rogers prototype trap [58]. Compared
to similar sized ion traps (cf. Fig. 8 in [66]), the observed heating rate is one of the
lowest that have been reported.
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6. Creation and Dynamics of Topological
Defects in Ion Coulomb Crystals
This chapter includes the authors manuscript that has been published in [92]1. The
author has contributed to these publications by performing experiments, experimental
data evaluation, performing simulations with experimental parameters and the analysis
of the simulation results. The main focus of this work was to study the influence of
mass defects on the creation and stability of topological defects through numerical
simulations and experiments. Furthermore, the author contributed to simulations and
measurements that use external electric fields to manipulate and create kinks in a
controlled manner. All experiments presented in this chapter used the prototype trap,
which has been characterized in Refs. [29, 30].
1The original publication is available at http://en.sif.it/books/series/proceedings_fermi
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Summary. — We discuss our recent studies of topological defects (kinks) in ion
Coulomb crystals. Experimentally two different types of kinks are created by non-
adiabatically driving the second-order phase transition from a linear to a zigzag
phase. The kink creation rates are investigated in relation to the inhomogeneous
Kibble-Zurek mechanism. Stability and dynamic properties of both types of kinks
are explained by the Peierls-Nabarro potentials. In addition, we report on the
influence of mass defects on kinks. We show how the application of electric fields
can change the influence of mass defects in a controlled way and present a first
evidence for a deterministic creation and manipulation of kinks.
1. – Introduction
Since the first observation of topological defects in ion Coulomb crystals [1] several
groups have reported on the creation of stable kinks [2, 3, 4, 5] within a short period of
time. Kink defects have been created either during the crystallization of a laser cooled
Coulomb crystal [2] or by driving the second-order phase transition from a linear to a
zigzag ion configuration [3, 4, 5]. The latter method was used to investigate the scaling
of kink formation rates in relation to the Kibble-Zurek mechanism [6, 7] as proposed in
[8]. Further studies focussed on the dynamics of kinks, the influence of mass defects and
c© Societa` Italiana di Fisica 1
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Figure 1. – (a) Illustration of the phase transition from the radially symmetric linear phase (left)
to the symmetry broken zigzag phase (right). For the symmetry broken phase there are two
different degenerate states: ’zigzag’ (top right) or ’zagzig’ (centre right). Different choices at
spatially separated regions lead to topological defects (bottom right). (b) The phase transition
can be described by a system, where the confinement changes from a simple harmonic potential
(left) to a double well potential (right).
electric fields [9, 10]. Kink solitons have also been proposed as a tool for storing quantum
information [11], for the generation of entanglement [12] and to study quantum phase
transitions [13].
This article summarizes the results of our work on kinks in ion Coulomb crystals
published in [3, 9] and is structured as follows. In section 2, we first discuss how different
types of kinks can be created experimentally. In section 3, the results of our test of the
inhomogeneous Kibble-Zurek mechanism [8] are presented. In section 4, we explain the
stability and dynamics of kinks with the help of the Peierls-Nabarro (PN) potential. In
section 5, we show that an implanted mass defect can trap kinks at its location in the
ion chain. As discussed in section 6, the effect of mass defects can be modified by an
additionally applied electric field. We show methods using this controllable modification
to manipulate kinks and to create them in a deterministic way.
2. – Creation of topological defects in ion Coulomb crystals
For our experiments we load and laser cool around 30 172Yb+ ions in a linear seg-
mented Paul trap. The trap is designed to achieve minimal micromotion at the trap axis
for long linear ion Coulomb crystals [14, 15]. We start the experimental sequence in the
linear phase with an axial trapping frequency of νz = (24.5± 0.5) kHz and initial radial
frequencies νx,i ≈ νy,i ≈ 500kHz. If the radial frequencies are reduced below a critical
value νcrit the linear chain buckles into a zigzag configuration. The critical frequencies
can be derived using νcrit ≈ 0.73 νz ×N0.86, where N is the number of ions [16].
To create kinks probabilistically the radial trapping frequencies are ramped down
to a value νx,f < νcrit with ramp times on the order of several tens of µs. To confine
the zigzag to a well-defined plane, an asymmetry in the radial potential is applied such
that νy,f/νx,f ≈ 1.3. When the critical frequency is passed the ions arrange themselves
in a zigzag configuration. As depicted in fig. 1, the system does have two degenerate
choices for the broken symmetry phase. Locally separated regions in the ion chain that
can not communicate this choice will choose their state independently. If the choices are
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(b)(a)
Figure 2. – Experimentally observed ion configurations. The kinks (indicated by red ellipses) are
created by a quench of the radial potential and then imaged onto a CCD camera with exposure
times of 40ms. (a) Zigzag and localized kink configuration for νx,f/νz ≈ 8. (b) Zigzag and
extended kink configuration for νx,f/νz ≈ 5.5.
incompatible, topological defects will form at the boundary of these regions (figs. 1 and 2).
Depending on the ratio of the final radial to the axial trapping frequencies νx,f/νz
we observe two different stable kink configurations in molecular dynamics simulations as
well as in the experiment (fig. 2). For higher ratios νx,f/νz the kinks have a localized
structure, where one ion is placed between the two rows of the zigzag (see fig. 2a). If the
ratio is lowered the kink converts into a more extended structure as shown in fig. 2b. In
molecular dynamics simulations we observed that as the critical point is crossed all kinks
first appear as localized kinks and while the radial potential is lowered further transform
into extended kinks. As will be discussed in sec. 4 in more detail, extended kinks are
more stable than localized ones, i.e. the probability of a kink moving out of the chain is
smaller for extended kinks. Because of this the scaling of kink creation rates was tested
with extended kinks.
3. – Kink densities and the Kibble-Zurek mechanism
As the transition from the linear to the zigzag phase is a second-order phase tran-
sition [17], ion Coulomb crystals have been proposed to test the Kibble-Zurek mecha-
nism [8]. This universal theory [6, 7] is applicable to all second-order phase transitions
independent of the microscopic structure of the considered system. In fact, a wide range
of different systems have been investigated to test its predictions [18, 19] (see also sup-
plementary part of [3]).
The Kibble-Zurek mechanism employs equilibrium thermodynamics to describe non-
equilibrium processes. When a system crosses a second-order phase transition the relax-
ation time τ and the healing length ξ diverge. The main assumption of the theory is,
that the system freezes out, when the relaxation time τ(tˆ) is equal to the time tˆ left for
the system to reach the critical point. The healing length at that instant ξ(tˆ) is expected
to be the average domain size after the phase transition. The full calculation [7] results
in a power law scaling ξ(tˆ) ∝ τQν/1+νz, with critical exponents ν and z. In our case the
quench time τQ = tramp/2.
This description is only valid for homogeneous systems. The main difficulty of testing
the theory experimentally is the typically small scaling exponent. To be sensitive to the
small exponent the quench time τQ has to be varied over a large range. In inhomogeneous
systems the scaling can be enhanced [8]. For the case of ion Coulomb crystals a scaling
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Figure 3. – Double logarithmic plot of experimentally measured kink densities d versus the
quench time τQ. In the shaded region losses are negligible. A linear fit gives a scaling factor
σexp = 2.7± 0.3. Uncertainties of the defect densities are statistical errors.
of the density of kinks d with the quench rate of d ∝ τ−1/3Q for the homogeneous case and
d ∝ τ−4/3Q for the inhomogeneous case was predicted [8]. The kink density d for finite
systems is given by the ratio of the system size to the average domain size ξˆ.
In our experiment we load 27 to 31 ions. The small fluctuation of the ion number is
not relevant as the maximal change of the critical frequency is only about 40 kHz and
does not affect the rate at which the phase transition is crossed. In our experiment we
load 27-31 ions and vary the quench time tQ from 12.5 to 150µs. After quenching the
crystal is imaged onto a EMCCD camera with an exposure time of 40ms. For each
quench time τQ the experimental cycle is repeated up to 4400 times. We derive the
kink density as the average number of kinks per quench cycle. Depending on the quench
time kink densities between 0.01 and 0.24 have been observed. As Kibble-Zurek theory
only describes how many kinks are created, we investigated losses of kinks after the
quench using molecular dynamics simulations. Therefore we evaluated the number of
kinks directly after crossing of the critical point and after an additional time of 350µs.
It was found that for slow and fast quenches significant losses appear, but in a region in
between they can be neglected. In fig. 3 the experimental results are shown in a double
logarithmic plot. In the region with negligible kink losses (− ln (νzτQ) = −1.9 to −2.6) a
linear fit gives a slope σexp = 2.7± 0.3 wich is in good agreement with the value obtained
from simulations σsim = 2.63± 0.13. However, this does not match the theoretically
expected slope σtheo = 4/3 ≈ 1.33, but agrees with twice this value. In fact, a doubling
of the critical exponent has been previously observed in homogeneous systems for the
case when at maximum one defect per quench is produced [19, 20]. This is also the case
in our experiment and could be an explanation for the observed steeper scaling.
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Figure 4. – (a) Peierls-Nabarro potentials for localized (left) and extended kinks (right) from [9].
Simulations were done for 30 ions in a harmonic trap with νz = 24.6 kHz and radial potentials
given in the legends. The black lines correspond to our experimental parameters. (b) Simulated
kink configurations at different kink positions. The corresponding PN potentials are marked
in the plots with squares. Solid black lines indicate kink positions and dashed lines show the
centre of the crystal. Red traces indicate ion movement to the next depicted configuration. In
the last frame E(D) the full trajectories B-E(A-D) are shown. (c) Experimental observation of
kinks leaving the ion chain. Localized kinks (left) move by transverse motion of the ions and
extended kinks (right) move by axial motion of the two rows against each other. The observed
time averaged motion of the ions matches with the simulation results.
4. – The Peierls-Nabarro potential and kink stability
In order to be able to use kinks in ion Coulomb crystals as a storage of quantum
information or for the creation of entanglement, it is necessary to get a better under-
standing of their stability and dynamics. Therefore it is useful to derive the so called
Peierls-Nabarro (PN) potential [21]. The PN potential is given by the overall potential
energy of the crystal as a function of the position of the kink centre. One point of the
PN potential can be derived numerically by minimizing the energy of a crystal under the
constraint that the kink is at a fixed, given position. A more detailed description how to
compute the PN potentials for ion Coulomb crystals can be found in [9].
Fig. 4 shows PN potentials for different values of the radial trapping frequency νx,f .
For infinite homogeneous systems a periodic potential is expected, because the system is
invariant under a translation of an integer multiple of the lattice spacing [21]. For finite
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inhomogeneous systems this behaviour is changed due to the non-constant lattice spacing
and the boundaries of the system. The PN potentials for localized kink structures are
shown in fig. 4a). At the centre of the chain (X = 0) the expected periodic structure
of the potential is visible. The height of the potential barriers increases when the radial
trapping frequency νx,f is decreased. The potential tends to decrease as the kink is
moving away from the centre. A kink can be trapped at the local minima of the potential,
but if it has enough energy to move over a local maximum to the next lattice site further
away from the centre, it is likely to move out of the zigzag region.
For the extended kink configurations (fig. 4b) the shape of the PN potential changes.
For (νx,f = 171kHz) the periodic structure of the potential is still visible, but with an
approximately two times larger period. The periodicity of the potential vanishes, if the
axial frequency νx,f is reduced further. The main difference to the localized case is, that
the potential is now increasing as the kink moves away from the centre, making it an
overall trapping potential. The potential barrier a kink has to overcome in order to move
out of the chain increases with decreasing axial trapping frequency νx,f . This explains,
why in the experiment kinks exclusively stabilize at the centre of the chain. This also
makes it almost impossible to have two stable extended kinks at the same time, because
after creation both kinks will move to the centre and annihilate.
For the explanation of kink losses (see section 3) it is important to consider the time
dependence of the PN potential as the radial confinement is ramped down further after
the kink creation. The initially created localized kink can be lost easily, because of the low
potential barriers. As the radial potential is reduced further and the kink transforms to
the extended structure the PN potential barrier increases and stably traps kinks. Hence,
for slow quenches the build up of the potential barrier is not fast enough, so that kinks
move out of the chain before they can be trapped. On the other side for fast quenches
the energy introduced by the quench is sufficient to overcome the PN potential barrier
even after the ramp is finished. The interplay between the build up of the PN potential,
the initial kink energy and the energy introduced due to the quench is very complex and
needs further investigation.
5. – Influence of mass defects
Next, we discuss the influence of mass defects on kinks. It arises from the fact that the
radial secular frequency is mass dependent νx ∝ 1/m. Therefore, an ion with a deviating
mass experiences a different overall potential and will distort the ion configuration. This
distortion also leads to a modification of the PN potential. Here, we focus our discussion
on the effect of mass defects on extended kinks. The influence on both kink types is
discussed in more detail in [9].
Experimentally mass defects appear as molecular ions, which are formed during colli-
sions of the ions with background gases. The molecules appear in the fluorescence images
as dark ions. 172Yb+ can react with water and form either YbO+ or Yb(OH)+ or other
molecules [22, 23]. In the experiment we determined the molecule masses via parametric
excitation. Here we could primarily detect the formation of YbO+ or Yb(OH)+, where
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Figure 5. – Influence of mass defects on kinks. (a) Experimentally observed kink positions with
and without mass defects. The data indicate that the presence of molecules leads to stably
trapped kinks outside the center of the ion crystal. Bottom: Definition of left, centre and right
region. (b) PN potentials for extended kinks without and with mass defects (m = 220 u) at
different positions j. In the simulations the ions are numbered in axial direction starting with
j = 0 for the leftmost ion. Hence for the simulated 30 ions j = 14, 15 correspond to the
two central ions. The minima of the potentials are located at the position of the mass defect.
Experimental parameters were used for the calculations.
the addition of hydrogen was not resolvable. As an independent method of measuring
the mass of molecules we compared the distortion of ion configurations in the experiment
with configurations resulting from simulations. Using these methods we have identified
even heavier masses involving up to three oxygen atoms. Therefore representative masses
of m = 188u and m = 220u were chosen for the simulations.
A first experimental evidence that mass defects do have a significant influence on kinks
can be extracted from fluorescence pictures by comparing the spatial distribution of kinks
in ion chains with and without mass defects (fig. 5a). As already discussed in section 4,
without mass defects the kinks almost always stabilize in the centre of the crystal. In
contrast to this, with mass defects the positions of the kinks are more evenly distributed.
This behaviour is a clear indication that mass defects affect the PN potential.
Calculated PN potentials for ion chains with mass defects placed at different positions
are compared to the PN potential for a pure crystal in fig. 5b). The PN potentials show
a local minimum at the position of the mass defect. This explains the spatial distribution
of kinks as the mass defects in our experiment are randomly placed. Another effect is
that the potential depth with a mass defect is significantly larger, if the mass defect is
placed not too far from the centre (e.g. j = 11, 13, 15). For positions further away from
the centre (e.g. j = 5) the minimum at the position of the mass defect also reduces the
PN potential barrier leading to an increase of kink losses [9].
Mass defects do not only affect the PN potential, but also the creation of kinks. The
lower radial potential for heavier ions initiates the phase transition earlier at the site of
the mass defect. The consequences do depend strongly on the position of the molecule.
If the molecule is at the centre, it will slow down the phase transition front and hence
less kinks are produced. For mass defects outside the centre, it leads to an enhanced
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Figure 6. – Experimental images showing a kink moving together with a molecule. We used
20ms exposure time and had 20ms dead time between two images. (a) A kink in the centre is
created through a radial quench. A molecule (indicated by a red circle) is placed on the left.
(b) Ion configuration after adiabatic application of an electric field with field vector lying in
the zigzag plane and pointing downwards in the image. (c) The crystal is heated by tuning the
cooling light closer to the resonance. The additional energy lets the kink oscillate and move to
the molecule position. Once the kink attaches to the mass defect, the heavy molecule is pushed
away from the trap axis due to the higher charge density of the kink and is pulled towards the
centre of the harmonic axial confinement, where the kink stabilizes (d).
kink creation as two phase fronts collide. Further details of the influence of mass defects
on kink creation can be found in [9].
6. – Mass defects and electric fields
Finally, we focus on the effects of mass defects with externally applied electric fields.
As the radial potential decreases with higher masses the position shift of the ions due
to an additional electric field in the radial direction is also mass dependent. This means
that a heavy molecule can be displaced with respect to the 172Yb+ ions by adding an
electric field in the radial direction. The amount of the displacement can be increased by
increasing the field strength. The behaviour of a molecule with an applied electric field
is similar to the behaviour of a molecule with increased effective mass. Hence, electric
fields give us a handle to manipulate and control kinks actively.
The first experimental sequence (see fig. 6) allows to move a mass defect with the
help of a kink to the centre of the ion chain. It starts with a kink and a molecule in the
ion chain (fig. 6a) and without any additional electric fields. To enhance the trapping
effect of the molecule an electric field is now applied adiabatically (fig. 6b). Then the
red detuning of the cooling light is reduced by some MHz. This leads to heating of the
whole crystal and provides the kink with kinetic energy(fig. 6c). If the kink moves to the
molecule site, the higher charge density of the kink pushes the molecule further out of the
zigzag. At a certain displacement of the molecule the force of the overall axial trapping
potential becomes stronger than the repulsion due to the neighbouring ions. Hence, the
molecule moves together with the kink to the axial centre of the trap, because the PN
potential minimum is always at the molecule position (fig. 6d). The electric field strength
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Figure 7. – Two experimental time series (a-d and e-h) demonstrating kink creation with a ramp
of the electric field. (a) Zigzag with mass defect located at the centre of the chain (indicated
by red circle). (b) After application of the electric field ramp the molecule is displaced and two
kinks are created. One at the position of the molecule and one just to the right of it. (c) The
kink not attached to the molecule moves to the right and leaves the chain. (d) Only the kink
attached to molecule remains. (e) Zigzag with two mass defects. (f) After application of an
electric field ramp the two molecules are displaced. On the right side an ion is already pulled
to the emerging vacancy left from the molecule. (g) Two kinks are created at the right mass
defect. (f) The two kinks stabilize at the molecule positions.
needed to induce this movement depends on the mass and the position of molecule.
Using simulations we found minimal electric field values ranging from ∼ 10Vm−1 (m =
220u) to ∼ 100Vm−1 (m = 188u). The induced excess micromotion and the resultant
temperature increase due to rf-heating is still small compared to the energy needed to
move the kink.
The second method allows to create kinks in a deterministic way without quenching of
the radial potential. Starting point is a crystal in the zigzag phase with at least one mass
defect (see fisg. 7a, 7e). Now we adiabatically add an electric field (figs. 7b, 7f). This
causes the molecule to move out of the zigzag radially. When the mass defect leaves its
original position two kinks are created, one being directly attached to the molecule. To
get a better understanding of this mechanism it is useful to think of lattice sites. When
the molecule leaves the zigzag this produces a vacancy defect at its original position and
an interstitial defect, because there is no other available place in the zigzag. Both defects
are unstable and convert into kinks immediately. Another interpretation is to think of
the creation of a kink and an anti-kink. In order to use the kink for further experiments,
where small micromotion amplitudes are needed, the electric field can be switched off
again without loosing the kink. These two and other methods using electric fields for
kink manipulation are discussed in [9] in detail.
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7. – Conclusion
We experimentally demonstrated the creation of two different kink configurations
via quenching of the radial trap potential. We investigated the kink creation rates in
dependence of the quench time and found an exponential scaling in a regime, where at
maximum one defect at a time is produced. The observed scaling factor is twice as big
as the scaling factor predicted for inhomogeneous systems. The experimentally observed
differences of localized and extended kinks were explained by the different Peierls-Nabarro
potentials. We showed that heavy mass defects are able to trap kinks, because of the
generation of local minima in the PN potential. In addition, we demonstrated how the
application of electric fields opens up ways to control kinks actively. We demonstrated
experimental sequences that allow for a controlled preparation and creation of kinks.
The results of our work will help to experimentally study kink-kink interaction and
studies of kinks as carriers of quantum information [11, 12]. Ultimately, ion Coulomb
crystals can be used to investigate non-linear quantum-many-body systems and quantum
phase transitions [13, 24].
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7. Summary and Outlook
The work presented in this thesis contributes to the development of an optical multi-ion
clock. The aim of the experiment is to reduce the clock instability by probing multiple
115In+ clock ions simultaneously. The proposed clock uses mixed species ion Coulomb
crystals, where 172Yb+ ions are used to sympathetically cool multiple 115In+ clock ions.
In order to achieve low systematic uncertainties also for a spatially extended Coulomb
crystal, a novel linear Paul trap design was introduced in Ref. [27]. The first prototype
traps with this design have been presented and characterized in [29, 30].
Within this work, the objectives of the trap development have been presented. The
first design goal was to minimize axial rf fields as these cannot be compensated and
cause varying time dilation shifts along the ion crystal. In order to study effects of
different trap designs and geometrical imperfection and to reduce the axial rf fields,
FEM calculations have been used. The EMM measurements showed that the results
of the FEM calculations are reasonable and are able to predict the axial rf fields of
different trap designs. The observed differences between the measured and simulated
axial micromotion amplitudes can be explained by the remaining trap geometry im-
perfections. In comparison to the prototype trap, the micromotion amplitudes could
be reduced substantially. For the measurement of the micromotion amplitude along
the axial trap axis a single ion has been shifted to different positions by adjusting the
axial trap potential. Further investigations with the same trap, which are not part
of this work and have been done during writing this thesis, could demonstrate that
the simultaneous measurement of micromotion on a linear ion Coulomb crystal gives
identical results [89].
Another trap design goal was to reduce the uncertainty of the trap temperature increase
as this contributes the BBR shift uncertainty. The rise of the trap temperature is
caused by resistive and dielectric losses of the rf voltage that is driving the ion trap.
The temperature rise has been improved by selecting AlN as wafer material which offers
a low dielectric loss tangent together with a high thermal conductivity. Additionally,
each trap has been equipped with two calibrated Pt100 temperature sensors allowing
precise trap temperature measurements. Comparisons of the measured and simulated
temperatures of trap II allowed to identify thin gold layers, poor thermal contacts
and contaminations as the cause for additional trap heating. These points could be
improved by small changes to the trap design and manufacturing process and hence
trap III and IV showed a significantly lower temperature increase. Experimental and
simulation results indicate that resistive losses are now the dominant heating source.
A further improvement is therefore expected by an increased gold layer thickness.
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The third important trap design objective has been the minimization of external ion
heating rates. The heating rate contributes to the uncertainty of the ion temperature
and increases the time dilation shift uncertainty. The observed heating rates have been
achieved by selecting a rather large ion-electrode distance of 0.707 mm and by the use
of heavily filtered low noise dc electronics. The ion heating rate has been measured at
three different trap frequencies. The frequency scaling follows the typically expected
1/f noise. The comparison to the prototype trap shows that the ion heating rate of
the AlN trap is at the same level. A comparison to other experiments shows that
the measured heating rates are among the best of the reported values [66]. For the
measurement of the heating rate, a single 172Yb+ ion has been cooled to the motional
ground state. For this a continuous sideband cooling scheme has been implemented
and characterized. Precise frequency control of the repumping laser at 1650 nm is
needed for the implementation of this cooling method. To allow for measurement and
control of the wavelength with the available precision wavemeter, a frequency doubling
cavity was setup and has been characterized.
Another achievement of this work is the development of a reliable and repeatable trap
manufacturing process. This was achieved by close cooperation with PTB’s scientific
instrumentation department. The process has been described and documented in de-
tail. In total five AlN ion traps have been manufactured (see Tab. 3.4). In the course
of the production of these traps, the manufacturing process has been optimized. Mea-
surements of the wafer and trap geometry show that the geometric imperfections are
mainly within the targeted error bands. Compared to the prototype traps, the geo-
metric errors could be reduced significantly, enabling the measured low micromotion
amplitudes.
In Tab. 7.1, the expected trap related frequency shifts and their uncertainties for a
single 115In+ ion are summarized. This shows that the trap is well suited for reducing
the uncertainty of single ion clocks to below 1× 10−19. For a multi-ion clock additional
effects have to be considered for these shifts. Because of the axial length of a linear
chain of ions the EMM amplitudes will differ for each ion. Thus, there is a spread of
frequency shifts between the ions which will also increase the associated uncertainty.
The final value of the uncertainty depends on the selected length of the ion chain
and based on Fig. 5.6 it will increase for longer Coloumb crystals. In contrast, the
BBR shift and its uncertainty is considered to be independent from the ion position
along the trap axis and will stay at an equal level also for a multi-ion clock. The
total frequency shift due to the external heating rate depends on the choice of the
three trap frequencies. The measured results show that the heating rate scales with
1
ωsec
and thus higher radial trap frequencies produce lower frequency shifts. For the
proposed multi-ion trap, the axial trap frequency will be much lower than the radial
in order to form a linear ion chain. The external heating rate in axial direction has
not been measured so far. As an estimate the extrapolation of the measured radial
heating rate to an axial trap frequency of ωax = 2pi× 30 kHz yields a frequency shift of
(2.7± 0.2)× 10−19. Because of the size of the expected shift, a direct measurement of
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type of shift shift (1× 10−19) uncertainty (1× 10−19)
time dilation (EMM) −0.79 0.43
blackbody radiation at T = 293.15 K −124.5 0.14
ion heating rate (per second) −0.21 0.03
total trap related shifts −125.5 0.45
Table 7.1.: Estimated trap related relative frequency shifts for a single 115In+ ion at Urf = 750 kV.
For the uncertainty of the BBR shift only the uncertainty of the temperature is considered and the
uncertainty of the polarizability ∆αs is neglected. The shift due to the ion heating rate only includes
the heating on a single trap axis with ωsec = 2pi × 490 kHz.
the axial heating rate will be needed. This is experimentally more challenging, because
the ground state cooling starts with higher phonon numbers and further outside the
Lamb-Dicke regime.
In a later experimental work by Keller et al. [93], which is not part of this thesis, two
possible experimental configurations are assumed for a multi-ion clock within the pre-
sented ion trap. An ion crystal with 10 115In+ ions and 3 172Yb+ is assumed. A detailed
calculation of all relevant frequency shifts shows that a total frequency uncertainty of
below 1× 10−19 is achievable. For this low uncertainty, a precise measurement of the
static polarizability ∆αs is required. This could be achieved by a measurement of the
frequency shift due to irradiation of the ion with a strong IR laser. Similar experiments
for the determination of ∆αs have been done in Refs. [8] and [26]. The remaining fre-
quency uncertainty is then dominated by the time dilation shifts due to micromotion
and thermal motion.
Further steps that are planned for the realization of a multi-ion trap are the installa-
tion of a new and more compact vacuum chamber that allows better optical access and
the installation of magnetic shielding. The magnetic shielding together with a set of
Helmholtz coils will allow to realize the needed homogeneity and low noise level of the
magnetic field. This new setup will use ion trap V (see Tab. 3.4) and the characteriza-
tion of this trap will show whether the trap temperature increase and the micromotion
amplitudes are reproducible. For the spectroscopy on multiple 115In+ ions, the state
detection on the intercombination line 1S0 ↔ 3P1 with the EMCCD camera has to be
implemented. This will then allow to simultaneously measure the temperature of each
ion in a mixed species ion Coulomb crystal, which is needed to characterize the time
dilation shift due to thermal motion.
Besides these preparatory tasks for the realization of a multi-ion clock, the trap also
provides an ideal test bed for studying many-body physics with trapped ions. This
has first been demonstrated in the previous work by Pyka [30, 94]. These experiments
utilize the similarity of ion Coulomb crystals to a solid-state crystals. The advantage
of ion crystals is that they provide a much better possibility to control the system
and also allow a simple single ion excitation and readout. The results presented in
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Chapter 6, which also includes a review of the previous work of Pyka et. al [94], show
how topological defects can be created in 2-dimensional Coulomb crystals and how
they are affected by mass defects and externally applied electric fields. Furthermore
it has been shown how topological defects can be created deterministically. This will
be helpful for further experiments as these types of topological defects exhibit local-
ized high frequency modes with long decoherence times, which could be used for the
implementation of quantum information protocols [95]. The trap also has been used
to study nanofriction and Aubry-type transitions from a sticking to a sliding phase
[96]. Further investigations published in Ref. [97] showed that this transition is sensi-
tive to an asymmetric axial trap potential. These asymmetries have been observed for
the prototype trap and have been found to be negligible for trap IV. Thus, also such
experiments benefit from lower trap manufacturing tolerances.
Further applications of optical clocks in general also illustrate further long-term goals
for the presented experiment. Among these applications is the search for new physics
beyond the standard model and for possible violations of general relativity [16–19].
In Ref. [20] it has been proposed to use the Yb+ octupole transition to test local
Lorentz invariance with an unprecedented level of accuracy. Multi-ion clocks and their
improved instability also are well suited for the emerging field of chronometric levelling
[22, 23], where the gravitational red shift of an atomic resonance frequency is used to
measure the local gravitational potential of the Earth. The experiment described in
Ref. [98] uses an almost identical trap design to build a transportable Al+ ion clock.
For these kind of experiments, a low clock instability is especially desirable in order
to resolve fluctuations of the gravitational potential. Finally experiments on quantum
simulations with ions [99, 100] could also profit from the presented ion trap properties.
These types of experiments will benefit from long coherence times (possible through
low micromotion levels and low ion heating rates) and the possibility to store multiple





A.1. Trap Dimensions of Trap Potential Simulator
parameter design value FEM model
L 29 mm 29 mm
d 1.000 mm 1.000 mm
tRF 1.000 mm 1.015 mm
tPK 0.128 mm 0.120 mm
tw 0.380 mm 0.398 mm
ln 1 mm, 2 mm 1.010 mm, 2.005 mm
wn = wn,ion = wn,back 0.100 mm 0.090 mm
depth of electrodes - 5 mm
Table A.1.: Comparison of the design values of the most important trap dimensions with the values
used for the FEM calculations. The dimensions for the FEM calculations are adapted to resemble the

































Figure A.1.: Drawings of the trap electrodes, which show all important geometric dimensions and
the chosen orientation of the coordinate system.
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A.2. Aluminium Nitride Material Properties
property value
medium grain size 4 – 5 µm
surface roughness Ra 0.05 µm
thickness trap wafer (380± 25) µm
thickness thick spacer (1000± 25) µm
thickness thin spacer (127± 13) µm
parallelism trap wafer 0.15 mrad
parallelism spacer 0.09 mrad
bulk density 3.3 g/cm3





loss tangent tan δ
data sheet value 4× 10−4
estimated values Sec. 5.1
trap 2 [76] 8× 10−4
trap 3 and 4 5× 10−5
break down voltage 16 kV mm−1
Table A.2.: Properties of the polished Aluminium Nitride Material. If not stated otherwise the
values correspond the data sheet values from the supplier Valley Design Corporation.
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A.3. DC Voltage Supply - Circuit Diagram
Figure A.2.: Circuit diagram of the self built analogue circuit for the generation of the dc trap
voltages. Each signal path includes a second-order low-pass filter with cut-off frequencies f3dB shown
in the drawing. As the resistances define the amplification factor, precision resistors with tolerance
of 0.1 % have been selected. The operational amplifiers are from Texas Instruments LF412N.
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A.4. Calibration of Temperature Sensors on Trap IV
For a precise determination of the trap temperature two Pt100 platinum resistance
temperature detector (RTD)1 are directly soldered onto the two PRF trap chips (see
Fig. 3.3 and Fig. 3.7). This type of sensor makes use of the temperature dependent
electrical resistance R(T ). Typically this relation is approximated by a second order
polynomial
R(T ) = R0
(
1 + AT +B T 2
)
, (A.1)
where the temperature T is measured in ◦C. For temperatures above 0 ◦C the inverse





2 − 4R0B (R0 −R)
2R0B
. (A.2)
Because the temperature uncertainty given by the manufacturer (σT,man ≈ 0.3 ◦C)
is too large for a precise temperature measurement, a calibration was performed to
find more accurate values for the coefficients R0, A and B. Therefore, after the fin-
ished assembly trap IV was mounted inside a cuboid made out of 10 mm thick copper
sheets. Four reference temperature sensors with an absolute temperature uncertainty
of σT,ref ≈ 0.007 ◦C have been used to measure the temperature of the copper cuboid at
different positions. For thermal isolation the cuboid was wrapped with several layers
of bubble wrap and placed inside a styrofoam box. This box was placed inside a cool
box with an integrated Peltier element. The Peltier element was used to heat and cool
the box to different temperature levels. For the resistance measurements, a calibrated
precision digital multimeter2 and the four-wire sensing method was used.
The resistances of the two sensors have been measured at eight different temperatures in
the range between 19.7 ◦C and 34 ◦C. Fig. A.3 shows the results of these measurements
and the result of a fit to the data using eq. A.1. The fit results for the parameters R0,
A and B and the corresponding fit errors are listed in Tab. A.3. Error sources that
have been accounted for are the self heating of the reference and the calibrated sensors,
the temperature uncertainty of the individual reference sensors, the uncertainties of
the resistance measurements, the temperature drifts during each measurement and the
temperature gradient between the reference sensors. The dominant error source was the
observed temperature gradient on the copper cuboid, which was increasing for higher
temperatures. The calculated standard deviation between the four reference sensors
was in the range of 8 – 25 mK. With Gaussian error propagation on eq. A.2 and the
values from Tab.A.3 an absolute temperature uncertainty of 50 – 60 mK is derived. The
temperature resolution that was achieved with the trap inside the vacuum chamber
was below 1 mK. Thus, very small temperature changes can be detected with the
calibrated sensors.
1Heraeus Sensor Technology, SMD 0805FC
2Agilent 34401A
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Figure A.3.: Results of the temperature calibration of the temperature sensors placed on (a) PRF2
and on (b) PRF3. The insets below show that the residuals are on the order of 1 mΩ. A difference in
the resistance of 1 mΩ corresponds roughly to a temperature difference of 2.6 mK. The temperature
uncertainties of the measurement points are in the range of 9 – 26 mK.
sensor R0 A B
PRF2 102.530(11)Ω 3.860(9)× 10−3 Ω/◦C −8.9(17)× 10−7 Ω/◦C2
PRF3 102.478(12)Ω 3.872(10)× 10−3 Ω/◦C −8.8(18)× 10−7 Ω/◦C2
Table A.3.: Determined coefficients for the temperature sensors on trap IV.
127
A. Appendix
A.5. Trap Potential Simulator
This section of the appendix describes the Matlab trap potential simulator program
that has been developed for a reliable prediction of trap potentials for a given set of
dc and rf voltages. It was inspired by a similar program, which was developed in the
group of Jonathan Home at ETH Zu¨rich. Their source code has been used as guideline
for the program described here. The program takes the voltage configuration of the
dc and rf voltages, calculates and graphically displays the resulting trap potential in
the selected trap segment. As discussed in Sec. 5.2 the resulting trap potentials show
good agreement to the experimentally measured potentials, if additional stray fields
are taken into account.
In order to be able to compute the trap potential for all possible combinations of dc
and rf voltages a simplified trap geometry with six segments (one 2 mm long segment,
three 1 mm long segments and two end segments) was modelled with the FEM soft-
ware Comsol Multiphysics. The simplification was necessary, because of the limited
computational power that was available and the demanded high accuracy of the sim-
ulated data. Because of the mirror symmetry of the trap for in total 24 dc electrodes
only 12 simulations are needed. For each simulation a voltage of 1 V was applied to a
single electrode, while all other electrodes are grounded. The obtained output is the
electric potential ϕ(x, y, z). For the simulation of the rf potential 1 V has been applied
to both rf electrodes, while all dc electrodes have been grounded. Here instead of the
electric potential the absolute value of the electric field | ~Erf(x, y, z)| was simulated.
The resulting simulation data were exported along the trap axis and on radial planes
in the centre of each trap segment.
The obtained data files have been imported into Matlab in the form of matrices with
dimensions 2 ×N for the z-axis and 3 ×N for the radial planes. The import routine
only reads data that are within a specified region of interest. The region of interest
is chosen to be ±0.4 mm in the x- and y-coordinate and ±0.5 mm from each segment
centre in z-direction. Because the mesh of the FEM simulation is generated by the
software the data points of each datafile do not have values at identical coordinates.
Therefore, in a first step all data sets are interpolated linearly in order to receive data
at a grid with fixed spacing. The grid size for the xy-planes have been selected to be
200 × 200 points corresponding to a grid spacing of 4µm. For the z-axis the spacing
of the data points is 20 µm. The rf potential is calculated using Eq. 2.28. Then all
potentials are multiplied with the respective applied voltage and summed up in order
to receive the total ponderomotive trap potential in radial direction Vp,rad(x, y) and in
axial direction Vp,ax(z).
In order to find the orientation of the radial trap axes line cuts of the potential are
generated with varying orientation angles. Through parabola fits to the line cuts the
orientation of the strongest and weakest confinement is found and the trap frequencies
are calculated. The fit range for the parabola fit is limited to ±100 µm around the
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centre, which empirically showed the best results. The axial trap frequency is also
determined by a parabola fit to the potential. Finally, the trap potentials, the fit
functions and the residuals are presented graphically as shown in Fig. A.4.
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