Abstract. We show that for a parabolic quasi-Coxeter element in an affine Coxeter group the Hurwitz action on its set of reduced factorizations into a product of reflections is transitive. We call an element of the Coxeter group parabolic quasi-Coxeter element if it has a reduced factorization into a product of reflections that generate a parabolic subgroup.
Introduction
Let G be an arbitrary group, n ≥ 2. There is an action of the braid group B n on n strands on G n where the standard generator σ i ∈ B n which exchanges the i th and (i + 1) th strands acts as σ i · (g 1 , . . . , g n ) := (g 1 , . . . , g i−1 , g i g i+1 g −1 i , g i , g i+2 , . . . , g n ). Notice that the product of the entries stays unchanged and that all the tuples in a given orbit generate the same subgroup of G. This action is called the Hurwitz action since it was first studied by Hurwitz in 1891 ( [Hur91] ) in case G = S n .
Two elements g, h ∈ G n are called Hurwitz equivalent if there is a braid β ∈ B n such that β(g) = h. It has been shown by Liberman and Teicher (see [LT] ) that the question whether two elements in G n are Hurwitz equivalent or not is undecidable in general. Nevertheless there are results in many cases (see for instance [Hou08] , [Sia09] ). Certainly the Hurwitz action also plays a role in algebraic geometry, more precisely in the braid monodromy of a projective curve (e.g. see [KT00, Bri88] ).
In the case of Coxeter groups, the Hurwitz action can be restricted to the set of minimal length decompositions of a given fixed element w into products of reflections. Given a reduced decomposition (t 1 , . . . , t k ) of w where t 1 , . . . , t k are reflections (that is, w = t 1 · · · t k with k minimal), the generator σ i ∈ B n then acts as σ i · (t 1 , . . . , t k ) := (t 1 , . . . , t i−1 , t i t i+1 t i , t i , t i+2 , . . . , t k ).
The right-hand side is again a reduced decomposition of w. In fact, we see that the braid group generator σ i acts on the i th and (i + 1) th entries by replacing (t i , t i+1 ) by (t i t i+1 t i , t i ) which corresponds exactly to a dual braid relation in the sense of [Bes03] . Hence determining whether one can pass from any reduced decomposition of an element to any other just by applying a sequence of dual braid relations is equivalent to determining whether the Hurwitz action on the set of reduced decompositions of the element is transitive.
The transitivity of the Hurwitz action on the set of reduced decompositions has long been known to be true for a family of elements commonly called parabolic Coxeter elements (note that there are several unequivalent definitions of these in the literature). For more on the topic we refer to [BDSW14] , and the references therein, where a simple proof of the transitivity of the Hurwitz action was shown for (suitably defined) parabolic Coxeter elements in a (not necessarily finite) Coxeter group. See also [IS10] . The Hurwitz action in Coxeter groups has also been studied for nonreduced decompositions [LR16] and outside the context of parabolic Coxeter elements [Voi85, Mic06] .
In the previous paper [BGRW17] the authors provided a necessary and sufficient condition on an element of a finite Coxeter group to ensure the transitivity of the Hurwitz action on its set of reduced decompositions. An element of a Coxeter group is called a parabolic quasiCoxeter element if it admits a reduced decomposition which generates a parabolic subgroup. Given a finite dual Coxeter system (W, T ) and an element w ∈ W , it is shown in [BGRW17, Theorem 1.1] that the Hurwitz action is transitive on Red T (w) if and only if w is a parabolic quasi-Coxeter element for (W, T ).
We show that the necessary condition also applies to affine Coxeter groups. The main result is the following. Theorem 1.1. Let (W, T ) be an affine, dual Coxeter system and let w ∈ W . The Hurwitz action on Red T (w) is transitive if w is a parabolic quasi-Coxeter element for (W, T ).
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Root and coroot lattices
Let V be an euclidean vector space with positive definite symmetric bilinear form (− | −). Let Φ be a crystallographic root system in V with simple system ∆ (see [Hum90] for the necessary background on root systems). The set
where α ∨ := 2α (α|α) , is again a crystallographic root system in V with simple system ∆ ∨ := {α ∨ | α ∈ ∆}. The root system Φ ∨ is called dual root system and its elements are called coroots. (Note that in [Bou02] the dual root system is defined in the dual space V * since they work with a not necessarily euclidean vector space.) For a set of roots R ⊆ Φ we put W R := s α | α ∈ R . We denote the highest root of Φ with respect to ∆ by α.
Definition 2.1. For a set of vectors Φ ⊆ V we set L(Φ) := span Z (Φ). If Φ is a root system, then L(Φ) is a lattice, called the root lattice. If Φ is a crystallographic root system, then L(Φ) is an integral lattice. In the latter case we call L(Φ ∨ ) the coroot lattice.
Definition 2.2. Let Φ be a crystallographic root system in V . The weight lattice P (Φ) of Φ is defined by
Similarly, the coweight lattice P (Φ ∨ ) is defined by
are finite of equal order. We call this order the connection index of Φ and denote it by i(Φ). Theorem 2.3. Let Φ be a crystallographic root system, Φ ′ ⊆ Φ be a root subsystem, R := {β 1 , . . . , β k } ⊆ Φ ′ be a non-empty set of roots. The following statements are equivalent: (a) The root subsystem Φ ′ is the smallest root subsystem of Φ containing R (i.e., the intersection of all root subsystems containing R).
(Dual) Affine Coxeter systems
For the content of this section as well as for details and proofs we refer to [Hum90, Ch. 4].
3.1. Affine Coxeter groups. Throughout this section we fix an euclidean vector space with positive definite symmetric bilinear form (− | −) and a crystallographic root system Φ in V . For each α ∈ Φ and each k ∈ Z, the set
defines an affine hyperplane. For each x ∈ V we define the translation in x by
The set Tr(V ) := {tr(x) | x ∈ V } of all translations by elements of V is a group. We define the affine reflection s α,k in the affine hyperplane H α,k by
Then s α,k fixes H α,k pointwise and sends 0 to kα ∨ . Moreover it is s α,k = s −α,−k . For the next proposition see [Hum90, Proposition 4.1].
Proof. All assertions can be shown by direct calculations, we just show part (c). By Proposition 3.1 we have s α,k s α = s α s α,−k . Therefore we obtain
Let Aff(V ) be the semidirect product of the general linear group GL(V ) and Tr(V ) which we call the affine group of V .
Definition 3.3. The group
is called affine Weyl group associated to Φ.
By [Hum90, Proposition 4.2, Theorem 4.6] we have the following.
Theorem 3.4. Let Φ be a crystallographic root system with simple system ∆.
(a) The group W a is the semidirect product of W Φ and the group
which we fluently identify with L(Φ ∨ ). (b) (W a , S a ) is a Coxeter system, where
Therefore we also call (W a , S a ) an affine Coxeter system and W a an affine Coxeter group.
Irreducible affine Coxeter systems (W a , S a ) are classified by so-called extended Dynkin diagrams. They have types A n (n ≥ 1), B n (n ≥ 2), C n (n ≥ 3), D n (n ≥ 4), E n (n ∈ {6, 7, 8}), F 4 and G 2 . That is, the Coxeter diagram Γ(W a , S a ) is of the corresponding type (see also [Hum90, Section 2.5]).
An irreducible affine Coxeter system (W a , S a ) is said to be of type X n if Γ(W a , S a ) is an extended Dynkin diagram of type X n .
Theorem 3.4 provides the following normal form for elements in W a .
Lemma 3.5. For each element w ∈ W a there is a unique factorization w = w 0 tr(λ) with w 0 ∈ W and λ ∈ L(Φ ∨ ).
In particular, the coweight lattice
Proof. For parts (a) and (b) see [Hum90, Prop. 4 .1]. For part (c) it is sufficient to consider w = s β for some β ∈ Φ. By Proposition 3.1 and Lemma 3.2 we obtain
Lemma 3.7. The group W Φ acts on P (Φ ∨ ).
Lemma 3.5 provides a normal form for each element in an affine Coxeter group. When we have a decomposition of an element in W a as a product of reflections, the following Lemma tells us how this normal form is achieved.
Lemma 3.8. For β i ∈ Φ and k i ∈ Z (1 ≤ i ≤ m) we have
Proof. By Lemma 3.2 we have for α ∈ Φ, k ∈ Z that
and by Proposition 3.1 that
We show the assertion by induction on m. It is clear for m = 1. By induction it follows
Put w := s βm · · · s β 2 . Then
which yields the assertion.
Lemma 3.9. For α, β ∈ Φ and k, l ∈ Z we have
.
Proof. By Lemma 3.8 we have
It is
3.2. Dual Coxeter systems. Let (W, T ) be a pair consisting of a group W and a generating subset T of W . In the sense of [Bes03] we call (W, T ) a dual Coxeter system of finite rank n if there is a subset S ⊆ T with |S| = n such that (W, S) is a Coxeter system, and T = wsw −1 | w ∈ W, s ∈ S is the set of reflections for the Coxeter system (W, S). We then call (W, S) a simple system for (W, T ). If S ′ ⊆ T is such that (W, S ′ ) is a Coxeter system, then wsw −1 | w ∈ W, s ∈ S ′ = T (see [BMMN02, Lemma 3.7] ). Hence a set S ′ ⊆ T is a simple system for (W, T ) if and only if (W, S ′ ) is a Coxeter system. The rank of (W, T ) is defined as |S| for a simple system S ⊆ T . This is well-defined by [BMMN02, Theorem 3.8].
Let W ′ be a reflection subgroup of W . Then (W ′ , W ′ ∩T ) is again a dual Coxeter system by [Dye90] . The reflection subgroup generated by {s 1 , . . . , s m } ⊆ T is called a parabolic subgroup for (W, T ) if there is a simple system S = {s 1 , . . . , s n } for (W, T ) with m ≤ n. This definition differs from the usual notion of a parabolic subgroup generated by a conjugate of a subset of a fixed simple system S (see [Hum90, Section 1.10]) which we call a classical parabolic subgroup for (W, S). Obviously a parabolic subgroup as defined here is a classical parabolic subgroup. But the two definitions are not equivalent in general (see [Gob, In fact, finite Coxeter systems are reflection rigid (see [BMMN02, Theorem 3.10]). For affine Coxeter groups there is even more to say. Affine Coxeter groups are strongly rigid (see [CD00] , [FHM06] ), that is, any two simple systems for W are conjugate. In particular affine Coxeter systems are (strongly) reflection rigid. Therefore we call (W, T ) a finite dual Coxeter system (resp. an affine dual Coxeter system) if (W, S) is finite (resp. affine) for one (equivalently each) simple system S ⊆ T . In both cases we define the type of (W, T ) to be the type of (W, S) for some (equivalently each) simple system S ⊆ T .
A reflection rigid dual Coxeter system (W, T ) is called irreducible if (W, S) is irreducible for one (equivalently each) simple system S ⊆ T .
By [BGRW17, Proposition 4.6] the notions of parabolic subgroup and classical parabolic subgroup coincide in finite and affine Coxeter groups.
Quasi-Coxeter elements, Hurwitz action and the absolute order
The braid group on n strands is the group B n with generators σ 1 , . . . , σ n−1 subject to the relations
Let (W, T ) be a dual Coxeter system. The braid group acts on the set T n of n-tuples of reflections as
. . , t n ). This action is called Hurwitz action. We use the notation
to indicate that both n-tuples are in the same orbit under this action.
Definition 4.1. Let (W, T ) be a dual Coxeter system. The partial order on W defined by
for u, v ∈ W is called absolute order.
Lemma 4.2. Let (W, T ) be a finite dual Coxeter system of rank n and w ∈ W with ℓ T (w) = n.
Proof. By [Car72, Lemma 3] we have ℓ T (tw) = n − 1. Hence there exists a T -reduced decomposition for w which begins with t.
Definition 4.3. Let (W, T ) be a dual Coxeter system and S = {s 1 , . . . , s n } be a fixed simple system for (W, T ).
(a) We say that c ∈ W is a classical Coxeter element if c is conjugate to some s π(1) · · · s π(n) for π a permutation of the symmetric group Sym(n). An element w ∈ W is a classical parabolic Coxeter element if w ≤ T c for some classical Coxeter element c.
The element w is moreover called a standard parabolic Coxeter element for the Coxeter system (W, S ′ ).
Definition 4.4. Let (W, T ) be a dual Coxeter system of rank n. An element w ∈ W is called quasi-Coxeter element for (W, T ) if there exists (t 1 , . . . , t n ) ∈ Red T (w) such that W = t 1 , . . . , t n . An element w ∈ W is called parabolic quasi-Coxeter element for (W, T ) if there is a simple system S = {s 1 , . . . , s n } and (t 1 , . . . , t m ) ∈ Red T (w) such that t 1 , . . . , t m = s 1 , . . . , s m for some m ≤ n.
Let us collect some results about the Hurwitz action and quasi-Coxeter elements. Theorem 4.8. Let (W, T ) be a finite dual Coxeter system and w ∈ W with ℓ T (w) = n. Then every decomposition of w into m reflections lies in the Hurwitz orbit of some (t 1 , . . . , t m ) such that
Quasi-Coxeter elements in affine Coxeter groups
Fix a finite crystallographic Coxeter system (W 0 , S 0 ) of rank n with set of reflections T 0 and associated crystallographic root system Φ in an euclidean vector space V . Then W := s α,k | α ∈ Φ, k ∈ Z is the associated affine Coxeter group. By regarding the reflections s α as reflections s α,0 , the group W 0 becomes a proper subgroup of W . In particular we have an epimorphism p : W → W 0 , s α,k → s α . In Theorem 3.4 we saw how to obtain a simple system S for W . Denote by T the set of reflections for (W, S). In particular (W, T ) is an affine dual Coxeter system of rank n + 1 and
Therefore we have p(T ) = T 0 .
Let us first point out that quasi-Coxeter elements in affine Coxeter groups indeed extend the class of Coxeter elements. The following example shows that the class of Coxeter elements for (W, T ) is in general a proper subclass of the class of quasi-Coxeter elements for (W, T ) Example 5.1. We assume that the Coxeter diagram corresponding to the type of (W, T ) is a tree (e.g. (W, T ) is of type D n ). In particular, up to conjugacy, the Coxeter element for (W, T ) is c := s α 1 · · · s αn s α,1 , where α 1 , . . . , α n are simple roots for Φ and α is the corresponding highest root. The element c ′ := s α 1 · · · s αn is Coxeter for (W 0 , T 0 ). Using Theorem 4.5 and the fact that t ≤ T c ′ for all t ∈ T , we can assume (up to Hurwitz equivalence) that In contrast to Theorem 4.7, there exist elements w which are not parabolic quasi-Coxeter elements for (W, T ), but the Hurwitz action is transitive on Red T (w):
Example 5.2. Let w = stu be a Coxeter element in an affine dual Coxeter system of type A 2 , where {s, t, u} ⊆ T is a set of simple reflections. Then s(tut) ≤ T w. It can be checked directly resp. the results in [HK13] imply that the Hurwitz action is transitive on Red T (s(tut)). But the element s(tut) cannot be a parabolic quasi-Coxeter element, since s, tut is an infinite dihedral group and all proper parabolic subgroups of an affine Coxeter group are finite By Lemma 3.9 and the definition of the Hurwitz action we obtain the following description of the Hurwitz action in the affine case.
Lemma 5.3. The i-th Hurwitz move is given as
where
Proposition 5.4. Let (W, T ) be an affine dual Coxeter system of rank n + 1, x ∈ W with ℓ T (x) = m ≥ n + 1 and (
Proof. By [Car72, Lemma 3] the decomposition s β 1 · · · s βm can not be reduced. Hence we can apply Theorem 4.8 to obtain
This Hurwitz equivalence is given by some braid τ . Applying the braid τ to the decomposition (s β 1 ,k 1 , . . . , s βm,km ) yields the assertion.
Note that W cannot be generated by less than n + 1 reflections (see [BGRW17, Proposition 2.1]). Using Theorem 4.8, we obtain
By [BGRW17, Corollary 6.11] it follows that v ′ is a parabolic quasi-Coxeter element with
. . , s γ n−1 be the corresponding parabolic subgroup. As described in (the proof of) Proposition 5.4 we have
for l 1 , . . . , l n+1 ∈ Z. Note that we can assume the roots γ i to be positive since s α,k = s −α,−k . We conclude
and l n = l n+1 , because otherwise W is generated by less than n + 1 reflections.
Lemma 5.5. Let Φ be a crystallographic root system and {β 1 , . . . , β n } ⊆ Φ be a set of roots. Then
The general assertion follows by induction.
Let us point that all reflection decompositions of a fixed element have same parity.
Proposition 5.6. Let (W, S) be a Coxeter system with reflections T . Let w ∈ W and w = t 1 · · · t k = r 1 · · · r l be two (not necessarily reduced) T -decompositions for w, then k and l differ by a multiple of 2.
Proof. Consider the geometric representation σ : W → GL(V ) of W as given in [Hum90] . The reflections have determinant −1 with respect to this representation. Consider the decompositions w = t 1 · · · t k and w = r 1 · · · r l under the sign representation w → det(σ(w)). Hence (−1) k = (−1) l , which yields the assertion.
Proposition 5.7. An element w ∈ W is quasi-Coxeter for an affine dual Coxeter system (W, T ) of rank n+1 if and only if there exists a reflection decomposition w = s
Proof. The forward direction is clear by the definition of quasi-Coxeter element. For the other direction it remains to show that s γ 1 ,l 1 · · · s γ n+1 ,l n+1 is T -reduced. By what we have observed before (in particular in (4)), we can assume that γ n = γ n+1 . Under the map p : W → W 0 , s α,k → s α the element w is mapped to an element of absolute length n − 1. Thus by Proposition 5.6 there are just two possibilities: ℓ T (w) = n + 1 or ℓ T (w) = n − 1. Assume the latter one. Let (s β 1 ,m 1 , . . . , s β n−1 ,m n−1 ) ∈ Red T (w). It is
a parabolic quasi-Coxeter element. Therefore by Theorem 4.7 we have
Hence we can assume (up to Hurwitz equivalence) that γ i = β i for 1 ≤ i ≤ n − 1. Note that the integers l 1 , . . . , l n+1 might have changed. By applying Lemma 3.8 we obtain
Since {β 1 , . . . , β n−1 , γ n } is linearly independent and by Lemma 5.5 we obtain l n − l n+1 = 0, hence s γn,ln = s γn,l n+1 , contradicting [BGRW17, Proposition 2.1].
6. Generating finite and affine Coxeter groups by reflections 6.1. The finite case. As a generalization of [BGRW17, Corollary 6.10] we observe in [BW, Theorem 1.3] the following.
Theorem 6.1. Let (W, T ) be a finite dual Coxeter system of rank n and let W ′ be a reflection subgroup of rank n − 1. Then W ′ is parabolic if and only if there exists t ∈ T such that W ′ , t = W . If in addition (W, T ) is crystallographic, then t is unique up to conjugacy with elements in W ′ .
6.2. The affine case. Let Φ be an irreducible crystallographic root system of rank n. If Φ is not simply-laced, that is Φ consists of long and short roots (i.e. Φ is of type B n , C n , F 4 or G 2 ), we decompose Φ = Φ s ∪ Φ l , where Φ s is the set of short roots and Φ l is the set of long roots. Let W 0 := W Φ = s α 1 , . . . , s αn for some roots α i ∈ Φ. Let W be the associated affine Coxeter group. Furthermore we assume W = s α 1 , . . . , s αn , s αn,1 .
Note that we always find such a generating set. To see this, we start with a generating set {s α 1 , . . . , s αn } of W 0 , that is s α 1 · · · s αn is quasi-Coxeter, we can assume by Theorem 4.7 and Lemma 4.2 that α n = α. Since the set {s α 1 , . . . , s αn } generates W 0 , the set {s α 1 , . . . , s αn , s αn,1 } generates W by Theorem 3.4.
Lemma 6.2. Let Φ be an irreducible crystallographic root system which is not simply-laced. Let α, β ∈ Φ be of different lengths with (α | β) = 0 and let δ be the ratio between long and short roots. Then
Proof. Case by case resp. see [Bou02, Ch. VI, 1.3] (note that in this source also non-reduced root systems are considered).
Next we are going to show that the root α n in equation (6) cannot be short. Therefore note the following.
Remark 6.3. If we have in Equation (6) that α n ∈ Φ s , α i ∈ Φ l for some i < n and (α n | α i ) = 0, then by Lemma 3.9 and Lemma 6.2 we have
where δ is the ratio between long and short roots. If α n ∈ Φ l , α i ∈ Φ s we have s
Lemma 6.4. Let Φ be an irreducible crystallographic root system which consists of long and short roots and let δ be the ratio between long and short roots. Then
Proof. We show that no short root is contained in span Z ({δα | α ∈ Φ s } ∪ Φ l ). Therefore let α ∈ Φ s be arbitrary. Assume that there exist α 1 , . . . , α n ∈ Φ s and β 1 , . . . , β m ∈ Φ l such that
Here we allow α i = α j as well as β i = β j for i = j so that all coefficients in the above linear combination are equal to one. Thus we have
Note that this is true for α i = α k as well as for α i = α k . Therefore, if we divide equation (7) by (β r | β r ), we obtain
∈Z by (8)
Hence the right hand side of this equation is an integer, while the left hand side is not; a contradiction.
Remark 6.5. If we consider in the situation of Lemma 6.4 the dual root system Φ ∨ instead of Φ, then we obtain that span
Lemma 6.6. With the assumptions as in Lemma 6.4. Let
Proof. It is sufficient to show the assertion for the generators of
Proposition 6.7. Let Φ be an irreducible crystallographic root system which is not simplylaced. If there exist roots α 1 , . . . , α n ∈ Φ such that
Proof. Assume the root α n to be short. By Lemma 3.2 we have s αn s αn,1 = tr(−α ∨ n ) and therefore
Proposition 6.8. Let Φ be an irreducible crystallographic root system of rank n and W 0 = W Φ . If there exist roots {β 1 , . . . , β n } ⊆ Φ such that W 0 = s β 1 , . . . , s βn , then for any integers k 1 , . . . , k n ∈ Z we have W 0 ∼ = s β 1 ,k 1 , . . . , s βn,kn .
Proof. Since the roots β 1 , . . . , β n have to be linearly independent, the corresponding hyperplanes intersect in one point. Therefore the group W ′ := s β 1 ,k 1 , . . . , s βn,kn is finite by [Bou02, Ch.V, 3, Prop. 4]. We consider the map p :
Considering w in its normal form w = w 0 tr(λ) with w 0 ∈ W 0 and λ ∈ L(Φ ∨ ), we have w 0 = p(w) = e. Hence w has to be a translation. Therefore λ = 0 since W ′ is finite. Thus w = e. By the first isomorphism theorem we obtain W 0 ∼ = W ′ .
Proposition 6.9. Let Φ be an irreducible crystallographic root system of rank n which is not simply-laced. If there exist roots α 1 , . . . , α n ∈ Φ and integers k 1 , . . . , k n−1 ∈ Z such that
Proof. First of all note that W 0 = p(W ) = s α 1 , . . . , s αn . Therefore the roots α 1 , . . . , α n are linearly independent. Hence the system of equations
where l 1 , l 2 , . . . , l n ∈ Z are fixed, has a unique solution λ ∈ V . By Theorem 2.3 the roots α 1 , . . . , α n are a basis of L(Φ).
where we used part (b) of Lemma 3.6 to obtain both equations. If we choose l i = −k i for 1 ≤ i ≤ n − 1 and l n = 0, the assertion follows by Proposition 6.7.
Lemma 6.10. Let Φ be an irreducible crystallographic root system of rank n. If
for roots α 1 , . . . , α n ∈ Φ and integers l 1 , . . . , l n , l n+1 ∈ Z, then |l n+1 − l n | = 1.
Proof. Consider the subgroup H
Using the same argument as in the proof of Proposition 6.9, we take λ ∈ P (Φ ∨ ) to be the solution of the system of equations
Thus by part (b) of Lemma 3.6 we obtain
Since two translations commute, we obtain again by part (b) of Lemma 3.6 and by (9) that
Put l := l n − l n+1 . By Lemma 3.2 we have s αn,l s αn = tr(lα ∨ n ) and therefore (10) yields W = s α 1 , . . . , s αn , tr(lα
Put R := {s α 1 , . . . , s αn , s αn,l } and T ′ := ∪ w∈W wRw −1 . Since we can write each element of W as a product of elements in R, Lemma 3.9 yields, that if s α,k ∈ T ′ (α ∈ Φ, k ∈ Z, k = 0), then k has to be a multiple of l. Using (11) we obtain by [Dye90, Corollary 3.11] that
Hence, if we assume that |l| > 1, we arrive at a contradiction, because in this case we have T ′ T . Therefore |l| ≤ 1 and [BGRW17, Proposition 2.1] yields 1 = |l| = |l n − l n+1 |.
Combining Proposition 6.9 and Lemma 6.10, we obtain the following result which in particular yields a description of quasi-Coxeter elements in the affine Coxeter group W .
Corollary 6.11. Let Φ be an irreducible crystallographic root system of rank n. If
for roots α 1 , . . . , α n ∈ Φ and integers l 1 , . . . , l n , l n+1 ∈ Z, then |l n+1 − l n | = 1 and α n ∈ Φ l .
Proof of the main result
We fix an affine irreducible dual Coxeter system (W, T ) of rank n + 1 and a simple system S ⊆ T . Let (W 0 , S 0 ) be the underlying finite Coxeter system. Denote by Φ the corresponding irreducible crystallographic root system and by T 0 the set of reflections for (W 0 , S 0 ).
Let w be a quasi-Coxeter element for (W, T ). We already noted in Section 5 that the element w ′ := p(w) is a parabolic quasi-Coxeter element for (W 0 , T 0 ) of absolute length n − 1. One of our main tools to prove Theorem 1.1, that is, to prove that the Hurwitz action is transitive on the set Red T (w), will be the investigation of the Hurwitz action on the set
Note that this set does not contain reduced decompositions for w ′ . Consider the map
The three main steps to prove Theorem 1.1 will be to show the following assertions:
• The map π is well-defined.
• The Hurwitz action is transitive on Fac T 0 ,n+1 (w ′ ).
• For each r = (r 1 , . . . , r n−1 , r n , r n ) ∈ Fac T 0 ,n+1 (w ′ ) there exists a subgroup of the isotropy subgroup Stab B n+1 (r) which acts transitively on the fibre π −1 (r).
Proposition 7.1. The map π is well-defined, that is, if (s
Proof. By equation (4) in Section 5 there exists a decomposition of w of the form
where γ n+1 = γ n and W = s γ 1 ,l 1 , . . . , s γn,ln , s γ n+1 ,l n+1 . Let (s β 1 ,k 1 , . . . , s β n+1 ,k n+1 ) be an arbitrary element of Red T (w) and put w ′ := p(w). By Proposition 5.4 we can assume that β n+1 = β n . We have
Since w 0 is quasi-Coxeter we have
Since w ′ is a parabolic quasi-Coxeter element, Theorem 4.7 yields
Therefore we assume without loss of generality that γ i = β i for 1 ≤ i ≤ n − 1. By Theorem 2.3 it remains to show:
Writing w in its normal form as described in Lemma 3.8, we obtain
Hence both translation parts must be equal. By Corollary 6.11 we have l n − l n+1 = ±1 and γ n is a long root. Using the facts that γ i = β i for 1 ≤ i ≤ n − 1 and γ n+1 = γ n , β n+1 = β n , we obtain
It follows by Lemma 5.
. It remains to show (i). The root γ n+1 = γ n is a long root. By (ii) we have
for some integer coefficients λ i ∈ Z. Therefore we obtain
Proposition 7.2. The map π is equivariant with respect to the Hurwitz action.
Proof. By Lemma 5.3 we have
Theorem 7.3. The Hurwitz action is transitive on Fac T 0 ,n+1 (w ′ ).
Proof. Let (t 1 , . . . , t n+1 ), (r 1 , . . . , r n+1 ) ∈ Fac T 0 ,n+1 (w ′ ) be arbitrary. By Theorem 4.8 we can assume (up to Hurwitz equivalence) that t n+1 = t n and r n+1 = r n . It is w ′ = t 1 · · · t n−1 = r 1 · · · r n−1 a parabolic quasi-Coxeter element with corresponding parabolic subgroup W ′ = t 1 , . . . , t n−1 ≤ W 0 . In particular we have
by Theorem 4.7. Therefore (r 1 , . . . , r n−2 , r n−1 , r n−1 ) ∼ (t 1 , . . . , t n−2 , r n−1 , r n−1 ) and the assertion follows by Proposition 6.1 and Lemma 4.9.
Direct calculations yield the following statement.
Lemma 7.5. Let w be quasi-Coxeter for (W, T ). Then σ n ⊆ B n+1 acts transitively on the fibre π −1 (p(r)) for each r = (s γ 1 ,l 1 , . . . , s γ n−1 ,l n−1 , s γn,ln , s γn,l n+1 ) ∈ Red T (w)
Proof. Fix r = (s γ 1 ,l 1 , . . . , s γ n−1 ,l n−1 , s γn,ln , s γn,l n+1 ) ∈ Red T (w). Clearly an element in the fibre has to be of the form
for integers m 1 , . . . , m n+1 ∈ Z. Considering the normal form of the element corresponding to this decomposition and the element corresponding to r, we have equality of the translation parts. By the same calculations as in the proof of Proposition 7.1 we obtain
By Proposition 7.1 we have W = s γ 1 , . . . , s γn . Hence by Theorem 2.3 the roots γ ∨ 1 , . . . , γ ∨ n−1 , γ ∨ n are a basis of L(Φ ∨ ). Therefore by Lemma 7.6 the set
n } is another base and we obtain that m i = l i for all i ∈ {1, . . . , n − 1} and m n − m n+1 = l n − l n+1 = ±1 by Lemma 6.10. By these properties and by Lemma 7.4 we conclude that σ n ⊆ B n+1 acts transitively on π −1 (r).
Lemma 7.6. Let Φ be an irreducible crystallographic root system of rank n ≥ 2 and {α 1 , . . . , α n } ⊆ Φ such that W Φ = s α 1 , . . . , s αn . Then the set
Proof. We have W Φ = s sα n−1 ···sα 2 (α 1 ) , . . . s sα n−1 (α n−2 ) , s α n−1 , s αn and therefore the assertion is a direct consequence of Theorem 2.3.
Remark 7.7. In fact, the fibre that we considered in Lemma 7.5 can be described completely in terms of the translation part of s γn,ln and s γn,l n+1 (resp. its coefficients l n and l n+1 ). For l n − l n+1 = 1, we have
We are finally in the position to prove our main result.
Proof of Theorem 1.1. The reduction to the irreducible case is immediate (see also [BGRW17, Lemma 8 .1]). Therefore let (W, T ) be an irreducible affine dual Coxeter system of rank n + 1 and w ∈ W be a quasi-Coxeter element. We fix (s γ 1 ,l 1 , . . . , s γ n−1 ,l n−1 , s γn,ln , s γn,l n+1 ) ∈ Red T (w) obtained as in equation (4) in Section 5. Let (t 1 , . . . , t n+1 ) ∈ Red T (w) be arbitrary. By Theorem 7.3 and Proposition 7.2 there exists a braid σ ∈ B n+1 such that π(σ(t 1 , . . . , t n+1 )) = π(s γ 1 ,l 1 , . . . , s γ n−1 ,l n−1 , s γn,ln , s γn,l n+1 ).
Hence σ(t 1 , . . . , t n ) and (s γ 1 ,l 1 , . . . , s γ n−1 ,l n−1 , s γn,ln , s γn,l n+1 ) are in the same fibre and the assertion follows by Lemma 7.5.
If w ∈ W is a parabolic quasi-Coxeter element, but not a quasi-Coxeter element, then the assertion follows by Theorem 4.7 and Theorem 4.6 since all proper parabolic subgroups of (W, T ) are finite.
Remark 7.8. Let (W, T ) be a dual Coxeter system of rank n. By [BGRW17, Proposition 2.1] a quasi-Coxeter element has to be at least of absolute length n. If (W, T ) is finite, then by [Car72, Lemma 3] the absolute length is bounded by n. Hence it is canonical to demand a quasi-Coxeter element to be of absolute length n. If (W, T ) is not finite, then the absolute length is in general not bounded by above (see [Dus12] ), except for the case where (W, T ) is affine. In that case it is bounded by 2(n − 1) (see [McCP11] ). Therefore it makes sense to ask whether one can extend the definition of quasi-Coxeter element to elements of absolute length greater than n. Namely it might make sense to define an element w ∈ W to be quasi-Coxeter if there exists (t 1 , . . . , t m ) ∈ Red T (w) with m ≥ n such that W = t 1 , . . . , t m and the Hurwitz action is transitive on Red T (w). For (W, T ) finite this definition is equivalent to Definition 4.4. Using this more general definiton we did not find a quasi-Coxeter element such that the Hurwitz action on Red T (w) is not transitive. The following example provides a quasi-Coxeter element for this more general definiton with m > n and with transitive Hurwitz action. It was proposed by Thomas Gobet.
Example 7.9. Let (W, T ) be affine of type A 2 . We choose a simple system S ⊆ T such that S = {s α 1 , s α 2 , s α,1 }, where α 1 , α 2 are simple roots for the corresponding root system of type A 2 and α = α 1 + α 2 is the highest root. We consider the element w := (s α 1 s α 2 s α,1 ) 2 . Since this is the power of a Coxeter element, we have ℓ S (w) = 6 by [Spe09] . Using Theorem [Dye01, Theorem 1.1] we see that ℓ T (w) = 4. Note that 4 is precisely the upper bound for the absolute length in A 2 . A reduced T -decomposition is given by w = s sα 1 (α 2 ) s sα 1 ( α),1 s α 2 s α,1 and (s sα 1 (α 2 ) , s sα 1 ( α),1 , s α 2 , s α,1 ) ∼ (s α,1 , s α , s α 2 ,1 , s α 2 ) .
Therefore we see that w = tr(α 1 + 2α 2 ). By Theorem 4.8 a reduced decomposition of w (up to Hurwitz equivalence) looks like w = s α,k 1 s α,l 1 s β,k 2 s β,l 2 with α, β ∈ {α 1 , α 2 , α}. Note that α = β since otherwise s α,k 1 s α,l 1 s β,k 2 ∈ T by Lemma 3.8, which would contradict ℓ T (w) = 4. We have By comparison of coefficients and Lemma 7.4 we obtain Hurwitz transitivity on Red T (w) by using similar arguments as before in this section.
