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RECONOCIMIENTO DE EXPRESIONES FACIALES UTILIZANDO ANÁLISIS DE 
COMPONENTES PRINCIPALES KERNEL (KPCA) 
 
Facial Expression Recognition using kernel principal component analysis (KPCA) 
RESUMEN 
Este artículo presenta una metodología para el reconocimiento de expresiones 
faciales con análisis de componentes principales kernel, la base de datos 
utilizada es la Carnegie Mellon University como herramienta de prueba. El 
método utiliza una función kernel que mapea los datos del espacio característico 
original a uno de mayor dimensionalidad, de esta forma un problema de origen 
no lineal se traslada a uno lineal y puede resolverse linealmente, además los 
métodos basados en kernel pueden reducir el número de parámetros usados para 
la clasificación, este método es comparado con el análisis de componentes 
principales y es puesto a discusión donde los porcentajes de acierto encontrados 
con la base de datos son mayor al 90%. 
 




This paper presents a methodology on the recognition of facial expressions with 
kernel principal component analysis using the Carnegie Mellon University 
database as a testing tool. This method uses a kernel function to map data from 
the original feature space to a higher dimensional space, through which a non-
linear problem is translated into a linear one and is to be solved in a linear way, 
besides a kernel based method can reduce the number of parameters used by the 
clasiffier, this method compares with principal component analysis and 
discussed where the percentages of sucess found with the database is greater 
than 90%. 
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Obtener sistemas que puedan adaptarse a las condiciones 
de trabajo y aprendan de la experiencia, tienen una gran 
aceptación por los investigadores en diferentes campos 
como: ciencias de la computación, ingeniería, 
matemáticas, física, neurociencia y ciencia cognitiva. 
 
En la tarea de reconocimiento de rostros uno de los 
métodos más utilizados es el de “autocaras” 
(“eigenfaces”) o PCA aplicado a imágenes [1], donde el 
objetivo es transformar las imágenes de rostros en un 
grupo pequeño de características, denominadas 
eigenfaces o autocaras, que son los componentes 
principales del entrenamiento inicial del conjunto de las 
imágenes. El reconocimiento se lleva a cabo proyectando 
una nueva imagen dentro del subespacio formado por las 
autocaras, para su clasificación el rostro se compara por 
la posición en el espacio característico con las posiciones 
de individuos conocidos. Esta aproximación tiene 
ventajas frente a otros esquemas de reconocimiento facial 
en su simplicidad, velocidad, capacidad de aprendizaje y 
relativa insensibilidad a pequeños cambios en la imagen 
del rostro [2]. Cabe resaltar que este método toma 
características globales y no locales del rostro previo 
preprocesamiento de la imagen. 
 
En términos matemáticos se desea encontrar los 
componentes principales de la distribución de los rostros 
o los autovectores de la matriz de covarianza de un grupo 
de imágenes. Estos autovectores son un grupo de 
características que presentan variaciones entre las 
imágenes. Cada imagen contribuye a cada autovector, así 
se puede tener un autovector como una clase de rostro 
fantasma denominada autocara. De esta forma cada 
imagen en el entrenamiento se puede representar 
exactamente como una combinación lineal de las 
autocaras. El número de posibles autocaras es igual al 
número de imágenes del conjunto de entrenamiento. Los 
rostros pueden aproximarse usando solo las mejores 
autocaras que son las que tienen mayores autovectores y 
por tanto tienen la mayor varianza dentro del conjunto de 
imágenes [3]. 
 
En el reconocimiento de expresiones faciales [4] utilizan 
PCA y análisis discriminante lineal (LDA) para clasificar 
considerando una máscara facial con acierto de 85% en 
promedio, en [5] se hace una revisión de las diferentes 




técnicas utilizadas para el análisis automático de 
expresiones faciales con métodos holísticos y locales 
para extracción de características y clasificación, en [6] 
se desarrolla un sistema de reconocimiento facial con 
supervisión lineal licaliazada embebida (SLLE) con 
detección de rostro, extracción de características y 
clasificación con resultados superiores a los de PCA, en 
[7] se implementan wavelets Gabor y cuantización de 
aprendizaje lineal (LVQ) para reconocer expresiones 
faciales con porcentajes de acierto hasta el 88% para 
diferentes dimensiones del vector característico, en [8] se 
utiliza aprendizaje híbrido mejorado para la detección de 
pose y reconocimiento de expresiones faciales con 
aciertos del 93% en promedio. 
 
Estudios con métodos kernel [9-11] presentan nuevas 
alternativas en diferentes tareas para el análisis y 
procesamiento de señales específicamente en la 
eliminación de ruido, reducción de dimensionalidad y 
reconocimiento de patrones. Básicamente se realiza un 
mapeo de los datos del espacio de entrada X  a otro 
espacio característico ϕ . La función kernel ( , )k ⋅ ⋅  es 
equivalente al producto interno del mapeo en otro espacio   
'( ) ( )i jϕ ϕx x  con ,i j ∈x x X , lo que permite una 
generalización no lineal de la mayoría de algoritmos 
lineales, por ejemplo: máquinas de soporte vectorial 
(SVM), métodos de agrupamiento [12-13], análisis de 
componentes independientes kernel [14] y kernel PCA 
[13]. 
 
El objetivo de esta investigación es utilizar los kernels en 
combinación al método de eigenfaces [15] método 
conocido como KPCA en el reconocimiento de 
expresiones faciales y comparar los resultados frente al 
método convencional PCA. Donde los datos de entrada 
son mapeados del espacio característico original a uno de 
mayor dimensionalidad, de esta forma un problema de 
origen no lineal se traslada a uno lineal y se resuelve 
linealmente, donde la matriz de covarianza es calculada a 
partir del mapeo de los datos y se encuentran los vectores 
y valores propios, como este proceso requiere de un alto 
costo computacional debido a la alta dimensionalidad de 
los datos se resuelve el problema dual que depende de la 
matriz kernel de los datos y sus valores propios. 
 
Es posible desarrollar KPCA de forma equivalente a [16] 
y mostrar que matricialmente se llega a la misma 
solución, donde el objetivo es encontrar la distancia entre 
la proyección de los datos de prueba y el mapeo de los 
datos de entrenamiento para determinar la clase a la cual 
pertenece cada nuevo patrón, lo cual se explicará a 
continuación. 
 
2. MARCO TEÓRICO 
 
El desarrollo de métodos de aprendizaje basados en 
kernel ha resultado como la combinación de teoría de 
aprendizaje de máquina, algoritmos de optimización y 
técnicas kernel. Un kernel k  se presenta como una 
medida de similitud, la cual puede ser vista como un 
producto punto en un espacio característico H, utilizando 







             (1) 
 
donde la función kernel es: 
 
'( , )k ϕ ϕ= 'x x (x), (x )           (2)                        
 
Se observa que un kernel es equivalente al producto 
interno del mapeo de los datos de entrada, siempre y 
cuando la función kernel cumpla con la condición de 
kernel definido positivo [17]. 
 
Dado un grupo de patrones { }1,..., dN ∈x x R . Kernel 
PCA lleva a cabo el PCA tradicional en el espacio 
característico, en este caso se utiliza una función kernel 
en el problema de descomposición en componentes 
principales, solucionando 
 
= 'HKH UEU      (3) 
 
donde K  es la matriz kernel con entradas 
( , )i j i jK k= x x , 
'1
N
= −H I 11      (4) 
 
es la matriz centrada, I  es la matriz identidad de N x N , 
'[1,1,...,1]=1  es un vector unitario, 1[ ,..., ]N=U a a  donde 
'
1[ ,..., ]i i iNa a=a  es la matriz que contiene los vectores 
propios y 1( ,..., )Ndiag λ λ=E  contiene los valores 
propios correspondientes. Para los patrones mapeados ϕ  








= ∑ x  y el mapeo 
centrado como: 
( ) ( )ϕ ϕ= −O x x       (5) 
 




⎛ ⎞= −⎜ ⎟
⎝ ⎠
x xk H k K1                         (6)                         
 
Por tanto la proyección de ( )ϕ x  en el subespacio de los 
primeros K  vectores propios es: 







= ∑M a a  es simétrica. 






Para el kernel Gaussiano 
2( / )( , ) ck e − −= x yx y , es posible 
encontrar para dos puntos ix  y jx  la distancia Euclidiana 
en el espacio de entrada ( , )i jd x x  y la distancia en el 
espacio característico entre los datos mapeados 
( ( ), ( ))i jd ϕ ϕx x . Se toma un patrón x  que se desea 
clasificar, el mapeo ( )ϕ x  para ser proyectado en el 
espacio característico ( )Pϕ x , donde para cada patrón de 
entrenamiento ix , existirá una distancia entre el dato 
proyectado y el patrón de entrenamiento mapeado ( )iϕ x  
en el espacio característico ( ( ), ( ))id Pϕ ϕx x . 
 
Sean dos patrones x  y ix , la distancia cuadrática en el 
espacio característico entre la proyección ( )Pϕ x  y ( )iϕ x  
se da por: 
 
2 2 2 '( ( ), ( )) ( ) ( ) 2 ( ) ( )i i id P P Pϕ ϕ ϕϕ ϕ ϕ= + −x x x x x x
      (8) 
Reemplazando %xk  y ( )Pϕ x  en 
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      (9) 




Se utiliza la base de datos de la CMU facial expression 
que consta de 13 personas, con 75 imágenes por persona 
para 5 expresiones faciales (alegría, enojo, neutral, 
sorpresa y tristeza) la cual ha sido previamente 
procesada, se considera un conjunto total de 20 imágenes 
para cada tipo de expresión facial independiente de la 
persona, para un total de 100 imágenes de 64 x 64 
píxeles. Las expresiones faciales (alegría, enojo, neutral, 




Figura 1. Base de datos CMU, alegría. 
 
 




Figura 3. Base de datos CMU, neutral. 
 













Se implementaron los algoritmos de PCA y KPCA (con 
kernel Gaussiano) en MATLAB, considerando diferentes 
pruebas, la primera para determinar el mejor parámetro 
kernel y la segunda determinando para que número de 
vectores propios el algoritmo obtenía el mejor resultado 
utilizando la base de datos de la CMU, para lo cual se 
varían los parámetros entre un mínimo y un máximo a un 
paso determinado. 
 
Se toma aleatoriamente un grupo de entrenamiento y uno 
de validación (normalizando los datos), se define el 
parámetro del kernel (variable) y el número de vectores 
propios (variable), se calcula la matriz kernel total tanto 
del grupo de entrenamiento como del grupo de 
validación, se halla la descomposición en componentes 
principales, se calcula M, se toma como criterio de 
clasificación las distancias en el espacio característico 
entre cada imagen nueva y el grupo de entrenamiento, la 
asignación de la clase se presenta a la distancia más 
cercana  a la imagen de prueba. 
 
El parámetro del kernel c con la mejor discriminación de 
datos encontrado es 500c = , el mejor resultado de 
clasificación se presentó para 50 vectores propios. Se 
utiliza validación sencilla, se selecciona un porcentaje de 
la base de datos en forma aleatoria para el entrenamiento 
(70% - 70 imágenes) y para validación (30% - 30 
imágenes). Se realiza la prueba para 20 casos y se obtiene 




En las figuras 6-7, se muestra un conjunto de validación 
y la clasificación de expresiones faciales con KPCA 
respectivamente, en uno de los 20 casos de prueba. La 
tabla 1 muestra los porcentajes de acierto entre PCA [1] 




Figura 6. Grupo de validación aleatorio para la base de datos 




Figura 7. Resultado de la clasificación con KPCA, base de 



















facial PCA KPCA 
alegría 66,67+- 5,22% 96,67, +- 2,35%
enojo 50,00 +- 8,65% 85,00 +- 3,02%
neutral 16,67 +- 5,21% 76,67 +- 4,26%
sorpresa 83,33 +- 3,19% 95,00 +- 2.49%
tristeza 83,33+- 3,19% 85,00 +- 3,02%
 
Tabla 1. Porcentaje de acierto para cada una de las expresiones 
faciales en la prueba para la base de datos CMU facial 
expression. 
 
Se observa que el resultado con KPCA es mucho mejor 
que PCA convencional, esto se debe principalmente a 
que PCA es limitado respecto al análisis lineal de los 
datos en el espacio característico original, por otro lado 
KPCA mapea los datos de entrada llevando el problema a 
un espacio en teoría n-dimensional donde es posible una 
solución lineal, además la función kernel vista como un 
producto interno entre el mapeo de los datos y su 
característica de ser definido positivo hace que cualquier 
función que cumpla estas condiciones pueda ser utilizada, 
en este caso para un kernel Gaussiano el resultado es 
bueno, aunque esta metodología es más utilizada para 
eliminación de ruido y caracterización de patrones, se 
demuestra que los métodos basados en kernel como 
KPCA, es una alternativa para el reconocimiento de 
expresiones faciales. 
 
5. CONCLUSIONES Y TRABAJO FUTURO 
 
El método kernel PCA para la tarea de reconocimiento de 
expresiones faciales tiene mejores resultados que el PCA 
convencional bajo las mismas condiciones. 
 
La obtención de modelos estocásticos para la selección 
del kernel se plantea como una alternativa para mejorar 
los porcentajes de aciertos, lo cual se logra al obtener la 
matriz kernel basado en modelos estadísticos y de 
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