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RÉSUMÉ 
Nous présentons et testons une méthode d'estimation des allèles d'une mutation poten-
tiellement associée à un phénotype ainsi qu'une méthode d'estimation de son modèle de 
pénétrance . Ces deux méthodes reposent sur un algorithme EM et s'insèrent dans une mé-
thode de cartographie génétique fine, MapARG, basée sur le processus de coalescence. La 
sensibilité des deux méthodes d'estimation aux risques relatifs du mod èle de pénétran ce réel 
de la mutation , à la taille des échantillons ainsi qu'à la largeur des fenêtres utilisées est sys-
tématiquement éva luée. Les deux méthodes s'avèrent performantes , particulièrement pour 
des risques relatifs forts . La taille des échantillons exerce peu d'influence, mais des fenêtres 
plus larges donnent de mei lleurs résultats. L'esti mation préa lable du modèle de pénétrance 
montre un certain effet bénéfique sur l'estimation subséquente des allèles, comparativement 
à l'utilisation du vrai modèle connu. Aussi, la méthode d 'estimation du modèl e de péné-
trance, basée sur une distance calculée entre les haplotypes primitifs et mutants, montre en 
soi un certain potentiel comme méthode de cartographie génétique. 
MOTS-CLÉS : algorithme EM, cartographie génétique, coalescence, MapARG , modèle de 
pénétrance , risque relatif, SNP, statistique génétique , vraisemblance composite 
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INTRODUCTION 
Bien qu' Homo sapiens pratique la sélection artificielle sur d 'a utres espèces depuis des mill é-
naires, parfois consciemment et parfois inconsciemment, ce n'est que depuis tout récemment 
dans son histoire qu'il en comprend en partie les méca nism es, grâce notamment aux tra-
vaux de Darwin (1859) et de Mendel (1865). Aujourd'hui , les bases de données génétiques 
contiennent des quantités astronomiques de ces données et en reçoivent continuellement 
de nouvelles. Divers champs de recherche tentent d'extirper des informations pertinentes 
de toutes ces données , comme la cartographie génétique, qui inclut le développement et la 
perfection de méthodes servant à identifier des mutations causa les de phénotypes. 
Un obstacle encore non résolu dans la cartograph ie génétique est l'ignorance des al lèles 
que portent les individus d'un échantillon, à la mutation recherchée. De plus , le problème 
est accentué si l'on ignore également le modèle de pénétrance de la mutation en cause . 
Cet ouvrage a pour objectif de décrire et évaluer une méthode d'estimation des allèles et 
une méthode d'estimation du modèle de pénétrance, qui s'insèrent toutes deux dans une 
méthode de cartographie génétique fine, MapARG, développée par Fabrice Larribe et qui 
repose sur la statistique génétique. 
Le chapitre 1 présente la génétique des populations , en introduisant quelques concepts de 
génétique et du processus de coalescence, pour finalement y situer la cartographie géné-
tique. La méthode de cartographie génétique fine MapARG sera ensuite décrite en détail 
au chapitre Il. Nous décrierons et évaluerons au chapitre Ill une méthode d 'estimation des 
allèles d'une mutation, en supposant que nous connaissons a priori son modèle de péné-
trance. Finalement, au chapitre IV, nous décrierons et évaluerons une méthode d'estimation 
du modèle de pénétrance, ainsi que son effet sur la méthode d 'estimation des allèles . 
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La génétique des populations étudie la distribution des différents allèles de certains gènes 
dans des populations. Ces allèles sont sous l'influence de quatre principaux processus évo-
lutifs : la sélection naturelle, la dérive génétique, les mutations et la migration. Fortement 
basé sur des concepts mathématiques et ayant des applications directes en épidémiologie , 
ce domaine de recherche permet de comprendre la transmission des maladies génétiques . 
Initiée dans les années 1920 à 1940 par le statisticien R.A. Fisher et les généticiens S. Wright 
et J. Haldane, la génétique des populations fait le pont entre la théorie de l'évolution, éla-
borée par Charles Darwin (1859), et les mécanismes génétiques, décrits par Gregor Mendel 
à la même époque (1865) mais longtemps restés incompris. En appliquant les principes fon-
damentaux de la génétique mendélienne à l'échelle des populations , cette discipline donne 
ainsi naissance au néo-darwinisme. 
La cartographie génétique, qui sera abordée au chapitre Il et dont traite ce mémoire, puise 
ses outils mathématiques dans la génétique des populations. Le présent chapitre décrit les 
concepts et les termes de la génétique des populations qui seront nécessaires à la compréhen-
sion du développement de la méthode . Le lecteur peut se référer au lexique (page 125) afin 
d'obtenir rapidement la définition d'un terme précis. La section 1.1 introduit les concepts 
minimaux de génétique qui sont nécessaires à une bonne compréhension du problème. Le 
lecteur familier avec ces concepts peut sauter cette section . La section 1.2 introduit quand 
à elle la théorie de la coalescence, sur laquelle repose le méthode de cartographie génétique 
MapARG, qui est l'objet de ce mémoire. Les notations mathématiques du présent chapitre 
se trouvent à sa fin, page 21. 
1.1 Génétique 
Le moine et botaniste Johann Gregor Mendel est communément reconnu pour être le fon-
dateur de la génétique . Vers 1860, il réalise un jardin expérimental dans la cour de son 
monastère et conçoit un plan d'expériences utilisant les pois et visant à expliquer les lois de 
l'hybridation. Sa méthodologie rigoureuse et la précision de ses observations lui permettent 
de poser les bases théoriques de la génétique moderne (Mendel , 1865) . Cependant , très 
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peu de scientifiques de son temps comprennent alors la formalisation mathématique de ses 
expériences. La présente section décrit les bases minimales de la génétique mod erne qu i 
seront nécessaires à la compréhension du problème, du niveau molécula ire à celui d 'une 
population d'humains. 
1.1.1 ADN : base de données biochimique 
L'acide désoxyri bonucléiqu e (ADN) , dont la structure moléculaire est découverte en 1953 
par R. Frankl in, M. Wilkins , F. Crick et J. Watson , est un e très longue molécule li néai re qui 
contient l'information génétique d'un organisme. Il est constitué d 'une séqu ence des quatre 
types de nucléotides , soient l'adénine (A), la cytosi ne (C), la guanine (G) et la thymine (T) , 
comme le montre ce court extrait : 
. . . CCAGAATCATGCGTCTACATAACCGGCGTCTAGCTGCCCTTGCAATTCAGTGGA ... 
L'ADN humain est long de plus de 3 mill iards de nucléot ides. La séquence précise de ces nu-
cléotides renferm e l' information génétique, encodée dans l'ADN , et nécessai re à la synthèse 
des molécules fonctionnelles dont un orga nism e est constitué. L'ensem ble de l'ADN d'un e 
espèce ou d 'un individu est appelé génome. À l'exception de qu elqu es types de cellules , 
notamment les globules rouges et les cellules sexuelles, toutes les cellules nucléées d'un or-
ganisme contiennent une copie identique de tout son génome. Le génome humain contient 
approxi mativement 20 000 gènes qui occupent seulement environ 2 % de la séquence nu-
cléotidique, une grande portion du reste de l'ADN étant pro bablement vestigial. 
Un gène est une sect ion précise de l'ADN , souvent longue de plus ieurs milliers de nucl éotides , 
et qu i code pour la synthèse d'une protéine ou d 'un acide ribonucl éique (ARN) fonctionnel. 
Selon la séquence exacte de nucl éotides portée par un gène, la mol écul e pour laquelle ce 
gène code peut différer , ainsi que sa fonction. La substitution d ' un seul nucléotide dans une 
région clé d'un gène peut affecter significativement la fo nction de la mol écule résultante . 
La version d 'un gène (la séquence précise qu 'i l porte) est appelée allèle. On réfère aussi 
à l'all èle d'un marqueur (à un locus précis, discuté à la section 1.1.3), qui peut être aussi 
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court qu'un seul nucléotide (au plus 4 allèles possibles dans ce cas). En théorie, le nombre 
d'allèles possibles pour un gène de longueur n nucléotides est donc égal à 4n_ Le génotype 
d'un individu est l'ensemble de ses allèles pour un ensemble précis de gènes, de marqueurs 
ou pour une séquence précise de son génome, alors que son phénotype est le résultat de 
l'expression de son génotype, influencé par l 'environnement . Ainsi , le fait d'être atteint ou 
pas d 'une maladie constitue un exemple de phénotype binaire, et l'allèle que l'on possède 
pour un gène responsable de cette maladie , un exemple de génotype. 
1.1.2 Recombinaison génétique : brassage aléatoire 
Dans son incontournable ouvrage The selfish gene (1976), Richard Dawkins décrit un or-
ganisme vivant comme une machine complexe fabriquée par son génome dans le seul but 
de maximiser sa propre multiplication (du génome) . Une des plus anciennes méthodes de 
multiplication est la simple division cellulaire, encore utilisée aujourd 'hui par les organismes 
unicellulaires comme les bactéries ainsi que par les cellules des organismes pluricellulaires, 
et qui consiste à se dupliquer. La reproduction sexuée, apparue il y a plus d'un milliard d 'an-
nées, permet cependant aux organ ismes qui la pratiquent de s'adapter plus rapidement à 
leur environnement changeant , en générant un brassage des allèles. Ainsi , de nouvelles com-
binaisons de gènes sont créées, permettant l'apparition de nouveaux caractères qui seront 
sélectionnés . La reproduction sexuée crée un brassage aléatoire mais organisé du génome, 
sur lequel repose toute la base de la génétique des populations. Ce brassage est effectué 
par deux processus décrits plus bas : (1) les recombinaisons inter-chromosomiques et (2) les 
recombinaisons intra-chromosomiques. Certains concepts de la reproduction sexuée doivent 
tout d 'abord être compris afin de bien saisir l ' importance du brassage génétique. 
L'ADN d'une cellule humaine, déroulé, fait plus de 1 mètre de long. Cependant, lors de 
la division cellulaire , il est enroulé sur lui-même de façon très ordonnée, sous forme de 
chromosomes, longs d 'environ 10 µm. À l'exception du court segment d'ADN mitochondrial , 
ne contenant que 37 gènes, toujours transmis par la mère et qui ne sera pas discuté dans cet 
ouvrage , le génome humain est divisé en 23 chromosomes retrouvés dans toutes les cellules 
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nucléées. Chacun des quelques 20 000 gènes humains est situé à un locus précis sur l'un de 
ces 23 chromosomes. 
La ploïdie d'une cellule (ou d'un organisme) fait référence au nombre d'exemplaires qu'elle 
contient de chacun de ces chromosomes. Les humains étant diploïdes, leurs cellules nucléées 
contiennent deux exemplaires de chacun des 23 chromosomes humains : l'un hérité de la 
mère et l'autre du père. Les deux chromosomes d'une même paire sont dits homologues; 
ils contiennent les mêmes gènes, mais pas nécessairement les mêmes allèles . 
La méiose est le processus biologique au cours duquel sont produits les gamètes (sperma-
tozoïdes ou ovules), cellules haploïdes, ne contenant que 23 chromosomes, soit un seul 
exemplaire de chaque chromosome. La fusion subséquente d'un spermatozoïde (haploïde) 
avec un ovule (haploïde) créera la première cellule (diploïde) d'un nouvel individu. Cette 
nouvelle cellule diploïde se multipliera ensuite par division cellulaire jusqu'à former un nouvel 
individu. 
(1) Recombinaisons inter-chromosomiques 
Au cours de la méiose , une cellule diploïde se divise en deux cellules haploïdes, chacune 
d'elles ne conservant que 23 chromosomes, soit un seul des deux chromosomes de chacune 
des 23 paires de chromosomes homologues, aléatoirement et indépendamment des 22 autres 
paires de chromosomes homologues. Ainsi, à elle seule, cette ségrégation indépendante des 
chromosomes lors de la méiose peut générer, à partir du bagage génétique d'un individu, 
c'est-à-dire à partir des chromosomes homologues qu 'il a lui-même hérités de ses parents, 
pas moins de 223 combinaisons différentes 1 
(2) Recombinaisons intra-chromosomiques 
Afin que chaque gamète obtienne exactement l'un des deux chromosomes de chacune des 23 
paires de chromosomes homologues, ceux-ci sont physiquement regroupés par paires avant 
la division cellulaire. À ce moment, alors que les deux chromosomes homologues d'une paire 
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sont alignés et très rapprochés l'un de l'autre, il peut se produire un phénomène d'enjambe-
ment (crossover) . Lors de ce phénomène, les deux chromosomes s'attachent aléatoirement 
en un point précis le long de la séquence (le même locus sur les deux chromosomes) , puis se 
détachent. Cependant , la partie gauche (étiquette arbitraire) du chromosome M (hérité de 
la mère) se retrouve alors avec la partie droite du chromosome P (hérité du père), plutôt 
qu 'avec la partie droite du chromosome M. Les deux chromosomes se trouvent alors à avoir 
été croisés ( crossover) en un point aléatoire . Les gamètes résultants ne possèderont alors 
pas aléatoirement soit le chromosome hérité de la mère ou bien celui provenant du père, 
mais plutôt une re-combinaison aléatoire des deux. 
Il est à noter que plus d'un enjambement peuvent se produire entre deux chromosomes 
homologues, résultant en deux chromosomes plusieurs fois recombinés (en plusieurs points 
de recombinaison) . Ainsi , si un nombre pair d 'enjambements se produisent entre deux gènes, 
les allèles de ces deux gènes se trouveront alors conservés ensemble sur les chromosomes 
résultants . 
Les mécanismes de brassage génétique reliés à la reproduction sexuée décrits ici , soient les 
recombinaisons inter- et intra- ch romosomiques, impl iquent trois générations, soient (1) les 
parents du reproducteur , (2) le reproducteur et (3) les enfants du reproducteur . Toutes 
les cellules du reproducteur contiennent les mêmes 46 chromosomes, soit, pour chacune 
des 23 paires, un chromosome hérité de sa mère , et l'autre de son père . Chaque gamète 
qu'il produira contiendra 23 chromosomes, c'est-à-dire , aléatoirement pour chacune des 
23 paires , soit le chromosome qu 'i l a lui-même (le reproducteur) hérité de sa mère , soit 
celui provenant de son père , ou bien encore une re-combinaison des deux (recombinaison 
intra-ch romosomique ). 
1.1.3 SNP : unité statistique 
Le génome humain ne montre aucune variation, ou polymorphisme (coexistence dans une 
population de plusieurs allèles pour un gène ou un nucléotide) , sur plus de 99 % de sa 
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séquence nucléotidique. Autrement dit, tous les individus possèdent exactement la même 
séquence sur plus de 99 % du génome. La variation qui existe est causée par des mutations 
qui surviennent lors de la méiose et qui permettent au génome d 'évoluer et de s'adapter à 
son environnement changeant. Ces mutations comportant un important aspect aléatoire , il 
n'est pas ra re qu'elles aient un impact néfaste sur le phénotype d 'un organisme, contribuant 
parfois à causer certaines malad ies . 
De plus en plus de ces polymorphismes sont maintenant bien documentés et constituent 
des marqueurs génétiques dont on connait les loci précis dans le génome ainsi que leurs 
différents allèles retrouvés dans la population . Les SNPs (single-nucleotide polymorphisms) , 
prononcés « snip », forment la majorité de l 'ensemble des variations génétiques humaines 
et constituent la forme la plus simple de marqueurs génétiques. Ils sont constitués d 'un seul 
nucléotide et presque tous ont seulement deux allèles possibles (sur une possibilité théorique 
de 41 = 4). Deux SNPs sur trois ont les allèles C et T. Il est important de savoir qu'une 
grande partie des SNPs n'ont aucune influence sur le phénotype de l 'individu porteur, soit 
parce qu ' ils se trouvent dans une région intergénique de l 'ADN (pas dans un gène) , ou bien 
pour des raisons biochimiques qu 'il est inutile de décrire ici . 
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Figure 1.1 Polymorphisme nucléotidique. Séquence homologue située sur le chromosome 
Y , chez 5 individus. Trois SNPs consécutifs sont mis en évidence et numérotés. 
La figure 1.1 montre un exemple de SNPs sur une courte séquence tronquée du chromosome 
Y de 5 ind ividus. Chez l 'humain , le chromosome 23 est aussi appelé chromosome sexuel , 
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car il détermine le sexe de l 'individu . Les femmes possèdent deux chromosomes homologues 
X , alors que les hommes n'en possèdent qu'un , associé avec un chromosome Y. Ainsi , 
un ovule contient toujours un chromosome X, et c'est le spermatozoïde qui détermine le 
sexe du nouvel individu formé, selon qu 'il contient un chromosome X ou Y . Puisque les 
chromosomes X et Y ne recombinent pas sur 95 % de leur séquence et que les porteurs 
d'un chromosome Y n'en possèdent qu 'une seule copie, cette séquence d'ADN constitue 
un exemple simplifié pour comprendre certains concepts de base , faisant abstraction de la 
diploïdie du reste du génome, ainsi que des recombinaisons intra-chromosomiques. 
1.2 Théorie de la coalescence 
La méthodologie utilisée dans cet ouvrage (MapARG, chapitre 11 ) se base sur des principes 
mathématiques de la théorie de la coalescence, initialement développée au début des an-
nées 1980 par John Kingman (1982 , 2000) . Le processus de coalescence est un processus 
stochastique qui permet de modéliser la généalogie d' individus dont on ne con nait pas les 
liens de parenté . Les princi pes de base de la théorie seront exposés dans cette section , ain-
si que ceux qui sont requis pour la compréhension du problème. Le lecteur qui désirerait 
approfondir ses connaissances sur le sujet peut se référer aux ouvrages suivants : Wakeley, 
2009 et Hein et al., 2005. 
En génétique, la théorie de la coalescence est un modèle rétrospectif de la génétique des 
populations. Ce modèle ret race tous les allèles d'un gène partagé par tous les membres d 'une 
population à un seul exemplaire ancestral, l 'ancêtre commun le plus récent, ou MRCA (Most 
Recent Common Ancestor) . Les relations d 'héréd ité entre les allèles sont généralement 
représentées par une généalogie, ressemblant à un arbre phylogénétique. La compréhension 
des propriétés statistiques de cette généalogie sous ~ifférentes hypothèses forme la base de 
la théorie de coalescence. 
Des modèles de dérive génétique sont créés en reculant dans le temps. Dans le cas le 
plus simple, la théorie de la coalescence suppose l 'a bsence de recombinaison, de sélection 
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naturelle, de migration des gènes et de structure de la population. De récentes avancées 
permettent cependant d'étendre la théorie de base en y incluant de la recombinaison , de la 
sélection, et pratiquement n'importe quel modèle évolutif ou démographique dans l 'analyse 
génétique de la population . 
1.2.l Nature des données 
Les données prennent la forme de séquences homologues d 'ADN , donc provenant de la 
même région génomique, comme par exemple un gène précis ou bien une section plus large 
mais précise d 'un chromosome particulier. À partir de ces séquences génétiques observées 
aujourd 'hu i, nous cherchons à comprendre différents aspects de la généalogie qui les relie 
entre elles jusqu 'à leur ancêtre commun. 
La figure 1.2 montre à titre d'exemple une infime partie de la séquence d 'ADN du chro-
mosome Y (qui compte environ 50 millions de nucléotides) de 5 individus. Les séquences 
sont alignées, c'est-à-dire que les nucléotides homologues sont alignés les uns vis-à-vis des 
autres. Puisque seule la variation dans les séquences contient de l 'i nformation et est sus-
ceptible de nous intéresser, seuls les allèles des marqueurs , dans ce cas-ci des SNPs, sont 
conservés. Comme nous le verrons plus loin, la position précise de ces SNPs est également 
très importante dans la méthode. Aussi, puisque les SNPs sont binaires, les données peuvent 
alors être transformées en bits. Comme nous le verrons plus loin , sous un modèle de sites 
infinis et sous l 'hypothèse que nous connaissons l 'all èle primitif, celui-ci prend la valeur 0 
alors que l'allèle mutant prend la valeur 1. 
Lorsque nous comparons des «séquences», il est sous-entendu qu ' il s'agit de séquences 
homologues. Sauf lorsque précisé, il peut tout aussi bien s'agir de simples nucléotides, de 
courtes séquences (quelques nucléotides), de gènes ou même de chromosomes entiers. Il 
ne s'agit pas nécessairement de séquences de nucléotides consécutifs sur l'ADN, mais les 
séquences comparées sont toujours homologues, c'est-à-dire que chaque séquence contient 
les mêmes nucléotides (mêmes positions sur l 'ADN). 
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... 0 0 1 0 1 1 0 0 0 1 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 1 1 1 1 1 1 1 0 0 0 0 1 1 1 0 .. . 
U'J ... 1 0 0 1 1 1 1 1 1 1 1 0 1 0 1 1 l 0 0 1 0 0 1 0 1 0 0 1 1 0 1 1 1 1 u 0 1 1 0 0 1 1 0 u 1 0 1 .. . 
.j-1 
.:.0 .. .1 1 0 1 1 1 0 0 1 1 1 0 1 1 0 1 0 0 1 1 1 0 0 0 0 0 1 1 0 1 0 1 1 1 0 1 1 0 1 0 1 1 0 0 0 1 0 .. . 
. . . 0 0 0 0 1 0 0 l 1 0 l l 0 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 0 0 1 1 0 1 l 0 1 0 1 0 1 1 1 0 1 1 0 .. . 
. . . 0 0 0 0 0 0 0 0 0 1 0 0 0 1 1 0 0 1 1 0 0 0 11 1 l 1 () l l 0 0 1 1 l 1 Cl 0 0 0 0 l 0 0 0 Cl 0 .. . 
Figure 1.2 Structure et provenance des données . Haut : séquences homologues du chro-
mosome Y de 5 individus . Les nucléotid es autour des SNPs sont numérotés . Milieu : Seuls 
les SNPs , qui contiennent de la variation, sont conservés pour analyse. Bas : Les SNPs 
éta nt binaires, leurs allèles sont transform és en bits. 
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1.2.2 Modèle de Wright-Fisher 
R.A. Fisher (1930) et S. Wright (1931) ont développé un modèle simple pour décrire la 
relation généalogique qui relie plusieurs séquences homologues entre elles. Ce modèle est 
basé sur six hypothèses : 
1. générations discrètes ; 
2. individus haploïdes ; 
3. taille constante de la population 
4. absence de sélection (valeur adaptative éga le des individus) ; 
5. absence de structure géographique ou sociale de la population ; 
6. absence de recombinaison. 
Alors que, comme nous le verrons, l'hypothèse 6 est déjà assouplie dans le modèle utilisé 
par la méthode MapARG, l'objectif de cet ouvrage ne pourrait être atteint sans également 
assouplir l'hypothèse 2, dont les difficultés seront étudiées au chapitre Ill. La figure 1.3 
montre un exemple d'une généalogie qui suit le modèle de Wright-Fisher dans sa forme la 
plus simple, soit une population de taille constante de 12 séquences haploïdes qui meurent 
à la naissance de chaque nouvelle génération discrète. À partir des séquences observées 
aujourd'hui (génération du bas) , on remonte dans le temps (vers le haut) en choisissant 
aléatoirement pour chaque séquence son parent parmi les séquences de la génération pré-
cédente (en haut de sa génération), avec remise . 
1.2.3 Graphe de recombinaison ancestral 
Le graphe de recombinaison ancestral, ou ARG (Ancestral Recombination Graph , Griffiths 
et Marjoram, 1996), outil fondamental de la méthode MapARG, est la construction mathé-
matique d'une généalogie possible reliant des séquences observées à leur MRCA, en utilisant 
trois types d'évènements possibles. Ces trois évènements, soient la coalescence, la mutation 
et la recombinaison, seront ajoutés un à un à la description de notre modèle d'ARG . 
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Figure 1.3 Exemple d'une généalogie suivant le modèle de Wright-Fisher. Les lignées 
sont démêlées à droite. Une population constante de 12 séquences haploïdes évolue sur 
16 générations discrètes . Les points représentent les séquences et une rangée de points 
correspond à une génération. La généalogie se construit en remontant dans le temps (vers 
le haut) en associant à chaque séquence un parent parmi les séquences de la génération 
précédente (en haut) , aléatoirement avec remise (segments gris) . 
1.2.3.1 Coalescence 
Lorsque deux séquences ou plus choisissent le même parent , il y a coalescence de leurs 
lignées. La figure 1.4 montre une généalogie simulée des séquences de la génération obser-
vée, ainsi que son arbre de coalescence, dans lequel la longueur des branches correspond 
au temps d'occurrence des coalescences de deux lignées . Le nombre de lignées diminue à 
mesure qu 'elles coalescent , jusqu 'à ce que l'on atteigne le MRCA (en noir) . 
À chaque nouvelle génération (en remontant dans le temps), deux lignées données vont 
coalescer avec probabilité f:t, où N est la taille (constante, ici 12) de la population . Le 
temps avant qu'elles coalescent, en nombre de générations, suit donc une loi géométrique 
de paramètre f:t . En supposant N très grand (2: 10 000) et que seulement deux lignées 
peuvent coalescer à la fois , il existe (~) couples possibles de lignées qui peuvent coalescer 
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Figure 1.4 Arbre de coalescence. Gauche: La généalogie et le MRCA des séquences de la 
génération observée (la plus récente, en bas) sont en noir. Droite : Arbre de coalescence . La 
longueur des branches correspond au temps d 'occurrence des coalescences de deux lignées. 
lorsqu 'i l en reste n à relier. En notant alors T(; le temps (en nombre de générations) avant 
qu 'i l y ait coalescence de deux lignées, la probabilité que la prochaine coa lescence se produise 
au temps k peut être approxi mée par 
[ (n) 1 ] k-l (n) 1 P(T(; = k) = 1 - 2 N 2 N . 
En génétique, un échantillon de ne séquences provi ent habituell ement d'une population de 
taille N beaucoup plus grande. En supposant n :S: ne« Net une échelle de temps continu 
x = ~. cette distribution peut être approximée par une loi exponentielle de taux G) 
P (Të :S: x ) = 1- e-G)x. 
Ainsi, pour simuler une généalogie reliant ne séquences tirées d 'une population de taille 
N à leur MRCA, il suffit, pour chacun des ne - 1 évènements de coalescence nécessaires, 
de simuler un temps d'attente et de choisir aléatoirement une paire de lignées parmi les n 
restantes, jusqu'à ce qu'il n'en reste qu 'une seule, correspondant au MRCA. 
« < > » 
16 
1.2.3.2 Mutation 
Les mutations seront modélisées selon le modèle de mutations à sites infinis : nous assumons 
que les mutations sont des évènements rares et qu 'elles ne peuvent se produire qu 'une 
seule fois sur un SNP donné. Ainsi , en notant tous les SNPs du MRCA par 0, chacun 
des SNPs des séquences observées sera soit identique au SNP correspondant du MRCA 
et conservera l'allèle 0, soit il aura subi une mutation quelque part le long de sa lignée et 
prendra alors l 'allèle 1 ; nous y reviendrons. De plus, rappelons que selon l'hypothèse 4 du 
modèle de Wright-Fisher, les mutations sont neutres et n 'exercent donc aucune influence 
sur la structure de la généalogie . 
Lorsqu 'une mutation survient, tous les descendants et seulement les descendants de la 
séquence mutée porteront l 'a llèle 1 au SNP muté. Autrement dit , en construisant une 
généalogie en remontant dans le temps à part ir d 'un échantillon de séquences observées, 
pour que la mutation d ' un SNP puisse être créée , il ne doit pas rester plus d'une seule lignée 
portant l 'allèle 1 à ce SNP. De la même manière, seuls les couples de lignées identiques, 
donc portant exactement les mêmes mutations , peuvent coalescer. La f igure 1.5 illustre 
deux mutations dans la généalogie vue précédemment. 
Les mutations surviennent de façon indépendante pour chacune des lignées . Ainsi, nous 
noteronsµ la probabilité qu'une mutation se produise sur une lignée entre deux générations. 
Tout comme pour la coalescence , le temps, en nombre k de générations, avant qu 'une 
mutation survienne lorsqu 'il reste n lignées, noté TM, suit une loi géométrique de paramètre 
nµ: 
P (TM = k) = (1 - nµ)k-i nµ , 
qui peut aussi être approximée sur une échelle de temps continu x = ~ par une loi expo-
nentielle de taux n/ : 
où e = 2 µN est le taux de mutation dans la population . 
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Figure 1.5 Arbre de coalescence avec mutations. Gauche : Deux mutations sont simulées 
dans la généalogie. Toutes les séquences d 'une lignée qui sont situées en dessous de l 'appa-
rition d 'une mutation portent cette derni ère. Droite : Arbre de coalescence avec mutations. 
La hauteur des points de mutation correspond à leu r temps d 'occurrence. 
Comme les coalescences et les mutations se produisent de façon indépendante, le temps T n 
avant qu 'un de ces évènements survienne suivra une loi exponentielle de taux 
(;) ne n (n - 1 + e) +-2 = 2 
1.2.3.3 Recombinaison 
La création d 'un évènement de recombinaison dans un processus de coalescence est moins 
triviale qu 'une coalescence ou une mutation . La recombinaison est cependant nécessaire à 
l 'é laboration d 'un modèle mathématique de généalogies compatible avec la réalité diploïde 
de la génét ique humaine. Hudson propose dès 1983 l ' inclusion des recombinaisons dans le 
processus de coalescence . Pour créer un tel évèn ement à partir d 'une séquence (en remontant 
dans le temps) , un site de recombinaison est choisi aléatoirement le long de la séquence. 
Ainsi , la section de la séquence qui est située d 'un côté du site de recombinaison proviendra 
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d'un parent, et l'autre section , de l'autre parent. Chacune de ces deux nouvelles séquences 
partielles (les parents de la séquence) se verra complétée par une séquence temporaire 
partielle non ancestrale, c'est-à-d ire ne provenant pas de l 'éventuel MRCA. En fait , lorsqu ' il 
n 'y a pas de recombinaison entre une séquence et ses parents, c'est que toute la séquence 
provient d'un seul de ses parents , et on ne s'intéresse pas à l'autre parent, qui est non 
ancestral. 
En notant r la probabilité qu 'une recombinaison se produise sur une lignée entre deux 
générations, le temps , en nombre k de générations, avant qu 'une recombinaison survienne 
lorsqu'il reste n lignées , noté TJl, suit une loi géométrique de paramètre nr : 
P (TJl = k ) = (1 - nr)k-I nr , 
qui peut être , encore une fois, approximée sur une échelle de temps continu x = ft par une 
loi exponentielle de taux ~ : 
!!:..2 P (T n < x) = 1 - e- 2 x R - , 
où p = 2 r N est le taux de recombinaison dans la population. En incluant les recombinai-
sons, le temps rn avant qu'un évènement surgisse suivra une loi exponenti elle de taux 
La figure 1.6 illustre un exemple d'ARG pour rel ier 4 séquences de 8 SNPs à leur MRCA. 
Dans cet ARG, 7 évènements sont nécessaires pour atteindre le MRCA. Une application 
de l'ARG consiste à en générer plusieurs qui sont compatibles avec un échantillon de sé-
quences observées, et d'évaluer la vraisemblance de cet échantillon en conditionnant sur 
tous les ARGs possibles. Il est important de noter que, contrairement à l 'arbre de coales-
cence, qui constitue un processus de mort , l 'ARG est un processus de naissance et de mort. 
Conséquemment, il n'existe pas un nombre fini d'ARGs possibles pour relier un échantillon 
de séquences à leur MRCA. Étant donnée cette limitation, nous verrons au chapitre Il com-
ment MapARG utilise l'échantillonnage pondéré (importance sampling) pour parvenir à ses 
fins . Par contre , puisque le taux de recombinaison ~ est linéaire en n et que le taux de 
coalescence G) = n22n est quadratique, le MRCA est assuré d 'être atteint. 
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Figure 1.6 Arbre de recombinaison ancestral. Exemple d 'un ARG possible pour re lier 
4 séquences de 8 SNPs (en bas) à leur MRCA. Sept évènements sont utilisés, soient 4 
coalescences, 2 mutations et 1 recombinaison . Les allèles ancestraux primitifs sont gris, les 
allèles ancestraux mutés en couleurs et les non ancestraux en blanc . 
1.3 Cartographie génétique 
La cartographie génétique a pour but d'annot er la séquence d'ADN humain , longue de plus 
de 3 milliards de nucléotides, c'est-à-dire de déterminer la fonction de segments précis ou 
même de nucléotides dans les processus biologiques normaux et/ ou anormaux , tels que des 
maladies. MapARG, qui sera développée au chapitre I l , est une méthode de cartographie 
génétique fine visant à local iser le plus précisément possible un nucléotide dont la mutation 
aurait une influence significative sur un phénotype tel qu'une maladie. Elle est basée sur un 
processus de coalescence, et plus spécifiquement fait usage de l 'ARG tel que nous venons 
de le décrire. 
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NOTATIONS DU CHAPITRE 1 
Tai lle de la popu lation. 
Ta ille de l 'échantillon . 
Nombre de lignées restantes à un moment donné. 
Taux de mutation sur une lignée entre deux générations. 
Tau x de mutation dans la popu lation . 
Taux de recombina ison sur une lignée entre deux générations. 
Taux de recombinaison dans la population . 
Temps avant qu'il y ait une coalescence, une mutation ou une recombi-
naison, respectivem ent , lorsqu'il reste n lignées. 
Temps avant qu'il y ait un évènement, lorsqu'il reste n lignées. 
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2.1 Liaison génétique et déséquilibre de liaison 
Les généticiens T. Morgan et A. Sturtevant réalisent la première carte génétique en 1913, 
sur le chromosome X de la drosophile . Depuis, différents types de méthodes de cartographie 
génétique ont été développés. 
La méthode de cartographie génétique fine MapARG, présentée dans ce chapitre , repose 
sur le déséquilibre de liaison (Linkage Disequilibrium, ou LD), à travers un processus de 
coalescence. La lia ison génétique (genetic linkage) est la tendance qu 'ont deux marqueurs 
situés à proximité sur le même chromosome à être transmis ensemble lors de la méïose. 
Le taux de recombina ison par méïose (par génération) entre deux marqueurs situés sur 
deux chromosomes différents est de ~, en raison de la recombinaison inter-chromosomique 
(page 7). Il est cependant inférieur , entre deux marqueurs situés sur le même chromosome. 
De fait, plus deux marqueurs sont rapprochés, plus faible est la probabilité de recombinaison 
intra-chromosomique entre eux, et donc plus forte est leur liaison génétique. 
Lorsqu'une nouvelle mutation survient sur un nucl éotide jusqu'ici monoallélique , le nouvel 
allèle est associé aux allèles présents sur le chromosome sur lequel il est apparu . Après 
quelques générations, les recombinaisons feront en sorte qu ' il deviendra de moins en moins 
associé à ces allèles, particulièrement avec ceux des nucléotides éloignés sur le chromosome. 
Selon le modèle d 'Hardy-Weinberg, si on laisse assez de temps, et si l'allèle ne subit pas 
l'extinction , il deviendra éventuellement en équilibre avec toute la variation nucléotidique 
présente dans la population . Cependant, les processus évolutifs tels que la sélection naturelle , 
la dérive génétique, les mutations et la migration agissent en réalité trop rapidement pour 
que ceci ait le temps de se produire . 
Supposons deux SNPs a et (3 , situés sur le même chromosome. Nous noterons PA. Pa. PB 
et Pb les proportions dans la population des haplotypes porteurs des allèles A et a au SNP 
a , B et bau SNP (3, respectivement. Ainsi , PA + Pa = 1 =PB + Pb· Nous noterons aussi 
PAB· PAb. PaB et Pab les proportions des haplotypes AB, Ab, aB et ab dans la population , 
et donc PAB + PAb + PaB + Pab = l. Si tous ces allèles sont en équilibre d 'Hardy-Weinberg 
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dans la population, alors on aura que PAE =PAPE, PAb = PAPb· PaE = PaPE et Pab = PaPb · 
Dans cet exemple de 9 haplotypes : 
t: t: t: t: t: t: t: t: t: 
on voit que 
PAE = ~ = PAPE= (~) (~) 36 81 
Cependant, si l'un des haplotypes, disons AB , se retrouve plus souvent qu 'attendu dans la 
population, c'est-à-dire que PAE »PAPE. alors on dit que ces allèles sont en déséq uilibre 
de lia ison , ou LD . Par exemple : 
t: t: t: t: t: t: t: t: t: 
Dans ce cas , on a 
PAE = i > PAPE= (~) (~) 25 81 
Il existe plusieurs mesures statistiques simples pour mesurer le degré de LD entre deux 
SNPs. L'une des plus utilisées est 
ID'I = IPAE - PAPE 1, 
Dmax 
où { 
min(PAPE , PaPb), 
Dmax = 
min (PAPb, PaPE) , 
si PAE < PAPE; 
si PAE >PAPE · 
Une valeur de ID'I de 0 signifie que les SNPs a et /3 sont en équilibre de liaison , alors 
que ID'I = 1 indique une dépendance complète. La figure 2.1 montre un exemple de ID'I 
calculé sur un échantillon d 'haplotypes. Certain es méthodes simples de cartographie géné-
tique consistent à calcul er une telle mesure de LD entre un phénotype binaire et chacun des 
SNPs disponibles dans un échantillon . L'hypothèse est que les SNPs se trouvant près d'une 
mutation influençant le phénotype seront en fort LD avec ce dern ier. MapARG est aussi 
fondée sur la présence de LD , mais en utilisant l ' information de tous les SNPs disponibles 
de façon non indépendante. 
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Témoins 
Figure 2.1 Déséquilibre de liaison mesuré par [D '[, entre toutes les paires de SNPs , pour 
les cas et les témoins d'un échantillon d'haplotypes génotypés sur 400 SNPs. Chaque petit 
carré représente le \D'\ calculé entre deux SNPs, où blanc = 0, noir = 1 et 254 teintes 
de gris illustrent les valeurs intermédiaires . Le rouge illustre le \D'\ entre le TIM (discuté 
plus bas) et tous les SNPs. Il s'agit donc de deux demi-matrices, l'une pour les cas (haut), 
l'autre pour les témoins (bas). Près de la ligne horizontale médiane, le [D'[ correspond à 
des SNPs rapprochés , alors que le [D'[ entre des SNPs éloignés se retrouve loin de la ligne. 
On peut aisément identifier des blocs de LD plus ou moins gros , le long de la ligne médiane , 
séparés par des points forts de recombinaison (hotspots) . De plus, il appert évident que le 
LD est globalement plus important chez les cas, indiquant une divergence génétique dans 
cette région entre les cas et les témoins. 
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2.2 Objectif de la méthode 
MapARG est une méthode proposée relativement récemment (Larribe , 2003 ; Larribe et 
al., 2002). Quoiqu 'elle ait déjà démontré sa capacité à localiser correctement une mutation 
causale dans de réelles banques de donn ées, MapARG est encore aujourd 'hui en phase de 
développement et d 'amélioration. Comme son nom le suggère, cette méthode est basée 
sur la construction de graphes de recombinaison ancestraux ( «ARG») pour cartographier 
( «Map») un segment d'ADN , plus spécifiquement pour localiser un e mutation influençant 
un caractère ou TIM (Trait lnfluencing Mutation) . Cette section décrit le fonctionnement 
de MapARG tel qu 'il est aujourd'hui, en mentionnant parfois de récentes mod ifications . Le 
lecteur peut se référer aux notations mathématiques à la fin du présent chapitre (page 41 ) 
afin de se remémorer la signification d'un terme. 
2.2.1 Nature des données 
MapARG cherche à extraire de l'i nformation , contenue dans les données disponibl es, su r 
la position d 'un TIM . Ces données prenn ent la forme d 'un écha ntillon d 'individus , certains 
exprimant le caract ère d ' intérêt, par exem ple une maladie (ce sont les cas) , et d 'autres pas 
(ce sont les témoins) . Tous ces individus sont génotypés pour une liste précise de marqueurs 
génétiques. Ces marqueurs génétiques sont des SNPs avec deux allèles possibles et sont donc 
binaires, comme le phénotype , qualitatif, qui ne peut pren dre que deux états. 
2.2.2 Idée générale 
Avant d 'entrer dans les détai ls de la méthode , il est important d 'en comprendre l' idée géné-
rale. En théorie, il existe une et une seule généalogie reliant correctement tous les individus 
de notre échantillon à leur plus récent ancêtre commun (MRCA). Cet arbre généalogique 
réel est cependant inconnu . Il est toutefois possible de construire des ARGs reliant tous les 
individus de l'échantillon à un MRCA et qu i sont compatibles avec les donn ées. 
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Comme nous l'avons vu au chapitre I, le nombre d'ARGs compatibles avec un échantillon 
est infini, en raison des évènements de recombinaison. Cependant, MapARG tire avantage 
du fait que certains ARGs sont plus probables que d 'autres . Ainsi , dans un premier temps, un 
ARG est construit aléatoirement , suivant une certaine distribution des évènements possibles. 
Puis, dans un deuxième temps , la probabilité de la position du TIM est estimée pour 
plusieurs positions le long de la séquence. Cette probabilité correspond en fait à la probabilité 
d'observer les données si le TIM était à cette position et que cet ARG représentait la 
vraie généalogie de l'échantillon. Plusieurs ARGs (des millie rs, voire des millions) sont ainsi 
construits aléatoirement, et une vraisemblance est obtenue pour chaque position par une 
moyenne pondérée des probabilités calculées à cette position . Une courbe permet ensuite de 
visualiser la vraisemblance de la position du TIM le long de la séquence d'ADN (figure 2.2). 
0.0 0.2 0.4 0.6 0.8 1.0 
Xr(Mb) 
Figure 2.2 Courbe de vraisemblance obtenue par la méthode MapARG (en bleu) . La 
position en Mb de chacun des SNPs est dénotée par un court trait vertical le long de 
la séquence (axe des abscisses), alors que le log de la vraisemblance obtenue le long de la 
séquence est projeté sur l'axe des ordonnées. La position réelle du TIM recherché est dénotée 
par une droite verticale rouge alors qu'un petit triangle bleu indique sa position estimée par 
MapARG, soit celle du maximum de vraisemblance . Dans cet exemple la position estimée 
tombe très près de la position réelle du TIM . Détails techniques : ce résultat a été obtenu 
avec un échantillon simulé de 100 cas et 100 t émoins , sur une séquence de 400 SNPs étalés 
sur 1 Mb, à l'aide de fe nêtres de 6 SNPs incrémentées de 1. 
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2.2.3 Vraisemblance 
Soit Ho un échantillon d'haplotypes de L SNPs de positions connues sur un segment d 'ADN 
de longueur R. Nous noterons Xs la position du SNP s, en Mb , où s = 1, . .. , L tel que 
0 = Xi < X2 < ... < XL = R, et xr notera la position du TIM . La méthode consiste 
conséquemment à estimer la vraisemblance 
L(xr) = Qx,. (Ho) = Q(Hol xr ) , 
Dans le but d'alléger la notation, QxT sera parfois noté Q. 
2.3 Échantillonnage pondéré 
La construction d ' un ARG implique le passage de l'état H0 , (l 'échantillon d 'haplotypes 
observés) à l'état H7 • (le MRCA) en passant par plusieurs états H 1, .. . , H7 , ... , Hr·-1 . 
où un état Hr correspond aux haplotypes restants après le Te évènement (de coalescence , 
mutation ou recombinaison). Une fo is un ARG construit, on peut calculer sa probabilité , 
conditionnellement au paramètre xr , en redescendant , à partir du MRCA, j usqu 'à H0 . 
Comme il s'agit d'un processus markovien et que la probabilité d 'un état ne dépend du 
passé que par l'état précédent, on peut obtenir l'équation de récurrence : 
QxT (Ho, .. ., Hr•) := Q(Ho, .. ., Hr•) = Q(HoJH1) Q(H1 , .. ., Hr•) 
= Q(HolH1) Q(H1I H2) Q(H2, .. ., Hr·) 
= Q(Hol H1) Q(H1 IH2) Q (H 2J H 3) Q(H3, .. ., Hr·) 
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Puisque l'on suppose que le MRCA est connu et unique (allèle 0 à tous les SNPs), on a 
que Q(H7 ·) = 1 et donc 
T*- 1 
QxT (Ho, ... , HT·) =II QxT (HT IHT+l)· 
T=O 
En supposant fini le nombre de généalogies compatibles avec H0 , on peut calculer la pro-
babilité d 'un ARG en considérant tous les ARGs possibles. Ainsi, en sommant sur tous les 
états possibles une étape en remontant dans le temps, on a 
Q(HT) = L Q(HTI HT+l) Q(HT+ l) , (2. 1) 
H .,. +1 
et on obtient l 'équation de récurrence : 
QxT(Ho) = Q(Ho) = L Q(HolH1) Q(H1) 
H1 
= L (Q (Hol H 1) L Q(H1 IH2) Q(H 2) ) 
H1 H2 
= L ( Q(Hol H1) L ( Q(H1IH2) L Q(H2IH3) Q(H3))) 
H1 H2 H3 
= L ( Q(HolH1) L ( Q(H1IH2) ... L Q(HT·-1 IHT*) Q(HT· )) ) 
H 1 H 2 H.,.. 
= L (L (· .. L Q(HolH1 ) Q(H1IH2) ... Q(HT·-1 IHT. )) ) 
H1 H 2 H.,.. i 
H ., j;,._, Of QXT (HT IHT+l) ) . 
En connaissant tous les états possibles, la vraisemblance de xr pourrait ainsi être calculée. 
Ce calcul est cependant irréalisable en raison de l 'espace infini sur les ARGs. L'échan-
tillonnage pondéré nous permet néanmoins d 'utiliser une distri bution PxT pour générer un 
nombre fini d 'ARGs. L'espérance sur cette distribution nous donnera alors une estimation 
de la vra isemblance recherchée. L'équation 2.1 peut être réécrite sous la forme : 
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Q(Hr) = L Q (Hr JHr+1) Q(Hr+1) 
H -,. - 1 
~ P (Hr+1 IHr) 
= k.1 Q (Hrl Hr+1) P (Hr+1IHr) Q(Hr+1 ) 
= L h(HrJHr+1) P (Hr+1JHr) Q(Hr+1), 
H,._ 1 
où 
et donc 
La vraisemblance recherchée peut alors être réécrite sous la forme d'une espérance sur la 
distribution P xT : 
Q,r(Ho) = Q(Ho) ~ H ,, ;; __ ' C!t h(H.IH.+1) P(H,+dH,)) 
H ,, ;;_._,Cf( h(H,IH, +,) ) etr: P(H,HIH,)) 
~ Ep, T ['IT h(H, IH,+1 )] 
[
rll·-i Q(Hr JHr+1)] 
P (Hr+1 IHr) . 
r=O 
Quoiqu 'explicitement incalculable, cette espérance nous permet cependant d'estimer L (xr). 
la vraisemblance de la position du TIM , par une moyenne sur un certain nombre K d'ARGs 
générés selon la distribution P xT : 
(2 .2) 
Afin d 'estimer cette vraisemblance, il est nécessaire de connaître les deux distributions Q 
(chronologique) et P (en remontant dans le temps). 
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2.4 Coalescences, mutations et recombinaisons 
Rappelons que lors de la construction d'un ARG, chaque étape est constituée d'un évène-
ment parmi les trois types possibles : 
et Coalescence de séquences de types i et j compatibles en une séquence 
parentale de type k. Deux séquences de types i et j peuvent coalescer en 
une séquence parentale de type k si les SNPs ancestraux (0 ou 1) qu'elles 
possèdent en commun portent les mêmes allèles. Comme dans cet exemple, 
Mf (s) 
toute l ' information ancestrale est alors conservée : 
i 
j 
--1000-- ---.. 
--100010 -------- --100010 k 
Mutation au SNP s d'une séquence de type i en une séquence parentale 
de type j . Rappelons que les mutations sont modélisées selon le modèle de 
mutations à sites infinis, et qu 'elles ne peuvent donc se produire qu 'une seule fois 
sur un SNP donné. Conséquemment, un évènement de mutation , en remontant 
dans le temps , ne peut survenir que s' il ne reste plus qu 'une seule séquence 
portant l 'allèle muté (1) sur ce SNP s. Dans cet exemple , on suppose que la 
séquence i est la dernière à porter l'all èle muté au SNP s = 3 : 
i 00100010 00000010 j 
Recombinaison, dans l'intervalle s, d'une séquence de type i en deux sé-
quences parentales de types j et k . Une séquence entièrement non ancestrale 
(-) n'apportant aucune information sur la généalogie construite, seules seront 
possibles les recombinaisons dans un intervalle s où chacune des deux séquences 
parentales résultantes contient au moins 1 SNP ancestral (0 ou 1) . Ici , s = 4 : 
i 
« < > » 
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2.4.1 Taux et probabilités des évènements 
Après chaque évènement, lors de la construction d'un ARG , les probabilités des différents 
évènements devront être mises à jour en fonction des séquences restantes. Tout d'abord , le 
taux de coalescence ne dépendra que du nombre n de séquences restantes et, comme vu à 
la section 1.2 .3.1 , sera : 
1fC = (~) = ~(n - 1). 
Cependant , les taux de mutation et de recombinaison dépendront éga lement du nombre de 
SNPs ancestraux (0 ou 1) présents dans les séquences. Soient µs le taux de mutation par 
génération du SNP S, pour s = 1, .. . , Let es = 2 µSN le taux à l'échelle de coalescence. 
Le taux de mutation sur l'ensemble des SNPs est donc e = L s B.s. Nous noterons ns le 
nombre de séquences restantes contenant le SNP s sous forme ancestrale (ü ou 1). Ainsi , 
le taux de mutation sera donné par : 
où 
De la même manière , le taux de recombinaison à l' échelle de coa lescence entre les SNPs s 
et s + 1 est donné par Ps = 2 rsN. où rs est le taux par génération, pour s = 1, ... , L - 1. 
Ainsi, le taux de recombinaison sur toute la région entre les SNPs 1 et Lest p = L s Ps· 
Nous noterons n lsl le nombre de séquences restantes contenant au moins 1 SNP de chaque 
côté de l'interval le s sous forme ancestrale (0 ou 1) . Ainsi , le taux de recombinaison sera : 
où 
2 1 (3 = - - L nl sl Ps· 
np n s 
Donc, en remontant dans le temps, les probabilités que le prochain évènement T soit une 
coalescence, une mutation ou une recombinaison seront données par : 
Pr(C) ne n - 1 = , 
1fC + 1fM + 1fR n-l+ae+(3p 
P7 (M) 1fM ex e 
1fC + 1fM + 1fR n-l+ae +(3 p ' 
Pr (R) 1fR (3 p 
1fC + 1fM + 1fR n -l+ ae+(3p 
« < > » 
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2.4.2 Distribution Q 
Maintenant que nous avons la distribution sur le type du T e évènement, nous allons pouvoir 
obtenir la distribution Q xT(HrlHr+1) sur tous les évènements possibles des 3 types. Nous 
noterons ni le nombre de séquences de type i restantes , et donc n = L i ni. Si le T e 
évènement est une coalescence , il restera n - 1 séquences, à l'état H r+l· pouvant résulter 
d'une coalescence de deux séquences de l' état H 7 . De plus, s'il s'agit de la coalescence de 
séquences de types i et j en une séquence de type k, il restera nk + 1-Ôik - Ôjk séquences 
de type k, où Ôik = 1 si i = k et 0 sinon (et Ôjk = 1 si j = k et 0 sinon) . Si i = j = k , 
il restera donc nk - 1 séquences de ce type à l'état Hr+l · Ainsi , si le T e évènement est 
une coalescence, il s'agira d 'une coalescence d'une séquence de type i et d'une séquence de 
type j en une séquence de type k avec probabilité 
( nk + 1 - /ik - Ôjk ) 
(n ~ 1) nk + 1 - Ôik - Ôjk n - 1 
Si le T e évènement est un e mutation, d'une séquence de type i en une séquence de type 
j, il restera , à l'état H r+ l· n i - 1 séqu ences de type i, nj + 1 séquences de type j et 
donc n séquences. Pu isque la probabilité que la mutation survienne au SNP s est de *'6, 
la probabilité d'une mutation Mf (s) sera donc donnée par 
Enfin si le T e évènement est une recombinaison , d 'une séquence de type i en séquences de 
types j et k, il y aura ni- 1 séqu ences de type i, nj+l séquences de type j , nk+l séquences 
de type k et donc n + 1 séquences, à l'état H r+l· Il y a donc (n j{1) (nk{1) combinaisons 
possibles d 'une séquence partielle de gauche de type jet d'une séquence partielle de droite 
de type k. Cependant, puisque chaque type de séquence pourra it potentiellement servir de 
séquence partielle gauche ou droite , il y a 2(ni1) combinaisons possibles de 2 séquences 
dans H r+l· Comme la pro babilité que la recombina ison survienne dans l' intervalle s est de 
fp . la probabilité d 'une recombinaison Rik(s) sera donc donnée par 
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P T ( R i k ( s ) I R )  
Ps  (  n j  :  1 )  (  n k :  1 )  
~ p 
2
(n ; l )  
Ps ( n j  +  l ) ( n k  +  1 )  
~pn(n+ l) 
3 5  
E n  n o t a n t  H
7  
+  E  l ' é t a t  H
7
+ 1  r é s u l t a n t  d ' u n  é v è n e m e n t  E  à  p a r t i r  d e  l ' é t a t  H
7
,  o n  a  l a  
d i s t r i b u t i o n  c h r o n o l o g i q u e  Q  :  
P T ( C t l C )  P T ( C ) ,  
s i  E  =  C k  . .  
i J )  
Q x T ( H T I H T  +  E )  P T ( M j  ( s ) I M )  P T ( M ) ,  s i  E  =  M j  ( s ) ;  
P T ( R t ( s ) I R )  P T ( R ) ,  s i  E  =  R { k ( s ) ;  
n k + l - o ; k - o · k  
n - l + a  0+13~ ,  s i  E  =  C k  . .  
t ] ,  
f : l . , ( n j + l )  .  
n ( n - l + a f : l + , B p ) '  s i  E  =  M j ( s ) ;  
P s ( n j + l ) ( n , , + 1 )  .  k  
n ( n + l ) ( n - l + a l 1 + , B p ) '  S I E =  R i  ( s ) .  
A i n s i ,  l ' é q u a t i o n  2 . 1  d e  r é c u r r e n c e  d e v i e n t  ( s i m i l a i r e m e n t  à  c e l l e  p r o p o s é e  d a n s  L a r r i b e  e t  
a l . ,  2 0 0 2 )  :  
Q x T ( H T )  =  
" ' " '  n k  +  1  - 8  . k  - . r  .  
.  .  ~ i  U J k  
i , J ( s ; = s j , ' v ' s ; , s j E { 0 , 1 ) )  n  - 1  +  Q  ( )  +  ~ p  Q ( H T  + e t )  
+  2 =  
i  ( n ; = l )  
L  ( ) s ( n j  +  1 )  .  
s (  s ; = l ;  )  n(n-l+ae+~p) Q ( H T + M j ( s ) )  
S k j = l , ' i f k j = i  
+ 2 =  
L  Ps ( n j  +  l ) ( n k  +  1 )  
8
(  S i , S j E { O , l } ;  )  n(n+ l )(n -l +ne+~p) Q ( H T + R i k ( s ) ) ,  
( s +  l ) ;  , ( s +  l ) j  E { O , l }  
o ù  S i  d é n o t e  l ' a l l è l e  d ' u n e  s é q u e n c e  d e  t y p e  i  a u  S N P  s .  
«  
<  
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2.4.3 Distribution P 
La vraisemblance est estimée en utilisant une distribution proposée pour construire les 
graphes, distribution adaptée de Fearnhead et Donnelly, 2001 , et récemment implantée 
dans MapARG par Descary (2012). Cette distribution est très importante pour la méthode 
MapArg, car les inférences de la méthode dépendent en bonne partie de la qualité de cette 
distribution à construire des graphes qui décrivent des histoires pouvant adéquatement 
décrire l'évolution de l'échantillon . De nombreux travaux ont été présentés ces 20 dernières 
années sur cette question (Griffiths et Tavaré, 1994a ,1994b,1994c ; Kuhner et al., 1995 ; 
Stephens et Donnelly, 2000). Seules les grandes lignes étant ici présentées , le lecteur désirant 
plus de détails sur cette implantation peut se référer à ces ouvrages . Cette distribution 
proposée P est donnée par 
où 
<t>(jl Hr-i) 
</> (il H r -i)' si E = Mf (s); 
et <P (i lHr - i) représente la probabilité de piger aléatoirement une séquence de type i parmi 
une population , lorsque l'on a déjà pigé les séquences présentes dans H 7 - i. 
Cette distribution nous permet finalement d'estimer la vraisemblance de la position du TIM 
par l'équation 2.2 (page 31) , qui devient : 
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2.5 Vraisemblance composite 
La taille d 'un échantillon (le nombre d 'hapl otypes mais aussi le nombre de SNPs) est un 
facteur très important dans le t emps de calcul requis par MapARG . Avec la di spon ibil it é 
grand issante des donn ées génét iq ues , plus d'individ us génotypés sur plus de SNPs permet-
t ront d'obtenir de mei ll eurs résul t ats , plus précis et plus fia bles. Les capacités inform at iqu es 
n'étant toutefois pas infini es, quoiqu 'en constante progression, l' intégrati on de nouvea ux 
mod èles mathématiqu es visant à réduire les t em ps de calc ul devient in dispensa bl e. 
La vra isemblance composite est de plus en plus ut il isée en stat istique génétique (Larribe et 
Fearnhead , 2011 ) en ra ison de la qu antit é croissa nte de données disponibles et de leur dé-
pendance évidente du point de vue génét iqu e. Elle fut récem ment impla ntée da ns MapARG 
(Larribe et Lessard, 2008), rédu isant considérabl ement le temps de ca lcul et permetta nt 
ainsi l'util isati on de beaucoup de SNPs et d'échanti llons de grande taille. 
La vraisembl ance composite est appliquée dans MapARG à travers l'ut il isation partiell e des 
SNPs disponibles. L'ensemble des SNPs de l'échantillon est divisé en L - d + 1 fenêt res 
consécutives de d SNPs chacu ne (figure 2.3). Des ARGs sont construits avec les haplotypes 
parti els d' un e fe nêt re, et la vra isemblan ce L (xr lxs < xr < X 5 +1 ) est estimée par t outes 
les fenêt res g englobant l' intervall e s, soit l'ensembl e C s (rappelons que l'intervalle s est 
situé entre les SNPs s et s + 1) . 
... 0 0 0 l 0 0 0 110]0 0 101'11110 0 0 0 0 0 ' 0 0 0 0 l 0 0 0 1 l 1 0 0 1 0 l l 1 0 1 1 .. 
.. . 1 1 o J 1 1 1 1.olo o o o 1:1111 0 1 o 1 1 i o 1 i o 1 o 1 1 i o o i i o i 1 i 1 o i 1 o .. 
1 
... 0 0 1()0001111010 10010101 1 0 0 1 l 0 l 0 0 0 0 0 0 1 1 1 0 1 1001 0 0 0 1 1 1 .. 
. .. l l 0 0 l 0 l OIOll 0 1 0 010!01 0 1 1 1 1 1 1 1 0 1 0 J 1 1 0 1 0 1 0 0 0 0 1 1 1 0 1 1 .. 
.. . 0 101000101 1110!110111101101010l0001111101100101 .. 
Figure 2.3 Vra isemblance composite dans MapARG . Exempl e d' un e fenêt re de d = 6 
SNPs déplacée par in crément de 1 SNP, sur un échant illon de 5 haplotypes. Les 5 haplotypes 
partiels de la fen êt re cou rante sont en noir . 
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Nous noterons L8 ,9 (xr) la vraisemblance marginale de la position xr du TIM dans l' inter-
valle s donnée par les haplotypes de la fen être g. La vraisemblance composite (composite 
likelihood, CL) , pondérée uniformément par le nombre IGsl de fenêtres couvrant un inter-
valle s, est alors donnée par (Larribe et Lessard , 2008) : 
CL(xr) Il (TI Ls,g(xr) ) 1d.1 
s = l gEGs 
et on a donc 
CL(xr) 
Il est à noter que , à l'exception des d - 2 premiers et derniers intervalles, les L - 2d + 3 
autres intervalles seront englobés par d - 1 fenêtres , d'où l'importance de pondérer la 
vraisemblance . De plus, si d = L, alors CL(xr) = .Î(xr ). 
« < > » 
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2.6 Algorithme de MapARG 
Afin de bien saisir la structure de la méthode MapARG que nous venons de présenter, en 
voici les grandes étapes : 
1. Choisir l'ensemble des positions xr pour lesquelles CL(xr) sera évaluée; 
Il. Pour chacune des L - d + 1 fenêtres couvrant l'ensemble des SNPs de l'échantillon : 
Pour chacun des d - 1 intervalles situés dans la fenêtre : 
Pour chacun des K graphes à construire : 
Pour chaque éta pe T du gra ph e, tant que le MRCA n'est pas atteint : 
. Calculer QxT(H,. IHTu) = <l>(HT) . 1
• PxT (HT+1IHT) </> (HTu ) ' 
ii. Mettre à jour QxT (H-r) et PxT(Hr+1) ; 
111 . Générer un évèneme nt selon PxT(Hr +1 ) ; 
1v. Mettre à jour Hr+l 
Ill. Pour chaque position xr : 
Calculer CL(xr) ; 
IV. xr correspond au maximum de CL(xr ). 
2.7 Inférence sur l'allèle du TIM 
La méthode MapARG décrite dans ce chapitre cherche à connaître la position du TIM sur 
l'ADN (xr ). sous l'hypothèse que l'a llèle du TIM est connu pour chacun des haplotypes . 
C'est à partir du phénotype de chaque haplotype que cette information est inférée. Or, 
jusqu 'à maintenant, une maladie récessive et rare était assumée, et l'allèle du TIM était 
inféré directement du phénotype . Cependant, il est plutôt rare que l'allèle d'un TIM ne 
déterm ine directement le phénotype en question. C'est sur ce problème que l'on se penche 
au chapitre Ill. 
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3.1 Problématique 
Afin de localiser une mutation (TIM), la méthode de cartographie MapARG présentée au 
chapitre Il requiert un écha ntillon d 'haplotypes, ainsi que l 'allèle de ce TIM associé à chacun 
de ces haplotypes. Or, comme discuté au chapitre 1, les humains sont diploïdes. Pour une 
séquence d 'ADN , un individu possède deux haplotypes, l'un hérité de sa mère, l'autre de son 
père. De plus , pour un TIM cherché, il en portera deux allèles, l 'un situé sur son haplotype 
maternel, l'autre sur son haplotype paternel. Les données d 'un individu dans un échantillon 
utilisable par MapARG doivent donc être sous la forme d 'un diplotype , incluant les allèles 
au TIM : 
SNPs TIM 
haplotype 1 
haplotype 2 
10110010 
00100010 
0 
1 
Cependant , les données sont le plus souvent obtenues sous la forme de génotypes, où on ne 
peut distinguer sur quel haplotype se trouve chacun des deux allèles des SNPs pour lesquels 
l ' individu est hétérozygote, c'est-à-dire pour lesquels il possède deux allèles différents. De 
plus, le seul phénotype de l 'i ndividu ne nous informe pas directement sur les deux allèles 
qu 'i l possède au TIM, encore moins sur leur répartition dans ses deux haplotypes: 
SNPs phénotype 
10 OO 11 10 OO OO 11 OO 1 
Dans le passé, MapARG supposait un modèle récessif où le TIM était rare, ce qui fait que 
les allèles au TIM pouvaient être inférés à partir du phénotype, ma is ce modèle est très 
limitant . De ce fait , la f igure 3.1 montre un exemple de résultat de vraisemblance obtenue 
avec MapARG sur un échanti llon dont le modèle n'est pas récessif. En haut, la vraisemblance 
est obtenue en assumant que le modèle est récessif, et en bas la méthode présentée dans 
ce chapitre est d 'abord ut ilisée pour estimer les allèles au TIM de chaque individu . 
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Figure 3.1 Exempl e de résultats obtenus avec MapARG su r un éch antill on non récessif. 
La courbe de vraisemblance du haut est obtenu e en assum ant qu e le modèle est récessif, 
al ors qu 'en bas la méthode présentée dans ce chapitre est d' abord util isée pour estimer les 
allèles au TIM de chaqu e ind ividu . On peut noter la di ffé rence dans l'échelle des courbes de 
vraisemblance , ainsi qu e dans leur vari abilité. De plus, la position est imée du TIM , erronée 
avec la version naïve de MapARG, se t ro uve rétablie par l'estimati on préalabl e des all èles 
au TIM à l'aide de la méthode. Détails techniques : ces deux résultats ont été obtenus avec 
le même échantill on de 100 cas et 100 t émoin s dont les ph énotypes furent simulés avec 
le modèle de pénétrance F = {0,01, 0,02 , 0,1}. Séqu ence de 400 SNPs étal és sur 1 Mb ; 
fenêtres de 6 SNPs in crémentées de 1. 
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Plusieurs méthodes ont été développées dans les dernières années pour estimer les haplo-
types à partir des génotypes d'un échantillon, mais aucune ne permet d'estimer les allèles 
d'un TIM à partir du phénotype. Pour cette raison, un algorithme EM qui estime à la fo is 
les diplotypes et les allèles du TIM , à partir des génotypes et des phénotypes , a récemment 
été développé et implanté dans MapARG par Boucher, 2009. Nous nous attarderons à tester 
l'efficacité de cette méthode à estimer les allèles du TIM, indépendamment de l'estimation 
des diplotypes. Ainsi , nous assumerons que les données sont déjà phasées, c'est-à-dire que 
les diplotypes sont connus, et l'algorithme s 'en trouvera quelque peu simplifié. Le lecteur 
désirant connaître les détails de la méthode incluant l'estimation des diplotypes peut se 
référer au chapitre IV de l'ouvrage de Boucher . Nous nous concentrerons à développer ici 
une version de l'algorithme EM dans l' unique but d'estimer les allèles au TIM , car ceci est 
précisément un des objectifs du présent travail. 
3.2 Méthode 
3.2.1 Vraisemblance et étape M 
Nous noterons ô E {ü,l} l'allèle au TIM d'un haplotype. De plus , pour un individu , nous 
noterons cf> E {0,1} son phénotype et T = ô1ô2 son diplotype au TIM, où 151, Ô2 E {0,1} 
représentent l'allèle au TIM sur ses haplotypes maternel et paternel , respectivement. Nous 
noterons aussi V0 et V1 les distributions des haplotypes porteurs, respectivement , des allèles 
0 et 1 au TIM . Ainsi, Vi(h) dénotera la fréquence des haplotypes de type h parmi ceux 
qui portent l' allèle ô au TIM . Un modèle de pénétrance F = {fo, Ji , h } sera associé 
au TIM, où f i est la probabilité pour un individu d'avoir le phénotype cf> = 1 s' il porte i 
allèles 1 (mutant) au TIM. Enfin, pet f dénoteront respectivement les fréquences, dans la 
population , des haplotypes portant l'allèle ô = 1 au TIM et des individus diploïdes ayant le 
phénotype </J = 1. Le lecteur pourra se référer à la page 89 pour un rappel des notations du 
présent chapitre . 
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En supposant la population en équilibre d 'Hardy-Weinberg et que l'on connait p, f et F , 
la distribution des diplotypes au TIM par rapport au phénotype peut aisément être calculée 
(tableau 3.1) . La préva lence du phénotype </> = 1, soit f, est habituel lement conn ue. Si on 
ne connait pas p, soit la fréquence de l'a ll èle 1 au TIM dans la population, elle peut être 
obtenue de f et F (calcul détai ll é à la section 4.2 .1.1). Cependant , le modèle de pénétrance 
F étant souvent inconnu, une méthode pour l'estimer sera présentée au chapitre IV . 
Tableau 3.1 Distribution des allèles au T IM dans la population 
Phénotype 
Total 
</> = 0 </> = 1 
~ T = OO 1 (1 - f o) (1 - p)2 fo(l - p)2 1 (1 - p)2 1-
:::l T = 01 1 (1 - fi)p(l - p) fip(l - p) 1 p(l - p) ni 
(1) 
c. 
1 (1 - fi)p(l - p) fip(l - p) 1 p(l - p) >. T = 10 ...... 
.2 
.9- T = 11 
1 
(1 - h) p2 hP2 1 p2 Cl 
Total 1-f f 1 1 
Soit D un échantillon aléatoire simple de diplotypes tirés de la population et auxquels sont 
associés les phénotypes .P . Le même échantillon de diplotypes , mais incluant les TIMs (que 
l'on ne connait pas) , sera dénoté par D *. Connaissant le diplotype d = [h1,h2] d 'un individu , 
où h1 et h2 dénotent respectivement ses haplotypes maternel et paternel , la probabilité du 
diplotype T au TIM d' un individu est donn ée par 
P(T = 6162 1 d = [h1 ,h2], Vo,V1) P(h1l61) P(h2l62) P(T = 6162) 
Vi1 (h1) Vi2 (h2) P (T = 6162). 
Puisque le phénotype ne dépend du diplotype que par les allèles au TIM (à travers le 
modèle de pénétrance) , on peut déduire la probabilité conjointe du diplotype au TIM et du 
ph énotype : 
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P(T = ô1ô2 , c/J 1 d = [h1 ,h2], Va,V1) = P (c/; 1 T = ô1ô2 ,d,Va,V1) P(T = ô1ô2 1 d,Va,Vi) 
P (c/J 1 T = ô1ô2) P (T = ô1ô2) Vi 1 (h1) Vi2 (h2) 
P (c/J , T = ô1ô2) Vi1 (hi) Vi2 (h2). (3 .1) 
Les probabilités conjointes P( c/; , T = ô1 ô2) étant connues (tableau 3.1), on obtient : 
P(T =OO, c/J = 0 1 d, Va , V1) = Vo(h1) Va(h2) (1 - fa) (1 - p)2; 
P(T=Ol , c/J =Old, Va , Vi) = Va(h1 )V1(h2)(l-f1)p(l-p) ; 
P(T = 10, c/J = 01 d, Va , V1) Vi(h1) Vo(h2) (1 - fi)p(l - p) ; 
P (T = 11 , </J = 01 d, Va , Vi) = V1(h1 ) V1(h2) (1 - f2)p2; 
P(T =OO, c/J = 1 1 d, Vo, V1) Va(h1) Va(h2) fo (1 - p)2; 
P(T = 01 , c/J = 1 1 d, Va , V1) = Va(h1) V1 (h2) fi p(l - p) ; 
P (T = 10, </> = l Id, Va , V1) V1(h1) Va(h2) fip(l - p) ; 
P(T = 11 , c/J = 1 1 d, Va , Vi) V1 (h1) V1 (h2) h p2. 
Les individus éta nt indépendants entre eux, on obtient la probabilité conjointe par le produit 
des probabilités marginales, et la vraisemblance sur les données est donnée par : 
Lc(Va,V1) = P (D*, <I> 1 Va , Vi) 
= II p ( d:' </>i 1 Vci, V1 ) 
où d; est le diplotype d 'un individu i, incluant ses allèles au TIM. Comme P( </>i, 1i = ôf ô~) 
ne dépend pas des distributions à estimer, ma is seulement du modèle de pénét rance F et 
de la fréquence p de l'a ll èle 1 au TIM dans la population (tableau 3.1), la vraisemblance 
peut être réécrite sous la forme 
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qui est aussi équivalent à 
Lc(Vo,Vi). = K (F , p) II Vo(hrh 0 Vi(hrh 1 , 
h 
où mho est le nombre d'haplotypes de type h porteurs de l'allèle 8 au TIM dans D*. Ainsi, 
nous nous retrouvons de nouveau avec une vraisemblance de la famille exponentielle de 
lois, mho étant la statistique exhaustive pour V.,. En notant l' espérance des statistiques 
exhaustives sous la forme 
où k dénote l' itération de l'algorithme EM , la fonction à maximiser est alors : 
( 1 
(k) (k) ) ~ ( (k+l) (k+l) ) W Vo , V1 V0 , V1 = ~ mh0 ln (Vo(h)) + mh 1 ln(Vi (h)) , 
h 
sous les contraintes L h Vo(h) = Lh V1 (h) = 1. L'incorporation d'un multiplicateur de 
Lagrange pour chacune de ces contraintes nous donne 
.\o (1-~ Vo(h)) + L ( m~~+l ) ln (Vo(h)) ) 
h 
+ .\1 (1-~Vi(h)) + 
et on obtient, en annulant les dérivés partielles, que WL est maximale quand 
(k+l ) 
Vo(h) = mho 
Ào 
et 
Avec les contraintes, l'étape M de l'a lgorithme EM consiste donc à estimer, pour tout h, 
(k+l) 
m Vr (h)(k+l) =_ho_ 0 (k+l) 
mo 
et 
(k+l) 
m v; (h)(k+l) =_hl_ 1 (k+l) , 
m1 
(3.2) 
où m~k+l) = L h m~~+l) est le nombre moyen d 'haplotypes porteurs de l'all èle ô au TIM 
après l' itération k. 
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3.2.2 Espérances condit ionnelles et étape E 
Afin de compléter une itération de l'algorit hme EM , il nous fa ut maintenant estimer les 
espérances condition nelles m~~+ l) = E ( mh6 I V0(k) ,V1(k), D , ~). En condition nant sur le 
ph énotype cp , l'équation 3.1 devi ent : 
où P (<P = 0) = 1 - f et P( cp = 1) = f. Les probabilités conditionnelles P(T = Ô1<h 1 <P ) 
sont aisément dédu it es du tableau 3.1 : 
P (T = OO 1 <P = 0) (1 -fo) (1-p)
2 
(3.4.a) 
1-f 
P (T = 01 1 <P = 0) = (1- f1 )p( l - p) (3.4.b) 1 - f 
P (T = 10 1 cp = 0) = (1- fi)p(l - p) (3.4.c) 1 - f 
P(T = 11 1 cp = 0) = (1 - h) p
2 
(3.4.d) 
1 - f 
P (T = OOl <P =l) fo(l-p)
2 
(3.4.e) 
f 
P (T = 01 1 cp = 1) fip(l-p) (3.4.f) f 
P (T= 101 <P =1) fip( l - p) (3.4 .g) f 
P (T= 11I <P =1) hP
2 
(3.4.h) f 
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Ainsi , la probabilité conjointe du diplotype d = [h1 ,h2] d'un individu et de son ph énotype 
est dédu ite en sommant sur ses 4 diplotypes possibl es au TIM : 
P (d, <P 1 Vo , V1) = L P(T = 8182, <P 1 [h1 ,h2], Vo , V1) 
T 
T 
P (</J) [ P (T =OO 1 </J) Vo(h1) Vo(h2) 
+ P (T = 01 1 </J) Vo(h1 ) Vi(h2) 
+ P (T = 10 1 </J) V1(h1) Vo( h2) 
+ P (T = 11 I </J) Vi (h1 ) Vi (h2)J. 
Finalement , on obtient la probabilité d'un diplotype T au TIM , conditionnelle au ph énotype 
et au diplotype d = [h1 ,h2], par le quotient des équations 3.3 et 3.5 : 
Notons maintenant nd,<f; le nombre d 'individus dans notre écha ntillon portant le diplotype 
d et le phénotype </J. L'étape Ede l' algorithm e EM consiste don c à estim er, pou r tout h6 , 
m~~+l) L ( nd,<f; L P ( T = 882 1 d, </J, V0(k), 1'i(k))) 
(d=[h,h2J, </>) E (D ,<Ï>) Ô2 E{O,l } 
+ L ( nd,<f; L P ( T = 818 Id, </J, V0(k), 1'i(k))) . (3 .7) 
(d=[h1 ,h], </>) E (D,<Ï>) 81 E{O,l} 
3.2.3 Échantillon stratifié 
La méthode d 'estimation des allèles au TIM décrite ci-dessus suppose un échantillon aléa-
toire simple d 'individu s diploïdes tirés de la population. Cependant les données portant sur 
un phénotype rare se présentent ra rement sous cette forme , car cela nécessiterait un échan-
tillon de très grand e taille afin d 'obtenir assez de cas. Un échantillon typique consiste plutôt 
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en un certain nombre de cas et de témoins, respectivement tirés parmi les cas et les t émoins 
de la population , et où ncas ~ n t émoins· Par conséquent , le modèle de pénétrance F et la 
distribution des allèles au TIM dans la population (tableau 3.1) ne reflètent pas ce que l'on 
s 'attend à observer dans un échantillon ainsi stratifié. Néa nmoins , Boucher a théoriquement 
démontré que la présente méthode était robuste à un tel échantillonnage. 
3.2.4 Algorithme EM 
Afin de bien saisir la structure de la méthode d'estimation des allèles au TIM que nous 
venons de présenter , en voici les grandes étapes : 
1. Calculer les probabilités P (Tl cti ) (équations 3.4.a à 3.4.h) ; 
Il. Déterminer les distributions initiales V0(o) et v?l (si aucune information a priori n'est 
disponibl e, une distribution uniforme est préférable) ; 
Ill. À chaque itération k, tant qu e le seuil de convergence n'est pas atteint : 
Étape E 
i. Pour chacun des diplotypes (d , cP ) E (D , g? ) : 
Pour chacun des 4 diplotypes possibles au TIM (TE {OO, 01 , 10, 11}) : 
Calculer P (r = 8182 Id, cj1, V0(k ) ' V1(k)) (équation 3.6); 
ii . Pour tout haplotype h0 : 
Calculer m~~+ l ) (équation 3.7) ; 
Étape M 
Pour tout h : 
Mettre à jour les distributions V0(h)(k+l ) et Vi (h)(k+l )) (équations 3.2) ; 
Test de convergence 
Si maxho ( jV0(h) (k+l) - Vo(h) (k)I) < E = ~. terminer l'algorithme 
(2L est le nombre d 'haplotypes possibles su r une séquence de L SNPs) ; 
IV. Va= Vo(h) (k+l) et V1 = V1(h)(k+I )_ 
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3.2.5 Exemple simple 
Nous al lons ill ustrer l'a lgorithme à l'aide d 'un exem pie si m pie. Soit un échantillon stratifié 
de 20 individ us dip loïdes témoi ns (1> = 0) et 20 cas (1> = 1), génotypés sur 2 SNPs 
a et (3. Nous noterons {A ,a} les a llèles possibles au SNP a et {B ,b} ceux au SNP (3 . 
Nous su pposerons un modèle de pénét ra nce F = {0,01 , 0,05 , 0,1} , une fréquence dans la 
popul ation du phénotype cas de f = 0,0181 et une fréquence de l'a ll èle ô = 1 au TIM de 
p = 0,1. Le tableau 3.2 montre la distribution des di plotypes de cet échanti llon. 
Tableau 3.2 Décom pte des diplotypes de notre échantillon . 
d = [h1,h2] 1> = 0 1> = 1 
ab , ab ] 3 1 
ab , aB ] 3 1 
[ aB, aB] 2 2 
ab , Ab ] 3 1 
ab ,AB ] 2 2 
[Ab, aB ] 2 2 
[ aB ,AB] 1 3 
[Ab, Ab ] 2 2 
[Ab ,AB] 1 3 
[AB.AB ] 1 3 
Tota l 20 20 
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1. Calculer les probabilités P (TI ~) (équations 3.4.a à 3.4.h) : 
P(T = OO 1 ~ = 0) (1 - fo) (1 - p)
2 (1 - 0.01) (1 - 0.1)2 0.8167; l-f 1 - 0.0181 
P (T = 01 1 ~ = 0) (1- fi ) p(l -p) (1 - 0.05) 0.1(1 - 0.1) 0.0871 ; 
1-f 1 - 0.0181 
P(T = 10 1 ~ = 0) (1- fi)p(l - p) (1 - 0.05) 0.1(1 - 0.1) 0.0871 ; = = l-f 1 - 0.0181 
P(T = 11 1 ~ = 0) (1 - h) p2 (1 - 0.1) 0.12 0.0092; 
1-f 1 - 0.0181 
P(T =OO 1 ~ = 1) = fo(l -p)2 0.01 (1 - 0.1)
2 
0.4475 ; = = f 0.0181 
P(T = 01 1 ~ =1) fip(l-p) 0.05 (0.1)(1 - 0.1) 0.2486; f 0.0181 
P(T = 10 1 ~ =1) fip(l - p) 0.05 (0.1)(1 - 0.1) 0.2486; f 0.0181 
P(T = 11 1 ~ = 1) hP
2 0.1 (0.1)2 0.0552. = f 0.0181 
11. Déterminer les distributions initiales Vo(O) et vl(O) : 
Nous utiliserons les distributions uniformes présentées au tableau 3.3 . 
Tableau 3.3 Distributions initiales Vo(O) et vl(O) . 
h 11, (0) 0 
V (O) 
1 
ab 0,25 0,25 
aB 0,25 0,25 
Ab 0,25 0,25 
AB 0,25 0,25 
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I l l .  À  c h a q u e  i t é r a t i o n  k ,  t a n t  q u e  l e  s e u i l  d e  c o n v e r g e n c e  n ' e s t  p a s  a t t e i n t  :  
É t a p e  E  
1 .  P o u r  c h a c u n  d e s  d i p l o t y p e s  ( d ,  < P )  E  ( D ,  < I > )  :  
P o u r  c h a c u n  d e s  4  d i p l o t y p e s  p o s s i b l e s  a u  T I M  ( T E  { O O ,  0 1 ,  1 0 ,  1 1 } )  :  
C a l c u l e r  P  ( r  =  c 5
1
ô
2  
I d ,  c p ,  V
0
( k ) '  v ; _ ( k ) )  ( é q u a t i o n  3 . 6 ) :  
P r e n o n s  l e  d i p l o t y p e  ( d  =  [ a b ,  a b ] ,  < P  =  0 ) .  C a l c u l o n s  d ' a b o r d  s e s  4  
P ( T  =  Ô 1 Ô 2 ,  < P  1  d ,  V o ,  V 1 )  ( é q u a t i o n  3 . 3 )  :  
P  ( r  =  0 0 ,  c p  =  0 1  d  = [ a b ,  a b ] ,  V
0
( o ) ,  V
1
( o ) )  =  P ( c p  =  0 )  P ( T  =  0 0 1 c p = 0 )  V
0
( o ) ( a b )  V
0
( o ) ( a b )  
=  0 . 8 1 6 7  ( 0 , 2 5 )  ( 0 , 2 5 )  P ( c p  =  0 )  
=  0 . 0 5 1  P ( < P  =  O) ;  
p  ( r  =  0 1 ,  < P  =  0 1  d  = [ a b ,  a b ] ,  V Q ( O) '  v l ( O) )  =  P ( < P  =  0 )  P ( T  =  0 1 1 < P = 0 )  V o ( O) ( a b )  v l ( O) ( a b )  
=  0 . 0 8 7 1  ( 0 , 2 5 )  ( 0 , 2 5 )  P ( < P  =  0 )  
=  0 . 0 0 5 4  P ( < P  =  O) ;  
P  ( r  =  1 0 ,  c p  =  0 1  d  = [ a b ,  a b ] ,  V
0
( o ) ,  ' V ' i _ ( o ) )  =  P ( c p  =  0 )  P ( T  =  1 0 1 c p = 0 )  V
1
(
0
\ a b )  V
0
( o ) ( a b )  
=  0 . 0 8 7 1  ( 0 , 2 5 )  ( 0 , 2 5 )  P ( < P  =  0 )  
=  0 . 0 0 5 4  P ( < P  =  O) ;  
p  ( r  =  1 1 ,  < P  =  0 1  d  = [ a b ,  a b ] ,  v o ( O) '  v l ( O) )  =  P ( < P  =  0 )  P ( T  =  1 1 1 < P = 0 )  v l ( O) ( a b )  v ; ( O) ( a b )  
=  0 . 0 0 9 2  ( 0 , 2 5 )  ( 0 , 2 5 )  P ( c p  =  0 )  
0 . 0 0 0 6  P ( < P  =  0 ) ,  
e t  e n f i n  l e u r  s o m m e  ( é q u a t i o n  3 . 5 )  :  
p  (  d  = [ a b ,  a b ] ,  < P  =  0 1  V o( o ) ,  v , ( o ) )  =  P ( < P  =  0 )  L P ( T  =  ô 1 ô 2  I  < P  =  0 )  vô~O ) ( ab) vô~O) (ab) 
T  
«  
<  
=  P ( < / >  =  0 )  ( 0 . 0 5 1  +  0 . 0 0 5 4  +  0 . 0 0 5 4  +  0 . 0 0 0 6 )  
=  0 . 0 6 2 5  P ( c p  =  0 ) ,  
>  »  
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ce qui nous permet de calculer chacune de ses 4 P(T = 8182 1 d, </>, Vo , Vi) 
(équation 3.6) : 
P ( T =OO \ d = [ab , ab], </> = 0, V0(o), V1(ü) ) 
0.051 
0 .8167; --
0.0625 
P ( T = 01 \ d = [ab, ab], </J = 0, V0(o ), V1(o)) 
0.0054 
0 .0871 ; 0.0625 
P (T = 10 \ d =[ab, ab], </> = 0, V0(o), V? )) 
0.0054 
-- 0 .0871 ; 
0.0625 
p ( T = 11 1 d = [ab , ab], </> = 0, vo(O)' y l(O)) 0.0006 = - - = 0 .0092 . 0.0625 
Les calcu ls sont ainsi effectués pour chacun des 19 autres diplotypes (d, </>) E 
(D , <I> ) (tableau 3.2) . Les probabilit és que nous venons d 'estimer nous per-
mettent de calcu ler que , pour 3 individus (d = [ab , ab], </J = 0) , il y en aura 
en moyenne 3 x 0.8167 = 2.45 qui porteront l'a ll èle 8 = 0 sur chacun de 
leurs deux hapl otypes ab. 
11. Pour tout haplotype h8 : 
Calculer m~~+l) (équation 3.7) : 
Par exemple, m~~~ est obtenu en sommant les nombres moyens d 'haplotypes 
ab0 retrouvés pour tous les dip lotypes (d, </> ) E (D , <I> ). 
Le tableau 3.4 donne le décompte moyen de tous les ha plotypes h8 ainsi obtenus 
après 1 itération . 
Tableau 3.4 Décompte moyen des haplotypes après 1 it ération. 
h (1) mho 
(1) 
m h1 
ab 16,8294 3,1706 
aB 15,9989 4,0011 
Ab 15 ,9989 4,0011 
AB 15 ,1684 4,8316 
Tota l 63 ,9956 16,0044 
« < > » 
Éta pe M 
Pour tout h : 
Mettre à jour les distributions V0 (h) (k+l ) et Vi(h)(k+ l ) (équations 3.2) : 
Par exemple, on aura que 
m(1) 
Vr (ab)(i) = ---2Jt.. 0 (1) 
mo 
16,8294 
63 ,9956 = 0•2630· 
Le tableau 3.5 donn e les distri butions estimées après 1 itération . 
Tableau 3.5 Distributions estimées après 1 itération . 
h A (1) Va 
A (1) 
v1 
ab 0,2630 0,1981 
aB 0,2500 0,2500 
Ab 0,2500 0,2500 
AB 0,2370 0,3019 
Test de convergence 
Si maxh6 ( IVi(h) (k+l ) - Vô(h)(k)I) < <:, terminer l'algorithme : 
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Ici, maxh.s ( IVi(h)(ll - 1/,\(h)(O)I ) = 0,0519 > <: = 0 ·~ 1 = 0,0025, donc on 
continue l'algorithme à l'étape E. Dans not re exem ple, le pl us gran d incrément 
de convergence deviend ra inférieur à notre seuil f. = 0,0025 après la 27e itérat ion. 
IV. Vo = Vo(h) (k+l) et 1Î1 = V1(h)(k+l) : 
Le tableau 3.6 donne les distributions fina les estimées après 27 itérations . 
Tableau 3.6 Distributions fi nales estimées après 27 itérations. 
h V,(27) () v- (27) l 
ab 0,3150 0,0005 
aB 0,2791 0,1382 
Ab 0,2791 0,1382 
AB 0,1268 0,7231 
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3.2.6 Implantation dans MapARG 
Afin de bien sa is ir l' utilisation de cet algorithme EM par la méthode MapARG , voici où il 
s ' insère dans l'algorithme de MapARG , ainsi que l' utilisation des distributions estim ées Vo 
et V1 pour générer les all è les au TIM des haplotypes des individus d 'un échantillon : 
1. Choisir l'ensemble des positions XT pour lesquell es CL(xr) sera évaluée ; 
Il. Po ur chacun e des L - d + 1 fen êtres couvrant l'ensemble des SNPs de l'échantill o n : 
1. Estimer les distributions Vo et Vi avec l' algorithme EM (section 3 .2.4) ; 
2 . Pour chacun des d - 1 intervalles si t ués dans la fenêtre : 
Pour chacun des K graphes à construire : 
1. Pour chaque individu de l'échantillon : 
i. Générer, avec V0 , 1Îi , les équations 3.4 .a à 3.4 .h, et par l' équation 3 .6 , 
la distribution de ses 4 T possibles ; 
11. Générer T = 8182 selon cette distribution ; 
2 . Pour chaqu e ét ape T du graph e, tant que le MRCA n'est pas atteint : 
1. Calculer QxT(Hr fHr+1) = <P(Hr) . PxT( Hr+1IHr) <P(Hr+ 1) ' 
11. Mettre à jour QxT (Hr ) et Pxy (Hr+1) ; 
11 1. Générer un évènement selon PxT(Hr+1) ; 
iv. Mettre à jour Hr+J 
Ill. Pour chaque position xr : 
Calcul er CL(xr) ; 
IV. XT correspond au maximum de CL(xr). 
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3.3 Évaluation de la méthode 
En présence d 'un échantillon D , <I> composé d 'individus pour lesquels on conna it leur di-
plotype d et leur phénotype </> , mais pas leurs allèles au TIM (T = <h 82 ), l'efficacité de 
MapARG à bi en estimer la position du TIM dépendra de l'exactitude de la méthode à 
estimer ces all èles. 
3.3.1 Taux de succès 
Afin d 'évaluer l'efficacité de la méthode à estimer avec justesse l'allèle au TIM sur chacun 
des haplotypes , nous calculerons diffé rents t aux de succès. Défi nissons tout d 'abord quelques 
t ermes . Soient : 
n : le nombre total d'haplotypes dans l'échantillon (d e n/ 2 individus) ; 
ntem : le nombre d'haplotypes provenant d' un témoin (1> = 0) ; 
ncas : le nombre d'haplotypes provenant d 'un cas (1> = 1) ; 
n° : le nombre d 'haplotypes porteurs de l'allèle primitif au TIM (8 = 0) ; 
n1 : le nombre d 'haplotypes porteurs de l'allèle mutant au TIM (8 = 1) ; 
n~em : le nombre d 'haplotypes témoins porteurs de l'all èle primitif au TIM ; 
niem : le nombre d 'haplotypes témoins porteurs de l'all èle mutant au TIM ; 
n~as : le nombre d 'haplotypes cas porteurs de l'all èle primitif au TIM ; 
n~as : le nombre d 'haplotypes cas porteurs de l'allèle mutant au TIM . 
Ainsi, nous avons : n 
Nous noterons aussi par n;<0 l et n;<1l le nombre d'haplotypes qui seront estimés par la 
méthode comme étant porteurs, respectivement, de l'all èle 0 et 1 au TIM . Afin d'évaluer 
l'efficacité de la méth ode à estimer correctement l'all èle au TIM , nous calculerons les taux 
de succès partiels : 
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0 (0) 
0 ntem 
1rtem n~em 
nfem 
(1) 
1 
1rtem 
niem 
0 (0) 
0 ncas 
7rcas n~as 
1 (1) 
1 ncas 
7rcas 
nLs ' 
les taux de succès semi-partiels : 
1rtem 
no (O) + nl (1) no (O) + nl (1) 
= 
tem tem tem tem 
0 + 1 
n tem n t em ntem 
no (O) +ni (1) no (O) + n1 (1) 
cas cas cas cas . 
n~as + n~as ncas 1rcas 
no (o) + no (o) 
tem cas 
no (o) 
0 + 0 nO ' ntem ncas 
nl (1) + nl (1) 
tem cas 
n l( l ) 
niem + n~as nl ' 
analogues à la spécificité ( 7r~em• 7r~as et 7r0 ) et à la sensibilité (7ri1"em• 7r~as et 7r1) d'un t est, 
en épidémiologie, ainsi que le taux de succès global : 
no (O) + nl (1 ) +no (O) + nl (1) 
tem tem cas cas 
no(o) + n1 (1) 
o +1 +n+t ntem ntem ncas ncas n 
Cependant , ces taux de succès de la méthode à inférer l'a ll èle au T IM sur chacun des 
haplotypes ne reflètent pas nécessairement la proximité entre les distributions estimées et 
les distributions réel les des haplotypes porteurs des allèles 0 et 1 de l'échantillon . En effet, 
un allèle au TIM erronément inféré 1 sur un haplotype pourrait être compensé par un allèle 
erronément inféré 0 sur un autre haplotype identique. Pour cette ra ison , un taux de succès 
global utilitaire sera également calculé : 
7r utilitaire 
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où hn8 et hn(ô) sont les nombres d'haplotypes de type h qui sont, respectivement , réellement 
porteurs et inférés porteurs de l'allèle ô au TIM. 
Pour bien saisir la subtilité, prenons un exemple simple d'un échantillon ne comprenant 
qu 'un seul type h de 100 haplotypes, dont 50 sont porteurs de l'allèle 0 au TIM et 50 de 
l'allèle 1 : 
n1 n1(0 ) n1(1) 
haplotype h 50 40 10 50 20 30 60 40 
Puisque 70 haplotypes se voient correctement infé rés leur allèle au TIM, le taux de succès 
global est donc égal à 0,7 : 
no(o) + n1(1 ) 
n 
40 + 30 
100 
0,7. 
Par contre , on observe que 90 % de la distribution estimée résultante (n (0)=60 , n(ll=40) 
correspond à la distribution réelle (n° = 50, n 1 = 50), et ce taux de succès global utilitaire 
est obtenu par : 
7r utilitaire 
1 - 0,1 
0,9. 
1 - -
1 
2::: 150-401 
100 h 
1 - 0,1 
La figure 3.2 montre un exemple des courbes des 2 taux de succès globaux, des 4 taux 
partiels et des 4 taux semi-partiels obtenus sur un échantillon . L'algorithme EM est exécuté 
pour chacune des L - d + 1 fenêtres couvrant l'ensemble des SNPs de l'échantillon (voir 
son implantation dans MapARG , section 3.2.6). Ainsi, les 10 taux de succès sont calculés à 
chaque fenêtre, et positionnés sur les graphiques à mi-chem in entre les deux SNPs extrêmes 
de la fen être. La courbe d 'un taux représente donc la proportion d 'haplotypes dont l'allèle 
au TIM fut correctement inféré, pou r chacune des fenêtres le long de la séquence. 
« < > » 
62 
1.0 
0.8 
0.6 
0.4 
0.2 
0.0 
0.0 0.2 
1.0 
0.8 
0.6 
0.4 
0.2 
0.0 
0.0 0.2 
- ltulilitaire (taux global utilitaire} 
(tau global) 
0.4 0.6 
Centre des fenêtres (Mb) 
0.4 0.6 
Centre des 1enêtres (Mb) 
0.8 1.0 
c 
n° (primitifs) 
n' (mutants) 
0.8 1.0 
1.0 
0.8 
0.6 
0.4 
0.2 
0.0 
0.0 0.2 
1.0 
0.8 
0.6 
0.4 
0.2 
0.0 
0.0 0.2 
0.4 0.6 
Centre des fenêtres (Mb) 
0.4 0.6 
Centre des fenêtres (Mb) 
0.8 1.0 
n1em (témoins) 
1tcas (cas) 
0.8 1.0 
Figure 3.2 Exemple des taux de succès obtenus sur un échantillon . La droite verticale 
rouge indique la position du TIM recherché . Détails techniques : ces résultats ont été 
obtenus avec des fenêtres de 16 SNPs incrémentées de 1 sur 500 SNPs d'un échantillon de 
400 cas et 400 témoins simulé selon F = {0 ,01 , 0,1, 0 ,1} . 
Les 10 taux sont divisés en 4 graphiques afin de permettre une meilleure visualisation des 
résultats . La figure 3 .2 montre les taux global 1r et global utilitaire 1rut ili tai re (a), les 4 taux 
partiels 1r~em • trtem• 1r~as et 1r~as (b) ainsi que les taux semi-partiels tr0 et tr1 (c) et 1rt em et 
7r cas ( d) · 
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3.3.2 Facteurs testés 
L'efficacité de la méthode à bien estimer les allèles au TIM sera testée en fonction de 4 
facteurs, soient la largeur des fenêtres utilisées , la taille de l'échantillon et les risques relatifs 
RRl et RR2 (tableau 3.7). 
Tableau 3.7 Facteurs testés pour l'efficacité de la méthod e. 
Facteur Valeurs testées 
RRl (il ) fo 1,01 1,1 2 10 
RR2 ( h ) f o 1,01 1,1 2 10 
Taille de l'échantillon (n2m / ~) 50/ 50 100/ 100 200/ 200 400/ 400 
Largeur des fenêtres (SNPs) 2 4 8 16 
Les risques relatifs RRl et RR2 réfèrent à l'augmentation du risque d'un individu de dé-
velopper le phénotype cas ( <P = 1) s' il possède 1 (T = 01 ou 10) ou 2 (T = 11) allèles 
mutants au TIM, respectivement, par rapport à s'il n'en possède aucun (T =OO) . Ainsi , 
RRl = fi 
f o et 
RR2 = fz f o · 
Plus les risques relatifs sont petits et se rapprochent de 1, plus l' information contenue dans 
les données et permettant de distinguer les haplotypes mutants (au TIM) des primitifs est 
subtile. Les 4 valeurs testées pour RRl et RR2 seront 1,01 , 1,1 , 2 et 10. Afin de générer de 
tels échantillons, f o sera fi xé à 0,01 alors que fi et fz prendront les valeurs 0,0101 , 0 ,011 , 
0,02 et 0,1, valeurs réalistes en génétique . Étant logique d 'assumer que fo :S fi :S fz , seuls 
des échantillons respectant cette contrainte seront gén érés. 
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À titre indicatif, le tableau 3.8 donne les valeurs théoriques des nombres d'haplotypes que 
l'on devrait retrouver en moyenne dans un échantillon de 250/ 250 témoins/cas (1000 ha-
plotypes), en fonction de RRl et RR2, obtenus par : 
0 (1 - p)2(1 - fo) + p(l - p)(l - fi) 
*ntem = ntem (1 - p)2(1 - fo ) + 2p(l - p)( l - fi)+ p2(1 - h) ; 
* o - (l-p)2fo+p(l-p)fi . 
ncas - ncas (1 - p)2 fo + 2p(l - p)fi + p2 h ' 
* 1 - p(l-p)(l-fi)+p2(1-h) . 
ntem - ntem (1 - p)2(1 - fo) + 2p(l - p)(l - fi ) + p2(1 - h). 
* 1 p(l -p)fi +P2h 
ncas = ncas (1 - p)2 fo + 2p(l - p)fi + p2 h' 
où p = 0,1 et fo = 0,01. 
Comme il devient de plus en plus facile de génotyper plusieurs individus pour les mêmes 
marqueurs , il est pertinent de tester si la disponibilité d 'échantillons de plus grandes tailles 
améliorera la performance de la méthode. La taill e des échantillons, en i individus , est don-
née par ~/~· À partir d 'une même population , des échantillons de 4 tailles différentes 
seront générés, soient : 50/ 50, 100/ 100, 200/ 200 et 400/ 400. 
Puisque l'algorithme EM est exécuté pour chacune des fenêtres couvrant l'ensemble des 
SNPs de l'échantillon , la largeur des fenêtres (et donc la longueur des haplotypes partiels) 
en nombre de SNPs sera testée. On s'attend à ce que de trop petites fenêtres, et donc de 
trop courts haplotypes, ne permettent pas à l'algorithme de bien estimer les dist ri butions. 
Le nombres de types d 'haplotypes possibles augmentant exponentiellement avec le nombre 
de SNPs (25NPs) , on s'attend aussi à ce qu 'avec des fenêtres trop larges, chaque type 
d'haplotype ne contienne que 0 ou 1 haplotype . Les fenêtres testées seront larges de 2, 4 , 
8 et 16 SNPs. 
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Tableau 3.8 Nombres théoriques d 'ha plotypes en fo ncti on de RRl et RR2, retrouvés dans 
un écha ntillon de 250/ 250 témoins/ cas où p = 0,1 et fo = 0,01. 
Vert : Témoins primitifs ( *n~em) ; 
Rouge : Cas primitifs ( *n~as) ; 
Vert fon cé : Témoins mutants (*nfem) ; 
Rouge foncé : Cas mutants ( * n~a5 ) . 
10 
2 
,..., 
0::: 
0::: 
1,1 
1,01 
450 
450 
50 
50 
1,01 
« 
450 
446 
50 
54 
450 
449 
50 
51 
1,1 
< 
RR2 
> » 
450 
416 
50 
84 
450 
442 
50 
58 
450 
445 
50 
55 
2 
454 
315 
46 
185 
451 
390 
49 
110 
450 
410 
50 
90 
450 
413 
50 
87 
10 
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3.3.3 Résultats sur 1 population 
Ainsi, à partir d 'une même population de 50 000 haplotypes et de 10 000 SNPs, simulée 
à l'aide de fastsimcoal (Excoffier et Foll, 2011) , 40 échantillons sont générés à l'aide de 
notre programme Sample, couvrant les 10 combinaisons possibles de RRl et RR2 , et pour 
chacune des 4 tailles. Pour tous ces 40 échantillons, les mêmes 500 SNPs sont choisis 
aléatoirement et conservés, et le même TIM, de fréquence p ~ 0,1, est utilisé pour créer les 
phénotypes selon les différents modèles de pénétrance. Suivant l' algorithme de MapARG 
(section 3 .2 .6), une valeur de K = 20 est utilisée . 
La figure 3.3 présente les résultats de ces simulations pour les taux globaux 7r et 7rutilitaire• 
par modèle de pénétrance (RRl et RR2) pour un échantillon de 400 témoins et 400 cas , 
et à l'aide de fenêtres de 16 SNPs . La figure 3 .4 présente les résultats de la même manière 
pour les taux partiels 7r~em• n lem• 7r~as et 7r~as· Les résultats homologues pour d'autres 
combinaisons de taille d 'échantillon et de largeur de fenêtre peuvent être consultés aux 
appendices A et B. 
De façon analogue , la figure 3.5 présente les résultats pour les taux globaux 7r et 7rutilitaire • 
par taille d 'échantillon et par largeur de fenêtre , pour le modèle de pénétrance F = 
{0 ,01 , 0,1, 0,1}, c 'est-à-dire pour lequel RRl = RR2 = 10. La figure 3 .6 présente ces résul-
tats pour les taux partiels 7r~em • niem• 7r~as et 7r~as · Les résultats homologues pour d 'autres 
modèles de pénétrance peuvent être consultés à l' appendice C. De plus, les appendices D, 
E et F montrent de la même manière que les appendices A, B et C les résultats pour les 
taux semi-partiels n°, n 1 , 7rtem et 7rcas· 
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L e s  f i g u r e s  3 . 7 ,  3 . 8  e t  3 . 9  p e r m e t t e n t  d e  m i e u x  v i s u a l i s e r  l ' e f f e t  d ' u n  f a c t e u r  à  l a  f o i s  e n  
c o m b i n a n t  d a n s  u n  m ê m e  g r a p h i q u e ,  p o u r  c h a c u n  d e  c e s  6  t a u x  ( 2  t a u x  p a r  f i g u r e ) ,  l e s  
4  v a l e u r s  d e s  R R s  c o m b i n é s  ( a , d ) ,  d e  l a  t a i l l e  d e  l ' é c h a n t i l l o n  ( b , e )  e t  d e  l a  l a r g e u r  d e s  
f e n ê t r e s  ( c . f ) .  P o u r  u n e  r a n g é e  d o n n é e ,  l a  c o u r b e  b l e u e  e s t  l a  m ê m e ,  r e p r é s e n t a n t  l e  t a u x  
o b t e n u  p o u r  R R l  =  R R 2  =  1 0 ,  4 0 0 / 4 0 0  t é m o i n s / c a s  e t  d e s  f e n ê t r e s  d e  1 6  S N P s .  
A f i n  d e  f a c i l i t e r  l ' a n a l y s e ,  d e s  l i g n e s  p o i n t i l l é e s  s o n t  a j o u t é e s  a u x  g r a p h i q u e s ,  c o r r e s p o n d a n t  
a u x  t a u x  d e  s u c c è s  a l é a t o i r e s ,  c ' e s t - à - d i r e  l e s  t a u x  d e  s u c c è s  m o y e n s  q u i  d e v r a i e n t  ê t r e  
o b t e n u s  a l é a t o i r e m e n t  e n  l ' a b s e n c e  d e  t o u t  e f f e t  g é n é t i q u e  d u  T I M .  I l s  s o n t  c a l c u l é s  d e  l a  
f a ç o n  s u i v a n t e  :  
* 7 r  =  P ( b  =  8  I  ô )  P ( ô ) .  
A i n s i ,  p o u r  p  =  0 , 1 ,  o n  o b t i e n t  l e s  1 0  t a u x  a l é a t o i r e s  s u i v a n t s  :  
* n o  
* 7 1 " 1  
*  7 f  u t i l i t a i r e  
* n  
*  0  
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* n l e m  
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* 7 1 "  c a s  
«  
<  
P ( b  =  0 1  ô  =  0 )  P ( 8  =  0 )  
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P ( b  =  l  l  8  =  1 )  P ( ô  =  1 )  
p ( l )  
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P ( b  =  0 1 0 )  P ( O )  +  P ( b  =  l  l  6  =  1 )  P ( ô  =  1 )  
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Figure 3.3 Taux de succès globaux en fonction des risques relatifs RRl et RR2, pour une 
taille de 400 / 400 témoins/ cas et des fen êtres de 16 SNPs. Échelle des ordonnées : [O, l ]. 
Bleu : Taux global utilita ire ( 7ruti litaire) ; 
Bleu foncé : Taux global (7r) . 
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Figure 3.4 Taux de succès partiels en fonction des risques relatifs RRl et RR2 , pour une 
taille de 400 / 400 témoins/ cas et des fenêtres de 16 SNPs. Échelle des ordonnées : [O, 1] . 
Vert: Témoins primitifs (n~em) ; 
Rouge : Cas primitifs (n~as) ; 
Rouge foncé : Cas mutants (n~as) ; 
Vert foncé : Témoins mutants (ni"em) · 
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Figure 3.5 Taux de succès globaux en fonction de la taille de l'échantillon et des fenêtres , 
pour RRl = 10 et RR2 = 10. Échelle des ordonnées : [O , l ]. 
Bleu : Taux global utilita ire ( 7rutilitaire ) ; 
Bleu foncé : Taux global ( 7r ) . 
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Figure 3.6 Taux de succès partiels en foncti o n de la taill e de l'échantillon et des fenêtres , 
pour RRl = 10 et RR2 = 10. Échelle des ordonnées: [O , 1]. 
Vert : Témoins primitifs (7rPem) ; 
Rouge : Cas primitifs ( 7r~a s) ; 
Rouge foncé : Cas mutants ( 7r~as ) ; 
Vert foncé : Témoins mutants (7rfem) · 
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Tout d 'abord, les figures 3.3 et 3.5 montrent des taux de succès globaux passablement élevés 
(7r :::::: 0,7-0 ,9 ; 1îutilitaire:::::: 0,8-1 ,0) . Une analyse plus détaillée nous permet de constater l'effet 
de chacun des facteurs (figure 3.7). Pour ce qui est du taux 1îutilitai re • une combinaison de 
très forts RRs (10) résulte en un meilleur taux que pour des RRs plus faibles (a) . De même, 
le taux 1îutilitaire augmente graduellement avec la taille de l'échantillon (b) . Cependant, la 
largeur des fenêtres semble avoir l'effet contraire, le taux augmentant graduellement avec 
des fenêtres de moins en moins larges (c). On remarque que le taux 1îutilitaire est quasiment 
toujours au-dessus du taux aléatoire ( *1îut ili t aire = 0,82), sauf avec le plus petit échantillon 
de 50/ 50 témoins / cas. 
Étrangement, le taux global 1T n'est pas affecté de la même façon que le taux 1îutilitaire par 
les différents facteurs . Alors que le taux global 1T montre clairement un pic dans la région 
du TIM , celui-ci disparait dans les distributions résultantes ( n utilitaire) · Les risques relatifs 
(d) ont un effet net sur le taux global n . Alors que le taux est relativement plat et très 
près du taux aléatoire (*7r = 0,82) pour des RR faibles (1 ,01 et 1,1) , un pic, d'envergure 
équivalente, apparait au TIM pour des RRs forts (2 et 10) , et le taux diminue en dessous 
du taux aléatoire sur le reste de la séquence, proportionnellement aux RRs. La taille de 
l'échantillon (e) ne semble avoir aucun effet sur n , à l'exception d'une légère baisse pour un 
très petit échantillon (50/ 50 témoins/ cas) . Enfin , le taux global 1T s 'améliore graduellement 
avec la largeur des fenêtres utilisées (f), exactement le contraire du taux 1futilitaire· 
Alors que le taux de succès global n est relativement élevé , sa décortication en ses 4 
taux de succès partiels nous montre une inégalité flagrante. Les figures 3.4 et 3.6 nous 
permettent de visualiser leur grande divergence. Pour des RRs très faibles (figure 3.4), les 
4 taux sont relativement plats le long de la séquence et suivent de très près leurs taux 
aléatoires respectifs et divergents (primitifs : 0,9 ; mutants : 0,1) . À mesure que les RRs 
augmentent , les taux de succès des haplotypes mutants (niem • vert foncé ; n~as • rouge foncé) 
s 'améliorent considérablement alors que celui des cas primitifs ( 7r~a s • rouge) se détériore . La 
figure 3.6 semble montrer un effet plus subtile de la taille de l'échantillon et de la largeur 
des fenêtres sur ces taux de succès partiels (pour RRl = RR2 = 10). 
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Figure 3.7 Taux de succès global utilitaire (a ,b, c) et globa l (d,e,f) en fonction des risques 
relatifs RRl et RR2 combinés (a,d), de la taille de l'échanti ll on (b ,e) et de la largeur 
des fenêtres (c,f). Pour une rangée don née, l'échelle des ordonnées est la même. La ligne 
pointi ll ée représente le taux de succès aléatoire (0 ,82 ). 
a,d : 400/ 400 témoins/ cas , fenêtres de 16 SNPs ; 
b,e : RRl = RR2 = 10, fenêtres de 16 SNPs ; 
c,f : RRl = RR2 = 10, 400/ 400 témoins/ cas. 
La figure 3.8 permet de comparer le taux de succès des haplotypes témoins primitifs (7r~em) 
et mutants (7rtem ). Alors que l'amplitude de ces deux taux diverge considérablement, leurs 
courbes le long de la séquence sont très simi laires, et l'effet des différents facte urs est 
très semblabl e. Comme pour le taux globa l 7r, le pic autour du T IM n'apparait qu e pour 
des RRs élevés (a ,d). Par contre, les taux s'améliorent aussi sur le reste de la séquence , 
au-dessus de leurs taux aléatoires respectifs , contrairement au taux global 7r. Comme pour 
7r cependant , la taille de l'échanti ll on ne semble exercer aucun e influence sur les taux de 
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Figure 3.8 Taux de succès des témoins primitifs (a ,b,c) et des témoins mutants (d,e,f) en 
fonction des risques relatifs RRl et RR2 combinés (a ,d) , de la taille de l'échantillon (b ,e) 
et de la largeur des fenêt res (c, f). Pour une rangée donnée, l'échelle des ordonnées est la 
même. La ligne pointillée représente le taux de succès aléatoire (a ,b,c: 0 ,9 ; d,e,f: 0 ,1) . 
a,d: 400 / 400 témoins/ cas , fenêtres de 16 SNPs ; 
b,e · RRl = RR2 = 10, fe nêtres de 16 SNPs ; 
c,f : RRl = RR2 = 10, 400/ 400 témoins/ cas . 
succès des témoins (b,e) , et la largeur des fenêtres exerce un effet positif graduel (c,f). 
On remarque que ces deux taux ne se trouvent quasiment jamais en dessous de leurs taux 
aléatoires respectifs. 
De la même façon que pour les témoins, la figure 3 .9 permet de comparer le taux de succès 
des haplotypes cas primitifs ( 7r~as) et mutants ( 7r~as)· Comme pour les témoins , la similitude 
des courbes de ces deu x taux est frappante, mais dans des amplitudes différentes, pour 
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Figure 3.9 Taux de succès des cas primitifs (a ,b,c) et des cas mutants (d,e, f) en fonction 
des risques relatifs RRl et RR2 combinés (a,d), de la tail le de l'échantillon (b,e) et de la 
largeur des fen êtres (c, f) . Pour une rangée donnée, l' échelle des ordonnées est la même . La 
ligne pointill ée représente le taux de succès aléatoire (a ,b,c · 0 ,9 ; d,e,f: 0,1). 
a,d : 400 / 400 témoins/ cas, fen êtres de 16 SNPs ; 
b,e : RRl = RR2 = 10, fenêtres de 16 SNPs ; 
c,f: RRl = RR2 = 10, 400/ 400 témoins/ cas. 
les différentes tailles d 'échantillon (b,e) et les di fféren t es largeurs de fe nêtre (c , f) . De plus , 
leur effet est éga lement très simila ire à celui exercé sur le taux global 1r. Par contre, l'effet 
des risques re latifs diverge (a ,d). Alors que le taux des cas mutants (7r~as) se comporte 
similairement à celui des témoins ( 7r~em et 7f!em) mais de façon plus prononcée, seul le taux 
des cas primitifs ( 7r~as ) est affecté de façon sim ilaire au taux global 7r, se détériorant avec 
des RRs plus fo rts, à l'exception du pic qu i se forme au TIM . On rem arqu e d 'ailleurs que ce 
taux 7r~as se trouve toujours sous son taux aléatoire (0,9), à l'exception de son pic au TIM . 
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3.3.4 Résultats sur 100 populations 
Afin de réaliser une analyse plus robuste de l'effet de nos 4 facteurs sur la performance de 
la méthode d 'estimation des al lèles au TIM , les mêmes simulations que celles exécutées à la 
section 3.3.3 (incluant la génération de 40 échantillons) sont répétées sur 100 populations 
différentes. Dans le but de facil iter la visualisation de ces résultats , une mesure sera calculée 
pour chacune des 10 courbes de taux succès . Chacune de ces 10 courbes représente un taux 
de succès calculé pour une fenêtre qui est glissée le long de la séquence. Puisque les fenêtres 
sont glissées par incréments de 1 SNP, une fen être de 8 SNPs englobera 7 fois un intervalle 
donn é entre 2 SNPs consécutifs . Le TIM étant positionné dans un tel intervalle , il sera donc 
englobé 7 fois par une telle fen être de 8 SNPs. Un taux de succès périTIM consistera donc 
en la moyenne de ce taux, calculée sur ces (ici 7) fenêtres qu i englobent ainsi le Tl M. Ces 
taux de succès périTIMs sont d'autant plus pertinents qu'ils ciblent les fen êtres les plus 
importantes pour le bon fonctionnement de la méthode MapARG à local iser le TIM . La 
moyenne de ces taux périTIMs sera ensuite calculée sur les 100 populations . 
La figure 3.10 montre les résultats obtenus pour les 2 taux globaux et les 4 taux partiels 
en fonction des risques relatifs combinés (RRl = RR2). On y voit l'évolut ion des taux 
périTIMs en fonction de la taille de l'échantillon , pour des fenêtres de 16 SNPs (a ,c), ainsi 
que celle des taux périTIMs en fonction de la largeur des fen êtres , pour des échantillons de 
400 témoins et 400 cas (b,d) . 
On remarqu e que pour des RRs faibles , les 4 taux de succès périTIMs partiels (c,d) , ainsi que 
leur taux global 7f résultant (a,b, noir) , ne sembl ent pas diverger le moindrement de leurs 
taux aléatoires respectifs (0,1 , 0,9 et 0,82) , peu importe la taille de l'échantillon (a ,c, pour 
des fenêtres de 16 SNPs) ou la largeur des fenêtres (b,d, pour un échantillon de 400/ 400 
témoins/ cas) . Trois des 4 taux partiels s'améliorent considérablement ( 1ffem, vert foncé ; 
7f~as• rouge foncé) ou légèrement ( 7rfem • vert) avec des RRs forts (2 et 10). L'amélioration 
de 7rfem et 1f~as est proportionnelle à la taille de l'échantillon (c) pour RRs = 2, mais cet 
effet de la taille de l'échantillon s'estompe avec de très forts RRs (10) et semble inexistante 
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Figure 3.10 Taux de succès périT I Ms en fonction des risques relatifs RRl et RR2 combi-
nés, par tail le de l'échantillon (a,c) et par largeur de fenêtre (b,d) . Chaque point représente 
la moyenne d'un taux de succès périTIM sur les 100 popu lations. Les lignes pointillées 
représentent les taux de succès aléatoires (a ,b: 0,82 ; c,d: 0,1 et 0,9). 
a,c : fenêtres de 16 SNPs ; b,d : 400/ 400 témoins/ cas. 
Bleu : Taux global utilitai re (7rutilitaire) ; Noir : Taux global (7r) ; 
Vert . Témoins primitifs (7r~em) ; Rouge : Cas primi tifs ( 7r~85 ) ; 
Rouge fon cé : Cas mutants ( 7r~85 ) ; Vert foncé. Témoins mutants (7riem) . 
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pour nfem · La largeur des fenêtres exerce quant à elle un effet graduel positif sur ces 3 taux 
partiels, qui persiste pour RRs = 10 (d) . 
Encore une fois , le taux de succès des cas primitifs 7r~as (rouge) se comporte de façon 
inattendue. Quoiqu 'insensible aux RRs pour des échantillons suffisamment grands et des 
fenêtres suffisamment larges, son taux périTIM se détériore avec l'augmentation des RRs 
avec de petits échantillons ( c) ou dans une plus large mesure avec de courtes fenêtres ( d). 
Le comportement du taux de succès global périTIM 7r (noir) reflète celui des 4 taux partiels 
qui le constituent , se délogeant de son taux aléatoire si les RRs sont suffisamment forts . Il 
s'améliore proportionnellement à la taille des échantillons (a) pour RRs = 2 (sauf pour un 
petit échantillon de 50/ 50) , et cet effet de la taille de l'échantillon s 'estompe avec de très 
forts RRs (10) . L'effet graduel de la largeur des fenêtres (b) est quant à lui persistant pour 
des RRs de 10. Cependant, la dégradation du taux partiel des cas primitifs (n~as) avec de 
courtes fenêtres semble assez significative pour affecter négativement le taux global n , qui 
se détériore avec l'augmentation des RRs pour de très courtes fenêtres de 2 SNPs (b) . 
Le taux de succès global périTIM 1futilitaire (bleu) montre une configuration plutôt étrange, 
la taille des échantillons et la largeur des fenêtres n'exerçant pas la même influence sur lui . 
Pour des fenêtres de 16 SNPs (a), le taux 1futilitaire suit la même configuration que le taux 
n . Légèrement supérieur à son taux aléatoire pour des RRs faibles , peu importe la taille 
de l'échantillon, il s'améliore considérablement pour de forts RRs, proportionnellement à 
la taille de l'échantillon . Cependant , pour un échantillon de 400/ 400 témoins/ cas (b), il 
est meilleur avec de courtes fenêtres pour des RRs faibles, et cette divergence disparait 
totalement avec des RRs forts , où la largeur des fenêtres n'exerce plus aucun effet . En 
somme, pour de forts RRs (2 et 10), il semble que de grands échantillons soient bénéfiques 
au taux 1futilitaire· alors que la largeur des fenêtres n'a pas d'importance , et que pour de 
faibles RRs (1,01 et 1,1) , la taille des échantillons n'a pas d'influence sur le taux 1futilitaire• 
alors que de très courtes fenêtres (2 SNPs) lui semblent bénéfiques . 
« < > » 
7 9  
T a b l e a u  3 . 9  S e g m e n t a t i o n  a r b i t r a i r e  d e s  m o d è l e s  d e  p é n é t r a n c e  t e s t é s  e n  f o n c t i o n  d e  l a  
f o r c e  d e s  r i s q u e s  r e l a t i f s  r é s u l t a n t s .  
. . . . . .  
0 : : : :  
0 : : : :  
1 0  
2  
1 , 1  
1 , 0 1 1  f a i b l e s  
1 , 0 1  
f a i b l e s  
f a i b l e s  
1 , 1  
R R 2  
f o r t s  
f o r t s  f o r t s  
f a i b l e s  
f o r t s  
f a i b l e s  f o r t s  
2  
1 0  
L e s  f i g u r e s  3 . 1 1 ,  3 . 1 2  e t  3 . 1 3  p e r m e t t e n t  d e  v i s u a l i s e r  s u r  l e s  2  t a u x  g l o b a u x  e t  s u r  l e s  4  t a u x  
p a r t i e l s  l ' e f f e t  d e  l a  t a i l l e  d e s  f e n ê t r e s  e t  d e  l a  l a r g e u r  d e s  f e n ê t r e s  p o u r  l e s  1 0  m o d è l e s  d e  
p é n é t r a n c e  t e s t é s ,  s e l o n  q u e  l e s  R R s  r é s u l t a n t s  s o n t  c o n s i d é r é s  f a i b l e s  o u  f o r t s  ( t a b l e a u  3 . 9 ) .  
«  
<  >  
»  
80 
On constate immédiatement une nette discrimination dans l'effet de ces facteurs , selon que 
les RRs sont faibles ou forts. La figure 3.11 nous confirme que le taux global périTIM 7r 
est amélioré par de grands échantillons (c, avec des fenêtres de 16 SNPs) ou par de larges 
fenêtres ( d, avec des échantillons de 400 / 400) si les RRs sont forts (lignes foncées) , mais 
que ces deux facteurs n'ont aucun effet lorsque les RRs sont faibles (lignes pâles) , où le 
taux global 7r ne déroge alors presque pas de son taux aléatoire. Ce même effet de la taille 
de l'échantillon est observé sur le taux 1futilitaire (a), mais la largeur des fenêtres exerce 
une influence très différente (b). Pour des RRs forts , le taux périTIM 1futili taire est élevé 
et supérieur au taux aléatoire, peu importe la largeur des fenêtres, alors qu'en présence 
d'échantillons aux RRs faibles , des fenêtres moins larges résultent en un meilleur taux 
7r utilitaire• alors que de plus larges fenêtres tendent à le rapprocher du taux aléatoire. 
Les figures 3.12 et 3.13 permettent de constater que les taux partiels se comportent à peu 
près comme leur taux global résultant 7r, à quelques exceptions intéressantes près. 
Avec de forts RRs (lignes foncées) , alors que les 3 taux nPem• 7rfem et 7r~as sont déjà supé-
rieurs à leurs taux aléatoires respectifs pour de petits échantillons (50 / 50 témoins/ cas) ou 
avec de petites fenêtres , seul le taux périTIM des cas primitifs (n~as) s'y trouve inférieur , 
l'augmentation de l'un de ces deux facteurs le faisant passer au-dessus de son taux aléa-
toire. Aussi, on observe que pour certains modèles de pénétrance aux RRs faibles (lignes 
pâles), ces 3 mêmes taux 7ïPem• 7rfem et 7r~as sont légèrement améliorés par de larges fenêtres , 
avec des échantillons de 400/ 400 témoins/ cas. Enfin , le taux nPem• amélioré par de grands 
échantillons lorsque les RRs sont forts , se voit détérioré quand les RRs sont faibles. 
Il est intéressant de noter que la plupart des courbes qui montrent une amélioration des taux 
en fonction de l'un des facteurs semblent tendre vers l'atteinte éventuelle d'un plateau. 
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Figure 3.11 Taux de succès périTIMs globaux en fonction de la taille de l'échantillon 
(a,c) et de la la rgeur des fenêtres (b,d), par risques relatifs . Chaque point représente la 
moyenne d 'un taux de succès périTIM sur les 100 populations. La ligne pointillée représente 
le taux de succès aléatoire (0,82). 
a,c : fenêtres de 16 SNPs ; 
b,d: 400/ 400 témoins/ cas. 
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Figure 3.12 Taux de succès périTIMs des témoins primitifs (a,b) et mutants (c,d) en 
fonction de la taille de l'échantil lon (a,c) et de la largeur des fenêtres (b,d) , par risques 
relatifs . Chaque point représente la moyenne d 'un taux de succès périTIM sur les 100 
populations . La ligne pointillée représente le taux de succès aléatoire (a ,b : 0,9 ; c,d: 0,1) . 
a,c : fenêtres de 16 SNPs ; 
b,d: 400/ 400 t émoins/ cas. 
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Figure 3.13 Taux de succès périTIMs des cas primitifs (a,b) et mutants (c,d) en fonction 
de la taille de l'échantillon (a,c) et de la largeur des fenêtres (b,d) , par risques relatifs. 
Chaque point représente la moyenne d 'un taux de succès périTIM sur les 100 populations. 
La ligne pointillée représente le taux de succès aléatoire (a ,b : 0,9 ; c,d : 0,1) . 
a,c: fenêtres de 16 SNPs ; 
b,d: 400/ 400 témoins/ cas. 
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3.3.5 Effet sur MapARG 
Nous avons vu que le taux de succès global 7r et ses 4 taux de succès partiels 7r~em• 7r€em • 7rgas 
et 7r~as forment un pic positif autour du TIM , et que ce pic, mesuré par les taux périTIMs, 
est significativement affecté par nos 4 facteurs testés. Cependant, contre toute attente, le 
taux de succès global utilitaire 7rutilitaire• que nous supposons représenter mieux la justesse 
des données réellement utilisées par MapARG (section 3.3.1) , ne montre aucun pic au TIM. 
Il a été observé précédemment que des haplotypes mutants au TIM, erronément supposés 
primitifs , étaient beaucoup moins dommageables à MapARG que des haplotypes primitifs 
erronément assumés mutants (Vahey, 2008) . L'une des raisons avancées est que l'arbre gé-
néalogique partiel des mutants d 'un échantillon stratifié est beaucoup plus petit que celui 
des primitifs, puisque les mutants auraient en commun de porter une mutation apparue rela-
tivement récemment. Ainsi , on pourrait s 'attendre à ce que les haplotypes mutants d'un tel 
échantillon soient plus homogènes que les primitifs . Un haplotype primitif erronément inféré 
mutant contaminerait donc de façon plus dramatique la généalogie partielle des mutants 
que l'absence dans cette généalogie partielle d 'un haplotype mutant considéré primitif. 
Dans cette perspective , le taux de succès global util itaire 7rutil itaire pourrait ne pas être 
le plus représentatif de ce qui est réellement important pour le bon fonctionnement de 
la méthode MapARG . Si le plus important est que les primitifs soient le moins souvent 
possible erronément estimés comme mutants , il faudrait alors se pencher sur le taux de 
succès semi-partiel 7ro. 
La figure 3.14 montre l'effet des RRs combinés (a), de la taille de l'échantillon (b) et 
de la largeur des fenêtres (c) sur le taux de succès semi-partiel des primitifs 7r0 . Le taux 
7ro se comporte similairement à celui des cas primitifs 7rgas (figure 3.9, a,b,c) . Pour des 
RRs faibles , il est plat sur toute la séquence à hauteur de son taux aléatoire (a). Le pic 
périTIM n'apparait qu 'avec des RRs forts, et le taux sur le reste de la séquence se détériore 
proportionnellement aux RRs. La taille de l'échantillon n'exerce à peu près aucun effet 
sur le taux 7ro avec des fenêtres de 16 SNPs (b) alors que des fenêtres de plus en plus 
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Figure 3.14 Taux de succès des prim itifs en fonction des risques relatifs RRl et RR2 
combinés (a) , de la taille de l'échantillon (b) et de la largeur des fen êtres (c) . L'échelle des 
ordonnées est la même. La ligne pointillée représente le taux de succès aléatoire (0,9). 
a : 400/ 400 témoins/ cas, fenêtres de 16 SNPs ; 
b : RRl = RR2 = 10, fenêtres de 16 SNPs ; 
c : RRl = RR2 = 10, 400/ 400 témoins/ cas . 
larges l'améliorent graduellement pour un échantillon de 400/ 400 t émoins/ cas (c) . Les 
figures analogues pour les 4 taux de succès semi-partiels 7r0 , 7r1 , 1ft em et 1fcas peuvent être 
consultées à l' appendice G. 
La figure 3.15 montre l'effet des différents facteurs sur le taux de succès périTIM des 
primitifs obte nu avec 100 populations . On y constate que l'effet positif sur 7ro de la taille 
des échantillons et de la largeur des fen êtres n'est présent qu 'avec des RRs forts, et que de 
trop courtes fenêtres peuvent même contribuer à détériorer le taux de succès. Les figures 
analogu es pour les 4 taux de succès périTIMs semi-partiels 7r0 , 7r1 , 1ftem et 1fcas peuvent 
être consultées à l' appendice H. 
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Figure 3.15 Taux de succès périTIMs des primitifs (7r0 ) en fonction des risques relatifs 
RRl et RR2 combinés (a,b) , par taille de l'échantillon (a) et par largeur de fenêtre (b), et en 
fonction de la taille de l'échantillon (c) et de la largeur des fenêtres (d), par risques relatifs . 
Chaque point représente la moyenne d'un taux de succès périTIM sur les 100 populations. 
La ligne pointillée représente le taux de succès aléatoire (0 ,9). 
a,c : fenêtres de 16 SNPs ; b,d : 400/ 400 témoins/ cas. 
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3.4 Discussion 
Nous avons décrit au début de ce chapitre une méthode d 'esti mation des all èles au TIM 
reposant sur un algorithme EM. Nous avons démontré que la méthode fonctionn e relative-
ment bien. Le taux de succès global , ainsi qu e ses 4 taux partiels et ses 4 taux semi-partiels , 
ont tous montré un pic évident dans la région du TIM , qu i se démarque signifi cativement 
du taux aléatoire. De plus, les taux périTIMs correspondant s ont montré un e dépendance 
par rapport aux facteurs t estés. La méthode s' avéra peu effi cace en présence de risques 
relatifs fa ibles (1 ,01 et1,1) , mais très efficace avec de fo rts RRs (2 et 10) , particul iè rement 
avec des échantillons suffisamment grands et des fenêtres suffisamment larges. Il peut être 
décevant de constater que le taux de succès global utilitaire n'ait pas montré de hausse 
significative autour du TIM , alors qu 'on le supposait représenter mieux qu e les au t res taux 
les dist ributions ultimement util isées par MapARG . Il est cependant probable qu 'i l n'en est 
ri en et qu e le taux de succès des primiti fs soit possibl ement plus important. 
Cette méthod e d 'estimation des allèles au TIM repose sur la supposit ion que nous connais-
sons le mod èle de pénétrance du Tl M recherché. Cependant , ce derni er est plus souvent 
qu 'aut rement inconnu . Dans cette suite logiq ue et rétroactive, nous testerons au chapitre IV 
un e méthode d 'estimation du mod èle de pénétran ce qu i re pose su r le même algorithme EM 
que celu i présenté dans ce chapitre. 
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NOTATIONS DU CHAPITRE Ill 
Diplotype d'un individu , où h1 , h2 E {0,1} représentent ses haplotypes 
maternel et paternel, respectivement 
Diplotype d'un individu , incluant ses allèles au TIM 
Échantillon aléatoire simple de diplotypes tirés de la population et ph é-
notypes associés 
D* Échantillon aléatoire simple de diplotypes tirés de la population, incluant 
le TIM 
ô E {0,1} Allèle d'un haplotype au TIM 
f Fréquence des individus diploïdes dans la population ayant le phénotype 
</> = 1 
F = {fo, fi , h } Modèle de pénétrance 
f i Probabilité pour un individu d 'avoir le phénotype </> = 1 s' il porte i allèles 
1 (mutant) au TIM 
m~~+l ) Nombre d'haplotypes de type h porteurs de l'all èle ô au TIM après l'ité-
ration k 
p Fréquence des haplotypes dans la population portant l'allèle ô = 1 au 
TIM 
</> E {0,1} Phénotype d'un individu diploïde 
T = ô1ô2 Diplotype d'un individu au TIM, où ô1 , ô2 E {0 ,1} représentent l'allèle 
au TIM sur ses haplotypes maternel et paternel, respectivement 
Vi Distribution des haplotypes porteurs de l'allèle ô au TIM 
V,,(h) Fréquence des haplotypes de type h parmi ceux qui portent l'allèle ô au 
TIM 
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4.1 Problématique 
Nous avons testé au chapitre Ill une méthode d' estimation de l'allèle au TIM porté par cha-
cun des haplotypes d'un échantillon. Cette méthode s'avéra efficace en général, et particu-
lièrement effective sous certaines conditions. Cependant, elle suppose que nous connaissons 
le modèle de pénétrance F = {fa , fi, f2}, souvent inconnu. Nous présenterons dans ce 
chapitre (section 4.2) une méthode d'estimation de P également développée par Boucher 
(2009) et qui se base sur le même algorithme EM décrit au chapitre Ill. Nous évaluerons la 
performance de cette méthode à la section 4.3, puis nous en observerons l'utilité à travers 
l'exécution subséquente de la méthode d 'estimation de l'allèle au TIM, à la section 4.4. 
4.2 Méthode 
La présente méthode d'estimation du modèle de pénétrance peut se diviser en trois étapes 
distinctes . La première étape (section 4.2.1 ) consiste à définir un ensemble fini Ç de modèles 
de pénétrance p i possibles. Une fois cet ensemble Ç défini , la deuxième étape (section 4.2.2) 
consiste à estimer une distribution \li sur cet ensemble Ç de modèles de pénétrance pi 
possibles. Finalement , une fois que nous avons estimé cette distribution \li, la troisième 
étape (section 4.2.3) consiste à estimer P par F, qui peut être obtenu par différentes 
méthodes. La section 4.2.4 résume les étapes de la méthode, puis la section 4.2.5 permet 
de visualiser où elle se situe dans le pipeline de MapARG . 
4.2.1 Ensemble fini Ç des modèles de pénétrance possibles 
Pour construire un ensemble Ç des modèles de pénétrance pi (triplets dans [O , 1]3) possibles, 
nous définirons les pas {qf0 , qh, qh} par lesquels les valeurs possibles de {!0 , f 1 , h} seront 
incrémentées . Puisque nous supposons que la présence de 1 ou 2 allèles mutants au TIM 
augmente la probabilité qu 'un individu développe le phénotype cjJ = 1, nous appliquerons 
les contraintes logiques 0 ~ f~ ~ ft .:::; f~ ~ 1 et f~ < A Ainsi, par exemple, si Qf0 = 0,01, 
alors fa E {O, 0,01 , 0,02, . . . , 0,99 , l} . De plus, pour f~ = 0,05 et qh = 0,01, on aura 
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alors fi E {0,05, 0,06 , . .. , 0,99 , l} , etc. Une autre contrainte importante est l ' intervalle de 
la valeur possible de la fréquence de l 'allèle mutant au TIM dans la population (pi ). Il est 
possible de limiter cet interva lle par notre connaissance a priori du TIM recherché. Cette 
limitation optionnelle peut permettre de restreindre considérablement la taille de Ç et ainsi 
réduire significativement le temps de calcul , qui s'avère important. Afin de tester la méthode 
dans une large perspective, nous conserverons un intervalle possible pour pi de [O, 0,25] . 
Seront ainsi éléments de Ç tous les modèles p i remplissant les contraintes suivantes : 
f à 0 + Xo qfo, Xo EN; 
n fo + X1 qfi , X1 EN; 
f ~ fi+x2qf2, X2 E N; 
f 6 < f ~ < 1, 
et 
0 < pi < 0,25 . 
4.2 .1.1 Fréquence de l 'all èle mutant du TIM dans la population 
En supposant que l 'on connaisse la fréquence f dans la population du phénotype <P = 1, ce 
qui est plutôt commun, la va leur de pi peut être calculée pour un modèle p i = {f6, Jf, In 
donné. Du tableau 3.1, on a que 
ce qui nous donne l 'équation quadratique 
qui se résout par : 
0 
sinon, 
où il ex iste une et une seule solution pour laquelle 0 < pi < 1. 
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Rappelons que le vrai modèle de pénétrance P du TIM d'un échantillon détermin e la fré-
quence f des phénotypes </J = 1 dans la population , que l'on suppose connue . Ainsi, pour 
un échantillon de modèle de pénétrance P = {0,01 , Ji , f2 }, comme ceux utilisés au cha-
pitre Ill et dans ce chapitre , les valeurs possibles pour f~ sont très limitées. En effet , puisque 
f est fi xé , connu et utilisé pour calculer pi, alors f~. incrémenté par qfo• atteint rapid ement 
une valeur pour laquelle pi > 0,25. Pour cette raison , nous n'estimerons pas f a, que nous 
supposerons connu (et égal à 0,01 pour tous nos échantillons) . 
4.2.2 Distribution \li : distance entre les distributions Va et Vi 
Une fois constru it l'ensemble Ç des modèles de pénétrance possibles, la méthode procède 
à estimer une distribution \li sur ces modèles p i . Cette distribution \li sera basée sur une 
distance calculée entre les distributions Va et Vi obtenues par l'algorithme EM présenté au 
chapitre Ill. L'hypothèse est que plus le modèle estimé F sera proche du vrai modèle P , 
mieux il permettra de différencier les haplotypes mutants au TIM des primitifs . Ainsi , par 
construction , plus un mod èle p i résultera en une grande distance entre Vd et V1i , plus son 
poids sera important dans la distribution \li . 
Donc , pour chaque p i E Ç, l'algorithme EM est d 'abord util isé pour estimer Vd et Vt 
Ensuite , la distance \li (Pi ) entre ces deux distributions est calculée à l'aide de mh0 et mh1 , 
soient les nombres d 'haplotypes de type h porteurs respectivement de l'allèle 0 et 1 au 
TIM après la dern ière itération de l'algorithme EM , ou plus simplement Va et V1 , avant 
normalisation (équation 3.2). Cette distance \li (P i ) est simplement la somme des carrés des 
distances entre mh0 et mh1 pour tous les types d'haplotypes : 
(4 .1) 
« < > » 
95 
4.2.3 Utilisation de la distribution W pour estimer P 
Cette distribution W peut ensuite être utilisée de multiples façons pour estimer P . Nous en 
proposerons trois . La première, la plus simple, consiste à prendre comme estimateur de P 
(F) le p i qu i produit la plus grande distance entre Va et Vi, c'est-à-dire : 
Fmax p i tel que Vj-/ i . 
Une deuxième méthode d'estimation de P à partir de la distribution W consiste à calculer 
l'espérance de P. Ainsi , FE= {]oE, ]1E, ]2E, }, où 
E [fa] 
Enfin , la troisièm e méthode proposée consiste également à calculer l'espérance de P sur la 
distribution W, mais en aggravant l'écart de poids entre les mod èles faibl es et les modèles 
forts par une puissance de 8. On a donc FE8 = {]oE8, ]1E8, ] 2E8, }, où 
1 ~ . 8 . 2= . w(P i)s ~ w(P) fô; 
F'Ef, F i Et, 
Les résultats que nous obtiendront lors de l'évaluation de la méthode d 'estimation du modèle 
de pénétrance nous donneront un aperçu des différences d 'efficacité de ces trois utilisations 
de la distribution W pour estimer F. 
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4.2.4 Algorithme 
Afin de bien saisir la structure de la méthode d 'estimation du modèle de pénétra nce que 
nous venons de présenter , en voici les grandes étapes, ainsi que l'i nsertion de l'a lgorith me 
EM dans cette méthode : 
1. Déterminer l'ensembl e Ç des modèles de pénétrance Fi = {f~, Jt , Jn possibles , selon 
les pas { qf0 , qfi> qh} et tel que 0 :S f~ :S Jt ::; f~ :S 1 et 0 ::; pi ::; 0,25 ; 
Il. Pour chacun des modèles de pénétrance p i E Ç : 
1. Estimer les distributions VJ et V1i avec l'algorithme EM (section 3 .2.4) ; 
ii. Calculer la distance w(Fi) entre VJ et Vl (équation 4 .1) ; 
Ill. Estimer le modèle de pénétrance F par l'u ne des trois méthodes proposées : 
rmO> ou bien p FIE, ou bien 
Ê'JE8 
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4.2.5 Implantation dans MapARG 
Dans l'optique de la vra isemblan ce composite , la présente méthod e d 'esti mat ion du mod èle 
de pénétrance est utilisée à chaque fenêt re, avant l' util isation de la méthode du chapitre Ill 
pou r estimer les all èles au TIM . Ainsi, pour chaque fenêt re w , un e distri but ion ww des 
mod èles de pénét rances est estimée, ainsi qu 'un modèle de pénétrance frw , subséqu emment 
utilisé pour estimer les all èles au TIM des haplotypes, dans cette fe nêtre w . Voici où s 'insère 
cette méthode d 'estimation du mod èle de pénétran ce dans le pipeline de MapARG : 
1. Choisi r l'ensemble des posi t ions xr pou r lesquelles CL(xr ) sera évalu ée; 
Il. Pour chacun e des L - d + 1 fenêtres couvrant l'ensembl e des SNPs de l'échanti llon : 
1. Estimer la distribution ww et un modèle de pénétrance frw (section 4.2.4) ; 
2. Estimer les dist ributions Va et Vi par l'a lgorithm e EM avec frw (section 3.2.4) ; 
3. Pou r chacun des d - 1 intervall es situ és dans la fe nêt re : 
Pour chacun des K graphes à const rui re : 
1. Pour chaque ind ividu de l'échant illon : 
1. Générer, avec Va, V1, les équ ations 3.4.a à 3.4.h, et par l'équat ion 3.6, la 
distri bution de ses 4 T possi bles ; 
ii. Génére r T = 8182 selon cette distribution ; 
2. Pour chaque étape T du gra phe, t ant que le MRCA n'est pas at teint : 
i . 
ii. Mettre à jour Qxy(HT) et PxT(HT+I) ; 
iii . Générer un évènement selon PxT(H7 +1) ; 
iv. Mettre à jour H 7 +1 
Ill. Pou r chaqu e position xr : 
Calculer CL(xr) ; 
IV. xr correspond au maximum de CL (xr) . 
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4.3 Évaluation de la méthode 
Tout comme pour l'évaluation de la méthode d 'estimation de l'allèle au TIM au chapitre 111 , 
la présente méthode d 'estimation du modèle de pénétrance sera évaluée fenêtre par fenêtre 
le long de la séquence. Afin d'évaluer l'efficacité de la méthode à bien estimer le modèle 
de pénétrance, une distance euclidienne sera calculée pour chacune des trois méthodes 
d'estimation de F, entre le vrai modèle de pénétrance F du TIM et le modèle estimé pw 
de la fenêtre w. Puisque nous supposons connu le f a du réel modèle F, les 3 distances 
euclidiennes , normalisées sur [0 ,1], ne seront obtenues que par les distances avec fi et h : 
Y~ax 
y w 
JE 
y w 
!Es 
1 V A A J2u~.x - fi )2 + u~.x - h) 2 
Nous utiliserons également, comme statistique , l'espérance des distances ww(Fi) utilisées 
par chacune des trois méthodes pour obtenir leurs ftw respectifs , c'est-à-dire : 
A;:;ax 
= 
où 1 (ç) est la taille de Ç. 
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Les mêmes échantillons que ceux de la section 3.3.3 seront utilisés dans ce chapitre, et 
les mêmes facteurs que ceux de la section 3.3.2 seront testés, soient les risques relatifs, la 
taille de l'échantillon et la largeur des fenêtres. Les pas utilisés pour générer les modèles 
p i E Ç seront qfi = 0,01 et qh = 0,01, ce qui donnera un peu moins de 5 000 modèles de 
pénétrances à tester à chaque fenêtre, dépendamment de la fréquence f des phénotypes 
!/> = 1 associée au vra i modèle de pénétrance P d 'un échantillon, qui affectera les fréquences 
pi des modèles p i possibles (voir section 4.2.1.1). 
4.3.l Répartition spatiale des estimations de P par les 3 méthodes 
Observons tout d 'a bord la répartition spatiale des estimations de P par les 3 méthodes, 
soient FJE, FJE8 et Fmax pour 4 modèles de pénétrance , avec des échantillons de 400/ 400 
témoins/ cas et des fenêtres de 16 SNPs (figure 4.1). Chaque point identifie le modèle estimé 
frw à la fenêtre w par l'une des 3 méthodes, selon la couleur. La zone grise identifie l'espace 
de Ç, et les 2 droites rouges, horizontale et verticale , situent respectivement les fi et f2 du 
vra i modèle F. 
On observe que tous les FIE (en bleu), peu importe l'importance des risques relatifs , semblent 
se concentrer près du centre de masse de l'espace de Ç (non montré), comme si tous les 
p i avaient presque le même poids dans la distribution W. Les FJE8 (en vert), quant à eux, 
se répartissent légèrement plus , et certains tombent très près de la valeur réelle de fi, sauf 
lorsque les RRs sont très forts , où ils sont néanmoins situés plus près du P réel que les FJE . 
Les Fmax (en rouge) se comportent de façon tout à fait différente. Avec des RRs très faibles 
(1,01), ils se concentrent aux limites de l'espa ce de Ç, particulièrement sur les droites fi = f2 
et f2 = 1. Quelques Fmax se trouvent même très près du P réel. Avec des RRs plus forts, 
les concentrations semblent migrer vers la droite f 1 = 0, puis éventuellement, avec des RRs 
très forts (10) , les Fmax se concentrent tous à proxi mité du vrai modèle P . 
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Figure 4.1 Modèle de pénétrance estimé P par les 3 méthodes d 'estimation , pour 4 
modèles de pé nétrance (RRl = RR2 E {1,01 , 1,1, 2, 10} ) , pour une taille de 400 / 400 
t émoins/ cas et des fe nêtres de 16 SNPs. Chaque point identifi e le modèle estim é pw à la 
fenêtre w par une des 3 méthod es . La zone grise identifi e l'espace de~- Les droites rouges, 
horizontale et vert icale , situent les fi et f2 du vrai modèle F . 
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4.3.2 Distance euclidienne Y du vrai modèle F le long de la séquence 
La figure 4.2 perm et de visualiser les distances euclidienn es normal isées Y des 3 méthodes 
entre le modèle F réel et les estimations P le long de la séqu ence, pour les 4 mêmes 
échantillons , avec des fen êtres de 16 SNPs. Pour les RRs = 1,01 , 1, 1 et 2, les distances 
Y JE et Y IEs sont t rès stables et autour de 0,5 sur toute la séqu ence , résultant en une très 
mauvaise estimation du modèle F . Avec des RRs très forts , les P IE et P IEs se rapprochent 
légèrement de F, toujours indépendamment de la proxim ité du T IM. 
Les Y max sont beaucoup plus variabl es. Avec des RRs très faibl es (1 ,01) , un e forte majorité 
des Pm ax sont situés plus loin du F que les P IE et PJE8 , et sont même situés tout près de 
l'extrémité opposée de l' espace de Ç (Y max ---+ 1) . Néanm oi ns, une poignée d' entre eux (sur 
près de 500 fenêt res) se situent très près du F . À mesure que les RRs augmentent , les Pmax 
migrent vers F et , avec des RRs très fo rts (10) , se si t uent tous relativement près de F 
(Y max ---+ 0) . On remarque que , avec les RRs = 2, toutes les distances Y max situées tout 
près du TIM sont pratiquement null es et que, avec les RRs = 10, un pic semble de dessiner 
autour du T IM . 
La figure 4.3 permet de voir l'effet de la taille de l'échantillon et de la largeur des fenêtres 
avec un modèle de pénétrance fort (RRl = RR2 = 10) . À première vue, aucune des 3 
distances Y ne semble être significativement am éliorée par de plus grands échanti llons , 
qu ell e que soit la la rgeur des fen êtres ut il isées. Cependant , la la rgeur des fe nêt res montre 
un effet évident sur Y JE8 et Y max (ma is pas Y JE ) . Les PIEs se rapprochent tranquillement 
de F avec des fe nêtres de plus en plus larges, peu importe la ta ill e de l'échant ill on. Les 
P max mont rent un comportement pa rt icul ier : la majorit é sont situés ou bi en t rès loin de F 
(Y m ax ~ 0,9), ou bien t rès près de F (Y max---+ 0). À mesure qu e les fenêtres s 'élargissent , 
les mauvais Pmax semblent migrer subitement tout près de F . 
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Figure 4.2 Distance euclidien ne Y entre le modè le estimé F et le vrai modèle F le long 
de la séquence pour les 3 méthodes d'estimation, pour 4 modèles de pénétrance (RRl = 
RR2 E {1 ,01 , 1,1 , 2, 10} ) , pour une taill e de 400/ 400 témoins/ cas et des fenêtres de 16 
SNPs. 
« < > » 
0 
0 
"<!" 
-
0 
0 
"<!" 
0 
0 
VI N 
ro -u 0 
- 0 
~ N 
0 
E 
'Q) 
...... 
Q) 
-0 
Q) 
..... 
..0 E o 
0 ~ 
z -0 
0 
.--4 
0 
1..() 
-
0 
1..() 
11111 
2 
103 
. 
l 
J' ,~' -
__ ,, 
.. ,.. . --"-... 
"~Jl~~-r: 
' . . '" ' 
1 1 1 
! ~.J 
" 
, l?r .- .,..--,_, ~ (1 
1 
L 
1 
' li " 1 l • • • • fi • • J ... t -
,,.- ,;, ·r A 
1 ;r 1 1 
4 8 16 
Largeur des fenêtres (SNPs) 
W yW W 
----- Y E ----- Es ----- y max 
Figure 4.3 Distance euclidienne Y entre le modèle estimé F et le vrai modèle F le long 
de la séqu ence pour les 3 méthodes d 'estimation, en fonct ion de la taille de l'échantil lon et 
des fenêtres, pour RRl = 10 et RR2 = 10. Éche lle des ordonnées : [1 , O] . 
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Figure 4.4 Espérance A des distances W le long de la séquence pour les 3 méthodes 
d 'estimation , pour 4 modèles de pénétrance (RRl = RR2 E {1 ,01 , 1,1, 2, 10} ), pou r une 
taill e de 400/ 400 t émoins/ cas et des fenêt res de 16 SNPs . 
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Figure 4.5 Distance euclidienn e Y ent re F et F en fonction de l'espérance A pour les 3 
méthodes d 'estimation , pour 4 mod èles de pénétrance (RRl = RR2 E {1 ,01 , 1,1, 2, 10} ) , 
pou r une t aill e de 400 / 400 t émoins/cas et des fe nêtres de 16 SNPs. 
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4.3.3 Espérance A le long de la séquence 
Observons maintenant les espérances AJE, AJE8 et Am ax qui ont permis d 'obtenir les estimés 
.FJE , FJE8 et Fmax. respectivement . La figure 4.4 montre ces espérances le long de la séquence, 
toujours pour les 4 mêmes échantillons de 400/ 400 témoins/ cas et avec des fenêtres de 16 
SNPs. Chacun des 3 A est normalisé sur [O ,l], 1 correspondant au Aw le plus élevé obtenu 
le long de la séquence, pour chacune des 3 méthodes. 
Avec des RRs très faibles (1 ,01), les 3 A montrent peu de variabilité . Avec les RRs = 1,1 , 
AJE8 montre un pic important situé relativement près du TIM. Cependant , avec des RRs 
forts (2et10), les 3 A montrent un fort pic presqu'exactement sur le TIM . Le pic de AJE8 est 
d 'ailleurs très fortement prononcé . Ces pics sont d'autant plus intéressants qu 'ils suggèrent 
même une potentielle méthode de cartographie génétique fine , basée sur une mesure de 
distance entre les distributions Vo et V1 des haplotypes porteurs des allèles 0 et 1 au TIM, 
respectivement. Cette méthode , quoique se rapprochant des méthodes conventionnelles 
telles que les x2 ou les tests exacts de Fisher , utiliserait beaucoup plus d 'information, soit 
celle contenue dans tous les SNPs des haplotypes partiels créés par les fenêtres. Pour cette 
raison, cette méthode potentielle de cartographie mériterait une éventuelle investigation. 
La présente implantation de la méthode d 'estimation du modèle de pénétrance implique que 
l'on estime le modèle F à chaque fenêtre , puis que l'on utilise cette estimation F dans cette 
fenêtre pour estimer les all èles au TIM, etc . Dans une perspective où l'on voudrait d'abord 
balayer toute la séquence, puis choisir comme estimation globale de F le frw obtenu dans la 
fenêtre où l'espérance A était la plus élevée , il serait avantageux que les espérances A élevées 
soient associées aux estimations frw proches de vrai modèle F, c'est-à-dire aux distances 
euclidiennes T faibles. La figure 4.5 montre la corrélation (ou son absence) entre ces deux 
variables , pour les 3 méthodes. Idéalement, les points se situeraient près de la diagonale. 
Particulièrement, pour chacune des 3 méthodes, le point le plus à droite (l'espérance Aw la 
plus élevée le long de la séquence) se situerait le plus haut possible, c'est-à-dire que le _Fw 
correspondant serait très près du vrai modèle F. On remarque que, pour les 4 modèles de 
pénétrance, les FiE et FiE associés aux ATit et ATit respectives les plus élevées sont très loin 8 . 8 
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du vrai modèle F. De son côté, le F:;!,ax associé à l'espérance A~ax la plus élevée est aussi 
t rès loin de P pour des RRs fa ibles, ma is consti tue une excellente estimat ion de P lorsque 
les RRs sont forts. 
4.3.4 Distribution w8 abTIM et périTIM des modèles de pénétrance 
Il serait intéressant et instructif de pouvoir visualiser une distribut ion W de tous les modèles 
de pénétrance p i E Ç. Pour arriver à cette fin , nous prendrons la distribution w8 , normalisée 
sur [O, l], et calculerons une distribution w8 périTIM moyenne avec toutes les fenêt res 
englobant le TIM , de la même façon qu 'à la section 3.3.4. Ainsi, pour tout p i E Ç, w(Pi)8 
périTIM sera égal à la moyenne des ww(Pi)8 sur les fenêtres w passant su r le TIM . Pou r fin 
de comparaison , nous calculerons égal ement une distribut ion w8 abTIM éloi gnée du TIM 
sur la séquence , soit autour du 250 oooe nucléotide (si t ué à 0, 25 Mb) , de la même mani ère 
qu e pour la distribution w8 périTIM . 
La figure 4.6 montre ces deux dist ributions (gau che : w8 abTIM ; droite : w8 périTIM) 
obtenues avec deux échantillons (de 400/ 400 témoins/ cas) de modèles de pénétran ce P = 
{0,01 , 0,3, 0,7} (h aut) et P = {0,01 , 0,1, 0,1} (bas), à l'aide de fe nêtres de 16 SNPs. 
L'échelle de couleur en bas de la figure permet de comprendre le continuum des valeurs 
de w8 représentées. Il est d 'abord très surprenant de constater la continuité spatiale des 
distributions . Étrangement, la dist ribution w8 abTIM , construite dans un e région dont on 
su ppose l' absence d'effet génétiq ue, semble privi légier les Jt et f~ les pl us près de fa (0,01). 
Autrem ent dit , les modèles p i qui résultent en les plus grandes distances entre Va et V1 
pou r les haplotypes parti els da ns cette région sont ceux pour lesquels f { et f~ sont les plus 
près de fa. On remarque aussi que la majorit é des modèles p i E Ç obt iennent un poids t rès 
faible . 
Il est par contre très encourageant de constater que les dist ri butions '11 8 périTIM , quant 
à elles, se concentrent autour du vra i mod èle de pénét rance P. On remarque que tous les 
modèl es pi dont le f{ est très faibl e résultent en une très petite distance Va - V1 . Il est aussi 
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Figure 4.6 Distri butions 1l!8 abTIM (gauche) et périTIM (droite) normalisées sur [0 ,1] 
pou r les 2 modèles de pénét rance {0,01, 0,3, 0,7} (haut) et {0,01 , 0,1, 0,1} (bas), pour 
une taille de 400/ 400 témoins/ cas et des fenêtres de 16 SNPs. Chaque point situe un 
p i E Ç. Les droites rouges, horizontale et verticale, situent les fi et h du vrai modèle F . 
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Figure 4.7 Distribution '1! 8 périTIM normalisée sur [ü ,l] en fonction de la tai lle de l'échan-
tillon et des fenêtres , pour RRl = 10 et RR2 = 10. Chaque point situe un p i E ~· Les 
droites rouges, horizontale et verticale, situent les fi et h du vrai mod èle F. 
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intéressant de noter que w8 périTIM est très concentrée autour du fi , mais est beaucoup 
plus éparpillée sur l'axe de f2. Cette plus grande difficulté à estimer h pourrait être associée 
à la faible proportion des individus deux fois porteurs de l'allèle mutant au TIM dans un 
échantillon (T = 11) , comparativement aux simples porteurs (T = 01 et T = 10). 
La figure 4.7 permet d'observer l'effet de la taille de l'échantillon et de la largeur des fe-
nêtres sur la distribution w8 périTIM avec le modèle de pénétrance F = {0,01 , 0,1, 0,1}. 
On constate que des fenêt res étroites de 2 SNPs donnent de piètres résultats s ' apparen-
tant à ceux obtenus dans la région abTIM (non montrés) , mais que des fenêtres de 4 
SNPs semblent donner une distribution '11 8 périTIM tout aussi juste que des fe nêtres plus 
larges. L'effet de la taille de l'échantillon n'est pas très clair , mais semble faire varier la 
concentration de \ll8 . 
4.4 Effet sur l'estimation des allèles au TIM 
Maintenant qu e nous avon s pu constater le potentiel de la présente méthode à est imer le 
modèle de pénét rance d 'un TIM dans un échantillon , voyons voir si cette estimation F du 
mod èle F peut être utilisée efficacem ent par la méthode d 'estimation des allèl es au TIM 
décrite au chapitre Ill. Pour ce faire , à chaque fenêtre w , le modèle estimé dans cette fen être 
par la méthode du maximum de ww, soit le modèle Ê'max. sera util isé pour estimer les all èles 
au TIM , puis les même taux de succès qu 'au chapitre Ill seront calculés. 
Les figures 4.8 à 4.15 montrent les 2 taux globaux et les 4 taux partiels obtenus le long 
de la séquence, par RRs pour des échantillons de 400/ 400 témoins/ cas et des fenêtres de 
16 SNPs (4.8 à 4.11 ) , et par ta ille d 'échantillons et largeur de fenêtres pour des RRs de 
10 (4.12 à 4.15). Afin de pouvoir bien apprécier l'efficacité de la méthode d' estimation du 
mod èle de pénétrance , nous comparerons les taux de succès obtenus par les modèles estimés 
piw avec les taux obtenus avec les vrais modèles de pénétrance F. Ainsi, les figures 4.8, 
4.9, 4.12 et 4.13 présentent les résult at s obtenus par l'estimation fenêtre par fenêtre du 
mod èle, alors que les figures 4.10 , 4.11 , 4.14 et 4.15 présentent les résultats obtenus en 
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toute connaissance du vrai modèle de pénétrance. La visualisation numérique, deux pages 
à la fois, est optimale pour fin de comparaison. 
Tout d 'abord, on constate que les taux de succès globaux sont presque aussi élevés lorsque 
l'on doit estimer le modèle que lorsqu'on le connait, particulièrement avec des RRs élevés 
(figures 4.8 et 4.10), où alors le taux global semble même amélioré . Cette légère amélio-
ration du taux global peut être mieux appréciée en comparant les figures 4 .12 et 4.14. 
Indépendamment de la taille de l'échantillon ou de la largeur des fenêtres , on voit que le 
taux global est légèrement amélioré par l'estimation du modèle de pénétrance , alors que le 
taux global utilitaire est légèrement diminué . Fait intéressant , le pic au TIM est toujours 
bien présent, et la région périTIM semble d'ailleurs être moins être changée par l'estimation 
du modèle que le reste de la séquence, particulièrement avec des RRs forts . 
Cette très forte stabilité de la région périTIM est plus particulièrement visible lorsque l'on 
observe les taux de succès partiels. En alternant successivement entre les pages 113 et 115 , 
on constate que les pics au TIM des modèles forts ne bougent pratiquement pas , alors 
que les taux sur le reste de la séquence sont complètement différents avec l'estimation du 
modèle. De toute évidence, l'estimation du modèle de pénétrance apporte beaucoup plus 
de variabil ité dans les taux de succès. Cette grande variabilité tire souvent les taux vers les 
extrêmes, parfois les détériorant, mais parfois aussi les amenant à 1, comme c'est le cas pour 
le taux nfem des témoins primitifs. En général, l'estimation du modèle de pénétrance (plutôt 
que l'utilisation du vrai modèle) semble améliorer le taux des témoins primitifs (nfem) et 
des cas primitifs ( 7r~as • particulièrement autour du TIM) et détériorer celui des cas mutants 
(n~as) et plus légèrement celui des témoins mutants (7rfem)· 
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Figure 4.8 ( Modèle estimé ) Taux de succès globaux en fonction des risques rel atifs 
RRl et RR2 , pour une taille de 400/ 400 t émoins/ cas et des fenêtres de 16 SNPs. Échelle 
des ordonnées : [O, l] . 
Bleu : Taux global utilitaire ( 7f utilitaire ) ; 
Bleu foncé : Taux global (n) . 
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Figure 4.9 [ Modèle estimé ] Taux de succès partie ls en fonction des risques relatifs 
RRl et RR2 , pour une taille de 400/ 400 témoins/ cas et des fenêtres de 16 SNPs. Échelle 
des ordonnées : [O , l ]. 
Vert : Témoins primitifs (7ï~em) ; 
Rouge : Cas primitifs ( 7ï~as) ; 
Rouge foncé : Cas mutants ( 7ï~as ) ; 
Vert foncé : Témoins mutants (7ïfem) · 
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Figure 4.10 ( Modèle connu ] Taux de succès globaux en fonction des risques relatifs 
RRl et RR2 , pour une taille de 400/ 400 témoins/ cas et des fenêtres de 16 SNPs. Échelle 
des ordonnées : [O , l]. 
Bleu : Taux global utilitaire ( 7rutilitaire) ; 
Bleu foncé : Taux global (n). 
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Figure 4 .11 ( Modèle connu ] Taux de succès partiels en fonction des risques relatifs 
RRl et RR2 , pour une taille de 400/ 400 témoins/ cas et des fenêtres de 16 SNPs. Échelle 
des ordonnées : [O , 1]. 
Vert : Témoins primitifs (1l"rem) ; 
Rouge : Cas primitifs (7l"~aJ ; 
Rouge foncé : Cas mutants ( 7l"~as) ; 
Vert foncé: Témoins mutants (1l"fem)· 
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Figure 4.12 [Modèle estimé] Taux de succès globaux en fonction de la taille de l'échan-
tillon et des fenêtres, pour RRl = 10 et RR2 = 10. Échelle des ordonnées : [O , 1]. 
Bleu : Taux global utilitaire ( 7ruti lita ire ) ; 
Bleu fon cé : Taux global (7r ) . 
« < > » 
0 
0 
""'" 
.....__ 
0 
0 
""'" 
0 
0 
<Il N ro .....__ 
u 0 
-...__ o 
~ N 
0 
E 
' <ll 
+-' 
(]) 
""O 
(]) 
l... 
_c 
E g 
0 ...... z .....__ 
0 
0 
...... 
0 
LO 
.....__ 
0 
LO 
117 
2 4 8 16 
Largeur des fenêtres (SNPs) 
Figure 4.13 [Modèle estimé] Tau x de succès partiels en fonction de la taille de l' échan-
tillon et des fenêtres, pour RRl = 10 et RR2 = 10. Échelle des ordonnées : [ü , 1]. 
Vert : Témoins prim itifs (7ï~em) ; 
Rouge : Cas primitifs ( 7ï~as) ; 
Rouge foncé : Cas mutants (7ï~as ) ; 
Vert foncé : Témoins mutants (7ïfem)· 
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Figure 4.14 [Modèle connu] Taux de succès globaux en fonction de la taille de l'échan-
t illon et des fenêtres, pour RRl = 10 et RR2 = 10. Éch elle des ordonn ées : [O, l] . 
Bleu : Taux global utilitaire (7rutilitaire) ; 
Bleu foncé : Taux global (n). 
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Figure 4.15 (Modèle connu] Taux de succès partiels en fonction de la taille de l'échan-
tillon et des fenêtres , pour RRl = 10 et RR2 = 10. Échelle des ordonnées : [O, l ]. 
Vert : Témoins primitifs ( 7r~em ) ; 
Rouge : Cas primitifs (7r~aJ ; 
Rouge foncé : Cas mutants (7r~as) ; 
Vert foncé: Témoins mutants (7rtem) · 
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4.5 Discussion 
Nous avons présenté dans ce chapitre une méthode d 'esti mation du modèle de pénétrance 
qui repose sur le même algorithme EM que la méthode d 'estimation des allèles au TIM 
présentée au chapitre 111. La méthode produit une distribution des modèles de pénétrance 
possibles , et 3 différentes façons d'utiliser cette distribution ont ensuite été proposées pour 
estimer le modèle . Le potentiel de la méthode a été documenté, et elle mérite une re-
cherche plus approfondie. La possibilité d'une nouvelle méthode de cartographie génétique 
a d 'ailleurs été mentionnée. De plus , l'estimation fenêtre par fenêtre du modèle de péné-
trance par cette méthode a montré qu 'e lle pouvait même améliorer l'estimation subséquente 
des allèles au TIM , plutôt que l'util isation du vrai modèle , même s'il est connu. 
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NOTATIONS DU CHAPITRE IV 
f Fréquence des ind ividus dans la population ayant le phénotype <P = 1 
P = {fo , f1 , h} Modèle de pénétra nce réel d 'un échanti llon 
p i Modèle de pénétrance poss ible E Ç 
p Modèle de pénétrance estimé 
pw Modèle de pénét rance esti mé dans la fenêtre w 
PIE, FIEs, Fmax Modèles de pénétrance est imés par \li, w8 et le maximum de \li 
1(Ç) Taille de l'ensemble Ç 
AIE, AIEs, A max Espéra nces des distances \li (Pi) , w(Pi) 8 et w(Fmax) 
m'ho Nombre estimé d'hapl otypes de type h porteurs de l'a ll èle 0 au TIM 
* mh1 Nombre estimé d 'haplotypes de type h porteurs de l' all èle 1 au TIM 
p Fréqu ence des hapl otypes dan s la population porta nt l'allèle 1 au TIM 
pi Val eur de p corresponda nt au modèle p i E Ç 
\[! Distribution sur Ç basée sur un e dist an ce entre Va et Vi 
{qJ0 , Qfp qh} Pas par lesquels {!~, JI, Jn sont incrémentés pour construi re Ç 
YIE, YIE8 , Y max Distances euclidi ennes, normalisées sur [0,1], entre Pet FIE , FIE8 et Fmax 
Va Distribution des haplotypes port eurs de l'allèle 0 au TIM 
V1 Distribut ion des hapl otypes porteurs de l'a ll èle 1 au TIM 
Ç Ensemble des modèles de pénétrance p i possibl es 
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CONCLUSION 
L'objectif du présent ouvrage était de tester l'efficacité et le potentiel de deux méthodes 
d'estimation , l'une pour estimer l'allèle d'une mutation cherchée sur tous les haplotypes 
d'un échantillon, et l'autre pour estimer le modèle de pénétrance de cette mutation , toutes 
deux reposant sur le même algorithme EM . Ces deux méthodes d'estimation s 'insèrent dans 
une méthode de cartographie génétique fine que nous avons décrite en détail au chapitre Il. 
La sensibilité de ces méthodes à quatre facteurs fut mise à l'épreuve , soient les risques 
relatifs RRl et RR2, la taille des échantillons disponibles ainsi que la largeur des fenêtres 
utilisées. 
En supposant le modèle de pénétrance connu , la méthode d'estimation des allèles s'avère 
très efficace à bien estimer les témoins et les cas primitifs au TIM , peu importe la taille de 
l'échantillon , la largeur des fenêtres et même pour des RRs très faibles. La juste détection 
des haplotypes mutants (témoins et cas) s'avère toutefois considérablement moins bonne , 
et significativement plus sensible aux facteurs testés. En particulier, leurs taux de succès 
périTIM , très faibles avec des RRs faibles, s'améliorent rap idement avec des RRs forts , parti-
culièrement avec de larges fenêtres. La taille des échantillons ne semble toutefois pas exercer 
une grande influence. Une bonne estimation des allèles des haplotypes mutants est cepen-
dant peut-être moins importante pour la performance subséquente de MapARG que celle 
des haplotypes primitifs . En effet, la contamination des vrais mutants d'un échantillon, plus 
homogènes, par des fau x primitifs, plus hétérogènes, est possiblement plus dommageable à 
la méthode de cartographie. 
Le modèle de pénétrance étant plus souvent qu 'autrement inconnu , nous avons également 
testé une méthode pour l'estimer , qui produit une distribution sur un ensemble fini discret 
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de modèles de pénétrance possibles . Cette distribution est basée sur une distance résultante 
entre les haplotypes esti més primitifs et ceux estimés mut ants . L'util isation subséquente de 
cette distribution pour estimer le vrai modèle peut prendre diverses formes, et nous en avons 
décrites trois . La plus performante, auss i la plus variable, est celle consistant à prendre le 
mod èle le plus probable. Elle s 'avère cependant peu efficace si les RRs sont t rès fa ibles , tout 
comme les deux autres , qui reposent sur l'espérance de la distribution. Ici encore, la taille 
des échantillons est peu influente, alors que de larges fen êtres résultent en de bien meilleurs 
résultats que des petites. 
L'estimation subséquente des allèles au TIM en utilisant le modèle estimé (le plus probable) 
par la méthode fut également compa rée à celle utilisant le vrai modèle connu . Il fut d 'abord 
encourageant de constater que les pics des taux de succès autour du TIM éta ient toujours 
présents , et d'intensité quasim ent identiqu e. Il fut également observé qu e les taux de succès 
des mutants étaient légèrement moins bons qu'avec l'util isation du vrai modèle , mais que 
ceux des primitifs étaient plutôt am éliorés, particul iè rement dans la région périTIM . Si la 
juste estimation des all èles des primitifs est effectivem ent plus importante à la méthode 
MapARG qu e celle des mutants , l' utilisation du mod èle estimé pourra it potent iell ement 
aider la méthode de cartograph ie, même si ell e se fait au détriment de la bonne estimation 
des mutants. 
La distribution périTIM des modèles de pénétrance, nettement concentrée autour du vrai 
modèle, au moins pour des RRs forts , comparativement à la distribution abTIM , pou r-
rait s 'avérer en soi une méthode de cartographie génétique . En effet , les trois méthodes 
d' estimation du mod èle montrèrent un très fort pic de leur espérance exactement sur la 
position de la mutation recherchée. Une investigation plus élaborée de ce côté pourrait être 
prometteuse. 
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ADN 
ARG 
Allèle 
Chromosome 
Diplotype 
Gène 
Génome 
Génotype 
Haplotype 
LEXIQUE 
Acide désoxyribonucléique. Longue molécu le supportant l 'information 
génétique et qu i est formée d'une séquence linéaire des nucléoti des A , 
C, G et T. L'ADN humain, long d 'environ 3 milliards de nucléotides et 
divisé en 23 pai res de chromosomes, contient environ 30 000 gènes. 
Ancestral Recombination Graph. Graphe de recombinaison ancestral. 
Une des formes alternatives d'un gène ou d 'un nucléotide occupant un 
locus précis sur un chromosome. Un SNP prend généra lement l 'un de 
deux allèles possibl es parmi A , C, G et T . 
Structure macromoléculaire contenant une section précise de la séquence 
d'ADN . Chez l 'humain , l 'ADN est divisé en 23 chromosomes. Un individu 
possède deux copies de chaque chromosome, provenant de chacun de 
ses deux parents. 
Ensemble de deux haplotypes homologues d'un individu. Le diplotype, 
contrairement au génotype, permet de distinguer les deux haplotypes. 
Séquence d'ADN située à un locus précis sur un chromosome, souvent 
longue de plusieurs milliers de nucléotides et codant généra lement pour 
une protéine (définition simplifiée) . L'humain possède deux copies de 
chacun des ses quelqu es 30 000 gènes. 
L'ensemble de toute l 'i nformation génétique d 'un organisme. Le génome 
humain est constitué de son ADN divisé en 23 pa ires de chromosomes, 
plus son ADN mitochondrial qui n'est transmis que par la mère. 
Composition allélique d'une sélection de marqueurs, sans différentiation 
du chromosome sur lequel se situe chacun des deux allèles des marqueurs . 
Le génotype, contrairement au diplotype, ne permet pas de distinguer 
les deux haplotypes. 
Composition allél ique d'un seul des deux chromosomes d 'une paire , pour 
une sélection de marqueurs. Deux haplotypes homologues d'un individu 
constituent un d ip lotype. 
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LD 
MRCA 
Nucléotide 
Phénotype 
Ploïdie 
Linkage Disequilibrium. Déséquilibre de lia ison . 
Most Recent Common Ancestor. Ancêtre commun le plus récent . 
Composant moléculaire de base de l 'ADN , prenant l 'u ne de quatre formes: 
A , C, G et T. L'ADN humain est constitué d 'environ 3 milliards de nu-
cléotides , et un gène peut en comprendre plusieurs centaines. 
État d'un caractère observable chez un organisme vivant (anatomique , 
morphologique, moléculaire, physiologique, ou éthologique) . Peu de phé-
notypes sont uniquement déterminés par l'allèle du / des gène(s) qui lui 
sont associés . L 'environnement exerce généralement une influence, dont 
l 'i mportance varie selon le caractère observé. 
Nombre d'exemplaires de chacun des chromosomes dans une cellule. 
L'humain étant diploïde, chacune de ses cellules nucléées contient deux 
chromosomes homologues pour chacune des 23 paires de chromosomes, 
l 'un hérité de sa mère et l 'autre de son père. 
Polymorphisme Coexistence dans une population de plusieurs allèles pour un gène ou un 
nucléotide. 
SNP Single Nucleotide Polymorphism. Nucléotide, situé à un locus précis sur 
un chromosome, dont une certaine proportion de la population possède 
un allèle différent du consensus. Chez l 'humain , un SNP avec une fré-
quence allélique 2: 1 3 est présent à tous les 100 à 300 nucléotides en 
moyenne, où 2 SNP sur 3 substituent C avec T . 
TIM Trait lnfluencing Mutation . Mutation influençant un caractère (phéno-
typique) . 
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ARG 13, 19, 125 
allèle 5, 125 
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chromosome 6, 125 
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APPENDICE A 
TAUX DE SUCCÈS GLOBAUX ET PARTIELS, PAR TAILLE DE 
L'ÉCHANTILLON 
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Figure A.I Taux de succès globaux en fonction des risques relatifs RRl et RR2, pour une 
taille de 50/50 témoins/ cas et des fenêtres de 16 SNPs. Échelle des ordonnées : [ü , 1]. 
Bleu : Taux global utilitaire (7rutilitaire) ; 
Bleu foncé : Taux global (7r) . 
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Figure A.li Taux de succès partiels en fo nction des ri sques relatifs RRl et RR2, pour une 
taill e de 50/50 t émoins/ cas et des fenêt res de 16 SNPs. Échell e des ordonnées : [ü, 1]. 
Vert : Témoins primitifs ( 7r~em) ; 
Rouge : Cas primitifs ( 7r~a s) ; 
Rouge fon cé: Cas mutants ( 7r~05 ) ; 
Vert foncé : Témoins mutants (7rfem) · 
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Figure A.Ill Taux de succès globaux en fonction des risques relatifs RRl et RR2 , pour 
une taille de 100/100 témoins/ cas et des fenêtres de 16 SNPs. Échelle des ordonnées : 
[O , l]. 
Bleu : Taux global utilitaire (7rutilitaire) ; 
Bleu foncé : Taux global (7r). 
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Figure A.IV Taux de succès partiels en fonction des risques relatifs RRl et RR2, pour 
une taille de 100/100 témoins/ cas et des fenêtres de 16 SNPs . Échelle des ordonnées : 
[O , 1]. 
Vert : Témoi ns primitifs (7rPem) ; 
Rouge : Cas primitifs (7r~as ) ; 
Rouge fon cé : Cas mutants (7r~as) ; 
Vert foncé : Témoins mutants (7rtem) · 
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Figure A.V Taux de succès globaux en fonction des risques relatifs RRl et RR2 , pour une 
taille de 200/200 témoins/ cas et des fenêtres de 16 SNPs. Échelle des ordonnées : [O , 1] . 
Bleu : Taux global utilitaire ( 7ruti litaire) ; 
Bleu fon cé : Taux global (7r) . 
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Figure A.VI Taux de succès partiels en fonction des risques relatifs RRl et RR2 , pour 
une taille de 200/200 témoins/ cas et des fenêtres de 16 SNPs. Échelle des ordonnées : 
[ü , l ]. 
Vert : Témoins primitifs (7r~em) ; 
Rouge : Cas primitifs (7r~a s) ; 
Rouge foncé : Cas mutants (7r~as) ; 
Vert foncé : Témoins mutants (7rtem)· 
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Figure A.VII Taux de succès globaux en fonction des risques relatifs RRl et RR2, pour 
une taille de 400/400 témoins/ cas et des fenêtres de 16 SNPs . Échelle des ordonnées : 
[O, l ]. 
Bleu : Taux global utilitaire (7îutilitaire) ; 
Bleu foncé : Taux global (7î). 
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Figure A.VIII Taux de succès partiels en fonction des risques relatifs RRl et RR2 , pour 
une taille de 400/400 témoins/ cas et des fenêtres de 16 SNPs. Échelle des ordonnées : 
[O , l ]. 
Vert : Témoins primitifs (n~em) ; 
Rouge : Cas primitifs (n~as) ; 
Rouge foncé : Cas mutants ( 7r~as) ; 
Vert foncé : Témoins mutants (7r;em) · 
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TAUX DE SUCCÈS GLOBAUX ET PARTIELS, PAR LARGEUR DES FENÊTRES 
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Figure B.I Taux de succès globaux en fonction des risques relatifs RRl et RR2 , pour une 
taille de 400/ 400 t émoins/ cas et des fenêt res de 2 SNPs . Échelle des ordonnées : [ü, l] . 
Bleu : Taux global utilitaire (1T'utilitaire ) ; 
Bleu foncé : Taux global (1T'). 
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Figure B.11 Taux de succès partiels en fon ction des risques relatifs RRl et RR2, pour une 
taill e de 400/ 400 t émoins/ cas et des fen êtres de 2 SNPs. Échell e des ordonnées : [O , l]. 
Vert : Témoins primitifs (7rrem ) ; 
Rouge : Cas prim it ifs ( 7r~a s) ; 
Rouge fon cé : Cas mutants ( 7r~as ) ; 
Vert foncé : Témoins mutants (7riem) · 
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Figure B.111 Taux de succès globaux en fonction des risques relatifs RRl et RR2, pour 
une taille de 400 / 400 témoins/ cas et des fenêtres de 4 SNPs. Échelle des ordonnées : [O, l] . 
Bleu : Taux global utilitaire ( 7r uti l itaire) ; 
Bleu foncé : Taux global (n). 
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Figure B.IV Taux de succès partiels en fonction des risques relatifs RRl et RR2, pour 
une ta ille de 400 / 400 témoins/ cas et des fenêtres de 4 SNPs. Échelle des ordonnées: [O, l]. 
Vert : Témoins primitifs (n~em) ; 
Rouge : Cas primitifs (n~as ) ; 
Rouge foncé : Cas mutants (n~as) ; 
Vert foncé : Témoins mutants (niem) · 
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Figure B.V Taux de succès globaux en fonction des risques relatifs RRl et RR2, pour une 
taille de 400/ 400 témoins/ cas et des fenêtres de 8 SNPs. Échelle des ordonnées : [O , 1] . 
Bleu : Taux global utilitaire (7rutilitaire) ; 
Bleu foncé : Taux global (n ). 
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Figure B.VI Taux de succès partiels en fonction des risques relatifs RRl et RR2, pour 
une taille de 400/ 400 témoins/ cas et des fenêtres de 8 SNPs. Échelle des ordonnées : [ü, l] . 
Vert : Témoins primitifs (7r~em) ; 
Rouge : Cas primitifs ( 7r~as ) ; 
Rouge fo ncé : Cas mutants ( 7r~aJ ; 
Vert foncé : Témoins mutants (7ri"em) · 
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Figure B.Vll Taux de succès globaux en fonction des risques relatifs RRl et RR2 , pour 
une taille de 400 / 400 témoins/ cas et des fenêtres de 16 SNPs. Échelle des ordonnées : 
[O , l] . 
Bleu : Taux global utilitaire ( 11"util ita ire) ; 
Bleu foncé : Taux global (n) . 
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Figure B.Vlll Taux de succès partiels en fonction des risques relatifs RRl et RR2, pour 
une taille de 400 / 400 témoins / cas et des fenêtres de 16 SNPs . Échelle des ordonnées : 
[O, l ]. 
Vert · Témoins primitifs ( n~em) ; 
Rouge : Cas primitifs (n~as ) ; 
Rouge foncé : Cas mutants (n~as) ; 
Vert foncé: Témoins mutants (ntem)· 
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APPENDICE C 
TAUX DE SUCCÈS GLOBAUX ET PARTIELS, PAR RISQUES RELATIFS 
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Figure C.I Taux de succès globaux en fonction de la ta ille de l'échantillon et des fenêtres , 
pour RRl = RR2 = 1,01. Échelle des ordonnées : [O , 1] . 
Bleu : Taux global utilitaire (7rutilitaire) ; 
Bleu foncé : Taux global (7r). 
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Figure Cii Taux de succès parti els en fonction de la taille de l'échantillon et des fenêtres , 
pour RRl = RR2 = 1,01. Échelle des ordonnées : [O, l ]. 
Vert : Témoins primitifs (7ï~em) ; 
Rouge : Cas primitifs ( 7ï~a s) ; 
Rouge foncé : Cas mutants ('rr~as) ; 
Vert foncé : Témoins mutants (7ïtem)· 
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Figure C.111 Taux de succès globaux en fonction de la taille de l'échantillon et des fenêtres , 
pour RRl = RR2 = 1,1. Éch ell e des ordonnées : [O , 1). 
Bleu : Taux global utilita ire ( n utilitaire) ; 
Bleu foncé : Taux global (n). 
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Figure C.IV Taux de succès partiels en fonction de la taille de l'échantillon et des fenêtres , 
pour RRl = RR2 = 1,1. Échelle des ordonnées : [O, l]. 
Vert : Témoins primiti fs (7r~em) ; 
Rouge : Cas primitifs ( 7r~as ) ; 
Rouge foncé : Cas mutants ( 7r~as) ; 
Vert foncé : Témoins mutants (7r€em)· 
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Figure C.V Taux de succès globaux en fon ction de la tai lle de l'échantillon et des fen êt res , 
pour RRl = RR2 = 2. Échelle des ordonnées : [O, l ]. 
Bleu : Taux global utilita ire (7ruti lita ire ) ; 
Bleu foncé: Taux global ( 7r ) . 
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Figure C.VI Taux de succès partiels en fonction de la taille de l'échantillon et des fenêtres , 
pour RRl = RR2 = 2. Échelle des ordonnées : [O, l]. 
Vert : Témoins primitifs ( 7r~em) ; 
Rouge : Cas primitifs ( 7r~as ) ; 
Rouge foncé : Cas mutants (7r~as) 
Vert foncé : Témoins mutants (7rfem)· 
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Figure C.Vll Taux de succès globaux en fonction de la taille de l'échantillon et des fe-
nêtres , pour RRl = RR2 = 10. Échelle des ordonnées : [O, 1] . 
Bleu : Taux global utilita ire ( 7rutilitaire ) ; 
Bleu foncé : Taux global (7r). 
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Figure C.Vlll Taux de succès partiels en fo nction de la taill e de l'échant illon et des 
fenêtres , pou r RRl = RR2 = 10. Échelle des ordonnées : [O, 1]. 
Vert : Témoins primitifs ( n~em) ; 
Rouge · Cas primitifs ( n~as ) ; 
Rouge foncé: Cas mutants (n~aJ ; 
Vert foncé : Témoins mutants (n{em)· 
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Figure D .I Taux de succès semi-partiels en fonction des risques relatifs RRl et RR2 , pour 
une taille de 50/50 témoins/ cas et des fenêtres de 16 SNPs . Échelle des ordonn ées : [O, l]. 
Vert foncé : Primitifs (7r0 ) ; 
Rouge foncé : Mutants ( 7f1). 
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Figure D.11 Taux de succès semi-partiels en fonction des risques relatifs RRl et RR2, 
pour une taille de 50/50 témoins/ cas et des fenêtres de 16 SNPs. Éche ll e des ordonnées : 
[O, 1]. 
Vert : Témoi ns (7rtem) ; 
Rouge : Cas (7rcas) . 
« < » 
164 
10 
2 
1,1 
1,01 
100/100 témoins/ cas 
fenêtres de 16 SNPs 
1,01 1,1 2 10 
RR2 
Figure D.111 Taux de succès semi-partiels en fonction des risques relatifs RRl et RR2 , 
pour une taille de 100/100 témoins/ cas et des fenêtres de 16 SNPs. Échelle des ordonnées 
: [O, 1] . 
Vert foncé : Primitifs (7r0) ; 
Rouge foncé : Mutants (n1 ) . 
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Figure D.IV Taux de succès semi-part iels en fonction des risques relatifs RRl et RR2 , 
pour une taille de 100/100 témoins / cas et des fe nêtres de 16 SNPs . Échelle des ordonnées 
: [O, l ]. 
Vert : Témoins (7rtem) ; 
Rouge : Cas (7rcas). 
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Figure D.V Taux de succès semi-partiels en fonction des risques relatifs RRl et RR2, 
pour une taill e de 200/200 témoins/ cas et des fenêtres de 16 SNPs. Échelle des ordonn ées 
: [O, 1]. 
Vert foncé : Primitifs (7r0 ) ; 
Rouge fo ncé : Mutants ( 7r1) . 
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Figure D.VI Taux de succès semi- partiels en fonct ion des risques relatifs RRl et RR2, 
pour un e taille de 200/200 témoins / cas et des fenêtres de 16 SNPs. Échelle des ordonnées 
: [O, l] . 
Vert · Témoins (7rtem) ; 
Rouge : Cas (7rcas ). 
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Figure D.Vll Taux de succès semi-partie ls en fon ction des risques relatifs RRl et RR2 , 
pour une ta ill e de 400/400 témoins/ cas et des fen êtres de 16 SNPs. Éche ll e des ordonnées 
: [O, l]. 
Vert foncé : Primitifs (7r0 ) ; 
Rouge foncé : Mutants ( 7r1 ) . 
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Figure D.Vlll Taux de succès semi-partiels en fonctio n des risques relatifs RRl et RR2, 
pour une taill e de 400/400 témoins/ cas et des fenêt res de 16 SNPs. Éch ell e des ordonnées 
: [O , l]. 
Vert · Témoins (7rtem) ; 
Rouge : Cas (7rcas )-
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Figure E.I Taux de succès semi-partiels en fonction des risques relatifs RRl et RR2 , pour 
un e taille de 400 / 400 t émoins/ cas et des fen êtres de 2 SNPs. Échelle des ordonnées : [O, l]. 
Vert foncé : Primitifs (7r0 ) ; 
Rouge fon cé : Mutants ( ?r1) . 
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Figure E.11 Taux de succès semi-partie ls en fo nction des risques re latifs RRl et RR2, pour 
un e taille de 400 / 400 t émoins / cas et des fe nêtres de 2 SNPs. Échelle des ordon nées: [O, l] . 
Vert : Témoins (7rtem) ; 
Rouge : Cas (7rcas) · 
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Figure E.111 Taux de succès semi-partiels en fonction des risques relatifs RRl et RR2 , 
pour une taille de 400/ 400 témoins/ cas et des fenêtres de 4 SNPs. Échelle des ordonnées 
: [O, l]. 
Vert foncé : Primitifs ( 7ro) ; 
Rouge foncé : Mutants ( 7r1 ) . 
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Figure E.IV Taux de succès semi-partiels en fonction des risques relatifs RRl et RR2 , 
pour une taille de 400 / 400 témoins/ cas et des fenêtres de 4 SNPs . Échelle des ordonnées 
: [O, l] . 
Vert : Témoins (7rtem) ; 
Rouge : Cas (7rcas ). 
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Figure E.V Taux de succès semi-partiels en fonction des risques relatifs RRl et RR2 , pour 
une taille de 400 / 400 t émoins/ cas et des fenêtres de B SNPs . Échelle des ordonnées : [O, l]. 
Vert foncé : Primitifs ( n°) ; 
Rouge fon cé : Mutants (7r1). 
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Figure E.VI Taux de succès semi-pa rti els en fo nction des risques relati fs RRl et RR2, 
pour une taille de 400 / 400 témoins / cas et des fe nêtres de 8 SNPs. Échell e des ordonn ées 
: [O, l] . 
Vert : Témoins ( 1ft em) ; 
Rouge : Cas (ncas)· 
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Figure E.Vll Taux de succès sem i-parti els en fonction des risqu es relatifs RRl et RR2, 
pour une taille de 400 / 400 témoins/ cas et des fenêt res de 16 SNPs. Échell e des ordonnées 
: [O, l ]. 
Vert fon cé : Primitifs (7r0 ) ; 
Rouge fon cé : Mutants ( 7r1) . 
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Figure E. VI Il Taux de succès sem i- partiels en fo nction des risques re lati fs RRl et RR2, 
pour une taille de 400 / 400 témoins/ cas et des fe nêtres de 16 SNPs. Échell e des ordonn ées 
: [O , l] . 
Vert : Témoins (7rtem) ; 
Rouge : Cas (7rcas). 
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Figure F.I Taux de succès semi-partiels en fonction de la tai ll e de l'échantillon et des 
fenêtres, pour RRl = RR2 = 1,01. Échelle des ordonnées : [O, l ]. 
Vert foncé : Primitifs ( 7r0) ; 
Rouge foncé : Mutants ( 7r1). 
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Figure F.11 Taux de succès semi-partiels en fonction de la taille de l'échantillon et des 
fenêtres, pour RRl = RR2 = 1,01. Échelle des ordonnées : [O , l ]. 
Vert : Témoins ( 1ftem) ; 
Rouge : Cas (7rcas) . 
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Figure F.111 Taux de succès semi-partiels en fonction de la taille de l'échant illon et des 
fenêtres , pour RRl = RR2 = 1,1. Échelle des ordonnées : [ü, l ]. 
Vert foncé : Primitifs (7r0 ) ; 
Rouge fon cé : Mutants ( 7r1) . 
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Figure F.IV Taux de succès semi-partiels en fonction de la taille de l'échantillon et des 
fenêtres, pour RRl = RR2 = 1,1. Échelle des ordonnées : [O, l ]. 
Vert : Témoins (7rtem) ; 
Rouge : Cas (7rcas). 
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Figure F.V Taux de succès semi-partiels en fonction de la taille de l'échantillon et des 
fenêtres , pour RRl = RR2 = 2. Échelle des ordonnées : [O, 1]. 
Vert foncé : Primitifs (7r0 ) ; 
Rouge fon cé : Mutants ( ?r1) . 
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Figure F.VI Taux de succès semi-partiels en fonction de la ta ille de l'échantillon et des 
fenêtres, pour RRl = RR2 = 2. Échelle des ordonnées : [O, l] . 
Vert : Témoins (7rtem) 
Rouge : Cas (ncas) . 
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Figure F.Vll Taux de succès semi-partiels en fonction de la taille de l'échantillon et des 
fenêtres , pour RRl = RR2 = 10. Échelle des ordonnées : [ü , 1]. 
Vert foncé : Primitifs ( rr0) ; 
Rouge foncé : Mutants ( 7r1). 
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Figure F.Vlll Taux de succès semi-partiels en fo nction de la taille de l'écha ntillon et des 
fe nêtres, pour RRl = RR2 = 10. Éch ell e des ordonnées : [O , 1]. 
Vert : Témoins (7rtem) ; 
Rouge : Cas (7rcas )· 
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Figure G.I Taux de succès des primitifs (a ,b,c) et des mutants (d,e.f) en fonction des 
risques relatifs RRl et RR2 combinés (a ,d), de la taille de l'échantillon (b ,e) et de la largeur 
des fenêtres (c,~. Pour une rangée donn ée, l'échell e des ordonnées est la même. La ligne 
pointillée représente le taux de succès aléatoire (a ,b,c: 0,9 ; d,e,f: 0,1). 
a,d : 400/ 400 témoins/ cas, fenêtres de 16 SNPs ; 
b,e: RRl = RR2 = 10, fenêtres de 16 SNPs ; 
c,f: RRl = RR2 = 10, 400/ 400 témoins/ cas. 
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Figure G.11 Taux de succès des témoins (a ,b, c) et des cas (d,e,f) en fonction des risqu es 
relatifs RRl et RR2 combinés (a,d), de la taille de l'échantillon (b,e) et de la largeur 
des fenêtres ( c, f). Pour une rangée donnée , l' échelle des ordonnées est la même. La ligne 
pointillée représente le taux de succès aléatoire (0 ,82). 
a,d : 400/ 400 t émoins/ cas, fenêtres de 16 SNPs ; 
b,e : RRl = RR2 = 10, fenêtres de 16 SNPs ; 
c,f : RRl = RR2 = 10 , 400/ 400 témoins/ cas . 
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Figure H.I Taux de succès périTIMs semi-partiels en fonction des risques relatifs RRl 
et RR2 combinés, par taille de l'échantillon (a,c) et par largeur de fenêtre (b,d). Chaque 
point représente la moyenne d'un taux de succès périTIM sur les 100 populations . Les lign es 
pointillées représentent les taux de succès aléatoires (a ,b : O,l et 0,9 ; c,d: 0,82). 
a,c: fenêtres de 16 SNPs ; b,d : 400/ 400 témoins/ cas. 
Vert foncé : Primitifs ( n°) ; Rouge foncé : Mutants ( n 1) 
Vert : Témoins (7rtem) ; Rouge : Cas (ncas ). 
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Figure H.11 Taux de succès périTIMs des primitifs (a ,b) et des mutants (c,d) en fonction 
de la taille de l'échantillon (a,c) et de la largeur des fenêtres (b,d), par risques relatifs . 
Chaque point représente la moyenne d ' un taux de succès périTIM sur les 100 populations. 
La ligne pointillée représente le taux de succès aléatoire (a,b: 0 ,9 ; c,d : 0,1) . 
a,c : fenêtres de 16 SNPs ; 
b,d : 400 / 400 t é moins/ cas. 
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Figure H.111 Taux de succès périTIMs des témoins (a,b) et des cas (c,d) en fonction de 
la taille de l'échantillon (a,c) et de la l~rgeur des fenêtres (b,d) , par risques re latifs . Chaque 
point représente la moyenne d' un taux de succès périTI M sur les 100 populations. La ligne 
pointil lée représente le ta ux de succès aléatoire (0 ,82). 
a,c : fe nêtres de 16 SNPs ; 
b,d : 400/ 400 témoins/ cas. 
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