A graph G is minimally t-tough if the toughness of G is t and the deletion of any edge from G decreases the toughness. Kriesell conjectured that for every minimally 1-tough graph the minimum degree δ(G) = 2. We show that in every minimally 1-tough graph δ(G) ≤ n 3 + 1. We also prove that every minimally 1-tough, claw-free graph is a cycle. On the other hand, we show that for every positive rational number t any graph can be embedded as an induced subgraph into a minimally t-tough graph.
It follows directly from the definition that every t-tough graph is 2t-connected, implying κ(G) ≥ 2τ (G) for noncomplete graphs. Therefore, the minimum degree of any 1-tough graph is at least 2. Kriesell conjectured that the analogue of Mader's theorem holds for minimally 1-tough graphs. Conjecture 1.6 (Kriesell [5] ). Every minimally 1-tough graph has a vertex of degree 2.
A 1-tough graph is always 2-connected, however, a minimally 1-tough graph is not necessarily minimally 2-connected (see Figure 1 ), so Mader's theorem cannot be applied. A natural approach to Kriesell's conjecture is to prove upper bounds on δ(G) for minimally 1-tough graphs. Kriesell's conjecture states that δ(G) ≤ 2, and the best known upper bound follows easily from Dirac's theorem, yielding δ(G) ≤ n/2. Our main result is an improvement on the current upper bound by a constant factor.
Theorem 1.7. Every minimally 1-tough graph has a vertex of degree at most
Toughness is related to the existence of Hamiltonian cycles. If a graph contains a Hamiltonian cycle, then it is necessarily 1-tough. The converse is not true, a well-known counterexample is the Petersen graph. It is easy to see that every minimally 1-tough, Hamiltonian graph is a cycle, since after deleting an edge that is not contained by the Hamiltonian cycle, the resulting graph is still 1-tough.
Let us introduce a class of graphs that is frequently studied while dealing with problems related to Hamiltonian cycles.
Definition 1.8. The graph K 1,3 is called a claw. A graph is said to be clawfree, if it does not contain a claw as an induced subgraph.
Problems about connectivity in claw-free graphs can be handled more easily, since every vertex of a cutset is adjacent to at most two components. We give a complete characterization of minimally 1-tough, claw-free graphs. Theorem 1.9. If G is a minimally 1-tough, claw-free graph of order n ≥ 4, then G = C n .
Thus we see that Kriesell's conjecture is true in a very strong sense if the graph is claw-free. Or equivalently, the family of minimally 1-tough, clawfree graphs is small. On the other hand, we show that in general the class of minimally 1-tough graphs is large. Theorem 1.10. For every positive rational number t, any graph can be embedded as an induced subgraph into a minimally t-tough graph.
The paper is organized as follows. In Section 2 we prove Theorem 1.7 which is the main result of this paper. In Section 3 we prove Theorem 1.9 and in Section 4 we prove Theorem 1.10.
Proof of the main result
Here we prove that every minimally 1-tough graph has a vertex of degree at most n 3 + 1. First we need a claim that has a key role in the proofs, then we continue with two lemmas. Claim 2.1. If G is a minimally 1-tough graph, then for every edge e ∈ E(G) there exists a vertex set S = S(e) ⊆ V (G) with ω(G − S) = |S| and ω (G − e) − S = |S| + 1.
Proof. Let e be an arbitrary edge of G. Since G is minimally 1-tough, τ (G − e) < 1, so there exists a cutset S = S(e) ⊆ V (G − e) = V (G) in G − e satisfying that ω (G − e) − S > |S|. On the other hand, τ (G) = 1, so ω(G − S) ≤ |S|. This is only possible if e connects two components of (G − e) − S, which means ω (G − e) − S = |S| + 1 and ω(G − S) = |S|. Definition 2.2. Let G be a minimally 1-tough graph, and e an arbitrary edge of G. Let us define k(e) to be the minimal size of the vertex set S guaranteed by Claim 2.1.
In the proof of the next Lemma, we need the following theorem. for any e ∈ E(G).
Proof. Let e be an arbitrary edge of G. By Claim 2.1 there exists a number k = k(e) and a set of k vertices, whose removal from G − e leaves exactly k + 1 connected components. Clearly, there is no edge between two different components except e. Among these components there must be one with at most n−k k+1 vertices, and inside this component every vertex can have at most n−k k+1 − 1 neighbors. If this component has size 1, then the vertex inside it has degree at most k + 1 in G, so
. Otherwise there exists a vertex in this component, which is not an endpoint of e, so its degree in G is at most
Consider the function
Note that for any fixed n, f is monotone decreasing in k if 0 ≤ k ≤ √ n + 1−1 and monotone increasing if
. Since f n (k) is an upper bound of the minimum degree, it is enough to show that f n (k) ≤ n 3 + 1. The above mentioned property of the function implies that it is enough to show this for k = 2 and
Case 2:
Let e = uv be such an edge, for which k(e) = 1. Then there exists a single vertex w that disconnects the graph G − e, so {u, w} or {v, w} is a cutset in G. Thus κ(G) = 2. Since δ(G) > n 3 + 1, by Theorem 2.3 G is Hamiltonian, but G = C n , which contradicts the fact that G is minimally 1-tough. for all e ∈ E(G). Let us fix an arbitrary edge e ∈ E(G), and we define x := k − Suppose to the contrary that there exist no such vertices a and b. Let e(A, B) denote the number of edges between A and B. We give a lower and an upper bound for e(A, B), then we show that the lower bound is greater than the upper bound, which leads us to a contradiction.
I. Lower bound: e(A, B) >
It is well-known, that the number of the edges in a graph with n 0 vertices and k 0 components is at most
. Hence the number of the edges in A is at most
Since every degree is more than n 3 + 1, the following lower bound can be given for e(A, B).
To prove the upper bound, we need the following claim. 
components with size at least 3. So there must be at least
components having size at most 2.
Now we return to the proof of the upper bound. After removing B, the components of size at most 2 have more than
neighbors in B. By our assumption, each of these neighbors is connected to less than n 3 + 1 vertices in A. Then all the remaining less than x vertices in B are such that their neighbors in A lie in a component of size at least 3. So all these remaining less than x vertices in B can be adjacent to at most
Hence, there are more than Proof. It is already proved that the number of the edges between A and B is more than n
We need to show that n
Transforming it into equivalent forms, we can see that this inequality holds. n
+ 1 did not hold, then each vertex in B could be adjacent to at most n 3 + 1 vertices in A, which contradicts Claim 2.7. So the number of the edges between A and B is less than
thus the proof of the upper bound is complete.
Clearly, the lower bound cannot be greater than the upper bound, so
This contradicts the fact that 0 < x < n 6
.
Proof of Theorem 1.7. Suppose to the contrary that δ(G) > For this we need k + 1 > n 3 + 1 independent vertices (one in each of the k + 1 components), two of them are a and b, and the rest of them cannot be adjacent either to a or to b. However, there are less than
such vertices, since a and b have more than 2n 3 − 1 different neighbors. So G − f is 1-tough, which is a contradiction.
Claw-free graphs
In this section we prove that minimally 1-tough, claw-free graphs are just cycles (of length at least 4). By the following theorem, the toughness of claw-free graphs can be easily computed.
Theorem 3.1 ([8]) . If G is a noncomplete claw-free graph, then 2τ (G) = κ(G).
In our proof we need the following lemmas. Lemma 3.2 follows from the proof of Theorem 3.1, which we do not present here, it can be found as Theorem 10 in [8] . Proof. Suppose to the contrary that {u, v, w} is a triangle and u has degree 2. Let e be the edge connecting v and w. By Claim 2.1 there exists a vertex set S such that ω(G − S) = |S| and ω (G − e) − S = |S| + 1. Clearly, u ∈ S and v, w ∈ S. Since the neighbors of u are adjacent, and G is 1-tough
which is a contradiction.
Proof of Theorem 1.9. Suppose to the contrary that G has a vertex of degree at least 3. Since G is claw-free, some neighbors of this vertex must be connected, hence there must be a triangle in G. Let us denote the vertices of this triangle by {u, v, w}. Proof. Suppose to the contrary that for each edge the corresponding vertex set has size 1. Thus for each edge this set must consist of the third vertex of the triangle, i.e. for the edges e 1 = vw, e 2 = uw and e 3 = uv, these sets are S 1 := S(e 1 ) = {u}, S 2 := S(e 2 ) = {v} and S 3 := S(e 3 ) = {w}.
Let L 1 and L 2 denote the connected components of (G−e 1 )−S 1 containing v, w respectively. Now the components of (G − e 2 ) − S 2 must be L 2 and L 1 − {v} ∪ {u}, and the components of (G − e 3 ) − S 3 must be L 1 and L 2 − {w} ∪ {u}. So u cannot have any neighbors in L 2 − {w} and in L 1 − {v}, see Figure 5 . This means that u has only two neighbors v and w, which is a contradiction by Lemma 3.3. By Claim 3.4 we can assume that for the edge e = uw, the vertex set S = S(e) garanteed by Claim 2.1 has size at least 2. This means that S is a cutset. Since ω(G) = |S|, S is a tough set. So by Lemma 3.2 the component of G − S that contains the edge e has exactly two neighbors in S. One such neighbor must be v, and let us denote the other neighbor by v 2 . Observe that the set {v, v 2 } is a tough set. Let L 1 , L 2 denote the connected components of (G − e) − {v, v 2 } containing u, w respectively and let L 3 denote the third connected component, see Figure 6 .
u w e Figure 6 : The tough set {v,
Case 1: both L 1 and L 2 have size at least 2. Now {v, v 2 , u} is a tough set. Using Lemma 3.2 we can conclude that v 2 has no neighbors in L 2 (since v and u have neighbors in L 2 ), so v 2 must have neighbors in L 1 − {u}, see Figure 7 . Using the same argument for the tough set {v, v 2 , w}, we can conclude that v 2 has neighbors in L 2 −{w}. Then there is a claw in the graph (it is formed by v 2 and one of its neighbors in each of the components L 1 − {u}, L 2 − {w} and L 3 ), which is a contradiction. So we can assume that
Case 2: L 2 has size at least 2 (and L 1 = {u}). Now {v, v 2 , w} is a tough set, so by Lemma 3.2 v 2 is not adjacent to u, so u is a vertex of degree 2, which contradicts Lemma 3.3.
Case 3: L 2 = {w} (and L 1 = {u}). By Lemma 3.3, N(u) = {w, v, v 2 } and N(w) = {u, v, v 2 }. Consider the edge f = uv and let S ′ := S(f ) be a vertex set garanteed by Claim 2.1. Clearly, w ∈ S ′ , and by Lemma 3.2 w has neighbors in exactly two components of G − S ′ . By the choice of S ′ , the vertices u and v are in the same component in G − S ′ , so v 2 must be in a different component, which contradicts the fact that u and v 2 are adjacent.
Embedding graphs into a minimally t-tough graph
In this section we show that for every positive rational number t, any graph can be embedded as an induced subgraph into a minimally t-tough graph. Our proof is constructive. Different constructions are used for t ≥ 1 and t < 1. For this we need a definition and the following well-known exercises from [6] .
Lemma 4.2 (Problem 13 of §8 in [6]). Every graph can be embedded as an induced subgraph into an α-critical graph.

Lemma 4.3 (Problem 14 of §8 in [6]). If we replace a vertex of an α-critical graph with a clique, and connect every neighbor of the original vertex with every vertex in the clique, then the resulting graph is still α-critical.
Now we proceed with the proof of the case t ≥ 1. Proof. Let n denote the number of vertices in G and let a, b ∈ N be such that t = a/b. By Lemma 4.2 it is enough to consider the case where G is α-critical. By Lemma 4.3 we can also assume that b divides n. Our strategy is to embed G as an induced subgraph into a graph H, which is not necessarily minimally t-tough yet, but has the following two properties: τ (H) = t and deleting any edge of the induced subgraph of H that is isomorphic to G, lowers the toughness of H. Then if we repeatedly remove an edge from H that does not lower the toughness, the remaining graph will be minimally t-tough (since no further edges can be removed), and the edges corresponding to the subgraph G are left intact. We define H as follows. Let N be a large integer to be specified later. Let 
Then let
Place the graph G on the vertices of V . For all i ∈ [n] place a clique on U i and connect every vertex of U i to every vertex of W and also to the vertex v i . Note that α(H) does not depend on N, so let us choose N such that N > tα(H). Also note that (t − 1)n + α(G) is an integer since b divides n. See Figure 8 . Figure 8 : The graph H.
Claim 4.5. For each edge e ∈ E(G), τ (H − e) < t.
Proof. Since G is α-critical, there is an independent set in H − e of size α(G) + 1 among the vertices of V . Let us delete W and all the vertices of G except this independent set. We deleted
vertices from H − e and the resulting graph has n connected components, thus H − e is not t-tough.
Proof. Suppose to the contrary that there exists a cutset X ⊆ V (H) such that ω(H − X) > |X|/t and |X| is minimal. For any i ∈ [n], U i ⊆ X, otherwise
which is a contradiction. Since X is minimal, we can assume that for any i ∈ [n], U i ∩ X = ∅, since removing only a proper subset of U i does not disconnect anything from the graph. Thus W ⊆ X, otherwise H − X is still connected. Let us denote the number of vertices of V ∩ X by y. The independence number of the subgraph of H spanned by V ∪ U is clearly n, thus ω(H − X) ≤ n. Which yields
On the other hand, there are at most α(G) components of ω(H − X) that contain a vertex of V , the other connected components are some of the U j , thus ω(H − X) ≤ y + α(G). Which yields
Proof. Let I ⊆ V be an independent set of size α(G) in the subgraph of H induced by V . Let X := (V \ I) ∪ W . Then
and ω(H − X) = n.
Thus we conclude that τ (H) = t and the proof is complete.
Remark.
A different construction can be obtained as follows. Set N = 1 instead of N > tα(G), and change the size of W , but connect every vertex of W to every vertex in V , and add a new independent set of vertices W ′ which is connected only to W as a complete bipartite graph. The fact that we can assume that G is α-critical and isolated vertex free, and the appropriate choice of the sizes of W and W ′ gives an other good construction. For more details see the alternate proof of Theorem 1.1 in [2] .
Note that the construction in Theorem 4.4 cannot be applied for t < 1 since in general (t − 1)n − α(G) could be negative. A more interesting reason why this construction does not work in the case t < 1 is that it does not reward us with enough components after deleting a vertex. Thus the core idea of the case t < 1 is that we introduce multiple U i for each vertex in V . Proof. Let n denote the number of vertices in G and let a, b ∈ N be such that t = a/b. Similarly to Theorem 4.4, we can assume that G is α-critical. We will embed G as an induced subgraph into H such that τ (H) = a/b, and τ (H − e) < a/b for every edge e of G. The construction is similar as in Theorem 4.4, the same letters denote similar vertices. Let H be defined as follows. Let N be a large integer to be specified later. For each i ∈ [n] and j ∈ [b], let
Place the graph G on the vertices v 1,1 , . . . , v n,1 and for each i ∈ [n] place a clique on V i . For each i ∈ [n], j ∈ [b] put a clique on U i,j and connect every vertex in U i,j to every vertex in W and V i . Connect every vertex in W to every vertex in W ′ . Observe that α(H) does not depend on N, so let N > tα(H). See Figure 9 . Proof. By the α-criticality of G, the graph G − e has an independent set I ⊆ V (G) of size α(G) + 1. Let us delete the vertices of W and for every i ∈ [n], if v i / ∈ I then let us also delete V i . We deleted exactly
vertices. After the deletion, the vertices of I are in different connected components and the vertices of W ′ are isolated. There are n − (α(G) + 1) b more connected components not containing any vertex from G but containing vertices from U. Thus the resulting graph has
connected components which is one more than an a/b-tough graph could have. Proof. Suppose to the contrary that there exists a set of vertices X ⊆ V (H) such that ω(H−X) > |X|/t. First we show that some convenient assumptions can be made for X. Lemma 4.11. We can assume that X has the following properties. Proof.
(1) Removing only a proper subset of such a vertex set does not disconnect anything from the graph. (4) For all i ∈ [n], the closed neighborhood of v i,1 is larger than the closed neighborhood of the vertices v i,2 , . . . , v i,n , so if v i,1 ∈ X, then we can assume that V i ∩ X = ∅. If v i,1 ∈ X, then we can assume that V i ⊆ X, since adding the rest of V i to X would increase the size of X by at most a − 1 and the number of the components by exactly b − 1. This preserves the property that ω(H − X) > |X|/t, as a < b.
(5) It is a trivial consequence of (3).
Let y be the number of the sets V i that are subsets of X. There are at most α(G) components of H − X that contain a vertex from V , the other connected components are some of the components of U and every vertex of W ′ . Thus ω(H − X) ≤ α(G) + by + (b − 1) · α(G). By our assumption that |X|/t < ω(H − X) this yields ay + aα(G) t = |X| t < ω(H − X) ≤ α(G) + by + (b − 1) · α(G).
Since t = a/b, b ay + aα(G) < a by + bα(G) , which is a contradiction. Proof. Let I ⊆ V (G) = {v 1,1 , . . . , v n,1 } be any independent set of size α(G) and consider the set
Since |X| = a n − α(G) + aα(G) = an and H − X has exactly α(G) + b n − α(G) + (b − 1) · α(G) = bn connected components.
So τ (H) = a/b and the proof is complete.
