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DEPTHS AND COHEN-MACAULAY PROPERTIES OF PATH IDEALS
DANIEL CAMPOS, RYAN GUNDERSON, SUSAN MOREY, CHELSEY PAULSEN,
AND THOMAS POLSTRA
Abstract. Given a tree T on n vertices, there is an associated ideal I of R[x1, . . . , xn] generated
by all paths of a fixed length ℓ of T . We show that such an ideal always satisfies the Ko¨nig
property and classify all trees for which R/I is Cohen-Macaulay. More generally, we show that
an ideal I whose generators correspond to any collection of subtrees of T satisfies the Ko¨nig
property. Since the edge ideal of a simplicial tree has this form, this generalizes a result of
Faridi. Moreover, every square-free monomial ideal can be represented (non-uniquely) as a
subtree ideal of a graph, so this construction provides a new combinatorial tool for studying
square-free monomial ideals. For a special class of trees, namely trees that are themselves a
path of length at least l, a precise formula for the depth is given and it is shown that the proof
extends to provide a lower bound on the Stanley depth of these ideals. Combining these results
gives a new class of ideals for which the Stanley Conjecture holds.
1. Introduction
There is a well-known correspondence between square-free monomial ideals generated in de-
gree two and graphs. If G is a graph on n vertices, let R = k[x1, . . . , xn] be a polynomial ring
over a field k in n variables and define the edge ideal I = I(G) to be the ideal generated by all
monomials of the form xixj where {xi, xj} is an edge of G. Introduced by Villarreal in 1990 [28],
the use of graphs to study algebraic properties of edge ideals has proven quite fruitful. Various
authors have used combinatorial information from the associated graph to deduce information
about associated primes [4, 19, 25], depths [16, 20], regularity [18], and other invariants. This
correspondence has been extended to arbitrary square-free monomial ideals by using clutters
[10], hypergraphs [13], or facets of simplicial complexes [8].
In this paper, we introduce a new way to represent the combinatorial properties of a square-
free monomial ideal. Given any square-free monomial ideal I, there is a graph G such that the
generators of I correspond to the vertices of subtrees of G. The graph G is far from unique,
yet this approach yields a surprising amount of information about the ideal. The case where
G can be chosen to be a tree is of particular interest. The class of ideals whose generators are
subtrees of a tree is a broad class encompassing several previously studied classes of graphs.
For example, if T is a tree and ℓ is a positive integer, the ideal whose generators correspond to
paths of T of length ℓ is called a path ideal of T and is denoted by Iℓ(T ). If T is a directed or
rooted tree, one can similarly form a path ideal where the generators of I correspond to directed
paths of T . Path ideals were introduced in [6] and have been studied by various authors. Since
a path is a special type of subtree, path ideals, of directed and of undirected trees, fall into
this new structure. Edge ideals of simplicial trees fall into this class as well, as will be seen in
Theorem 3.10.
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The primary goal of this paper will be to examine depth properties of path ideals of trees.
Depth properties of edge ideals of trees are reasonably well understood (see [20]) and so this is a
natural extension. While many authors have focused on path ideals of directed trees, the trees
in this paper will be undirected. Such ideals can be more complicated due to the larger number
of generators, however, using undirected paths yields a particularly nice classification of when
the depth is maximal, that is, when the ideal is Cohen-Macaulay.
As a consequence of the method of proof employed, we are able to extend the information
found regarding the depth of the path ideal of a special type of tree, namely a tree that is itself
a path, to a lower bound on the Stanley depth of such trees. For an introduction to Stanley
depths, see [22]. Let I be a monomial ideal. A Stanley decomposition of R/I is a direct sum de-
composition R/I = ⊕si=1miRti wheremi is a monomial and Rti = k[xi1 , . . . , xiti ] is a polynomial
subring of R generated over k by ti of the variables of R. The depth of this decomposition is the
minimum of the ti, that is, the smallest number of variables used in any summand. The Stanley
depth, denoted s-depth, of R/I is then the maximum depth of a Stanley decomposition of R/I.
Introduced in [27], this is a more geometric invariant attached to a monomial ideal, or more
generally to a Zr graded module. Stanley conjectured that the Stanley depth is always bounded
below by the depth. By combining the bound found in Theorem 4.12 with Theorem 4.9, we
prove that one class of path ideals is Stanley, that is, the Stanley Conjecture holds true for this
class of ideals. While other classes of Stanley ideals are known, see for instance [23] or [5], the
conjecture is still largely open.
The contents of the paper are as follows. In Section 2 we provide the definitions and basic
facts used throughout paper. In Section 3, we introduce subtree ideals. In Theorem 3.5 we
show that every subtree ideal of a tree satisfies the Ko¨nig property. Theorem 3.10 shows that
the ideal of a simplicial tree is a subtree ideal, and Example 3.9 shows that the converse does
not hold. Thus Theorem 3.5 extends [7, Theorem 5.3] to a larger class of ideals. Using this, we
classify all Cohen-Macaulay path ideals of trees. That is, we show in Theorem 3.8 that a path
ideal of length ℓ of a tree T is Cohen-Macaulay if and only if T is a suspension of length ℓ of
another tree. This generalizes [28, Theorem 2.4] from edge ideals to path ideals.
In Section 4 we focus on the particular case where the tree T is a path. An exact formula
for the depths of the path ideals is computed in Theorem 4.9. This formula, together with the
Auslander-Buchsbaum formula, recovers the projective dimesions found in [15, Theorem 4.1]
and recovered in [1, Corollary 5.1]. However, the method of proof involves applying the Depth
Lemma repeatedly to a series of short exact sequences. This method of proof was shown to
extend to provide a bound on the Stanley depth of the ideal in [23]. Such a bound is given in
Theorem 4.12 and as a result, in Corollary 4.13 these ideals are seen to be Stanley, that is, the
Stanley Conjecture is satisfied for this class of ideals.
2. Definitions and Background
We begin by reviewing some standard notation and terminology regarding graphs and simpli-
cial complexes and their connections to algebra. Note that by abuse of notation, xi will be used
to denote both the vertex of a graph G and the corresponding variable of the polynomial ring R.
For additional information regarding monomial ideals, see [29] and for additional background in
graph theory, see [14].
A graph is a vertex set V = {x1, . . . , xn} together with a set E = E(G) ⊆ V × V of edges.
As previously stated, associated to any graph G is a square-free monomial ideal generated in
degree two, I = I(G) called the edge ideal of I. To generalize this correspondence to monomial
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ideals with generators of degree greater than two, researchers have used simple hypergraphs,
clutters, or simplicial complexes. A clutter C is a vertex set V together with a family of subsets
of V , called edges, none of which are included in one another. As with edge ideals of graphs,
there is a one-to-one correspondence between clutters and square-free monomial ideals. If C is a
clutter, then I(C) is the ideal whose generators are the products of the vertices in each edge of
C. Throughout the paper, we will sometimes abuse notation by using the edge e of a clutter C
interchangeably with the generator xe =
∏
xj∈e
xj of I(C). We will also write e1∩e2 to mean the
intersection of the supports of the edges, that is, the set of vertices that appear in both edges.
Some basic notions from graph theory will be used throughout the paper and so are presented
here for completeness. If V ′ ⊂ V is a subset of the vertices of a graph G, the induced subgraph
on V ′ is the graph G′ given by V (G′) = V ′ and E(G′) = {e ∈ E | e ⊂ V ′}. That is, the
edges of G′ are precisely the edges of G with both endpoints in V ′. The induced subclutter
of a clutter is defined similarly. If x ∈ V (G), the neighbor set N(x) is the set of all vertices
that are adjacent to x, that is, N(x) = {y ∈ V (G) | {x, y} ∈ E(G)}. The degree of a vertex
x is the cardinality of N(x). A leaf is a vertex of degree one, and a tree is a connected graph
where every induced subgraph has a leaf. A walk of length s is a collection of vertices and edges
x0, e1, x1, e2, . . . , es, xs where ei = xi−1xi for 1 ≤ i ≤ s. A walk without repeated vertices is
a path. A walk where x0 = xs but no other vertices are repeated is a cycle. It is easy to see
that a tree is a graph with no cycles and if T is a tree, then for any vertices x, y ∈ V (G) there
is a unique path between x and y. The length of this path is the distance between x and y,
which is denoted by d(x, y). In a general graph, d(x, y) is the minimum of the lengths of all
paths connecting x and y. A forest is a collection of trees. An isolated vertex is a vertex x
with N(x) = ∅. Since k[x1, . . . , xn, y]/(I, y) ∼= k[x1, . . . , xn]/I for any monomial ideal I whose
generators lie in k[x1, . . . , xn], the graphs throughout this paper are generally assumed to be
free of isolated vertices.
There are two common constructions used to produce smaller, related graphs from a fixed
graph that will be useful throughout the paper. Both extend naturally to clutters. One is the
deletion G \x, which is formed by removing x from the vertex set of G and deleting any edge in
G that contains x. This has the effect of setting x = 0, or of passing to the quotient ring R/(x).
The other operation is the contraction, G/x. This is performed by removing x from the vertex
set and removing x from any edge that contains x. When G is a graph, this will result in each
vertex in N(x) becoming an isolated vertex. This operation has the effect of setting x = 1, or
of passing to the localization Rx. A minor of a graph or clutter is formed by performing any
combination of deletions and contractions.
If G is a graph or C is a clutter, a minimal vertex cover of G or C is a set C ⊂ V such
that for every e ∈ E, e ∩ C 6= ∅ and C is minimal with respect to this property, meaning if
C ′ is any proper subset of C, then there exists an edge e ∈ E with e ∩ C ′ = ∅. The minimum
cardinality of a minimal vertex cover of G (or C) is denoted by α0 = α0(G). A prime ideal P
is a minimal prime of an ideal I if I ⊂ P and if Q is a prime ideal with I ⊂ Q ⊂ P , then
Q = P . It is straightforward to check that C is a minimal prime of G or C if and only if the
prime ideal P generated by the variables corresponding to vertices of C is a minimal prime of
I(G) or I(C). Thus α0 = height(I). Two basic facts about minimal vertex covers that will be
used throughout the paper are that if x ∈ V then there exists a minimal vertex cover C with
x ∈ C, and if C ′ is a minimal vertex cover for an induced subgraph (or subclutter) H of G,
then there exists a minimal vertex cover C with C ′ ⊂ C. To see why this second fact holds,
consider C ′ ∪ (V (G) \ V (H)). This is a vertex cover, and so it contains a minimal vertex cover.
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However, deleting any vertex of C ′ would leave an edge of H uncovered, so the minimal vertex
cover produced must contain C ′.
Given a graph G, there is another family of square-free monomial ideals associated to G. For
each positive integer ℓ, define Pℓ(G) to be the monomial ideals whose generators correspond
to paths of length ℓ of G. Notice that a path of length ℓ contains ℓ + 1 vertices, so Pℓ(G) is
a homogeneous ideal with generators of degree ℓ + 1. When ℓ = 1, P1(G) = I(G) is the edge
ideal of G. Notice that since a path is defined to have distinct vertices, Pℓ(G) is a square-free
monomial ideal. We will primarily be interested in the case where G is a tree.
A set of edges X ⊂ E of a graph or clutter is an independent set if for every e1, e2 ∈ X,
e1 ∩ e2 = ∅. A maximal set of independent edges is called a matching, and the maximum
cardinality of a maximal matching is denoted by β1. As in [9], this corresponds to the monomial
grade of the associated ideal I. Since every minimal vertex cover must contain at least one vertex
from each edge in an independent set, α0 ≥ β1. The case of equality is of particular interest.
Definition 2.1. A clutter C is said to satisfy the Ko¨nig property if the cardinality of a maximum
set of independent edges, β1, is equal to α0, the cardinality of a minimal vertex cover.
Combinatorially, the Ko¨nig property is a generalization of the bipartite condition on a graph.
A graph is bipartite if it has no odd cycles. Bipartite graphs are graphs for which every minor
satisfies the Ko¨nig property. Note that this property is also of interest algebraically. We have
that C satisfies the Ko¨nig property if and only if the height of I(C) is equal to the monomial
grade of I(C).
Definition 2.2. A clutter C has a perfect matching of Ko¨nig type if there is a collection e1, . . . , eg
of pairwise disjoint edges, with g = height(I(C)), whose union is V (C).
Edge ideals of clutters are sometimes viewed as facet ideals of simplicial complexes. Recall
that a simplicial complex ∆ is a set of vertices V together with a collection of subsets of V ,
called faces, such that every subset of a face is a face. A facet is a face that is maximal with
respect to inclusion. The ideal of a simplicial complex I(∆) is the square-free monomial ideal
generated by the monomials corresponding to the facets of ∆. In [8], Faridi introduced the
concept of a simplicial tree. A facet F of ∆ is a leaf if there exists a facet G of ∆ such that
F ∩ H ⊂ F ∩ G for every facet H of ∆ \ {F}. A simplicial tree is then a simplicial complex
for which every subcomplex contains a leaf. In [17] a special cycle of a simplicial complex was
defined to be an alternating collection of vertices and facets x0, F1, x1, F2, . . . , xs−1, Fs, xs such
that x0 = xs, xi−1, xi ∈ Fi and xj 6∈ Fi for j 6= i − 1, i. It was shown in [17, Theorem 3.2]
that a simplicial tree does not contain any special odd cycles of length greater than 2. It was
also shown in [15, Theorem 2.7] that a path ideal of a directed tree corresponds to a simplicial
tree. This correspondence does not extend to path ideals of more general trees, as will be seen
in Example 3.9.
If ∆ is a simplicial complex, the 1−skeleton of ∆, denoted by ∆1 is defined to be the graph
on the vertices of ∆ whose edges are the faces of ∆ that contain precisely two elements. Note
that by the definition of a simplicial complex, the 1−skeleton of a facet of ∆ will be a complete
graph on the vertices of the facet. For a connected graph G, a spanning tree is defined to be a
subgraph T of G such that T is a connected tree and V (T ) = V (G). When ∆ is a simplicial
complex, a spanning tree of ∆ is defined to be a spanning tree of ∆1.
There is another simplicial complex, called the Stanley-Reisner complex, associated to a
square-free monomial ideal that is in a sense dual to the one discussed above. This complex is
denoted by ∆C. It is the complex whose faces are the independent vertex sets of C.
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3. Cohen-Macaulay Path Ideals
If I is the edge ideal of a tree T , then by [28, Theorem 2.4], I is Cohen-Macaulay if and only
if T is the suspension of a subtree T ′. The primary purpose of this section is to extend this
result to path ideals of trees. In order to show the desired result, we will need to prove that
path ideals of trees satisfy the Ko¨nig property. This result holds in greater generality. Instead
of requiring the ideal to be generated by all paths of a fixed lenght ℓ, the Ko¨nig property will
hold for ideals generated by a subset of the set of paths of a fixed length, by paths of different
lengths, or by monomials corresponding to subtrees of the tree that are not necessarily paths.
In order to prove this more general result, we first need to introduce terminology and notation
allowing for the more general generating sets.
Recall that a subtree T ′ of a tree T is a connected induced subgraph of T . If F is a forest, a
subtree of F is a subtree of one of the connected components of F . Let F be a forest with vertex
set V . A subtree clutter of F is a clutter C such that V (C) = V (F ) and if e ∈ E(C) is an edge of
C then e is a subtree of F . We define a subtree ideal I = I(C) to be the ideal generated by the
square-free monomials corresponding to the generators of a subtree clutter C. This more general
class of ideals is quite interesting and encompasses several known classes of ideals, including
path ideals of trees and ideals of simplicial trees, as will be seen in Theorem 3.10. Notice that
if F is a forest with vertex set V , C a subtree clutter of F , and v ∈ V , then C \ {v} is a subtree
clutter for the forest F \ {v}. More generally, if F ′ is an induced subgraph of F with vertices
in a set V ′, define C∩ F ′ = {e ∈ C | the vertices of e are in V ′}. Then C ∩ F ′ is a subtree clutter
of F ′. Thus if F = T1 ∪ · · · ∪ Tn where Ti are the trees of F and E is any set of subtrees of
F , then ETi = E ∩ Ti is a set of subtrees of Ti. Moreover, E = ET1 ∪ · · · ∪ ETn and if E is an
independent set, then so is ETi for each i.
Definition 3.1. Let C be a subtree clutter of a forest F , let E be a set of independent edges
of C, and let T be a tree of F . We say that ET is maximal if there does not exist a set of
independent edges in C ∩ T with cardinality larger than |ET |.
Before proving the main result, we give two lemmas that provide basic information about
independent sets. The first will allow us to focus on a particular tree within a forest, while the
second shows how independent sets relate to deletion minors of a tree. Note that a minor of a
tree is a forest.
Lemma 3.2. Let C be a subtree clutter of a forest F whose connected components are T1, T2, ..., Tn.
Then E is a set of independent edges of maximum cardinality of C if and only if ETi is maximal
for all 1 ≤ i ≤ n.
Proof. Suppose ETi is not maximal for some i. Then there exists an E
′
Ti
of larger cardinality
than |ETi | whose edges contain vertices only from the tree Ti. Thus the set ET1 ∪ · · · ∪ ETi−1 ∪
E′Ti ∪ ETi+1 ∪ · · · ∪ ETn is a set of independent edges of C cardinality greater than |ET1 ∪ · · · ∪
ETi ∪ · · · ∪ ETn | = |E|, a contradiction.
Since E =
⋃n
i=1ETi , the converse is easily verified. ✷
Lemma 3.3. Let C be a subtree clutter of a tree T with V = V (T ). Let ET be a set of
independent edges of C, and let e ∈ ET be a subtree of T . Let v be a vertex of e. Then
ET = ET1 ∪ET2 ∪ · · · ∪ETn ∪ {e} where T1, . . . , Tn are the connected components of T\{v} and
ETi = ET ∩ Ti.
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Proof. Let N(v) = {v1, v2, ..., vn}. Then T \ {v} has n connected components. Let Ti be the
tree of F \ {v} that contains vi. Suppose i 6= j. Note that since T is a tree, the unique path
from vi to vj must pass through v.
To show that ET =
⋃n
i=1ETi ∪ {e}, we need only show ET ⊆
⋃n
i=1ETi ∪ {e} as the other
inclusion is clear. Let u ∈ ET \{e}. Since ET is an independent set, u ∩ e = ∅. Suppose there
exist two vertices in u, ui and uj , such that ui is a vertex of Ti and uj is a vertex of Tj for i 6= j.
Now vi is connected to ui in Ti, vj is connected to uj in Tj, and ui is connected to uj in u. Thus
there is a path in T from vi to vj that does not pass through v, a contradiction. Thus we have
that u is a subtree of some Ti and that u ∈ ETi . ✷
The following lemma extends Lemma 3.3 to address maximality. It will allow us to use a
recursive argument to obtain the Ko¨nig property for subtree clutters.
Lemma 3.4. If F is a forest, C a subtree clutter of F , E is a maximal set of independent edges
of C, and e ∈ E, then there exists a vertex v ∈ e such that E\{e} is a maximal set of independent
edges for C \ {v}.
Proof. Fix an edge e ∈ E and let v ∈ e be any vertex of e. First note that e is contained in some
connected component T of F . If S is any other connected component of F , then S remains
unchanged when passing to F \{v}, as does ES . Thus we may assume that F = T is a tree. Let
T1, . . . , Tn be the connected components of T \ {v}. Since E =
⋃n
i=1ETi ∪ {e} by Lemma 3.3
and E is maximal, then ETi is not maximal for at most one i. To see this, suppose two of the
sets, say ET1 and ET2 are not maximal. Then there exist independents sets E
′
T1
and E′T2 in T1
and T2 respectively with |E
′
Ti
| ≥ |ETi | + 1 for i = 1, 2. Then E
′ = E′T1 ∪ E
′
T2
∪
⋃n
i=3ETi is an
independent set with cardinality at least |E|+1, a contradiction. Notice that a similar argument
shows that the unique non-maximal set ETi must have an element with a nontrivial intersection
with e.
Since e is a subtree of T , there exists a vertex x1 of e that is a leaf of e. If E \{e} is a maximal
set of independent edges for C \ {x1}, the result holds. If not, the unique connected component
Ti1 of T \ {x1} for which ETi1 is not maximal must intersect e. Since x1 is a leaf of e, Ti1 is the
only connected component of T \ {x1} that intersects e, and there is a unique neighbor x2 of x1
in e∩Ti1 . Now consider T \ {x2}. Again either the result holds for x2 and we are done, or there
is precisely one connected component Ti2 of T \ {x2} for which ETi2 is not maximal. Since Ti2
must intersect e, there will be a unique vertex x3 ∈ N(x2) ∩ e ∩ Ti2 . We claim that x3 6= x1. To
see this, form T \ {x1x2}. Since T is a tree, deleting one edge produces precisely two connected
components, which we will denote by Tx1 and Tx2 where Txi contains xi for i = 1, 2. As before,
at most one of E ∩ Tx1 or E ∩ Tx2 is not maximal. Notice that Tx1 is precisely the connected
component of T \{x2} that contains x1, and Tx2 is precisely the connected component of T \{x1}
that contains x2, which is denoted by Ti1 above. Since ETi1 = ETx2 is not maximal, then ETx1
is maximal. Thus x3 6= x1.
Now we may repeat the process. Either the result holds for x3, or there is precisely one
connected component Ti3 of T \{x3} for which ETi3 is not maximal. As before, there is a unique
vertex x4 ∈ N(x3) ∩ e ∩ Ti3 . Deleting the edge x2x3 and following the argument above shows
that x4 6= x2. Notice that this process produces a path {x1, x2, x3, x4} in e. This process can be
continued to produce a path {x1, . . . , xt} in e for which E \e is not a maximal set of independent
edges for C \ {xi} for 1 ≤ i ≤ t− 1. Since e has a finite diameter, the process must terminate,
say at xt. Then E \ {e} is a maximal set of independent edges for C \ {xt}. ✷
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We are now ready to show that subtree ideals, which form a very general class of monomial
ideals associated to forests, satisfy the Ko¨nig property. This generalizes [7, Theorem 5.3], as
will be seen in Theorem 3.10. Notice, however, that subtree ideals, even the special case of path
ideals, are not necessarily odd cycle free. See Example 3.9.
Theorem 3.5. If F is a forest and C is a subtree clutter of F , then C has the Ko¨nig property.
Proof. Let E = {e1, e2, . . . , eβ1} be a set of independent edges of C of maximum cardinality.
Recall that α0 ≥ β1 where α0 is the minimum cardinality of a minimal vertex cover.
By Lemma 3.4 there exists a vertex v1 in e1 such that E \ {e1} is a set of independent edges
of maximum cardinality for the clutter C \ {v1}. Again by Lemma 3.4 there exists a vertex v2
in e2 such that E \ {e1, e2} is a set of independent edges of maximum cardinality for the clutter
C \ {v1, v2}. This process can be repeated until E \ {e1, e2, . . . , eβ1} = ∅ is a set of independent
edges of maximum cardinality for the clutter C \ {v1, v2, . . . , vβ1}. This implies that the clutter
C \ {v1, v2, . . . , vβ1} has no edges, which implies that every edge in C must contain a vertex in
the set {v1, v2, . . . , vβ1}. Therefore {v1, v2, . . . , vβ1} is a vertex cover of C, so α0 ≤ β1. Thus
α0 = β1. ✷
Corollary 3.6. A path ideal of a tree satisfies the Ko¨nig property.
Now that we have established the Ko¨nig property for a general class of ideals associated to
trees, we will focus on path ideals in order to prove the main result of this section. We first
need to generalize the notion of a suspension. Recall that a suspension of a graph G′ on vertices
{x1, . . . , xn} is a graph G on vertices {x1, . . . , xn, y1, . . . , yn} with E(G) = E(G
′) ∪
⋃n
i=1{xiyi}.
To form a suspension of length ℓ of a graph G, instead of adding a single edge xiyi to each vertex
of G, one instead adds a path of length ℓ to each vertex. In the case of a suspension of a tree,
it will be useful to organize this definition so that the underlying graph G′ is implied but not
explicitly stated.
Definition 3.7. A tree T with vertex set V is called a suspension of length ℓ if T has paths
P = {p1, p2, ..., pβ1} all of length ℓ such that the paths p1, . . . , pβ1 form a perfect matching and the
vertices of each pi can be ordered {xi, yi1,yi2 , ..., yiℓ} where degree(yik) = 2 for all 1 ≤ k ≤ ℓ− 1,
and degree(yiℓ) = 1.
Theorem 3.8. Let T be a tree with vertex set V and let I = Iℓ(T ) be the path ideal of length ℓ
of T . Then I is Cohen-Macaulay if and only if T is a suspension of length ℓ.
Proof. We will begin by assuming that T is a suspension of length ℓ. Using the notation from
Definition 3.7, T has a set of paths P = {p1, p2, ..., pβ1} that form a perfect matching. Moreover,
for every i, yiℓ has yiℓ−1 as its unique neighbor, and for every 1 ≤ k ≤ ℓ− 1, the only neighbors
of yik are yik−1 and yik+1 , where yi0 = xi for ease of notation. Suppose f is any edge of C. Since
f corresponds to a path of length ℓ of T , if yik ∈ f for some i, k, it follows that yik−1 ∈ f as
well. Thus the set {x1, . . . , xβ1} forms a vertex cover of C. Since any vertex cover must contain
at least β1 vertices, else it would not cover the paths in P , we have that P forms a perfect
matching of C of Ko¨nig type.
Now suppose f1, f2 are any two edges of C and fix any i. If f1 ∩ pi = ∅, then f1 ∩ pi ⊂ f2 ∩ pi.
The result is similar if f2 ∩ pi = ∅. Assume neither intersection is empty. Let t be the greatest
integer such that yit ∈ f1 and let s be the greatest integer such that yis ∈ f2. As above, yij ∈ f1
for 0 ≤ j ≤ t and yij ∈ f2 for 0 ≤ j ≤ s. It follows that if t ≤ s, then f1 ∩ pi ⊂ f2 ∩ pi and if
s ≤ t, then f2 ∩ pi ⊂ f1 ∩ pi. Thus by [21, Theorem 2.16] we have that ∆C is pure shellable, and
thus C is Cohen-Macaulay (see for example [26, Theorem III.2.5] or [29, Theorem 5.3.18]).
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For the converse, supposeR/I(C) is Cohen-Macaulay. Then I(C) is unmixed, so every minimal
vertex cover of T has the same cardinality α0. Since T is a tree, C satisfies the Ko¨nig property by
Corollary 3.6. Thus we can find a set of independent paths P = {p1, p2, . . . , pα0} in T . Suppose
that P is not a partition of T . Then there exists a vertex v of T that is not in any path in P .
Now v is contained in some minimal vertex cover U of T . Since U must also cover each of the
paths in P , |U | ≥ α0+1, a contradiction to I(C) being unmixed. Hence P is a perfect matching
of T .
To obtain the desired ordering on each of the paths of P , order the vertices of pi so that
pi = {x1, x2, ..., xℓ+1} where xj is adjacent to xj+1 for 1 ≤ j ≤ ℓ. Now suppose that there is
an s ∈ {2, . . . , ℓ} with degree(xs) ≥ 3. Then there is an edge xsz with z 6∈ pi. Since P is a
partition, z ∈ pq for some q. Order the vertices of pq by {y1, y2, ..., yℓ+1} where yk is adjacent
to yk+1 for 1 ≤ k ≤ ℓ. Then z = yt for some 1 ≤ t ≤ ℓ + 1. Notice that since T is a tree, the
only edge of the form xjyk is xsyt. Using a relabling of the paths pi and pq if necessary, we may
assume d(y1, yt) ≤ d(yt, yℓ+1), and d(x1, xs) ≤ d(xs, xℓ+1). Thus s, t ≤
ℓ+2
2 . Using symmetry,
with the roles of xj and yk reversed, we may assume without loss of generality that t ≤ s. Then
t ≤ t + ℓ − s + 1 ≤ ℓ + 1 and 2s − 1 ≤ ℓ + 1, so we may consider the vertices x1, x2s−1, and
yt+ℓ−s+1.
 
 
 
y1
✉
yt
✉
yt+ℓ−s+1
✉
yℓ+1
✉
x1
✉
xs
✉
x2s−1
✉
xℓ+1
✉
Notice that d(x1, yt+ℓ−s+1) = s−1+1+(t+ℓ−s+1−t) = ℓ+1, so there is a path h1 of length
ℓ connecting x1 and yt+ℓ−s. Similarly, there is a path h2 of length l connecting x2s−1 and yt−ℓ+s,
and a path h3 of length ℓ connecting x2 and yt+ℓ−s+1. Notice that d(yt, yt+ℓ−s+1) = ℓ− s + 1.
Suppose t ≤ ℓ − s + 1. Then d(y1, yt) ≤ ℓ − s, and d(x1, y1) ≤ s − 1 + 1 + ℓ − s = ℓ and
d(y1, x2s−1) ≤ ℓ− s+1+(2s− 1− s) = ℓ. Thus every path of length ℓ in the induced subtree on
{pi, pq} must contain one of the vertices x1, x2s−1, yt+ℓ−s+1. By examining the paths h1, h2, h3,
it follows that the setM = {x1, x2s−1, yt+ℓ−s+1} is a minimal vertex cover of the clutter of paths
of length ℓ of the induced subtree on {pi, pq}.
Now suppose that t > ℓ − s + 1. Then 1 ≤ t − ℓ + s − 1 < t, and there is a path of
length ℓ connecting x2 and yt−ℓ+s−1. An argument similar to the one above shows that M =
{x1, x2s−1, yt+ℓ−s+1, yt−ℓ+s−1} is a minimal vertex cover of the clutter of paths of length ℓ of the
induced subtree on {pi, pq}. In either case, since M is a minimal vertex cover of the clutter of
paths of length ℓ of the induced subtree on {pi, pq}, M can be extended to a minimal vertex
cover U of C. Since P is a partition of C, at least α0 − 2 additional vertices are needed to cover
the paths in P . Thus |U | ≥ |M | + α0 − 2 > α0, which contradicts I(C) being unmixed. Thus
for each i, every vertex of pi that is not an endpoint has degree precisely 2.
Suppose that there is a path pi ∈ P with its endpoints both having degree 2 or greater. Let
pi have the ordered vertices {x1, x2, ..., xℓ+1}. Then x1 and xℓ+1 are adjacent to endpoints of
distinct paths pj and pq in P , respectively. Using the usual conventions, order the vertices of pj
by {y1, y2, ..., yℓ+1} where x1 is adjacent to yℓ+1 and order the vertices of pq by {z1, z2, ..., zℓ+1}
where xℓ+1 is adjacent to z1.
It is easy to see that M = {y1, x1, xℓ+1, zℓ+1} is a minimal vertex cover of the clutter of paths
of length ℓ on the induced subtree of {pi, pj , pq}. As before, M can be extended to a minimal
vertex cover U of C. Notice that |U | ≥ |M | + α0 − 3 = α0 + 1, which is a contradiction to
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I(C) being unmixed. Thus at least one endpiont of each element of P must have degree 1.
Hence P satisfies the conditions of Definition 3.7 and thus if I(C) is Cohen-Macaulay then T is
a suspension of length ℓ. ✷
Since path ideals can be represented as clutters, they can also be represented as facet ideals of
simplicial complexes. In [7, Corollary 8.3], it is shown that if ∆ is a simplicial tree and I(∆) is
the ideal whose generators are the facets of ∆, then I(∆) is Cohen-Macaulay if and only if I(∆)
is unmixed, and [7, Section 6] describes the structure of unmixed simplicial trees. Theorem 3.8
provides a similar characterization of the Cohen-Macaulay property involving clutters whose
edges are paths of uniform length of a tree. In [15, Theorem 2.7] it is shown that the path ideal
of a directed tree is the facet ideal of a simplicial tree, and so Faridi’s result applies to this case.
However, for a non-directed tree, this need not be the case. In fact, the converse is true, as
will be seen in Theorem 3.10. The following example gives a tree T such that I2(T ) is not a
simplicial tree, thus the results of Theorem 3.8 are not implied by [7, Corollary 8.3].
Example 3.9. Consider the tree T with vertex set {a, b, c, d}.
a
✉b ✉
c
✉
d✉
Consider the clutter C = {abc, abd, acd} of paths of length 2 of T . In [7] Faridi examines
the properties of the complex ∆ whose facets are {a, b, c}, {a, b, d}, and {a, c, d} in order to
determine the Cohen-Macaulayness of I(∆) = I(C) = (abc, abd, acd). Note that {a, b, c} ∩
{a, b, d} = {a, b}, {a, b, c} ∩ {a, c, d} = {a, c}, and {a, b, d} ∩ {a, c, d} = {a, d}, none of which are
subsets of each other, so there can be no leaf in ∆, hence ∆ is not a simplicial tree. Notice also
that c, {a, b, c}, b, {a, b, d}, d, {a, c, d} forms an odd cycle in the sense of [3, Definition 2.11] and
a special odd cycle as defined in [17].
Example 3.9 shows that not every subtree clutter of a tree, or indeed every path ideal of a
tree, correpsonds to the facet ideal of a simplicial tree. We now show that the converse does
hold. Thus the class of ideals corresponding to subtree clutters subsumes the class of simplicial
trees.
Theorem 3.10. Suppose ∆ is a simplicial tree and I = I(∆). Then I is a subtree ideal of some
tree T .
Proof. If there exists a spanning tree T of the graph formed by the one-skeleton, ∆1, such that
T ∩H is connected for every facet H of ∆, then I is a subtree ideal of T , where the subtrees
are H ∩ T for each facet H of ∆. Such a spanning tree will be referred to as a good spanning
tree. If ∆ has a single facet, let T be any spanning tree of ∆. Then I = I(∆) = (M) where
M is the monomial product of the vertices of T and T is a good spanning tree. Consider an
arbitrary simplicial tree ∆. By definition, there exists a leaf F of ∆ and a facet G of ∆ such
that F ∩H ⊆ F ∩ G for every facet H of ∆. Since ∆ is connected, F ∩ G 6= ∅. By induction
on the number of facets, we may assume ∆ \ {F} has a good spanning tree T . If F ∩ G ∩ T is
connected, select any vertex x in F ∩ G. For every vertex y ∈ F \ {G}, add the edge {x, y} to
T to form a new tree T̂ . Notice that F ∩ T̂ is connected and H ∩ T̂ = H ∩ T for every facet
H 6= F . Thus T̂ is a good spannng tree for ∆.
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If F ∩G∩T is not connected, we will build a new good spanning tree T ′ of ∆ \{F} such that
F ∩G∩ T ′ is connected, and then proof will follow as above. Assume there exist vertices a, b in
F ∩G that are not connected in F ∩G∩T . Notice that a and b are connected in G∩T , so there
exists a path e1, e2, . . . , es in G∩T where ei = xixi+1 for some vertices xi with a = x1, b = xs+1.
If d(a, b) = 1, then a, b are connected in F ∩ G ∩ T . Thus we may assume s ≥ 2 and d(a, b) is
minimal among pairs of vertices not connected in F ∩ G ∩ T . By this minimality, xi 6∈ F for
i 6= 1, s+ 1.
Assume for every i there exists a facet Hi 6= G with ei ∈ Hi such that Hi does not contain both
a and b. Note that a ∈ H1 since x1 = a. Define j1 = max{i | a ∈ Hi} and k1 = max{i |xi ∈ Hj1}.
Since b ∈ Hs, a 6∈ Hs, and ej1 = xj1xj1+1 ∈ Hj1 , then 1 ≤ j1 < k1 < s. Define j2 = max{i |xk1 ∈
Hi} and k2 = max{i |xi ∈ Hj2}. Then j1 < j2 < k2 ≤ s + 1. Continue in this manner, until
kt = s + 1 for some t. By definition, xkp ∈ Hjp ∩Hjp+1 and xkp 6∈ Hjr for r 6= jp, jp + 1. Also,
a ∈ F ∩ Hjp precisely when p = 1, b ∈ F ∩ Hjp precisely when p = t and xi ∈ F only when
xi = a or xi = b. Thus a,Hj1 , xk1 ,Hj2 , xk2 , . . . , b, F is a special cycle of length at least three in
∆. Thus by [17, Theorem 3.2] ∆ is not a simplicial tree, a contradiction.
Thus we may assume there exists an i, such that for every facet H of ∆, if ei ∈ H, then
a, b ∈ H. Note that ei 6∈ H for every facet H 6= G in ∆ is possible. Define T
′ = T ∪ {a, b} \ ei.
Suppose T ′ contains a cycle C. The cycle must contain the edge {a, b} and cannot contain ei.
Thus C \ {a, b} is a path in T connecting a to b not involving ei. But since T is a tree, there
is a unique path connecting a to b, a contradiction. Thus T ′ does not contain a cycle. If u is
any vertex, there is a unique path in T between u and b. If ei is not on this path, then the path
survives in T ′. If ei is on this path, then ei is not on the unique path connecting u to a. Then
there is a unique path from u to b passing through a in T ′. Thus u is connected to b in T ′ for
every u. So T ′ is a tree. If ei 6∈ H for every facet H 6= G, then for every facet H 6= G of ∆,
T ∩H = T ′ ∩H and so the monomial corresponding to H corresponds to the subtree H ∩ T ′. If
u is any vertex of a facet H that contains a and b, then u is connected to a and to b by unique
paths in H ∩ T . Thus as before, u is connected to b in H ∩ T ′ and T ′ is a good spanning tree of
∆ \ {F}. Notice that ei 6∈ F ∩G ∩ T , so F ∩G ∩ T
′ = F ∩G ∩ T ∪ {a, b}.
If F ∩G ∩ T ′ is not connected, repeat this process with T ′ playing the role of T . Notice that
the edge ei that is removed in this process is by definition not contained in F ∩G, but the edge
{a, b} that is added is in F ∩ G. Thus the process strictly increases the number of edges of
F ∩G ∩ T . Since there are finitely many vertices in F ∩G, this process is finite and must stop,
at which point, F ∩G ∩ T is connected, as desired. ✷
An immediate application of Theorem 3.10 is that Theorem 3.5 extends a previously known
result about properties of edge ideals of simplicial trees.
Corollary 3.11. [7, Theorem 5.3] The edge ideal of a simplicial tree satisfies the Ko¨nig property.
It is interesting to note that the definition of a subtree ideal can be extended to graphs. If G
is any graph, a subtree ideal I of G is a square-free monomial ideal whose generators correspond
to subtrees of G. Using this definition, it is easy to see that every square-free monomial ideal is
a subtree ideal of a graph. For example, if ∆ is the simplicial complex for which I = I(∆), then
I is a subtree ideal of ∆1. Note that the graphs need not be unique, so this is not a one-to-one
correspondence. However, it does provide a new combinatorial perspective from which to view
square-free monomial ideals.
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4. Depths of Path Ideals of Spines
Although identifying ideals that are Cohen-Macaulay is an important goal, it is also useful
to know the depths of ideals that are not Cohen-Macaulay. In general, it can be quite difficult
to determine the precise depths. In this section, we give an exact formula for the depth of a
path ideal of a tree consisting of a single path. By noting that in this special case the directed
path ideal is the same as the path ideal, and by using the Auslander-Buchsbaum formula, this
depth recovers the projective dimension result of [15, Theorem 4.1] which was also recovered in
[1, Corollary 5.1]. However, the method of proof allows us to extend the depth result to a bound
on the Stanley depths of the ideals, as was done in [23] for powers of edge ideals. This bound
shows that these ideals are Stanley.
The primary tool we will employ for computing depths is to form a family of short exact
sequences and then apply the Depth Lemma (see, for example, [2, Proposition 1.2.9], or [29,
Lemma 1.3.9]). In particular, we will use that if
0→ A→ B → C → 0
is a short exact sequence of finitely generated Rmodules with homogeneous maps and depth(C) >
depth(A), then depth(B) = depth(A). Note that the method used in this section is a variation
of the method used in [12, 20], where instead of using the left term of one sequence to form
the subsequent sequence, the right hand term is used. Starting with the standard short exact
sequence
0→ R/(I : z)
f
→ R/I
g
→ R/(I, z) → 0
and making judicious choices for z ∈ R, we form a family of sequences
(4.1)
0 → R/K1 → R/I → R/C1 → 0
...
...
...
0 → R/Ki → R/Ci−1 → R/Ci → 0
...
...
...
0 → R/Ks → R/Cs−1 → R/Cs → 0
where C0 = I, Ki = (Ci−1 : zi), and Ci = (Ci−1, zi) for 1 ≤ i ≤ s. The goal is to find bounds
on the depths of Ki for 1 ≤ i ≤ s and for Cs. Then applying the Depth Lemma starting with
the last sequence and working back to the first will yield a bound on the depth of R/I. In this
section, it will be easier to describe the sequence {zi} using a double index, so the ideals playing
the roles of Ki and Ci will be doubly indexed as well.
A tree that does not branch is traditionally referred to as a path, however, to avoid the
confusion of dealing with path ideals of paths, we will refer to such a graph as a spine. To be
precise, we define a spine of length n − 1 to be a set of n distinct vertices x1, . . . , xn together
with n − 1 edges xixi+1 for 1 ≤ i ≤ n − 1. We denote such a spine by Sn and we will use
R = k[x1, . . . , xn] to denote the polynomial ring associated to Sn, or more generally, any graph on
n vertices. As subrings of R will be used, define Rt = k[x1, . . . , xt] for t ≤ n. While working with
these ideals, it will often be convenient to work with subideals generated by selected paths. To
facilitate this, define P(ℓ,1,s) to be the ideal generated by the monomials corresponding to all paths
of length ℓ of the spine connecting x1 to xs. For example, P(2,1,5) = (x1x2x3, x2x3x4, x3x4x5).
Using this notation, Pℓ(Sn) = P(ℓ,1,n).
Lemma 4.1. Let Sn be a spine on n vertices. If n ≤ ℓ, then depth(R/P(ℓ,1,n)) = n
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Proof. As ℓ ≥ n we see that Sn does not contain a path of length ℓ. Thus P(ℓ,1,n) = Pℓ(S) = (0)
and we have depth(R/P(ℓ,1,n)) = depth(R/(0)) = depth(R) = n. ✷
We now fix ℓ and n. In order to define the monomials that will serve the role of zi above,
it is useful apply the division algorithm to produce unique integers b and c with 0 ≤ c < ℓ + 2
and n − ℓ − 1 = b(ℓ + 2) + c. It will often be convenient to write n = (ℓ + 1) + b(ℓ + 2) + c
throughout the paper. For 1 ≤ c ≤ ℓ+ 1, define a sequence {a(j,k)} by a(j,k) =
n−j−k+1∏
t=n−ℓ−k+1
xt for
1 ≤ j ≤ min{c, ℓ} and 1 ≤ k ≤ c − j + 1. Note that for c = 0, the sequence is defined to be
empty.
Example 4.2. Suppose n = 18 and ℓ = 6. We then have b = 1 and c = 3 so our sequence of
monomials {a(j,k)} is:
a(1,1) = x12x13x14x15x16x17, a(1,2) = x11x12x13x14x15x16, a(1,3) = x10x11x12x13x14x15,
a(2,1) = x12x13x14x15x16, a(2,2) = x11x12x13x14x15, a(3,1) = x12x13x14x15
Using this sequence, we now define the ideals that will play the roles of Ci and Ki in the
sequences above. Notice that since the sequence used is doubly indexed, the ideals Ci and Ki
will require double indices as well, with the same ranges on the indices as above. We first define
the ideals C(j,k) = (I, a(1,1), a(1,2), . . . , a(j,k)). Note that for c = 0, the sequence was defined to be
empty, and the only ideal defined is C(0,k) = P(ℓ,1,n) for all k. In general, the sequence of a(j,k)
was selected so that many of the terms of C(j,k) = (I, a(1,1), a(1,2), . . . , a(j,k)) will be redundant.
Next we define the ideals K(j,k), with the same bounds on j, k as before, by
(4.2) K(j,k) =
{
(C(j−1,c−(j−1)+1) : a(j,1)) if k = 1
(C(j,k−1) : a(j,k)) if k > 1
Notice that each K(j,k) is formed by taking the quotient ideal of the next term in the sequence
with the preceeding C ideal. It is straightforward to obtain an explicit formula for K(j,k). The
selection of the sequence a(j,k) was designed so that these quotient ideals will each have two
elements of degree one, and these elements will make all paths of length less than ℓ redundant
as generators.
Proposition 4.3. The family of ideals K(j,k) has the following explicit formulation:
(4.3) K(j,k) = (P(ℓ,1,n−ℓ−k−1), xn−ℓ−k, xn−j−k+2)
Proof. First notice that for 1 ≤ k ≤ c, both xn−ℓ−ka(1,k) and xn−k+1a(1,k) are generators of
I = P(ℓ,1,n), so (C(1,k−1), xn−ℓ−k, xn−k+1) ⊆ (C(1,k−1) : a(j,k)), where C(1,0) = P(ℓ,1,n). The other
inclusion is straightforward, so removing redundant elements from the list of generators yields
the desired result for j = 1. For j ≥ 2, first notice that (a(j−1,k+1) : a(j,k)) = (xn−ℓ−k) and
(a(j−1,k) : a(j,k)) = (xn−j−k+2). Then the result follows similarly. ✷
Given this explicit form for K(j,k), it is easy to see that the depth of K(j,k) can be found
inductively from the depth of the path ideal of a shorter spine. Thus the Lemma below will
allow us to simultaneously control the depth of each of the left hand terms of the series of
sequences. The proof is a direct application of [20, Lemma 2.2] and thus is omitted.
Lemma 4.4. For all j and k, depth(R/K(j,k)) = depth(Rn−ℓ−k−1/P(ℓ,1,n−ℓ−k−1)) + ℓ+ k − 1.
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We now need to control the depth of the final term of the final sequence. The nature of this
proof will allow us to simultaneously handle the case c = 0, which was omitted above. For
convenience, we will denote the final C(j,k) by I(1) and the final a(j,k) by a(1) since the final
values of j and k depend on the relationship between c and ℓ. Explicitly, define
I(1) =


I if c = 0
I(c,1) if 1 ≤ c ≤ ℓ
I(ℓ,2) if c = ℓ+ 1
a(1) =
{
a(c,1) if 1 ≤ c ≤ ℓ
a(ℓ,2) if c = ℓ+ 1
The first two cases to consider follow directly from the definition of C(j,k) and an application
of [20, Lemma 2.2].
Lemma 4.5. If c = ℓ, then depth(R/I(1)) = depth(Rn−ℓ−1/P(ℓ,1,n−ℓ−1)) + ℓ.
Proof. Notice that when c = ℓ, a(c,1) = xn−ℓ. Also note that n − ℓ − k + 1 ≤ n − ℓ and since
k ≤ c− j +1, n− j − k+1 ≥ n− ℓ when c = ℓ. Thus a(j,k) =
n−j−k+1∏
t=n−ℓ−k+1
xt is a multiple of xn−ℓ
for all j, k when c = ℓ. Thus I(1) = C(c,1) = (P(ℓ,1,n−ℓ−1), xn−ℓ) and the result follows from [20,
Lemma 2.2]. ✷
Lemma 4.6. If c = ℓ+ 1, then depth(R/I(1)) = depth(Rn−ℓ−2/P(ℓ,1,n−ℓ−2)) + ℓ+ 1.
Proof. Notice that when c = ℓ + 1, a(ℓ,1) = xn−ℓ and a(ℓ,2) = xn−ℓ−1. As before, a(j,k) is a
multiple of xn−ℓ or of xn−ℓ−1 for all j, k, and thus the result follows from [20, Lemma 2.2]. ✷
Finding the depth of I(1) for 0 ≤ c ≤ ℓ−1 will require another family of short exact sequences.
Define a sequence of monomials by b(h) =
∏n−c
t=n−ℓ+h xt for 1 ≤ h ≤ ℓ− c.
Example 4.7. As in Example 4.2 assume n = 18, ℓ = 6, b = 1, and c = 3. Then {b(h)} =
{x13x14x15, x14x15, x15}.
We again form a family of short exact sequences using the sequence {b(h)}. For convenience,
define J(0) = I(1). Now define J(h) and L(h) by J(h) = (J(h−1), b(h)) and L(h) = (J(h−1) : b(h)).
Then as in (4.1) we have the following family of short exact sequences.
(4.4)
0 → R/L(1) → R/I(1) → R/J(1) → 0
0 → R/L(2) → R/J(1) → R/J(2) → 0
0 → R/L(3) → R/J(2) → R/J(3) → 0
...
...
...
0 → R/L(l−c−1) → R/J(l−c−2) → R/J(l−c−1) → 0
0 → R/L(l−c) → R/J(l−c−1) → R/J(l−c) → 0
Note that for each h, b(h) = xn−ℓ+hb(h+1) and a(1) = xn−ℓb(1) where a(1) is the final term
for the original sequence when c > 0 and a(1) =
n∏
t=n−ℓ
xt is the last generator of I when c = 0.
Removing redundant elements from the generating set yields J(ℓ−c) = (P(ℓ,1,n−c−1), xn−c) and
L(h) = (P(ℓ,1,n−ℓ+h−2), xn−ℓ+h−1). Using these explicit forms of J(ℓ−c) and L(h), combined with
[20, Lemma 2.2], we are able to express the depths of all of the left hand terms and the final
right hand term of the sequences in (4.4) in terms of the depths of path ideals of shorter spines.
Note that by the definition of bh, we will assume c ≤ ℓ− 1 whenever we are dealing with J(h) or
L(h).
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Lemma 4.8. For all h, depth(R/L(h)) = depth(Rn−ℓ+h−2/P(ℓ,1,n−ℓ+h−2)) + ℓ − h + 1 and
depth(R/J(ℓ−c)) = depth(Rn−c−1/P(ℓ,1,n−c−1)) + c.
We are now able to prove the main result regarding the depth of a path ideal of a spine.
Theorem 4.9. Let S be a spine of n vertices. Then
depth(R/Pℓ(S)) = depth(R/P(ℓ,1,n)) =
{
ℓ(b+ 1) if c = 0
ℓ(b+ 1) + c− 1 if c > 0
.
Proof. We assume ℓ is fixed and induct on n. If n ≤ ℓ we have b = −1 and c = n+1. By Lemma
4.1 we have depth(R/P(ℓ,1,n)) = n and ℓ(b+1)+ c− 1 = ℓ(0)+n+1− 1 = n so the result holds.
Assume n ≥ ℓ+ 1. When writing n = (ℓ+ 1) + b(ℓ+ 2) + c, notice that for n ≥ 0, b = −1 if
and only if n ≤ ℓ. Thus for n ≥ ℓ+ 1, b ≥ 0. In the proof that follows, we will be working with
n− t for various values of t. When b = 0, this will often result in n− t ≤ ℓ. While this situation
can easily be handled using separate caes, allowing b−1 = −1 creates a more streamlined proof.
Suppose 0 ≤ c ≤ ℓ− 1. Then by Lemma 4.8,
depth(R/L(h)) = depth(Rn−ℓ+h−2/P(ℓ,1,n−ℓ+h−2)) + ℓ− h+ 1,
depth(R/J(ℓ−c)) = depth(Rn−c−1/P(ℓ,1,n−c−1)) + c.
Since 1 ≤ h ≤ ℓ− c then 0 < c+ h ≤ ℓ. Now n− ℓ+ h− 2 = ℓ+ 1 + (b− 1)(ℓ + 2) + c+ h. By
induction,
depth(Rn−ℓ+h−2/P(ℓ,1,n−ℓ+h−2)) = ℓ((b− 1) + 1) + (c+ h)− 1,
so Lemma 4.8 yields
depth(R/L(h)) = ℓ(b) + c+ h− 1 + ℓ− h+ 1 = ℓ(b+ 1) + c.
Also by induction,
depth(Rn−c−1/P(ℓ,1,n−c−1)) = ℓ(b− 1 + 1) + (ℓ+ 1)− 1 = ℓ(b+ 1)
since n− c− 1 = (ℓ+1)+ (b− 1)(ℓ+2)+ ℓ+1, so depth(R/J(ℓ−c)) = ℓ(b+1)+ c. Now repeated
use of the Depth Lemma applied to (4.4) yields depthR/I(1) = ℓ(b+ 1) + c.
Suppose c = ℓ. Then by Lemma 4.5 we have
depth(R/I(1)) = depth(Rn−ℓ−1/P(ℓ,1,n−ℓ−1)) + ℓ.
Then n− ℓ− 1 = ℓ+1+ b(ℓ+ 2) + ℓ− ℓ− 1 = ℓ+ 1+ (b− 1)(ℓ+ 2) + ℓ+ 1. Thus applying the
inductive hypothesis with b′ = b− 1 and c′ = ℓ+ 1 yields
depth(Rn−ℓ−1/P(ℓ,1,n−ℓ−1)) = ℓ(b− 1 + 1) + (ℓ+ 1)− 1,
so depth(R/I(1)) = ℓb+ ℓ+ ℓ = ℓ(b+ 1) + c.
If c = ℓ+ 1, then by Lemma 4.6 we have
depth(R/I(1)) = depth(Rn−ℓ−2/P(ℓ,1,n−ℓ−2)) + ℓ+ 1.
Then n− ℓ− 2 = ℓ+ 1 + (b− 1)(ℓ+ 2) + c, so by induction,
depth(Rn−ℓ−2/P(ℓ,1,n−ℓ−2)) = ℓ(b− 1 + 1) + c− 1,
and depth(R/I(1)) = ℓ(b) + c− 1 + ℓ+ 1 = ℓ(b+ 1) + c.
We now have depth(R/I(1)) = ℓ(b + 1) + c for all possible values of c . Notice that if c = 0,
we have P(ℓ,1,n) = I(1) and depth(R/P(ℓ,1,n)) = ℓ(b+1) for any b, and the result holds. Thus we
may now assume c > 0 for the remainder of the proof.
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By Lemma 4.4, for all j, k
depth(R/K(j,k)) = depth(Rn−ℓ−k−1/P(ℓ,1,n−ℓ−k−1)) + ℓ+ k − 1.
Now if n = (ℓ+1)+ b(ℓ+2)+ c, then n− ℓ− k− 1 = (ℓ+1)+ (b− 1)(ℓ+2)+ c− k+1. Notice
that c− k + 1 > 0 since k ≤ c− j + 1. Thus we have
depth(Rn−ℓ−k−1/P(ℓ,1,n−ℓ−k−1)) = ℓ(b− 1 + 1) + c− k + 1− 1 = ℓ(b) + c− k
by induction. Then depth(R/K(j,k)) = ℓ(b) + c− k+ ℓ+ k− 1 = ℓ(b+1) + c− 1. Now repeated
application of the Depth Lemma to the sequences in (4.1) yields depth(R/P(ℓ,1,n)) = ℓ(b+1)+c−1
when c > 0. ✷
There are some interesting reformulations of the depth found in Theorem 4.9. They are stated
here without proof as the proofs are basic computations and summation arguments.
Corollary 4.10. Theorem 4.9 can be reformulated as
depth(R/P(ℓ,1,n)) =
{
mℓ, if ℓ ≤ n−2m+2m
n− 2m+ 2, if ℓ > n−2m+2m
where m = ⌈ nℓ+2⌉, or as depth(R/P(ℓ,1,n)) =
∑ℓ−1
i=0
⌈
n−i
ℓ+2
⌉
.
Notice that when ℓ is large relative to n, the depth of R/P(ℓ,1,n) is large. If ℓ > n, then the
depth is n, as was noted in Lemma 4.1. However it is intersesting to note that as long as ℓ is
roughly half of n or larger, the depth remains quite large.
Corollary 4.11. If ℓ ≥ n−22 , then depth(R/P(ℓ,1,n)) = n − 2 for ℓ 6= n − 1 and for ℓ = n − 1,
depth(R/P(ℓ,1,n)) = n− 1.
Proof. Since ℓ ≥ n−22 , then b = 0, where n = (ℓ+1)+b(ℓ+2)+c and c ≤ ℓ+1. By Theorem 4.9,
if c = 0, depth(R/P(ℓ,1,n)) = ℓ(b+ 1) = ℓ = n− 1 and if c > 0, then
depth(R/P(ℓ,1,n)) = ℓ(b+ 1) + c− 1 = ℓ+ c− 1 = n− 2.
✷
Corollary 4.11 is particularly interesting when compared to Section 3. Let m = ⌊ nℓ+1⌋. The
set of vertices M = {xℓ+1, x2ℓ+2, ..., xmℓ+m} forms a minimal vertex cover of minimal cardinality
of P(ℓ,1,n), so height(I) = ⌊
n
ℓ+1⌋, or dim(R/I) = n − ⌊
n
ℓ+1⌋. Thus if n = 2ℓ + 2, then by
Corollary 4.11, R/P(ℓ,1,n) is Cohen-Macaulay. It is also easy to see that when n = 2ℓ + 2,
P(ℓ,1,n) is the suspension of length ℓ of a graph that consists of a single edge connecting two
vertices (xn/2, xn/2+1). For n = ℓ + 1, depth(R/P(ℓ,1,n)) = dim(R/P(ℓ,1,n)) = n − 1, which
again shows that R/P(ℓ,1,n) is Cohen-Macaulay. In this situation, P(ℓ,1,n) is the suspension of
length ℓ of a graph that consists of a single isolated vertex (xn). For ℓ + 1 < n < 2ℓ + 2,
depth(R/P(ℓ,1,n)) = n− 2 and dim(R/P(ℓ,1,n)) = n− 1.
As remarked before, these results together with the Auslander-Buchsbaum formula, recover
the projective dimension found in [15, Theorem 4.1] and in [1, Corollary 5.1]. However, this
method of proof has the advantage of also yielding information about the Stanley depth. There
are three key factors that allow us to extend the depth result to a lower bound on the Stanley
depth, or s-depth for brevity. The first two are well known basic facts. If I is a monomial ideal
of a polynomial ring R and y is an indeterminate, then
(4.5) s-depth(R[y]/IR[y]) = s-depth(R/I) + 1,
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and s-depthR = n when R is a polynomial ring in n variables. The third result we will need is
that s-depth satisfies a partial version of the Depth Lemma. In particular, it was shown in [24,
Lemma 2.2] that if
0→ A→ B → C → 0
is a short exact sequence of finitely generated R modules then
s-depth(B) ≥ min{s-depth(A), s-depth(C)}.
Now by carefully examining the proof of Theorem 4.9, we are able to extend the result to a lower
bound on the s-depth of the path ideal of a spine. Note that the explicit calculations closely
follow those of Theorem 4.9 and so details have been condensed in the proof.
Theorem 4.12. Let Sn be a spine on n vertices. Then
s-depth(R/Pℓ(Sn)) = s-depth(R/P(ℓ,1,n)) ≥
{
ℓ(b+ 1) if c = 0
ℓ(b+ 1) + c− 1 if c > 0
.
Proof. We assume ℓ is fixed and induct on n. Write n = (ℓ + 1) + b(ℓ + 2) + c. If n ≤ ℓ,
s-depth(R/P(ℓ,1,n)) = s-depth(R) = n and ℓ(b+ 1) + c− 1 = ℓ(0) + n+ 1− 1 = n and the result
holds. Define the sequences a(j,k) and b(h) and the related ideals K(j,k), C(j,k), L(h), J(h) and I(1)
as before. By Proposition 4.3,
s-depth(R/K(j,k)) = s-depth(R/P(ℓ,1,n−ℓ−k−1)) + ℓ+ k − 1,
and by induction
s-depth(R/P(ℓ,1,n−ℓ−k−1)) ≥ ℓ(b− 1 + 1) + c− k + 1− 1 = ℓ(b) + c− k,
so s-depth(R/K(j,k)) ≥ ℓ(b) + c− k + ℓ+ k − 1 = ℓ(b+ 1) + c− 1.
If c = ℓ or c = ℓ + 1, then as in Lemma 4.5 or Lemma 4.6 with [20, Lemma 2.2] replaced
by (4.5),
s-depth(R/I(1)) = s-depth(Rn−ℓ−1/P(ℓ,1,n−ℓ−1)) + ℓ
when c = ℓ, and when c = ℓ+ 1,
s-depth(R/I(1)) = s-depth(Rn−ℓ−2/P(ℓ,1,n−ℓ−2)) + ℓ+ 1.
In either case, applying the inductive hypothesis as in Theorem 4.9 yields
s-depth(R/I(1)) ≥ ℓ(b+ 1) + c.
Suppose 0 ≤ c ≤ ℓ− 1. Then as in Lemma 4.8 with [20, Lemma 2.2] replaced by (4.5),
s-depth(R/L(h)) = s-depth(Rn−ℓ+h−2/P(ℓ,1,n−ℓ+h−2)) + ℓ− h+ 1,
s-depth(R/J(ℓ−c)) = s-depth(Rn−c−1/P(ℓ,1,n−c−1)) + c.
As in Theorem 4.9, applying the inductive hypothesis yields
s-depth(Rn−ℓ+h−2/P(ℓ,1,n−ℓ+h−2)) ≥ ℓ((b− 1) + 1) + (c+ h)− 1,
so s-depth(R/L(h)) ≥ ℓ(b+ 1) + c. Also by induction
s-depth(Rn−c−1/P(ℓ,1,n−c−1)) ≥ ℓ(b− 1 + 1) + (ℓ+ 1)− 1 = ℓ(b+ 1),
so s-depth(R/J(ℓ−c)) ≥ ℓ(b+1)+ c. Now repeated use of [24, Lemma 2.2] applied to (4.4) yields
s-depthR/I(1) ≥ ℓ(b+ 1) + c.
Notice that if c = 0, we have P(ℓ,1,n) = I(1) and s-depth(R/P(ℓ,1,n)) ≥ ℓ(b+1) for any b, and the
result holds. For c > 0 repeated application of [24, Lemma 2.2] to the sequences in (4.1) yields
s-depth(R/P(ℓ,1,n)) ≥ ℓ(b+ 1) + c− 1. ✷
DEPTHS AND COHEN-MACAULAY PROPERTIES OF PATH IDEALS 17
A monomial ideal I is a Stanley ideal if the Stanley conjecture holds for I. That is, if
s-depth(R/I) ≥ depth(R/I). Due to the general difficulty of computing the Stanley depth, very
few classes of Stanley ideals are know. It is interesting to note that Theorem 4.12 provides a
new class of Stanley ideals.
Corollary 4.13. Let S be a spine of n vertices. Then Pℓ(S) is a Stanley ideal.
Proof. This follows directly from Theorems 4.9 and 4.12. ✷
5. ACKNOWLEDGMENTS
We gratefully acknowledge the computer algebra system Macaulay 2 [11] which was invaluable
in our work on this paper. The authors of this paper were supported by NSF grant (DMS
1005206) during the intital phase of research. We thank NSF and Texas State University for
their support. We wish to thank the other students and faculty mentors working on this grant
for helpful suggestions and ideas during various group discussions.
References
[1] R. Bouchat, H. T. Ha`, A. O’Keefe, Path ideals of rooted trees and their graded Betti numbers, J. Combin.
Theory Ser. A 118 (2011), 2411-2425.
[2] W. Bruns and J. Herzog, Cohen-Macaulay Rings, Cambridge University Press, Cambridge, Revised Edition,
1997.
[3] M. Caboara, S. Faridi, Odd-cycle-free facet complexes and the Ko¨nig property, Rocky Mountain J. Math. 41
(2011), 1059-1079.
[4] J. Chen, S. Morey and A. Sung, The stable set of associated primes of the ideal of a graph, Rocky Mountain
J. Math. 32 (2002), 71–89.
[5] M. Cimpoeas, Stanley depth of monomial ideals with small number of generators, Cent. Eur. J. Math 7
(2009), 629-634.
[6] A. Conca and E. De Negri, M -sequences, graph ideals, and ladder ideals of linear type, J. Algebra 211
(1999), 599–624.
[7] S. Faridi, Cohen-Macaulay properties of square-free monomial ideals, J. Combin. Theory Ser. A 109 (2005),
no. 2, 299–329.
[8] S. Faridi, Simplicial trees are sequentially Cohen-Macaulay. J. Pure Appl. Algebra 190 (2004), 121–136.
[9] I. Gitler, E. Reyes and R. H. Villarreal, Blowup algebras of square–free monomial ideals and some links to
combinatorial optimization problems, Rocky Mountain J. Math. 39 (2009), no. 1, 71–102.
[10] I. Gitler, C. Valencia and R. H. Villarreal, A note on Rees algebras and the MFMC property, Beitra¨ge
Algebra Geom. 48 (2007), no. 1, 141–150.
[11] D.R. Grayson and M.E. Stillman, Macaulay2, a software system for research in algebraic geometry, 1996.
http://www.math.uiuc.edu/Macaulay2/.
[12] H. T. Ha` and S. Morey, Embedded associated primes of powers of square-free monomial ideals, J. Pure Appl.
Algebra 214 (2010), no. 4, 301–308.
[13] H. T. Ha` and A. Van Tuyl, Monomial ideals, edge ideals of hypergraphs, and their graded Betti numbers, J.
Algebraic Combin. 27 (2008), 215–245.
[14] F. Harary, Graph Theory , Addison-Wesley, Reading, MA, 1972.
[15] J. He and A. Van Tuyl, Algebraic properties of the path ideal of a tree, Comm. Algebra 38 (2010), no. 5,
1725-1742.
[16] J. Herzog and T. Hibi, The depth of powers of an ideal, J. Algebra 291 (2005), 534–550.
[17] J. Herzog, T. Hibi, N.V. Trung and X. Zheng, Standard graded vertex cover algebras, cycles and leaves,
Trans. Amer. Math. Soc. 360 (2008), 6231–6249.
[18] M. Kummini, Regularity, depth and arithmetic rank of bipartite edge ideals, J. Algebraic Combin. 30 (2009),
no. 4, 429–445.
[19] J. Mart´ınez-Bernal, S. Morey, R.H. Villarreal, Associated primes of powers of edge ideals, Collect. Math. 63
(2012), 361-374.
[20] S. Morey, Depths of powers of the edge ideal of a tree, Comm. Algebra 38 (2010), no. 11, 4042–4055.
18 DANIEL CAMPOS, RYAN GUNDERSON, SUSAN MOREY, CHELSEY PAULSEN, AND THOMAS POLSTRA
[21] S. Morey, E. Reyes and R. H. Villarreal, Cohen-Macaulay, shellable and unmixed clutters with a perfect
matching of Ko¨nig type, J. Pure Appl. Algebra 212 (2008), no. 7, 1770–1786.
[22] M.R. Pournaki, S.A. Seyed Fakhari, M. Tousi, S. Yassemi, What is ... Stanley depth?, Notices Amer. Math.
Soc. 56 (2009), 1106-1108.
[23] M.R. Pournaki, S.A. Seyed Fakhari, S. Yassemi, Stanley depth of powers of the edge ideal of a forest, Proc.
Amer. Math. Soc., to appear.
[24] A. Rauf, Depth and Stanley depth of multigraded modules, Comm. Alg. 38 (2010), 773-784.
[25] A. Simis, W. V. Vasconcelos and R. H. Villarreal, On the ideal theory of graphs, J. Algebra 167 (1994),
389–416.
[26] R. P. Stanley, Combinatorics and Commutative Algebra. Second edition. Progress in Mathematics 41.
Birkha¨user Boston, Inc., Boston, MA, 1996.
[27] R.P. Stanley, Linear Diophantine equations and local cohomology, Invent. Math 68 (1982), 175-193.
[28] R. H. Villarreal, Cohen-Macaulay graphs, Manuscripta Math. 66 (1990), 277–293.
[29] R. H. Villarreal, Monomial Algebras, Monographs and Textbooks in Pure and Applied Mathematics 238,
Marcel Dekker, New York, 2001.
Department of Mathematics, Texas State University, 601 University Drive, San Marcos, TX
78666.
E-mail address: campos.daniell@gmail.com
Department of Mathematics, University of Nebraska, Lincoln, NE 68588
E-mail address: ryan.gunderson@yahoo.com
Department of Mathematics, Texas State University, 601 University Drive, San Marcos, TX
78666.
E-mail address: morey@txstate.edu
Department of Mathematics, North Dakota State University Fargo, ND 58108
E-mail address: chelsey.paulsen@gmail.com
Department of Mathematics, 202 Mathematical Sciences Bldg., University of Missouri, Columbia,
MO 65211
E-mail address: thomaspolstra@gmail.com
