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High performance fiber reinforced cementitious composites (HPFRCC) are novel 
cement-based construction materials with excellent mechanical behaviors.  Among those, 
high ductility and crack resisting are two of the most important features.  As these new 
materials begin to be introduced into practice, there is a need to monitor the health and 
performance of structures and structural elements made of them.  With current sensing 
technologies either incapable of accurately measuring cracking or too expensive to install, 
new sensing paradigms are needed.  This thesis explores two novel approaches to sensing 
strain and cracking in HPFRCC structural elements: wireless sensors and the use of 
HPFRCC materials as their own sensor platform.  First, wireless monitoring systems are 
explored because they are relatively low-cost and easy to install.  An order of magnitude 
cheaper than conventional tethered sensors, wireless sensors can be installed in high 
density within a single structure.  Illustration of a wireless monitoring system using a 
large number of wireless sensor nodes is provided using the Grove Street Bridge located 
in Ypsilanti, Michigan.  The computational resources of the wireless sensor are leveraged 
to locally process response data recorded from an HPFRCC element.  Damage index 
methods previously tailored for HPFRCC structural components are embedded into the 
wireless sensors for automated damage detection.  The utility of locally processing 
response data at the sensor is validated using a cyclically loaded HPFRCC bridge pier. 
 
 xx
While wireless sensors are capable of automated data interrogation, they do not fully 
quantify cracking in HPFRCC elements.  To address this limitation, the inherent 
electromechanical properties of HPFRCC materials are harnessed.  Specifically, 
HPFRCC materials are piezoresistive; in other words, their bulk resistivities change with 
strain.  This work undertakes detail experimental evaluation of the electromechanical 
properties of one class of strain-hardening HPFRCC: engineered cementitious composites 
(ECC).  First, the piezoresistive properties of ECC are quantified through two- and four-
point probe methods.  While strain can be accurately measured in the material’s elastic 
regime, microcracking during strain hardening prevents correlations between resistivity 
and strain to be accurately made.  Electrical impedance tomography (EIT) is proposed to 
map the spatial distribution of ECC bulk conductivity in two-dimensions using repeated 
electrical measurements taken at the specimen boundary.  Hence, EIT conductivity maps 
can serve as a tool for measuring strain fields in ECC plate elements as well as for 
imaging cracking in fine detail.  This material-level sensing approach holds tremendous 
promise for future structural health monitoring applications.  The EIT sensing approach 
can also be applied to any semi-conductive material to map conductivity.  The 
universality of the approach is illustrated using a carbon nanotube composite material as 












1.1 Fiber Reinforced Cementitious Composites 
 
Cementitious materials, including concrete, are one of the most widely used materials for 
the construction of civil engineering structures.  Such materials are composed mainly of 
cement, aggregate, sand, water and other supplements such as fly ash and silica fume.  
Concrete in particular is widely used because of its high compressive strength.  Due to a 
lack of tensile strength, steel is commonly included in the design of concrete structures to 
provide tensile strength, shear capacity and ductility.  Steel reinforced concrete (R/C) has 
been in general use in the United States for more than 100 years and is today governed by 
a number of standard codes including the ACI Building Code Requirement (e.g., ACI 
318-08) (MacGregor and Wight, 2005).   
 
While concrete has been a highly successful material for civil structures, some challenges 
do exist when constructing and maintaining concrete structures.  For example, for 
structures exposed to high shear demands (e.g., seismically loaded structures), extensive 
transverse reinforcement is often needed for critical regions of the structure (MacGregor 
and Wight, 2005).  Furthermore, closely spaced transverse reinforcement can also be 
necessary to properly confine the concrete and to prevent local buckling of longitudinal 
reinforcement bars.  Extensive transverse reinforcement can lead to dense and congested 
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reinforcement detailing; steel congestion is expensive to construct and can lead to 
concrete placement problems during casting (Parra-Montesinos, 2005). 
 
Another long-term challenge of concrete structures is that concrete’s brittle nature leads 
to cracks.  Regardless of their origin, cracks are a major issue for R/C structures exposed 
to the environments.  Specifically, cracks represent a path of least resistance for moisture 
and corrosive ionic agents (e.g., ions from de-icing salts) to enter a concrete element.  
Exposure of buried bare steel reinforcement to moisture and ionic agents can lead to 
corrosion of the steel reinforcement.  Corrosion of reinforcement results in a loss of steel 
bar cross-section and can cause tensile loading to the concrete in the reinforcement 
vicinity as iron oxides deposit on the steel surface (Du et al., 2007).  Such tensile loading 
causes more cracks and can result in spalling of the concrete covering the reinforcement.  
In particular, many existing highway bridge decks in harsh environmental regions of the 
United States suffer from deck cracking and severe corrosion of buried reinforcement 
(Hyman, 2005).  Newer construction typically adopts epoxy coated steel reinforcement 
for crack prone bridge decks; the epoxy coating protects the steel reinforcement when 
cracking exposes it to water and ions. 
 
One solution to these challenges (lack of ductility, corrosion of buried reinforcement, 
reinforcement congestion) is to consider the use of new materials in the design and 
construction of civil structures.  For example, new cement-based materials that 
fundamentally address the brittle behavior of ordinary concretes are desired.  Towards 
this end, fiber reinforced cement (FRC) was first investigated in the second half of the 
twentieth century (Balaguru and Shah, 1992).  Short fibers, typically steel or polymeric, 
were proposed for inclusion in regular cement matrices to offer crack resistance and 
ductility.  While ductility and enhancement of tensile strength was achieved, early FRC 
materials required relatively high volume fractions of fibers (leading to challenges in 
achieving homogeneous FRC materials) and achieved ductility through strain softening in 
tension (Figure 1-1b).  By the mid-1990’s, a more promising FRC material using a 
relatively smaller volume fraction of short fiber (Vf < 2%) and attaining ductility through 
strain hardening was achieved.  Termed high-performance fiber reinforced cementitious 
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composites (HPFRCC), this class of material has excellent tensile behavior (e.g., ultimate 
tensile strength up to 15 MPa) and extreme tensile ductility up to several hundred times 
than that of conventional FRC (Figure 1-1c) (Naaman, 1998; Naaman and Reinhardt, 
1996).  A unique characteristic of the material is its ability to dissipate tensile load energy 
through the formation of fields of dense micro-cracks (i.e., as defined by crack widths of 
less than 100 μm) instead of localizing into large cracks common in ordinary concrete 
structural materials (Li, 2003a).  An additional advantage of tight microcracks is that 
microcracks offer less opportunity for moisture and ions to enter an HPFRCC structural 
element compared to the large cracks in concrete.  This translates into greater corrosion 
resistance and enhanced long-term durability (Sahmaran and Li, 2008). 
 
1.1.1 High Performance Fiber Reinforced Cementitious Composites 
HPFRCC are a special class of FRC that resolves the post-cracking strain softening 
behavior of tensile loaded FRC elements.  Specifically, a small volume fraction, often 
less than 2%, of short fibers are included in a cement matrix; fibers can be steel, carbon, 
or polymeric (Li et al., 2002; Naaman, 2003).  The key to achieving strain hardening 
behavior of tensile loaded HPFRCC elements is in the design of the fiber-cement 
interface.  Some fibers, such as Torex, tailor the geometry of the fiber to achieve an 
interface conducive to strain hardening (Naaman, 1987).  Another approach is the 
chemical modification of the surface of the fiber to achieve a chemical bond between the 
fiber and cement that achieves strain hardening (Li et al., 2001).  This approach is 
commonly taken for polymeric fibers.  Optimization of the fiber-cement interface often 
entails the use of micro-mechanics and fracture theory to achieve a material in which 
fibers reinforce the cement matrix and favor arresting the growth of cracks by bridging 
cracks (Figure 1-2).  By arresting cracks at the outset of their formation, tensile strain 
energy is dissipated by distributed fields of microcracks instead of localizing into a few 
macro-cracks.   
 
Structural elements such as coupling beams in shear walls (Wight et al., 2006), bridge 
decks (Kim et al., 2004; Naaman and Chandrangsu, 2004), retaining walls (Kunieda and 
Rokugo, 2006), and extruded pipes (Stang and Pedersen, 1996) have all been proposed as 
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potential field applications that could benefit from the use of HPFRCC materials.  Today, 
a number of structures employ HPFRCC materials including the Mihara Bridge 
(Hokkaido, Japan), the Grove Street Bridge (Ypsilanti, Michigan) (Li et al., 2005) and 
Roppongi Pacific Tower (Tokyo, Japan).  It is expected that more structures will be 
designed using HPFRCC materials for critical structural elements in the near future.  As 
this new ductile cement-based material begins to be employed in actual structures, 
opportunities exist for monitoring the crack resistance of HPFRCC structural elements 
and providing quantitative data that can be used to accurately investigate the resiliency of 
the material under harsh field conditions.  Field loading scenarios are impossible to 
recreate in the laboratory; hence monitoring HPFRCC structures in the field is necessary 
to further advance the material for practical uses. 
 
As HPFRCC materials continue to field application as structural elements, monitoring the 
mechanical behavior of such elements during their operational lifetime is of great interest.  
For example, accurate measurement of strain fields could be used to estimate how far an 
HPFRCC structural element has been loaded, and how much residual capacity remains.  
Tracking the propagation of cracks can also provide engineers with information on where 
unusual, overly wide cracks are; this is of great concern when engineers consider long-
term durability issues such as corrosion and spalling.  While strain can be measured and 
cracking can be assessed in the laboratory, in situ monitoring of actual structures 
employing HPFRCC materials allows engineers to observe the material behavior under 
the complex loading scenario of an actual structure.  Also, long-term observation (on the 
order of decades) also provides the data necessary to fairly assess the material’s 
durability.  Developing non-visual inspection techniques that track the formation of strain 
fields as well as quantify crack properties when HPFRCC materials are placed in 
operational structures is the core work of this thesis study.  While the sensing methods 
presented are applicable to any HPFRCC material, this thesis selects just two HPFRCC 
materials that have found use in actual civil infrastructure construction.  First, an 
HPFRCC material based on the use of Spectra fiber is explored.  The second material, 
Engineered Cementitious Composites (ECC), is based on the use of polyvinyl alcohol 




1.2 Health Monitoring Technologies for Civil Structures 
 
Recent structural catastrophes such as the sudden failure of the I35 Mississippi Bridge 
(Minneapolis, MN) in August 2007 (Figure 1-3) have called public attention to 
complexities of managing the health and safety of large-scale civil infrastructure systems 
over their operational lifespans.  In the case of the I35 Mississippi Bridge, the bridge had 
been previously flagged by structural inspectors as “structurally deficient” due to 
corrosion, poor welding details, inoperable bearings and fatigue cracking in steel 
elements (MnDOT, 2007).  Although the Federal Highway Administration (FHWA) has 
vigilant inspection measures in place for highway bridges (i.e. bi-annual inspection of all 
highway bridges), bridge failures do occur.  With current inspection methods based 
simply on visual inspection, there is a clear need for sensing technology that can add 
greater objectivity to existing inspection procedures (Moore et al., 2001). 
 
Structural health monitoring (SHM) is an emerging technology that is designed to 
automate the process of tracking the health of operational structures.  Structural health 
monitoring systems consist of three parts: sensors, automated damage detection 
algorithms, and automated health prognosis algorithms.  Clearly, sensors are needed to 
record the response of the structure to its loading.  Sensors can also be used to sense the 
structure’s operational environment.  Using the data collected by the sensors, algorithms 
embedded in the system are used to identify the existence, location and severity of 
damage.  If damage is diagnosed, the last component of the SHM system is designed to 
estimate the margin of safety for the structure and its remaining operational life if damage 
has been revealed.  Currently, structural damage detection and health prognosis 
algorithms are mostly determined using observed mechanical responses, such as changes 
of global-scale modal features, component-level loss of structural stiffness and 
degradation of load-carrying capacity. 
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The greatest advances in SHM have been found in the sensing technology used to record 
structural behavior.  In particular, powerful new technologies such as micro 
electromechanical systems (MEMS) are revolutionizing the field with smaller, more 
accurate and cheaper sensors (Bryzek, 1996).  Other advances include fiber optic sensors 
(Merzbacher et al., 1996), wireless sensors (Lynch and Loh, 2006) and self-sensing 
materials (Chung, 2003).  Similarly, major advances have been made in the realm of 
damage detection algorithms.  For example, the seminal reviews by Doebling et al. (1996) 
and more recently by Sohn et al. (2004) provide excellent overviews of the available 
damage detection algorithms.  While sensors and damage detection algorithms continue 
to mature, the prognosis technologies remain to lag in development.  Prognosis remains 
as one of the major challenges to successfully implementing SHM systems in the 
commercial domain.   
 
Early work in the SHM field was born out of the field of modal analysis.  As a result, 
early sensors employed for SHM were accelerometers while damage detection algorithms 
were based on structural modal properties (e.g., modal frequency, modal damping, and 
mode shapes).  Such methods are essentially based on the global response of the system.  
Therefore, they have been found to lack sufficient sensitivity to small or mild structural 
damage since small amounts of damage have little impact on the global stiffness of the 
structure (Doebling et al., 1996).  For civil structures, structural redundancy inherent in 
most structures renders global damage detection methods even less sensitive.   
 
Today, there is an awareness that global damage detection methods are not sufficient for 
reliable SHM.  Damage is by its very nature a local anomaly in a structure.  Hence, 
current research and development efforts are focused on sensor technologies and data 
interrogation algorithms that explore localized regions of the structure (Sohn et al., 2004).  
For example, an emerging new approach to SHM is the use of acoustic and ultrasonic 
stress waves for damage identification (Rose, 2002).  Using piezoelectric actuators and 
sensors mounted to the surface of a structure, elastic stress waves are introduced; 
propagation of such waves are observed so as to identify damage along the propagation 
path (Kim and Sohn, 2006; Raghavan, 2007).   
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As HPFRCC materials begin to be used in the field, SHM technologies that can provide a 
complete assessment of the health of HPFRCC structural elements are direly needed.  As 
previously mentioned, tracking strain states and crack propagation during the operational 
lifetime of HPFRCC elements would provide engineers with information necessary to 
more accurately evaluate a structural element’s health, its safety margin, and anticipated 
future performance.  While many response characteristics could be monitored and used to 
advance understanding of a material, this thesis selects crack assessment as a high 
priority response characteristic to monitor.  Crack assessment is selected because multiple 
cracking is one of the major features of HPFRCC materials and quantification of cracking 
can lead to a better understanding of the energy dissipation mechanisms.  Also, 
quantifying cracks can be useful for identifying those cracks that are associated with a 
reduction in the strength, capacity and durability of the structure (i.e. “structural 
damage”).  Crack monitoring can also be a powerful management tool since 
identification of cracks could alert engineers to locations of potential future corrosion of 
buried reinforcement bars. 
 
Cracking can result from a variety of factors including externally applied loads, shrinkage, 
poor construction methods, among many others.  When making an assessment of the 
general state of health of such structures, cracks must be reliably quantified and their 
significance determined.  For example, small cracks affecting only the external aesthetic 
of the structure should be differentiated from those that reduce its strength, stiffness and 
long-term durability (ACI, 1998).  Detailed visual inspection of the surface of the 
structure remains a common method for detecting cracks; systematic crack mapping 
allows inspectors to monitor the progression of cracks and to hypothesize the nature of 
their origins (Bungey et al., 2006).  After suspicious cracks are encountered, 
nondestructive (e.g., ultrasonic inspection) and partially destructive (e.g., core holes) 
testing can be carried out by trained inspectors to determine crack features that may fall 
below the structural surface (ACI, 1998).  However, all of these methods require the use 
of trained personnel to execute, rendering them as tedious, time consuming, and 
expensive.   
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Compared to other nondestructive methods, utilization of the electrical properties of 
cement-based materials for crack detection has garnered less attention from the civil 
engineering community.  Cementitious materials have bulk conductivities that place them 
in the range of semi-conductors; they can therefore carry electrical currents when needed.  
Historically, the electrical properties of cement-based materials have been investigated 
for tracking the formation of microstructural properties during hardening (Han et al., 
2005) and to quantify the potential for corrosion of buried steel reinforcement (Lauer, 
2004).  The electrical properties of cementitious materials can also be used to identify 
crack and damage of cement-based structural elements (Chung, 2003).  A primary focus 
of this thesis is to harness the full potential of the electrical properties of HPFRCC 
materials to identify strain states and cracking in HPFRCC structural elements.   
 
 
1.3 Research Objectives and Scope of Work 
 
This thesis seeks to investigate sensor technologies that can quantify the cracking 
phenomenon of HPFRCC materials.  Current advances in SHM sensor technologies offer 
many promising and exciting technologies that can be used for monitoring the health of 
HPFRCC structures.  As shown in Figure 1-4, the thesis begins by investigating the use 
of wireless sensing technology for monitoring HPFRCC structures.  Because wireless 
sensors are an order of magnitude cheaper than traditional wired sensors (Lynch and Loh, 
2006), it is conceivable future wireless monitoring systems will be deployed with very 
high sensor densities (100’s of sensors in a structure).  With embedded computing ability, 
damage index algorithms are encoded into the wireless sensors so as to demonstrate how 
these sensors can autonomously provide real-time health assessment and damage 
evaluation of HPFRCC structural elements.  The objectives of this phase of the study are: 
• Illustrate the reliability of wireless sensors when used to record the static and 
dynamic response of an actual civil structure (e.g. a standard highway bridge). 
• Demonstrate the ability of using wireless sensors to monitor the response of a 
single HPFRCC structural element, such as a bridge pier.   
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• Reveal the advantages of embedding data processing algorithms within a wireless 
sensing unit for damage detection of an instrumented structural element. 
 
While existing damage detection algorithms provide an estimate of the health of an 
HPFRCC structural element, they generally do not provide sufficient details pertaining to 
more local response characteristics such as cracking patterns.  In particular, such 
algorithms can not distinguish between cracks that reduce the capacity of a structural 
element from those that do not directly represent mechanical degradation but might cause 
long-term issues such as corrosion.  Hence, the core of this thesis is focused on the 
development of a new sensing approach that uses the intrinsic electromechanical 
properties of HPFRCC materials.  Better understanding of electromechanical properties 
will be leveraged to develop a self-sensing technique for HPFRCC materials that is 
capable of imaging, in rich detail, the spatial orientation of cracking.  The objectives of 
this phase of the work can be summarized as follows:  
• Characterize the electromechanical properties of HPFRCC materials so that their 
self-sensing functionality is established. 
• Use the self-sensing ability of HPFRCC to track strain in tensile loaded HPFRCC 
elements.  
• Apply electrical impedance tomography (EIT) to develop a multi-dimensional 
(2D or 3D) map of HPFRCC conductivity. 
• Illustrate how spatial interpretations of EIT-derived conductivity maps precisely 
reveal crack locations and offer a rough estimate of crack widths. 
 
The generality of the EIT formulation allows it to be easily applied to other materials 
whose electrical properties change with strain.  Specifically, EIT is applied to image the 
mechanical response of carbon nanotube-polymer composites which are similar in 
concept to HPFRCC.  Here, the carbon nanotube is the fiber that mechanically reinforces 
a polymeric matrix.  The objective of this final phase of the study is to: 
• Establish carbon nanotube composites as a multifunctional material that can be 
used for sensing applications. 
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• Apply carbon nanotubes as a “sensing skin” capable of monitoring damage to 
skin-coated structural elements. 
 
1.3.1 Thesis Outline 
Chapter 2 begins by exploring a sensing technology suited for measuring the behavior of 
HPFRCC structures at global and component length-scales.  Wireless sensors proposed 
by Wang et al. (2005) are used for monitoring large-scale operational civil structures at 
low-cost.  The Grove Street Bridge (Ypsilanti, MI), which contains an ECC link-slab 
structural element, is instrumented to monitor its response to controlled traffic loading.  
Modal analysis algorithms are encoded into the wireless sensors for real-time modal 
identification of the bridge.  The computational capabilities of the wireless sensors are 
further explored for damage detection of instrumented HPFRCC structural elements.  
Specifically, a bridge pier with non-seismic detailing is constructed from a HPFRCC 
material using Spectra fibers to provide the desired ductility and shear strength necessary 
for repeated cyclic seismic loading.  The recorded displacement responses are then used 
as inputs to damage index models embedded in the wireless sensor core.  The damage 
index quantifies the mechanical damage accumulated in the HPFRCC bridge pier using a 
0 to 1 scale (with 1 being the total failure of the pier).  It is believed that this approach 
offers a very good estimate of damage degrees in the HPFRCC structural element.  
However, it only provides a rough summary of the damage situation; damage details such 
as neither crack locations, nor their dimensions (e.g. length, depth and width) are offered 
by the damage index method. 
 
To more accurately assess strain fields and cracking damage in HPFRCC structural 
elements, the thesis seeks a new approach at the material-scale.  Specifically, correlation 
between the electrical properties of cementitious materials and mechanical behavior is 
considered as a novel approach to automated health monitoring of HPFRCC structures.  
In Chapter 3, the electro-mechanical relationship between the electrical conductivity of 
HPFRCC materials and strain are quantified so as to establish the materials as a self-
sensing material platform.  Uncertainties in the electrical measurement due to the nature 
of external probing (i.e. contact impedance) and internal material properties (i.e. 
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polarization) are explored and resolved.  Only when these two critical uncertainties are 
resolved can an accurate linkage between mechanical response and electrical material 
properties can be made.   
 
Since in theory a measurement for strain can be made wherever the material is, a novel 
approach to measuring conductivity over spatial areas is introduced in Chapter 4.  
Termed electrical impedance tomography (EIT), the approach offers very detailed two- 
and three-dimensional maps of conductivity for structural elements instrumented with 
electrodes upon their surface.  In Chapter 5, the EIT approach is used to reconstruct 
conductivity maps of HPFRCC plate and beam test specimens offering a direct 
measurement of strain fields and cracking in them.  Comparisons of the strain obtained 
from EIT maps and external sensors (e.g. strain gages) are made.  EIT is also rich in 
identifying conductivity inhomogeneities such as those associated with cracks.  
Furthermore, cracking severity can also be quantified by calculating the amount of 
conductivity reduction in the EIT maps.  
 
In the last phase of this study, a new multifunctional composite using carbon nanotube 
(CNT) and polymeric matrices is proposed as a “sensing skin” for monitoring structural 
health.  The spatial sensing technology is illustrated by using universality of the EIT 
approach to measure the two-dimensional conductivity of CNT-based sensing skins.  In 
Chapter 6, the sensing skins are applied to the surface of ECC and metallic structural 
elements to monitor strain, impact damage and corrosion. 
 
Finally, Chapter 7 offers a summary of the sensing approaches proposed in this thesis for 
HPFRCC structures.  Specifically, the novel methods of using a material (and its 
electromechanical properties) as its own sensor are summarized.  The major scientific 
contributions of the thesis to the field of structural health monitoring are also highlighted.  
In addition, future research needs and possible new avenues of research pursuit are 
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Figure 1-1: Tensile stress-strain behavior of: (a) ordinary cement; (b) fiber reinforced 





Figure 1-2: Microscopic image of polymeric fibers bridging a crack in ECC, a special 









Figure 1-3: Collapse of the I35 Mississippi Bridge, Minneapolis, MN, August 2007 
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Table 1-1: Comparison of two different HPFRCC materials for civil infrastructures 
 Spectra HPFRCC ECC 
Fiber Type 3.8 cm Spectra 1.2 cm PVA 
Fiber Volume Fraction 1.5% 2.0% 
Cement Weight Ratio 1.00 1.00 
Fly Ash Weight Ratio 0.15 1.20 
Sand Weight Ratio 1.00 0.80 
Water Weight Ratio 0.50 0.58 






























Wireless Sensor Networks for Performance Evaluation  





As HPFRCC materials transition from the laboratory to field applications, it is important 
that their long-term behavior be recorded.  In addition, by monitoring the behavior of 
HPFRCC elements, damage could be detected, thereby facilitating timely and cost-
effective repairs.  Sensors permanently installed in HPFRCC elements can provide the 
data necessary to evaluate behavior and identify the onset of damage.  In this chapter, 
emerging sensor technologies, such as wireless sensors, are explored as possible 
candidates for monitoring the behavior and health of HPFRCC structural elements. 
 
Structural health monitoring has been proposed by the structural engineering community 
to assist owners by monitoring their structures for signs of deterioration.  The monitoring 
system is responsible for the reliable collection of data pertaining to the structural 
response and environment (e.g., temperature) using sensors installed in and around the 
structure of interest.  Once data is collected by the monitoring system, damage detection 
algorithms can automate the task of interrogating the data for signs of structural distress 
and deterioration.  Today, the majority of structural monitoring systems offered by the 
commercial sector are tethered (i.e. use wires).  Extensive lengths of coaxial wire are 
installed in the structure to provide a direct communication link between sensors and a 
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centralized data repository.  Unfortunately, the installation and maintenance of wires in 
complex civil structures can be expensive; published data suggest the cost of structural 
monitoring systems can be in excess of a few thousand dollars per sensor channel (Celebi, 
2002).  Often times, this cost is beyond the reach of facility owners with limited budgets.  
Hence, for structural monitoring to be more broadly adopted, the cost of the monitoring 
system must be reduced.  Furthermore, high cost also drives the adoption of low sensor 
densities in a large civil structure.  A handful of sensors in a multi-story building or a 
long-span bridge are often insufficient to effectively monitor such a complex engineered 
system, especially if the identification of damage is sought. 
 
Wireless sensors have the potential to radically change how future structural health 
monitoring systems are deployed in operational civil structures.  Initial interest in 
wireless sensors was prompted by the use of wireless communication for data transfer in 
the monitoring system.  Clearly, the elimination of extensive lengths of wire give 
wireless monitoring systems the advantage of easier installations and substantially 
reduced costs (Lynch and Loh, 2006).  While initial excitement was prompted by the 
clear cost advantage of wireless communication, the real paradigm shift associated with 
wireless sensors is the embedded computing available in most platforms.  Specifically, 
microcontrollers included in the hardware design of wireless sensors can be utilized to 
perform local data processing at the sensor itself.  This computing feature is what sets 
wireless sensors apart from traditional sensors interfaced to a cable-based monitoring 
system where computing power is concentrated to the centralized data repository. 
 
This chapter explores the use of an academic wireless sensor prototype for structural 
health monitoring of HPFRCC structures and structural elements.  In the first part of the 
chapter, the low-cost wireless sensor proposed by Wang et al. (2007) is described.  Next, 
the platform is taken to the field to monitor the response of a highway bridge employing 
an ECC link slab in its design.  The wireless monitoring system is shown capable of 
reliably recording the global and component response of the bridge to a prescribed set of 
loads.  With the accuracy and reliability of the wireless monitoring system established, 
the chapter turns its focus to the embedded computing available at the wireless sensor.  
 17
For the instrumented highway bridge, embedded modal analysis algorithms are illustrated.  
Using ambient vibration input, the embedded algorithms determine the bridge mode 
shapes from which the “soft-joint” behavior of an ECC link slab can be evaluated. 
 
With the wireless monitoring system established as a reliable sensing tool, the thesis then 
explores an algorithmic approach well suited for tracking damage in HPFRCC elements.  
A damage detection algorithm based on a damage index method proposed by Kratzig et 
al., (1989) is adopted to assess the flexural and shear damage of an HPFRCC bridge pier 
under prescribed cyclic loading.  Using the embedded damage index method, the wireless 
sensor demonstrates its ability to serve as a novel sensing system for health monitoring of 
HPFRCC structural elements utilized in seismic regions. 
 
The goals of the chapter can be summarized as follows: 
• Introduce wireless sensors as a low-cost and reliable sensor technology for 
monitoring large-scale infrastructure systems. 
• Validate the performance of wireless sensors in monitoring the behavior of 
HPFRCC elements in operational structures. 
• Showcase the sensor-side computing ability of wireless sensors when damage 
detection algorithms are embedded. 
 
 
2.2 Wireless Sensors for Structural Monitoring 
 
Many researchers have explored the use of wireless sensors within structural monitoring 
and structural health monitoring systems. For example, Straser and Kiremidjian (1998) 
are early proponents for the adoption of low-cost wireless sensors in structural 
monitoring systems.  Since their seminal study, a wide range of academic wireless sensor 
prototypes have been proposed by Lynch (2002), Casciati et al. (2003), Shinozuka (2003), 
among others.  In addition to these efforts, other researchers have explored the 
application of generic wireless sensor solutions offered by the commercial sector to civil 
structures.  A particularly popular wireless sensor platform, termed the “Mote” system, 
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was developed at UC-Berkeley and commercialized by companies such as Crossbow and 
Intel.  Researchers such as Ruiz-Sandoval et al. (2003), Clayton et al. (2005), Nagayama 
et al. (2007), and Pakzad et al. (2008) have applied Crossbow MICA Mote wireless 
sensors to monitor lab and field structures (for example, Pakzad et al. (2008) deployed 
over 40 Crossbow Motes to the Golden Gate Bridge for ambient vibration measurement 
of the bridge deck). 
 
In this study, an academic wireless sensor designed explicitly for structural monitoring of 
civil structures is adopted.  Because the wireless sensor is low-cost, it would allow a 
structure’s owner the opportunity to include a large number of sensors in a single 
structure at a relatively low-cost.  This high density could be advantageous for structures 
employing HPFRCC structural elements since it would allow the monitoring system to 
monitor the global behavior of the structure in addition to the behavior of select structural 
elements (e.g. HPFRCC elements).  The wireless sensor prototype was first proposed by 
Wang et al. (2007).  Designed explicitly for structural monitoring applications, the 
wireless sensor employs commercial off-the-shelf electrical components, including an 8-
bit low-power microcontroller, 16-bit multi-channel analog-to-digital converter, and 
long-range wireless transceiver.  When fully assembled (as shown in Figure 2-1), the 
wireless sensing unit is both low-cost (less than $200 per unit) and compact (10 by 6 by 2 
cm3).  The wireless sensor offers end-users a transparent 4-channel sensing interface to 
which any type of analog sensor can be attached; to date, accelerometers, strain gages, 
linear displacement transducers and geophones have all been successfully used.  Once 
data is collected by the internal 16-bit analog-to-digital converter (ADC), the digitized 
data can be stored by the microcontroller (Atmel ATmega128) in the wireless sensor’s 
128 kB static random access memory (SRAM) bank.  The role of the ATmega128 
microcontroller is twofold: first, software embedded in the microcontroller is needed to 
coordinate the activities of the wireless sensor.  Second, the computing authority offered 
by the microcontroller can be used for self-interrogation of structural response data.  The 
final element of the wireless sensor design is the inclusion of the long-range 2.4 GHz 
Maxstream XStream wireless radio.  This radio is capable of line-of-sight communication 
ranges of 180 m when operated indoors; when used outdoors, this range is in excess of 
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5000 m.  Fully assembled, the wireless sensor is powered by 5 AA batteries that are 
estimated to have a life expectancy of over 1 year when use of the wireless sensor is duty 
cycled (Wang et al., 2007).  The performance attributes of the wireless sensor are 
summarized in Table 2-1. 
 
 
2.3 Validation of Wireless Sensors on the Grove Street Bridge 
 
The first step to transitioning the aforementioned wireless sensor to industrial use is to 
validate its performance on a full-scale operational civil structure.  For this purpose, a 
highway bridge is selected for monitoring by a network of wireless sensors installed in 
the bridge.  The highway bridge selected was the Grove Street Bridge located in Ypsilanti, 
Michigan; in 2005, the bridge was under reconstruction offering opportunities to monitor 
the bridge during controlled truck loading and ordinary traffic.  A key feature of the 
bridge is that an ECC link slab element is installed during reconstruction.  Hence, the 
Grove Street Bridge also offers an opportunity to also validate the ability of wireless 
sensors to monitor the performance of the ECC link slab under controlled loading. 
 
2.3.1 Grove Street Bridge 
The Grove Street Bridge, shown in Figure 2-2a, is located in Ypsilanti, Michigan and 
carries two opposing lanes of traffic over Interstate 94.  The two-lane highway bridge, 
designed in the late-1960’s, is primarily a steel girder-concrete deck composite structure 
with a 42° skew angle.  The 23 cm. concrete bridge deck is supported by 10 built-up steel 
girder sections to which shear studs are welded on the top flange surface.  The bridge is 
designed to carry traffic using 4 independent spans.  The north and south spans (denoted 
herein as Spans 1 & 4) are designed as cantilever bridge spans.  Each cantilever span is 
20.1 m long with one end supported by a bridge abutment and at the other by a pier 
situated 2.4 m from the span edge.  The two inner spans (denoted herein as Spans 2 & 3) 
are each supported at one end by the north and south cantilever spans using pinned link 
plates as shown in Figure 2-2b.  The opposite ends of Spans 2 & 3 share a concrete pier at 
the bridge center. 
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Prior to 2005, the bridge deck was separated into 4 independent slab sections.  For 
example, Spans 1, 2, 3 and 4 had their own deck slabs that were discontinuous between 
adjacent slabs.  Between adjacent spans were traditional expansion joints that allowed for 
thermal expansion and contraction of the deck during the winter and summer seasons.  
However, over time the expansion joints failed resulting in serious deterioration of the 
bridge deck including severe cracking and subsequent corrosion of buried steel 
reinforcement and the steel girders supporting the deck.  In 2005, the custodian of the 
bridge, the Michigan Department of Transportation (MDOT), decided to reconstruct the 
bridge deck and to repair the corroded bridge girders. 
 
During the design of the renovated Grove Street Bridge, MDOT decided to remedy the 
recurrent problem of poorly maintained expansion joints by eliminating the expansion 
joint at the center of the bridge (between Spans 2 and 3).  In lieu of an expansion joint 
over the center pier, a soft and flexible “link slab” element was proposed to render the 
deck continuous (Li et al., 2005).  The center expansion joint was selected because 
cracking associated with the failure of this joint had led to corrosion and deterioration of 
the girder bearings at the pier.  The expansion joints between Spans 1 and 2 and between 
Spans 3 and 4 were considered less critical because the girder bearings were not situated 
below the expansion joints.  The link slab renders the deck continuous over the 
discontinuous girders as shown in Figure 2-2c; however, the link slab is designed to be a 
relatively soft joint (i.e. stiffness of the link slab is much smaller than that of the concrete 
deck-steel girder composite section) so as to not restrain the rotational movement of the 
span ends (Caner and Zia, 1998).  While past link slabs have been constructed from 
concrete, the Grove Street’s link slab is designed using ECC.  ECC is selected because of 
its tensile ductility and damage resilience. 
 
2.3.2 Link Slab Element Using ECC 
The design of the link slab was conducted by the Michigan Department of Transportation 
(MDOT) in collaboration with researchers from the University of Michigan’s Advanced 
Civil Engineering Materials Research Laboratory (ACE-MRL) (Li et al., 2005).  Their 
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design employs ECC M-45 and follows the link slab design guidelines offered by Caner 
and Zia (1998) that were originally formulated for concrete link slabs.  The link slab is 
designed to be sufficiently flexible (offering almost no rotational restraint) to permit the 
spans on both sides of the link slab to behave as simply supported elements.  To ensure 
the stiffness of the link slab is sufficiently low, it is recommended to debond the link slab 
from the ends of the steel girders for a length (Ldz) of at least 5% of the total simply 
supported span length (see Figure 2-3a). 
 
The link slab element is designed to accommodate the strain induced by live load, 
shrinkage, and temperature; its design also restrains crack growth using the standard 
AASHTO (American Association of State Highway and Transportation Officials) crack 
control specifications.  AASHTO also specifies the rotation angle of the simply supported 
bridge spans should not exceed 0.00375 rad under specified truck loadings (generally, H 
and HS series trucks).  In the ECC link slab designed for the Grove Street Bridge, the 
ECC is designed to operate in its elastic region (pre-strain hardening) under the 
maximum permissible rotation (0.00375 rad).   
 
2.3.3 Instrumentation of the Grove Street Bridge 
To validate the design guidelines used by the Michigan Department of Transportation, 
MDOT requested a short-term monitoring study be conducted on the reconstructed Grove 
Street Bridge.  Specifically, MDOT sought the dynamic properties (modal parameters 
including natural frequencies and mode shapes) of the bridge and two specific static 
response parameters of the actual link slab element: 1) maximum rotation at the ends of 
the link slab, and, 2) the maximum tensile strain of the link slab top surface under static 
live loading conditions (HS25 trucks as presented in Figure 2-4a). 
 
To measure the acceleration response of the bridge to ambient traffic loading, a set of 
accelerometers are installed along the bridge length.  The microelectromechanical system 
(MEMS) Crossbow CXL02 accelerometers are selected for use in this study.  The CXL02 
accelerometers, with an acceleration range of ± 2g, noise floor of 0.5 mg and sensitivity 
of 1 V/g, are ideal for dynamic structural monitoring.  Sixteen accelerometers are evenly 
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distributed across the bridge as shown in Figure 2-5 so as to fully capture the dynamic 
modes of the structure.  To ensure the MEMS accelerometers are properly affixed to the 
bridge deck, each sensor is bonded to the deck surface using epoxy.    Each accelerometer 
is interfaced to one wireless sensor which is used to record the accelerometer output, 
digitize the output and to communicate the reading to a central data repository; a simple 
laptop situated on the south end of the bridge near sensor location A9 serves as the 
repository during the testing campaign. To improve the performance of the MEMS 
accelerometers, a custom made signal-conditioning circuit that amplifies each 
accelerometer output by 20 is integrated with each accelerometer-wireless sensor pair.  
Figure 2-6 presents a picture of a typical wireless sensor-accelerometer pair. 
 
Once the relative rotation, θ, in the link slab is determined, the top surface strain in the 








where c is the distance from the cross section neutral plane to the top plane of the link 
slab.  To experimentally validate this relationship for an ECC link slab, the rotations of 
the steel girders beneath the ECC slab are measured.  To obtain an accurate measurement 
of beam end rotations, two linear variable differential transducers (LVDT) are mounted 
to the web of a steel girder as shown in Figure 2-7a.  The LVDTs are mounted to the top 
and bottom portions of the girder web roughly 0.9 m apart.  First, aluminum blocks to 
which the LVDTs can be screwed are epoxy mounted to the girder webs.  To attach the 
LVDTs to the adjacent girder, another set of aluminum blocks are attached to the 
adjacent girder’s web.  Small hooks are screwed into these additional blocks so that a 
piece of fishing string can be attached between the LVDTs and the hooks.  With one 
LVDT measuring the relative displacement of the girder top and another measuring the 
relative displacement of the girder bottom, an accurate means of measuring beam rotation 
is derived.  Beneath the reconstructed southbound half width section are 5 steel girders; 
the second and third girder counting from the side of the bridge are instrumented with a 
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pair of LVDTs.  A short shielded cable is used to connect each LVDT directly to a 
wireless sensor.  One wireless sensor is used to record the displacements of two LVDTs 
mounted to a single girder; in total, two wireless sensors are installed to measure the 
rotation of the two girders. 
 
The strain response of the ECC link slab element is also monitored using strain gages 
mounted to the continuous longitudinal steel reinforcement running parallel to the link 
slab width.  Two buried steel reinforcement bars are selected as shown in Figure 2-8a.  
The reinforcement bars are located approximately 4.3 m from both sides of the link slab 
element.  In total, three strain gages are installed on each bar roughly 0.6 m apart with the 
center-most gage in the center of the link slab.  To install the strain gages, the epoxy 
coating on the reinforcement steel is removed and thin film strain gages (Texas 
Measurements FLA-5) are mounted to a flat surface machined on the steel face.  The 
gage factors of these 120 Ω strain gages are 2.0 while their gage lengths are 5 mm.  After 
the strain gages are securely mounted (Texas Measurements CN bonding adhesive), 
epoxy is recoated upon the bar to protect it from long-term corrosion (Figure 2-8b).   The 
wires that originate from the gages are carried to the slab’s top surface where they 
connect to the wireless sensors situated on the top deck of the bridge. A Wheatstone 
bridge circuit is required to convert strain gage readings (i.e., changes in resistance) to a 
voltage signal compatible with the wireless sensor (0-5V).  A separate signal 
conditioning board is designed and fabricated that allows 120 Ω strain gages to be 
connected to a Wheatstone bridge circuit.  The bridge circuit also amplifies the bridge 
output by 50 before superimposing it upon a 2.5 V output that is connected to the 
wireless sensor. 
 
2.3.4 Acceleration Response of the Grove Street Bridge to Vehicular Loading 
The acceleration response of the reconstructed bridge is measured under ordinary traffic 
conditions which includes mostly cars and, in some rare instances, heavy trucks or buses.  
As presented in Figure 2-9, the acceleration response of the Grove Street Bridge from 
ordinary traffic is of a high quality when sampled at 200 Hz.   In the representative time-
histories presented in Figure 2-9, cars crossing the bridge at the posted speed limit (45 
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km/hr) result in peak accelerations of roughly 6 mg.  Data is continuously collected for 
the duration of a few hours. 
 
Embedded in the computational cores of the wireless sensor prototypes are a number of 
different algorithms that allow the wireless sensors to process their own measurement 
data (Lynch, 2007).  For system identification, the fast Fourier transform (FFT) is 
embedded for the local calculation of the complex-valued Fourier spectrum using 
structural acceleration data.  In addition to the FFT, a peak picking algorithm is also 
embedded so that model frequencies can be automatically estimated from Fourier spectra. 
The combination of the FFT and peak picking algorithms will provide the wireless 
monitoring system with the capability to estimate modal frequencies as well as the mode 
shapes of the bridge.  Provided an output-only structural response data set, it is assumed 
that the traffic crossing the Grove Street Bridge provides a broadband excitation source 
(Brownjohn et al., 2003).  By assuming the system input is broadband, the Fourier 
spectrum calculated by the wireless sensors can be treated as frequency response 
functions (FRF) which offer direct measure of the system’s modal features. 
 
Example FRFs (4096 point) calculated by the wireless monitoring system are presented 
in Figure 2-10.  The wireless sensor peak picking algorithm identifies the frequencies 
corresponding to the bridge’s first three modes at 2.91, 3.22, 3.39, 4.35 Hz.  After 
determination of the modal frequencies, the wireless sensors wirelessly transmit the 
imaginary component of their Fourier spectra at those four modal frequencies.  If the 
modal frequencies are assumed to be well spaced and the structure lightly damped, the 
imaginary component of the Fourier spectra at modal frequencies are proportionally 
scaled to the structure’s mode shape (Peeters and Ventura, 2003).   Commonly termed 
operational deflection shapes (ODS), the ODS are equivalent to the structural mode 
shapes for a broadband input.  During collection of ambient vibration data, the Grove 
Street Bridge wireless monitoring system calculates the mode shapes of the bridge using 
the distributed computational resources of the wireless monitoring system.  The 
calculated mode shapes are presented in Figure 2-11: mode 1 (2.91 Hz) is primarily a 
flexural mode, mode 2 (3.22 Hz) is dominated by torsion, and mode 3 (3.39 Hz) and 
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mode 4 (4.35 Hz) are higher order flexural modes.  Each of the mode shapes suggest that 
the ECC link slab serves as a “soft-joint”.  In all four mode shapes, the link slab element 
(shaded in Figure 2-11) remains horizontal; thus, it can be concluded that the presence of 
the link slab stiffness does not significantly alter the dynamic nature of the bridge’s main 
spans. 
 
2.3.5 Static Response of the Grove Street Bridge to HS25 Trucks 
Static load testing is performed on the reconstructed bridge using trucks loaded to offer a 
distribution of weight equivalent to an HS25 truck (Figure 2-4a).  Two six-axel carting 
trucks (Figure 2-4b) are selected because their weights have the same load effect as the 
HS25 design load.  Each truck, prior to arrival, is driven to a local highway weigh station 
(Grass Lake, Michigan) where each axel weight is measured.  The approximate weights 
of the axels, starting with the first axel in the front of the truck, are 80.2, 71.2, 71.2, 57.9, 
57.9, and 57.9 kN, respectively.  During static load testing, the southbound side of the 
bridge is closed while the northbound lane is left open for single lane traffic flow (only 
light traffic is permitted on the bridge with heavy trucks barred during testing).  With the 
southbound lane closed, the two six-axel trucks are placed on the southbound side of the 
bridge but at opposite ends (Figure 2-12).  Based upon influence line analysis, the 
maximum induced rotation at the ends of the link slab occurs when the two trucks are 
moving toward the link slab and stopped at a point where their first axles are roughly 
10.7 m away from the link slab center (Figure 2-12b). The two trucks are located on 
opposite sides of the link slab element to ensure symmetry in loading. 
 
The trucks are driven onto the bridge from opposite sides at a slow speed (8 km/hr) until 
they reach their final positions 10.7 m from the link slab center.  As the trucks proceed 
onto the bridge, the strain gages and LVDTs are recorded using 8 wireless sensors 
installed on the bridge deck (6 wireless sensors are reserved for the six strain gages while 
2 wireless sensors record the girder rotations each from 2 LVDTs).  Bridge response data 




As presented in Figure 2-13, the rotation measurement of the girders beneath the link slab 
as measured from the LVDTs are of a high quality.  For the set of LVDTs installed upon 
the second girder, the point when the trucks ride upon the simply supported spans 
adjacent to the link slab can be identified at 14 seconds; the trucks come to a stop with 
maximum girder rotations attained (6.33 x 10-4 rad.) at 20 seconds.  Using Equation 2.1, 
the strain in the center of the top face of the link slab is estimated to be 41 με.  Similar 
results are found for the third girder with a calculated rotation of 7.61 x 10-4 rad and 
estimated link slab strain of 50 με.  These results correspond well to data collected from 
strain gages mounted to the buried steel reinforcement.  For example, for strain gage S5 
which is the center-most gage on the reinforcement bar in the southbound portion of the 
bridge, the maximum strain measured during the test was 32 με (Figure 2-13c) which is a 
bit shy of the estimated 41 με (22% difference).  In addition, the measure strain response 
is extremely small compared to the noise inherent in the strain gage measurement.  More 
confidence could be placed in the strain measurement if the signal-to-noise ratio was 
improved. 
 
The field study conducted on the Grove Street Bridge using wireless sensors 
accomplished the goal of proving the feasibility and cost-effectiveness of wireless 
structural monitoring systems.  Also, the computing capability of the wireless sensors 
was shown capable of deriving global structural properties of the system such as mode 
shapes.  The low rotational stiffness of the link slab element could be observed from the 
mode shapes calculated in-network.  In the next section, embedded algorithms tailored 
for damage detection are presented.  Such algorithms could be used to monitor the health 
of HPFRCC structural elements. 
 
 
2.4 Damage Evaluation of HPFRCC Elements Using Wireless Sensors 
 
During the design of earthquake-resistant reinforced concrete (R/C) structures, a certain 
amount of the structure’s seismic energy is anticipated to be dissipated through inelastic 
deformations of R/C members.  During such seismic excitations, R/C structural elements 
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should maintain their structural integrity and should be able to withstand the local 
accumulation of inelastic deformations without collapse.  In order to assess the global 
structural integrity of critical structural elements and to quantify the level of structural 
safety, quantitative damage measurements taken of structural members are necessary.  In 
general, damage is defined as a degradation of the mechanical functionality of a structure.  
For example, damage of a flexural element could be the degradation of flexural stiffness 
and ultimate strength.  Such parameters may degrade during regular operational loading 
as well as during seismic events.  Regardless of the origin, quantification of the 
degradation is necessary for assessing condition of the structure.   
 
Many damage models have been proposed by the research community for tracking the 
progress of damage in cyclically loaded R/C structural elements (for example, Park and 
Ang (1985) and Kratzig et al. (1989)).  A large number of these damage models correlate 
damage of a structural element to specific structural response parameters such as 
deformation, internal forces or dissipated hysteretic energy.  These models place their 
assessment of structural health on a scale from 0 to 1.  Such damage indexes suggest the 
member is in its virgin state when the index is 0 and severely damaged (to the point of 
failure) when the index achieves a value of 1 (or greater).  Damage index models are a 
powerful tool for providing a rough measure of the health of a structural element 
immediately following a seismic event.  For example, a rough picture of the degree of 
damage can be used by owners to prioritize the inspection of their structures.   
 
An accurate damage index model based solely on the response history of an R/C 
structural element under cyclic loading has been proposed by Kratzig et al. (1989).  The 
characteristics of this damage index model are simply described as follows.  By referring 
to the measured structural response, for example, as shown in Figure 2-14, positive and 
negative peak responses in each cycle of the total response history are isolated.  These 
response values should be physically representative of the damage evolution of the 
structure (e.g. dissipated energy).  The damage model is divided into positive and 
negative indexes, D+ and D–, in order to account for the unsymmetrical response of a 
structural element.  At each peak, the damage index is calculated based on the current and 
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previous peak values.  As part of calculating the damage index at each peak, the set of 
peaks that include the current and previous peaks must be appropriately classified as 
“primary” or “follower” half-cycle peaks.  A primary half-cycle (PHC) corresponds to a 
peak response that is greater than that of any of the previous peaks.  However, if the 
structural response within a half-cycle has a peak less than the maximum structural 
response in any of the previous half-cycles, then the cycle is denoted as a follower half-
cycle (FHC).  This is done to account for the damage accumulation during cyclic loading 
with PHC peaks representing newly evolved damage and FHC peaks representing 
accumulated damage to the R/C structural element. 
 
To better understand the PHC and FHC naming convention, consider Figure 2-14.  If the 
damage index is calculated at positive peak number 2, this peak is labeled as a PHC peak 
because it is larger than peak 1; peak 1 is labeled as a FHC peak.  If the damage index is 
calculated at peak 3, it is larger than peaks 2 and 1 and is therefore labeled as a PHC peak.  
In contrast, peaks 1 and 2 are labeled as FHC peaks.  Now, if the damage index is to be 
determined at peak 4, peak 4 is smaller than peak 3.  As a result, peak 4 is labeled as a 
FHC along with peaks 2 and 1 while peak 3 retains the designation of the PHC peak.  
 
An additional feature of the Kratzig damage index model is the use of the total structural 
capacity of monotonically loaded structural members up to failure to serve as a 
normalizing factor of the model.  The accuracy of this damage model for R/C flexural 
elements is validated by finite-element simulation and experimental results as reported by 
Kratzig et al. (1989).  In a similar manner, damage index models describing the health of 
HPFRCC structural members in both flexure and shear are devised in this study and are 
largely based on the model proposed by Kratzig et al. (1989). 
 
2.4.1 Damage Index for HPFRCC Elements 
A damage index model is sought that will be capable of tracking the damage of HPFRCC 
structural elements.  The model must use response data that can be accurately measured 
in real civil structures.  Furthermore, the computational demands of the model should be 
kept reasonable to ensure that the wireless sensor platform installed in the structure will 
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be able to execute the model within a reasonable time frame.  The original Kratzig et al. 
(1989) model was based on dissipated seismic energy over the cyclic loading time history.  
However, such a model is difficult to use in the field because the dissipation of seismic 
energy cannot be directly quantified or measured.  Mehanny and Deierlein (2001) have 
proposed a modification of Kratzig’s model using element drift instead of seismic energy.  
Drift measures rectify the damage index model with the field of performance-based 
design that is shaping current and future design codes to evaluate structural performance 
as a function of drift responses.  With state-of-the-art monitoring systems capable of 
accurately measuring member and/or structural drifts using displacement transducers and 
arrays of accelerometers (Celebi et al., 2004) installed in a structure, drift measures are 
easier to acquire in the field than dissipated energy. 
 
To provide an accurate damage index model for HPFRCC components, two distinct 
modes of mechanical behavior in HPFRCC members must be captured.  When HPFRCC 
elements are dynamically loaded, a substantial percentage of dynamic energy is released 
through the formation of dense fields of micro-scale cracks in the cementitious matrix 
and through the inelastic deformation of the reinforcing steel.  These microcracks are 
sufficiently small that fibers included in the composite material bridge the cracks and 
arrest their growth.  During this mode of mechanical behavior, HPFRCC components 
exhibit excellent ductility and durability.  At a certain level of strain, the strength of the 
fiber-matrix interface decays, resulting in the pullout of fibers and the formation of large 
cracks in the material.  After fiber pullout occurs, energy is primarily dissipated by 
inelastic deformation of the reinforcing steel and thus, the post-fiber pullout behavior of 
an HPFRCC element is similar to the behavior of an ordinary R/C element.  To instill 
these two modes of behavior in a damage model for HPFRCC components, two separate 
indexes are proposed by Canbolat et al. (2004) for each mode of behavior. 
 
2.4.1.1 Pre-Fiber Pullout Damage Index 
The HPFRCC damage model calculates individual damage indexes for the positive and 
negative drift directions, D+ and D–, respectively.  Both indexes are symmetrical of one 
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another and only differ in the peaks (positive versus negative) they consider for their 
calculation.  The positive index is defined as (Canbolat et al., 2004): 
 
( ) ( )















Drift peaks are labeled as either primary half-cycle (PHC) peaks or as follower half-cycle 
(FHC) peaks, denoted as δ+PHC and δ+FHC, respectively.  The PHC and FHC peaks follow 
the definition as previously described in Section 2.4.  To better illustrate the naming 
convention, a portion of an HPFRCC coupling beam drift time-history is used (Canbolat 
et al., 2004).  As shown in Figure 2-15, five consecutive drift peaks in the positive 
direction are numbered.  Half-cycle peak “2” is larger than the previous half-cycle peak 
“1”; to calculate the damage index, D+, at peak “2”, the peak is a PHC peak and is used 
for the variable δ+PHC.  Because peak “2” is the new PHC, peak “1” is now labeled as a 
follower half peak and added to the sum of FHC peak drifts.  Similarly, to calculate the 
damage index at peak ”3”, peak “3” is larger than peak “2” and is used as the primary 
half-cycle drift, δ+PHC , while peak “2” is added to the summation of FHC peaks.  At peak 
“4”, the peak drift is smaller than peak “3” and is immediately labeled as an FHC.  In 
calculating the damage index at this peak, peak “3” would remain as the PHC peak drift 
while peak ”4” is added to the summation of FHC peaks. 
 
The numerator of the damage index is normalized by three terms. Similar to the model 
proposed by Kratzig et al. (1989), the monotonic maximum drift capacity, δ+Monotonic, and 
the sum of FHC peak drifts are normalizing terms for the damage model.  The peak drift 
at fiber pullout, δ+FiberPullout, is used as the third normalizing term of the model (Canbolat 
et al., 2004).  The weighting terms, α and β, allow the damage model to be tuned to 
empirical data taken of HPFRCC elements tested in the laboratory.  At the completion of 
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Again, γ is a tuning parameter of the model. 
 
2.4.1.2 Post-Fiber Pullout Damage Index 
Once fiber pullout occurs in an HPFRCC element, its behavior is distinctly different from 
that prior to fiber pullout; as such, a different mechanistic damage model is warranted.  
To be consistent with the previous damage index model, the index proposed in Equation 
2.2 is modified by removing from the denominator the peak drift at which fiber pullout 
occurs, δ+FiberPullout.  The positive damage index for the post-fiber pullout model is: 
 
















The combination of positive and negative damage indexes proposed by Equation 2.3 is 
also used for the post-fiber pullout model.  The same tuning constants, α, β, and γ, of the 
pre-fiber pullout model are used in the post-fiber pullout model.  A damage index value 
of 1 (or greater) indicates failure of the HPFRCC component.  Here, failure is defined as 
large-macro-crack localizing, and the steel reinforcement is behaving in a highly 
nonlinear manner. 
 
2.4.2 Damage Index Model Embedded into Wireless Sensing Systems 
The simplicity of the damage index model is well paired to the computational resources 
readily available on most wireless sensing platforms.  In this study, the prototype wireless 
sensor introduced in Section 2.2 is employed.  The damage index proposed for 
monitoring damage in HPFRCC elements is encoded in software and embedded in the 
wireless sensor’s microcontroller.  Wireless sensors could be installed with HPFRCC 
elements to record their cyclic response during seismic events and to determine the 
degree of damage in the element by autonomously executing the damage index model.  
By providing a measure of component damage in a structure, the overall global integrity 
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of the structural system can be determined in real-time and reported to the appropriate 
structures’ managers and owners.  Others have proposed the coupling of damage index 
models with sensors.  For example, Mita and Takahira (2004) report the design of a radio 
frequency identification (RFID) wireless damage index sensor that determines the 
damage index based on the buckling of a thin wire.  In contrast, the approach proposed in 
this study is calculation of the damage index in software by an “intelligent” or “smart” 
sensor. 
 
Embedded firmware is written for the wireless sensor to allow it to autonomously execute 
the proposed damage index model.  As shown in Figure 2-16, once the cyclic drift 
response of an HPFRCC component is measured and recorded, the wireless sensor 
determines the positive and negative response peaks and labels them as PHC and FHC 
peaks.  Using the drift peaks that are smaller than the maximum drift before fiber pull-out, 
the positive and negative damage indexes are calculated using Equation 2.2.  Once a peak 
drift exceeds the fiber pullout drift, the post-fiber pullout damage index model of 
Equation 2.4 is employed.  The total damage index of the component is calculated for 
each peak by using Equation 2.3. 
 
2.4.3 Damage Evaluation of an HPFRCC Bridge Pier 
Cantilever concrete bridge piers are vulnerable during seismic loading with the pier base 
being the most critical region since this is where plastic hinges will be formed under the 
action of earthquake-induced displacements.  Damage in plastic hinge regions may 
include large flexural and diagonal cracks, concrete crushing and spalling, and 
reinforcement buckling.  All of these conditions could lead to premature structural 
performance degradation when bridges are undergoing displacement reversals.  Within 
current codes (ACI-318, 2008), shear strength attributed to the concrete is typically 
insufficient and a vast amount of closely spaced transverse steel reinforcement is required 
to ensure desired shear strength of the member, to provide confinement to the concrete, 
and to prevent longitudinal reinforcement from buckling, especially in potential plastic 
hinge regions.  Unfortunately, this large amount of transverse reinforcement can lead to 
unavoidable reinforcement congestion and concrete placing problems.  Unlike buildings 
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which have a large number of plastic hinges within a single structure, bridge structures 
are typically less structurally redundant and have fewer plastic hinges than buildings.  As 
a result, plastic hinges play a more critical role in the structural behavior.   
 
The strain hardening property of HPFRCC under tension renders the material strong in 
shear.  As such, it can be used to provide bridge piers, and flexural members in general, 
with sufficient shear strength so as to reduce current shear steel reinforcement detailing 
mandated by building codes (Parra-Montesinos, 2003).  In addition to its strength in shear, 
HPFRCC is capable of providing support to the longitudinal bars, as well as an increased 
displacement capacity due to its excellent ductility both in tension and compression.  In 
HPFRCC materials, concentrated macro-cracks only occur under large displacements 
when the strength of the fiber-matrix interface is exceeded (this is referred to as damage 
localization).  Although no seismic design guidelines have yet been developed for the 
reasonable use of HPFRCC in plastic hinge regions of reinforced concrete structural 
members, studies of HPFRCC behavior within plastic hinge regions of reinforced 
concrete flexural members have been conducted (Parra-Montesinos and Chompreda, 
2007). 
 
For the purpose of investigating the performance of HPFRCC materials in bridge pier 
bases under large displacement reversals, a circular bridge pier specimen with a 40.6 cm 
diameter is constructed of HPFRCC material and tested in the laboratory under quasi-
static lateral loading.  The dimensions of the HPFRCC column roughly represent a 1/3-
scaled specimen of a true pier.  The bridge pier specimen prepared in this study is 
designed with non-seismic transverse steel reinforcement detailing as shown in Figure 2-
17a because of the anticipated shear strength of the HPFRCC material.  The longitudinal 
reinforcement provided in the bridge pier specimen corresponds to a reinforcement ratio 
of 2.6% while the volumetric ratio of spiral reinforcement is 0.56%.  Note that a spiral 
pitch of 15.2 cm is provided, which is substantially larger than the maximum allowed in 
reinforced concrete members reinforced by spirals (which typically is on the order of 3 to 
8 cm) (ACI-318, 2008).  The HPFRCC material is prepared by combining a 1.5% volume 
fraction of 3.8 cm Spectra fibers with a cement-based mixture, as detailed in Table 1-1.  
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For the rectangular supporting pedestal and the top square loading cap, a normal weight 
regular concrete mixture is used since these elements are not of mechanical interest in 
this study.  Because no fibers bridge the interface between the bridge pier base and the 
base block, additional longitudinal reinforcement is placed at the HPFRCC concrete 
interface so as to relocate the potential plastic hinge to roughly 16 cm above the interface.  
This allows the full capacity of the HPFRCC material to be utilized under lateral loading. 
 
The final test specimen is composed of three parts, including the concrete base which is 
61 x 61 x 183 cm (width, depth and length), a 1.02 m tall HPFRCC column, and a top 
loading block whose dimensions are 40.6 x 40.6 x 40.6 cm, leading to a shear span-to-
diameter ratio of 3.0.  Construction of the whole test specimen is divided into three stages.  
Regular concrete is first poured in formwork to create the supporting base.  The 40.6 cm 
diameter HPFRCC column is then constructed to a total height of 1.02 m above the base. 
Last, the cubic cap is poured after the HPFRCC column.  Grade 420M steel bars are used 
for both the longitudinal and spiral reinforcement.  The compressive strength (f’c) of 




A key element of the proposed study is the extensive use of wireless sensors to collect the 
response of the pier under quasi-static loading.  The HPFRCC bridge pier specimen is 
instrumented with several LVDTs at the pier base (the plastic hinge region) so as to 
investigate its flexure and shear behavior under reversed cyclic loading.  The LVDTs are 
interfaced to the wireless sensors for data collection.  Also, a total of 20 strain gages are 
mounted on the surface of the longitudinal and transverse reinforcement within the 
HPFRCC pier to monitor strains during load testing.  Strain is measured by both wireless 
sensors and a cable-based data acquisition system native to the lab.  The displacement 
data collected by the LVDTs at the base will be used to calculate the shear and flexural 
deformation components in the pier plastic hinge.  To be able to differentiate between 
shear and flexure, 4 LVDTs are mounted to the side of the pier base (in a plane parallel to 
the loading direction).  As shown in Figure 2-18a, 2 LVDTs are placed in an X-
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configuration while the remaining two are placed parallel and orthogonal to the pier 
longitudinal axis.  An additional set of LVDTs are installed to the front and back sides of 
the pier to measure plastic hinge rotations, as shown in Figure 2-18b.   
 
2.4.3.2 Damage Index Model for HPFRCC Bridge Pier 
In order to differentiate between the damage caused by shear and flexural responses 
during cyclic loading, separate damage index models for both the shear and flexural 
deformation of the HPFRCC bridge pier will be developed.  In this study, the structural 
response parameter used as the input to the damage index model will be the lateral 
displacements of the bridge pier base that correspond to shear, Us, and flexure, Uf, as 
shown in Figure 2-19.  Figure 2-20a shows the X configuration of LVDTs instrumented 
at the bridge pier base.  Referring to Figure 2-20b, the horizontal displacements, U1 and 
U2, contain both shear and flexural components that should be differentiated in order to 
evaluate the structural behavior attributed to shear and that to flexure.  If only first order 
shear deformation is considered, it is assumed that the lateral displacement due to flexure 
is equal on each side of the pier.  Suppose the original undeformed horizontal and vertical 
lengths of the instrumented pier panel are a and b, respectively (in this study, a is 32 cm 








1 −−=  (2.5)
 
Also, L1 corresponds to one of the deformed diagonal distances of the LVDT X-
configuration.  Similarly, L2 corresponds to the deformed vertical distance as can be 
referred from Figure 2-20b.  Based on the geometry shown in Figure2-20b, the associated 
vertical displacements, V1 and V2, can be obtained once the total lateral displacement is 
calculated, which can be expressed as: 
 
( ) ( ) bUaLUaLV tt −+−×−+= 331  (2.6)
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( ) ( ) bULULV tt −−×+= 222  (2.7)
 
Here, L3 corresponds to other deformed diagonal distance of the LVDT X-configuration, 
as shown in Figure 2-20b. 
 
Flexural Deformation: 
In analyzing the flexural deformation of plastic hinge regions of bridge piers under lateral 
loading, the plastic hinge rotation, θ, is first calculated and then used to estimate the 
corresponding flexural deformation.  Generally, the hinge rotation is associated with the 




VV 21 −=θ  (2.8)
 
Because of the moment gradient in the bridge pier and the fact that flexural cracking is 
more concentrated towards the lower portion of the plastic hinge region, a distance from 
the top of the LVDTs X-configuration to the center of rotation of 2/3 of the total vertical 
length, b, is assumed.  Then, the flexural displacement of the pier base, Uf, can be 
expressed as: 
 
bU f θρ=  (2.9)
 
where ρ is equal to 2/3 and is consistent with the value used by others (Ali and Wight, 
1990; Thomsen and Wallace, 1995). 
 
Shear Deformation: 
Since the total lateral displacement contains flexural and shear displacements, the later 
term, Us, can be easily obtained once the flexural displacement is calculated from 
Equation 2.9.  Therefore, shear deformations is extracted out from the measured total 
lateral deformation once the flexural deformation (Equation. 2.9) is known: 
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fts UUU −=  (2.10)
 
Flexural Damage Index Model: 
After the flexural deformation of the pier has been determined from the LVDT 
measurements, the damage index characterizing the damage due to flexure is calculated.  
The damage index model uses the peak flexural displacement, Uf, of the pier base in both 
the positive and negative directions as an input.  The damage index model calculated at 
each positive peak is an adaptation of the damage index model proposed by Mehanny and 
Deierlein (2001): 
 


















where U+f,PHC is the positive peak flexural displacement of the primary half-cycle (PHC), 
U+f,FHC is the positive peak flexural displacement of the follower half-cycles (FHC), and 
U+f,Monotonic is the monotonic maximum flexural displacement capacity.  As will be 
presented later in the shear damage index model, fiber pullout has been experimentally 
observed to play negligible influence on flexural behavior of HPFRCC structural 
elements.  Thus, the flexural damage index model does not consider fiber pullout as a 
normalizing factor.  In this study, U+f,Monotonic was not obtained at the end of the test 
because the maximum applied displacement (corresponding to 10% drift) was at the 
maximum capacity of the actuator.  Therefore, the maximum flexural displacement 
corresponding to the monotonic limit of the HPFRCC material is assumed to be 140% of 
the flexural displacement at 10% drift.  Once the flexural damage indexes of both the 
positive and negative directions for the full cycle are completed, they are combined into a 
single flexural damage index: 
 
( ) ( )γ γγ −+ += fff DDD  (2.12)
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The weighting terms, α, β, and γ, allow the damage model to be tuned to empirical data 
taken of HPFRCC elements tested in the laboratory.  Assuming that the damage induced 
by the PHCs and FHCs in both loading directions in HPFRCC members is “identical” to 
that in reinforced concrete members, the damage index weighting terms determined for 
concrete elements by Mehanny and Deierlein (2001) are used in this study (α=1, β=1.5, 
and γ=6). 
 
Shear Damage Index Model: 
The shear damage index uses the shear displacement of the pier base extracted from the 
total lateral deformation measured using the LVDTs. However, for an HPFRCC bridge 
pier, shear behavior of the pier before and after fiber pullout are much different and need 
to be discussed separately.  Before fiber pullout, a fiber bridging mechanism allows the 
HPFRCC material to contribute to the total shear strength; in that case the shear stiffness 
and strength of the pier is larger than that after fiber pullout.  Therefore, another term in 
the denominator accounting for the fiber pullout mechanism should be used in the shear 
damage index (Canbolat et al., 2004).  Fiber pullout has been experimentally observed to 
play a major role in the behavior of HPFRCC structural elements in shear while fiber 
pullout has negligible influence on flexural behavior.  As a result, the shear displacement 
of the pier, Us,FiberPullout, is used as a third normalizing term so as to differentiate the two 
different mechanisms of the shear behaviors of HPFRCC bridge piers.  For example, 
shear damage index in the positive direction before fiber pullout can be expressed as: 
 
( ) ( )

















After fiber pullout, the shear displacement of the pier at fiber pullout is removed because 
the material behaves in a fashion similar to reinforced concrete: 
 



















Similar to the flexural damage index model, a single damage index will be calculated at 
the end of each cycle once the positive and negative indexes are calculated: 
 
( ) ( )γ γγ −+ += sss DDD  (2.15)
 
Damage index models have been previously fitted to the response parameters of 
HPFRCC elements dominated by shear action (Canbolat et al., 2004). The weighting 
terms derived for those elements are adopted in this study (α=0.9, β=3, and γ=7). 
 
2.4.3.3 Cyclic Lateral Load Test of the HPFRCC Bridge Pier 
The seismic behavior of the HPFRCC bridge pier is evaluated through a quasi-static 
laboratory load test.  A 450kN actuator, which will provide lateral displacement reversals, 
is attached to the cubic block constructed at the top of the bridge column.  Cyclic loading 
is slowly applied to the specimen under displacement control; at the displacement peaks, 
the test is paused to allow for tracing crack patterns manually on the pier surface using 
markers.  As shown in Figure 2-21a, the HPFRCC bridge pier specimen is subjected to 
drift levels (the lateral displacement divided by the distance between the pier base and the 
loading point) ranging from 0.25% to 10%.  The corresponding lateral force versus drift 
response of the HPFRCC bridge pier is shown in Figure 2-21b. 
 
As shown in Figure 2-21b, the bridge pier maintains its lateral strength up to 10% drift in 
its positive loading direction, which is an extremely large displacement for such a 
structural component.  Damage in the bridge pier consists of a dense array of hairline 
flexural and diagonal cracks, which formed during the first few loading cycles (<2.0% 
drift).  At 4.0% drift, damage localization occurs at one of the flexural cracks, leading to 
significant widening of that crack at larger drift demands.  However, the opening of such 
a crack does not compromise the integrity of the specimen because flexural resistance 
does not rely on the tensile behavior of the HPFRCC material.  Further, the HPFRCC 
material maintains its integrity through the test, being effective in providing confinement 
to the longitudinal reinforcement even after damage localization.  Even though a peak 
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shear stress demand of 2.7 MPa (0.42√fc’) is imposed on the bridge pier specimen, only 
hairline diagonal cracks formed throughout the test.  As a result, total damage of the 
bridge pier specimen can be considered minor since no shear-related damage and strength 
decay occured.  As shown in Figures 2-22a and 2-22b, there is no spalling or crushing of 
the HPFRCC in the plastic hinge region during the test.  This is mainly due to the 
excellent tensile and compression properties of the HPFRCC material, which also 
provides excellent confinement to the longitudinal reinforcement bars, thereby preventing 
them from buckling during large displacement reversals.  The results from the bridge pier 
test suggest that minor post-earthquake repairs would be needed in HPFRCC bridge piers 
after a major earthquake with no interruption of bridge service. 
 
2.4.3.4 Damage Index Models Embedded into Wireless Sensors 
In order to validate the ability of wireless sensors to monitor structural damage evolution 
under cyclic loading of HPFRCC elements, the structural response time-history of the X-
configuration of LVDTs is stored into the wireless sensors’ memory.  To account for the 
different shear behaviors of HPFRCC bridge pier due to fiber pullout mechanism, 
Us,FiberPullout and Us,Monotonic are selected based on empirical data taken from other shear 
dominant HPFRCC elements tests (Canbolat et al., 2004).  In this study, Us,FiberPullout and 
Us,Monotonic are chosen to be 0.28 cm and 1.12 cm corresponding to 1% and 4% shear 
strain, respectively. 
 
Figure 2-23 shows the final damage index calculated by the wireless sensing unit for both 
flexure and shear.  Although the HPFRCC bridge pier specimen maintains its structural 
integrity and does not exhibit a decay in load carrying capacity even at the end of the test 
(10% drift), a wide flexural crack is observed in the plastic hinge region at the pier base, 
which is related to moderate flexural damage, as denoted by the damage index value of 
0.4.  However, no major diagonal cracks are observed during the test, which implies that 
the shear damage of the bridge pier specimen is minor.  The minor damage is consistent 
with the calculated damage index value of 0.2.  Based on the low damage index values, 
the bridge pier has not experienced significant damage and still has capacity for 




2.5 Conclusions and Summary 
 
This chapter has illustrated the power of using wireless sensors to monitor HPFRCC 
structural elements in both the field (Grove Street Bridge) and laboratory (bridge pier).  A 
major contribution of this work is that it tests a prototype wireless sensor designed for 
SHM applications; given the novelty of HPFRCC materials, tracking their performance 
and health under realistic loading is critical in the material’s future development.  Clearly, 
low-cost sensor technologies like wireless sensors open up opportunities for closely 
monitoring HPFRCC structures in the near future.  
 
In the Grove Street Bridge field testing, wireless sensors are employed for both dynamic 
and static monitoring of the structural responses.  Using ambient vibration as the input to 
the bridge, both the acceleration responses are recorded and the corresponding mode 
shapes are computed by the wireless sensors.  Through the embedded modal analysis 
algorithm, the wireless sensors have validated the “soft-joint” performance of the ECC 
link slab.  The static monitoring also showcases the reliable data acquisition possible with 
wireless sensors, especially when recording signals corresponding to small (noise 
dominated) structural responses.  Wireless sensors have shown its advantages including 
low-costs, possibility for dense installation of sensing nodes, and local data interrogation 
capabilities.  These attributes are attractive for monitoring HPFRCC structural elements 
in future field deployments. 
 
The HPFRCC bridge pier study further validates the wireless sensor’s computing power 
for rapid evaluation of the damage evolution of HPFRCC structural elements under cyclic 
loading.  Damage index methods original proposed by Kratzig et al. (1989) and Mehanny 
and Deierlein (2001) were modified and encoded into the computing cores of wireless 
sensors.  Using displacement responses as the input, wireless sensors with embedded 
damage index models have provide a rough damage evaluation of the HPFRCC bridge 
pier.  The key contribution of this study is that it reveals the opportunity of using wireless 
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sensors to track the evolution of damage in HPFRCC structural elements.  This work 
suggests that wireless sensors could be employed in the future for autonomous damage 
detection of HPFRCC structural elements after seismic events.  Theoretical models 
should be explored to provide a guideline for the appropriate a priori selection of the 
model parameters.  Future development of the damage index models should also focus on 
providing the appropriate tuning parameters (α, β, and γ) of the damage indexes for 
specific structural elements. 
 
For tracking damage in HPFRCC structural elements, existing damage detection 
algorithms such as the aforementioned damage index method provide a rapid and rough 
assessment of damage.  However, these methods are not able to provide detailed crack 
information.  Locations and severity of cracks are desired so that engineers can evaluate 
if repair is needed.  As a result, a damage detection technology based on the electro-
mechanical properties of cementitious materials is investigated and developed in the 













Figure 2-1: A low-cost wireless sensor whose hardware design is optimized for structural 
























Figure 2-2: Grove Street Bridge, Ypsilanti, Michigan: (a) picture of bridge; (a) top view 








Figure 2-3: (a) Link slab and the debonded length (Ldz) denoted; (b) rotation of girders 











Figure 2-5: Installation of accelerometers along the Grove Street Bridge length during 




Figure 2-6: Crossbow MEMS accelerometer is shown in the foreground; the wireless 


















Figure 2-7: (a) Location of installation of LVDTs to measure girder rotations; (b) actual 
installation upon the top of the second Grove Street southbound girder. 





Figure 2-8: (a) Location of strain gages mounted to two buried steel reinforcement bars; 





























































































































Figure 2-10: Dynamic test 1 responses at sensor locations (a) A1, (b) A2, and (c)A5: 


















Figure 2-11: First four modes of the Grove Street Bridge: (a) Mode 1 at 2.91 Hz; (b) 
Mode 2 at 3.22 Hz; (c) Mode 3 at 3.39 Hz; (d) Mode 4 at 4.35 Hz. 
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Figure 2-13: (a) Girder 2 (beneath the southbound) rotation calculated from top and 
bottom girder LVDTs; (b) estimated strain based on link slab rotation (Caner and Zia 




































Figure 2-14: A period of drift response of cyclically loaded structural elements. 
 
 
Figure 2-15: Drift response of cyclically loaded HPFRCC coupling beam  
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Figure 2-17: Geometry and reinforcement detailing of the bridge pier (units shown are cm), (b) 
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(a) (b) (c) 
Figure 2-18: (a) LVDTs instrumentation at the pier base, (b) two LVDT pairs mounted to 
the front and back pier faces, and (c) a wireless sensing unit mounted to the top of the 
concrete support pedestal. 
 
 
Us Us Uf Uf Ut Ut 
Undeformed Pier Shear Deformation Flexure Deformation Total Deformation  
(a) (b) (c) (d)  
Figure 2-19: Combination of shear and flexural deformations in plastic hinge region of 















Figure 2-20: (a) Instrumentation of the LVDTs at the pier base, and (b) measurements of 




































































Figure 2-22: (a) Crack pattern at 4% drift at the base (b) Crack pattern at  
10% drift at the base. 
 
 











































































Figure 2-23: HPFRCC bridge pier damage index for (a) flexural deformation and 








Table 2-1: Performance specifications of the wireless sensor prototype 
Attribute Specification 
Sensing Channels 4 
Sample Rate 100 kHz 
Sensor Inputs 0 – 5 V 
Memory for Embedded Algorithms 128 kB 
Memory for Data Storage 128 kB 
Clock Frequency 8 MHz 
Radio Carrier Band 2.4 GHz 
Communication Range (outdoor/indoor) 180 m/ 5 km 
Power Source  (Lithium-ion recommended) 5 AA Batteries 

































In Chapter 2, some promising sensing (e.g. wireless sensors) and damage detection (e.g. 
damage index algorithms embedded in the wireless sensors) technologies were explored 
for monitoring FRCC element’s behavior and health in the field and laboratory settings.  
The low-cost attribute of wireless sensors was particularly attractive since structural 
owners can elect to install a higher density of sensors in a single structure for the same 
cost as a tethered monitoring system.  As a result, individual structural elements (e.g. 
beams, columns, joints) can be instrumented with sensors.  With damage inherently a 
local phenomenon, component-level sensing is better scaled for damage detection.  Of 
particular interest in this thesis is the identification and characterization of crack damage 
in FRCC elements.     
 
While the damage index methods presented in Chapter 2 can serve as a means of rapidly 
assessing the degree of cracking-induced damage in cementitious structural elements, 
they do not provide detailed data on cracks such as their location and severity (i.e. width).  
Such crack information is needed when owners must decide if repair of the damaged 
elements are required.  Priorities should be given to cracks that are deemed critical to the 
structure’s functionality (e.g. safety, stability).  Furthermore, identification of cracks can 
also be used to evaluate the long-term sustainability of cement-based structural elements.  
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For example, cracks that do not reduce the load capacity or stiffness of a structural 
element might still be a problem with respect to corrosion of buried steel reinforcement.  
Hence, detection and characterization of all cracks is critical.  Unfortunately, minor 
cracks that do not affect the global structural integrity of the system (but that pore as risks 
for corrosion) are nearly impossible to detect for observation of the behavior of the 
system.  By considering the limitations of sensing and damage detection technologies 
studied in Chapter 2, the remainder part of this thesis provides a novel alternative for 
sensing strain and cracking in cement-based structural elements by using their 
electromechanical properties.  This approach will prove capable of detecting serious as 
well as minor cracks. 
 
This chapter begins by exploring the piezoresistive properties of FRCC materials.  
Knowledge of the piezoresistive (i.e., strain induced resistivity changes) properties of 
FRCC materials is needed to accurately measure their electrical response to load and to 
correlate changes to strain and cracking damage.  As will be presented in subsequent 
chapters (Chapters 4 and 5), the electrical properties of cementitious materials will be 
leveraged to provide spatial images of strain fields and cracks in high performance fiber 
reinforced cementitious composites.  Highly detailed images of strain and cracking allow 
engineers to quantify local damage in critical HPFRCC structural elements. 
 
Before introducing the electromechanical characterization methods that will be used, this 
chapter begins with a survey of the existing sensing technologies available for crack 
detection in cementitious structural elements.  While many of these methods have been 
successfully employed in actual civil structures, this thesis will offer a novel approach to 
crack detection based on the electrical properties of cementitious materials.  Towards this 
end, a detailed description of the techniques available for accurately measuring the bulk 
conductivity of cement-based materials will be reviewed.  Major issues related to the 
presence of electric fields within cementitious materials must be considered when 
interpreting the electrical measurements.  Other critical issues such as the electrochemical 
reaction that occurs at the electrode-cement interface are also investigated.  Finally, the 
conductivity of HPFRCC materials are correlated to strain and cracking in uniaxially 
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loaded plate elements.  It should be mentioned that although in this study only a specific 
type of HPFRCC (ECC M-45) is investigated, using the electromechanical properties of a 
material for autonomous damage detection can be applied to many other cement-based 
materials (e.g. concrete).  Other researchers have also begun to study the piezoresistivity  
of FRCC materials with the aim of using them as their own sensors (Chung, 2001; Reza 
et al., 2003; Hou and Lynch, 2005b; Li et al., 2006).  The addition of sensing 
functionality with mechanical functionality has led to FRCC materials being classified as 
a multifunctional material platform (Chung, 2003).   
 
The objectives of this chapter can be summarized as follows: 
• Characterize the bulk conductivity of ECC materials during the hydration process. 
• Explore the self-sensing abilities of cementitious materials by using their 
electromechanical properties. 
• Build a foundation for sensing strain fields and identifying crack damage in 
HPFRCC elements using electrical methods. 
• Identify issues that would cause errors in the electrical measurement made of 
HPFRCC materials. 
• Illustrate changes in the conductivity of ECC plate elements under tensile loading. 
 
 
3.2 Review of Existing Technologies for Crack Detection 
 
Cracking in cement-based structures, such as those constructed of reinforced concrete, 
can result from a variety of factors including externally applied loads, shrinkage, poor 
construction methods, among many others.  When making an assessment of the general 
state of health of such structures, cracks must be reliably quantified and their significance 
determined.  For example, small cracks affecting only the external aesthetic of the 
structure should be differentiated from those that reduce its strength, stiffness and long 
term durability (ACI, 1998).  Detailed visual inspection of the surface of the structure 
remains a common method for detecting cracks; systematic crack mapping allows 
inspectors to monitor the progression of cracks and to hypothesize the nature of their 
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origins (Bungey et al., 2006).  After suspicious cracks are encountered, nondestructive 
(e.g., ultrasonic inspection) and partially destructive (e.g., core holes) testing can be 
carried out by trained inspectors to determine crack features below the structural surface 
(ACI, 1998).  However, all of these methods require the use of trained personnel to 
execute, rendering them tedious and expensive.  In contrast, automated sensor 
technologies are needed for permanent installation so that accurate assessments of 
cracking could be made without requiring a trained professional to visually inspect the 
structure. 
 
A variety of approaches have been proposed for automated structural health monitoring 
of concrete structures. Generally, many of these approaches call for the installation of 
external sensors to measure global and local structural responses to loading.  Early work 
explored the use of vibration measurements (e.g., accelerations) to identify global modal 
properties that change when structural damage is present.  Particularly for civil structures, 
environmental variability often hinders accurate correlation of modal property changes to 
damage (Doebling et al., 1998).  Alternatively, local structural measurements including 
strain and deformation have also been proposed for crack detection.  Based on the applied 
structural loading and the corresponding component response, various damage index 
methods (for example, those presented in Chapter 2) have been proposed for the 
quantification (often on a scale from 0 to 1) of cracking degree in concrete structural 
elements (Park and Ang, 1985; Kratzig et al., 1989).  While damage index methods like 
those presented in Chapter 2 perform well when predicting cracks in laboratory elements, 
the inability to precisely measure loads on full-scale concrete structures renders this 
approach difficult to apply in more practical settings. 
 
Perhaps the best approach for automated structural health monitoring of concrete 
structures entails the adoption of the sensors available in the nondestructive evaluation 
(NDE) field.  In particular, passive and active stress wave approaches have been 
proposed for NDE evaluation of concrete structures.  Acoustic emission (AE) sensing is 
foremost amongst the passive stress wave methods.  AE employs piezoelectric elements 
to capture the stress waves generated by cracks (Quyang et al., 1991; Shah and Choi, 
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1999); while AE has played a critical role in the laboratory, its success in the field has 
been limited to only a handful of applications (Mindess, 2004).  In contrast, active stress 
wave methods have proven more accurate for crack detection in the field.  This approach 
entails the use of a piezoelectric transducer to introduce a pulsed ultrasonic stress wave 
into a concrete element and using the same transducer or another to measure the pulse 
after it has propagated through the element.  For example, pulse-echo (using one 
transducer) and pitch-catch (using two transducers) techniques have all been proven 
robust in characterizing cracks in actual concrete structures (Carino, 2004).  A direct 
extension of the active stress wave approach is the electromechanical impedance spectra 
method.  This approach measures the electromechanical impedance spectrum of a 
piezoelectric transducer to detect cracking in the vicinity of the surface mounted 
transducer (Park et al., 2000; Park et al., 2006).  With digital photography rapidly 
maturing, many researchers have also adopted the use of charge-coupled device (CCD) 
cameras to take photographic images of concrete structural elements; subsequent 
application of digital image processing techniques automates the identification of crack 
locations and widths (Toussaint et al., 2005; Lecompte et al., 2006). 
 
Compared to other NDE methods, utilization of the electrical properties of cement-based 
materials for crack detection has garnered less attention from the civil engineering 
community.  Historically, electrical properties have been investigated for tracking the 
formation of microstructural properties during hardening (Han et al., 2005) and to 
quantify the potential for corrosion of buried steel reinforcement (Lauer, 2004).  In 
contrast, this study will utilize the electrical properties of cementitious materials as a 
novel approach to automated strain monitoring and crack detection of cementitious civil 
structures.     
 
 
3.3 Electrical Conduction in Cementitious Materials 
 
3.3.1 Flow of Electricity in Cementitious Materials 
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Conductivity (σ) is a fundamental material property that quantifies the ability of the 
material to carry a current when placed in an electrical field.  Specifically, the current 
flow density, J, is linearly proportional to the electric field, E, through conductivity, σ, 
(Mayer and Lau, 1990):  
 
EJ σ=  (3.1)
 
Resistivity (ρ), the inverse of conductivity (ρ=1/σ), is the volumetric resistance, R, of a 
unit cube as measured across one dimension.  Resistivity is reported in terms of Ω-m 
while conductivity is reported using the units S-m-1 (Ω-1-m-1).  With conductivities 
ranging from 10-3 to 10-6 S-cm-1, cementitious materials are generally classified as 
semiconductors (Whiting and Nagi, 2003).  In cement, the current generated by an 
electric field is based on ionic conduction.  The high concentrations of calcium, 
potassium, and sodium salts within the pore water and water-cement gel are mobilized by 
the elastic field to create current (Hansson and Hansson, 1983).  Since the ions in water 
are the primary charge carrier, the conductivity of cementitious materials naturally 
exhibits strong dependency on the moisture content of the material. 
 
The electrical conductivity of cementitious materials can be varied with the inclusion of 
conductive fibers such as carbon and steel fibers.  Conductive fibers provide additional 
paths for electrical current to travel through the cement matrix thereby raising the 
conductivity of the bulk material.  Therefore, the electrical properties of FRCC materials 
using conductive fibers are the combination of the cement matrix and the fibers within it.  
The physical interface that lies between the conductive fibers and the cement matrix is 
also known to play a role in the electrical properties of the composite material.  
Researchers have found that the electrical conductivity of the fiber-matrix interface is 
frequency dependent (Reza et al., 2003; Peled et al., 2001).  For example, direct current 
(DC) and low frequency alternating current (AC) tests reveal that the fiber-matrix 
interface is characterized by a high impedance.  As a result, the composite conductivity is 
dominated by the electrical properties of the cement.  As the AC frequency is raised, the 
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interface impedance lessens and the composite’s electrical properties are strongly 
influenced by the conductivity of the fibers (Reza et al., 2003). 
 
It has been found that the mechanical deformation, specifically tensile strain, will induce 
a detectable change in the electrical conductivity of a cementitious material.  Furthermore, 
research done in the piezoresistivity of FRCC materials has revealed that due to the 
absence of large aggregates and the presence of conductive fibers, piezoresistive 
behaviors are fairly linear as well as repeatable (Chung, 2003).  This is mainly due to 
conductive fibers that bridge the cracks that form from tensile strain.  For example, if an 
FRCC specimen with fibers is sustaining cracking as shown in Figure 3-1, the electrical 
current, i, will not travel through region “1” since both the matrix and fibers are separated 
from each other.  In contrast, the fiber bridging mechanism depicted in region “2” allows 
the electrical current to pass across the matrix crack via conductive fibers.  As a result, 
the increased electrical resistivity is partially or even fully reversible once the crack is 
closed upon compression of the material.  If nonconductive fibers are used, then region 
“2” is similar to region “1” with no current passing across the crack.  For completeness, 
consider region “3”; the electrical conductivity of the uncracked region is attributed to the 
cement matrix and the fibers (if conductive). 
 
3.3.2 Electrical Measurements 
Considerable attention has been paid in recent years to measuring and interpreting the 
electrical properties of cement composites including concrete.  Specifically, the electrical 
properties of cement can be used to assess the microstructural details of the material (Han 
et al., 2005).  For example, very early work in the field explored correlations between 
direct current (DC) conductivity measurements and the setting times of Portland cement 
composites (Calleja, 1953; Hammond and Robson, 1955).  More profound insight to the 
hydration process has been gained since the 1990’s through the use of electrical 
impedance spectroscopy (EIS).  EIS measures conductivity as a function of the angular 
frequency of an applied alternating current (AC) signal (McCarter and Brousseau, 1990).  
Impedance spectra obtained by EIS can be used to track hydration processes, identify the 
porosity of cured cement, and characterize interfacial properties (e.g., cement-steel or 
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cement-aggregate interfaces).  The electrical properties of cement also serve as a basis for 
assessing the corrosion potential of reinforced concrete (Lauer, 2004).  When 
reinforcement steel corrodes, the cement conductivity is a measure of how easy it is for 
ions to flow between the anodic and cathodic sites of the buried steel reinforcement. It 
has not been until very recently that the electrical properties of cementitious materials 
have been explored for damage detection including the identification of cracking (Peled 
et al., 2001; Chung, 2001; Hou and Lynch, 2005a). 
 
Multiple measurement methods have been proposed for measuring the conductivity of 
cement-based materials.  In general, the measurement methods proposed can be broadly 
classified as either two-point or four-point probe methods.  In the two-point probe 
methods (Figure 3-2a), two electrodes are used to apply an electrical current, I, and to 
also measure the corresponding drop in voltage, V, across the cement specimen.  
Electrodes must be in intimate contact with the cement-based specimen to induce an ionic 
current within the specimen.  Metallic electrodes can either be surface mounted using 
conductive gels and pastes, or they can be embedded directly into the wet concrete prior 
to hardening (Whiting and Nagi, 2003).  If a direct current (DC) is applied across the 








where L, w and h correspond to the electrode spacing, specimen width, and specimen 
height, respectively.  While two-point DC probe measurements are easy to take, they do 
suffer from two major drawbacks.  First, contact impedance at the electrode-cement 
interface in the two-point probe method introduces a time-dependent reduction in 
conductivity. Contact impedance originates from the electrochemical reactions that 
naturally occur in the test specimen in the vicinity of the electrode (Vilhunen et al., 2002).  
For example, electrons flowing into a specimen at the electrode induce pore water to 
decompose into hydrogen (H2) and hydroxide ions (OH-) (Hansson and Hansson, 1983).  
Similarly, free hydroxide ions can react at the other electrode to produce electrons (e-) 
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that then flow into the electrode as well as producing oxygen (O2) and water (H2O).  
These reaction byproducts accumulate at the electrode-specimen interface resulting in a 
back electromagnetic field.  The second drawback of DC two-point methods is the 
measurement error introduced by polarization of the specimen.  Polarization is the 
separation of positive and negative ions trapped within the cement pores; as ions separate, 
less current is carried resulting in a reduction in the conductivity measurement (Hansson 
and Hansson, 1983).  As a result, alternating current (AC) is preferred since contact 
impedance and polarization effects do not have sufficient time to develop under an 
alternating field (Whiting and Nagi, 2003).  When AC signals are used in the two-point 
probe method, Equation 3.2 is still valid using the amplitude of the current and voltage. 
 
The four-point probe method is the preferred approach for measuring the conductivity of 
cement-based materials (Millard, 1991).  As the name suggests, the four-point probe 
method employs four independent electrodes along the length of a specimen (Figure 3-
2b).  The two outer-most electrodes are used to drive an electric current (DC or AC) into 
the medium while the two inner electrodes are responsible for measuring the electrical 
potential developed over the length, L.  Again, if it is assumed the cross-sectional area of 
the specimen is w by h, then Equation 3.2 is still valid.  In the four-point probe method, 
the effects of contact impedance are minimized because the measurement and excitation 
electrodes are separated.  As a result, four-point probe methods provide a more consistent 
measurement of electrical conductivity when compared to two-point probe methods. 
 
A specialized version of the four-point probe method is the Wenner technique (Gower 
and Millard, 1999).  Although this approach was originally developed for in-situ 
measurement of soil conductivity, it has been widely applied to measurements in 
cementitious materials.  In the Wenner technique, four electrodes equally spaced (by a) 
along a straight line are applied to the surface of a cementitious specimen, as shown in 
Figure 3-3.  If the specimen is assumed to be an infinite half-space, then conductivity can 












Both DC and AC electrical excitations can be used, but generally AC excitations greater 
than 100 Hz are preferred (Han et al., 2005).  Some care must be exercised when using 
the Wenner technique.  For example, test specimens must be sufficiently thick (generally, 
thicknesses 4 times greater than the electrode spacing) to ensure the assumption of an 
infinite half space is valid.  Similarly, measurements must be made away from specimen 
edges and corners.   
 
Electrical impedance spectroscopy (EIS) is a more sophisticated electrical 
characterization technique based on AC signals.  Similar to the aforementioned four-point 
probe measurement method, two probes are employed to apply an AC current to the 
specimen while two inner electrodes measure voltage (Figure 3-4a).  In EIS, a frequency 
response analyzer (FRA) is adopted to measure both the amplitude and phase of the 
voltage measurement relative to the applied current (Barsoukov and Macdonald, 2005).  
Using amplitude and phase, the complex-valued impedance of the material can be 
measured as a function of applied AC frequency, ω.  The frequency is varied from low to 











plotted on the complex plane.  The real and imaginary components are associated with 
the conductivity and capacitive properties of the specimen, respectively.  For many 
cementitious materials, the impedance plot consists of two semi-circular traces as shown 
in Figure 3-4b.  Such distinctive impedance plots permit the use of equivalent parallel 
resistor-capacitor (RC) circuits (Figure 3-4c) to model the electrical behavior of the 
material.  The low-frequency semi-circular trace (ω1<ω<ω2) corresponds to the behavior 
of the electrode while the high frequency trace (ω2<ω<ω3) corresponds to that of the 




3.4 Conductivity of Fiber Reinforced Cementitious Materials 
 
Before the piezoresistivity of high performance fiber reinforced cementitious materials 
can be characterized, the conductivity of the material prior to loading should be 
quantified.  While 2- and 4-point probe methods will be used, interpretation of 
conductivity results will be necessary.  Specifically, measurements of bulk conductivity 
will exhibit a variation in time.  Time dependency is a direct result of the measurement 
technique and the dielectric properties of the material itself.  Changes in conductivity due 
to the dielectric properties of the material are termed polarization. 
 
Within the pores of cement-based materials is both water and ions.  Under an applied 
steady (static) electric field, the positive and negative ions separate with positive ions 
attracted to the higher potential and negative ions attracted to the lower potential.  
Similarly, the water (H2O) molecules rotate so that the apparent positive charge of the 
water molecule is closest to the higher potential, while the apparent negative charge is 
closest to the lower potential.  As the molecules move to be in their lowest energy state, 
the measured conductivity will decrease.  This change in electrical conductivity is often 
viewed as an intrinsic feature of the material and has been used to understand the 
materials’ chemical, rheological and mechanical properties.  For example, researchers 
have studied the dielectric properties of cement mixtures to better understand the 
hydration process in freshly cast cement (McCarter and Brousseau, 1990).  For example, 
the dielectric property of cement undergoes a significant change during the first 24 hours 
of curing (McCarter and Afshar, 1984; McCarter and Afshar, 1985).  Different 
cementitious admixtures and their rates of polarization have been investigated by Cao and 
Chung, 2004).  
 
When making conductivity measurements of cementitious materials, the different 
measurement techniques (i.e. 2-point probe and 4-point probe) lead to different bulk 
conductivities.  First, consider the case of the 2-point probe method (Figure 3-2a) using 
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direct current (DC).  As shown in Figure 3-5, the measurement of resistivity (inverse of 
conductivity) from the first 600 seconds of an ECC specimen reveals an exponential 
increase.  This is due to polarization of the material.  As the DC current is applied to the 
test specimen, resistivity slowly rises due to the alignment of dipoles (e.g., ions, water) in 
the material.  In contrast, consider the case of the 4-point probe resistivity measurement 
history using DC current and the same specimen.  Again, an exponential increase in 
resistivity is observed; such an increase is due to material polarization.  However, two 
observations can be made.  First, it appears that the polarization occurring during 2-point 
probing is greater than that during the 4-point test.  Second, the initial and final (steady-
state) resistivity values are not in agreement with one another.  Both observations are a 
direct result of contact impedance at the electrode-cement interface. 
 
Contact impedance is a phenomenon that occurs at the probing electrode.  Under an 
applied current, an electrochemical response occurs at the electro-specimen boundary 
creating a capacitive double layer (Hansson and Hansson, 1983).  This high impedance 
layer is characterized by a high resistance and a high capacitance.  The resistance appears 
as a large increase in resistivity at the initial start of the 2-point probe test.  As time 
progresses, the capacitive double layer at the point of contact also absorbs some of the 
applied current, just as a capacitor would.  As the capacitive double layer charges, the 
resistivity measurement slowly rises.  This is why the exponential rise in resistivity is 
much greater than that for the 4-point probe test.  Since in the 4-point probe test, the 
voltage measurement is made at probes separate from the probes used to apply current, 
the effects of contact impedance are minimal. 
 
3.4.1 Resistivity Measurement of ECC Specimens 
In this section, the measured resistivity of M-45 ECC test specimens is investigated using 
both 2- and 4-point probe methods.  In the first part of the resistivity study, 2-point and 4-
point probe methods using direct current (DC) is adopted.  These sets of test are 
conducted to quantitatively compare polarization at the electrode and of the material.  
The results will verify that using the 4-point probe method provides a more accurate 
resistivity measurement.  The second part of the study adopts the 4-point probe method to 
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monitor the resistivity of ECC specimens at multiple degrees of hydration; namely, at 1, 7, 
14, 21, 28, and 35 days after casting.  Polarization calibration curves are fit to the 
experimental data to provide a polarization database for M-45 ECC during the critical 
hydration period (1 to 35 days).  The last part of the study investigates the use of 
alternating currents (AC) in the 4-point probe method as a means of minimizing the 
polarization of ECC materials.  
 
A total of 6 M-45 ECC test specimens roughly 7.5 x 1.25 x 1.25 cm3 in size are cast.  M-
45 ECC material is constructed from a combination of Type III Portland cement (cement 
to water ratio of 0.53), silica sand, fly ash, and short polyvinyl alcohol (PVA) fibers.  In 
the specimens constructed, only a 2% volume fraction of PVA fibers is included in the 
cement matrix so as to provide strain-hardening and ultra-ductility.  In addition, no 
aggregates are present thereby rendering the material as electrically homogeneous.  An 
adequate amount of superplasticizer is also used in casting the ECC specimens in order to 
increase the workability of the mixtures and to guarantee all of the fibers are well 
dispersed.  After 1 day of curing, electrodes made of copper tape are applied to the 
specimen surface using silver paste; the electrical tape is applied around all four sides of 
the specimen, roughly 4 cm apart, as shown in Figure 3-6.  Current is applied to the 
specimen using a DC current source (Keithley 6221) while voltage measurements are 
made using a digital multimeter (Agilent 34401A).  The first set of DC 2-point and 4-
point resistivity measurements is made one day after casting.  A direct comparison 
between the 2- and 4-point probe measurements will be made for the 1 day old specimens.  
Then 2-probe measurements are repeated every seven days until 35 days are reached.  
 
Figure 3-7 shows the time history of measured resistivity by 2-point (Figure 3-7a) and 4-
point (Figure 3-7b) probing of the six 1-day old specimens.  The aforementioned 
polarization and contact impedance affects can be seen in both plots.  At t=0, the 
measured resistivity by the two methods is distinctly differently.  The 2-point probe 
measurement is nearly 4.5M Ω-cm greater than that of the 4-point probe measurement.  
This difference is due to the high resistance associated with the contact impedance 
common to the 2-point probe measurement.  There is also a distinguished difference in 
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the rate of increase of the measured resistivity by the two methods.  The 4-point probe 
measurement has a lower rate of increase; this exponential rise is due to the polarization 
of the cement material.  In contrast, the 2-point probe resistivity rises at a much higher 
rate because both the material and capacitive double layer at the contact must charge.  
Regardless, both resistivity measurements plateau off after about 600 seconds.  A clearer 
picture of this is gained if the average resistivity of all six specimens is plotted for both 
the two and four point methods (Figure 3-7c). 
 
Since polarization is caused by the movement of ions within cementitious materials, the 
degree of hydration in the material would significantly impact the mobility of the ionic 
carriers in the pores.  Therefore, the exponential rise in resistivity in both measurement 
approaches would change as the cement specimen matures after casting.  This 
phenomenon has given opportunity to use the polarization behavior as an indirect means 
of monitoring the hydration level of cementitious materials; however, no much related 
work has been conducted so far.  As hydration is more relevant to the material itself than 
the electrode/material interface, the 4-point probe DC method is used to measure the 
material polarization.  Similar to the past set of test, 10 M-45 ECC specimens with the 
dimensions 7.5 x 1.25 x 1.25 cm3 are prepared.  The cast specimens are then permitted to 
cure.  After one day, four copper tape electrodes are mounted to the specimen.  At 1, 7, 
14, 21, 28, and 35 days, a 4-point probe resistivity measurement is made for each 
specimen.  The magnitude of direct current (DC) used during 4-point probing is varied 
from 500 nA to 5 μA.  
 
Figure 3-8 shows the resistivity measurement of all 10 specimens over the first 600 
seconds of data collection.  For the test specimens tested on the first day, the initial 
resistivity is about 158 kOhm-cm and grows to around 200 kOhm-cm (resistivity plus 
material polarization) after 600 seconds of DC charging.  Moreover, both the initial 
resistivity (at t=0) and magnitude of polarization are seen to increase as the samples cure.  
For example, the initial resistivity of the specimens at 14 days is about 524 kOhm-cm and 
exponentially increases to about 720 kOhm-cm after 600 seconds of DC measurement.  
For specimens tested 35 days after casting, the initial resistivity is 652 kOhm-cm and 
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increases to about 880 kOhm-cm after 600 seconds of polarization.  It should be noted 
that both initial resistivity and polarized resistivity reported in this study are under the 
case of 100% relative humidity (RH) curing environments.  For cementitious materials 
that are naturally cured in air and not in a 100% RH environment, the initial resistivity 
and polarization may vary due to the variations in moisture contents that may occur over 
the test time period.   
 
The higher initial and polarized resistivity encountered as the specimens cure can be 
easily explained.  Since more and more ions are trapped by the hardening hydration by-
products, it is harder to mobilize the ions, which is consistent with a higher resistivity.  It 
can also be observed from Figure 3-8 that as the hydration level increases, polarization 
requires more time to reach its saturation level.  This explanation is consistent with the 
slower mobility of the ionic carriers within the cementitious material as they cure.  It can 
be concluded that at the early stage (i.e., the first 24 hours) the electric properties of the 
cementitious material are characterized more by their initial resistivity, however, as the 
hydration process proceeds, the polarization properties of the material become more 
pronounced.   
 
The general trend in the 4-point probe resistivity measurement is fairly consistent.  
Therefore, it can be accurately modeled for the M-45 ECC material for the different 
levels of hydration.  The experimental data of Figure 3-8 is used to find the best fit 

























Here, ρ0 is the initial resistivity (at t=0) while a1, a2, and a3 are model parameters fit to 
the experimental data.  Time, t, is in units of seconds.  For each hydration level, the 
model parameters (ρ0, a1, a2, a3) are tabulated in Table 3-1.  The first 600 seconds of the 
modeled resistivity are presented in Figure 3-9a.  In Figure 3-9b, the initial (ρ0) and 
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steady state resistivity are plotted as a function of curing time.  Both parameters seem to 
have their own steady-state values of about 600 kΩ-cm and 900 kΩ-cm, respectively. 
 
The previous tests (2-point and 4-point probe measurements using a DC source) have 
shown the impact of both the electrode and material polarization on the resistivity 
measurement of the cementitious material.  Both effects are time dependent and require a 
certain time duration before reaching their saturation limits.  It has also been shown that 
by employing the 4-point probe method, the polarization of the capacitive double layer at 
the electrode boundary is removed.  However, using a DC current, the 4-point probe still 
has the issue of material polarization.  Since material polarization is due to the separation 
of charge caused by the presence of external electric fields (which in this study is 
introduced by the current injection), this charge separation can be mitigated, or even 
eliminated, if the direction of the ionic structure reorientation is reversed.  Hence, by 
using an alternating current (AC) in lieu of a DC current, the material polarization effects 
can be nearly eliminated.   
 
In order to investigate the ability of AC to stabilize the resistivity measurement (eliminate 
the polarization effect) three of the M-45 ECC specimens from the DC 4-point resistivity 
tests are subjected to different AC frequencies with resistivity measured for 300 seconds.  
Cast specimens are tested 14 days after casting.  The magnitude of the AC current 
amplitude is configured to be 50 μA with the signal frequency varied from 10 Hz to 100 
kHz.  Plotted in Figure 3-10 is the measured resistivity of the three M-45 ECC specimens 
over 300 seconds.  Clearly, the resistivity measurement is itself fluctuating at the same 
oscillation as the AC signal.  Clearly, at lower frequencies the amplitude of variation is 
greater since the specimen has more time to polarize before polarity of the electrical 
signal is reversed.  As frequency increases, the amplitude reduces suggesting a lower 
error in the resistivity measurement.  Important to note, the higher AC frequencies (f>1 
kHz) have amplitudes reducing asymptotically to mean measured resistivity.  If the 
amplitude of the resistivity measurement is considered an “error” inherent to the 
technique, it is clear that the error is reduced as higher AC frequencies are adopted.  
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Figure 3-11 reveals a fairly linear relationship between percent error and AC frequency 
when plotted on a log-log scale. 
 
 
3.5 Piezoresistivity Monitoring of HPFRCC Structural Components 
 
The previous section characterized the electrical properties of ECC, a highly ductile 
HPFRCC material.  As previously reported, such materials are piezoresistive with their 
resistivity changing in relation to strain.  This thesis is the first to explore the 
piezoresistivity of ECC materials; the work sets a scientific foundation for the use of the 
material as a self-sensing material for structural health monitoring as will be presented in 
subsequent chapters. 
 
The piezoresistivity study is divided into 3 parts.  First, the 4-point probe DC resistivity 
method is employed to monitor ECC resistivity during monotonic tensile load.  
Specimens are pre-charged for 1 hour in order to reach the polarization saturation before 
the application of load.  The purpose of this set of tests is to illustrate the piezoresistive 
behavior of ECC materials under fully polarized conditions.  The second phase of the 
study employs the 4-point probe AC method to monitor the piezoresistivity of ECC under 
monotonic tensile load.  With the application of an AC current with a frequency greater 
than 1 kHz, material polarization will be nullified as illustrated in the previous section 
(3.4).  The last phase of the piezoresistivity study employs the 4-point probe AC 
resistivity measurement method to monitor ECC specimens under cyclic loading.  
Specimens are placed under tension and compression reversals with the change in 
material resistivity recorded.  
 
3.5.1 Experimental Methods 
To investigate the piezoresistive properties of the ECC material, ten plate elements are 
constructed from the M-45 variation of ECC for axial loading.  The dimensions of each 
plate are 30 x 7.5 x 1.25 cm3 as shown in Figure 3-12a.  Prior to axial loading, copper 
tape is wrapped around the specimen at the four locations shown in Figure 3-12a.  These 
 76
four copper tape pieces will serve as the current and voltage electrodes for the 4 probe 
resistivity measurement.  The Keithley 6221 current supply is used while voltage is 
measured using Agilent 34401A digital multimeter.  When ready for testing, the 
specimens are clamped in a MTS load frame for application of uniaxial loading (3-12b).  
All specimens are loaded with very low loading rates ranging from 0.013 to 0.064 
mm/second.  The stroke of the load frame is recorded so that strain measurements can be 
made since access. 
 
Before experimentation using the plates begins, validation tests are performed to compare 
the strains obtained from the load frame stroke, OptoTrak optical measurement system, 
and metal foil strain gages.  Figure 3.13a shows the instrumentation sketch of the strain 
validation test.  As seen in Figures 3-13b, 3-13c and 3-13d, there exists a certain 
discrepancy between the three strain measurements.  Strains measured by the OptoTrak 
system and by the strain gages in strong agreement with each other through all of the 
regions (Region 1 to 5); however, the strain obtained by the frame stroke differs from the 
strain gages and OptoTrak system.  For strain level below 0.1%, the difference between 
the three strain measurements is quite small.  However, after 0.1%, there seems to be a 
major difference in the frame-derived strain and that measured by the OptoTrak and 
strain gage systems.  At around 0.2%, this change stabilized.  The behavior of the 
comparison between 0.1% and 0.2% is mainly due to the slipping of the clamp ends of 
the MTS load frame, which would lead to a larger measurement of the load frame stroke.  
Therefore, the strain calculated from the stroke of the load frame is not a very accurate 
measure for strain.  However, stroke strain will be used in this study for all the tested 
ECC specimens due to instrumentation congestion.   
 
3.5.2 DC Monotonic Loading Test 
Although material polarization is common to DC-based 4-point probing, the approach 
can still be used if the element is “pre-charged”.  In other worlds, if prior to loading the 4-
point probe method is initiated but given sufficient time to achieve a steady-state, then 
the material is considered pre-charged.  Only after pre-charging can the piezoresistive 
tests be done.  In this study, three ECC specimens (after 14 days curing) are pre-charged 
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ahead of the application of mechanical loading so as to fully polarize the material.  The 
three specimens will be denoted as Specimen DC-1, DC-2 and DC-3.  Based on the 
results of section 3.4.1, an ECC specimen at the 14 day hydration level would reach the 
polarization plateau after 10 minutes using a DC current of 500 nA.  As a result, all three 
specimens are subjected to 1 hour of a 500 nA DC current, so as to guarantee that no 
additional polarization effect would exist during mechanical loading.  For the following 
two phase of the piezoresistivity characterization tests (namely, the AC piezoresistive 
tests), the experimental set up is kept the same as the one used here. 
 
Figure 3-14a shows the polarization and piezoresistivity results for ECC specimen DC-1.  
As seen, resistivity experiences tremendous change during the first few hundred seconds 
and reaches a plateau after about 2000 seconds.  Once the tensile loading is initiated at t = 
3600 sec, the electrical resistivity responds immediately to the tensile load.  Since 
polarization has been saturated before mechanical loading, any increase in the resistivity 
is now considered as strain-induced (i.e. the piezoresistive effect).  Figure 4-14b replots 
the piezoresistivity response for t=3600 to 7200 seconds which corresponds to the time of 
axial loading.  Although the electrical resistivity increases as the specimen is axially 
strained, it is obvious that the relationship between electrical resistivity and mechanical 
strain is not fully linear.  The primary reason for this difference is due to the occurrence 
and location of cracks.   
 
First, consider the plate element loaded only in its elastic regime as shown in Figure 3-
14c (t=3600 to 4500).  Clearly, the change in bulk resistivity is perfectly linear.  This is 
because the plate element has not yet cracked.  However, after the strain hardening 
regime has begun, the resistivity increase is no longer linear due to cracking.  When 
cracks occur in between the two inner electrodes, these cracks effectively contribute to 
the growth of the material resistivity in the sense that the crack is blocking current flow to 
some extent.  What is an interesting characteristic of the resistivity time history plot is 
that it is piecewise linear.  Distinct regions where the resistivity-strain plot is linear are 
denoted in Figure 3-15b by dots A through H.  Each linear segment is due to a given 
crack state.     
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Figure 3-15 to 3-17 show the piecewise piezoresistive behavior of specimens DC-1, DC-
2 and DC-3, respectively.  The associated gage factors (the percent change in resistivity 
divided by strain) for each segment of the piecewise linear resistivity-strain curve are also 
summarized in Table 3-2.  As can be observed, the gage factors of M-45 ECC when using 
4-point DC probing are generally lower during the elastic regime (A-B).  The gage 
factors for all three specimens in the elastic range are consistent at about 6; this elastic 
gage factor is about half the value of the ones encountered in the strain-hardening range.  
It should be noted that these gage factors are well above those associated with traditional 
metal foil strain gages which typically have gage factors of 2 to 3 (Perry and Lissner, 
1962).   
 
Figure 3-17c through 3-17h shows the cracking pattern of specimen DC-3 at loading 
point B through G, respectively.  By observing Figure 3-17c, it is evident that prior to the 
first cracking, changes of resistivity are mainly due to the elastic deformation of the 
HPFRCC specimen.  During the strain-hardening stage, resistivity changes are caused by 
the development of new micro-cracks as well as the opening of existing cracks along the 
HPFRCC specimen.  Once damage localization occurs (at point F), resistivity changes are 
then induced by the growth (i.e. widening) of the localized crack.  The dependency of the 
gage factor on damage state could be potentially used to crudely estimate component 
health based on electrical resistivity measurement if strain is known. 
 
3.5.3 AC Monotonic Loading Test 
It has been shown that employing high frequency AC current would effectively mitigate 
and potentially eliminate polarization effects.  Based on the results in Section 3.4.1, when 
the AC frequency exceeds 1 kHz, polarization resistivity would be nullified.  In this 
phase of the study, 4-point probe AC methods are used to measure the resistivity changes 
resulting from strain as ECC specimens are subjected to monotonic tensile loading.  
Again, three M-45 ECC specimens that are cured for 14 days are used.  The 
aforementioned Keithley 6221 current generator is set-up to output an AC current with 
the frequency and magnitude configured to be 5 kHz and 50μA, respectively.  The tensile 
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strain rate is still kept slow (0.013 to 0.064 mm/second) so as to allow insightful 
observation of the material piezoresistivity during loading.  The three specimens are 
labeled as specimen AC-1, AC-2 and AC-3. 
 
Figure 3-18a and Table 3-3 show the piezoresistivity results of Specimen AC-1.  Again, 
resistivity-strain linearity does not hold over the entire loading process due to cracking.  
By observing the associated cracking patterns at each loading point (Figure 3-18b 
through 3-18i), it can be concluded that one of the reasons leading to the fluctuation of 
estimated gage factors is the location of cracks.  The resistivity varies in a piecewise 
linear fashion as the crack state of the material changes due to load.  Gage factors for 
each segment vary significantly from 13 to 96 in the strain hardening stage.  If micro-
cracks are generated within the region between inner and outer electrode pairs, larger 
gage factors are obtained.  In particular, in segments B-C, D-E, F-G and G-H most new 
micro-cracks are generated within the region delineated between the electrode pairs 
resulting in gage factors well above 70.  The averaged gage factor is roughly 16 in the 
elastic stage and 60 in the strain hardening stage.  Both are much higher than the gage 
factors obtained from the DC probe measurement taken in Section 3.5.2.  The higher 
sensitivity encountered when employing AC current rather than DC current, may be due 
to the reactance of cementitious materials.  Reactance, X, which is the imaginary part of 
the complex impedance and appears only when AC is applied: 
 
iXRZ +=  (3.6)
 
where Z is the complex impedance, R is resistance and X is reactance.  Under DC 
measurement, the impedance, Z, is equal to resistance, R.  Researchers have argued that 
reactance is more sensitive to the mechanical strain for certain types of cementitious 
materials (Fu et al., 1997).  However, more work well beyond the scope of this study is 
needed to justify this statement.  Figure 3-19 summarize the piezoresistivity results of the 
ECC specimens (specimens AC-1, AC-2, AC-3) and Table 3-4 shows the averaged gage 
factors.  Compared to the gage factors obtained in section 3.5.2, 4-point probe AC 
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measurements give the best sensitivity (highest gage factors) than any other probe 
technique. 
 
3.5.4 AC Cyclic Loading Test 
In the previous two sets of tests, all of the ECC specimens are loaded monotonically.  
While linear strain-resistivity behaviors of the fiber reinforced cementitious material can 
be observed, the tests do not reveal if the behavior is reversible during cyclic loading.  
Reversibility of the piezoresistive phenomena is important if the strain measurement of 
ECC elements loaded by earthquakes or other cyclic loading scenarios is sought.  To 
observe the change in resistivity under reversed cyclic loading, a set of uniaxial tests are 
carried out on ECC plates with both tension and compression cyclically applied.  These 
plates are constructed using the same bath of ECC previously used in the monotonic test.  
However, the specimens tested cyclically have been cured for 28 days in 100% RH.  
Changes in resistivity during loading will be observed by 4-point AC probing.  All AC 
details remain the same as for the monotonic tensile tests (Section 3.5.3).  The cyclic 
loading history to be applied to the plate specimens is shown in Figure 3-20; specimens 
are referred to as specimen AC-C1, AC-C2, and AC-C3. 
 
Figure 3-21 to 3-23 document the experimental results of the three cyclically loaded ECC 
specimens.  The material piezoresistive sensitivity shows different magnitudes when in 
the elastic (the first two-half cycles) and strain hardening (the later cycles) stages.  The 
elastic tensile gage factor is determined to be about 30.  This is higher than the elastic 
gage factor determined during the AC monotonic tests.  Therefore, it can be concluded 
that the amount of hydration has a strong influence on the elastic gage factor.  Changes of 
the material resistivity also experience a slope jump when strain hardening is initiated, 
which coincide with the observations made during the previous monotonic tests.  This 
observation is opposite to that made in the elastic regime.  It is believed that since 
cracking has greater control over the tensile gage factor during strain hardening, the 
hydration level has little effect resulting in gage factors (~60) consistent with those 
obtained during the monotonic test.  Moreover, material resistivity under compressive 
loading does not seem to vary as significantly as under tensile loading.  This leads to a 
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much lower gage factor when ECC specimens are in compression than in tension, as 
shown in Table 3-5.  One can also observe that as the loading reversals proceed, material 
resistivity does not entirely recover to the original value.  Table 3-6 compares all the 
piezoresistivity results presented.  
 
 
3.6 Piezoresistivity Test on Large-Scale Bridge Pier Specimen 
 
In order to illustrate the possibility of using the electromechanical methods studied in this 
chapter to monitor the behavior of large-scale HPFRCC structural elements, the bridge 
pier tested in Chapter 2 is instrumented with electrical probes.  Figure 3-24a illustrates 
the instrumentation of LVDTs along with copper electrodes at column base.  The four 
copper electrodes will be used to make 4-point DC resistance measurement of the base 
region of the pier.  The presence of the LVDTs (oriented to measure longitudinal 
deformation) in this region will permit resistance measurements to be compared to the 
average strain.  It should be mentioned that in this case the measured resistances are not 
converted into resistivity since the probes are not surrounding a volume of the HPFRCC 
material.  Rather, electrodes are mounted only on a limited portion of the bridge pier 
perimeter surface; hence, resistivity/conductivity calculation using Equation 3.2 is not 
valid.  This is done to avoid mounting electrodes along the entire column perimeter.  
Regardless, the resistance measurements can still be used to observe the piezoresistive 
behavior of the HPFRCC bridge pier.  Figure 3-24b shows the relationship between the 
LVDT readings and the measured resistances when the bridge pier is cyclically loaded 
for the first few cycles of the load schedule detailed in Figure 2-21a.  As observed in this 
figure, there exists a strong correlation (roughly linear) between longitudinal deformation 
and electrical resistance in both the positive and negative directions.  It should be 
mentioned that below the surface of the HPFRCC material is a dense network of steel 
reinforcement (longitudinal and transverse).  As witnessed by the results presented in 
Figure 3-26(b), the presence of steel below the HPFRCC cover does not seem to strongly 
interfere with the piezoresistive behavior of the bridge pier.  This result positively 
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indicates that this electromechanical sensing method can be broadened for field 
application in more general types of cement-based structural elements. 
 
 
3.7 Conclusions and Summary 
 
This chapter has successfully illustrated the self-sensing ability of cementitious materials 
using their electromechancial properties.  The promising results suggest that this 
approach could serve as a novel sensing technique for quantifying the strain, cracking and 
damage state of HPFRCC structural elements.  In particular, ECC materials are employed 
in this study to showcase their piezoresistive behaviors under static and cyclic loadings.  
Traditional 2-point and 4-point probing methods are introduced in this chapter and their 
differences are analyzed.  Influences of using DC and AC as the excitation source are 
also investigated.  Electrochemical effects present at electrode-cement interfaces are also 
identified.  Based on the electrical measurement results presented in this chapter, the 
following conclusions can be made:  
• Electrical measurement errors exist in both the electrode-cement interfaces 
(contact impedance) and cement interior (material polarization).  Contact 
impedance, which is primarily caused by the electrochemical reactions occurring 
at the electrode-cement interface when currents are injected, would result in a 
resistivity measurement several magnitudes larger than the bulk resistivity of ECC 
materials.  This effect can be easily resolved by employing 4-point instead of 2-
point probing methods.   
• Material polarization, which is caused by the separation of ion concentrations due 
to the presence of electric fields, grows with time but would eventually reach a 
saturation state over time.  The polarization characteristics (rate, amplitude, etc.) 
of M-45 ECC materials are calibrated in this study for monitoring the hydration 
level as well as estimating the unpolarized bulk resistivity.  Similarly, material 
polarization can be eliminated by simply using high frequency AC currents.  The 
measuring errors can be controlled down to 0.01% if AC currents of more than 1k 
Hz are applied. 
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• In this chapter, strain, cracking and damage states of HPFRCC materials are 
evaluated by observing the changes in measured resistivity when loaded.  For 
ECC M-45 materials, resistivity experiences significant changes (different gage 
factors) in the strain hardening stage (multiple micro-cracking) than during elastic 
deformation (prior to first cracking).  In particular, changes in resistivity are 
primarily caused by the degree of cracking.  As a result, this approach can be used 
to offer a rough and quick assessment of the strain and cracking state of HPFRCC 
structural elements in the field. 
• When using electrical measurements to monitor the strain, cracking and damage 
of cement-based materials, 4-point probing methods using high frequency AC 
currents are preferred.  The results in this study show that the impact of contact 
impedance and material polarization are minimized leading, to more consistent 
resistivity measurements.  In addition, elimination of the contact impedance also 
offers larger gage factors.   
• Experimental results on a large-scale HPFRCC bridge pier also suggest that the 
electrical measurement can be adopted for more general types of cement-based 
structural elements such as those with steel reinforcement and aggregates present.  
However, more specific study in this area is needed.  
 
This chapter conclusively illustrates the self-sensing ability of HPFRCC materials.  The 
strain is monitored during the elastic response regime by the resistivity measurements.  
Damages can also be interpreted during strain hardening by the changing of gage factors.  
However, these resistivity measurements do not provide information on crack locations 
and distributions.  Accurate identification of these cracking details is needed for 
cementitious structural elements so as to correctly estimate their service conditions and to 
expedite repair work when required.  Based on this consideration, a two-dimensional 
spatial sensing technique using electrical impedance tomography (EIT) will be introduced 
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Figure 3-1: Electrical current passing through three ECC states: 1) post-fiber pullout, 2) 





























Figure 3-3: Wenner technique: a four-point probe conductivity measurement based upon 


























Figure 3-4: Electrical impedance spectroscopy: (a) experimental set-up; (b) typical 
impedance plot on the complex plane (adapted from Han, et al. (2005)); and (c) 







































Figure 3-5: Polarization effects evident from DC-based 2-point probe and 4-point probe 



















Figure 3-6: Electrode instrumentation for the 2-point probe (a) and 4-point probe (b) 




















































































Figure 3-7: The first 600 seconds resistivity measurement of six 1-day old specimens by 


































































































































































Figure 3-8: Resistivity measurement of ten M-45 ECC specimens by 4-point probing.  
Measurement repeated six times over the 35 day hydration period. 
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Figure 3-9: (a) Resistivity calibration curves of the ECC M-45 material for  
different hydration levels (b) The initial and steady state resistivities 
















































































































Figure 3-10: Resistivity measurement of three ECC M-45 specimens over 300 seconds 
with each specimen experiencing AC frequency from 10 Hz to 100 kHz. 
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Figure 3-11: Comparison of the measured resistivity error versus the applied AC 





















Figure 3-12: ECC plate element for piezoresistivity quantification: (a) plate dimensions; 































































































Figure 3-13: (a) Instrumentation for comparison of strain measurements; (b) comparison of 
the three strain measurements at region 1 (load frame stroke, OptoTrak and 























































































































































Figure 3-14: Piezoresistivity test results of ECC specimen DC-1 under monotonic 
loading: (a) full time horizon; (b) for t = 3600 to 7200 seconds;  
(c) for t = 3600 to 4500 seconds. 
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Figure 3-15: Piezoresistivity result of ECC M-45 specimen DC-1 measured by the DC 4-
point probe method during monotonic loading: (a) stress-strain curve;  
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Figure 3-16: Piezoresistivity result of ECC M-45 specimen DC-2 measured by the DC 4-
point probe method during monotonic loading: (a) stress-strain curve;  



















































B    
(c) (d) (e) (f) (g) (h) (i) 
Figure 3-17: Piezoresistivity result of ECC M-45 specimen DC-3 measured by the DC 4-
point probe method during monotonic loading: (a) stress-strain curve;  
(b) resistivity-strain curve; (c) to (h): cracking patterns at loading point B through G, 




















































     
(b) (c) (d) (e) (f) 
    
 
(g) (h) (i) (j)  
Figure 3-18: (a) Piezoresistivity result of ECC M-45 specimen AC-1 under 4-point probe 
AC monotonic loading; (b) to (i): cracking patterns at loading point B through I, 
respectively; (j) photo of the specimen after crack localization. 
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Figure 3-19: Piezoresistivity results for 3 M-45 ECC specimens with resistivity measured 





















































       






















































Figure 3-21: Cyclically loaded Specimen AC-1C: (a) stress-strain plot; (b) strain and 
resistivity time histories; (c) resistivity-strain plot. 
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Figure 3-22: Cyclically loaded Specimen AC-2C: (a) stress-strain plot; (b) strain and 
resistivity time histories; (c) resistivity-strain plot. 
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Figure 3-23: Cyclically loaded Specimen AC-3C: (a) stress-strain plot; (b) strain and 


























Figure 3-24: (a) Instrumentation of LVDTs and copper electrodes at bridge pier base; 








Table 3-1: Parameters of Equation 3.5 for different hydration levels 
Hydration Level (days) 1 7 14 21 28 35 
ρ0 (kOhm-cm) 155 393 524 587 628 652 
a1 60 135 205 235 320 330 
a2 125 110 115 205 270 325 
a3 0.35 0.65 0.85 0.80 0.45 0.55 
 
 
Table 3-2: Gage factors of M-45 ECC based on 4-point DC probe measurement 
 Linear Segments 
Specimen A-B B-C C-D D-E E-F F-G G-H 
DC-1 6.32 8.78 15.27 12.06 10.83 16.14 9.64 
DC-2 6.55 9.53 13.39 11.64 8.32 12.58 N/A 
DC-3 5.56 7.77 11.39 13.64 15.32 22.58 N/A 
 
 
Table 3-3: Gage factors of M-45 ECC based on 4-point AC probe measurement of 
specimen AC-1 
 Linear Segments 
 A-B B-C C-D D-E E-F F-G G-H H-I 












Table 3-4: Average gage factors of M-45 ECC for 4-point AC probing  
under monotonic loading 
 Specimen 
 AC-1 AC-2 AC-3 Avg. 
Gage Factor (Elastic) 16.16 15.33 16.32 15.94 
Gage Factor (Strain Hardening) 59.52 64.28 61.91 61.93 
 
 
Table 3-5: Average gage factors of M-45 ECC for 4-point probe AC probing  
under cyclic loading 
 Specimen 
 AC-1C AC-2C AC-3C Avg. 
Gage Factor (Elastic-Tension) 32.57 34.06 30.58 32.40 
Gage Factor (Strain Hardening) 65.62 68.45 62.73 65.61 
Gage Factor (Elastic-Compression) 6.31 5.65 5.17 5.71 
 
 








Elastic-Tension 6.14 15.94 32.40 
Strain Hardening 13.36 61.93 65.61 















The two- and four-point probe methods presented in Chapter 3 suffer from inherent 
limitations when used to characterize the electrical properties of cementitious materials.  
Specifically, they do not provide a measurement of material conductivity at a given point.  
Rather, they measure the average conductivity between the electrodes.  Therefore, if the 
electrodes are spaced too far apart, inhomogeneities that may exist between the electrodes 
are not directly observed since their influence on the conductivity measurement is 
averaged out.   
 
In theory, the electro-mechanical properties of cementitious materials can be used to 
sense the strain response of a structure everywhere the material is.  For example, should a 
mapping of conductivity over the area of a cement element be sought, the Wenner 
technique can be employed.  Numerous vendors sell hand-held equipment to make four-
point probe conductivity measurements based on the Wenner technique (Bungey et al., 
2006).  However, repeated measurement across a structural element can be both labor-
intensive and time-consuming.  An autonomous means of measuring the spatial 
distribution of FRCC conductivity is sought.  Since FRCC materials are piezoresistive, as 
was illustrated in Chapter 3, conductivity maps could be used to measure two-
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dimensional strain fields within an FRCC structural element.  Furthermore, cracks are 
physical inhomogeneities that block the flow of electricity.  Cracks would therefore 
appear as regions of near zero conductivity within the conductivity maps.  Electrical 
impedance tomography (EIT) is proposed for mapping the spatial distribution of 
conductivity over structural surfaces.  EIT has been widely adopted for anomaly 
detection in geophysical exploration (Zhdanov and Keller, 1994), biomedical imaging 
(Webster, 1990; Holder, 2005) as well as in other fields. 
 
EIT is a more sophisticated approach to measuring material conductivity than that of the 
two- and four-point probe methods.  Unlike the probe methods, EIT is a combination of 
both electrical probing followed by the use of analytical models describing the flow of 
electricity in the test specimen.  Therefore, conductivity mapping by EIT can be broken 
down into three major parts.  First, the specimen under study is stimulated by a regulated 
alternating current (AC) while electrical voltages are measured along the specimen 
boundary.  Second, an analytical model that predicts the boundary voltages to the same 
AC stimulation is formulated; this model if often referred to as the forward problem since 
the distribution of conductivity is assumed known at the problem outset.  However, the 
conductivity distribution is unknown a priori; hence, the inverse problem is solved by 
varying the assumed conductivity distribution of the forward problem until convergence 
between experimental and model boundary voltages is achieved.  Figure 4-1 summarizes 
the EIT approach to conductivity determination. 
 
In this chapter, EIT is proposed for sensing FRCC structural elements.  Before describing 
the specific application of the method to FRCC structures, the chapter will summarize the 
EIT framework.  First, the analytical problem describing electrical flow in conductive and 
semi-conductive bodies is presented.  Second, the finite element formulation of the 
forward problem is introduced to offer a numerical approach to solving the forward 
problem.  Third, the inverse problem of determining FRCC conductivity using electrical 
measurements made on the element boundary is described.  Finally, some limitations of 




4.2 Mathematical Formulation of the Forward Problem 
 
In this section, we begin by first presenting the analytical model that describes the 
relationship between electrical current and potential.  Essentially, we will describe how 
electrical potential develops along the boundary of a test specimen in response to a 
known applied current and specimen conductivity distribution.  Since conductivity is 
assumed known, this problem formulation is termed the “forward problem”.  Excellent 
reviews of the forward problem formulation for electrical conduction problems are 
numerous in the literature.  This section serves as a brief review of the forward problem; 
however, the reader is referred to more extensive summaries offered by Vauhkonen 
(1997), Borcea (2002), and Holder (2005). 
 
4.2.1 Derivation of the Laplace Equation 
Electrical impedance tomography (EIT) finds its origins in the field of electro-magnetic 
(EM) theory.  Maxwell equations (which consist of four equations) describe the inter-
relationship between electrical and magnetic phenomenon and hence serve as the 
cornerstone of the EM field.  Two of the four equations are used to describe the flow of 
electrical currents in a conductive body, Ω.  First, Faraday’s Law of Induction describes 
how an electrical current is induced in a conductive medium due to changes of magnetic 












∫ ⋅= A Adm BΦ  (4.2)
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ε is the induced electromotive force (emf) and Φm is the magnetic flux in a prescribe area 
A over which a magnetic field B is present (see Figure 4-2).  Similarly, the emf is 
associated with an electric field E acting over the same area A such that: 
 
∫ =⋅ εSdE  (4.3)
 








d BE  (4.4)
 
By Stokes Theorem: 
 









The second of Maxwell’s equations is Ampère’s Law which relates the magnetic field, B, 
to electric current: 
 
( )d0 IId +=⋅∫ μSB  (4.7)
 
Where I is current, Id is “displacement” current due to a magnetic field, and μ0 is the 
permeability of free space.  Current over area A is defined as: 
 
∫ ⋅= A AdI J  (4.8)
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with J defined as current density.  Current density is directly related to electric field 
through Ohm’s law, J = σ E.  Here, σ, is the conductivity of the material.  The 
displacement current, Id, is associated with the electric field, E, through the permittivity 









where Φe is the electric field flux: 
 
∫ ⋅= A Ade EΦ  (4.10)
 








dd 000 EJSB εμμ  (4.11)
 
By Stokes Theorem: 
 












EJB εμ  (4.12)
 
The magnetic field can be normalized by the permeability of free space to yield the 
magnetic field strength H = B/μ0.  In a similar fashion, the electric field multiplied by the 
permittivity of free space is termed the electric displacement D = ε0 E for non-dispersive, 








Consider the case of when an alternating current (AC) is present in the conductive 
medium.  If the AC signal is characterized by the harmonic frequency, ω, then the 
electric and magnetic field strength vectors can be written as: 
 
( ) ( )( )tiet ωωEE Re=  (4.14)
 
( ) ( )( )tiet ωωHH Re=  (4.15)
 
The time varying electric and magnetic field strength functions (Equation 4.14 and 4.15, 
respectively) can be substituted into Equation 4.6 (Faraday’s Law) and Equation 4.13 
(Ampère’s Law) to yield: 
 
( ) ( )ωωμω HE i−=×∇  (4.16)
 
( ) ( ) JEH +=×∇ ωωεω i  (4.17)
 
The current density, J, of Equation 4.17 can consist two parts.  First, the flow of current 
in the conductive medium is one part (Jc = σE); however, if at a point of interest, an 
external current source is applied, Js, : 
 
EJJ s σ+=  (4.18)
 
Thus, reconsidering Equation 4.16 and 4.17, the following equations are derived: 
 
( ) ( )ωωμω HE i−=×∇  (4.19)
 
( ) ( ) ( ) sJEH ++=×∇ ωωεσω i  (4.20)
 
In order to simplify the derivation, EIT is assumed to be operated under low frequency or 
static electric fields.  For that case, the terms ωε and ωμ can be neglected.  Therefore, the 
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capacitive effect in Equation 4.20 can be neglected (Baker, 1989; Barber and Brown, 
1984): 
 
( ) 0≈ωωεE  (4.21)
 
Equation 4.19 and 4.20 can now be rewritten as: 
 
( ) 0=×∇ ωE  (4.22)
 
( ) ( ) sJEH +=×∇ ωσω  (4.23)
 








E ωφ  (4.24)
 
The magnetic field, B, is equal to the curl of the magnetic vector potential, Am: 
 
mAB ×∇=  (4.25)
 
In Equation 4.24, the rate of change in the magnetic vector potential as a function of time 
reflects the contribution of magnetic induction to the electric field.  However, the effect 









ωεωμσ cL  (4.26)
 
where Lc is a characteristic length over which the electric field has a significant variation.  
Hence, the electric field is typically considered related only to the electric potential: 
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( )ωφ−∇=E  (4.27)
 
Considering this fact, Equation 4.23 can now be rewritten as: 
 
( ) ( ) sJH +∇=×∇ ww φσ  (4.28)
 
The curl of the magnetic field strength is divergence free.  Hence, 
 
( ) 0=×∇⋅∇ H  (4.29)
 
Furthermore, it is assumed in the EIT formulation that current is applied only on the 
boundary of the conductive body.  Therefore, within the body itself, Js = 0.  Combining 
this fact with Equation 4.29, the Laplace Equation describing the electrical behavior of a 
conductive body is derived: 
 
( ) 0=∇⋅∇ φσ  (4.30)
 
The Laplace Equation serves as the cornerstone of the forward problem.  In other words, 
given a spatial description of conductivity, σ, the electrical potential, φ, at any point can 
be determined for a given applied current.  Next, the behavior of the body on its boundary 
is further explored. 
 
4.2.2 Electrode Boundary 
The Laplace Equation (Equation 4.30) is used to describe the flow of electricity within 
the body, Ω.  In electrical impedance tomography, electrical sources are applied to the 
boundary of the body, ∂Ω.  Let us consider in more detail the behavior of the body at its 
boundary.  First, let us consider Figure 4-3a.  Here, an electrical current, I, is applied on 
the body boundary.  The point of application of the current is highlighted in Figure 4-3b.  
Over the volume, V, enclosing the section of the boundary where the current is applied, 
we can consider the divergence of the source current (Vauhkonen, 1997):  
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∫∫ ⋅∇−=⋅∇ VV VV dd EJ s σ  (4.31)
 
By Green’s theorem, the divergence over the volume can be converted to the projection 
of the vector field on the normal vector, n: 
 
∫∫ ⋅=⋅∇ SV SV dd nJJ ss  (4.32)
 




∫∫ ⋅−=⋅ SS dSdS nEnJ s σ  (4.34)
 
While Equation 4.34 performs the integral over the surface of the enclosed volume, V, 
the current is on the outside portion of the volume and the electric field is present on the 
inside portion.  As the volume is shrunk to an infinitesimally small volume, (V→0), 
Equation 4.34 becomes: 
 
INSIDEOUTSIDEn nEJ s ⋅=⋅− σ  (4.35)
 
If I is the normal component of the source current density, Js, then: 
 
nE ⋅=− σI  (4.36)
 
More compactly, since E = -∇φ, then: 
 
n⋅∇= φσI  (4.37)
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In effect, Equation 4.37 describes the relationship between the electric potential at the 
body that develops due to the externally applied current, I. 
 
Additional boundary conditions must be stated for the body.  The first boundary 
condition establishes the electric potential, v, on the body boundary (Borcea, 2002): 
 
( ) ( ) Ωfor ∂∈= xxx vφ  (4.38)
 
This condition is termed the Dirichlet Boundary Condition.  The second boundary 
condition established a conservation of current along the boundary: 
 
∫∂ =Ω S 0Id  (4.39)
 
Termed the Neumann Boundary Condition, this condition states that whatever current 
goes into the body must come out. 
 
The application of current on the body boundary can be modeled as either a continuous 
function or discretely.  The model describing the boundary current as a continuous 
function is termed the continuum model.  In effect, this model does not localized current 
to electrodes as the other models will do.  The continuum model employs Equation 4.30, 
4.38 and 4.39.  While this model is easy to implement, it does ignore the complexities of 
electrodes, leading to severe discrepancies between experimental and analytical boundary 
data (Cheng et al., 1988).  In additional to ignoring electrode effects, another difficulty is 
the infeasibility of providing a continuous current pattern along the body boundary in 
practice.   
 
An alternative approach to defining current continuously is to localize current to 
electrodes.  In this approach, the boundary is discretized into a set of electrodes upon 
which current can be applied and voltages measured.  First, the boundary of the medium 
is divided into a finite set of sections.  The Neumann Boundary Condition (Equation 4.39) 


























Here Īi is the total current applied to the ith electrode, ei.  Aei is the area of ith electrode 
while L is the total number of electrodes along the body boundary.  This model is termed 
the gap model.  Although this model resolves the need for the definition of a continuous 
pattern on ∂Ω, it still underestimates the conductivity of the body because it ignores 
shunting effects and contact impedance at the electrode-body interface (Vauhkonen, 
1997). 
 
To resolve the influence of shunting at the electrode-body boundary, the following 
boundary is considered: 
 
L,2,1i,ev ii …== onφ  (4.41)
 
Where vi is the measured voltage on the ith electrode.  This equation reflects the fact that 
the electric potential on a highly conductive electrode should be constant.  Hence, 
Equation 4.30, 4.40 and 4.41 together are the so called shunt model.  This model, 
however, has a tendency to overestimate the medium conductivity because again, contact 
impedance at the body-electrode interface is not considered (Somersalo et al., 1992). 
 
Contact impedance is an electrical impedance introduced at the interface between an 
electrode and the conductive body (for example, its impact on measurements of ECC 
conductivity was encountered in Chapter 3).  Specifically, it is an electrochemical 
reaction that occurs when electricity is applied at the interface (Hansson and Hansson, 
1983).  The electric potential associated with the contact impedance, zi, at the ith electrode 
can be written as: 
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n⋅∇= φσφ iCI z  (4.42)
 
Hence, Equation 4.41 is rewritten as: 
 
L,2,1i,evz iii …==⋅∇+ onnφσφ  (4.43)
 
Furthermore, the total applied current of Equation 4.40 is rewritten in the form: 
 






Finally, in locations where we do not have an electrode, the following condition holds:  
 
0=⋅∇ nφσ  (4.45)
 
When Equation 4.43, 4.44, and 4.45 are combined with the Laplace Equation (Equation 
4.30), the complete electrode model is derived (Vauhkonen, 1997).  To ensure the 
existence and uniqueness of a solution to the complete electrode model, two additional 




















The Complete Electrode Model, when properly tuned (i.e. selection of zi), provides a 
model with excellent agreement with experimental boundary measurements.  The EIT 
formulation based on each of the four models (continuum, gap, shunt and complete 
electrode) will offer different conductivities, with the complete electrode closest in 
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agreement with experimental data.  For example, Figure 4-4 offers a direct comparison 
between the Continuum, Gap, Shunt and Complete Electrode Models (Somersalo et al., 
1992). 
4.3 Finite Element Formulation of the Forward Problem 
 
Generally, solving Equation 4.30 analytically is feasible only in the case of bodies 
defined by a homogeneous medium and those with symmetric geometries such as circular 
bodies (Pidcock et al., 1995a; Pidcock et al., 1995b).  In cases where the body geometry 
is irregular and the body medium is conductively inhomogeneous, an analytical solution 
of the Laplace Equation is generally not plausible.  As a result, numerical approaches 
must be employed to accurately solve Equation 4.30 in the forward problem formulation.  
There are several numerical approaches widely available that can be used, including the 
finite difference method (FDM), boundary element method (BEM) and finite element 
method (FEM).  In this study, the finite element method is elected to numerically solve 
the Laplace Equation in the forward problem formulation.   
 
FEM has proven to be a very powerful approach to obtaining a numerical solution to the 
Laplace partial differential equation when the medium is inhomogeneous and the body 
geometry is fairly irregular (Murai and Kagawa, 1985; Yorkey et al., 1987; Jarvenpaa, 
1996; Paulson et al., 1992; Woo et al., 1994).  In this section, the FEM formulation of the 
Laplace Equation using the complete electrode model is presented.  After the FEM 
solution is introduced, simple examples will be used to illustrate the power of the 
approach for modeling electrical phenomenon in conductive bodies. 
 
The finite element method starts by discretizing the body Ω into a discrete set of finite 
elements.  The electric potential at the vertices of the elements will be solved for, φ, with 
a total of N vertices defined over the entire body.  With potential at the vertices defined, 
the electric potential everywhere else as defined by the location vector x is based on 
interpolation using a set of basis function, wi:  
 
 121





iiFEM w xx φφ  (4.48)
 
The basis function wi has a value of 1 on the vertex i but 0 at all the others.  Any 
admissible basis function can be selected but generally polynomial functions are used 
because of their simplicity and accuracy. 
 
Since wi is not differentiable due to the cusp at the nodes, Equation 4.48 can not satisfy 
the partial differential Laplace Equation (Equation 4.30).  Therefore, the weak 
formulation of Equation 4.30 is derived using variational methods.  Multiplying Equation 
4.30 by an arbitrary function, q, and integrating over the entire volume of the body leads 
to: 
 
( )( ) ΩinV
V
0dq =∇⋅∇∫ φσ  (4.49)
 
Based on Green’s Theorem, the first of Green’s three identities can be derived.  
Specifically: 
 
( ) ( ) ( )( )φσφσφσ ∇⋅∇+∇⋅∇=∇⋅∇ qqq  (4.50)
 
Green’s first identity (Equation 4.50) can be rewritten to isolate the integrand of Equation 
4.49: 
 
( )( ) ( ) ( )φσφσφσ ∇⋅∇−∇⋅∇=∇⋅∇ qqq  (4.51)
 
Therefore, Equation 4.49 can be rewritten as: 
 
( ) ( ) 0dqdq =∇⋅∇−∇⋅∇ ∫∫ VV VV φσφσ  (4.52)
 
From Green’s Theorem, the first term in Equation 4.52 can be rewritten as: 
 122
 
( ) ∫∫ ⋅∇=∇⋅∇ S dqdq SVV nφσφσ  (4.53)
 
If Equation 4.53 is substituted into Equation 4.52, the following result is obtained: 
 
( ) ∫∫ ⋅∇∇=∇⋅∇ S dqdq SVV nφσφσ  (4.54)
 
Equation 4.54 is the weak formulation of the Laplace Equation. 
 
The Dirichlet Boundary Condition at the body boundary ∂Ω combined with the complete 
electrode model (Equation 4.43) is considered at the ith electrode: 
 
L,2,1i,evz iii …==⋅∇+ onnφσφ  (4.43)
 







…=−=⋅∇ onφφσ n  (4.55)
 
The right-hand side of the weak formulation of the Laplace Equation (Equation 4.54) is 
integrated over the boundary of the body.  Since the integral is zero when there are no 
electrodes, the integral can be defined along the boundary where electrodes are present.  
In doing so, the condition described in Equation 4.55 can be used to rewrite the weak 
formulation of the problem: 
 











1dq φφσ  (4.56)
 
Since the variable q is arbitrary, it is defined in a discrete manner similar to that used to 












In Equation 4.56, there exist gradients for q and φ on the left-hand side.  When 
considering the discrete formulation of φ and q, then their gradients are as follows: 
 














jj ww xxx φφφ  (4.58)
 














ii wqwqq xxx  (4.59)
 
The discrete formulations of φ and q and their gradients are included in Equation 4.56 to 







































An additional boundary condition to consider is the Neumann Boundary Condition 




















































I φSS  (4.62)
 
Generally, the contact impedance, zk, is assumed constant over the entire electrode.  Thus, 























































Equations 4.60 and 4.64 serve as the governing equations of the FEM model.  Let us 
define the following vectors: 
 
[ ] { } 1NTN21 ,, ×∈= RφφφΦ …  (4.65)
 
[ ] { } 1LTL21 v,v,vV ×∈= R…  (4.66)
 
[ ] { } 1LTL21 I,I,II ×∈= R…  (4.67)
 
If Equation 4.60 is written for all N nodes, then the following is found: 
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[ ][ ] [ ][ ] [ ][ ] 0=++ VAAA WZM ΦΦ  (4.68)
 
where [AM]∈RN×N, [AZ]∈RN×N, and [AW]∈RN×L and 
 

















1A S  (4.71)
 









pijM σ  (4.72)
 
where σp is the conductivity of the pth element, and there are P elements defined by the N 
nodes. 
 
Equation 4.64 can be written in matrix form as well: 
 
[ ] { } [ ]{ } { }IVAA DTW =+Φ  (4.73)
 

























































WZM 0Φ  (4.75)
 
The large matrix [A]: 
 















is generally sparse.   
 
To illustrate, the system matrix [A] for a single triangular element will be derived.  
Suppose a triangular element of a uniform conductivity σ is as shown in Figure 4-5 where 
the electrode is placed along side 1-2 with contact impedance z.  It is assumed that the 
length of side 1-2 and 2-3 are both a.  The 1st order linear basis functions (shape functions) 















































Shape functions of higher order can be found in Reddy (1993).  For example, Figure 4-7 
shows second order functions for a triangular element.  For simplicity, the 1st order shape 
functions will be used in the following example.  
 























































































































































aAA 11,DD  (4.83)
 
In this thesis, there are 12 kinds of system matrices corresponding to the 12 type of 
triangular elements implemented (as shown in Figure 4-8).  Their element system 
matrices are constructed following the similar rules to the ones used to formulate the 
matrices for the element of Figure 4-5. 
 
Once the individual element matrices are constructed, they are assembled into the global 
system matrix [A] by standard finite element practice (Reddy, 1993).  For example, 
suppose a rectangular body is meshed into 8 triangular elements, as shown in Figure 4-9.  
The process of assembling each local element system matrix into the global system 
matrix would yield the following: 
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Solving Equation 4.75 (of the form [A]{x}={b}) requires the inversion of [A] to solve for 
[V] and [Φ].  This is the linear approximation of the forward problem.  However, it 
should be mentioned that the system matrices, [A] are usually sparse and ill-posed.  
Therefore, solving Equation 4.75 may require certain mathematical tools such as LU 




4.4 Inverse Problem 
 
The purpose of the inverse problem, also known as image reconstruction, is to seek an 
appropriate conductivity distribution, σ, such that the mean square error between the 
predicted boundary voltages and the experimental values are minimized: 
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In this section, an iterative approach is introduced so as to minimize Equation 4.85.  Here, 
φ is defined as the electrical potential at the boundary based on the prior conductivity 
distribution, σ, and v is the experimentally measured boundary voltages.  In order to 
minimize the mean square error, f, we thus take the first derivative of Equation 4.85 with 
respect to σ and set it equal to zero:  
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Obviously, Equation 4.86 is nonlinear, often requiring methods such as Taylor series 
expansion to linearize it.  Suppose for an arbitrary set of conductivities, σk: 
 
( ) ( ) .t.o.hh"f'f'f kkk ++≈ σσ  (4.88)
 
where hk is the difference between σ and σk, (hk = σ – σk), and h.o.t. denotes “high order 
terms” in the Taylor series expansion.  Setting Equation 4.88 equal to zero and neglecting 
the high order terms would lead to an iterative expression of hk: 
 
( ) ( )kkk 'f"fh σσ 1−−=  (4.89)
 
This iterative approach is also known as Newton-Raphson method.  Here f” is known as 
the Hessian matrix and is defined as: 
 
( )[ ]vI"''"f mTT −+= φφφφ  (4.90)
 
where Im is an identity matrix with rank m. 
 
Since the second derivative of potential, φ”, is very difficult to calculate in practice and is 
generally quite small compared to φ’; in most cases it is usually neglected (Narenda and 
Mehra, 1974).  Therefore, the Hessian matrix, Equation 4.90, is further simplified as: 
 
''"f T φφ≈  (4.91)
 
Based on Equation 4.89, 4.90 and 4.91, an iterative expression of hk is now derived: 
 
( ) ( )[ ] ( ) ( )[ ]v''''h kkkTkk −−= − σφσφσφσφ 1  (4.92)
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Therefore, at the kth iteration, the conductivity distribution for the next step, σk+1, can then 
be calculated as:  
 
kkk h+=+ σσ 1  (4.93)
 
This iterative formulation for minimizing the objective function is well known as the 
modified Newton-Raphson method or Gauss-Newton method (Narenda and Mehra, 1974).  
Convergence of the Gauss-Newton method is dependent on the validity of the assumption 
made to derive Equation 4.91, and the step size of hk.  In general, the Gauss-Newton 
method is capable of offering excellent computational performance and the same 
convergence properties as the Newton-Raphson method (Narenda and Mehra, 1974). 
 
In most cases, the calculation of [φ’(σ)Tφ’(σ)]-1 in Equation 4.92 is ill-posed in the sense 
that the largest eigenvalue is 6 orders (or even more) of magnitude larger than that of the 
minimum eigenvalue.  This ill-posed condition constrains the accuracy of [φ’(σ)Tφ’(σ)]-1; 
hence, conductivity updating is generally done in very small steps.  Furthermore, if the 
initial conductivity distribution (σ0) is far from the true distribution, the conductivity 
updating would proceed in an incorrect direction.  Hence, prior knowledge of 
conductivity can be very useful in ensuring a stable and accurate conductivity distribution 
is found during image reconstruction. 
 
In order to handle ill-posed condition of [φ’(σ)Tφ’(σ)]-1 , the second term in Equation 4.90 
can be reconsidered for inclusion in the calculation of the Hessian matrix of f.  However, 
the term is simplified by approximating it as: 
 
( )[ ] mmT IvI" λφφ ≈−  (4.94)
 
where λ is a positive scalar.  By adding this term into Equation 4.88 (again the higher 
order terms are neglected), the iterative expression of hk can be rederived as: 
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( ) ( )[ ] ( ) ( )[ ]v''I''h kkmkkTkk −+−= − σφσφλσφσφ 1  (4.95)
 
Equation 4.95 combined with Equation 4.93 is widely termed the Marquardt method or, 
more generally, the Levenberg-Marquardt method (Levenberg, 1944; Marquardt, 1963).  
In this thesis, the Levenberg-Marquardt method is adopted.  It should be noted that the 
scalar λ varies iteratively depending upon the value of the subsequent objective function.  
For example, λ is multiplied by 0.1 when fk+1 < fk, and by 10 when fk+1 > fk.  If the studied 
medium exhibits a simple conductivity distribution (i.e. homogeneous), the ill-posed 
condition of [φ’(σ)Tφ’(σ)]-1 vanishes and λ would shrink to zero.  Therefore, the 
Levenberg-Marquardt method would be identical to the Gauss-Newton method. 
 
 
4.5 Theoretical Limitation and Discussion of Other Issues 
 
In EIT conductivity reconstruction, the existence and uniqueness of the final solution is 
guaranteed when the stated assumptions of the complete electrode model are satisfied.  
Specifically, Equation 4.46 must be satisfied to ensure a solution exists while Equation 
4.47 must be satisfied to ensure it is a unique solution.  In each iteration of the inverse 
process, the boundary conditions must be obeyed so as to obtain the global minimum of 
the objective function.  Some other conditions necessary to arrive at a global minimum 
include the initial guess of the conductivity distribution and the assumptions on the nature 
of the contact impedance at the electrode-body boundary.  The existence and uniqueness 
of a solution when using the complete electrode model are proved rigorously by 
Somersalo et al. (1992).  
 
Theoretically, any tomographic imaging technology has certain limitations to its image 
resolution and accuracy.  For EIT, the image resolution considers the smallest 
conductivity inhomogeneity that can be detected.  Accuracy on the other hand relates to 
the dynamic range in which the conductivity can be correctly represented.  Resolution of 
the image is mainly controlled by the number of boundary electrodes installed.  In order 
to obtain a high-resolution conductivity image, a large number of electrodes are desired; 
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however, this will dramatically reduce the speed of the inverse process in an exponential 
manner.  There also exists a threshold of the electrode number at which the image 
resolution can no longer be improved (Seagar et al., 1987).    
 
Limitations on image accuracy are attributed to the noise of the measurements and the 
conductivity contrast of the object.  A measurement system with infinitely high dynamic 
range and free of measurement noise would offer very high sensitivity.  However, such a 
measurement system is impossible to obtain.  While there still exists no standard methods 
to quantitatively examine the sensitivity of the conductivity image, it is well accepted that 
a measurement system with noise levels of 10-6 are ideal for a 32 electrode system with 
image sensitivity (the lowest conductivity divided by the largest conductivity) of 0.002 
(Seagar et al., 1987).  Other presented issues that would cause errors and restrain the 
image quality (resolution and accuracy) include the applied current pattern and the 
measurement strategy (Seagar and Brown, 1987; Cheng et al., 1988; Kolehmainen and 
Vauhkonen, 1997), the reconstruction algorithms themselves (Breckon and Pidcock, 
1988), electrode sizes and locations (Kolehmainen and Vauhkonen, 1997), contact 
impedance (Yorkey et al., 1985; Kolehmainen and Vauhkonen, 1997), and the geometry 
of the object under study (Kolehmainen and Vauhkonen, 1997). 
 
 
4.6 Conclusions and Summary 
 
This chapter reviews the theoretical background of the EIT approach including the 
mathematical model governing the electrical behavior of a semi-conducting or 
conducting body.  Furthermore, both the forward and inverse problems are rigorously 
posed.  The complete electrode model (CEM) is generally used for the forward problem 
since it considers shunt effects as well as contact impedance, leading to simulation results 
that are nearly identical to the experimental results.  Since an analytical solution to the 
complete electrode model exists only in the case of an object with simple geometries and 
symmetric conductivity distributions, discrete approaches (in this study, the finite 
element method) are required to obtain numerical solutions.  For the inverse problem, the 
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Levenberg-Marquardt method is adopted to deal with the ill-condition of the Jacobian 
matrix (φ’(σ)).   
 
Compared to the probing methods introduced in Chapter 3, the EIT approach provides a 
spatial mapping of conductivity by repeatedly performing 4-point probing measurements 
along an object’s boundary.  By creating spatial conductivity maps, strain and cracking 
can be detected in a spatial manner.  In the next chapter, the EIT approach is employed 











































































Figure 4-2: (a) Conductive body, Ω; (b) the electric (E) and magnetic (B) vector fields 









Figure 4-3: (a) Body, Ω, with an applied current, I; (b) close-up view of boundary at the 






Figure 4-4: Comparison of predicted body conductivity, σ, using the continuum, gap, 





Figure 4-5: Triangular element with a uniform conductivity, σ, and an electrode placed 











































Number of node = 9
Number of element = 8
Number of electrode = 4
Number of current injection = 1
Number of boundary voltage wish to be 
predicted = 4
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Electrical Impedance Tomography-Based Sensing of Fiber Reinforced 





In Chapter 3, the electrical methods currently used to monitor the mechanical properties 
of cementitious materials were presented.  By using 2-point and 4-point probing methods, 
polarization effects and the piezoresistive behavior of fiber reinforced cementitious 
composites were monitored.  These methods employed HPFRCC materials as their own 
sensor with bulk material resistivities correlated to strain, and damage.  Although 2-point 
and 4-point probing methods provide quantitative information of a material’s electrical 
response under loading, information pertaining to cracking (not just existence) is sought 
including the location, spacing, and width of cracks.  More detailed information on 
cracking allows engineers the opportunity to determine if the crack reduces the strength 
of the structure or renders buried reinforcement vulnerable to corrosion. 
  
The inherent benefit of leveraging the electrical properties of cement-based materials for 
sensing is their electro-mechanical response is everywhere the material is.  Hence, there 
is potential to utilize the material as a fully distributed sensor in which strain and damage 
can be characterized over the full spatial dimensions of a structural element.  Towards 
this end, electrical impedance tomography (EIT) is adopted to accurately measure the 
spatial distribution of electrical resistivity in FRCC materials using only electrical 
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measurements taken at the boundary of the element (Holder, 2005).  Given the absence of 
large aggregates in FRCC materials, the electrical properties of FRCC structural elements 
are fairly homogeneous across their dimensions.  Therefore, the EIT framework will offer 
spatial observation of the conductivity of the FRCC elements instrumented.   
 
Compared to the traditional 2- and 4-point probe methods employed in Chapter 3, EIT is 
expected to offer more insightful observation of strain and crack fields distributed with 
cementitious structural elements.  This chapter applies the EIT technique discussed in 
Chapter 4 to FRCC structural elements to produce multi-dimension conductivity maps 
that are correlated to strain.  In addition to utilizing EIT to measure two-dimensional 
strain fields, the approach is also shown capable of visually observing the evolution of 
dense cracking in FRCC structural elements.  In this study, only homogeneous FRCC 
materials (such as ECC) without coarse aggregates or steel reinforcement are investigated.  
However, EIT can still be applied to other types of cement-based structural elements 
including those with coarse aggregates and steel reinforcement.  
 
The objectives of the chapter are: 
• Apply EIT conductivity mapping to FRCC materials, specifically ECC. 
• Correlate changes in conductivity to strain when ECC elements are loaded in their 
elastic regime. 
• Observe cracking in EIT conductivity maps after strain hardening has initiated. 
• Correlate conductivity changes due to cracking and crack widths. 
 
 
5.2 Experimental Methods 
 
5.2.1 ECC Test Specimens 
In this study, structural elements constructed of ECC (Mix M-45), are adopted to evaluate 
the application of EIT sensing for the measurement of strain and the identification of 
cracking.  Similar to the link slab element discussed in Chapter 2 and the piezoresistive 
study in Chapter 3, the ECC materials mix used in this study employs Type 1 Portland 
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cement, silica sand as a fine aggregate, fly ash and short polyvinyl alcohol (PVA) fibers 
for mechanical reinforcement.  To control the growth of cracks and to attain strain 
hardening behavior in tension, the surface of the PVA fiber is chemically treated to tailor 
the micro-mechanical properties of the fiber-matrix interface (Li et al., 2002).  Only a 
relatively small amount of PVA fibers is necessary to attain optimal mechanical 
properties; in this study, a 2% volume fraction of PVA fibers is used.  To build test 
specimens, wet ECC mixture is poured into molds where they remain for seven days to 
harden.  Once seven days have passed, the specimens are removed from the molds and 
cured until testing, which occurs no earlier than 28 days after casting.  The first set of test 
specimens constructed are ECC plates that are 30.5 cm long with cross sectional areas of 
7.6 by 1.3 cm2.  The second specimen employed is an ECC beam which is more 
representative of a realistic structural element; however, no steel reinforcement is 
included.  The beam is 140 cm long, 15.2 cm deep, and 7.6 cm wide.  The plate 
specimens tested are shown in Figure 5-1a while the beam specimen tested is shown in 
Figure 5-2a. 
 
5.2.2 Data Acquisition 
To conduct EIT sensing on the test specimens, each specimen is instrumented with 
copper electrodes.  Adhesive copper tape 6.3 mm wide and 0.7 mm thick (Ted Pella Inc. 
16072 3M) is attached to the surface of the test specimens as shown in Figure 5-3a.  To 
ensure the copper-cement contact is conductive, additional silver colloidal paste is used 
to attach the electrodes.  AC electrical signals are applied to an adjacent set of electrodes 
using a high-precision current generator (Keithley 6221).  As the AC current is applied to 
the element, electrical potential (voltage) is measured at all of the other electrodes using a 
standard laboratory data acquisition system (National Instruments).  Standard shielded 
coaxial wires, roughly 1 m in length, are used to attach the data acquisition system to the 
copper electrodes.  The complete experimental set-up is shown in Figure 5-3b.  
MATLAB is then used to execute the tomographic reconstruction process.  The FEM 
model used during reconstruction for each test specimen consists of mesh of 384 
triangular elements evenly distributed over the specimen. 
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Strain is also measured by three traditional methods for many of the loaded specimens.  
First, metal foil strain gages (Texas Measurements PFL series) with nominal resistances 
of 120 Ω and gage factors of 2.1 are installed to the surface of the ECC specimens using 
epoxy (Texas Measurements CN-Y).  An additional approach to measuring strain is by 
optical methods using the OptoTrak Certus motion capture system.  The system consists 
of a 3020 OptoTrak camera position sensor (111 cm x 31.5 cm x 21.5 cm), markers and a 
system control unit.  The markers are reflective nodes (approximate diameter 1 cm) that 
are attached to the specimen surface using standard glue.  Two-dimensional motion of the 
markers is accurately measured by the 3020 OptoTrak camera position sensor with a 
resolution of less than 10μm.  To achieve this resolution, the camera is placed 2 m from 
the instrumented test specimens.  The last approach is to calculate strain using the 
actuator displacement as measured by a load frame’s linear variable differential 
transformer (LVDT). 
 
5.2.3 Monotonic Tensile Loading 
Four rectangular ECC plate specimens are prepared for monotonic tensile loading.  First, 
thirty-two copper electrodes are attached to the sides of the plate as shown in Figure 5-1a.  
On the long sides of the specimen, twelve electrodes are attached to each side; the shorter 
sides each have four electrodes attached.  The electrodes are installed in a manner such 
that they are equidistant from one another.  The specimens are labeled as specimen MT1 
through MT4.  Twelve OptoTrak markers are glued to the front surface of specimen MT1; 
the markers are oriented in two vertical rows and separated by 3 cm from one another 
(Figure 5-1a).  The marker orientation divides the plate specimen into five regions 
labeled as region 1 through 5.  Along the vertical center line of the specimen, five metal 
foil strain gages are epoxy mounted; the gages are separated such that each region has its 
own strain gage.   
 
Strain gages and OptoTrak markers are not installed on specimens MT2 through MT4.  
Due to instrumentation congestion, only the load frame displacement will be used to 
determine strain.  However, it should be mentioned that this strain value will not be as 
accurate as the strain values obtained from the strain gages or OptoTrak displacement 
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sensors mounted on the tested specimen.  The primary cause of the lack of accuracy is a 
slight slippage of the hydraulic clamps gripping the specimen at the beginning of the 
loading process.   
 
Specimen MT1 is gripped by an MTS-810 load frame and monotonically loaded in 
tension.  Prior to the application of axial load, the copper electrodes are used to perform 
EIT sensing of the specimen in the specimen’s unstrained state.  This data will be used to 
derive a baseline conductivity map of the unloaded plate specimen.  The load frame is 
commanded to apply tension load to the plate with the actuator displacement controlled.  
Applied force and actuator displacement are recorded from which stress and strain of the 
specimen can be calculated.  The actuator is paused at 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.75, 1, 
1.25 and 1.5% strain (denoted as P1 to P10 in Figure 5-4a).  When paused, EIT sensing is 
conducted so as to collect electrical data for reconstruction of conductivity maps of the 
instrumented specimen.  In addition, the strain gage resistance and displacement of the 
OptoTrak markers are both measured.  After 1.5% strain has been achieved, the test is 
terminated.  Specimens MT2 through MT4 are also loaded by the MTS load frame with 
monotonic tensile loading.  Again, before axial load is applied to the specimens, EIT 
sensing is conducted to obtain baseline tomographic data.  Next, each specimen is loaded 
with the actuator operated in displacement control mode to strain levels of 0.5, 1 and 
2.4% strain.  At each strain level, the load is paused and EIT sensing conducted.  After 
2.4% strain, each specimen is loaded until failure.  At the point of failure, EIT sensing is 
again performed in order to capture each specimen’s failure mechanism. 
 
5.2.4 Cyclic Axial Loading 
Again, thirty-two copper electrodes are attached to the boundary of plate specimen CT1 
in the same configuration as specimens MT1 through 4 (Figure 5-1a).  Before the 
specimen is gripped in the MTS load frame, EIT sensing is performed to derive a baseline 
conductivity map of the unloaded specimen.  The specimen is then gripped in the MTS 
load frame and two tension-compression cycles are applied.  The specimen is cyclically 
loaded with the following peak strains: first, 0.32% strain in tension, second, 0.5% strain 
in compression, third, 1.2% strain is tension, forth, 1% strain in compression, and then 
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finally 2% strain in tension.  After 2% tensile strain is achieved, the specimen is 
monotonically loaded in tension until failure.  Along the two cycles of loading, the 
application of axial load is paused and EIT conductivity maps calculated. 
 
5.2.5 Monotonic Three Point Bending 
The ECC beam previously described is instrumented with thirty-two copper electrodes 
mounted to the bottom face of the beam.  A section roughly 38.1 cm long and 7.6 cm 
wide is delineated in the center of the beam by the electrodes (Figure 5-2a).  Twelve 
electrodes are attached along each of the long sides of this region while four electrodes 
are attached on each of the shorter sides.  The beam is placed upon the bed of an Instron 
general purpose load frame (Instron 8500); rollers spaced 121.9 cm apart support the 
beam at the beam’s two ends while an actuator applies load at the center of the top face.  
An EIT conductivity map is acquired prior to the application of load.  Once load is 
applied, the test is paused when center span deflections of 0.2 and 0.6 cm are achieved so 
that EIT conductivity maps of the beam’s lower face can be acquired.  After the center 
displacement of 0.6 cm is achieved, the beam is loaded till failure.  At the point of failure, 
an EIT conductivity map is acquired before the load is removed. 
 
 
5.3 Reconstruction Results and Discussion 
 
5.3.1 Specimen MT1 
Specimen MT1 is monotonically loaded in tension in order to estimate the sensitivity of 
the piezoresistive effect of ECC materials.  The stress-strain curve of the monotonically 
loaded plate is presented in Figure 5-4a.  The plate initiates strain hardening at 
approximately 0.05% strain (as calculated from the load frame displacement).  The 
application of tension is paused three times while the plate is in its elastic region (denoted 
as P1, P2 and P3).  After strain hardening, the test is again paused as denoted by points 
P4 through P10.  Each time the test is paused, an EIT conductivity map of the plate is 
obtained.  The conductivity of the specimen is averaged across each of the specimen’s 
five regions (where each region is defined in Figure 5-1a) and compared to the average 
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conductivity prior to the application of load (effectively at P0).  The percent change in 
average conductivity versus the average strain (as calculated from the displacement of the 
top-most and bottom-most OptoTrak marker displacement) is plotted in Figure 5-4b for 
each specimen region.  As can be seen in the plot, each region exhibits approximately a 
linear change in conductivity as a function of strain. 
 
The OptoTrak sensor system also measures strain in localized regions of the specimen.  
As a result, for each of the regions defined by the location of the OptoTrak markers 
(regions 1 through 5), the localized strains measured by the OptoTrak camera are 
compared to the average resistivity of the region.  To calculate the average resistivity 
change, the conductivity change of the triangular elements of the EIT conductivity map in 
a given region (Figure 5-5) are averaged and inverted.  For each region of specimen MT1, 
averaged resistivity is plotted against the local strain as measured by the OptoTrak 
system in Figure 5-6.  The piezoresistive effect is evident with resistivity increasing in 
tandem with strain.  Furthermore, the resistivity changes are fairly linear with gage 
factors of 15.0, 14.3, 15.6, 15.4 and 15.4 for regions 1 through 5, respectively.  Compared 
to the gage factors obtained in Chapter 3 (4 point probe AC), the gage factor obtained in 
this chapter using EIT is about 3 to 4 times lower.  A primary reason of this could be the 
age of the specimens (MT1 through MT5), which is much older than the specimens used 
in Chapter 3.  As a result, a significant portion of the moisture contents has dried out 
resulting in a rise in the bulk resistance.  The second reason may attributed to the lower 
AC frequency (500~700Hz) used in this study than in Chapter 3 (5k Hz), which reduces 
the baseline conductivity and thus, exhibits lower variation at each strain level.  The third 
reason, although not clear yet, could be attributed to the measurement technique. 
 
5.3.2 Specimen MT2 - MT4 
The next set of monotonic tensile tests are intended to validate the use of EIT as a means 
of capturing the evolution of damage (e.g., cracking) in ECC structural specimens.  
Specimens MT2, MT3 and MT4 are therefore loaded monotonically in uniaxial tension 
until failure (damage localization).  During loading, stress-strain responses are recorded 
as shown in Figures 5-7a, 5-8a and 5-9a, respectively.  All three specimens undergo 
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strain hardening after reaching approximately 0.25% strain (as calculated from the load 
frame stroke).  The low elastic modulus and high strain value at strain hardening 
initiation are attributed to the slippage of the gripping clamps.  The high ductility of the 
ECC material is evident by the ultimate strain levels reached by each of the three plates; 
specimens MT2, MT3 and MT4 all fail at tensile strains in excess of 2.5%.   
 
When the specimens achieve 0.25% strain, the application of load is paused and an EIT 
conductivity map is acquired.  To observe a change in conductivity, the conductivity map 
acquired at point A (i.e., unloaded) will be subtracted from those acquired during loading.  
As can be seen in Figures 5-7b, 5-8b and 5-9b, the maps of the change in conductivity of 
the specimens at point B reveal reductions in conductivity consistent with strain (i.e., the 
piezoresistive effect).  Furthermore, regions of micro-cracking which occur during strain 
hardening are evident in the conductivity maps (right column of Figure 5-7b, 5-8b and 5-
9b).  For example, in specimen MT2, a thin band of concentrated conductivity change in 
the center of the element (Figure 5-7b, left column) reveals the micro-cracking associated 
with the initiation of strain hardening (Figure 5-7b, right column).  Specimens MT3 
(Figure 5-8b) and MT4 (Figure 5-9b) also have regions of micro-cracking evident 
towards the left side of their EIT conductivity maps.  The microcrack width at this stage 
of loading for all three specimens is estimated to be less than 30 μm (as measured by a 
crack gage). 
 
Monotonic tensile loading of the specimens continues until 1% strain is achieved. At 
point C, the average conductivity of each specimen reduces consistently with strain.  
However, regions of micro-cracking where conductivity reductions are greater have 
grown significantly.  For example, for specimen MT4 (Figure 5-9b, left column), the thin 
region of micro-cracking first witnessed at 0.25% strain has grown to occupy nearly half 
of the specimen at 1.0% strain.  Similarly, in specimen MT2 (Figure 5-7b, left column), 
the region of micro-cracking is in the center of the specimen and occupies nearly half of 
the specimen length.  The development of microcracking is also illustrated in the right 
column of Figure 5-7b, 5-8b, 5-9b.  At this stage of loading, the maximum crack width is 
estimated to be 60 μm.    
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The tests are continued until damage localizes into large cracks (i.e., failure).  The large 
cracks can be seen in the EIT conductivity maps as major reductions in conductivity, 
some as large as 500 nS-cm-1.  For example, in Figure 5-7b, two large cracks can be seen 
in the EIT conductivity map at the two ends of specimen MT2.  The cracks imaged in the 
EIT map precisely capture the location and geometric orientation of the true damage state 
of specimen MT2 as pictured in Figure 5-7c.  The cracks in the test specimen are 
highlighted using a red felt-tip marker to enhance the comparison.  For specimen MT3, 
the macro-crack forms in the center of the specimen as can be seen in the final EIT 
conductivity map (Figure 5-8b) and the picture of the final specimen (Figure 5-8c).  
Again, in specimen MT4, the ECC plate develops a large crack towards the left-side of 
the specimen (Figure 5-9c).  This crack is successfully captured by the EIT conductivity 
map at 3.0% strain (Figure 5-9b). 
 
Figure 5-10 summarizes the relationship between crack widths, manually measured using 
a crack gage, and changes in conductivity observed in the EIT maps of the three ECC 
specimens.  As seen, for cracks with widths less than 140 μm (defined as microcracks), 
the conductivity drops are less than 150 nS-cm-1.  Furthermore, there exists a linear 
relationship between the log of the crack width with the conductivity change.  For cracks 
with widths over 2000 μm (damage localization), the conductivity drops are as greater as 
450 ns-cm-1.  These results serve as a reference data for using EIT conductivity maps to 
distinguish the severity of cracking in FRCC structural elements. 
 
5.3.3 Specimen CT1 
Plate specimen CT1 is loaded cyclically in axial tension and compression.  Again, the 
distribution of change in specimen conductivity (i.e., conductivity minus the baseline 
conductivity) is mapped at multiple points along the cyclic loading profile so as to 
observe changes in conductivity associated with repeated application of tension and 
compression.  As can be observed in Figure 5-11a, the specimen is first loaded in tension 
until a tensile strain of 0.32% (point B).  At this strain level, a narrow band of micro-
cracking can be observed towards the left-side of the specimen with the maximum crack 
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width less than 30 μm, as shown in the EIT conductivity map of Figure 5-11b (followed 
by the cracking sketch at each loading point).  As the specimen is unloaded back to 0% 
strain (point C), the change in conductivity in the region of micro-cracking recovers 
suggesting the closure of the cracks.  The plate is then loaded in compression to 0.5% 
strain (point D).  When loaded in compression, the narrow crack field once again 
becomes evident although the conductivity reduction is less pronounced than when the 
element is loaded in tension.  Even though the cracks introduced in tension have closed, 
because they likely do not close perfectly, some conductivity reduction is expected.  
When the specimen is reloaded in tension to 1% strain (point F), the microcracks from 
point B reopen while additional microcracks form yielding a larger field of micro-
cracking as well as larger crack widths (~60 μm) at the left-side of the specimen.  When 
the ECC specimen is further loaded in tension to 1.3% strain (point G), a second field of 
microcracks emerges near the center of the specimen.  At this stage, the maximum crack 
width is observed to be approximately 80 μm.  Thereafter, the specimen is loaded to 1% 
strain in compression (point I).  Again, the microcracks present in the specimen can still 
be observed in the EIT conductivity maps even though they have closed.  This is likely 
due to their inexact closure, and the occurrence of some crushing at the crack surface.  
After achieving a peak compressive strain of 1%, the specimen is loaded in tension until 
failure, which occurs at 2.8% strain (point L).  When loaded in tension, the micro-
cracking field in the center of the specimen continues to grow until a large millimeter 
wide crack (~1.9 mm) is introduced on the right-side of the specimen at 2.8% tensile 
strain.  At each loading point, the conductivity inhomogeneity in each EIT map reflects 
the region and degree of microcracking.  Furthermore, the location and geometry of 
localized cracks are evident in the EIT conductivity map.  The EIT conductivity map 
compares well with a photo of the failed specimen (Figure 5-11c). 
 
Similar to the monotonic test, Figure 5-12 summarizes the observation of using EIT 
conductivity maps for monitoring the width of cracks developed in Specimen CT1.  As 
shown, an exponential linearity exists when ECC M-45 is within the strain hardening 
stage.  The conductivity drop in regions of cracking are less than 150 nS-cm-1 when the 
maximum crack width is less than 100 μm.  Once the crack width begins to grow to a 
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millimeter or more (localization), the conductivity drop in the area of crack is as high as 
480 nS-cm-1.   
 
At each point of cyclic loading, the percent change in conductivity is also averaged over 
the entire specimen.  This percent change in conductivity is superimposed over the 
chronological plot of applied strain, as shown in Figure 5-13.  The percent change in 
conductivity varies in linear proportion with strain when loaded in tension.  If the gage 
factor of the specimen is calculated at the points of peak tension (points B, G, L), the 
gage factor is found to be 8.5, 13.1 and 15.4, respectively.  The increase in gage factor is 
due to the accumulation of micro-cracking in the specimen.  When the specimen is 
unloaded between successive tension-compression peaks, the accumulation of micro-
cracking prevents the specimen from fully recovering its initial conductivity.  As can be 
seen, in Figure 5-13, the residual change in conductivity at points C, E, H and J is 0.7, 1.0, 
3.1 and 3.7%, respectively.  When the element is placed in compression, the specimen 
conductivity still reduces, but at a much smaller rate in compression than when in tension.  
The effective gage factor for the element in tension is calculated at points D and I as -3.0 
and -5.2, respectively. 
 
5.3.4 Beam Specimen 
In the last set of experiments, the ECC beam specimen is loaded in three point bending 
while EIT conductivity maps of the lower face of the beam are taken at four points along 
the monotonically applied force-displacement curve (denoted as points A, B, C and D in 
Figure 5-14a).  The absolute EIT conductivity maps are presented in Figure 5-14c.  The 
formation of cracking initiates at point B with a field of micro-cracking observable in the 
center of the EIT conductivity map.  The field of micro-cracking appears to resemble a 
“V” shape with one side of the beam experiencing more micro-cracking than the other.  
Microcracking is anticipating at this part of the beam since the center of the EIT is the 
location of maximum tensile stress during three-point loading.  As the load is applied 
further, the beam begins to soften at a deflection of 0.4 cm; softening is due to the 
localization of damage in the form of a macro-crack.  At point C, the EIT conductivity 
map reveals the opening of the crack developing at the center of the beam; the crack 
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width is measured using a crack gage to be approximately 3 mm wide.  The crack is 
further widened by displacing the beam to 0.9 cm (point D).  At this point, the change in 
absolute conductivity is significantly greater (a reduction of 1600 nS-cm-1).  With the 
load still applied, the crack opening is approximately 5 mm.  Pictures of the final cracked 
specimen are presented in Figure 5-14b. 
 
 
5.4 Conclusions and Summary 
 
This chapter introduces electrical impedance tomography (EIT) as a new nondestructive 
evaluation tool for strain sensing and crack detection of cementitious materials.  EIT 
offers true multi-dimensional sensing that can be automated for unattended long-term 
operation in actual cement-based structures.  In this chapter, EIT sensing is validated 
upon ECC specimens loaded in axial tension, axial compression and bending. EIT 
conductivity maps reveal the piezoresistive nature of ECC structural elements loaded in 
tension.  The gage factor of ECC, as determined by EIT conductivity mapping, is shown 
to be between 13 and 15.  While the piezoresistivity of cementitious materials have been 
proposed for self-sensing strain (Chung, 2003), the approach would be challenging to 
practically apply in actual field structures.  As witnessed in this chapter, micro-cracking 
in the cementitious specimen alters the effective gage factor; gage factors are shown to 
increase with the accumulation of cracking.  Other challenges also exist including the 
sensitivity of the material’s electrical properties with environmental influences like 
temperature and humidity. 
 
The more likely use of EIT sensing is for damage characterization of cement-based 
structures.  As one of the few truly distributed sensing approaches, EIT has the ability to 
accurately locate cracks as well as quantify their geometric features.  Based on the results 
presented in this chapter, the following conclusions can be made: 
• As this chapter has shown, the geometric propagation of dense fields of 
microcracks, strain hardening, and crack localization in ECC elements were all 
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captured by the EIT conductivity maps.  Unlike the probing methods mentioned 
in Chapter 3, this observation is spatial and distributed. 
• The development of microcracking in the strain hardening stage is found to 
contribute to moderate conductivity reduction, while the localized cracks result in 
fairly larger conductivity drops.  This indicates that by observing the conductivity 
maps, one can distinguish the location and severity of cracks.  
• The results also suggest that one can estimate the crack width by simply 
observing the conductivity reduction in the EIT maps.  Based on the data 
presented in this chapter, there exists an exponential linearity between the crack 
width and the conductivity reduction at the cracking area. 
• When the FRCC materials are undergoing tension and compression reversals, the 
crack opening and closing are well reflected by the EIT conductivity maps.  The 
effects of inexact closure of the cracks in compression are captured by the 
conductivity maps.  This indicates that EIT can also capture the damage residuals 
of cementitious materials under tension and compression reversals. 
• The purpose of using EIT spatial mapping is to provide detailed information on 
cracks (location and severity) as a supplemental tool for developing more 
complete damage detection algorithms (e.g. fusion with damage index methods) 
of HPFRCC structural elements.   
 
This work largely restricted its application to two-dimensional surfaces of the ECC 
specimens.  However, the EIT formulation is general and can be applied to three-
dimensions.  For example, electrodes mounted to the outer surface of structural elements 
would be capable of imaging the element’s internal structure.  This could be powerful for 
identifying cracks below the surface that are impossible to detect during visual inspection.   
 
While this work lays a firm foundation for EIT sensing in civil structures, additional 
work is need to further develop this novel sensing technique.  This chapter only 
considered the use of ECC materials for EIT sensing; other FRCC materials should be 
explored.  The inclusion of conductive fibers in a cement matrix opens new and exciting 
avenues of exploration since fiber interfaces and volume fractions can be varied to adjust 
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the nominal conductivity and piezoresistive gage factor of the material.  An additional 
advantage of conductive fibers is that FRCC materials using conductive fibers experience 
an increase in conductivity when loaded in compression (Chung 2003).  This is in 
contrast to the polymeric fibers employed in this study; polymeric fibers are non-
conducting resulting in decreases in conductivity when specimens are loaded in 
compression.  Other challenges envisioned for EIT sensing is the inclusion of steel 
reinforcement in structural specimens.  The presence of reinforcement steel in the 
structure could alter the EIT map.  However, the location of reinforcement is generally 
known a priori and can therefore be included at the outset of the EIT inverse solution.  
This would preserve the accuracy of the EIT approach when mapping the conductivity of 





















Figure 5-1: (a) ECC plate specimen for monotonic and cyclic axial loading; 
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Figure 5-4: Monotonic tensile loading of specimen MT1 : (a) stress-strain response ; (b) 





















Figure 5-5: Calculation of average conductivity of a region using  
EIT-derived conductivity maps. 
 
 































































































   
Figure 5-6: Change in average resistivity of region 1 through 5 versus strain as measured by 
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Figure 5-7: Monotonic tensile loading of specimen MT2: (a) stress-strain response;  
(b) change in conductivity (left) attributed to strain and cracking (right);  
(c) final specimen with cracks highlighted using a red felt-tip marker. 
cracks
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Figure 5-8: Monotonic tensile loading of specimen MT3: (a) stress-strain response;  
(b) change in conductivity (left) attributed to strain and cracking (right);  
(c) final specimen with cracks highlighted using a red felt-tip marker. 
cracks
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Figure 5-9: Monotonic tensile loading of specimen MT4: (a) stress-strain response;  
(b) change in conductivity (left) attributed to strain and cracking (right);  
(c) final specimen with cracks highlighted using a red felt-tip marker. 
cracks
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Figure 5-10: Plot of maximum crack width versus associated conductivity change 




































































Figure 5-11: Cyclic axial loading of specimen CT1: (a) chronological application of 
tensile and compressive strain; (b) mapping of conductivity changes at points B through 
L; (c) picture of failed specimen (point L) with close-up views of cracking fields and 
fibers bridging a macroscale crack. 
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Figure 5-13: Average conductivity change for each load point superimposed with the 
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Figure 5-14: Beam specimen 1 under three-point bending: (a) load-deflection curves;  
(b) side and bottom face damage with cracks highlighted;  
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In the last chapter, the EIT distributed sensing approach proved powerful for imaging 
strain fields and crack patterns in fiber reinforced cementitious materials.  However, the 
approach is sufficiently general that it can be applied to any multifunctional material with 
bulk conductivities in the semi-conductive and conductive ranges.  In this chapter, the 
EIT sensing methodology is applied to a different class of multifunctional materials 
termed carbon nanotube (CNT) composites.  CNT composites are emerging from the 
field of nanotechnology.  The multi-disciplinary nanotechnology field explores the 
manipulation of matter at the molecular-scale so as to create macro-scale materials with 
desired mechanical, electrical, and/or chemical attributes. 
 
The application of EIT to map the conductivity of CNT composite materials is novel for 
two reasons.  First, spatial mapping of conductivity offers opportunities to assess the 
uniformity of the composite.  Since CNT are a conductive inclusion in generally non-
conductive polymers, the distribution of conductivity would be correlated to the 
dispersion of CNT within the polymetric matrix.  Second, the seminal work of Loh et al., 
2007a) lays a scientific foundation for tailoring CNT composites for a variety of sensing 
application.  With CNT composites capable of being used as strain, pH and corrosion 
 167
sensors, mapping of the composites conductivity allows the material to be used as a 
“sensing skin”.  This CNT-based skin would be an appliqué that can be applied to 
structural surfaces so as to monitor their performance. 
 
In this chapter, a brief background on CNT composites is presented.  The CNT composite 
used in this study is else described including its fabrication process.  Next, films with 
regions of different conductivity are fabricated so that the EIT approach used to map the 
CNT composite can be validated.  The chapter concludes with illustration of the CNT 
composite as a sensing skin for stain, cracking and pH measurements.  
 
 
6.2 Multifunctional Carbon-nanotube Composite Sensors 
 
Much interest has surrounded the development of CNT composites which are commonly 
composed of singlewalled (SWNT) and multi-walled carbon nanotubes (MWNT) 
embedded within a polymer matrix.  CNT were first discovered in the early 1990’s.  
Some of the impressive properties of SWNT (Figure 6-1) are their diameters (0.7 to 10 
nm), high aspect ratio (104 to 105), high stiffness (1.1 TPa), and high tensile strength (60 
GPa) (Saito et al., 2004).  Electrically, SWNT are either conductive or semi-conductive, 
depending upon the chirality (i.e. molecular orientation) of the nanotube.  MWNT are 
essentially multiple concentrically aligned SWNT; MWNT have similar physical and 
mechanical properties as SWNT.  However, MWNT are electrically conductive and are 
considered as metallic.  
 
CNT composites take advantage of the impressive mechanical, electrical and physical 
properties of individual nanotubes to produce materials endowed with similar bulk 
properties (Skakalova et al., 2005; Thostenson and Chou, 2006; Loh et al., 2007a; Kang 
et al., 2006; Zhang et al., 2006).  The inclusion of carbon nanotubes mechanically 
reinforce the polymeric matrix similar to way fiber reinforce the cementitious composites 
(e.g., HPFRCC) previously investigated.  Mechanically strong CNT composites that 
simultaneously exhibit conductivity changes to external stimuli (i.e. to pH (Loh et al., 
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2007a), strain (Kang et al., 2006; Zhang et al., 2006), humidity (Yu et al., 2006) and light 
(Valentini et al., 2006)) have been reported, thereby allowing the material to also be used 
in a variety of sensing applications.  Both strong and self-sensing, CNT composites are 
clearly a true multifunctional material. 
 
The development of multifunctional CNT composites for sensing applications hinges on 
accurate monitoring of the bulk electrical properties of the material before, during and 
after exposure to external the stimuli including the conductivity changes.  Various 
measurement techniques have been widely used to quantify the resistance of solid state 
and thin film materials such as CNT composites.  Most common are direct current (DC) 
techniques (as previously described in Chapter 3) where a constant current, I, is injected 
into a sample while the voltage, V, across the sample is measured (Mayer and Lau, 1990).  
If the points of current injection and voltage measurement are collocated, the approach is 
termed the two-point probe method (Figure 3-1a).  If the sample volumetric resistance, R, 
is low, contact impedance of the probes can introduce measurement errors.  To minimize 
the influence of contact impedance, the four-point probe method (Figure 3-1b) separates 
the points of current and voltage measurements to acquire a more accurate measurement 
of sample resistance (Smits, 1958).  Using knowledge of the specimen geometry (e.g., 
film thickness), bulk material conductivity, σ, can be calculated using the measured 
resistance, R.  To more precisely analyze the electrical properties of materials whose 
resistance is dependent on the frequency of an applied alternating current (AC), electrical 
impedance spectroscopy (EIS) can be used in lieu of DC probe methods (Barsoukov and 
Macdonald, 2005).  In EIS, the amplitude and phase relationship between an applied AC 
signal and the measured voltage is encapsulated within an impedance measurement, Z(ω), 
where ω is the cyclic frequency of the injected current.  Impedance is a complex valued 
electrical property of the specimen with the real and imaginary impedance components 
closely related to the resistance and capacitance of the specimen, respectively. 
 
An inherent limitation of both DC probe and EIS methods is the assumption of relative 
homogeneity of the specimen’s electrical properties between probe points.  Should the 
electrical properties of a specimen be spatially inhomogeneous, both methods average the 
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spatial variations to provide an equivalent homogeneous resistance or impedance 
measurement.  To offer spatial resolution of specimen resistance, adaptations of the DC 
probe methods have been offered.  Scanning four-point probe methods have been 
proposed with probe measurements repeatedly made at equally spaced probe locations 
defined by a grid (Hansen et al., 2003).  Such an approach to mapping the material 
conductivity is similar to the Wenner techniques previously described for cementitious 
structural elements (see Chapter 4)  Repeated 4-point probe measurements can be scaled 
down into a scanning electron microscope (SEM) environment to offer a spatial 
resolution of a few microns in thin film materials (Hasegawa et al., 2002).  Other 
established techniques include scanning spreading resistance microscopy which consists 
of a conductive atomic force microscope (AFM) tip that measures spreading resistance 
profiles across a specimen cross section as the AFM tip is scanned over the specimen (Xu 
et al., 2002).  While such methods provide a mapping of resistance over multiple 
dimensions, they require repeated and time-consuming measurements that are conducted 
at the macro- or micro-scales. 
 
With the emergence of multifunctional thin film composites capable of sensing stimuli 
such as strain and pH (Loh et al., 2007a), there is a need for analytical methods that can 
map the thin film resistance over multiple spatial dimensions.  In this study, the novel 
approach to mapping the distribution of body conductivity based upon the electrical 
impedance tomographic (EIT) methods described in Chapter 4 are proposed for CNT 
composites.  The method differs from scanning probe methods since electrical 
measurements need only be taken at the boundary of a specimen.  EIT is especially 
powerful in applications where the CNT composite is implemented as a sensing skin, or 
appliqué, since mapping of film conductivity provides direct spatial depictions of the 
external stimulus inducing the conductivity changes.  In this thesis, two-dimensional 
mapping of CNT composite thin film by EIT is proposed for various structural health 
monitoring applications.  The method is validated by intentionally manufacturing films 
with defects consistent with non-uniform conductivity distributions.  Furthermore, the use 
of nanotube-based composite thin films as a sensing skin is illustrated by mapping 
changes in film conductivity to strain, cracking, and pH exposure all using EIT. 
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6.3 Fabrication of Carbon Nanotube Composites 
 
The fabrication of homogeneous nanostructured multifunctional thin films is attained via 
a layer-by-layer (LbL) self-assembly method (Decher and Schlenoff, 2003).  Through 
alternate dipping of a charged substrate (e.g., glass or silicon) in oppositely charged 
polyelectrolyte and suspended nanomaterial species, a thin film of controlled morphology 
with no phase segregation can be deposited one monolayer at a time.  The alternate 
nanometer-thick mono-layers of polyelectrolyte and nanomaterials are held by weak 
interaction forces such as electrostatic and van der Waals forces.  Through judicious 
selection of polyelectrolytic species used during LbL self-assembly, multifunctional 
nanocomposites have been successfully demonstrated (Loh et al., 2007a).   
 
A challenge associate with using CNT is their tendency to conglomerate and precipitate 
out of solution.  The first step in the LbL self-assembly method is to create a stable, well 
dispersed solution of SWNT.  While many different dispersive agents can be used, poly 
(sodium styrene-4-sulfonate) (PSS) with a high molecular weight (Mw ≈ 1,000,000) is 
used.  Deep tip sonication for 90 minutes is used to achieve adequate dispersion.  The 
PSS molecules absorb to the surface of the SWNT departing an overall negative charge 
on the SWNT-PSS surface.  In this study, 1% weight percent of PSS is used. 
 
In this study, LbL assembly begins by dipping a charged glass substrate treated with 
piranha solution (3:7 by vol H2O2:H2SO4) in a cationic polyelectrolyte solution for 5 min.  
In particular, two alternative polycationic polymers are used; poly(aniline) emeraldine 
base (PANI) is used for pH sensing composites while poly(viny|alcohol) (PVA) is used 
for piezoresistive composites.  Both PANI and PVA are used in quantities equal to 1.0% 
weight solution.  Upon rinsing with 18 MΩ deionized water for 3 min followed by drying 
with compressed nitrogen for 10 min, the substrate, along with its adsorbed monolayer, is 
then immersed in the polyanionic SWNT-PSS solution.  The substrate is held in the 
SWNT-PSS solution for 5 minutes before it is rinsed (3 min) and compressed air dried 
for 10 minutes.  The rinsing and drying stages are necessary to free the substrate of any 
loose material not adequately absorbed to the film surface.  The aforementioned 
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procedure yields one bilayer of the thin film and is denoted as (A/B)n, where A and B 
represent the oppositely charged species and n represents the number of bilayers.  
Realization of electrically conductive and mechanically strong sensing skins for EIT 
spatial conductivity mapping is accomplished by fabricating (SWNT-PSS/PANI)50, 
(SWNT-PSS/PANI)100 and (SWNT-PSS/PVA)50 thin films (Table 6-1).  To verify the 
uniform morphology of the carbon nanotube composite, scanning electron microscopy 
(SEM) is employed to look at the thin film at micro- and nano- length scale.  From the 
SEM image of Figure 6-2, it can be seen that only individual and small bundles of 
SWNTs are deposited in the polymer matrix composite during LbL self-assembly.  
Furthermore, the composite is defined by a fairly uniform morphology. 
 
In order to ensure accurate EIT calculations of thin film conductivity, the precise 
thickness of each thin film specimen is measured using a J A Woollam spectroscopic 
ellipsometer.  The entire set-up of the spectroscopic ellipsometer consists of a Base-160 
sample holder with a QTH-200 light source connected to an EC-270 electronic control 
module and data acquisition system (DAQ).  Since ellipsometry thickness measurements 
require thin films deposited on a reflective surface, LbL SWNT composites are fabricated 
onto a silicon substrate (with a 38 nm thick oxide layer).  By taking 16 total ellipsometry 
thickness measurements at 16 unique locations throughout the thin film surface, the 
average film thickness and thickness variance are determined. 
 
 
6.4 Boundary Electrical Measurement 
 
Spatial conductivity mapping of CNT composite thin films by EIT is achieved by 
measuring current–voltage relationships across a thin film’s boundary.  In this study, 
electrical potential measurement of thin films is performed using electrical contacts made 
by drying colloidal silver paste (∼1 mm wide) equidistantly spaced (∼2 mm) between 
strip copper header pins and the film surface.  For instance, SWNT multilayer thin film 
specimens roughly 25 × 25 mm2 in area are instrumented with eight electrodes along each 
of the four sides of the film boundary (totaling 32 electrodes).  In this study, electrode 
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placement is precise because of the use of header pins manufactured with a pin-to-pin 
spacing of 2 mm.  However, should other electrode placement methods be used that lead 
to inaccurate placement, the electrode positions would be inconsistent with those 
specified in the EIT forward problem and minor distortions of the final conductivity map 
could occur.  Upon drying (after 6 h), the aforementioned silver electrodes are connected 
to a National Instruments (NI) data acquisition system (DAQ).  Minimization of 
experimental error is prevented by housing specimens in a customized wood platform to 
prevent undesirable detachments between electrodes and copper wires.  Figure 6-4a gives 
a schematic view of electrode placement while Figure 6-4b shows a thin film specimen 
resting on the wood platform with 32 electrodes installed along its boundaries. 
 
While many methods have been proposed to measure the actual boundary potential of a 
solid body (Holder, 2005), the adjacent electrode measurement technique is employed 
similar to that used when electrically stimulating HPFRCC elements in Chapter 6.  By 
injecting a regulated alternating current using a current source (Keithley 6221) at a pair of 
adjacent electrodes, the NI DAQ with a rack-mounted multiplexed terminal block (NI 
BNC-2090) is employed to simultaneously measure the potential between the remaining 
pairs of electrodes.  Upon determining the electrode boundary potentials, the current 
source and its corresponding current sink are shifted to the next adjacent electrode pair.  
The aforementioned process is cycled until all electrode pairs have been subjected to AC 
excitation.  If the boundary has L electrodes, then the total number of independent 
boundary potential measurements made in the adjacent electrode technique is L(L−1)/2.  
Higher resolution (i.e. finer mesh) of conductivity mapping can be reached by increasing 
the number of electrodes, L, to obtain a larger set of independent boundary measurements. 
 
 
6.5 Experimental Verification of EIT Imaging of CNT Composites 
 
In this study, electrical impedance tomography is used to imaging the CNT composites 
fabrication.  To the author’s knowledge, this is the first time EIT has been applied to a 
nanoscale multifunctional material for distributed sensing purpose (Hou et al., 2007b).  
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The experimental testing prescribed for this thesis can be broken down into three parts.  
First, the EIT conductivity mapping technique is validated by taking repeated two-point 
probe conductivity measurements over the entire thin film.  Second, inhomogeneous thin 
films with regions of different conductivity are intentionally manufactured and imaged.  
Third, thin films with intentional “tears” (i.e. absence of material) are fabricated and 
imaged.  
 
6.5.1 Comparison of EIT Conductivity to 2-Point Probe Conductivities 
As presented in section 2, the EIT method can reconstruct an absolute measure of thin 
film conductivity simply through boundary potential measurements.  While it has been 
demonstrated that relative conductivity changes can be accurately identified via EIT 
(section 4.1), no experimental data suggest the calculated conductivity map corresponds 
to the true conductivity of the thin film.  Here, a validation case study is presented to 
directly compare EIT conductivity estimates to experimental data obtained using 
traditional DC two-point probing (Smits, 1958).   
 
Similar to section 4.1, the validation of absolute thin film spatial conductivity is 
conducted using 25 × 25 mm2 (SWNT-PSS/PVA)50 thin films fabricated on a silicon 
substrate (Figure 7-5a).  The pristine film is subjected to EIT to obtain its corresponding 
spatial conductivity map (where a total of 32 electrodes are used as described in section 
3.4).  Upon boundary potential measurements and EIT reconstruction, the thin film is 
physically sliced to form a 4 × 4 element grid with each element electrically isolated from 
all others (Figure 7-5b).  By drying colloidal silver paste between each grid element, 
individual element resistance (R) is measured via an Agilent 64401A digital multimeter 
connected in a two-point probe fashion.  Once resistance is obtained for a grid element, 
the multimeter electrodes are removed and applied to the corresponding electrodes of the 
next element.  This is repeated until all 16 mesh resistances have been determined.  Since 
film resistivity, ρ (or equivalently conductivity, σ) is dependent on thin film thickness (h), 
the thickness of each thin film element is measured using ellipsometry (as detailed in 








σ 1  (6.1)
 
where w is the element’s width and l is the distance between the two-point probe 
electrodes. 
 
The EIT reconstructed conductivity map using 32 boundary electrodes is compared to the 
conductivity measured for each of the mesh elements by two-point probing.  To make a 
direct comparison, the triangular elements of the EIT conductivity map that fall within 
the domain of each grid element are averaged.  As presented in Figure 6-5c, the average 
conductivity measured by EIT reconstruction is within 2.1% error of those measured by 
using two-point probe methods for each grid element.  These results suggest the 
conductivity maps offered by EIT reconstruction are accurate as compared with more 
traditional conductivity measurement methods. 
 
6.5.2 EIT Imaging of Thin Films with Inhomogeneous Conductivities 
In order to demonstrate that the EIT technique can identify subtle changes in conductivity 
within the thin film structure, three levels of conductivity are encoded into a fourth 
specimen by controlling the number of bilayers deposited.  From a previous study 
conducted by Loh et al., 2007b, thin film conductivity increases in tandem with 
increasing number of bilayers deposited.  Thus, fabrication of this fourth specimen with 
varied conductivity is accomplished by initially fabricating a (SWNT-PSS/PVA)50 thin 
film.  Upon mechanical etching of an 18 × 18 mm2 window in the middle of the film to 
form a region of zero conductivity, the LbL process continues to fabricate another 
(SWNT-PSS/PVA)25 thin film structure over the etched 50-bilayer film.  Again, 
mechanical etching is employed to remove a 9 × 18 mm2 window before another 25-
bilayer thin film is deposited (Figure 6-6a); the final thin film structure consists of three 
different magnitudes of conductivity.  Generally, darker regions of the back-lighted 
image (Figure 6-6b) suggest greater carbon nanotube deposition and hence increasing 
film conductivity.  Using only a 32-electrode boundary set-up, EIT successfully identifies 
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major and minor conductivity variations due to different CNT deposition densities 
(Figure 6-6c). 
 
6.5.3 EIT Imaging of Thin Films with Tears and Cuts 
Validation of EIT conductivity mapping of LbL thin films is conducted by assessing 
conductivity homogeneity variations among four separate (SWNT-PSS/PVA)50 thin film 
specimens.  Following LbL fabrication, EIT is performed to obtain baseline conductivity 
maps (σbase) for each thin film specimen.  After the baseline conductivity maps are 
reconstructed, an intentional inhomogeneity is introduced within the film structure by 
physically etching straight, diagonal and L-shaped cuts into the film surface (Figures 6-7a, 
6-7c and 6-7e) to create regions of zero conductivity.  After etching, EIT is performed 
again on each thin film specimen to obtain the etched conductivity maps (σetch).  These 
maps are then subtracted from σbase to obtain associated pattern conductivity maps, σpattern.  
From Figures 6-7b, 6-7d and 6-7f, it can be observed that EIT can clearly identify the 
change in conductivity within the thin film structure.  When compared with the back-
lighted photographs of the three aforementioned thin film specimens, the experimental 
EIT conductivity maps (Figures 6-7b, 6-7d and 6-7f) correspond precisely with the 
photographs (Figures 6-7a, 6-7c and 6-7e).   
 
 
6.6 Illustration of SWNT-PE Sensing Skins by EIT 
 
In this section, thin film specimens are illustrated to show the distributed sensing abilities 
with respect to various types of external stimuli, such as strain, crack, impact and pH, to 
the CNT composites.  Unlike traditional “point-like” sensors used in field, thin film 
specimens are employed as 2-dimensional sensing skins which are capable of identify 
different degrees of external stimuli within a single sensor.  Sensing functionalities of the 
CNT composites are divided into four parts.  First, thin film specimens are mounted onto 
cyclically loaded (tension and compression) PVC coupons and the associated EIT 
conductivity maps are constructed.  Similarly, thin film specimens are epoxy fixed onto 
FRCC rectangular plates.  The FRCC plates are then loaded cyclically till the cracks 
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occur.  Unlike previous two parts, the third part test direct uses aluminum plates as the 
LbL substrates.  Impact loading is introduced to the aluminum plates at the area CNT 
composites is manufactured, and the associated conductivity maps are produced.  Last, 
thin films are modified by mounting five plastic wells to its surface using high-vacuum 
grease (Dow Corning).  Each plastic well serves as a chamber for containment of the pH 
buffer solutions while boundary potentials are measured for 2D EIT conductivity 
mapping of the specimen, thereby allowing simultaneous sensing of different pH 
solutions on a single thin film specimen.   
 
6.6.1 Strain Sensing  
Previous studies of SWNT-PE thin film conductivity have revealed the piezoresistive 
nature of the nanocomposite material.  As such, SWNT-PE thin films have been proposed 
for monitoring strain in structural elements to which the films are attached.  A powerful 
feature of the LbL assembly process is that thin film piezoresistive properties (e.g., gage 
factors) can be prescribed by varying the fabrication process (e.g., concentration of 
constituent materials, dipping time, number of layers) (Loh et al., 2007a).  In this study, 
the change in conductivity due to strain over a large SWNT-PE thin film area is observed 
by EIT reconstruction. 
 
Thin film specimen (SWNT-PSS/PVA)25 is affixed to a ductile PVC rectangular tensile 
coupon element using CN-E epoxy (Tokyo Sokki Kenkyujo).  The instrumented 
specimen is gripped at its two ends by an MTS-810 load frame and cyclically loaded in 
axial tension and compression.  The PVC coupon is initially loaded in tension to a strain 
of 0.1%; once the desired strain is attained, the loading is paused while an EIT analysis is 
conducted. After the EIT analysis is completed, the specimen is again loaded in tension 
until a strain of 0.2% is attained.  The conductivity map of the thin film SWNTPE 
specimen is determined by EIT at each 0.1% strain increment in a ±0.2% tension-
compression cycle.  After the 0.2% strain cycle, the specimen is loaded up to 2% strain 
with EIT conductivity maps determined at 8 intermediate strain levels.  To appreciate the 
change in conductivity as a function of strain, the EIT conductivity maps are 
superimposed upon the strain-test number plot of Figure 6-8.  The piezoresistive nature of 
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the SWNT-PE thin film is observed in the EIT conductivity plots with the film 
conductivity increasing in compression and decreasing in tension.  Furthermore, the 
conductivity maps suggest the film is electrically homogenous even at high strain.   
 
If the average conductivity at each load step is calculated and plotted as a function of 
strain (Figure 6-9), the change in conductivity is bilinear.  When axial tensile strain is 
below 0.8%, the gage factor (defined as the percent change of average conductivity per 
unit strain) is 4.2.  However, when the strain level increases beyond 0.8%, the gage factor 
rises to 11.3.  It is hypothesized that the two distinct gage factors may be attributed to the 
displacement of carbon nanotubes within the film.  When strain levels less than 0.8% are 
encountered, the distribution of carbon nanotubes is still above the percolation threshold 
with many carbon nanotube-to-carbon nanotube junctions present.  As the material is 
strained beyond 0.8%, carbon nanotubes undergo large displacements resulting in the loss 
of many carbon nanotube-to-carbon nanotube junctions; as a result, at 0.8% strain, the 
carbon nanotube distribution drops below the percolation threshold resulting in a distinct 
change in the gage factor. 
 
6.6.2 Crack Sensing  
In this study, free-standing SWNT-PSS/PVA sensing skins chemically etched (using 
hydrofluoric acid) from their substrates are used to detect cracking in cementitious 
structural elements.  The SWNT-PSS/PVA sensing skin is fabricated on a 2.5 cm wide 
glass substrate resulting in a skin roughly 2.5 by 2.5 cm2 (Figure 6-10).  Upon drying, the 
conformable SWNT-PSS/PVA sensing skin is affixed onto a 11.5 cm long, 3.8 cm wide, 
and 1.3 cm thick fiber reinforced cementitious composite (FRCC) coupon using CN-E 
epoxy (Tokyo Sokki Kenkyujo).  In addition, eight 1 mm-diameter colloidal silver paste 
(Ted Pella) electrodes are painted along the skin boundary using a 2 mm spacing; eight 
electrodes are applied to each side of the square skin resulting in 32 electrodes (Figure 6-
11). 
 
Prior to testing, an initial EIT conductivity map of the mounted SWNT-PSS/PVA thin 
film is first obtained.  Demonstration of the effectiveness of the 2-D SWNT-PSS/PVA 
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sensing skin is accomplished by applying a one-cycle tensile-compressive load pattern 
(with 5 mm m-1 peak strain) to the FRCC element.  Following the one-cycle load pattern, 
monotonic tensile loading (to 20 mm m-1) is applied to induce large cracks and to 
ultimately fail the specimen.  A load frame is employed to execute the aforementioned 
load pattern while holding its displacement and load at 2.5 mm m-1 strain increments to 
allow for the application of electrical signals in the skin and EIT spatial conductivity 
mapping.  To observe the formation of cracks in the underlying cementitious element, 
EIT-derived conductivity maps are subtracted from the initial unloaded map to provide a 
measure of relative conductivity changes attributed to strain and damage.  It should be 
noted that unlike concrete which localizes damage to large cracks, FRCC structures 
exhibit strain-hardening behavior with the formation of micro-cracks during hardening 
(Li, 2003b).  
 
The results corresponding to the tensile-compressive cyclic load test of an FRCC coupon 
are shown in Figure 6-12.  Initially, during the first tensile loading cycle to 5 mm m-1 
strain (Figure 6-12a); a crack develops at the bottom of the sensing skin (Figure 6-12g).  
The EIT results of Figure 6-12d accurately capture the location and size of this first crack. 
Based on previous studies, SWNT-PSS/PVA thin films have been shown to exhibit a 
decrease in thin film conductivity with increasing strain (Loh et al., 2007a).  It can be 
seen from the bottom of Figure 6-12d that regions of decreasing conductivity are 
identified, thereby signifying that a crack has occurred below the sensing skin at that 
location (due to large localized strain in the film).  Furthermore, at the boundaries of the 
crack location, EIT identifies regions of increased conductivity that suggest stress and 
strain relaxation due to crack opening (Figure 6-12d).  It should be noted that, typically, 
even a strain gauge cannot identify such detailed strain distributions.  
 
Once the specimen is unloaded to its initial displacement (zero strain) (Figure 6-12b), the 
crack closes to make the surface appear as if no damage has occurred (Figure 6-12h).  
However, despite crack closure, the surface of the cementitious composite remains 
damaged. In fact, the EIT spatial conductivity map of the sensing skin shown in Figure 6-
12e identifies regions of lower strain (increased skin conductivity) as compared with 
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when the specimen has been loaded in tension (Figure 6-12d).  The results from Figure 6-
12e suggest that despite crack closure, localized residual strain due to the previous crack 
opening still exists.  Finally, when the cementitious composite and thin film specimen is 
loaded to 10 mm m-1 (Figure 6-12c), a larger crack develops at the top of the thin film 
(Figure 6-12i).  EIT conductivity mapping of the sensing skin identifies this second crack; 
as shown in Figure 6-12f, the second crack is larger resulting in a more dramatic 
conductivity reduction. 
 
6.6.3 Impact Sensing  
As opposed to epoxy-mounting free-standing SWNT-PSS/PVA thin films to the surface 
of aluminum plates for impact damage monitoring, 75 mm long, 25 mm wide, and 3 mm 
thick aluminum plates are directly used as LbL substrates.  Since aluminum is electrically 
conductive and may interfere with EIT boundary potential measurements, a 100-bilayer 
PSS/PVA insulating layer is initially deposited; then, the LbL method continues to 
deposit another 100-bilayer SWNT-PSS/PVA thin film as the sensing skin (Figure 6-13).  
Similar to crack monitoring in cementitious composites, 32 silver paste electrodes are 
deposited along the sensing skin boundary and an initial EIT spatial conductivity map is 
obtained for the skin (Figure 6-14). 
 
After thin films are deposited onto the aluminum plates, simulation of impact damage is 
conducted by mechanically striking the back of the plate with a tapered aluminum rod.  
The contact area between the tapered rod and the aluminum plate is approximately 5 mm 
in diameter.  As shown in Figure 6-14, the deformation of the aluminum plate and its 
deposited thin film resembles that of bending. However, at the center of the thin film, a 
small bulge due to direct impact of the tapered rod can be visually observed.  The EIT 
algorithm is then executed to capture the spatial conductivity of the SWNT-PSS/PVA 
thin film after impact.  Finally, the undamaged EIT conductivity map is subtracted from 
the post-impact EIT map to obtain a spatial image of the change in conductivity of the 
skin due to the impact damage. 
As shown in Figure 6-15a, impact damage is created at the center of the rectangular 
SWNT-PSS/PVA sensing skin (which has been deposited directly on top of the 
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aluminum plate).  Upon reconstruction of EIT conductivity maps for the undamaged and 
damaged specimens, the change in skin conductivity can be obtained.  From Figure 6-15b, 
it is obvious that EIT conductivity mapping of the sensing skin can accurately identify the 
impact damage location and size (signified by the darker regions suggesting decreasing 
conductivity associated with high local strain at the impact point).  It can be seen that a 
circular pattern is associated with the conductivity reduction which is similar to the size 
of the tapered aluminum rod used to strike the plate (0.5 mm diameter).  Furthermore, 
bending of the aluminum plate can also be identified as shown in Figure 6-15b by a strip 
of reduced conductivity spanning from one side of the plate to the other through the 
impacted region. 
 
6.6.4 pH Sensing  
In previous work, (SWNT-PSS/PANI)n thin films have been shown to drastically increase 
in film resistance in tandem with increasing pH buffer solutions (pH 1–10) (Loh et al., 
2007a).  With a pH sensitivity of approximately 20.66 k_ cm−2/pH, these thin films serve 
as ideal candidates for pH sensing in a wide variety of applications (e.g., corrosion 
monitoring).  The electrochemical response of (SWNT-PSS/PANI)n thin films have been 
characterized with entire films exposed to a single pH environment while two-point probe 
measurements are conducted (Loh et al., 2007a).  In contrast, EIT conductivity mapping 
offers a direct method of sensing pH variations across the entire thin film. 
 
Demonstration of the potential functionality of (SWNTPSS/PANI)n thin films for 
distributed pH sensing is conducted using the experimental set-up described in section 
3.5 (Figure 6-16a).  Prior to the application of pH buffer solutions in the five wells, the 
conductivity map of the thin film is reconstructed by EIT.  This map will serve as a 
baseline map to which further conductivity maps will be compared.  To illustrate the use 
of (SWNT-PSS/PANI)n thin films for biological applications, a small range of pH buffer 
solutions ranging from 5 to 9 are pipetted into the five wells.  The EIT derived 
conductivity maps of the thin film exposed to pH buffer solutions are subtracted from the 
baseline conductivity, thereby revealing changes in conductivity due to pH.  First, the 
surface of the thin film is exposed to pH buffer solutions corresponding to pH values of 7, 
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7.5, 8, 8.5 and 9; Figure 6-16b reveals the conductivity of the (SWNT-PSS/PANI)100 thin 
film decreases in linear proportion to pH.  Second, the basic solutions are removed and 
acid buffer solutions with pH values 7, 6.5, 6, 5.5 and 5 are applied to the film surface.  
Figure 7-16c confirms the thin film undergoes an increase in the film conductivity in 
tandem with acidic pH.  Figure 6-17 summarizes the sensitivity of (SWNT-PSS/PANI)n 
thin film composites to pH stimuli including earlier work conducted by the same group 
(Hou et al., 2007a).  As shown, a linear relation exists in the pH sensitivity of 
electrochemically active (SWNT-PSS/PANI)n thin films. 
 
 
6.7 Conclusions and Summary 
 
In this chapter, electrical impedance tomography is employed to map the two-
dimensional spatial conductivity distribution among layer-by-layer assembled carbon 
nanotube–polyelectrolyte composite thin films.  First, validation of conductivity 
inhomogeneity is performed on four (SWNT-PSS/PVA)100 thin film specimens.  By 
mechanically etching different patterns within three of the films and fabricating three 
regions of different conductivity in the fourth, EIT spatial conductivity can accurately 
identify regions of inhomogeneous conductivity.  Furthermore, to ensure that the mapped 
conductivity corresponds to the true conductivity of the thin film specimen, EIT results 
are compared with those measured using a DC two-point probe technique.  When 
comparing EIT measured conductivity to measurements taken by two-point probe 
techniques, strong agreement (within 2%) is encountered. 
 
With the accuracy of the EIT conductivity reconstruction established, the chapter’s focus 
turns to distributed sensing of SWNT composites.  Strain, impact and crack sensing are 
all illustrated using SWNT-PSS/PVA sensing skins.  Furthermore, pH sensing using the 
surface of a single (SWNT-PSS/PANI)n thin film specimen is also illustrated using EIT.  
The conductivity maps of the film exposed to different pH buffer solutions in five 
locations reveal the outline of the solution wells.  Furthermore, the change in 
conductivity of the film surface immediately below each circular well is shown to be 
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linearly proportional to pH.  The EIT method is clearly a powerful approach for 
measuring the conductivity of CNT-based sensing skins.  The approach is elegant since 
repeated probe measurements need not be taken to measure thin film conductivity.  As a 
result, multifunctional CNT composite films could be used in a variety of sensing 
applications where spatial depiction of conductivity changes to stimuli is desired (e.g., 
corrosion monitoring of metallic surfaces).  While multilayered carbon nanotube– 
polyelectrolyte composite films are used as case studies in this work, it should be noted 
that the EIT approach to distributed sensing is rather general and can be applied to map 
the conductivity of other nano engineered thin film materials. 
 
This chapter only lays a foundation for EIT-based sensing of CNT composite skins.  
Further work is needed to mature the approach for actual deployment in civil engineering 
structures.  For example, while the skin is piezoresistive, the directionality of strain must 
be correlated to the estimated conductivity changes.  In addition, a sensitivity analysis is 
necessary to determine the relative size between the electrode spacing and spatial details 
like cracks sought.  Finally, the long-term durability of the sensing skins is unknown.  
Before deployment to harsh field conditions, the mechanical durability of the skin must 

















Figure 6-1: (a) Semi-conducting and (b) metallic single-walled carbon nanotubes 




Figure 6-2: An SEM image of a (SWNT-PSS/PVA)50 LbL thin film shows the selective 
deposition of individual and small bundles of nanotubes within the polymer matrix.  
Rinsing during layer-by-layer self-assembly removes excessively large agglomerated 
particles.  The inset depicts the corresponding free-standing (SWNT-PSS/PVA)50 thin 















Figure 6-4: (a) Illustration of boundary electrode placement for conductivity mapping;  
(b) LbL thin film specimen with boundary electrodes installed. The specimen is mounted 





Figure 6-5: Thin film conductivity validation: (a) thin film specimen is equally meshed 
into 16 individual elements by physical slicing of the thin film; (b) the mesh number of 
(a); (c) the conductivity comparison of (a) between EIT and the two-probe method 






Figure 6-6: (a) Sequential deposition and etching process to structure three regions of 
different conductivity in a single thin film; (b) back-lighted image of thin film specimen 
with 3 dipping layers, 25 (left centre), 50 (right centre) and 100 layers (outer field); (c) is 

















Figure 6-7: Pattern conductivity maps (σpattern) of three types of physically etched thin 
film specimens. (a), (c) and (e) are optical pictures of thin films with double slashes, 
straight line and L shaped etchings; (b), (d) and (f) are the corresponding pattern 


























Figure 6-8: EIT conductivity maps as axial strain (compressive and tensile strain) is 










































Gage factor A = 4.205
Gage factor B = 11.302
 
Figure 6-9: Change in thin film conductivity maps as axial strain (compressive and 



















Figure 6-10: An example of a conformable free-standing LbL SWNT-PSS/PVA thin film 




Figure 6-11: A cementitious coupon with a 2-D SWNT-PSS/PVA thin film strain and 










+5 mm m-1 strain 0 mm m-1 strain +10 mm m-1 strain 

























































(a) (b) (c) 
(d) (e) (f) 
   
(g) (h) (i) 
Figure 6-12: Free-standing SWNT-PSS/PVA thin films are epoxy-mounted to 
cementitious composites for 2-D EIT strain and crack sensing.  During the first 
loading peak at 5 mm m-1 (a), EIT (d) and optical images (g) successfully identify 
the development of the first crack.  Upon unloading to 0 mm m-1 (b), residual 
strain can be observed from the EIT conductivity map (e) despite the crack has 
closed (h).  At 10 mm m-1 (c), both EIT (f) and optical images (i) identify the 
development of a larger second crack at the top of the thin film. (Note: EIT 









Figure 6-13: A 100-bilayer SWNT-PSS/PVA impact damage sensor assembled  
onto an aluminum substrate with a 100-bilayer PSS/PVA insulating layer  




Figure 6-14: The specimen in Figure 6-13 is impacted with a tapered aluminum rod to 





Figure 6-15: (a) Image of impacted aluminum plate and sensing skin (damage located on 
upper-center location of thin film). (b) Corresponding EIT relative spatial conductivity 
mapping of SWNT-PSS/PVA sensing skin. Impact damage is detected at the upper-center 




















Figure 6-16: (a) (SWNT-PSS/PANI)100 thin film under several magnitudes of pH stimuli; 
(b) change in spatial conductivity when pH in well A, B, C, D and E is 7, 7.5, 8, 8.5 and 
9, respectively; (c) change in spatial conductivity when pH in well A, B, C, D and E is 7, 






Figure 6-17: Sensitivity of three different (SWNT-PSS/PANI)n thin films under pH 
stimuli. All three films exhibit similar linear variations in conductivity as a result of pH 














Table 6-1: Summary of LbL SWNT-composite thin films and their corresponding LbL 
constituents fabricated for EIT spatial conductivity mapping 
Polycation Polyanion Number of bilayers 
Thin film 
characteristics 
1.0 wt. % PANI in 
1.0 vol. % DMF 
0.8 mg/mL SWNT 
in 1.0 wt. % PSS 50 and 100 
Low conductivity and 
pH-sensitive 


































7.1 Summary and Discussion 
 
As high performance fiber reinforced cementitious composite (HPFRCC) materials begin 
to transition from the laboratory to the field, there is a need to monitor their behavior 
when exposed to realistic loads in operational civil structures.  To fully capture the 
mechanical response of HPFRCC materials, identification of the material’s response 
regime (e.g., elastic versus strain hardening) including the evolution of micro- and 
macro-scale cracking is needed.  In-situ observation of the material’s mechanical 
response could validate many of the behavioral assumptions made during design of a 
structure using such materials.  The sensors currently available for monitoring HPFRCC 
materials are point sensors that measure the response of an instrumented structure at a 
specific point.  Strain gages are a classic example since they measure strain only at the 
location of the gage.  Generally, these point measurements do not directly measure 
damage; rather, they are used in conjunction with physics-based models to hypothesize 
the occurrence of cracking and structural damage.  Since HPFRCC are unique materials 
with energy dissipated through micro- and macro-scale cracks, improved sensing 
techniques are necessary to directly observe their cracking behavior. In particular, a 
means of measuring crack occurrence, location and severity are desired.  Towards this 
end, two entirely new approaches are offered for sensing the response of HPFRCC 
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materials: wireless sensor networks (Chapter 2) and the use of the inherent 
electromechanical behavior of the HPFRCC materials (Chapters 3 through 6). 
 
Wireless sensors have shown tremendous promise for monitoring civil structures because 
they eliminate the need for wiring between sensors; hence, wireless sensors are low cost 
and easy to install (Lynch and Loh 2006).  Due to their cost, wireless sensors can be 
installed in large numbers resulting in extremely dense instrumentations.  Dense 
instrumentation allows the system to target the measurement of individual components 
such as joints, beams and columns.  Before wireless sensors can be contemplated for 
monitoring structures employing HPFRCC materials, the reliability and accuracy of the 
sensors must first be validated.  Hence, one objective of Chapter 2 was to validate the 
performance of a wireless sensor prototype by Wang, et al. (2007) to monitor a full-scale 
highway bridge structure in which HPFRCC materials are employed.  The Grove Street 
Bridge was selected with wireless sensors used to monitor the response of the bridge, and 
more specifically, that of an engineered cementitious composite (ECC) link slab deck 
element.  The second objective of Chapter 2 was to explore the use of the computational 
intelligence coupled with each wireless sensor to locally process measurement data.  The 
intended purpose of local data processing was to autonomously identify cracking and 
damage in HPFRCC structural elements.  This objective was satisfied by embedding a 
damage index model proposed by Canbolat, et al. (2004) to determine the degree of 
damage incurred in an HPRFRCC bridge pier loaded under cyclic lateral loading. 
 
While the thesis findings confirm the promise associated with wireless sensing, it can be 
concluded that wireless sensors alone are not sufficient to provide detailed information on 
the mechanical response of HPFRCC materials.  While a rough assessment of cracking in 
HPFRCC structural elements (for example, the HPFRCC bridge pier) can be made 
through embedded interrogation of component responses, the need for a more accurate 
and detailed assessment of cracking still exists.  A radically new approach to sensing 
cracks based on the electromechanical properties of HPFRCC materials was proposed in 
Chapters 3 through 5.  In Chapter 3, the resistivity (the inverse of conductivity) of ECC 
materials was studied to establish a direct correlation between the electrical properties 
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and the mechanical response of the material.  A key objective of the chapter was to 
establish an accurate experimental method for measurement of resistivity.  Electrical 
impedance tomography (EIT) was then proposed in Chapter 4 for the calculation of the 
spatial distribution of conductivity using electrical measurements made along the 
boundary of an ECC specimen.  The objective of Chapter 5 was to determine the 
accuracy of the EIT conductivity mapping technique using ECC test specimens loaded 
under uniaxial tensile loading. 
 
The universality of the EIT approach to spatial mapping of a material’s conductivity is 
shown in Chapter 6 using another multifunctional material.  The multifunctional material 
considered in this chapter was carbon nanotube composites proposed for structural health 
monitoring by Loh, et al. (2007a).  The carbon nanotube thin film composite was used as 
a sensing skin whose conductivity is linearly related to strain.  The sensing skin, when 
epoxy mounted to the surface of a structure, was shown capable of measuring both cracks 
in ECC structural elements and impact damage in steel plates. 
 
 
7.2 Achievement and Contribution 
 
As shown in Figure 7-1, the thesis has made many scientific contributions to the fields of 
HPFRCC materials and structural health monitoring.    First, wireless monitoring systems 
have been tested in an operational structure.  Field testing revealed that wireless sensors 
are accurate in measuring the static and dynamic response of a bridge.  In total, 16 
accelerometers were installed to measure deck acceleration while six strain gages and 
four LVDTs were installed to measure the response of an ECC link slab to static live load.  
Both the static and dynamic responses were accurately measured with no data loss 
occurring during wireless transmission.  With very few field deployments of wireless 
sensors reported in the literature (Lynch and Loh 2006), the field study conducted in this 
thesis will contribute empirical evidence supporting the claim that wireless sensors can 
serve as reliable substitutes for the tethered sensors traditionally used. 
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The computational power coupled with wireless sensors represents a significant paradigm 
shift for the structural monitoring field.  The thesis offered two illustrations of embedded 
computing within a wireless sensor network.  First, FFT and peak picking algorithms 
were coded into each wireless sensor to determine modal properties of the Grove Street 
Bridge.  Using acceleration measurements recorded from routine traffic loading, each 
wireless sensor transformed the data into the frequency domain where modal frequencies 
were automatically determined.  Furthermore, wireless exchange of the imaginary 
component of the Fourier spectra at each modal frequency yielded the mode shapes of the 
bridge.   For the Grove Street Bridge, the soft-connection functionality of the ECC link 
slab was accurately verified by observing a lack of response across the link slab in the 
calculated mode shapes.  The in-network determination of bridge mode shapes presented 
in this thesis is the field’s first illustration of automated modal analysis by a wireless 
sensor network installed in a civil structure. 
 
Building upon the embedded computing illustrated in the field, the thesis has explored the 
embedment of damage detection algorithms in the wireless sensors.  Specifically, a 
damage index model that used peak component displacements as input was employed to 
determine the degree of damage in HPFRCC structural components exposed to cyclic 
loading.  Using an HPFRCC bridge pier constructed in the laboratory, the embedded 
damage model was shown accurate in quantifying the degree of crack damage that had 
occurred within the loaded bridge pier.  Through extensive instrumentation of the pier 
using LVDT, separate damage index models were developed corresponding to the 
flexural and shear response of the structure.  The wireless sensor was shown capable of 
separating the pier response into flexural and shear responses in addition to determining 
flexural and shear damage indices.   The thesis’s work establishes the damage index 
method as a powerful damage estimation tool that a monitoring system can use to identify 
those structural elements requiring immediate inspection. 
 
The most significant achievement of this thesis is the establishment of the use of the 
electromechanical properties inherent to HPFRCC materials as a tool for quantifying 
their response to loading.  The thesis thoroughly explored the electrical resistivity of ECC 
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materials.  With 2-point probing measurements sensitive to contact impedance and DC 
methods vulnerable to material polarization, it was concluded that the most accurate 
method of measuring bulk resistivity of ECC materials was 4-point AC probing.  Given 
the rate of polarization of ECC, it was determined that an AC frequency greater than 1 
kHz minimizes the error introduced in the resistivity measurement due to material 
polarization.  Another factor discovered to affect resistivity measurements was the 
hydration of the ECC material.  Specifically, ECC materials exhibited significant 
variation in measured resistivity over the 35-days after casting.  After one day, the 
resistivity of M-45 ECC was 150 kΩ-cm; after 35 days, the initial resistivity was found to 
be stable but roughly four times larger with a value of 600 kΩ-cm. 
 
During the elastic tensile response of ECC, a linear piezoresistive behavior was 
discovered.  This finding is consistent with the linear piezoresistivity discovered in other 
elastically loaded fiber reinforced cementitious materials (Chung 2003).  For ECC 
materials, the gage factor of the material during its elastic response was found to be 
between 10 and 20.  However, the introduction of dense fields of microcracks during 
strain hardening results in an inconsistent gage factor; gage factors experimentally 
determined during the strain hardening response regime range from 30 to 80.  One reason 
identified for such variability is that the multi-point resistivity probing technique is 
effectively averaging the changes in resistivity due to strain and cracking across the 
volume between the probes. 
 
The inconsistent resistivity measurement inherent to multi-point probing of strain 
hardened ECC are resolved by adopting electrical impedance tomography for 
conductivity measurement.  To the author’s knowledge, this thesis is the first time EIT 
has been applied to conductivity mapping in cementitious specimens.  The method 
proved extremely powerful in yielding multi-dimensional maps (in the case of this thesis, 
two dimensional maps) of an ECC specimen conductivity.   This was significant because 
it provides a distributed measurement of strain along with images of crack patterns within 
ECC structural elements.  By exploring the application of EIT to ECC plates elastically 
loaded in tension, the EIT derived resistivity was determined to be linear as found 
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previously during 4-point probing.  The gage factor determined from the EIT 
conductivity maps was approximately 15. 
 
The conductivity maps determined for the plates loaded while in their strain hardening 
regime provided the location of micro-crack fields.  The conductivity drop associated 
with micro-cracking was linearly correlated to the logarithmic of the crack width.   At the 
end of the strain hardening regime, macro-scale cracks that localized were also observed 
in the EIT maps.  Again, the drop in conductivity was correlated to the width of the larger 
cracks.  For example, conductivity drops as large as 500 nS-cm-1 were observed for 
cracks 2.5 mm wide.  The observation of cracks were observed in a variety of test 
specimens including plates loaded in monotonic and cyclic tension, and for an 
unreinforced ECC beam loaded in 3-point bending.   The EIT method of sensing 
conductivity offers a powerful method for distributed sensing in HPFRCC materials; such 
an approach is perfectly scaled to the local nature of cracking in cementitious materials. 
 
Although the EIT method might appear applicable only to cementitious materials, the 
approach can be applied to other materials exhibiting changes in material conductivity to 
external stimulus.  The universality of distributed sensing of multifunctional materials by 
EIT was illustrated using thin film sensing skins assembled from carbon nanotubes and 
polymers.   These nanoengineered thin films were shown capable of sensing cracking in 
ECC materials.  Furthermore, residual strain introduced in metallic test specimens was 
also illustrated.  EIT conductivity maps were shown accurate in localizing the point of 
impact where residual damage was greatest. 
 
 
7.3 Opportunities for Future’s Research 
 
While the thesis has set a foundation for the use of wireless sensors for monitoring 
HPFRCC structures, more work is needed to fully harness the tremendous potential of the 
technology.  First, work is needed to explore the embedment of other data interrogation 
algorithms for automated data processing.  While the damage index method has shown 
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promise for rapid detection of crack damage, more accurate damage detection algorithms 
could be explored for embedment.  However, as algorithms grow in complexity, the 
computational limits (both computational throughput and memory) will be encountered.  
Hence, fundamental research in distributed computing and parallel data processing 
architectures are needed to maximize the collective computing resource distributed across 
the network. 
 
In the area of distributed sensing by EIT, additional work is needed before the method 
can be deployed in operational structures.  Specifically, data acquisition for the EIT 
analysis conducted in this thesis was manual and required significant time.  Therefore, 
the next step in the development of distributed EIT sensing would be the creation of an 
automated data acquisition system that can take the repeated measurement of boundary 
voltages to applied currents.  If the EIT data acquisition system can be created to record 
boundary data at a high rate, it is possible to continuously collect boundary current-
voltage measurements leading to real-time EIT conductivity mapping.  Therefore, the 
time evolution of crack fields can be produced.  Furthermore, if the data acquisition can 
be designed to offer a wireless interface, then the extensive wiring that would be 
associated with boundary electrodes would be eliminated.   To develop a wireless system, 
wireless sensor would have to be equipped with actuation channels to trigger the injection 
of AC currents into structural elements while the sensing interface of a wireless sensor 
measures boundary voltages. 
 
In addition to advancing EIT data acquisition, future exploration of the application of EIT 
to cementitious structural elements is necessary.  Specifically, this thesis only explored 
unreinforced test specimens.  Realistically, HPFRCC structural components will employ 
some amount of steel reinforcement.  The influence of steel reinforcement bars on the 
EIT method must be explored in detailed.  Another extension of the EIT technique would 
be to image, in three-dimensions, cracking occurring within HPFRCC components.  
While the mathematical framework associated with EIT allows it to be applied in three 
dimensions, buried steel reinforcement and electrode installation still represent technical 
challenges to be solved. 
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It is unlikely that EIT conductivity maps alone will be sufficient for complete 
characterization of the mechanical behavior of instrumented HPFRCC specimens.  Hence, 
the integration of EIT conductivity maps with other damage detection methods could 
improve the damage detection process.  For example, damage index methods could be 
improved using information derived from EIT sensing.  The shear damage index method 
proposed in Chapter 2 requires identification of when fiber pullout occurs.  Since fiber 
pullout is correlated to the size of localized cracks, EIT maps imaging large cracks could 
be used to determine when fiber pullout has occurred and the use of the post-fiber pullout 
model is appropriate.  Of course many other damage detection methods exist that could 
























































































Damage index methods have 
potential for automated damage 
detection using wireless sensors
Electromechanical techniques 
can tell us if we are elastic or 
strain hardening
But EM not sufficient for crack or 
damage detection
EIT shows promise as a true 
distributed techniques
EIT reveals how energy 
dissipated by “mapping” cracks in 
two dimensions
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