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After a brief review in the first section of the definitions and basic properties of
the Riemann and Goss zeta functions, we begin in Section 2 the analysis of the
generalized Goss zeta function by examining its stabilization properties. An idea in
this section gives rise to the new concept of a stabilized ‘-polynomial, which is the
main result of this paper. In Section 3, we give the general form of such polynomials
for a certain equivalence class in the domain space.  2000 Academic Press
1. ONE-DIMENSIONAL THEORY
1.1. Introductory Definitions
Let A=Fq[x] be the ring of polynomials in one indeterminate x with
coefficients in Fq , a finite field with characteristic p>0 and of order q= ps,
for some s. A is embedded discretely in k=Fq((t)), the field of Laurent
series expansions in t, where t=1x. Let K be an algebraic closure of k,
complete with respect to a valuation deg: K*  Q extending the t-adic one.
These function field structures are analogous to certain number field struc-
tures as follows: AtZ, ktR, KtC. We denote by A+ the set of monic
polynomials in A; thus A+ corresponds to the positive integers Z+.
The Riemann zeta function is defined as
‘(s)= :

n=1
n&s,
for s # C, where Re[s]>1. We can write the rule for exponentiation in the
following way: for s=(s1 , s2) # CrR_R,
ns=(es1)log n (ei log n)s2.
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The function ‘(s) has the property that it can be analytically continued to
the entire complex plane, with a pole at s=1.
The Goss zeta function is defined in a way similar to the Riemann zeta
function but instead uses function field structures. To consider it, we must first
define an appropriate domain space. Set S :=K*_Zp , where Zp is the ring of
p-adic integers. For any monic polynomial a # A+, put (a) :=ax&deg a. Then
define exponentiation in the following way: for s=(s1 , s2) # S=K*_Zp ,
as :=sdeg a1 (a)
s2.
This definition, analogous to classical exponentiation, was first introduced
by D. Goss in [Go2]. The integers Z may be embedded in S by the map
m [ (xm, m), and we observe that a(xm, m)=am for m # Z. We will freely
denote (xm, m) by m.
The Goss zeta function is defined as
‘A (s)= :
a # A+
a&s, for s # S.
This series converges absolutely on S0 /S, where S0=[(s0 , s1) #
S | deg (s0)1] and extends to an analytic function on the whole of S by
means of analytic continuation. This analytic continuation is achieved by
grouping by degree. To see this, set
S(1, d, m)= :
deg (a)=d
a # A+
am,
for m # N. (The first argument represents the number of variables in the
polynomial ring A. This is done in preparation for the generalized case.)
Define
‘A (&m)= :

d=0
S(1, d, m),
for m # N. The function ‘A is determined by its values on the integers. In
[Go2, Lemma 3.1], S(1, d, m) is shown to vanish for all d>>0. As
‘A (&m) then involves only a finite number of summands, it clearly con-
verges in A/K.
1.2. Stabilization Results and Special Values
Definition. Given any non-negative integers m1 , ..., mn , written in base
p as
mi=:0, i pki+:1, i pki&1+ } } } +:ki, i , 0: j, i< p,
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we say that there is no carry over of digits base p if and only if ni=0 :j, i< p
for every j.
Let Ud+1(m) denote the set of (d+1)-tuples (m0 , m1 , ..., md) # Nd+1
whose terms sum to m and such that the following two conditions hold:
(i) there is no carry over of digits base p in the sum m= mi ;
(ii) mi>0 and (q&1) | mi for 1id.
Note that it is not necessary that m0 fulfill condition (ii).
The following theorem is by J. Sheats, though it was originally stated by
Carlitz in [Ca2] with a proof later found to be incomplete. It is stated here
for the sole purpose of providing a motivation for the more general result
that is Theorem 2.1.
Theorem 1.1 (Sheats [Sh, Theorem 1.4(a)]). Let m1. Then S(1, d, m)
{0 if and only if Ud+1(m){<.
For a comprehensive listing of results involving the stabilization proper-
ties of S(1, d, m), consult [Th].
We should mention a couple of results regarding special values of the
Riemann and Goss zeta functions that serve to highlight their analogous
nature:
(a) It is well known that for m>0,
‘(&m) # Q and ‘(&2m)=0.
(b) Likewise Goss, in [Go2], showed that for m>0,
‘A (&m) # A and ‘A (&(q&1) m)=0.
2. HIGHER-DIMENSIONAL THEORY
2.1. Introductory Definitions
The following paragraphs recapitulate the n-dimensional structures
defined by M. Kapranov in [Ka]. We repeat them in this context to
sustain a self-contained paper, but the reader should see [Ka] for a more
thorough treatment.
Let kn=Fq((t1)) } } } ((tn)), the n-fold iteration of the Laurent series field.
Let Kn be an algebraic closure of kn , complete with respect to an extension
of the tn -adic valuation and equipped with the topology induced by this
valuation. The polynomial ring An is discretely embedded in Kn by the
series of relations
x1=tn&1 tn , x2=tn&2 tn , ..., xn&1=t1 tn , xn=1tn .
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To consider the generalized Goss zeta function, again we must first
define the domain space and exponentiation. Set Sn=(K*)
n_Zp , where Zp
is the p-adic integers, as our domain space. The integers Z are embedded
in Sn by m [ (xm1 , ..., x
m
n , m). The complete definition of exponentiation is
rather involved and can be referenced, but for the purposes of this paper,
it is enough to know that for m # Z and a # An , we have a(x1
m, ..., xn
m m)=am,
where the exponentiation on the right is the usual one defined on the
integers. As in the one variable case, we will freely use m :=(xm1 , ..., x
m
n , m),
for m # Z.
We now define the concept of a monic polynomial in An . Let Ln be the
infinite set of all distinct monomials in Fq[x1 , ..., xn]. For M, M$ # Ln , this
set is totally ordered by the relation
M=x i1i } } } x
in
n x
i $1
i } } } x
i $n
n =M$
if and only if
{i1+ } } } +in>i $1+ } } } +i $ni1+ } } } +in=i $1+ } } } +i $n ,
or
but (i1 , ..., in)(i $1 , ..., i $n),
the final inequality being the standard lexicographical ordering relation,
i.e., (i1 , ..., in)(i $1 , ..., i $n) if and only if i1<i $1 , or i1=i $1 but i2<i $2 , and so
on. Any polynomial a # An can be written a=c0M0+c1M1+ } } } +cdMd
+cd+1 where the Mi # Ln and M0>M1> } } } Md . The polynomial a # An is
monic if and only if c0=1. This definition is equivalent to that introduced in
[Ka].
Next define f : Ln  N by f (M$)=*[M # Ln | MM$]. Now for any
monic polynomial a # A+n , written in the above form, define dim(a)=
f (M0). Thus for linear a # A+n , i.e., those with dim(a)n, we observe that
a will involve no variables xi with i>dim(a). This is important to note as
the proof of Theorem 2.5 will rely heavily on this property.
Finally, let
S(n, d, m)= :
dim(a)=d
a # An
+
am, for m0.
Then the generalized Goss zeta function is
‘An(s)= :
a # An
+
a&s, for s # Sn ,
the function being defined on all of Sn in [Ka] by a process similar to that
described in the one dimensional case. We have
‘An(&m)= :

d=0
S(n, d, m), for m0.
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Again applying [Go2, Lemma 3.1], we see that the above sum is finite and
thus takes values in An .
2.2. Stabilization Results
We continue the use of the notation Ud (m) introduced in Subsection 1.2.
Theorem 2.1. Let R be a commutative ring with characteristic p and
which contains Fq . For u0 , u1 , ..., ud # R, and m1, let
_d (m)= :
(c1, ..., cd ) # F
d
q
(u0+c1u1+ } } } +cdud)m.
Then
(a) Ud+1(m){< if _d (m){0,
(b) assuming algebraically independence of u0 , u1 , ..., ud over Fq , then
_d (m){0 if Ud+1(m){<.
Proof. By the multinomial theorem,
_d (m)= :
j1, ..., jd
m !
j1 ! } } } jd !(m& j1& } } } & jd)!
_um& j1& } } } & jd0 u
j1
1 } } } u
jd
d $j1 } } } $ jd ,
where
$ji= :
c # Fq
c ji={&1,0,
if (q&1) | ji ;
otherwise.
Thus we can write _d (m) in the form
_d (m)=(&1)d :
m
N=q&1
:
m1, ..., md
m !
m0! m1! } } } md !
um00 u
m1
1 } } } u
md
d ,
where (q&1) | mi for 1id, di=1 m i=N, and m0=m&N. The theorem
follows directly by applying the well known theorem of Lucas that states
that the multinomial coefficient m!m0 ! m1 ! } } } md ! is not equivalent to 0
(mod p) if and only if there is no carry over of base p digits in the sum
m0+m1+ } } } +md .
In the corollary that follows, and indeed in the remainder of this paper,
we utilize only a specialization of Theorem 2.1(a). This specialization
amounts to taking R=Fq[x1 , ..., xn] and _d (m)=S(n, d, m). (By also
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taking u0 , u1 , ..., ud to be indeterminates, we obtain Carlitz’ theorem 4.3
in [Ca2].)
Corollary 2.2. Fix positive integers n and i. If 0m<2qi&1 and
(q&1) |% m, then S(n, d, m)=0 for every di.
To prove Corollary 2.2, we will need the following lemma.
Lemma 2.3. For any positive integer m, let +(m) denote the sum of the
digits of m when written in base p. If ( ps&1) | m, then +(m)=i( p&1),
where is.
Proof. We have m=M( ps&1), writing M=aN pN+ } } } +a1 p+a0
where N=ns+r for n0, 0rs&1, and 0ai< p for all i. Then
M=(aN pr+ } } } +ans) pns+(ans&1 ps&1+ } } } +a(n&1) s) p(n&1) s+ } } }
+(as&1 ps&1+ } } } +a0),
which we denote more concisely by M=An pns+An&1 p (n&1) s+ } } } +A0 .
Thus we have m=M( ps&1)=ni=0 Ai ( p
(i+1) s& pis) which expanded is
m= :
n
i=0
(Ai&1) p(i+1) s+( p&1) p(i+1) s&1+ } } }
+( p&1) pis+1+( p&Ai) p is. (1)
The final equality is quickly checked by adding Ai pis to the final term and
observing that, after carry over, the summand will equal Ai p(i+1) s. We can
rewrite (1) as
(An&1) p(n+1) s+ :
1 jn
( p&1&Aj+Aj&1) p js
+ :
1k(n+1) s&1
k0 mod s
( p&1) pk+( p&A0).
By multiplying out the ( p&1&Aj+Aj&1) p js terms and combining all
the ai coefficients with their appropriate power of p, we obtain
m=(An&1) p(n+1) s+ :
(n+1) s&1
i=1
:i pi+( p&a0), (2)
where
( p&1&ai) for 1is&1
:i={( p&1&ai+ai&s) for siN( p&1+ai&s) for N+1i(n+1) s&1.
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Assume now that both a0 , ans {0. Then each coefficient for the terms
whose p power is strictly less than s is a member of [0, 1, ..., p&1].
However, when i>s, we have 0:i2p&2. Thus in converting each :i
into a member of [0, 1, ..., p&1], i.e., carrying over base p, we decrease the
sum of the digits of the expansion by at most p&1. This must be done at
most ns times (carry over stops at (ans&1) p(n+1) s). Therefore the sum of
the digits, which a priori was (ns+s)( p&1), as can be seen by simply
adding all the coefficients which appear in (2), is now decreased by at most
ns( p&1), and we obtain +(m)s( p&1).
If a0=0, we may factor out a p from M and observe that +(m)=+(mp).
The preceding process may then be carried out on mp. If ans=0, the
preceeding carry over process fails to finish converting m into standard
base p notation only if nothing is carried over to the p(n+1)s term, for in
this case, we would still need to borrow from the succeeding terms. Since
every step in the borrowing process increases the sum of digits by p&1,
there is clearly no problem in arriving at the desired inequality. This proves
Lemma 2.3.
Proof of Corollary 2.2. It is enough to show S(n, d, m)=0 for d=i. The
inequality in the statement therefore reads 0m<2qd&1. Assume there
exists an m that meets the conditions yet yields S(n, d, m){0. Using
Theorem 2.1.(a), there exists an m # Ud+1(m). Since there is no carry over
of digits in m, the following equality holds:
:
d
i=0
+(mi)=+(m).
We obtain a lower bound on the left hand side
:
d
i=0
+(mi)>ds( p&1),
by using the fact that +(m0){0 since (q&1) |% m and the fact that when
( ps&1) | r, we have +(r)s( p&1) by Lemma 2.3. It is easy to verify that
an upper bound on the right hand side, +(m), is
max
0m<2qd&1
+(m)=sd( p&1).
Therefore since the left hand side is always larger than the upper bound of
the right hand side, a contradiction has occurred. This proves the corollary.
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2.3. Special Values
The following theorem of M. Kapranov is a generalization of the one
variable result mentioned in (b) of Subsection 1.2.
Theorem 2.4 (Kapranov [Ka, Theorem 3.1]). ‘An(&m)=0 when
(q&1) | m.
Theorem 2.5. Fix an n such that 1n< and let 1in+1. Then
for m such that (q&1) |% m, and 2qi&1&1m<2qi&1, we have
‘An(&m)= :
i&1
k=0
(c0 , ..., ck&1) # F q
k
(c0+c1x1+ } } } +ck&1xk&1+xk)m,
where the object in parentheses is a monic polynomial, linear in the first k
variables, for k1, and simply equal to 1 when k=0.
Proof. For every 0m<2qi&1, we have S(n, d, m)=0 for every di,
i.e., the a # A+n with dim(a)i do not contribute to the sum. Since
in+1, these a are precisely those involving any monomials other than
the first i&1 indeterminates.
Theorem 2.5 says that all non-trivial zeta values, within a specified range
on the domain, are the result of summing only linear terms raised to a
power. From this theorem, we can see that for any fixed n1, 0m<
2qn+1&1, we have
‘An+j (&m)=‘An(&m), for j1,
since the variables xn+1 , ..., xn+ j will not be appear in the summands.
Therefore, for any m, we can take n=n0 large enough so that for all nn0 ,
‘An(&m)=‘An0(&m). We call such values stabilized ‘-polynomials. They are
completely determined by the power m. Denoted by ‘A(&m), they lie
within A=Fq[x1 , ..., xn , ...].
One can see that in A1 , for 1m<2q2&1, we have ‘A1(&m)=
‘A(&m). This is true even for m divisible by q&1, for clearly, by
Theorem 2.4, all zeta values on m such that (q&1) | m, regardless of rela-
tion to n and q, are stabilized. Likewise we see that in A2 , ‘A2(&m)=
‘A(&m), for 1m<2q
3&1, realizing that when 1m<2q2&1,
‘A2(&m)=‘A1(&m).
Example. Let q=3. For simplicity of notation, write x=x1 , y=x2 .
Then
‘A1(&17)=x
24+x22+x20+2x18+x16+2x15+x14+2x13+2x12
+2x11+x10+2x9+x8+x7+x6+x5+x3+x+1.
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Whereas,
‘A2(&17)=‘A(&17)
=2x15+2x12y3+x6y9+2x13+x12y+x10y3+x4y9+2x11
+2x10y+x2y9+2x9+x7+2x6y+x4y3+x5+x4y
+2x2y3+x3+x+1.
The former is not a stabilized result, since in m< 17=2 V 32&1,
however the latter is stabilized since m<53=2 V 33&1.
3. THE GENERAL FORM OF CERTAIN STABILIZED
‘-POLYNOMIALS
Those stabilized ‘-polynomials which satisfy the congruence relation of
the following theorem appear to have the simplest and most interesting
form, which we specify for a limited range on the domain of ‘An .
Theorem 3.1. Let m#1 (mod q&1), 0m<2q2&1. Then
‘(&m)=&\ mm&q2+ xq21 + &\
m
m&q+ xq1+&mx1+1 (mod p).
Proof. From Theorem 2.5, we have ‘A(&m)=1+c # Fq (c+x1)
m,
which we write as
‘A(&m)=1& :
i#( ps&1) \
m
i + xm&i1 .
We want to show that if ( mi )0 (mod p), then m&i=q
k for some k. Write
m&i=2sn=0 an p
n, where 0anp&1 for 0n2s&1, and a2s # [0, 1].
Since m= j( ps&1)+ an pn, then
m=( ps&1) _j+ :ns an p
n&s+a2s&+_ :sn2s&1 an p
n&s+a2s+ :
n<s
an pn& .
(3)
The second bracketed object in (3), R :=(a2s&1+as&1) ps&1+ } } } +
(a2s+as+a0) := rn pn, must be equivalent to 1 (mod q&1). Thus
1,
R={ps,2ps&1,
for R cannot attain a higher value due to the limited range of the rn .
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The case when R=2ps&1 can only occur when r0=2p&1 and
rn=2p&2 for 1ns&1. But this implies that +(m&i)=2s( p&1)+1,
and so m&i=2q2&1, which is out of range. The case R= ps can only
occur when r0= p, and rn= p&1 for 1ns&1. This implies that
+(m&i)=s( p&1)+1, but by Lemma 2.3 we must have +(i)=s( p&1). By
Lucas’ theorem applied to ( mi ), which by hypothesis is {0, there is no
carry over of digits in the sum i+(m&i), and so we have +(i)++(m&i)=
2s( p&1)+1=+(m). But this implies that m=2q2&1, which is also out of
the assumed range. Finally, the case R=1 can only occur when aks=1 for
some k, and all other an=0. This is the desired result, which proves
Theorem 3.1.
Example. Let q=3. Then
‘A(&5)=2x
3
1+x1+1
‘A(&13)=2x
9
1+2x
3
1+2x1+1.
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