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1. INTRODUCTION 
This paper is concerned with the solvability of the following periodic 
problem: 
-xn = g(x) + h(t) in [0,2rc], 
x(0)=x(271), x’(0) = x’( 271). 
(1.1) 
The nonlinearity g in (1.1) is a continuous function from R to R and the 
forcing term h is taken in L”(O,27r). Nonresonance means that (1.1) 
admits at least one solution x for any given h. 
Integrating Eq. (1.1) over a period, one immediately sees that a necessary 
condition for nonresonance is that the function g be unbounded from 
above and from below on R. It will appear later (cf. (1.6)) that this 
unboundedness can be looked at as a condition relating the behaviour at 
infinity of the nonlinearity g with respect to the first eigenvalue 1, = 0 of 
the associated linear problem: 
-xf’= Ax in [0, 27r], 
x(0) = x(27r), x’(0) = x1(271). 
(1.2) 
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We are interested in the sufficiency of this condition. For that purpose it 
is rather natural to assume that the nonlinearity g does not interfere too 
much with the higher part of the spectrum of (1.2): an equation like 
-x” = x + h(f) must clearly be avoided. The simplest way to express this 
restriction is to require that 
limsup g* < &( = 1). 
IAl’fr. s 
(1.3) 
Several works have been devoted to questions of nonresonance for semi- 
linear ordinary or partial differential equations. Recent surveys which at 
least partially deal with this problem include [Co, DF, Ma,, Ma,, 
Ma-Wi,]. In particular, as far as (1.1) is concerned with a nonlinearity g 
satisfying (1.3), it is known that nonresonance occurs if 
liminf g(s) 3 0 
ISI - +x s 
and liminf G$! > 0, (1.4) Id- +x 
where G(s) = J;J g(v) dr (cf. [Co-Ol]), or if there exists a sequence of 
disjoint intervals I,,= [a,,, b,] with a,, -+ +a, b,, -+ +w, b,/a, + +m, 
and 
min g+ +cc, maxg-+ --cc (1.5) 
1” - L 
(cf. [Re]). Conditions (1.4), (1.5) can clearly be interpreted as strengthened 
forms of unboundedness for g. Standard results on upper and lower solu- 
tions can also be used to derive nonresonance (at least for h continuous) 
if g is unbounded from below and from above on [w +, or from below and 
from above on R -, or from below on [w + and from above on [w -. From 
this respect Theorem 1.1 below deals with the remaining case, where g is 
unbounded from above on Iw + and from below on Iw -. 
THEOREM 1.1. Assume (1.3). Then a necessary and sufficient condition 
for (1.1) to be solvable for any given h in L”(O,2n) is that g be unbounded 
from above and from below, on IF!. 
It should be pointed out that this theorem exhibits a phenomenon which 
seems to be particular to the first eigenvalue 0. Indeed, for any eigenvalue 
n2, nonresonance for 
-x”=n2x+g(x)+h(t), 
x(0) = x(2n), X’(O) = d(2n j, 
(1.6) 
implies that g is unbounded on Iw (multiply by the corresponding eigen- 
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function and integrate). However, an example was constructed recently in 
[D-I-Z,] of an odd continuous function 2 which satisfies 
(w s) f?(s) GO, liminf gO = -f/2 lsl-7 s 
(and consequently is unbounded) and for which (1.6), with n = 1 and 
h(t) = sin t, is not solvable. Strengthened forms of unboundedness which 
imply nonresonance near a higher eigenvalue can be found for instance in 
[Co-01, D-I-Z:, Fo-Za, Go-Om, Om-Za]. 
The proof of Theorem 1.1 is based on the LerayySchauder degree theory 
and involves the consideration of (constant) upper and lower solutions 
which may not be well-ordered. The type of open set that we eventually 
construct in order to apply the invariance of the degree (cf. 0, in Sec- 
tion 3) does not seem to have been previously considered in the literature. 
It might be of interest in the study of other situations where, as here, no 
a priori bound can be expected in general. 
We finally observe that the conclusion of Theorem 1.1 remains valid for 
some nonvariational equations, like the Lienard equation 
-x”=f(x)x’+ g(.u)+h(t), 
where f is any continuous function. Condition (1.3) can also be generalized 
and replaced by a nonresonance condition with respect o the first branch 
of the Fucik spectrum. This latter condition can be expressed in terms of 
density at infinity (as in [Go-Om]) or equivalently in terms of the 
primitive G (cf. the Appendix). This is the setting in which our result is 
stated in Section 2 and proved in Section 3. 
We thank Fabio Zanolin for several interesting discussions connected 
with the present work. 
2. STATEMENT 
Let f and g be continuous functions from R to R and let h E Lx (0,271). 
We consider the periodic problem 
-x”=f(x)x’+ g(x)+h(t) in [0, 27~1, 
x(0) = x(27c), x’(0) = x’(2n). 
(2.1) 
Solutions are understood in the usual weak sense: XE Wz3”(0, 2n) and 
satisfies the equation a.e. in [0,27r] as well as the boundary conditions. 
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The FuEik spectrum for the associated homogeneous problem 
-x~‘=Iz+x+ -A-?- in [0,27r], 
x(0) = x(27r), x’(0) = x’( 2n) 
(2.2) 
is defined as the set of (A+, AL) E [wz for which (2.2) has a nontrivial 
solution. It was proved by FuEik that this set is precisely the union of the 
two lines (Iw, 0) and (0, Iw) with a sequence of curves C,, k= 1,2, . . . . where 
Here we shall deal only with the first branch Cr. Observe that 
(A,, &)= (1, 1) belongs to C,. 
We will assume that the nonlinearity g in (2.1) satisfies 
limsup’g+ < q + and 
s--r +a 
for some point (q+, q-) in C1, with 
limsup ‘+ < q _ 
S’ -xx 
(2.3) 
2Gb) limsup s2 < q + 33s) or limsup 2<q-. 
3- +3c s--f ~-a s 
(2.4) 
THEOREM 2.1. Assume (2.3), (2.4). If there exist A and B in IF! such that 
g(A 1 G -h(t) G g(B) (2.5) 
for a.e. t, then (2.1) admits at least one solution. 
As an immediate consequence we have the following 
COROLLARY 2.2. Assume (2.3), (2.4). Then a necessary and sufficient 
condition for (2.1) to be solvable for any h E L”(0, 27~) is that g be 
unboundedfrom abode and from below on R. 
Necessity in Corollary 2.2 follows by integrating the equation in (2.1) 
over a period. Sufficiency follows from Theorem 2.1. 
3. PROOF OF THEOREM 2.1 
We start with the following 
LEMMA 3.1. Assume that (2.5) holds with A 2 B. Then (2.1) is solvable. 
When h is continuous this lemma can be derived from standard results 
on upper and lower solutions, as given, e.g., in [Ro-Ma]. 
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Proof of Lemma 3.1. If A = B, then x(t) E A is a solution and we are 
done. If A > B, then, replacing x by 2’ = x - (A + B)/2, we can assume 
A>Q>B. (3.1) 
Let us denote by K, the operator which sends e(t) on the unique 
2x-periodic solution of -.K” + x = e(t). Then (2.1) is transformed into the 
fixed point equation 
.K= K,[r+f(x) x’+ g(x) +h(t)] (3.2) 
in, say, the Sobolev space H’(0, 2rc). We will consider the homotopy 
x = JK,[.x +.f(x) x’ + g(x) + h(r)] (3.3) 
where ;i E: [0, 11. Observe that if x(t) satisfies A > +x(t) 2 B for all t and is 
a solution of (3.3) for some ,IE [0, 11, then 
II-41 LJ G c, (3.4) 
for some constant C, independent of I and 1. This is easily obtained by 
multiplying the equation corresponding to (3.3), 
-x0= -(l-~)x+i..(x)x’+~[g(x)+k(t)], (3.5) 
by x(t) and integrating. Define now the following bounded open subset of 
H’(0, 2n): 
0,={x~H’(0,2~);~~x’[~L~~C,+landA~x(t)~Bforallt}. (3.6) 
0, contains 0 (by (3.1)). By the Leray-Schauder degree theory, (3.2) will 
be solvable in the closure 6, if no solution of (3.3) with 0 < 2 < 1 belongs 
to the boundary 80,. Assume by contradiction that there is such a solution 
x in 80,. Then, using the definition of 0, and (3.4), we conclude that 
min x = B or max x = A. Consider the first case (the second can be treated 
similarly j and let t, be such that x( t,) = min X. By (3.1) and (2.5) there 
exists E > 0 such that 
-(l -l)B+l[g(B)+h(t)] >E 
for a.e. t E [O, 2n]. Since X( t,) = B and I’ = 0, we deduce by continuity 
-(l -~)x(t)+~~(x(t))x’(t)+~g(JE(f))+~h(t)~O 
for a.e. t in a neighbourhood of t,. Combining with (3.5) then leads to a 
contradiction. This completes the proof of Lemma 3.1. 
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Remark 3.2. The method of upper and lower solutions for general 
Caratheodory type equations has recently been studied in [Ad, Ha-Sal. 
We can thus assume from now on in the proof of Theorem 2.1 that 
A <B, and actually, changing the unknown function as in the beginning of 
the proof of Lemma 3.1, we can assume 
A<O<B. (3.7) 
Moreover, if g is unbounded from below on Iw +, then one can find A’ such 
that A’ B B and g(A’) Q -h(t) < g(B) for a.e. t; Lemma 3.1 can then still be 
applied to derive solvability. The same situation occurs if g is unbounded 
from above on [w-. It follows that we can also assume that 
g(s) sgn s 2 -C2 (3.8) 
for some constant C, and all SE [w. 
Assumptions (2.3), (2.4) will now enter the argument. Let us fix a 
number 0 with 0 < 8 < q+ and 0 < 8 < q- , and let us denote by K, the 
operator which sends e(t) on the unique 2rc-periodic solution x(t) of 
-x” - 6.x = e(t). Then (2.1) is transformed into the fixed point equation 
x=KJ-@x+f(x)x’+g(x)+h(t)] (3.9) 
in the Sobolev space H’(O,2rc). We will deal with the homotopy 
x=M,[-ex+f(x)x’+g(x)+h(t)] (3.10) 
where 1 E [0, I]. Relation (3.10) corresponds to the differential equation 
-x”=(l-;L)0X+~~(X)X’+~[g(X)+h(t)]. (3.11) 
CLAIM 1. There exists a constant C, (independent of x and A) such that 
if x solves (3.10) for some ,I E [O, I], then either max .Y < C3 or 
min x2 -C,. 
Proof of Claim 1. Assume by contradiction the existence of a sequence 
of numbers ;i, E [0, l] and corresponding solutions x, of (3.10) such that 
M, :=maxx,-, +0z and rn,* := min x, + --io. (3.12) 
Clearly ll~~ll + +co, where 11 (1 denotes the usual norm in H’(0, 27~). 
Writing Y, = x,Jlx,II and going to a subsequence, we get JJ,, + y weakly in 
HI, y,, + y uniformly on [0,2a] and 2, + A. One has y(t) f 0. Indeed, if 
y(t) s 0, then, multiplying (3.11) (with 2 = 2, and x=x,) by x,,/IJx,,112, 
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integrating, and using the fact that g has linear growth (a consequence of 
(2.3) and (3.8)) we get 
s 
2n (Y:,)2 -+o, 
0 
which is impossible since yII -+ t’= 0 uniformly and IIJ’,~II = 1. 
We now analyse further the limiting function up. Identifying [0, 2n] 
with S ‘, we show that S ’ can be decomposed into the disjoint union of 
two nonempty intervals [cr, (I [ and [y = /?, 6 = c1[ such that y(r) is >O on 
] a, p [ and <O on ] y, 6 [. The proof here, which uses (2.3), is totally 
similar to that of relation (3.8) in [Go-Om] and we do not repeat it. 
Denoting by q(t) the step function equal to q + on ] ax, p [ and to qP on 
17, 6 [, it also follows from relation (3.10) in [Go-Om] that for any 
interval I c S ‘, 
(3.13) 
To proceed further in the proof of Claim 1, we use (2.4). It follows from 
the result in the Appendix that (2.4) can be restated as saying that for some 
4 >o_Y 
E, has positive density at + ,x, or EP has positive density at - ‘XI, 
(3.14) 
where E c and E _ denote the sets 
(the definition of positive density at infinity is recalled in the Appendix). 
We also need the following lemma on inverse images. Its proof is given in 
[Go-Om] and uses the Schwarz rearrangement technique. 
LEMMA 3.3. Let I be a bounded interval in R, 1 <p < ,x, UE W1.p(I) 
with u nonconstant, and let B be a Borelian set in the range of u. Then 
P(B) p(u-‘(B))‘.P’k- 
llu’ll WI, 
(3.15) 
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where ,u denotes Lebesgue measure and p’ denotes the Hiilder conjugate 
exponent. 
Proof of Claim 1 (Continued). Let us assume that the first half of (3.14) 
holds (the case of the second half can be treated similarly). We first show 
that there exists [>O such that 
ts [a,/?];x.(t)>Oand*<y, -q}>c (3.16) 
n 
for all n sufficiently large. Since 
p{te Ca, Bl’; 4.Jt)>O) -,O as n+ +c0, 
(3.16) will hold if there exists i’ > 0 such that 
d&2(t)) to[O,2rc];x,(t)>Oand~ 
-h(r) 
(3.17) 
for all n sufficiently large. Put M = max y(t) and take E > 0 such that 
0 < M - E. For n sufficiently large, JJ,, vanishes somewhere in [0,27c] and 
consequently, 
rangeofx,I]O, (M-s) IIx,l/ [. 
In particular 
Observing that the set in (3.17) contains x,; ‘(B,) and applying Lemma 3.3, 
we deduce that the measure in (3.17) is 
a4~n)*/llx~ll t2(0,2n). 
Since Il-dllL~ = IMI IIYLII Lz3 one has l/xLilL~ <c(M-E) Ilx,,ll for some 
constant c and consequently the measure in (3.17) is also 
The condition that E, has positive density at + a can then be used to 
derive (3.17). 
We now apply (3.13) on the interval [a, /I]. Denoting by x,, the charac- 
teristic function of the set in (3.16), we have 
B 
Oaliminf JC 
g@,(r)) q+ -- 
a *v,(t) > 
Yrt(fJ2 x,(t) 
B 
+liminf 
,( 
g(x,~t)) 
q+ -~ 
-y,(r) > 
Y,(t)* (1 -x,,(t)) 
3! 
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and so, using Fatou’s lemma in the second term, 
Consequently 
liminf ” I y(t)’ x,(t) = 0, 1 
which leads to a contradiction with (3.16) since )! is > 0 on ] CI, j [I. This 
completes the proof of Claim 1. 
CLAIM 2. There exists a constant C, (independent of .Y and 1) such that 
if-u(t) solves (3.10) for some 1~ [0, 11, then IIx’IIL~< C4. 
Proof of Claim 2. Let x(t) be a solution of (3.10) for some A. E [0, 11. 
Integrating (3.11) and denoting 
cp(x, 2) := (1 - 1) 9x + Ag(x), 
we get 
IJ 
2n 
qwt), 1) 6 c; (3.18) o 
here and below C, C’, . . . represent constants independent of x and 1. By 
Claim 1, we have max x < C3 or min x b -Cj. Consider the first case (the 
second one can be treated similarly). It follows from (3.18) that 
We use (3.8 ) in the second integral and max x d Cj in the third integral to 
obtain 
- 
i cp(x(t), 1) d C’. o<o 
Combining with (3.18), we get 
Ilq(x(t), n)ll,I d c+ 2c’. (3.19) 
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Now we multiply (3.11) by x - 2, where .V denotes the mean value of x on 
[0, 27~1, and integrate. This gives 
IIS’II :z < (Ilq(x(t,, J)ll,I + C”) II-u--fllL’ 
< C”’ I/x’I( LI, 
which yields the desired estimate on I(xIIL:. In the case where 
min x > -Cj, one starts above by estimating II, a cp instead of -s+, < ,, cp. 
This completes the proof of Claim 2. 
Proof of Theorem 2.1 (Continued). Define 
02 = {XE H’(0, 27r); /IX’IIL2 <C,+landA<x(t)<Bforatleastonet}. 
Clearly 0, is a bounded open subset of H’ which contains 0. By the 
Leray-Schauder degree theory, (3.9) will be solvable in the closure 0, if no 
solution of (3.10) with 0 < 1~ 1 belongs to the boundary JO,. Assume by 
contradiction that there is such a solution x in a02. Then, using the 
definition of a2 and Claim 2, we conclude that max x = A or min x = B. 
Consider the first case (the second case can be treated similarly) and let t, 
be such that x(tz) = max x. By (3.7) and (2.5) there exists E > 0 such that 
(l-~)eA+n[g(A)+h(t)]g -& 
for a.e. t E [0, 27r]. Since x(t2) = A and x’(tz) = 0, we deduce by continuity 
for a.e. t in a neighbourhood of tz. Combining with (3.11) then leads to a 
contradiction. This completes the proof of Theorem 2.1. 
Remark 3.4. Theorem 2.1 and Corollary 2.2 easily extend to the 
equation 
-x” =f(x) x’ + g(x) + h(t, x, x’) 
where h is a bounded Carathiodory function, 
Remark 3.5. The proof of Theorem 2.1 can also be adapted to deal 
with nonlinearities g which are nonautonomous. Consider for instance the 
problem 
-x” =f(x) x’ + g(t, x) in [0,27c], 
x(0) = x(27r), x’(0) = x’( 27r) 
(3.20) 
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with, say, f and g continuous. Assume that g(t, X) satisfies a nonresonance 
condition with respect o the first branch of the FuEik spectrum of the type 
considered, e.g., in Section 2 of [Go-Om]. Assume also the existence of 
two constants A, B such that 
g(t. A)dOdg(t, 4 
for all t. Finally assume that 
g( t, s) sgn s >, --c (3.21 )
for some constant c and all t, S. Then problem (3.20) has at least one solu- 
tion. The extra assumption (3.21) replaces condition (3.8) which could be 
assumed without loss of generality in the process of the proof of 
Theorem 2.1. 
Remark 3.6. Not well-ordered upper and lower solutions were already 
considered in [A-A-M], by totally different techniques and for bounded 
nonlinearities. 
4. RELATED RESULTS 
(i) Let x be a solution of problem (2.1) obtained by applying 
Theorem 2.1. Then some information about the location of ?I can be 
deduced from the proof. Namely, 
if B<A, then B d x(t) d A for all t E [0, 27~1, 
if A<B, then A < -u(t) < B for at least one t E [0,27c] 
Furthermore, if (2.5) is replaced by the strict condition 
g(A) <inf(-h(t)) d sup( -h(t)) < g(B), (4.1) 
then strict inequalities hold above, i.e., B < x(t) < A for all t or A < x(t) < B 
for at least one t, respectively. Multiplicity results can sometimes be 
deduced from this observation. Consider for instance the periodic problem 
for the pendulum equation, 
-x”=f(.~)X’+asinx+h(t), 
x(0) = x(27c), x’(0) = X’(27r), 
(4.2) 
where h E L” and a > /lhll Lc‘. Conditions (2.3), (2.4) of course are trivially 
satisfied by a bounded nonlinearity (and actually the verification of 
Claim 2 is then immediate). Inequalities (4.1) are fulfilled by taking 
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A = 3/27c > IT/~ = B, so that Theorem 2.1 yields a first solution X, of (4.2) 
with 
n/2 <x,(t) < 312~~ for all t E [0,27t]. 
This is the solution associated to the usual upper and lower solutions 
method. Inequalities (4.1) are also fulfilled by taking A = -7c/2 < 7c/2 = B, 
so that Theorem 2.1 provides a second solution .x2 of (4.2) with 
-n/2 < x*(t) < 7(/2 for at least one t E [0,27c]. 
We recover in this way a multiplicity result of Mawhin and Willem 
[Ma-Wi,], by a method which does not rely upon the additivity or 
excision property of the degree. 
(ii) The arguments in the proof of Theorem 2.1 can also be used 
whenever conditions (possibly different from (2.3), (2.4)) are assumed 
which imply the validity of Claim 2. For instance if we replace (2.3), (2.4) 
by the requirement hat there exists d>O such that 
If(s)1 ad (4.3 1 
for all s E Iw, then the conclusions of Theorem 2.1 and Corollary 2.2 remain 
valid. The proof of Theorem 2.1 can be adapted as follows. In the case 
A < B, one picks 8 with 0 < 8 < 1. To get the estimate of Claim 2, one 
multiplies the corresponding equation by (sgn f) x’ and integrates to 
obtain, when A# 0, 
d~~~\.‘*+(sgnf)Ch(l).~‘=~~~ If(x)1 x”+(sgn/)jrh(r)x’=O. 
This yields the desired estimate on llx’)j Lo, and the rest of the proof can be 
continued without changes. Condition (4.3) is in particular satisfied in the 
case of the Dufftng equation 
-x” = cx’ + g(x) + h(t) 
with c # 0. The existence result obtained in this way improves a previous 
one by Bebernes and Martelli [Be-Ma] (cf. also [Ro-Ma]). 
(iii) Finally we observe that the technique introduced in this paper can 
be adapted to deal with other types of equations (or boundary conditions). 
For instance let us consider the periodic problem for the Rayleigh 
equation: 
-xn = f(x’) + g(x) + h(t), 
x(0) = X(28), x’(0) = x’(2n), 
(4.4) 
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wheref, g are continuous functions and h E L” (0,271) such that at least one 
of the following two conditions holds: 
g is of class CL and sup g’(s) < 1, 
lim f(s) sgn s = +w’ (or -co). 
I.3 * +7: 
(4.5) 
(4.6) 
Then a necessary and sufficient condition for (4.4) to be solvable for every 
h is that g be unbounded from above and from below. The main differences 
with respect o the proof of Theorem 2.1 are the following. First, in order 
to avoid any growth condition on5 one is led to set the problem as a fixed 
point equation in C ’ [0,271]. The estimate on I~.Y’II Lz should then be 
replaced by an estimate on JI,Y’I~ LZ. This estimate is obtained by multiplica- 
tion by -x” when (4.5) holds. When (4.6) holds, one first multiplies by X’ 
and uses the fact that .Y hits the interval ] A, B[ to get an estimate on 
I~.YII~~; multiplying again by -x”, one then gets the estimate on IIxII~,.. 
This estimate is used to define the open set Oz. The existence result for 
(4.4) obtained in this way improves several previous ones, e.g., [In, In-Za] 
(under (4.5)), and [Reu, Za] (under (4.6)). In all these papers, the condi- 
tion at the eigenvalue 0 is of the form 
lim g(s)sgns= +co (or -cc). ICI ~+ J 
5. APPENDIX 
Let g: [W+ -+ [w be continuous and denote as before by G(x) the primitive 
j: g(s) ds. Let AE [w. It is our purpose here to compare the following two 
conditions which have been considered recently in the study of non- 
resonance (cf. [DF-Go,, Co-011) and to show that they are essentially 
equivalent: 
there exists q > 0 such that the set 
d-x) - < A - 9 
x 
has positive density at + co; (5.1) 
limsup 7 2W) < II (5.2) 
.r- +x x . 
We recall that a measurable set E c IF! is said to have positive density at 
+co if 
liminf AE r~ LO, rl ) > o 
r- tx p([O,r]) ’ 
SO? ‘94 l-6 
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PROPOSITION 5.1. Zf (5.1) holds and if 
(5.3) 
then (5.2) holds. Conversely, {j’ (5.2) holds and if 
g(x)2 -Ax-B (5.4) 
for some positive constants A, B and all x, then (5.1) holds. 
Proof: The first implication is Proposition 4.10 of [DF-Go,]. To prove 
the second, we first observe that it suffices to consider the case ;1 =O. 
Denoting the value of the superior limit in (5.2) by -p ~0 and writing 
f(x) = g(x) + p/2x, we have 
2F(x) 
limsup 7 = -P<O, 
.Y - + % x 2 
(5.5) 
where F denotes the primitive off: Of course f still satisfies (5.4). We will 
show that the set 
has positive density at + CC, which clearly implies (5.1) (with ye = p/2). We 
have, using Lemma 2.2 of [DF-Go,], 
2 i (-As- B)ds En [OJ] 
r 
B s 
(-As-B)ds 
.I -p(Ec? [O..r], 
and consequently 
2W) ----a -A+A l-~(En[O~xl) ’ 2B I 2Bs~-dEnC0,-~l). 
x s 1 x x2 
We deduce, by (5.5). 
O> -A+A I-liminf x--r +r 
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which implies that 
,iminf P(E n co, -VI ) > o 
.x- +1. .Y 
This completes the proof of Proposition 5.1. 
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