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Abstract
Existing approaches for multirate multicast congestion control are either friendly to TCP only over large
time scales or introduce unfortunate side eects, such as signicant control traÆc, wasted bandwidth, or the
need for modications to existing routers. We advocate a layered multicast approach in which steady-state
receiver reception rates emulate the classical TCP sawtooth derived from additive-increase, multiplicative
decrease (AIMD) principles. Our approach introduces the concept of dynamic stair layers to simulate various
rates of additive increase for receivers with heterogeneous round-trip times (RTTs), facilitated by a minimal
amount of IGMP control traÆc. We employ a mix of cumulative and non-cumulative layering to minimize the
amount of excess bandwidth consumed by receivers operating asynchronously behind a shared bottleneck. We
integrate these techniques together into a congestion control scheme called STAIR which is amenable to those
multicast applications which can make eective use of arbitrary and time-varying subscription levels.
1 Introduction
IP Multicast will ultimately facilitate both delivery of real-time multimedia streams and reliable delivery of
rich content to very large audience sizes. One of the most signicant remaining impediments to widespread
multicast deployment is the issue of congestion control. Internet service providers and backbone service
providers need assurances that multicast traÆc will not overwhelm their infrastructure. Conversely, content
providers in the business of delivering content via multicast do not want articial handicaps imposed
by overly conservative multicast congestion control mechanisms. Resolution of the tensions imposed by

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this fundamental problem in networking motivates careful optimization of multicast congestion control
algorithms and paradigms.
While TCP-friendly multicast congestion control schemes which transmit at a single rate now exist, these
techniques cannot scale to large audience sizes. The apparent alternative is multirate congestion control,
whereby dierent receivers in the same session can receive content at dierent transfer rates. Several
schemes for multirate congestion control using layered multicast [1, 8, 9, 12, 14] have been proposed.
Also, an excellent survey of related work on multicast congestion control appears in [13]. A layered
multicast approach employs multiple multicast groups transmitting at dierent rates to accomodate a
large, heterogeneous population of receivers. In these protocols, receivers adapt their reception rate by
subscribing to and unsubscribing from additional groups (or layers), typically leveraging the Internet
Group Membership Protocol (IGMP) as the control mechanism. Also, these schemes tend to employ
cumulative layering, which mandates that each receiver always subscribe to a set of layers in sequential
order. Cumulative layering dovetails well with many applications, such as those which employ layered
video codecs [9] for video transmission and methods for reliable multicast transport which are tolerant to
frequent subscription changes [12, 4].
In conventional layering schemes, the rates for layers are exponentially distributed: the base layer's
transmission rate is B
0
, and all other layers i transmit at rate B
0
 2
i 1
. Therefore, subscription to an
additional layer doubles the receiver's reception rate. Reception rate increase granularity of those schemes
is unlike TCP's ne-grained additive-increase, multiplicative decrease (AIMD). Because of this coarse
granularity, rate increases are necessarily abrupt, which runs the risk of buer overow; therefore, receivers
must carefully infer the available bandwidth before subscribing to additional layers.
A dierent approach advocating ne-grained multicast congestion control to simulate AIMD was pro-
posed in [3]. We refer to this approach as FGLM (Fine-Grained Layered Multicast). FGLM relies on
non-cumulative layering and careful organization of layer rates to enable a receiver to increase the re-
ception rate at the granularity of the base layer bandwidth B
0
. Unlike earlier schemes, in this scheme,
all receivers act autonomously with no implicit or explicit coordination between them. One substantial
drawback of this approach is a constant hum of IGMP traÆc at each last hop router (1 join and 2 leaves
per client at every additive increase decision point). This volume of control traÆc is especially problematic
for last hop routers with large fanout to one multicast session, or those serving multiple sessions. Another
drawback is that this approach incurs some bandwidth dilation at links, wasted bandwidth introduced by
the uncoordinated activities of the set of downstream receivers. Finally, the use of non-cumulative layers
is only amenable to applications which can make use of an arbitrary (and frequently changing) subset of
subscription layers over time. The most natural applications of which we are aware are those in which
any packet on any layer is equivalently useful to every receiver; such a situation arises in the digital foun-
tain approach dened in [4], which facilitates reliable multicast by transmitting content encoded with fast
forward error correcting codes.
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Our work presents a better method for simulating true AIMD multicast congestion control. At a high
level, our STAIR (Simulate TCP's Additive Increase/multiplicative decrease with Rate-based) multicast
congestion control algorithm enables reception rates at receivers to follow the familiar sawtooth pattern
which arises when using TCP's AIMD congestion control. We facilitate this by providing two key contri-
butions. First, we dene a stair layer, a layer whose rate dynamically ramps up over time from a base rate
of one packet per RTT up to a maximum rate before dropping back to the base rate. The primary ben-
et of this component is to facilitate additive increase automatically, without the need for IGMP control
messages. Second, we provide an eÆcient hybrid approach to combine the benets of cumulative and non-
cumulative layering below the stair layer. This hybrid approach provides the exibility of non-cumulative
layering, while mitigating several of the performance drawbacks associated with pure non-cumulative lay-
ering. While our STAIR approach appears complex, 1) the algorithm is straightforward to implement
and easy to tune, 2) it delivers data to each receiver at a rate that is in very close correspondence to
the behavior of a unicast TCP connection over the same path, and 3) it does so with a quantiable and
reasonable bandwidth cost.
2 Denitions and Building Blocks for our Approach
In order to motivate our new contributions, we begin with techniques from previous work which relate
closely to our approach. In [3], four metrics for evaluating a layered multicast congestion control scheme
are provided, two of which we recapitulate here.
Denition 1 The join complexity of an operation (such as additive increase) under a given layering
scheme is the number of multicast join messages a receiver must issue in order to perform that operation
in the worst case.
Denition 2 For a layering scheme which supports reception rates in the range [1; R], and for a given
link l in a multicast tree, let M
l
 R be the maximum reception rate of the set of receivers downstream of
l and let C
l
be the bandwidth demanded in aggregate by receivers downstream of l. the dilation of link l is
then dened to be C
l
=M
l
. Similarly, the dilation imposed by a multicast session on tree T is taken to be
max
l2T
(C
l
=M
l
).
Table 1 compares the performance of various layering schemes which attempt to perform AIMD con-
gestion control. Briey, one cannot perform additive increase in a standard cumulative protocol
1
, and
while non-cumulative schemes can do so, they do so only with substantial control traÆc and/or bandwidth
dilation per operation.
1
Standard refers to the doubling scheme described in the introduction.
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Sequence Dilation Complexity of AI Complexity of MD
Ideal 1 zero zero
Std. Cum 1 N/A 1 leave
Std. NonCum 2 O(logR) O(logR)
FGLM [3] 1.6 2 joins, 1 leave 1 leave
Table 1: Performance of AIMD Congestion Control for Various Approaches
We briey sketch one non-cumulative layering scheme used [3]. The layering scheme is dened by
B
0
= 1; B
1
= 2; and B
i
= B
i 1
+ B
i 2
+ 1 for i  2. The rst few rates of the layers for this scheme
are 1, 2, 4, 7, 12, 20, 33,..., where the base rate can be normalized arbitrarily. Increasing the reception
rate by one unit can be achieved by the following procedure: Choose the smallest layer i  0 to which the
receiver is not currently subscribed; then subscribe to layer i and unsubscribe from layers i  1 and i  2.
A receiver can approximately halve its reception rate by unsubscribing from its highest subscription layer.
While this does not exactly halve the rate, the decrease is bounded by a factor which lies in the interval
from approximately 0.4 to 0.6.
One salient issue with FGLM is that the base layer bandwidth B
0
is xed once for all receivers. Setting
B
0
to a small value mandates frequent subscription changes (via IGMP control messages) for receivers
with small RTTs. Setting it to be large causes the problems of abrupt rate increases and buer overruns
that FGLM is designed to avoid.
3 Components of Our Approach
In this section, we describe our two main technical contributions. The rst contribution is a method
for minimizing the performance penalty associated with non-cumulative layering by employing a hybrid
strategy which involves both cumulative and non-cumulative layers. Our approach retains all of the benets
of ne-grained multicast advocated in [3], with the added benet that the dilation can be reduced from
1.62 down to 1 +  with only a small increase in the number of multicast groups. The second contribution
introduces new, dynamic stair layers, which facilitate ne-grained additive increase without requiring a
substantial number of IGMP control messages. Taken together, these features make the ne-grained
layered multicast approach much more practical.
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Figure 1: Hybrid Layer Scheme : K = 
j
+ r, K = 2
3
+5 when  = 2 CL denotes Cumulative Layer, NCL
denotes Non-Cumulative Layer
3.1 Combining Cumulative and Non-Cumulative Layering
In a conventional cumulative organization of multicast layers, only cumulative layers are used to achieve
rates in the normalized range [1; R].
 Cumulative Layers (CL): The base layer rate is c
0
= 1, and for all other layers C
i
, 1  i  log

R, the
rate of c
i
= c
0
 
i 1
. When  = 2, this corresponds to doubling of rates as each layer is added.
In the ne-grained multicast scheme of [3], only non-cumulative layers are used to achieve a spectrum of
rates over the same normalized range
2
.
 Non-Cumulative Layers (NCL) : The non-cumulative layering scheme Fib1 presented in [3] is dened
by the Fibonacci-like sequence n
0
= 1; n
1
= 2, and n
i
= n
i 1
+ n
i 2
+ 1 for i  2.
Note that both CLs and NCLs are static layers for which the transmission rate to the layer xed for the
duration of the session.
In the hybrid scheme which we propose, we will require that both a set of cumulative layers C
i
and
a set of non-cumulative layers N
i
are available for subscription. To attain a given subscription rate K,
a receiver will subscribe to set of cumulative layers to attain a rate that is the next lowest power of ,
capped by a set of non-cumulative rates to achieve a rate of exactly K, as depicted in Figure 1(left). In
particular, we let j = blog

Kc and write K = 
j
+ r, then subscribe to layers C
0
; : : : ; C
j
as well as the set
of non-cumulative layers fN
r
g that the FGLM scheme would employ to attain a rate of r. As prescribed
by FGLM, ne-grained increase (adding c
0
) requires one join and two leaves, except for the relatively
infrequent case when we move to a rate that is an exact power of . In this case, we unsubscribe from
2
Bandwidths can be scaled up multiplicatively by a base layer bandwidth B
0
in both of schemes
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all non-cumulative layers and subscribe to one additional cumulative layer. Multiplicative decrease now
requires one leave from a cumulative layer and one leave from a non-cumulative layer. Comparing against a
standard non-cumulative scheme, which used log
1:6
R layers, we have now added log

R cumulative layers,
or a constant factor increase. What we have gained is a dramatic improvement in dilation, expressed as
the following lemma.
Lemma 1 The dilation of the hybrid scheme is 1 + 1:62
( 1)

.
Proof: We proceed by proving an upper bound on the dilation of an arbitrary link `, which gives a
corresponding bound on the dilation of the session. For each user U
i
downstream of `, consider the rate
it obtains over cumulative layers a
i
and the rate it obtains over non-cumulative layers b
i
separately and
denote its total rate by u
i
. Let the user with maximal total rate a
i
+ b
i
by denoted by
^
U and its rates
be denoted by a^ and
^
b respectively. Now consider U
i
. If a
i
< a^, then by the layering scheme employed,
u
i
= a
i
+ b
i
< a
i
. Adding b
i
to both sides gives :
u
i
+ b
i
< a
i
+ b
i
= (u
i
) (1)
Simplifying yields : b
i
<
u
i
(  1)


u^(  1)

Otherwise, if a
i
= a^, then by maximality b
i

^
b < (   1)a^. In either case, b
i
is less than
u^( 1)

, so
max
i
b
i
is as well. From the dilation lemma proved in [3], a set of users subscribing to non-cumulative
layers experiences dilation of 1:62. Thus the total bandwidth consumed by non-cumulative layers across `
is at most 1:62max
i
b
i
. Plugging these derived quantities into the formula in Denition 2 yields:
Dilation 
a^+ 1:62max
i
b
i
a^+
^
b
<
a^+ 1:62
( 1)u^

a^+
^
b
 1 + 1:62
(  1)

: 2
Applying this lemma to a hybrid scheme with a geometric increase rate of  = 1:2 on the cumulative
layers realizes the benets of a non-cumulative scheme, reduces the worst-case dilation in the limit from
1.62 to 1.27 (a 22% bandwidth savings) and requires only a modest increase in the number of groups.
Figure 2 shows the maximal dilation at a link as the link bandwidth varies as a function of n
0
for FGLM
and the hybrid scheme for two dierent values of .
Recall that in FGLM, there are bandwidth transition points, when clients will subscribe to a new
maximum layer j and unsubscribe from layers j   1 and j   2 across the bottleneck. At these transition
points (spikes in the plot), worst-case dilation can be large due to the bandwidth consumed by this new
layer. While STAIR with  = 2 has comparable dilation to FGLM, STAIR with  = 1:2 has substantially
less dilation.
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3.2 Introducing Stair Layers
Our next contribution is stair layers, so named because the rates on these layers change dynamically over
time, and in so doing resemble a staircase. This third layer that a sender maintains is used to automatically
emulate the additive-increase portion of AIMD congestion control, without the need for IGMP control
traÆc. Dierent stair layers are used to accomodate additive increase for receivers with heterogeneous
RTT's from the source. These layers also \smooth" discontinuities between subscription levels of the
underlying CLs and NCLs, which provide rather coarse granularity (in the subsequent discussion, we
assume that these underlying layers have base rates c
0
= n
0
= 1Mbps).
 Stair Layers (SL): Every SL has two parameters: 1) a round-trip time t in ms that it is designed to
emulate and 2) a maximum rate R, measured in packets per t ms. The rate transmitted on each SL is
a cyclic step function with a minimum bandwidth of 1 packet per t ms, a maximum of R, a step size
of one packet, and a stepping rate of one per emulated RTT. Upon reaching the maximum attainable
rate, the SL recycles to a rate of one packet per RTT.
Unlike CLs and NCLs, SLs are dynamic layers whose rates change over time. Dynamic layers were rst
used by [12] to probe for available bandwidth and later dened as such and used in [1] to avoid large IGMP
leave latencies. Figure 3 (left) shows the transmission pattern of SL
128
(a stair layer for 128ms RTT) with
maximum rate R = 16 packets per RTT. Also depicted in Figure 3 is a third useful parameter of a stair
layer:
Denition 3 The stair period of a given stair layer is the duration of time that it takes the layer to iterate
through one full cycle of rates.
Given a stair layer with an emulated RTT t and a maximum rate R the stair period p satises p = Rt
2
.
Typically, we will set the maximum rate R of a stair layer to be the base rate of the standard cumulative
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(left) Rate of SL
128
in isolation, (right) SL
128
used in conjunction with underlying non-cumulative layers.
scheme c
0
(in Mbps), in which case we substitute for R and perform the appropriate conversions, assuming
a xed packet size S:
p =

c
0
t
8S

t (2)
In practice, the sender will maintain several SLs to emulate a range of dierent RTTs. However, the
xed packet size and the maximum rate R of a stair layer give a lower bound on the range of RTT's that
can be accomodated. The height of the staircase in steps directly corresponds to the factor in control
traÆc savings that will be achieved. Denoting this minimum desired height by h, we require that:
t 
S  8  h
R
For example, with a packet size of 512 bytes, R = 1 Mbps, and a desired value of h = 8, then the smallest
allowable RTT in an SL is 32ms.
We now consider the simple example depicted in Figure 3 (right), which depicts the throughput of a
receiver when it subscribes to NCLs and SL
128
. To simplify the description of this example, we employ stair
layers on top of a pure non-cumulative scheme; however, our algorithm and experiments use all three types
of layers. For simplicity, let the stair period of SL
128
be 2 seconds. Let N
0
= 1; N
1
= 2; N
2
= 4; N
3
= 7 (all
rates in Mbps). The receiver is subscribed to NCL
1
and NCL
2
at 12 seconds and has a total reception rate
of 6 Mbps. By subscribing to SL
128
on top of NCL
1
and NCL
2
, the receiver receives one more packet in
every RTT. The sending rate of SL reaches B
0
at 14 seconds. SL then drops the sending rate to one packet
per RTT at 14 seconds and resumes sending one more packet in every RTT. The receiver compensates
for the drop by subscribing to NCL
0
at 14 seconds for a total reception rate of 7 Mbps. At 16 seconds,
the receiver unsubscribes from NCL
1
and NCL
2
and subscribes to NCL
3
to increase total reception to 8
Mbps.
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 = 2.
C
0
= N
0
= R.
Finally, we note that the addition of stair layers increases the dilation beyond that proven in Lemma 1,
but only by a small additive term. Suppose we have N stair layers of maximum throughput R and the
source is using all N stair layers, then when the Nth stair layer reaches R, some links near the source will
occasionally have to sustain N  R because all stair layers periodically reach R at the same time. Since
STAIR is primarily designed for users with high end-to-end bandwidth rates, the dilation increase caused
by the addition of constant cost (N  R in the worst case) to the total consumed bandwidth is typically
modest.
4 The STAIR Congestion Control Algorithm
We now describe how the techniques we have described come together into a unied multirate congestion
control algorithm. We employ a hybrid scheme as described in Section 3.1, from which each receiver selects
an appropriate subset of layers, used in concert with one stair layer, appropriate for its RTT. The two
most signicant challenges to address are providing the algorithms to performing additive increase and
multiplicative decrease, respectively. Two additional challenges we address are 1) incorporating methods
for estimation of multicast RTTs and 2) establishing a set of appropriate stair layers.
4.1 Additive Increase, Multiplicative Decrease
In order for a set of stair layers to complement a set of CLs and NCLs, the maximum rate of the stair layer
must be calibrated to the base rate of the CLs and NCLs. The eect of appropriately calibrated rates can
be seen in Figure 3: at exactly those instants when the stair layer recycles, the subscription rate on the
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NCL's increases by n
0
, to compensate for the identical decrease on the stair layer. Now in order to conduct
AIMD congestion control, the receiver measures packet loss over each stair period (during which additive
increase takes place automatically). If there is no loss, then the receiver performs an increase of n
0
, the
base bandwidth of the NCLs as described earlier (1 join and 2 leaves or k leaves when the stair period is
an exact power of ). As an aside, we note that it may be much more eÆcient for a last-hop router to
handle such a batch of IGMP leave requests, rather than handling them as k separate requests.
Conversely, if there is a packet loss event in a stair period (of one or more losses), then one round of
multiplicative decrease is performed. Approximately decreasing the rate by half is straightforward { it is
necessary to drop the top cumulative layer as well as the top non-cumulative layer. While existing non-
cumulative layering schemes do not easily admit dropping rates by exactly a factor of two, the consequences
are mitigated substantially in a hybrid scheme; moreover, our experimental results indicate that the level
of TCP-friendliness which can be achieved using our approach remains very high. We also note that there
is no particular reason to wait until a stair period terminates before conducting multiplicative decrease {
it can be done any time. Since the STAIR receiver unsubscribes and subscribes regularly to increase the
rate, IGMP leave latency could be problematic. One solution is to perform joins and leaves in advance
of when those operations need to take eect; we are also hopeful that subsequent versions of IGMP will
accommodate fast IGMP leaves so that we can use them directly to respond to congestion in a timely
fashion.
4.2 Conguration of Stair Layers
As motivated earlier, to accomodate a wide variety of receivers, stair layers must be congured carefully.
We choose to space the RTTs across the available stair layers exponentially. Let RTT in the base stair
layer be 2
i
ms. The base stair layer increases its sending rate every 2
i
ms and all the other stair layers
j will increase the sending rate in every 2
j+i
ms. The TCP throughput rate R, in units of packets per
second, can be approximated by the formula in [11]:
R =
1
RTT
p
q(
p
2=3 + 6
p
3=2q(1 + 32q
2
))
(3)
where R is a function of the packet loss rate q, the TCP round trip time RTT , and the round trip time
out value RTO,where RTO = 4RTT according to [6].
Since the throughput is inversely proportional to RTT, the receiver with a small RTT is more sensitive
to the throughput than the receiver with large RTT, thus we recommend that RTTs provided by stair layers
be exponentially spaced. Note that with an exponential spacing of stair layers, a receiver may subscribe
to a dierent SL if its measured RTT changes signicantly: it can subscribe to a faster layer at the end of
its current stair period, or drop down to a slower stair layer every other stair period.
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4.3 RTT Estimation and STAIR Subscription
Each receiver must measure or estimate its RTT to subscribe to an appropriate stair layer. A variety of
methods can be employed to do so; we describe two such possibilities, with the expectation that any scalable
method can be employed in parallel with our approach. Golestani et al. provide an eective mechanism
to measure RTT in multicast using a hierarchical approach [7]. However, their approach requires clock
synchronization among the sender and receivers and depends on some router support which is not widely
available. Another simple way to estimate RTT is to use one of various ping-like utilities. However,
one cost associated with use of ping is that as the number of receivers increase the sender faces a \ping
implosion" problem. We leave eÆcient RTT estimation for future work, noting the need for careful study
of the tradeo between frequency of measurement and accuracy of estimation.
Assuming that the receiver has an estimate of its RTT, its next challenge is to subscribe to the ap-
propriate stair layers. Let RTT
i
be the RTT in SL
i
and RTT
m
be the measured RTT. The receiver can
subscribe to appropriate stair layers based on the measured RTT as follows. First, we dene the through-
put discrepancy as the ratio between the throughput of a TCP with RTT
m
to the throughput of a STAIR
receiver with RTT
m
. First we introduce the simple option which gives the throughput discrepancy in the
range of [0.66, 1.33]. The second, more complex option provides a throughput discrepancy in the range of
[0.73,1.19]. Each STAIR receiver may implement either option.
1. If the measured RTT is within a (1 + ) factor from a RTT
i
for some i, simply subscribe to SL
i
. (i.e.
11
if (1  )RTT
i
< RTT
m
 (1 + )RTT
i
) (see Figure 5)
We will choose  which satises the following:(1+ )RTT
i
= (1  )RTT
i+1
. Solving this equation yields
an appropriate choice for :  = 1=3, when RTT s are exponentially spaced.
2. If the measured RTT is near the geometric mean of RTT
i
and RTT
i+1
, then the expected reception
rate based on RTT will be dierent from the receiving rate. The receiver can reduce the throughput
discrepancy by subscribing to two stair layers in the following way.
 If
RTT
i
4
p
2
< RTT
m

4
p
2 RTT
i
, then subscribe SL
i
. ( Case 1 in Figure 6)
 If the measured RTT is within a
4
p
2 factor from the geometric mean of RTT
i
and RTT
i+1
, then
subscribe SL
i+1
and SL
i+2
, where the geometric mean of RTT
i
and RTT
i+1
is
p
RTT
i
RTT
i+1
=
p
2  2
j
when RTT
i
= 2
j
. ( Case 2 in Figure 6)
Figure 6 shows how to subscribe the appropriate stair layers from the measured RTT
m
to reduce the
throughput discrepancy. Note :
4
p
2  2
j
=
p
22
j
4
p
2
.
In the AIMD(a; b) scheme [5], the sending window is increased by a packets once every R seconds and
cut by a factor (1  b) in case of a packet loss. The throughput of TCP with an AIMD(a; b) scheme is :
^
T =
p
2  b
p
a
p
2bR
p
p
(4)
Let's consider the throughput discrepancy based on each option where the measured RTT
m
is the
geometric mean of RTT
i
and RTT
i+1
.

^
T
g
: the approximate throughput of a TCP receiver with the geometric mean of RTT
i
and RTT
i+1
.
^
T
g
can be computed from AIMD(1; 1=2) with RTT =
p
2  2
j
.

^
T
s
: the approximate throughput of a STAIR receiver by subscribing to S
i+1
based on the simple option
1.
^
T
s
can be computed from AIMD(1; 1=2) with RTT = 2
j+1
.

^
T
a
: the approximate throughput of a STAIR receiver by subscribing to S
i+1
and S
i+2
stair layers based
on the advanced option 2.
^
T
a
can be computed as AIMD(3=2; 1=2) with RTT = 2
j+1
.
Plugging these quantities into the formula 4 yields :
^
T
g
=
p
2  0:5
p
1
p
2  0:5 
p
2  2
j
p
p
,
^
T
s
=
p
2  0:5
p
1
p
2  0:5  2
j+1
p
p
, and
^
T
a
=
p
2  0:5
p
1:5
p
2  0:5  2
j+1
p
p
The ratio of
^
T
g
to
^
T
s
and the ratio of
^
T
g
to
^
T
a
are as follows.
^
T
s
^
T
g
=
1
2
j+1
1
p
22
j
= 0:71 and
^
T
a
^
T
g
=
p
1:5
2
j+1
1
p
22
j
= 0:87
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Figure 7: Comparison of Throughput Discrepancy
By subscribing to S
i+1
and S
i+2
when the RTT
m
is the geometric mean of RTT
i
and RTT
i+1
, we can
reduce the throughput discrepancy from 29% to 13%.
Figure 7 shows the throughput discrepancy of each option. The range of discrepancy in option 1 is
[0.66,1.33], while option 2 has the range of discrepancy [0.73,1.19]. The worst case throughout discrepancy
of the option 2 occurs when the RTT
m
is
4
p
22
j
while the throughput discrepancy of option 1 is 1.18.
^
T
s
^
T
g
=
1
2
j
1
4
p
22
j
= 1:18 and
^
T
a
^
T
g
=
p
1:5
2
j+1
1
4
p
22
j
= 0:73
Alternatives exist to further reduce the throughput discrepancy, albeit with additional complexity.
4.4 Reducing Control TraÆc
We now give a quantitative comparison of the number of control messages our STAIR approach uses as
compared with a comparable FGLM implementation. Recall that the join complexity of additive increase
is dened to be the worst case number of multicast join messages a receiver must issue to perform a step
of additive increase. For comparison purposes, a somewhat more meaningful metric is the raw number
of joins and leaves per second that each scheme generates. Recall that the relevant parameters are the
closest stair RTT t, the base bandwidth of cumulative layer C
0
and the xed packet size S to achieve a
granularity of one packet per RTT increases, while FGLM employs a base bandwidth B
0
. In STAIR, the
receiver increases its rate by the base bandwidth C
0
once every stair period, which typically consists of 3
operations (1 join, 2 leaves)
3
.
Using the formula p =
 
c
0
t
8S

t from equation 2, the join complexity per second of STAIR is:
3
p
=
24S
c
0
t
2
3
The cost is made slightly higher by infrequent subscriptions to additional CLs.
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Figure 8: Our basic network topology.
In FGLM, the time between additive increase decision points depends on the measured RTT and B
0
.
Similarly, the join complexity per second of FGLM is
24S
B
0
t
2
. To simulate the rate increase of TCP, B
0
in
FGLM should be set to
8S
t
. With the values used throughout the paper (RTT = 128ms, S = 1KB, c
0
=
1Mbps, and B
0
= 8*1KB/128ms = 62.5 Kbps), the bottom line is a tenfold reduction in IGMP control
traÆc, over FGLM.
5 Experimental Evaluation
We have tested the behaviour of STAIR extensively using the ns simulator [10]. The simulation results
show that STAIR exhibits good inter-path fairness when competing with TCP traÆc in a wide variety
of scenarios. Our initial topology is the \dumbbell" as shown in Figure 8, with all non-bottleneck links
set to 10ms delay and 100 Mbps bandwidth. In this topology, we vary the cross-traÆc multiplexing level
by varying the number of TCP ows, vary the bottleneck bandwidth, and scale the queue size. We then
consider the impact of richer topologies, including multiple bottleneck links, and TCP cross traÆc with
both short and long RTTs. Throughout our experiments, we set c
0
= n
0
= 512 Kbps and set  = 2, i.e.
the rate c
i
= 2
i 1
 512 Kbps for i > 0. We employ a xed packet size of 512B throughout. Also, while
there is theoretical justication for smaller settings of , we did not observe worst-case dilation often in
our simulations.
In most the experiments we describe here, we use RED gateways, primarily as a source of randomness
to remove simulation artifacts such as phase eects that may not be present in the real world. Use of
RED vs. drop-tail gateways does not appear to materially aect performance of our protocol. The RED
gateways are set up in the following way: we set the queue size to twice the bandwidth-delay product of
the link, set minthresh to 5% of the queue size and maxthresh to 50% of the queue size with the gentle
setting turned on. Our TCP connections use the standard TCP Reno implementation provided with ns.
Figure 9 shows the throughput of a one receiver STAIR ow competing with three TCP Reno ows on
RED. Figure 9(a) shows the throughput of STAIR competing with three TCP ows across a dumbbell with
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Figure 9: TCP ows and One STAIR with RED
a 12ms/20Mbps bottleneck link. In this environment, STAIR fairly shares the link with TCP ows. We
next vary the bandwidth of the bottleneck link to assess the impact of changing the range of subscribed
NCLs. Figure 9(b) shows the average throughput trends achieved by three long-running TCP ows and
one STAIR ow on various bottleneck bandwidths.
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Figure 10: Four TCP ows and One STAIR with DropTail
Figure 10 shows the throughput of STAIR competing with four TCP Reno ows on drop-tail gateways
competing for 30Mbps bottleneck bandwidth. Dynamics across a bottleneck drop-tail gateway tended to be
more dramatic, but overall fairness remained high. Here, the throughputs of TCP receivers ranged between
[5.4Mbps, 6.5Mbps] with a mean per-connection throughput of 6.0 Mbps, while the STAIR receiver had
average throughput of 5.6Mbps.
We used a second topology to test heterogeneous fairness (see Figure 11) under dierent RTTs. We
consider a single STAIR session with two STAIR receivers and two parallel TCP ows sharing the same
bottleneck link. The RTT of STAIR receiver 1, R
s1
, is 60ms, while the RTT of STAIR receiver 2, R
s2
, is
120ms. In our experimental set up, each receiver periodically samples the RTT using ping. R
s1
subscribes
to SL
64
, which is the closest stair layer based on the measured RTT, while R
s2
subscribes to SL
128
. The
throughput of each of the ows is plotted in Figure 11. Both of the STAIR ows share fairly with the
parallel TCP ows with the same RTT. Since the throughput of TCP is inversely proportional to RTT, the
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Figure 11: Throughput of STAIR and TCP 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receiver R
s2
should have approximately half of R
s1
's average throughput. In this experiment, the average
throughput attained by R
s1
was 3.7Mbps and the average throughput attained by R
s2
was 1.6Mbps.
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Figure 12: Throughput of STAIR and TCP ows with dierent bottleneck link
In Figure 12, we present a comparison of TCP receivers and STAIR receivers competing for bandwidth
across multiple bottleneck links. All receivers have the same RTT. All receivers are competing for band-
width across the 20Mbps bottleneck link, but in addition. R
s2
and R
t2
are competing for bandwidth across
a narrower 10Mbps link. Since R
s2
are competing for the send bottleneck link also, In such a scenario, the
subscription level of the two STAIR receivers across CLs and NCLs deviates substantially. In this scenario
(and also to a much lesser extent in Figure 11), the eects of bandwidth dilation can be seen. Because of
the dilation, the STAIR receivers maintain TCP-friendly subscription rates along their own path back to
the source, but together take more bandwidth on the bottleneck link than the competing TCP ows. In
this experiment, the average throughputs attained were: R
s1
: 8.2Mbps, R
t1
: 6.2Mbps, R
s2
: 4.8Mbps, and
R
t2
: 3.6Mbps.
We then increased the number of STAIR receivers. We used Figure 13 topology. The starting time of 30
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STAIR receivers are uniformly distributed from 1 second to 10 second. The average throughput attained
were : R
s1
: : : R
s10
: 8.6Mbps , R
t1
: 7.3Mbps , R
s11
: : : R
s20
: 8.7 Mbps, R
t2
: 8.27Mbps, R
s21
: : : R
s30
:
4.5Mbps, R
t3
: 2.3 Mbps. Since TCP timeout behavior is not yet captured by STAIR, a limited amount of
unfairness can result.
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Figure 14: Throughput of 10 STAIR receivers and 1 TCP receiver
Figure 14 and 15 shows how the unfairness occurs. Figure 14(right) shows the throughput of each
receiver. The attained TCP throughput is 7.13 Mbps and the average throughput of STAIR receivers is
13.1 Mbps. The consumed bandwidth on the bottleneck link from all STAIR receivers is in Figure 15(right).
When a STAIR receiver subscribes a new maximum j and unsubscribes from layers j   1 and j   2, it can
cause a signicant increase in bandwidth consumption. Although the measured dilation on the link(G1 -
G2) is relatively small, the increases were substantial enough to drive TCP ows into timeout.
We then considered varying the queue size of the bottleneck link router in our baseline topology, holding
all other parameters constant. To make this simulation more interesting, we used drop-tail gateways to
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Figure 16: Throughput on dierent queue size(left) and dierent RTT(right), with DropTail
magnify the negative performance impact of large queues. Note that for these simulations, when the queue
size is large (overprovisioned with respect to the bandwidth-delay product of the link), the RTT is aected
by queueing delay. STAIR receivers adapt by changing the stair layer depending on the measured RTT.
Figure 16 shows the throughput of STAIR and TCP as we vary the queue size. When the RTT varies
over time, the throughput is aected by the error bound of RTT. Even though the average throughput
is reduced as the queue size increases, STAIR is not especially sensitive to queue sizes, unlike some other
schemes. Finally, we consider varying the link delay on the bottleneck link. Figure 16 (right) shows that
as the estimated RTT increases, STAIR is still TCP friendly.
6 Conclusions
We have presented STAIR: a hybrid of cumulative, non-cumulative and stair layers to facilitate receiver-
driven multicast AIMD congestion control. Our approach has the appealing scalability advantage that it
allows receivers to operate asynchronously with no need for coordination; moreover, receivers with widely
diering RTTs may simulate dierent, TCP-friendly rates of additive increase. While asynchronous joining
and leaving of groups at rst appears to run the risk of consuming excessive bandwidth through a shared
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bottleneck, in fact judicious layering can limit the harmful impact of this issue.
Our approach does have several limitations, which we plan to address in future work. First, while our
congestion control scheme tolerates heterogeneous audiences, it is primarily designed for users with high
end-to-end bandwidth rates in the hundreds of Kbps range or higher. We expect that slower users would
wish to employ a dierent congestion control strategy than the one we advocate here. Second, congestion
control approaches which use non-cumulative layering and dynamic layers cannot be considered general
purpose (just as TCP's congestion control mechanism is not general-purpose) since not all applications can
take full advantage of highly layer-adaptive congestion control techniques. For now, the only application
which integrates cleanly with our congestion control methods is reliable multicast of encoded content. We
hope to develop scalable STAIR methods compatible with other applications, such as real-time streaming.
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