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The Banach space of quasinorms on a
finite-dimensional space
J. Cabello Sa´nchez, D. Morales Gonza´lez
Abstract. We will show that the set of quasinorms, after taking quo-
tient by the dilations, on a finite-dimensional linear space has a nat-
ural structure of Banach space. Our main result states that, given a
finite-dimensional vector space E, the pseudometric defined in the set
of quasinorms Q0 = {‖ · ‖ : E → R} as
d(‖ · ‖X , ‖ · ‖Y ) = min{µ : ‖ · ‖X ≤ λ‖ · ‖Y ≤ µ‖ · ‖X for some λ}
induces, in fact, a complete norm when we take the obvious quotient
Q = Q0/∼ and define the appropriate operations on Q.
We finish the paper with a little explanation of how this space and
the Banach-Mazur compactum are related.
1. Introduction
Our main goal in this short paper is to show that the set of quasinorms
defined on Rn for some n ≥ 2 has a, somehow, canonical structure of Banach
space after taking quotient by the proportional quasinorms.
For this to make sense, we first need to give a vector space structure –this
will be done by means of something that everyone can expect to represent
the mean of two quasinorms:
√‖ · ‖X‖ · ‖Y for each pair of quasinorms
‖ · ‖X , ‖ · ‖Y . Once the mean is given, we just need to choose the element
of the space which will play the roˆle of the origin in order to determine a
vector space structure. Of course, this may seem all but canonical. On the
bright side, the choice of an origin will not affect to any property of the
newly defined vector (or Banach) space. As for example, we may consider
C[0, 1] endowed with the scalar multiplication (λ ∗ f)(x) = λ(f(x)− 1) and
the addition (f ⊕ g)(x) = f(x) + g(x) − 1 –of course, the same can be
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done with any other function in C[0, 1] instead of 1. Now, if we define a
norm in (C[0, 1],⊕, ∗) as ‖f‖ = max{|f(x) − 1|} then we have a Banach
space structure (C[0, 1],⊕, ∗, ‖ · ‖) that is indistinguishable from the usual
(C[0, 1],+, ·, ‖ · ‖∞).
Once the operations are given, we have to define the norm. This idea
was not ours, but taken from A. Khare’s preprint [6]. Given two quasinorms
‖ · ‖X , ‖ · ‖Y , the distance between them is defined as
d(‖ · ‖X , ‖ · ‖Y ) = min{µ : ‖ · ‖X ≤ λ‖ · ‖Y ≤ µ‖ · ‖X for some λ > 0}.
Of course, two quasinorms are proportional if and only if the distance be-
tween them is 1, so we must take the reasonable quotient
♠ ‖ · ‖X ∼ ‖ · ‖Y if and only if ‖ · ‖X = λ‖ · ‖Y for some λ ∈ (0,∞)
to make d an actual (multiplicative) metric. So, defining
d([‖ · ‖X ], [‖ · ‖Y ]) = min{µ : ‖ · ‖X ≤ λ‖ · ‖Y ≤ µ‖ · ‖X for some λ > 0}
we have a distance between the equivalence classes of quasinorms that turns
out to induce a norm when we endow {Quasinorms on Rn}/ ∼ with the
above explained operations.
This paper is far from being the first one in which the sets of (quasi)
norms are endowed with some structure. The best known structure given
to the set of norms on a finite-dimensional space is the Banach-Mazur semi-
metric defined as
(1) d(‖ · ‖X , ‖ · ‖Y ) = inf{‖T‖‖T−1‖},
where T is in the set of linear isomorphisms T : (Rn, ‖ · ‖X)→ (Rn, ‖ · ‖Y ).
It is well known that, after taking the appropriate quotient, this semimetric
turns out to be a metric that makes the space to be compact –there is still
quite a few interest on this topic, see, e.g., [1, 11, 12].
The present paper is neither the first one about, say, mixing couples
of norms to obtain something new. In this setting, interpolation of (quasi)
normed spaces –or even more general spaces– has been the main topic for at
least half a century, see [5, 8, 10]. For the reader interested in interpolation,
we suggest [2]. A nice paper on interpolation in quasinormed spaces is [9].
Though, this paper is the first, to the best of our knowledge, where
someone considers the kind of interpolation that we have in Definition 3.4,
‖ · ‖(X,Y )θ = ‖ · ‖θX‖ · ‖1−θY .
We will see that there is a very good reason to avoid this. Namely, in
Remark 3.9 we show that the mean of a pair of norms on R2, both of them
isometric to ‖ · ‖1, is not a norm but a quasinorm.
2. Notations and preliminary results
We will consider some positive integer n fixed throughout the paper.
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2.1. As customary, given a normed space (X, ‖ · ‖X), we will denote its
unit (closed) ball as BX , its unit sphere as SX .
The space of n× n matrices will be denoted as Mn.
As we will deal mainly with finite-dimensional spaces, each operator
T : (Rn, ‖ · ‖X)→ (Rn, ‖ · ‖Y ) can be seen as a matrix A ∈Mn and we will
use ABX = {Ax : x ∈ BX} and TBX indistinctly.
We will intertwine operators and norms and will need some notation for
the norm whose value at x is ‖Ax‖X (resp. ‖Tx‖X). This will be writen as
A∗‖ · ‖X (resp. T ∗‖ · ‖X).
Definition 2.2. Given a vector space E, a map ‖ · ‖ : E → [0,∞) is a
quasinorm if the following conditions hold:
(1) ‖x‖ = 0 if and only if x = 0.
(2) ‖λx‖ = |λ|‖x‖ for every λ ∈ R, x ∈ Rn.
(3) There exists k > 0 such that ‖x + y‖ ≤ k(‖x‖ + ‖y‖) for every
x, y ∈ Rn.
If k can be chosen to be 1, then ‖ · ‖ is a norm.
Definition 2.3. Let E be a topological vector space. B ⊂ E is bounded
if, for every neighbourhood U of 0 there is M ∈ (0,∞) such that B ⊂MU .
B ⊂ E is balanced when λB ⊂ B for every λ ∈ [−1, 1].
Definition 2.4. If E is a vector space and B ⊂ E, then the Minkowski
functional of B is defined as ρB(x) = inf{λ ∈ (0,∞) : x ∈ λB}.
It is quite well known that the quasinorms on a topological vector space
are in correspondence with the bounded, balanced neighbourhoods of the
origin, see the beginning of Section 2 in [4], and, for a proof of such a key
result the reader may check [3, Theorem 4]. The version that we will use
is the following, where we use that ‖ · ‖2 gives the only topological vector
space structure to Rn and B2 denotes the Euclidean unit ball of Rn:
Theorem 2.5. The Minkowski functional ρB of a given subset B ⊂ Rn
is a quasinorm if and only if B fulfils the following:
• B contains εB2 for some ε > 0.
• For every λ ∈ [−1, 1] one has λB ⊂ B.
• B is contained in MB2 for some M > 0.
Moreover, ρB is a norm if and only if the above hold and
x+y
2 ∈ B for any
pair x, y ∈ B.
We could even replace the first and third items in 2.5 by
“If B′ is the unit ball of some quasinorm on Rn then there are ε,M > 0
such that εB ⊂ B′ ⊂MB”.
We will deal along this note with Q0 = {Quasinorms defined on Rn}
and Q = Q0/∼, where two quasinorms are equivalent if and only if they are
proportional, endowed with the multiplicative distance on Q defined in [6]
by A. Khare and given by
(2) d([‖ · ‖X ], [‖ · ‖Y ]) = min{µ : ‖ · ‖X ≤ λ‖ · ‖Y ≤ µ‖ · ‖X for some λ > 0}.
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In the same paper, it is shown that d gives a complete metric space structure
to N = {Norms defined on Rn}/∼ . To keep the notations consistent, we
will write N0 for {Norms defined on Rn}. The infimum in (2) exists because
in Rn every couple of quasinorms are Lipschitz-equivalent and, moreover, it
is pretty clear that it is attained. A nice feature of Khare’s distance is
that, in R2, it distinguishes the max-norm from ‖ · ‖1. In some sense, these
norms are as different as two norms can be, but the usual distances between
norms, such as the Banach-Mazur or the Gromov-Hausdorff, make them
indistinguishable.
3. The main result
Our first goal is to show that d is actually a multiplicative distance. For
this, the following lemmas will be useful and, in particular, Lemma 3.2 will
ease the path toward the main results in the paper.
Lemma 3.1. Take any couple of quasinorms ‖ · ‖X , ‖ · ‖Y , λ > 0 and
µ ≥ 1 such that ‖ · ‖X ≤ λ‖ · ‖Y ≤ µ‖ · ‖X . Then, µ is minimum if and only
if both SX ∩ λ−1SY and λ−1SY ∩ µ−1SX are nonempty.
Proof. We have µ−1BX ⊂ λ−1BY ⊂ BX , and suppose that SX ∩
λ−1SY = ∅. The distance between the compact sets λ−1BY and SXattained,
so if they do not meet, then the distance between them is strictly positive
and we can multiply the sets λ−1BY and µ−1BX by 1 + ε for some ε > 0
and the contentions are still fulfiled. So, if we define µ′ =
µ
1 + ε
we obtain
µ′−1BX ⊂ (1 + ε)λ−1BY ⊂ BX . So, µ was not be minimum because µ′ < µ.
The case λ−1SY ∩ µ−1SX = ∅ is analogous.
The other implication is clear. 
Lemma 3.2. In the above Lemma, we may suppose λ = 1, and this
implies that the distance between [‖ · ‖X ] and [‖ · ‖Y ] is µ if and only if there
are representatives ‖ · ‖X and ‖ · ‖Y for which the following hold:
(1) We have ‖ · ‖X ≤ ‖ · ‖Y ≤ µ‖ · ‖X .
(2) There are x ∈ SX ∩ SY and y ∈ SY ∩ µ−1SX .
Proof. It is clear from the above Lemma. 
Proposition 3.3. The above defined d is a multiplicative distance.
Proof. We need to show that d fulfils the following:
(1) d([‖·‖X ], [‖·‖Y ]) = 1 if and only if ‖·‖X and ‖·‖Y are proportional.
(2) d([‖ · ‖X ], [‖ · ‖Y ]) = d([‖ · ‖Y ], [‖ · ‖X ]).
(3) d([‖ · ‖X ], [‖ · ‖Y ]) ≤ d([‖ · ‖X ], [‖ · ‖Z ])d([‖ · ‖Z ], [‖ · ‖Y ]).
The first item is obvious since we have taken the quotient exactly for
this.
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It is clear that
d([‖ · ‖X ], [‖ · ‖Y ]) = min{µ : ‖ · ‖X ≤ ‖ · ‖Y ≤ µ‖ · ‖X}
= min{µ : ‖ · ‖X ≤ ‖ · ‖Y ≤ µ‖ · ‖X ≤ µ‖ · ‖Y }
= min{µ : ‖ · ‖Y ≤ µ‖ · ‖X ≤ µ‖ · ‖Y }
=d([‖ · ‖Y ], [‖ · ‖X ]),
(3)
so the second item also holds.
For the third one we just need to take the point y ∈ SX given by Lemma 3.2
and see that any value of ‖y‖Z makes the following hold:
d([‖ · ‖X ], [‖ · ‖Y ]) =‖y‖X‖y‖Y =
‖y‖X
‖y‖Z
‖y‖Z
‖y‖Y
≤d([‖ · ‖X ], [‖ · ‖Z ])d([‖ · ‖Z ], [‖ · ‖Y ]).
(4)

Before we define the operations in Q, we need this:
Definition 3.4. Let us denote X = (Rn, ‖ · ‖X) and Y = (Rn, ‖ · ‖Y )
and let θ ∈ [0, 1]. We will call the space Rn endowed with the quasinorm
‖ · ‖(X,Y )θ = ‖ · ‖θX‖ · ‖1−θY
the interpolated space between X and Y at θ and will denote it as (X,Y )θ.
3.5. Please observe that this kind of interpolation can not be applied
directly to infinite-dimensional spaces unless we consider only equivalent
quasinorms on a given space.
3.6. When dealing with vector spaces, it is customary to have clear which
vector is the origin of the space, in function spaces it is the 0 function, in
spaces of sequences it is the sequence (0, 0, . . .). But we are giving a vector
space structure to a set without a clear 0, so we need to choose it. The idea
behind this work is that we have been given a kind of mean of two norms in
a quite intuitive way –the best candidate to be the mean of ‖ · ‖X and ‖ · ‖Y
is
‖ · ‖(X,Y )1/2 = ‖ · ‖
1/2
X ‖ · ‖1/2Y .
Of course, this means that when we choose the origin of our space, we are
given the opposite ‖ · ‖X˜ for each ‖ · ‖X . The central roˆle that the Euclidean
norm plays in the classical analysis could be enough for it to be our origin,
but there is another reason for choosing it. When we think of a non strictly
convex norm, it seems that it is, in some faint sense, an extreme point of a
segment. A visual way to explain this is the curve {[‖ · ‖p] : p ∈ [1,∞]}. If
you reach a non striclty convex norm like [‖ · ‖1] or [‖ · ‖∞] and you keep
going in the same direcion you will find that what you are dealing with is not
convex anymore. In this sense, the Euclidean norm is the most convex norm
and it deserves to be the centre of our vector space. So, we have defined our
vector space as follows:
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Definition 3.7. Let n ∈ N and consider Q as the quotient of the set of
quasinorms on Rn by the proportional quasinorms. We consider [‖ · ‖2] as
the origin of our space and the mean of two classes of quasinorms as
([‖ · ‖X ], [‖ · ‖Y ])1/2 =,
[
‖ · ‖1/2X ‖ · ‖1/2Y
]
,
so the opposite of some [‖ · ‖X ] is
[‖ · ‖X˜ ] =
[ ‖ · ‖22
‖ · ‖X
]
,
the scalar multiplication is given by
θ ? [‖ · ‖X ] =
[
‖ · ‖θX‖ · ‖1−θ2
]
, −θ ? [‖ · ‖X ] =
[
‖ · ‖θ
X˜
‖ · ‖1−θ2
]
for θ ∈ [0,∞), and the addition of two classes of quasinorms by
[‖ · ‖X ]⊕ [‖ · ‖Y ] = 2 ?
[
‖ · ‖(X,Y )1/2
]
.
Theorem 3.8. With the above operations, Q is a linear space. If we,
moreover, define ∣∣∣∣∣∣‖ · ‖X ∣∣∣∣∣∣ = log2(d(‖ · ‖X , ‖ · ‖2)),
then
(Q, ∣∣∣∣∣∣ · ∣∣∣∣∣∣) is a Banach space where the set of norms is closed.
Proof. It is easy to see that, whenever ‖ · ‖X and ‖ · ‖Y are quasinorms
over a finite-dimensional space Rn and θ > 0, the subset
Bθ = {x ∈ Rn : ‖x‖θX‖x‖1−θY ≤ 1}
is bounded, absorbing and balanced and its boundary is bounded away from
0, so Theorem 2.5 implies that ‖ · ‖θX‖ · ‖1−θY is a quasinorm. So, this kind
of extrapolation of quasinorms is well defined.
In [6, Theorem 1.18] it is seen that the distance we are dealing with is
complete on N , and this implies that N is closed in any metric space where
it is isometrically embedded, in particular in Q. Anyway, it is not hard to
see that its complement Q \ N is open.
Now, we need to show that d is absolutely homogeneous and additively
invariant.
For the homogeneity, let θ ∈ (0,∞) and take any ‖ · ‖X such that
‖ · ‖X ≥ ‖ · ‖2 and SX ∩ S2 6= ∅. Then, (‖ · ‖X , ‖ · ‖2)θ fulfils the same, i.e.,
(‖ ·‖X , ‖ ·‖2)θ ≥ ‖·‖2 and S(‖·‖X ,‖·‖2)θ ∩S2 6= ∅. Moreover, if we take y ∈ SX
such that
d([‖ · ‖X ], [‖ · ‖2]) = ‖y‖X ,
then it is quite clear that
d([(‖ · ‖X , ‖ · ‖2)θ], [‖ · ‖2]) = ‖y‖θX .
For negative values of θ we only need to see what happens when θ = −1,
but it is easily seen that d([‖ · ‖X ], [‖ · ‖2]) = d([‖ · ‖X˜ ], [‖ · ‖2]).
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To see that d is additively invariant, take ‖ · ‖X , ‖ · ‖Y , ‖ · ‖Z . We just
need to show that
d([(‖ · ‖X , ‖ · ‖Z)1/2], [(‖ · ‖Y , ‖ · ‖Z)1/2]) = d([‖ · ‖X ], [‖ · ‖Y ])1/2.
Taking y as customary everything is quite easy. Indeed,
‖y‖(X,Z)1/2
‖y‖(Y,Z)1/2
=
‖y‖1/2X ‖y‖1/2Z
‖y‖1/2Y ‖y‖1/2Z
=
(‖y‖X
‖y‖Y
)1/2
.
So, the only we still need to show is the completeness of our norm. Take
a Cauchy sequence([‖ · ‖1], [‖ · ‖2], . . . , [‖ · ‖k], . . . ) ⊂ Q.
We may choose a representative of each class, so we may suppose that
‖ · ‖k(e1) = 1 for every k ∈ N. Every Cauchy sequence is bounded, so we
may take ε,M > 0 such that
(5) ε‖ · ‖2 ≤ ‖ · ‖k ≤M‖ · ‖2 for every k.
With this in mind, the very definition of
∣∣∣∣∣∣ · ∣∣∣∣∣∣ implies that for every x ∈ Rn
the sequence ‖x‖k is also Cauchy, so we may define ‖x‖X as the limit of ‖x‖k
as k →∞. By (5) we have that BX is a bounded, balanced, neighbourhood
of 0, so ‖·‖X is a quasinorm. It is easy see that it is the limit of the sequence,
and this implies that
∣∣∣∣∣∣ · ∣∣∣∣∣∣ is complete on Q.

Remark 3.9. The set of norms is not convex in Q. In fact, if we define
‖(a, b)‖X = 2a+ b/2, ‖(a, b)‖Y = 2b+ a/2 then we have
‖(1, 0)‖X = 2 = ‖(0, 1)‖Y , ‖(0, 1)‖X = 1/2 = ‖(1, 0)‖Y ,
but ‖(1, 1)‖X = 5/2 = ‖(1, 1)‖Y implies that
‖(1, 1)‖(X,Y )1/2 > ‖(1, 0)‖(X,Y )1/2 + ‖(0, 1)‖(X,Y )1/2 .
4. The Banach-Mazur compactum
Now that we have determined the structure of Q, we may relate it to
the well known Banach-Mazur compactum. This compactum is obtained by
endowing the set of norms defined on Rn with the semimetric
dBM (‖ · ‖X , ‖ · ‖Y ) = min
{∥∥T∥∥∥∥T−1∥∥} ,
where the minimum is taken in
{T : (Rn, ‖ · ‖X)→ (Rn, ‖ · ‖Y ) is an isomorphism}.
This semimetric does not distinguish between isometric norms, so the
quotient needed to turn it into a metric is
‖ · ‖X ≡ ‖ · ‖Y when there is an isometry T : (Rn, ‖ · ‖X)→ (Rn, ‖ · ‖Y ).
As we are dealing with finite-dimensional spaces, the isomorphism T can
be seen as an invertible matrix of order n, i.e, T is associated to some
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Figure 1. The spheres of the three quasinorms of Remark 3.9
A ∈ GL(n). Conversely, every invertible matrix gives an isomorphism, so
the Banach-Mazur distance can be seen as
dBM (‖ · ‖X , ‖ · ‖Y ) = min{µ : BX ⊂ ABY ⊂ µBX for some A ∈ GL(n)}
and the quotient as
‖ · ‖X ≡ ‖ · ‖Y if and only if there is A ∈ GL(n) such that ABX = BY .
As the quotient ∼ can obviously be seen as
‖ · ‖X ∼ ‖ · ‖Y if and only if there is λ 6= 0 such that λBX = BY ,
if we denote R∗ = R \ {0}, then the relation between both spaces seems to
be given by GL(n)/R∗. It is, however, a little more complex.
Let us study the fibers in N of each element of BM = (N0/ ≡) =
(N/ ≡). Suppose we are given a norm ‖ · ‖X whose group of autoisometries
is trivial, i.e., the only isometries (Rn, ‖ · ‖X)→ (Rn, ‖ · ‖X) are the identity
and its opposite. Then, ABX = CBX implies A = ±C and this means
that the fiber of [‖ · ‖X ] ∈ BM in N is indeed {A∗‖ · ‖X : A ∈ GL(n)}/R∗.
However, if ‖·‖X has nontrivial group of autoisometries then ABX = AGBX
whenever G : (Rn, ‖ · ‖X) → (Rn, ‖ · ‖X) is an isometry. Denoting as IsoX
this group of autoisometries for each ‖ · ‖X we obtain that
N = {({[‖ · ‖X ]} ×GL(n)/R∗)/ IsoX : [‖ · ‖X ] ∈ BM}.
Before we proceed with the main result in this section we need the
following result about the group IsoX .
Proposition 4.1. Whenever ‖ · ‖X has nontrivial group of isometries,
there is some autoisometry F : (Rn, ‖ ·‖X)→ (Rn, ‖ ·‖X) at distance at least
1 from ± Id.
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Proof. So, let F ∈ IsoX . As F is neither Id nor − Id, there exists a
plane H ⊂ Rn such that H is an invariant plane for F and the restriction
F|H is not ± Id. Then, F|H is an autoisometry of a two-dimensional space
and we just need to analyze two cases. If F|H has some fixed point y, then
it is a symmetry with respect to the line {ty : t ∈ R} and this means
‖F|H ± Id ‖X = max{‖F|H(x)± x‖X : x ∈ SX} = 2.
If F|H has no fixed point, then we may find a basis {x, y} such that the
matrix of F|H with respect to {x, y} is the rotation of angle α(
cos(α) − sin(α)
sin(α) cos(α)
)
for some α ∈ (−pi, pi). If |α| ≥ pi/2 we may compose with − Id and get the
rotation of angle pi + α, so we may suppose α ∈ (−pi/2, pi/2]. If α < 0
then the inverse of F|H is the rotation of angle −α, so we may suppose
α ∈ (0, pi/2].
If α = pi/m for some m ∈ N, then Fm|H = − Id|H . Consider the half-orbit
of x, {x0 = x, x1 = F (x), . . . , xm = Fm(x) = −x}.
If m ∈ 2Z, then xm/2 is at the same distance from x and −x. This
readily implies that ‖F − Id ‖, ‖F + Id ‖ are (strictly) greater than 1. The
inequality is strict because the only way to fulfil ‖xm/2 − x‖X = 1 is with
m = 2 and both x and x1 lying in the middle of segments of the sphere of
the max-norm.
If m is odd, then consider x(m−1)/2 and x(m+1)/2. These points are
symmetric with respect to the vertical axis and the distance between them
is sin(pi/(2m)) (see [7] for some related results), so their first coordinates
are, respectively, sin(pi/(2m))/2 and − sin(pi/(2m))/2. If m = 3, then
‖x1−x‖X = ‖x2 +x‖X = 1 and we have min ‖F i± Id ‖ = 1 for i = 1, 2, 4, 5.
If m ≥ 5, then x(m−1)/2−x lies outside the unit ball, so ‖F (m−1)/2±Id ‖ > 1.
If α = pqpi for some coprime p, q ∈ N, then the Chinese remainder The-
orem implies that the rotation of angle pi/q is also an isometry and we are
in the previous case.
If α 6= pqpi for any p, q ∈ N, then the orbit of x is dense in SH and,
actually, in the sphere of ‖ · ‖2. So, ‖ · ‖X restricted to H is ‖ · ‖2 and so,
the map
λ1x+ λ2y 7→ λ1x− λ2y
is an isometry at distance 2 from both Id and − Id . 
With this in mind, we have
Theorem 4.2. Let U = {[‖ · ‖X ] ∈ N : IsoX = {Id,− Id}}. Then, U is
a dense open subset of N .
Proof. To see that U is dense we need a couple of density facts:
1. The subset of smooth norms is dense in N .
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2. For any smooth norm ‖ · ‖X there are ε > 0 and a basis {x1, . . . , xn} such
that ∣∣‖xi − xj‖ − ‖xm − xl‖∣∣ > ε
unless i = j,m = l. Now, if we modify ‖ · ‖X to make if not smooth in every
xi, the new norm ‖ · ‖′X has trivial autoisometry group. Of course, we can
take ‖ · ‖′X as close to ‖ · ‖X as we want, so U is dense.
To show that U is open, let ([‖ ·‖k])k ⊂ U c be a convergent sequence, we
must see that [‖·‖] = lim([‖·‖k]) has nontrivial group of isometries. We may
choose for each k the representative ‖·‖k that makes ‖e1‖k = 1. So, suppose
‖ · ‖ = lim(‖ · ‖k) and that for every ‖ · ‖k there exists Tk ∈ IsoXk \{Id,− Id}.
Of course, as the composition of autoisometries is an autoisometry and there
exist ε,M > 0 such that εBX ⊂ B2 ⊂ MBX , every eigenvalue of every Tk
must have modulus 1, so the sequence (Tk)k is included in the sphere ofMn
when we consider the Euclidean matrix norm. As this sphere is compact,
(Tk)k must have some accumulation point T , we will suppose that T is the
limit of the sequence. We need to see that T is an autoisometry for ‖ · ‖ and
that it can be chosen to be neither Id nor − Id.
For the first part, applying the triangle inequality to
∣∣∣∣∣∣ · ∣∣∣∣∣∣ gives∣∣∣∣∣∣T ∗‖ · ‖ − ‖ · ‖∣∣∣∣∣∣ ≤ ∣∣∣∣∣∣T ∗‖ · ‖ − T ∗k ‖ · ‖∣∣∣∣∣∣+ ∣∣∣∣∣∣T ∗k ‖ · ‖ − T ∗k ‖ · ‖k∣∣∣∣∣∣
+
∣∣∣∣∣∣T ∗k ‖ · ‖k − ‖ · ‖k∣∣∣∣∣∣+ ∣∣∣∣∣∣‖ · ‖k − ‖ · ‖∣∣∣∣∣∣.(6)
The third term in the sum is 0 for every k and the fourth term tends to 0
when k → ∞, so we need to show that it is also the case for the first two
terms. Equivalently, that the map (T, ‖ · ‖) 7→ T ∗‖ · ‖ is continuous. So, we
need
lim
k
max
y
{
T ∗k ‖y‖
T ∗‖y‖
}
min
y
{
T ∗k ‖y‖
T ∗‖y‖
}
= 1.
Given k ∈ N, we may take yk as given by Lemma 3.2 so that
lim
k
max
y
{
T ∗k ‖y‖
T ∗‖y‖
}
min
y
{
T ∗k ‖y‖
T ∗‖y‖
}
= lim
k
T ∗k ‖yk‖
T ∗‖yk‖ = limk
‖Tkyk‖
‖Tyk‖ = 1
since ‖ · ‖ is continuous. Analogously we see that
lim
k
max
y
{
T ∗k ‖y‖k
T ∗k ‖y‖
}
min
y
{
T ∗k ‖y‖k
T ∗k ‖y‖
}
= 1.
Proposition 4.1 implies that we can choose every T k at distance greater
than 1 from ± Id, so T 6= ± Id and we are done. 
Remark 4.3. In the previous proof we have seen that (T, ‖ ·‖) 7→ T ∗‖ ·‖
is continuous when ‖ · ‖ is a norm. This is not always true when ‖ · ‖ is a
quasinorm. Indeed, we just need to consider R2 endowed with the seminorm
‖ · ‖k(x, y) =
{ ‖(x, y)‖2 if (x, y) 6∈ {(λ, 0) : λ ∈ R∗}
1
2‖(x, y)‖2 if (x, y) ∈ {(λ, 0) : λ ∈ R}
,
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define the operators
Tk(x, y) =
(
cos(pi/k) − sin(pi/k)
sin(pi/k) cos(pi/k)
)(
x
y
)
and observe that
∣∣∣∣∣∣Tk‖ · ‖k −Tl‖ · ‖l∣∣∣∣∣∣ does not depend on k, l ∈ N as long as
they are different.
In spite of this, it is quite clear that the proof of the continuity for norms
works when we deal with continuous quasinorms.
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