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ABSTRACT
We construct the general action for Abelian vector multiplets in rigid 4-dimensional Euclidean (instead
of Minkowskian) N = 2 supersymmetry, i.e., over space-times with a positive definite instead of a
Lorentzian metric. The target manifolds for the scalar fields turn out to be para-complex manifolds
endowed with a particular kind of special geometry, which we call affine special para-Ka¨hler geometry.
We give a precise definition and develop the mathematical theory of such manifolds. The relation to the
affine special Ka¨hler manifolds appearing in Minkowskian N = 2 supersymmetry is discussed. Start-
ing from the general 5-dimensional vector multiplet action we consider dimensional reduction over time
and space in parallel, providing a dictionary between the resulting Euclidean and Minkowskian theories.
Then we reanalyze supersymmetry in four dimensions and find that any (para-)holomorphic prepotential
defines a supersymmetric Lagrangian, provided that we add a specific four-fermion term, which cannot
be obtained by dimensional reduction. We show that the Euclidean action and supersymmetry trans-
formations, when written in terms of para-holomorphic coordinates, take exactly the same form as their
Minkowskian counterparts. The appearance of a para-complex and complex structure in the Euclidean
and Minkowskian theory, respectively, is traced back to properties of the underlying R-symmetry groups.
Finally, we indicate how our work will be extended to other types of multiplets and to supergravity in
the future and explain the relevance of this project for the study of instantons, solitons and cosmological
solutions in supergravity and M-theory.
1Work supported by the ‘Schwerpunktprogramm Stringtheorie’ of the DFG.
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1 Introduction, Summary, Conclusions and Outlook
1.1 Introduction
Most of the knowledge about the non-perturbative properties of string theory and M-theory relies on
dualities, which re-interpret the strong coupling behaviour of particular limits of M-theory in terms of
a dual, weakly coupled description [1]. Although string dualities have passed various highly non-trivial
tests, they still have the status of conjectures. Moreover, they address non-perturbative physics only
indirectly. Therefore the further development of non-perturbative methods in string and M-theory is
desirable. In particular one would like to have the analogue of the instanton calculus used in gauge
theories. The first important step in this direction was the discovery of the D-instanton [2] in IIB string
theory. It was then realized that instanton effects in M-theory compactifications correspond to Euclidean
wrappings of p-branes on (p+1)-cycles of the internal manifold [3] (see also [4] for a review and more
references). Similar to string and M-theory solitons, these instantons can be described in terms of the
low energy effective supergravity action. In this formulation they are instanton solutions, i.e., solutions
of the Euclidean theory which have a finite action. The IIB supergravity solution corresponding to
the D-instanton was found in [5]. There are other solutions corresponding to instantons in Calabi-Yau
compactifications in type II string theory [6, 7] and in 11-dimensional M-theory [8].
Let us outline the problems which we will address in this paper. One particular question arising
in the context of D-instantons and their generalizations is how to define the Euclidean supergravity
action. In their supergravity description of the D-instanton [5] G.W. Gibbons, M.B. Green and M.J.
Perry invoked an elegant but somewhat mysterious rule, which requires to replace factors of i in the
Lagrangian and in the supersymmetry rules by a formal factor e, satisfying e = −e and e2 = 1. (The
formal factor e should be interpreted as an imaginary unit in the algebra of para-complex numbers.)
The same Euclidean Lagrangian was obtained in [9] by first Hodge-dualizing the IIB-axion into a tensor
field, then performing a Wick rotation, and dualizing the tensor field back to a scalar afterwards. Due
to properties of the Hodge star operator in Euclidean signature, the Euclidean action with a tensor field
is definite, i.e., bounded from above (or from below, depending on the choice of overall sign), while
the dual action with a scalar field is indefinite.2 The D-instanton can be described in terms of both
actions, but the use of the indefinite action makes it particularly simple to find explicit solutions [5]. Of
course, instanton corrections should be computed using the definite version of the action, as was recently
emphasized by [7] in the context of type II Calabi-Yau compactifications.
String and M-theory instantons and solitons are related to one another by dimensional reduction and
T-duality transformations. In fact, instanton solutions can be used to generate solitons by ‘dimensional
oxidation’ [10], see [11] for a review. In this approach one compactifies all world-volume directions of the
brane, including time. The dimensional reduction over time has the effect that the metric of the scalar
2Notice that an indefinite target metric for the scalar fields implies an indefinite action. The converse is not true.
Equivalently, a definite action implies a (positive or negative) definite target metric.
2
manifold becomes indefinite, see formulae (1.1), (1.4) below. Instanton solutions are given by harmonic
maps from the transverse space of the brane into totally geodesic and totally isotropic submanifolds
(such as null geodesics) of the scalar manifold. They can be re-expressed in terms of the quantities
of the original higher-dimensional theory to obtain the corresponding soliton. This technique goes by
the name of dimensional oxidation. Obviously one needs to know explicitly how the fields of the lower-
dimensional theory are related to those of the higher dimensional one. This is one of the reasons for
studying Euclidean theories using dimensional reduction over time.
Finally, scalar manifolds of the same type as in Euclidean theories also occur in non-standard
Minkowski signature supergravity and string theories, which are obtained by T-duality transforma-
tions over time. Particular examples are the type II∗ string theories introduced in [12]. These theories
have interesting cosmological solutions, which are supersymmetric and asymptotically de Sitter.3 In
[13] it was shown that asymptotic de Sitter solutions of non-standard gauged supergravities in 4 and 5
dimensions can be obtained by massive time-like T-duality transformations from instanton solutions of
ungauged supergravity. These solutions are believed to be related to type II∗ supergravity theory by
dimensional reduction.
The geometrical structures of the scalar manifolds appearing in the above examples deserve a closer
analysis. For example, in [5] the i → e substitution rule gives the desired result, a description of the
D-instanton in terms of supergravity, but it leads to the immediate question: what is the geometrical
meaning of the i → e substitution rule? More generally, we can ask what characterizes the geometries
corresponding to supersymmetric theories obtained by time-like dimensional reduction and time-like
T-duality. In theories with 32 or 16 supercharges the scalar manifolds are symmetric spaces, which
are fixed uniquely by the matter content. These manifolds can be found case by case [14, 15]. The
scalar geometry becomes richer when reducing the number of supersymmetries. In this paper we will
consider theories which have N = 2 supersymmetry, i.e., eight real supercharges.4 The scalar manifolds
of N = 2 and N = 1 theories are not fixed by the matter content. But whereas the scalar manifolds of
N = 1 theories are (for Minkowskian space-time) generic Ka¨hler manifolds, those of N = 2 are subject
to more specific conditions. The resulting geometries are therefore called special geometries. The precise
type of geometry depends on (i) whether supersymmetry is a rigid or local symmetry, (ii) the type
of supermultiplet and (iii) the number of space-time dimensions. We refer to [16] for an overview of
special geometries and their mutual relations. In this context we can now rephrase our above question
as follows: what are the special geometries of N = 2 theories with Euclidean signature? The present
paper is the first in a series which will answer this question. For technical simplicity we will start with
rigid supersymmetry and develop the geometry of Euclidean N = 2 vector multiplets in 4 dimensions.
In subsequent work we will extend this to other multiplets and dimensions as well as to supergravity.
The results will be used to study instantons and solitons in string and M-theory compactifications.
3However, as discussed in [12], unitarity and stability of these theories are unclear.
4We are counting in units of 4-dimensional Minkowskian supersymmetry. Note that some of the theories we refer to as
N = 2 for terminological convenience are actually the minimal supersymmetric theories in their dimension and signature.
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There are two methods which can be applied to find a Euclidean action. The first method is the
dimensional reduction of a higher-dimensional Minkowskian action over time. This has been used in
[17, 18] for 4-dimensional N = 2 Yang-Mills theory and in [14] for Euclidean supergravity theories. The
second approach is to continue the 4-dimensional Minkowskian theory analytically to imaginary time.
Here there are two different versions. The first version was used in [19, 20] to construct 4-dimensional
Euclidean gauge theories. More recently, this construction has been generalized to a continuous Wick
rotation by [21, 22, 23]. As in the treatment of IIB supergravity in [5], one obtains an indefinite su-
persymmetric Euclidean action. Moreover, the action obtained by the continuous Wick rotation agrees
with the one obtained by dimensional reduction over time [17, 18]. The second method using analytic
continuation is based on the Osterwalder-Schrader formulation of Euclidean field theories, and has been
studied for 4-dimensional supersymmetric theories in [24]. In this approach one uses reality constraints
which differ from those in the continuous Wick rotation, as for fermions Hermitian conjugation is com-
bined with Euclidean time reflection. Moreover, the Euclidean action is definite. The Euclidean actions
obtained in the Osterwalder-Schrader approach are certainly the correct actions to be used in the path
integral quantization and in lattice studies of supersymmetric field theories. However, they are not suit-
able for the applications we are interested in. To find generalizations of D-instantons we need to study
the Euclidean versions of multiplets which fundamentally are vector-tensor multiplets rather than vector
multiplets, in analogy to the situation in IIB string theory discussed above. In order to construct solitons
by dimensional oxidation, we need Euclidean theories which are obtainable from higher-dimensional the-
ories by dimensional reduction over time. The relation between the two types of Euclidean continuations
of supersymmetric actions has been discussed in [22, 25], and we plan to further analyze it in a future
publication.
In this paper we construct the action of 4-dimensional Euclidean vector multiplets by dimensional
reduction.5 We consider the reduction of the general 5-dimensional action for Abelian vector multiplets
over a time-like and a space-like dimension in parallel. This way we obtain a dictionary between the
4-dimensional theories in both signatures, and we can compare with the results [26, 27] for vector
multiplets in Minkowski signature. The action obtained by dimensional reduction is not the most general
one. In 5 dimensions the presence of a Chern-Simons term forces the prepotential, which encodes the
whole Lagrangian, to be a cubic polynomial. This constraint is absent in 4 dimensions, where the only
condition is that the prepotential is a (para-)holomorphic function. The general Lagrangian is obtained
by reanalyzing the supersymmetry transformations for a general (para-)holomorphic prepotential, with
the result that a particular four-fermion term has to be added. In the Minkowskian case the resulting
Lagrangian agrees with the general vector multiplet Lagrangian of [26, 27].6
Our action for 4-dimensional Euclidean vector multiplets is real but indefinite. Similar to the case of
type IIB supergravity discussed above [5, 9], a dual action, which is both real and definite can be obtained
5A generalization of the continuous Wick rotation of [22] will be discussed in a separate paper.
6We only consider Lagrangians which contain at most second derivatives of the fields and no terms of order higher than
four in the fermions.
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by Hodge-dualizing the N = 2 vector multiplets into N = 2 vector-tensor multiplets [28]. As is known
from [29], this dualization is only possible for a restricted class of vector multiplet couplings. However,
for the applications we have in mind it is guaranteed that the dualization is possible, because the vector
multiplets relevant for string instantons are those which have been obtained by dualizing vector-tensor
multiplets. The most important case is heterotic N = 2 compactifications, where the dilaton sits in
a vector-tensor multiplet, which is then dualized into a vector multiplet [72]. The dilaton controls
the quantum corrections to the vector multiplet part of the effective action. So far only perturbative
corrections have been computed directly, but the instanton corrections are predicted by the duality to
type II compactifications on Calabi-Yau threefolds [31]. There are also heterotic compactifications with
more than one vector-tensor multiplet, namely toroidal compactifications of six-dimensional string vacua
with tensor multiplets [32, 33].
In the next subsection we will discuss the effects of dimensional reduction over time in a simple, but
instructive example.
1.2 Summary and Conclusions
One way to obtain a d-dimensional Euclidean action is by dimensional reduction of a Minkowskian theory
in dimension (1, d) over time, (1, d)→ (0, d).7 In general, dimensional reduction modifies the geometry
of the scalar manifold M, if (i) components of tensor fields or gauge fields become scalars or if (ii) one
obtains a field strength of rank d − 1. In the latter case one can Hodge-dualize the field strength into
a field strength of rank 1, or, in other words, the derivative of a scalar field. Both phenomena are well
known for dimensional reduction over space, and dimensional reduction over time adds an interesting
twist.
Let us give a simple example for case (i), which is the mechanism relevant for the main part of this
paper. For definiteness, we start with one real scalar field σ and one Abelian gauge field Aµ in dimension
(1, 4). Then the dimensional reduction of the Lagrangian8
L(1,4) = −1
2
∂µσ∂
µσ − 1
4
FµνF
µν (1.1)
over space gives
L(1,3) = −1
2
∂µσ∂
µσ − 1
2
∂µb∂
µb− 1
4
FmnF
mn . (1.2)
Here Fmn is the field strength of the (1, 3)-dimensional Abelian gauge field Am obtained by decomposing
Aµ = (Am, A5). The component A5 gives rise to the additional scalar field b. Defining z = σ + ib, this
can be rewritten as
L = −1
2
∂µz∂
µz − 1
4
FmnF
mn . (1.3)
7We say that a space-time has dimension (t, s), if it has t time-like and s space-like dimensions. We will consider the
case d = 4, but the remarks in this paragraph apply to general d.
8We use the ‘mostly plus’ convention where the metric is negative definite in the time-like directions. With this
convention standard kinetic terms for tensor gauge fields always have a minus sign in front.
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This shows that the complex coordinate z defines a complex structure on the scalar manifold, with respect
to which the target metric defined by the scalar couplings is Ka¨hlerian.
The same mechanism carries over to interacting theories, in particular to those involving non-linear
sigma models, where the scalar fields can be interpreted as maps from space-time into a Riemannian
manifold M. If the theory is supersymmetric, the geometry of M is subject to restrictions, the details
of which depend on the underlying supermultiplet. The minimal supersymmetric extension of (1.1) is
a theory of Abelian vector multiplets in dimension (1, 4), which reduces to an N = 2 supersymmetric
theory of vector multiplets in dimension (1, 3). The allowed target manifolds M for the latter theories
are the affine special Ka¨hler manifolds [34, 35, 36, 37, 38, 39].9
Dimensional reduction of (1.1) over time gives instead
L(0,4) = −1
2
∂µσ∂
µσ +
1
2
∂µb∂
µb− 1
4
FmnF
mn . (1.4)
Introducing an object e with the properties e2 = 1 and e = −e [5], and defining z = σ + eb, we see
that (1.4) takes the same form as (1.3), but with a different interpretation of the ‘complex’ scalar field
z. As we will explain in detail in the main part of the paper, the scalar target space of the Euclidean
(0, 4)-dimensional theory carries a para-complex structure, for which z is a para-holomorphic coordinate.
The main objective of this paper is to generalize the above simple example to supersymmetric models
with a curved scalar manifold. In order to characterize the allowed target manifolds, we introduce in
section 2 the notion of a (rigid or affine) special para-Ka¨hler manifold and investigate systematically the
corresponding geometry. Our fundamental result about such manifolds is that any simply connected
affine special para-Ka¨hler manifold M admits a para-Ka¨hlerian Lagrangian immersion into a symplectic
para-complex vector space V endowed with a compatible para-complex conjugation. The immersion
induces the special geometric structures on M and is unique up to an affine transformation of V which
preserves the symplectic structure and the para-complex conjugation. As a corollary, we obtain that
any affine special para-Ka¨hler manifold M of para-complex dimension n is locally described by a para-
holomorphic prepotential F of n para-complex variables, the Hessian of which has to satisfy a certain
non-degeneracy condition. In contrast with the para-Ka¨hlerian Lagrangian immersion, which is unique
up to an affine transformation, the prepotential depends nonlinearly on the choice of a compatible
Lagrangian splitting of V (choice of coordinates and momenta in the symplectic para-complex vector
space V ).
In section 3 we discuss various properties of fermions and of supersymmetry algebras in dimensions
(1, 4), (1, 3) and (0, 4), which we need for the dimensional reduction. We consider this both from a
physicist’s and from a mathematician’s perspective by combining [40] with [41, 42]. Particular attention
is payed to symplectic Majorana spinors and to the R-symmetry groups of the relevant supersymmetry
algebras. These play a crucial role, since symplectic Majorana spinors allow us to write the fermionic
terms in dimensions (1, 4), (1, 3) and (0, 4) in a uniform way, while R-symmetry is related to the existence
9These manifolds are also called rigid special Ka¨hler manifolds.
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of a (para-)complex structure on the scalar manifold.
In section 4 we construct the general Lagrangian of rigid vector multiplets in dimension (1,4) by
adapting the results obtained in [43] for superconformal vector multiplets. The couplings are encoded
in a real (not necessarily homogeneous) cubic prepotential, and the metric of the scalar manifold is the
Hessian of this function, as was also found in [44]. This provides the definition of an affine very special
real manifold, which is the affine version of the very special real manifolds considered in [45, 46, 47].
In section 5 we perform the dimensional reduction of the (1, 4)-dimensional Lagrangian over space
and time in parallel. While the reduction over space gives an affine special Ka¨hler manifold, the re-
duction over time results in an affine special para-Ka¨hler manifold. The mapping of scalar manifolds
induced by the dimensional reduction (1, 4)→ (1, 3) is known as the r-map [46]. Here we encounter a new
mapping induced by dimensional reduction over time (1, 4)→ (0, 4), which we call the temporal r-map.
It associates an affine special para-Ka¨hler manifold to any affine very special real manifold. To get the
general 4-dimensional Lagrangian we proceed in two steps. First we observe that although the explicit
Lagrangian and supersymmetry rules obtained by dimensional reduction depend on a cubic prepotential,
all these formulae have a well defined geometrical meaning for general (para-)holomorphic prepotentials.
In particular, the prepotential is the generating function of a (para-)holomorphic Lagrangian immersion
which induces the special geometric structures on the scalar manifold. For Euclidean space-time signature
this follows from the results of section 2. Therefore we can consider 4-dimensional Lagrangians defined
by a a general (para-)holomorphic prepotential. However, these Lagrangians are not supersymmetric
anymore, because supersymmetry variations now generate terms which contain the fourth derivative of
the prepotential. Therefore the second step consists in adding further terms to the Lagrangian, which
restore its invariance under supersymmetry. It turns out that it is sufficient (in the off-shell formula-
tion) to add one particular four-fermion term, which contains the fourth derivative of the prepotential.
For the case of Minkowski space-time signature the general N = 2 vector multiplet Lagrangian is of
course well known [26, 27, 36]. We check our result by comparing it to [26, 27, 48] and find complete
agreement. The advantage of our formalism is that the Minkowskian and Euclidean Lagrangian and su-
persymmetry transformations take the same form, when written in holomorphic and para-holomorphic
coordinates, respectively. Therefore it follows immediately that every para-holomorphic prepotential
defines a supersymmetric Euclidean Lagrangian, irrespective of whether this theory can be obtained
by dimensional reduction or not. Moreover, we see that we have found the general Euclidean vector
multiplet Lagrangian.
Given the mathematical results of section 2, we could have approached this result more directly,
without invoking dimensional reduction. All what is needed in addition to section 2 is the geometric
interpretation of the fermions and gauge fields as bundle-valued sections of the para-complexified tangent
bundle of the target manifold. We preferred to proceed through dimensional reduction for two reasons,
which were already mentioned above: first, in various applications we are interested in knowing explicitly
how theories are related by dimensional reduction or oxidation. Second, dimensional reduction generates
7
a dictionary between the Minkowskian and Euclidean theory. The geometrical structures can be read off
easily and it is obvious how to bring the Lagrangians of both space-time signatures to the same form.
The result that every para-holomorphic prepotential defines a Euclidean supersymmetric Lagrangian
does not imply that every such theory can be obtained from a Minkowskian theory by analytic continua-
tion. The reason is that not every para-holomorphic function can be obtained by analytic continuation of
a holomorphic function. This is not even possible for para-holomorphic functions which are real-valued
on real points. In fact, a holomorphic function is automatically real-analytic, while a para-holomorphic
function need not be real-analytic.10 The Euclidean theories which can be obtained by analytic con-
tinuation of Minkowskian theories therefore form a subset. They are defined by a para-holomorphic
prepotential which is real-valued and real-analytic on real points. There are two obvious ways to find
explicit examples of such pairs of theories. The first approach is dimensional reduction. We have al-
ready seen that theories with a cubic prepotential come in pairs. This procedure can be generalized
by considering the full 5-dimensional theory in the background M4 × S1, where S1 is a space-like or
time-like circle of finite radius. In this case the massive Kaluza-Klein modes do not decouple completely
and induce effective interactions in the action of the massless modes. Gauge theories and string theories
on M4 × S1, with space-like S1, have been studied in the literature, see for example [50], [49], [51], [52].
The second approach is more general and intrinsically 4-dimensional. One can adapt and generalize the
continuous Wick rotation of [22, 23] to N = 2 theories with suitable non-trivial scalar manifolds. We
will discuss this approach, and its relation to dimensional reduction, in a future publication.
Finally, in section 5.4, we show that the occurrence of a para-complex structure in Euclidean space-
time signature is a consequence of the non-compactness of the Abelian factor of the Euclidean R-
symmetry group. We also see that the general vector multiplet Lagrangian in either signature is only
invariant under a discrete Z2-subgroup of this factor. This is as expected from the fact that the continu-
ous Abelian factor of the R-symmetry group is anomalous, and therefore generically broken by quantum
effects.
We have organized the material such that the focus is on the mathematical aspects in sections 2
and 3, and on the physical aspects in sections 4 and 5. The sections are as self-contained as possible.
Readers who want to approach the physical aspects directly can continue reading at section 4 and then
go back to sections 2 and 3 for the underlying mathematics.
1.3 Outlook
As we have seen above, the geometrical structure underlying the i→ e substitution rule is the replace-
ment of a complex by a para-complex structure. In this paper the case of rigid vector multiplets is
treated in detail, and it is already clear how this result is to be extended in various directions. In the
following we will indicate the most immediate extensions in the context of theories with N = 2 super-
10We assume throughout that the prepotential is C∞.
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symmetry (8 supercharges). But before doing so, let us note that para-complex structures also appear
in other situations, in particular in the first example for the i→ e substitution rule, 10-dimensional IIB
supergravity [5]. Here the complex manifold SL(2,R)/SO(2) is replaced by the para-complex manifold
SL(2,R)/SO(1, 1).11
The next step in our programwill be the further reduction to 3 dimensions. For dimensional reduction
over space, (1, 3) → (1, 2), it is well known that the resulting Lagrangian can be expressed in terms of
hypermultiplets [46, 53]. This uses that one can dualize a 3-dimensional gauge field into a scalar, which
is a particular case of the mechanism (ii) mentioned above. Supersymmetry requires that the scalar
geometry of hypermultiplets in rigid supersymmetry must be hyper-Ka¨hler [54]. Dimensional reduction
induces a map which assigns to each affine special Ka¨hler manifold a hyper-Ka¨hler manifold. This is
known as the c-map [46, 53]. Dimensional reduction over time yields a version of it, which we call the
temporal c-map. As we will explain in detail in a future publication, dimensional reduction over time has
the effect that one obtains one complex and two para-complex structures, leading to para-hyper-Ka¨hler
manifolds.
The obvious next step is then to consider vector and hypermultiplets coupled to supergravity. The
geometry of locally supersymmetric vector multiplets in dimension (1,3) is known as projective special
Ka¨hler geometry [55, 56, 57, 36, 37, 38, 39].12 As indicated by the name, such manifolds can be
obtained from affine special Ka¨hler manifolds (with suitable homogeneity properties) by projectivization.
This can also be understood from the physical point of view in terms of the conformal calculus. Here
one first constructs a superconformally invariant theory and then eliminates the so-called conformal
compensators by imposing gauge conditions. This gauge fixing amounts to the projectivization of the
scalar manifold underlying the superconformal theory. Based on the results obtained in this paper, one
can adapt this construction to the case of Euclidean signature and construct projective special para-
Ka¨hler manifolds. Similar remarks apply to hypermultiplets coupled to supergravity. In Minkowski
signature the coupling to supergravity implies that the scalar geometry is quaternionic-Ka¨hler instead
of hyper-Ka¨hler [58]. The relation between these two kinds of geometries can again be understood as
projectivization, because every quaternionic-Ka¨hler manifold can be obtained as the quotient of a hyper-
Ka¨hler cone [59]. This relation is natural from the viewpoint of conformal calculus [60], and it is possible
to adapt the construction to theories with Euclidean signature in order to construct para-quaternionic-
Ka¨hler manifolds. In fact, such manifolds have already occurred in the context of instantons in IIB
string theory compactified on a Calabi-Yau threefold. Here it was found that in Euclidean signature the
Hodge-dualization of the universal double-tensor multiplet gives a hypermultiplet with scalar manifold
is SL(3,R)/(SL(2,R)⊗ SO(1, 1)) [7]. This is a symmetric para-quaternionic-Ka¨hler manifold.
11In fact, these symmetric manifolds are projective special Ka¨hler and projective special para-Ka¨hler, respectively.
12This is also called local special Ka¨hler geometry in the physics literature.
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2 Para-complex geometry
2.1 Para-complex manifolds
Definition 1 Let V be a finite dimensional (real) vector space. A para-complex structure on V is a
nontrivial involution I ∈ EndV , i.e., I2 = Id and I 6= Id, such that the two eigenspaces V ± := ker(Id∓I)
of I are of the same dimension. A para-complex vector space is a vector space endowed with a para-
complex structure. A homomorphism from a para-complex vector space (V, I) into a para-complex vector
space (V ′, I ′) is a linear map φ : (V, I)→ (V ′, I ′) satisfying φI = I ′φ.
Let I be a para-complex structure on a vector space V . Then there exists a basis (e+1 , . . . , e
+
n , e
−
1 , . . . , e
−
n )
of V , dimV = 2n, such that Ie±i = ±e±i and we can identify I with the diagonal matrix
I = diag(1, . . . , 1,−1, . . . ,−1) =

 1n 0
0 −1n

 .
It follows that the automorphism group Aut(V, I) := {L ∈ GL(V )| LIL−1 = I} of (V, I), which coincides
with the centralizer ZGL(V )(I) of I in GL(V ), is given by
Aut(V, I) = ZGL(V )(I) := {L ∈ GL(V )| [L, I] = 0} =



 A 0
0 D


∣∣∣∣∣∣A,D ∈ GLn(R)

 .
Definition 2 An almost para-complex structure on a smooth manifold M is an endomorphism field
I ∈ Γ(EndTM), p 7→ Ip, such that Ip is a para-complex structure on TpM for all p ∈ M . In other
words:
(i) I 6= IdTM is an involution, i.e. I2 = IdTM and
(ii) the two eigendistributions T±M := ker(Id∓ I) of I have the same rank.
An almost para-complex structure I is called integrable if the distributions T±M are both integrable.
An integrable almost para-complex structure is called a para-complex structure. A manifold M endowed
with a para-complex structure is called a para-complex manifold. The Nijenhuis tensor NI of an almost
para-complex structure I is the tensor defined by the equation:
NI(X,Y ) := [X,Y ] + [IX, IY ]− I[X, IY ]− I[IX, Y ] ,
for all vector fields X and Y on M .
Proposition 1 An almost para-complex structure I is integrable if and only if NI = 0.
Proof: Consider the two projections π± : TM → T±M , π± := 12 (Id ± I). Then, by the Frobenius
theorem, the integrability of T+M and T−M is equivalent to, respectively,
π−[π+X,π+Y ] = 0 and π+[π−X,π−Y ] = 0 ,
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for all vector fields X and Y . The sum and the difference of these expressions are proportional to
NI(X,Y ) and INI(X,Y ) respectively.
Example 1: Any para-complex vector space (V, I) can be considered as a para-complex manifold, with
constant para-complex structure.
Example 2: The Cartesian product M × N of two para-complex manifolds (M, IM ) and (N, IN ) is
a para-complex manifold with the para-complex structure IM×N := IM ⊕ IN . Here we have used the
identification T (M ×N) = TM ⊕ TN .
Example 3: Let M =M+×M− be the Cartesian product of two smooth manifolds M+ and M− of the
same dimension. We can identify T(p+,p−)M = Tp+M+ ⊕ Tp−M− and define a para-complex structure
I on M by I|Tp±M± := ±Id. The next result shows that any para-complex manifold is locally of this
form.
Proposition 2 Let (M, I) be a para-complex manifold of dimension 2n. Then for every point in M
there is an open neighborhood U and a diffeomorphism φ : U ∼= M+ × M− onto the product of two
manifolds M± ∼= Rn such that φ maps the leaves of the foliation T+M to the submanifolds M+× {p−},
p− ∈M−, and the leaves of T−M to the submanifolds {p+} ×M−, p+ ∈M+.
Proof: By the Frobenius theorem applied to the distribution T−M , there exists an open neighborhood
U of p and functions zi+, i = 1, . . . , n, on U , which are constant on the leaves of T
−M and such that the
differentials dzi+ are (point-wise) linearly independent. Similarly, by restricting U , if necessary, we can
find functions zi−, i = 1, . . . , n, on U constant on the leaves of T
+M and such that the differentials dzi−
are linearly independent. From the transversality of the two foliations T+M and T−M we conclude that
(z1+, . . . , z
n
+, z
1
−, . . . , z
n
−) is a system of local coordinates. Now we can define φ := (φ+, φ−) : U → Rn×Rn
by φ± = (z
1
±, . . . , z
n
±). By restricting U , if necessary, we can assume that φ is a diffeomorphism onto a
product M+ ×M− of two open sets M± ∼= Rn in Rn.
Coordinates (z1+, . . . , z
n
+, z
1
−, . . . , z
n
−) as in the proof of Proposition 2 will be called adapted to the
para-complex structure. We put
xi :=
zi++z
i
−
2 and y
i :=
zi+−z
i
−
2 .
We wish to think of xi and yi as ‘real’ and ‘imaginary’ parts of a system of local ‘para-holomorphic’
coordinates zi, i = 1, . . . , n.
In order to make this analogy precise, we introduce the algebra C of para-complex numbers. It is
the (real) algebra generated by 1 and the symbol e subject to the relation e2 = 1. If we think of e
as a unit vector in a one-dimensional vector space with a negative definite scalar product, then C is
just the corresponding Clifford algebra C = Cℓ0,1 ∼= R ⊕ R, the same as Cℓ1,0 ∼= C gives the field of
complex numbers. The map · : C → C, x + ey 7→ x − ey, where x, y ∈ R, is called the para-complex
conjugation. It is a C-antilinear involution: ez = −ez. The real numbers x = Re z := (z + z)/2 and
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y = Im z := e(z − z)/2 are called real and imaginary parts of z = x + ey, respectively. Note that
zz = x2 − y2. Therefore C is sometimes called the algebra of hyperbolic complex numbers. Note also
that the group C∗ ⊂ C of invertible elements has 4 connected components. In fact, any z ∈ C∗ can be
written as z = ±r exp(et) or as z = ±er exp(et), where r > 0 and t ∈ R. This is the analogue of the
polar decomposition z = r exp(it) for z ∈ C∗ ∼= R>0×S1. The circle S1 = {z = x+ iy ∈ C|x2+ y2 = 1}
is replaced by the four hyperbolas {z = x+ ey ∈ C|x2 − y2 = ±1}.
A C-valued smooth function on a smooth manifold is a smooth map f : M → C ∼= R2. For such
functions we can define the C-valued smooth function f and the real-valued functions Re f and Im f on
M . Obviously, C is a para-complex vector space. Its para-complex structure is simply multiplication by
e. Moreover, the eigenspaces C± = R(1± e) ∼= R of e are precisely the two simple ideals of the algebra
C = C+ ×C−. More generally, the free C-module Cn is a para-complex vector space. Its para-complex
structure is the scalar multiplication by e ∈ C.
Definition 3 A smooth map φ : (M, IM ) → (N, IN ) between para-complex manifolds is called para-
holomorphic (or just holomorphic, when no confusion is possible), if dφIM = INdφ. A para-holomorphic
map f : (M, I) → C is called a para-holomorphic function. The para-complex dimension of a para-
complex manifold M is the integer dimC M := dimM/2. A system of para-holomorphic functions z
i,
i = 1, . . . , n, defined on some open subset U ⊂M of a para-complex manifold is called a system of local
para-holomorphic coordinates (or just system of local holomorphic coordinates) if (x1 = Re z1, . . . , xn =
Re zn, y1 = Im z1, , . . . , yn = Im zn) is a system of (real) local coordinates.
Notice that a collection of para-holomorphic functions z1, . . . , zn, defined in a neighborhood of a point
p ∈ M , forms a system of local coordinates in some neighborhood of p if and only the differentials
dzip, dz
i
p, i = 1, . . . , n, form a basis of the free C-module T
∗
pM ⊗ C. This is an easy consequence of the
fact that dziI = edzi, i.e.
dxiI = dyi and dyiI = dxi .
A system of local para-holomorphic coordinates defined over U ⊂ M defines an isomorphism from
the para-complex manifold U (with the para-complex structure induced by the inclusion) onto some
open subset of the para-complex vector space Cn.
Proposition 3 Let M be a smooth manifold endowed with an atlas A = {φ : U → Cn = R2n} such
that the coordinate changes are para-holomorphic. Then there exists a unique para-complex structure IA
on M such that all φ ∈ A are para-holomorphic. Conversely, any para-complex manifold admits such
an atlas.
Proof: Given a smooth manifold with an atlas as above, we can pull back the para-complex structure from
Cn toM . This gives a well defined para-complex structure onM , since the coordinate changes are para-
holomorphic. Conversely, let (M, I) be a para-complex manifold. Any adapted system of coordinates
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(z1+, . . . , z
n
+, z
1
−, . . . , z
n
−) : U → R2n defines a system of para-holomorphic coordinates (z1, . . . , zn) by
Re zi := xi = (zi+ + z
i
−)/2 and Im z
i := yi = (zi+ − zi−)/2. In fact, from the definition of zi± it follows
easily that dzi± ◦ I = ±dzi±. Using the above equations, this implies that dxi ◦ I = dyi, and hence
dzi ◦ I = (dxi + edyi) ◦ I = dyi + edxi = edzi. This shows that the functions zi are indeed para-
holomorphic. It is clear that their real and imaginary parts form a (real) coordinate system, since the
zi± do. Now it suffices to observe that we can cover M by coordinate domains U as above and that the
coordinate changes are para-holomorphic.
Notice that a C-valued function f :M → C on a para-complex manifold (M, I) is para-holomorphic
if and only if it satisfies the partial differential equations
∂f
∂zi
:=
1
2
(
∂f
∂xi
− e ∂f
∂yi
) = 0 ,
where the (zi) are local para-holomorphic coordinates. The general solution of this system is of the form
Re f = f+ + f− , Im f = f+ − f− , ∂f±
∂zi∓
= 0 .
In other words f+ is a function which, in adapted coordinates (z
i
±), depends only on the z
i
+ = x
i + yi
and f− depends only the z
i
− = x
i − yi.
Para-holomorphic vector bundles
Definition 4 A para-holomorphic vector bundle of rank r is a (smooth) real vector bundle π : W → M
of rank 2r whose total space W and base M are para-complex manifolds and whose projection π is a
para-holomorphic map.
From the fact that the projection π is para-holomorphic it follows that the para-complex structure on
W induces on each fibre Wp = π
−1(p), p ∈ M , the structure of a para-complex vector space of para-
complex dimension r. In particular, we have a canonical splitting W = W+ ⊕W−, where W±p are the
two eigenspaces of the para-complex structure on W±p , for all p ∈M .
Example 4: The tangent bundle TM →M over any para-complex manifold M is a para-holomorphic
vector bundle and we have (TM)± = T±M .
Example 5: Sums and duals of para-holomorphic vector bundles are again para-holomorphic vector
bundles. Also tensor products, over the commutative algebra C, of para-holomorphic vector bundles
over the same base M are again para-holomorphic vector bundles over M .
The decomposition T ∗M = (T ∗M)+ ⊕ (T ∗M)−, defined for any almost para-complex manifold,
induces a bigrading on exterior forms:
∧kT ∗M = ⊕p+q=k ∧p+,q− T ∗M .
In particular, ∧1+,0−T ∗M = (T ∗M)+ and ∧0+,1−T ∗M = (T ∗M)−. We will say that a k-form ω is of
type (p+, q−) if ω ∈ ∧p+,q−T ∗M . The corresponding decomposition of differential forms on M will be
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denoted by
Ωk(M) = ⊕p+q=kΩp+,q−(M) .
If the almost para-complex structure is integrable, then the de Rham differential d : Ωk(M)→ Ωk+1(M)
splits as d = ∂+ + ∂−, where
∂+ : Ω
p+,q−(M)→ Ω(p+1)+,q−(M) and ∂− : Ωp+,q−(M)→ Ωp+,(q+1)−(M) .
Moreover, we have ∂2+ = ∂
2
− = ∂+∂− + ∂−∂+ = 0. As a consequence, the differential operator ∂+ (or
∂−) can be used to define a real version of Dolbeault cohomology on any para-complex manifold.
Consider now the para-complexification TMC := TM ⊗ C of the tangent bundle TM of an almost
para-complex manifold (M, I). We extend the almost para-complex structure I : TM → TM to a
C-linear endomorphism field I : TMC → TMC . Then for all p ∈ M the free C-module TpMC has the
following canonical decomposition into the direct sum of two free C-modules
TpM
C = T 1,0p M ⊕ T 0,1p M ,
where
T 1,0p M := {X + eIX |X ∈ TpM} and T 0,1p M := {X − eIX |X ∈ TpM} .
The subbundles T 1,0M and T 0,1M are characterized as the ±e-eigenbundles of I : TMC → TMC , in
the sense that I = e on T 1,0M and I = −e on T 0,1M . The canonical isomorphism TM → T 1,0M ,
X → X1,0 := 12 (X + eIX), of real vector bundles is compatible with the para-complex structures on the
fibres; (IX)1,0 = eX1,0. In particular, it is an isomorphism of para-holomorphic vector bundles if the
almost para-complex structure I happens to be integrable. Note that the isomorphism TM → T 0,1M ,
X → X0,1 := 12 (X − eIX), of real vector bundles maps I to −e; (IX)0,1 = −eX0,1. Consider now the
±e-eigenbundles of I∗ : T ∗MC → T ∗MC :
∧1,0T ∗M := {α+ eI∗α|α ∈ T ∗M} and ∧0,1 T ∗M := {α− eI∗α|α ∈ T ∗M} .
The decomposition T ∗MC := ∧1,0T ∗M ⊕ ∧0,1T ∗M induces a bigrading on C-valued exterior forms:
∧kT ∗MC = ⊕p+q=k ∧p,q T ∗M .
We will say that a C-valued k-form ω is of type (p, q) if ω ∈ ∧p,qT ∗M . The corresponding decomposition
of C-valued differential forms on M will be denoted by
ΩkC(M) = ⊕p+q=kΩp,q(M) .
Notice that the real vector bundles ∧p,0T ∗M are para-holomorphic with the para-complex structure
on the fibres defined by e, if the almost para-complex structure I is integrable. Suppose now that I
is integrable. Then the (C-linearly extended) de Rham differential d : ΩkC(M) → Ωk+1C (M) splits as
d = ∂ + ∂, where
∂ : Ωp,q(M)→ Ωp+1,q(M) and ∂ : Ωp,q(M)→ Ωp,q+1(M) .
Moreover, ∂2 = ∂
2
= ∂∂ + ∂∂ = 0. As a consequence, the differential operator ∂ can be used to define
a para-complex version of Dolbeault cohomology.
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2.2 Para-Ka¨hler manifolds
Definition 5 Let (V, I) be a para-complex vector space. A pseudo-Euclidean scalar product g on V is
called para-Hermitian if I is an anti-isometry for g, i.e.,
I∗g = g(I·, I·) = −g .
A para-Hermitian vector space is a para-complex vector space endowed with a para-Hermitian scalar
product. The pair (I, g) is called a para-Hermitian structure on the vector space V .
Example 6: Consider the vector space R2n = Rn⊕Rn with its standard basis (e±i ), where e+i := ei⊕0
and e−i = 0 ⊕ ei, and its standard para-complex structure, given by Ie±i = ±e±i . We can define a
para-Hermitian scalar product g by g(e±i , e
±
j ) = 0 and g(e
±
i , e
∓
j ) = δij . We will call (I, g) the standard
para-Hermitian structure of R2n.
Example 7: Consider the vector space Cn = Rn ⊕ eRn with its standard basis
(e1, . . . , en, f1, . . . , fn), where fi = eei, and its standard para-complex structure, given by Iei = fi
and Ifi = ei. We can define a para-Hermitian scalar product g by g(ei, ej) = −g(fi, fj) = δij and
g(ei, fj) = 0. We will call (I, g) the standard para-Hermitian structure of C
n.
Any two para-Hermitian vector spaces (V, I, g) and (V ′, I ′, g′) of the same dimension are isomorphic,
i.e., there exists a linear para-holomorphic isometry φ : V → V ′. In particular, R2n = Rn⊕Rn and Cn
are isomorphic as para-Hermitian vector spaces. An isomorphism φ : R2n → Cn is given by
φe±i =
1√
2
(ei ± fi) .
The model R2n has the advantage that I is diagonal in the standard basis, whereas g is diagonal in
the standard real basis of Cn.
Definition 6 Let V be a para-Hermitian vector space with para-Hermitian structure (I, g). The para-
unitary group of V is the automorphism group
Upi(V ) := Aut(V, I, g) = {L ∈ GL(V )| [L, I] = 0 and L∗g = g} .
Proposition 4 (i) The para-unitary group of the para-Hermitian vector space R2n = Rn ⊕ Rn is
given by
Upi(R2n) =



 A 0
0 A−t


∣∣∣∣∣∣A ∈ GLn(R)

 ∼= GLn(R) ,
where A−t := (A−1)t = (At)−1 is the contragredient matrix.
(ii) The para-unitary group Upi(Cn) ∼= Upi(R2n) ∼= GLn(R) of the para-Hermitian vector space Cn =
R
n ⊕ eRn is given by
Upi(Cn) =



 A B
B A


∣∣∣∣∣∣A,B ∈ End(R
n) , AtA−BtB = 1n , AtB −BtA = 0

 .
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Proof: (i) The centralizer of I consists of block diagonal matrices L = diag(A,D), A,D ∈ GLn(R). It is
sufficient to check that L∗g = g is equivalent to AtD = 1n.
(ii) The centralizer of I consists of matrices of the form
L =

 A B
B A

 .
The equation L∗g = g is now equivalent to AtA − BtB = 1n and AtB − BtA = 0. Since the para-
Hermitian vector spaces R2n and Cn are isomorphic, the corresponding para-unitary groups are isomor-
phic as well. An explicit isomorphism Upi(R2n)
∼→ Upi(Cn) is
diag(A,D) =

 A 0
0 D

→

 A+D2 A−D2
A−D
2
A+D
2

 ,
where D = A−t.
Notice that the para-complex structure I does not belong to the para-unitary group, simply because
I∗g = −g 6= g. However, it belongs to the para-unitary Lie algebra upi(V ) = LieUpi(V ) and generates
a closed non-compact central subgroup {exp tI|t ∈ R} ∼= R>0 of the para-unitary group. If V is a
para-complex vector space of para-complex dimension 1, i.e., V ∼= C ∼= R2, then Upi(V ) = {± exp tI|t ∈
R} ∼= GL1(R) = R∗.
Definition 7 An almost para-Hermitian manifold (M, I, g) is an almost para-complex manifold (M, I)
endowed with a pseudo-Riemannian metric g such that I∗g = −g. If I is integrable, we say that (M, I, g)
is a para-Hermitian manifold. The two-form ω := g(I·, ·) = −g(·, I·) is called the fundamental two-form of
the almost para-Hermitian manifold (M, I, g).
Notice that the fundamental two-form satisfies I∗ω = −ω, and is hence of type (1+, 1−) or, equiva-
lently, of type (1, 1) (when considered as C-valued two-form).
Definition 8 A para-Ka¨hler manifold (M, I, g) is an almost para-Hermitian manifold (M, I, g) such that
I is parallel with respect to the Levi-Civita connection D of g, i.e., DI = 0.
The condition DI = 0 easily implies NI = 0 and dω = 0. Therefore any para-Ka¨hler manifold (M, I, g)
is a para-Hermitian manifold with closed fundamental form ω. The symplectic form ω will be called the
para-Ka¨hler form.
The next theorem characterizes para-Ka¨hler manifolds as para-Hermitian manifolds with closed fun-
damental form.
Theorem 1 Let (M, I, g) be a para-Hermitian manifold with closed fundamental form ω. Then (M, I, g)
is a para-Ka¨hler manifold. Conversely, any para-Ka¨hler manifold is a para-Hermitian manifold with
closed fundamental form.
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Proof: Let (M, I, g) be a para-Hermitian manifold with closed fundamental form ω and D the Levi-Civita
connection of g. It is determined by the Koszul formula
2g(DXY, Z) = Xg(Y, Z) + Y g(X,Z)− Zg(X,Y ) + g([X,Y ], Z)− g([X,Z], Y )− g([Y, Z], X) ,
which holds for all vector fields X,Y and Z onM . We have to show that DI = 0. Therefore we compute
2g((DXI)Y, Z) = 2g(DX(IY ), Z)− 2g(IDXY, Z) = 2g(DX(IY ), Z) + 2g(DXY, IZ)
= Xg(IY, Z) + IY g(X,Z)− Zg(X, IY )
+g([X, IY ], Z)− g([X,Z], IY )− g([IY, Z], X)
+Xg(Y, IZ) + Y g(X, IZ)− IZg(X,Y )
+g([X,Y ], IZ)− g([X, IZ], Y )− g([Y, IZ], X)
= (Xω(Y, Z) + Y ω(Z,X) + Zω(X,Y )
−ω([X,Y ], Z)− ω([Y, Z], X)− ω([Z,X ], Y )) + ω([Y, Z], X)
+IY g(X,Z) +Xg(Y, IZ)− IZg(X,Y )
+g([X, IY ], Z)− g([IY, Z], X)− g([X, IZ], Y )− g([Y, IZ], X)
= dω(X,Y, Z) + ω([Y, Z], X) + (Xω(IY, IZ) + IY ω(IZ,X)
+IZω(X, IY )− ω([X, IY ], IZ)− ω([IY, IZ], X)− ω([IZ,X ], IY ))
+ω([IY, IZ], X)− g([IY, Z], X)− g([Y, IZ], X)
= dω(X,Y, Z) + ω([Y, Z], X) + dω(X, IY, IZ)
+ω([IY, IZ], X)− g([IY, Z], X)− g([Y, IZ], X)
= dω(X,Y, Z) + dω(X, IY, IZ)
+g(−[Y, Z]− [IY, IZ] + I[IY, Z] + I[Y, IZ], IX)
= dω(X,Y, Z) + dω(X, IY, IZ)− g(NI(Y, Z), IX) = 0 .
Proposition 5 Let (M, I, g) be a para-Ka¨hler manifold. Then the eigendistributions T±M of I are
g-isotropic. Their leaves are Lagrangian submanifolds with respect to the para-Ka¨hler form ω. In par-
ticular, g has split signature (n, n), where n = dimC M .
Proof: Let X ∈ T±M . Then, since I is an anti-isometry, we have
g(X,X) = −g(IX, IX) = −g(±X,±X) = −g(X,X) .
This shows that the I-invariant foliations T±M are g-isotropic and hence ω-Lagrangian.
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Ka¨hler manifolds can be characterized as Riemannian manifolds with holonomy group in the unitary
group. The corresponding characterization of para-Ka¨hler manifolds is the following.
Proposition 6 Let (M, g) be a (connected) pseudo-Riemannian manifold of dimension 2n. Then there
exists a para-complex structure I on M such that (M, I, g) is a para-Ka¨hler manifold if and only if the
holonomy group of (M, g) is a subgroup of the para-unitary group, i.e., if there exists a point p ∈ M
and a linear isometry TpM ∼= R2n which identifies the holonomy group Holp(M, g) ⊂ O(TpM, gp) with
a subgroup of the para-unitary group Upi(R2n).
Proof: If (M, I, g) is a para-Ka¨hler manifold, dimC M = n, then
Holp(M, g) ⊂ Aut(TpM, Ip, gp) ∼= Upi(R2n) .
Conversely, let (M, g) be a pseudo-Riemannian manifold of dimension 2n such that φHolp(M, g)φ
−1 ⊂
Upi(R2n), where φ : TpM → R2n is a linear isometry. Then we can define a para-complex structure Ip
on the vector space TpM by
Ip := φ
−1I0φ ,
where (I0, g0) denotes the standard para-Hermitian structure on R
2n. Since φ is an isometry and I0 is an
anti-isometry with respect to g0, Ip is an anti-isometry with respect to gp. As Ip is invariant under the
holonomy group Holp(M, g), it extends (by parallel transport) to a parallel anti-isometric para-complex
structure I on (M, g). Thus (M, I, g) is a para-Ka¨hler manifold.
The para-Ka¨hler potential
Theorem 2 Let (M, I, g) be a para-Ka¨hler manifold with para-Ka¨hler form ω. Then for any point
p ∈ M there exists a real-valued function K defined on some open neighborhood U ⊂ M of p such that
ω = ∂−∂+K on U . The function K is unique up to addition of a real-valued function f satisfying the
equation ∂−∂+f = 0. Any such function is of the form f = f+ + f−, where f± : U → R satisfies
∂∓f± = 0. Conversely, let (M, I) be a para-complex manifold and K a real-valued function defined on
some open subset U ⊂ M such that the two-form ∂−∂+K is non-degenerate. Then g := ω(I·, ·) is a
pseudo-Riemannian metric such that (U, I, g) is a para-Ka¨hler manifold.
Proof: Let (zi±) be adapted coordinates defined on some open neighborhood U of p ∈M , which map U
onto the product of two simply connected open sets U± ⊂ Rn, n = dimCM . We will also assume that
zi±(p) = 0. In particular, the first cohomology of U vanishes; H
1(U,R) = 0. Therefore, since ω is closed,
there exists a one-form θ on U such that ω = dθ. We decompose θ into its homogeneous components:
θ = θ+ + θ−, θ+ ∈ Ω1+,0−(U), θ− ∈ Ω0+,1−(U). This shows that
dθ = ∂+θ
+ + (∂−θ
+ + ∂+θ
−) + ∂−θ
− .
From the fact that ω is of type (1, 1) we obtain the equations:
∂±θ
± = 0 and ∂−θ
+ + ∂+θ
− = ω .
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Lemma 1 (Para-Dolbeault Lemma) Under the above topological assumptions on U ⊂ M , the equation
∂±θ
± = 0 implies the existence of a real-valued function K± such that
θ± = ∂±K
± .
The function K± is unique up to addition of a real-valued function f∓ which satisfies ∂±f∓ = 0.
Proof: The uniqueness statement is obvious. To prove the existence, suppose e.g. that ∂+θ
+ = 0 on
U ∼= U+ × U−. Then we can define a function K+ on U+ × U− ∼= U by
K+(z+, z−) :=
∫ (z+,z−)
(0,z−)
θ+ ,
where z± := (z
1
±, . . . , z
n
±) and the integration is over any path from (0, z−) to (z+, z−) contained in
U+ × {z−}. The condition ∂+θ+ = 0 ensures that the integral is path independent. In fact, it implies
that the one-form θ+|U+×{z−} is closed and hence exact, since U+ is simply connected.
In virtue of the lemma we can choose two real-valued functions K± such that ∂±K
± = θ±. Putting
K := K+ −K−, we obtain
∂−∂+K = ∂−∂+K
+ + ∂+∂−K
− = ∂−θ
+ + ∂+θ
− = ω .
It is clear that the function K is unique up to adding a solution of ∂−∂+f = 0. We have to show that
any solution is of the form f = f+ + f−, where ∂∓f± = 0. Expanding
∂+f =
∑
f+i dz
i
+ , with f
+
i :=
∂f
∂zi+
,
we get
0 = ∂−∂+f =
∑ ∂f+i
∂zj−
dzj− ∧ dzi+ .
Thus
∂f+i
∂zj
−
= 0 and the functions f+i depend only on the ‘positive’ coordinates z+ = (z
1
+, . . . , z
n
+);
f+i = f
+
i (z+). This implies that
f(z+, z−) =
∑∫ z+
0
f+i (ζ)dζ
i + f−(z−) ,
where ζ = (ζ1, . . . , ζn) and f−(z−) = f(0, z−) (the ‘constant of integration’) is a function of the ‘negative’
coordinates z− = (z
1
−, . . . , z
n
−) alone. The path integral is well defined since U
+ is simply connected.
Setting f+(z+) :=
∑∫ z+
0 f
+
i (ζ)dζ
i we obtain the desired decomposition f(z+, z−) = f+(z+) + f−(z−).
Now we prove the converse. Let K be a real-valued function on some open subset U ⊂ M such
that ω := ∂−∂+K is a non-degenerate two-form. Since ω is automatically closed it is a symplectic
structure. Moreover, it is of type (1, 1), which is equivalent to I∗ω = −ω. This implies that g := ω(I·, ·)
is symmetric,
g(X,Y ) = ω(IX, Y ) = (I∗ω)(X, IY ) = −ω(X, IY ) = ω(IY,X) = g(Y,X) ,
and hence a pseudo-Riemannian metric. Moreover, I∗g = −g, i.e., g is para-Hermitian. Now the theorem
follows from Theorem 1.
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2.3 Affine special para-Ka¨hler manifolds
Definition 9 An (affine) special para-Ka¨hler manifold (M, I, g,∇) is a para-Ka¨hler manifold (M, I, g)
endowed with a flat torsion-free connection ∇ such that
(i) ∇ is symplectic, i.e., ∇ω = 0 and
(ii) ∇I is a symmetric (1,2)-tensor field, i.e., (∇XI)Y = (∇Y I)X for all X,Y .
We will not discuss projective special para-Ka¨hler manifolds in this paper. Therefore, in the following,
we will do without the adjective ‘affine’ and speak simply of special para-Ka¨hler manifolds. Now we give
an extrinsic construction of special para-Ka¨hler manifolds from certain para-holomorphic immersions
into the para-complex vector space V = T ∗Cn ∼= C2n.
The cotangent bundle N = T ∗M of any para-complex manifoldM carries a canonical non-degenerate
exact C-valued two-form Ω of type (2, 0) which is para-holomorphic, in the sense that it defines a
para-holomorphic section of the para-holomorphic vector bundle ∧2,0T ∗N . We will now describe Ω
explicitly. If (z1, . . . , zn) are local para-holomorphic coordinates on U ⊂ M , then any point of T ∗pM =
Hom
R
(TpM,R) ∼= HomC(TpM,C), p ∈ M , is of the form
∑
widz
i|p. Here HomC(TpM,C) denotes the
vector space of homomorphisms from the para-complex vector space (TpM, Ip) into the para-complex
vector space C. As usual, the zi and wj can be considered as locally defined (para-)holomorphic functions
on T ∗M . They form a system of para-holomorphic coordinates on the bundle T ∗M |U . The functions
wj induce a system of linear para-holomorphic coordinates on each fibre T
∗
pM for all p ∈ U . In the
para-holomorphic coordinates (zi, wj) the two-form Ω is given by
Ω =
∑
dzi ∧ dwi = −d(
∑
widz
i) .
One can check that the one-form
∑
widz
i does not depend on the choice of coordinates. Therefore, Ω
is also coordinate independent. We will call it the symplectic form of T ∗M .
In the following, V will always denote the para-holomorphic vector space V = T ∗Cn ∼= C2n en-
dowed with its standard para-complex structure IV , its symplectic form Ω and with the para-complex
conjugation τ : V → V , v 7→ τ(v) := v, whose fixed point set is V τ := T ∗Rn ∼= R2n. We can choose
a system of linear para-holomorphic coordinates (zi) on Cn which are real-valued on the subspace
R
n ⊂ Cn = Rn ⊕ eRn. The corresponding para-holomorphic coordinates (zi, wj) on V are linear and
real-valued on the subspace V τ . The algebraic data (Ω, τ) on V induce a para-Hermitian scalar product
gV on V by
gV (v, w) := Re
(
eΩ(v, τ(w))
) ∀v, w ∈ V .
(V, I, gV ) is a flat para-Ka¨hler manifold, whose para-Ka¨hler form ωV is given by
ωV (v, w) := gV (IV v, w) = Im
(
eΩ(v, τ(w))
) ∀v, w ∈ V .
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Remark 1: The combination γV := gV + eωV = eΩ(·, τ ·) is a para-Hermitian form, in the sense that it
is C-sequilinear and γ(w, v) = γ(v, w) for all v, w ∈ V . It is obviously non-degenerate.
Let (M, I) be a (connected) para-complex manifold of para-complex dimension n.
Definition 10 A para-holomorphic immersion φ : M → V is called para-Ka¨hlerian if g := φ∗gV is
non-degenerate and Lagrangian if φ∗Ω = 0.
The following proposition is an easy consequence of Theorem 1, since the pull-back of a closed form
is closed.
Proposition 7 Any para-Ka¨hlerian immersion φ :M → V induces on M the structure of a para-Ka¨hler
manifold (M, I, g) with para-Ka¨hler form ω = g(I·, ·) = φ∗ωV .
Remark 2: For any para-Ka¨hler manifold (M, I, g), with para-Ka¨hler form ω, the combination γ =
g+ eω is a field of non-degenerate para-Hermitian forms. For a para-holomorphic immersion φ :M → V
the following conditions are equivalent:
(i) φ is para-Ka¨hlerian, i.e., g = φ∗gV is non-degenerate
(ii) ω = φ∗ωV is non-degenerate and
(iii) φ∗γV is non-degenerate.
Under these assumptions, γ = g + eω = φ∗γV .
Lemma 2 Let φ : M → V be a para-Ka¨hlerian Lagrangian immersion. Then the para-Ka¨hler form
ω = g(I·, ·) = −g(·, I·) of M is given by
ω = 2
∑
dx˜i ∧ dy˜i ,
where x˜i := Reφ∗zi and y˜i := Reφ
∗wi.
Proof: Since Ω =
∑
dzi ∧ dwi =
∑
(dzi ⊗ dwi − dwi ⊗ dzi), the para-Hermitian form γV = eΩ(·, τ ·) is
given by
γV = e
∑
(dzi ⊗ dwi − dwi ⊗ dzi) . (2.1)
Decomposing the functions zi and wi into their real and imaginary parts,
zi = xi + eui , wi = yi + evi ,
we obtain
ωV = Im γV =
1
2
(
∑
(dzi ⊗ dwi − dwi ⊗ dzi) +
∑
(dzi ⊗ dwi − dwi ⊗ dzi))
=
∑
(dxi ∧ dyi − dui ∧ dvi) .
On the other hand,
ReΩ =
∑
(dxi ∧ dyi + dui ∧ dvi) .
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From the assumption φ∗Ω = 0 we obtain
0 = φ∗(ReΩ) = φ∗(
∑
(dxi ∧ dyi + dui ∧ dvi))
and hence
ω = φ∗ωV = φ
∗(
∑
(dxi ∧ dyi − dui ∧ dvi)) = 2φ∗(
∑
dxi ∧ dyi) = 2
∑
dx˜i ∧ dy˜i .
Corollary 1 Let φ :M → V be a para-Ka¨hlerian Lagrangian immersion. Then there exists a canonical
flat torsion-free connection ∇ on M . It is characterized by the condition that ∇(Re φ∗df) = 0 for all
complex affine functions f on V .
Proof: The lemma implies that any point p ∈ M has an open neighborhood U on which the functions
(x˜1, . . . , x˜n, y˜1, . . . , y˜n) form a system of local coordinates and, hence, define a flat torsion-free connection
∇U on U . Obviously, ∇U1 = ∇U2 on the overlap U1 ∩ U2 of two such coordinate domains. Therefore,
there exists a unique flat torsion-free connection ∇ on M which is the common extension of the locally
defined connections∇U . It is characterized by the system of equations∇(Re φ∗dzi) = ∇(Re φ∗dwi) = 0,
i = 1, 2, . . . , n.
Theorem 3 Let φ : M → V be a para-Ka¨hlerian Lagrangian immersion with induced geometric data
(I, g,∇). Then (M, I, g,∇) is a special para-Ka¨hler manifold. Conversely, any simply connected special
para-Ka¨hler manifold (M, I, g,∇) admits a para-Ka¨hlerian Lagrangian immersion inducing the special
geometric data (I, g,∇) on M . The para-Ka¨hlerian Lagrangian immersion φ is unique up to an affine
transformation of V whose linear part belongs to the group AutC(V,Ω, τ) = AutR(V, IV ,Ω, τ) = Sp(R
2n).
Proof: Let φ :M → V be a para-Ka¨hlerian Lagrangian immersion with induced geometric data (I, g,∇).
We have to check that i) ∇ω = 0 and that ii) ∇I is symmetric. The first condition is satisfied since ω
has constant coefficients with respect to the ∇-affine local coordinates (x˜1, . . . , x˜n, y˜1, . . . , y˜n). In order
to verify the second condition, we evaluate a ∇-parallel 1-form ξ on the alternation of ∇I:
ξ((∇XI)Y − (∇Y I)X) = (∇Xξ ◦ I)Y − (∇Y ξ ◦ I)X = d(ξ ◦ I)(X,Y )
for all vector fields X and Y on M . Here we have used that ∇ is torsion-free. Since ∇ is flat it is
sufficient to check that the one-form ξ ◦ I is closed for all ∇-parallel 1-forms ξ. Any ∇-parallel 1-form is
a linear combination with constant coefficients of the differentials dx˜i and dy˜i. So we have to show that
the one-forms dx˜i ◦ I and dy˜i ◦ I are closed.
The functions zi and wi on V are para-holomorphic. Since the map φ :M → V is para-holomorphic,
this implies that the one-forms φ∗dzi and φ∗dwi on M are of type (1, 0). Thus
φ∗dzi = dx˜i + edx˜i ◦ I
φ∗dwi = dy˜i + edy˜i ◦ I .
22
These equations show that the one-forms dx˜i ◦ I and dy˜i ◦ I are closed, which proves ii).
Now we prove the converse statement. Let (M, I, g,∇) be a simply connected special para-Ka¨hler
manifold. We have to construct a para-Ka¨hlerian Lagrangian immersion φ : M → V , which induces
the special geometric structures on M . Since the symplectic structure ω is ∇-parallel, for any point
p ∈M there exists a system of local ∇-affine coordinates (x˜1, . . . , x˜n, y˜1, . . . , y˜n) defined on some simply
connected open neighborhood U ⊂ M of p such that ω = 2∑ dx˜i ∧ dy˜i. The coordinate system near p
is unique up to an affine symplectic transformation. We define 2n one-forms ωi and ηi of type (1, 0) by
ωi = dx˜i + edx˜i ◦ I
ηi = dy˜i + edy˜i ◦ I .
The symmetry of ∇I implies that these forms are closed, by the same calculation as above. It follows
that ωi and ηi are closed para-holomorphic sections of ∧1,0T ∗M . As U is simply connected, there exists
para-holomorphic functions z˜i and w˜i defined at q ∈ U by
z˜i(q) := x˜i(p) +
∫ q
p
ωi ,
w˜i(q) := y˜i(p) +
∫ q
p
ηi ,
where the integral is over any path c ⊂ U from p to q. Thus ωi = dz˜i, ηi = dw˜i and x˜i = Re z˜i,
y˜i = Re w˜i.
Now we can define a para-holomorphic map φU : U → V ∼= C2n by the equations
φ∗Uz
i := z˜i and φ∗Uwi := w˜i .
We claim that φU : (U, I, g,∇)→ V is a para-Ka¨hlerian Lagrangian immersion with induced geometric
data (g,∇). To see that φU is an immersion (and even an embedding), it suffices to remark that
ψU := ReφU : U → V τ ∼= R2n is given by
ψ∗Ux
i = x˜i and ψ∗Uyi = y˜i ,
which is obviously a diffeomorphism of U onto its image. Using the formulas Ω =
∑
dzi ∧ dwi, φ∗Uzi =
dx˜i + edx˜i ◦ I, φ∗dwi = dy˜i + edy˜i ◦ I and ω = 2
∑
dx˜i ∧ dy˜i we calculate
φ∗UΩ =
1
2
(ω + ω(I·, I·)) + 1
2
(ω(I·, ·) + ω(·, I·)) = 0 ,
which shows that φU is Lagrangian. Similarly, using the formulas ωV = (dx
i ∧ dyi− dui ∧ dvi), φ∗Udxi =
dx˜i, φ∗Udu
i = dx˜i ◦ I, φ∗Udyi = dy˜i and φ∗Udvi = dy˜i ◦ I, we calculate
φ∗UωV =
∑
(dx˜i ∧ dy˜i − (dx˜i ◦ I) ∧ (dy˜ ◦ I)) = 1
2
(ω − I∗ω) = ω .
This shows that the immersion φU is para-Ka¨hlerian with para-Ka¨hler form φ
∗
UωV = ω and para-Ka¨hler
metric φ∗UgV = g. The flat torsion-free connection induced by the para-Ka¨hlerian Lagrangian immersion
23
φU coincides with the special connection ∇, since the functions Reφ∗Uzi = x˜i and Reφ∗Uwi = y˜i form
a system of ∇-affine coordinates on U . It is clear that the germ φp of the para-Ka¨hlerian Lagrangian
immersion φU at p is unique up to an affine transformation of V with linear part in Sp(R
2n) and that
this germ has a unique continuation φc(t) along any path c : [0, 1]→M from p to q. Since M is simply
connected, the value φq := φc(1) of the above continuation at the endpoint is independent of c. Therefore,
the para-Ka¨hlerian Lagrangian immersion φU : U → V extends uniquely to a para-Ka¨hlerian Lagrangian
immersion φ : M → V with the claimed properties.
The theorem implies that any special para-Ka¨hler manifold can be locally constructed from a para-
holomorphic prepotential, as we shall explain now. For any para-holomorphic function F : U → C on
an open subset U ⊂ Cn we can consider the para-holomorphic Hessian
∂2F := ( ∂
2F
∂zi∂zj ) .
Corollary 2 Let F : U → C be a para-holomorphic function defined on an open subset U ⊂ Cn which
satisfies the non-degeneracy condition det(Im ∂2F ) 6= 0. Then φF := dF : U → T ∗Cn = V is a para-
Ka¨hlerian Lagrangian immersion and hence defines a special para-Ka¨hler manifold MF = (U, I, g,∇).
Conversely, any special para-Ka¨hler manifold is locally isomorphic to a manifold of the form MF .
Proof: It is clear that φF : U → V is a para-holomorphic Lagrangian immersion. In fact, its components
φ∗F z
i = zi and φ∗Fwi =
∂F
∂zi
are para-holomorphic functions and
φ∗FΩ = φ
∗
F (−d
∑
widz
i) = −dφ∗F (
∑
widz
i) = −ddF = 0 .
Let us check, with the aid of equation (2.1), that the non-degeneracy condition implies that φF is
para-Ka¨hlerian:
φ∗F γV = e
∑
(dzi ⊗ d(∂F
∂zi
)− d(∂F
∂zi
)⊗ dzi) = e
∑
( ∂
2F
∂zi∂zj
− ∂2F∂zi∂zj )dzi ⊗ dzj
= −2
∑
(Im ∂
2F
∂zi∂zj )dz
i ⊗ dzj . (2.2)
This shows that φF is a para-Ka¨hlerian Lagrangian immersion.
Conversely, by Theorem 3, we know that any special para-Ka¨hler manifold is locally defined by a
para-Ka¨hlerian Lagrangian immersion φU : U → V , where U is (biholomorphic to) a simply connected
open subset of Cn. Restricting U and composing φU with an affine transformation of V whose linear
part is in Sp(R2n), if necessary, we can assume that the functions zi on V induces a global system
of para-holomorphic coordinates (φ∗Uz
i) on U . (Equivalently, we can choose the canonical coordinates
(zi, wj) of V adapted to the immersion.) Then we can write the Lagrangian submanifold φU (U) ⊂ V as
a graph: wi = Fi(z), i = 1, 2, . . . , n. The Lagrangian condition φ
∗
UΩ =
∑
dzi ∧ dFi = 0 is equivalent to
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the para-holomorphic one-form
∑
Fidz
i on U being closed and hence exact, since U is simply connected.
This proves the existence of a para-holomorphic function F : U → C such that φU = φF . Finally, by
the previous calculation, the Ka¨hlerian condition on the holomorphic immersion φU = φF is equivalent
to det(Im ∂2F ) 6= 0.
Remark 3: The above construction can be easily reformulated in purely real terms without using
para-complex numbers. In fact, an immersion φ :M → V of a real differentiable manifold of dimension
2n = 12 dimR V satisfies φ
∗Ω = 0 if and only if it is Lagrangian with respect to the two real symplectic
structures
Ω± =
1
2
∑
(dzi+ ∧ dw+i ± dzi− ∧ dw−i ) ,
where zi± = x
i ± ui and w±i = yi ± vi. The condition φ∗Ω = 0 implies immediately that φ induces
a para-complex structure on M such that φ : M → V is para-holomorphic. However, it seems more
natural to us to describe para-complex manifolds using para-complex numbers.
3 Fermions and Supersymmetry in 5 and 4 Dimensions
In the following section we review the relevant properties of Clifford algebras, fermions and super-
symmetry algebras. We start in section 3.1 with those properties which can be discussed in arbitrary
dimension and signature. In section 3.2 we specialize to 5 dimensions. We derive realizations of the
minimal supersymmetry algebra in terms of Dirac and of symplectic Majorana spinors and show that
the R-symmetry group is SU(2). In section 3.3 we obtain supersymmetry algebras in dimensions (1, 3)
and (0, 4) by dimensional reduction over space and time, respectively. The R-symmetry group now con-
tains an additional Abelian factor, which is U(1) for Minkowski, but SO(1, 1) for Euclidean space-time
signature.
Our discussion of Clifford algebras and spinors combines [41, 40, 42], where more details can be found.
This section should be readable for physicists as well as for mathematicians. Note that in this section
and in [41, 42] spinors are taken to be commuting (complex-valued) objects, whereas in sections 4 and
5, and in [40] anticommuting (Grassmann-valued) spinor fields13 are used, as usual in supersymmetric
field theories.
3.1 Clifford algebras, spinors and supersymmetry in (t, s) dimensions
Let us first consider space-times with t time-like and s space-like dimensions. Space-time indices will
be denoted by µ, ν, . . . More precisely, we consider the vector space V := Rn, n = t + s, endowed
with the pseudo-Euclidean scalar product η given by ηµν := η(eµ, eν) = diag(−1, · · · ,−1,+1, · · · ,+1),
with respect to the standard basis (eµ) of R
n. The negative (positive) values correspond to time-like
(space-like) directions. We will say that such a space-time is (t, s)–dimensional.
13See subsection 3.4 for a mathematical definition.
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The Clifford algebra
The Clifford algebra Clt,s can be defined as the algebra generated by an orthonormal basis (e
µ) of the
dual vector space V ∗ subject to the defining relations14
eµeν + eνeµ = 2 ηµν1 , (3.1)
where ηµν is the inverse of ηµν and 1 is the unit in the algebra. The gamma-matrices γ
µ = (γµ βα ) are
the matrices which represent the generators eµ of Clt,s in an irreducible representation of the complex
Clifford algebra Cln = Clt,s ⊗C. They are complex square matrices of size 2[n/2] satisfying the Clifford
relations
{γµ, γν} := γµγν + γνγµ = 2 ηµν1 , (3.2)
where 1 is the identity map C2
[n/2] → C2[n/2] .
The spin group and the spinor module
The group Spin(t, s) ⊂ Clt,s which consists of products of an even number of unit vectors (i.e. v ∈ V ∗
such that η(v, v) = ±1) is called the spin group. The maximal connected subgroup Spin0(t, s) ⊂ Spin(t, s)
is called the connected spin group. The Spin(t, s)-representation which is obtained by restricting an
irreducible Cln-representation to Spin(t, s) ⊂ Cln, is called the complex spinor representation. The
corresponding representation space S is called the complex spinor module and its elements λ = (λα) are
called Dirac spinors. The complex spinor module is an irreducible complex module if the space-time
dimension n = t + s is odd. It is the sum of two irreducible complex modules (Weyl spinors) S+ and
S− if n = t+ s is even.
The Lie algebra spin(t, s) ⊂ Clt,s of the spin group is generated by the commutators [eµ, eν] =
eµeν − eνeµ, which are represented by the matrices
2γµν := 2γ[µγν] := γµγν − γνγµ = [γµ, γν ] . (3.3)
This Lie algebra is canonically isomorphic to the Lorentz Lie algebra so(t, s) = Lie SO(t, s). In fact,
there is a canonical double covering of Lie groups R : Spin(t, s) → SO(t, s), g 7→ R(g), given by
R(g)v = gvg−1 ∈ Rn, for all v ∈ Rn, where the product is multiplication in the Clifford algebra. We
recall that, by definition, the real spinor module S of Spin(t, s) is the restriction of an irreducible module
of the real Clifford algebra Clt,s to Spin(t, s) ⊂ Clt,s. As a Spin(t, s)-module it is either irreducible or a
sum of two irreducible semi-spinor modules S+ and S− (which may happen to be equivalent).
14In the mathematical literature one often finds a minus sign on the RHS of equation (3.1). If one simultaneously defines
the space-time metric with a minus sign relative to our choice, as for example in [61], then Clt,s denotes the same algebra
as in the present paper. There are, however, also authors who denote our Clt,s by Cls,t.
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The Dirac conjugate and the corresponding invariant sesquilinear form on S
Following [40] we take the space-like and time-like gamma matrices to be Hermitian and anti-Hermitian,
respectively. One can then always find a matrix A = (Aαβ) with the property
(γµ)† = (−1)tAγµA−1 . (3.4)
An explicit realization of A is
A =
∏
τ
γτ , (3.5)
where γµ := ηµνγ
ν . The product is over all time-like γ-matrices. It is taken in lexicographic order.
The above equation implies that the matrix A represents an isomorphism of spin(t, s)-modules from
the complex spinor module (3.3) to the complex-conjugate of its dual module (in which the generators
[eµ, eν ] of the Lie algebra spin(t, s) act by the matrices−2(γµν)†). The matrix A features in the definition
of the Dirac conjugate spinor
λ
(D)
:= λ†A . (3.6)
The map
S× S ∋ (λ, χ) 7→ λ(D)χ = λ†Aχ = λ∗αAαβχβ ∈ C (3.7)
defines a non-degenerate Spin0(t, s)-invariant sesquilinear form hS on S, i.e., it is antilinear in λ and
linear in χ. Moreover, it is either Hermitian or skew-Hermitian depending on the value of t. This follows
from the fact that
A† = (−1) t(t+1)2 A . (3.8)
The Majorana conjugate and the corresponding invariant bilinear form C on S
Another operation considered in the physical literature is the Majorana conjugation
λ 7→ λ := λTC . (3.9)
The charge conjugation matrix C = (Cαβ) satisfies
CT = σ C , γµT = τ CγµC−1 , (3.10)
where σ and τ can take the values ±1, depending on the dimension and signature of space-time and
on the choice of C, see [41, 40] for a list of the possible values σ and τ .15 The Majorana conjugation
relates the complex spinor representation (3.3) to its dual representation; it represents an isomorphism
of spin(t, s)-modules. It can be considered as a non-degenerate complex bilinear form C
S× S ∋ (λ, χ) 7→ λχ = λTCχ = λαCαβχβ ∈ C (3.11)
on the complex spinor module. The Majorana conjugation is invariant under the complex spin group
Spin(n,C) ⊂ Cln, n = t + s, which is the connected Lie group consisting of even products of unit
15We use here the notation of [41], explained below, where σ stands for symmetry and τ for type, which correspond to
−ε and −η in [40].
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vectors v ∈ V ∗ ⊗ C, ηC(v, v) = 1, with respect to the complexified scalar product ηC. Note that
Spin(n,C) ⊃ Spin0(t, s).
All bilinear forms on the (real or complex) spinor module invariant under the connected (real or
complex) spinor group were described in [41], where the notion of an admissible bilinear form on the
spinor module was introduced. For such a form β two fundamental invariants, which take the values
±1, are defined: the symmetry σ(β) and and the type τ(β). In the case of β = C these invariants
correspond precisely to σ and τ in (3.10). In general, a bilinear form β is symmetric if σ(β) = +1 and
skew-symmetric if σ(β) = −1. The operators γµ are symmetric with respect to β if τ(β) = +1 and
skew-symmetric if τ(β) = −1. A bilinear form β for which the invariants σ(β) and τ(β) are defined is
automatically Spin0(t, s)-invariant, as was shown in [41]. So admissibility implies Spin0(t, s)-invariance.
A basis of the vector space of Spin0(t, s)-invariant bilinear forms on the spinor module which consists
of non-degenerate admissible forms was constructed in [41] for all (t, s). For even space-time dimension,
the vector space of Spin0(t, s)-invariant (and hence Spin(n,C)-invariant) complex bilinear forms on the
complex spinor module is two-dimensional. This corresponds to the fact that there are two independent
matrices C which satisfy (3.10) with different values of σ and τ . An explicit example can be found in
the appendix.
Majorana and symplectic Majorana spinors
In many physical applications one uses Weyl or Majorana spinors instead of Dirac spinors. Weyl spinors
exist if the space-time dimension is even, n = t+ s, as already discussed above. They are obtained from
Dirac spinors by imposing a chirality constraint, and we will come back to them in section 3.3. Majorana
spinors exist if one can impose a reality constraint. If t− s = 0, 1, 2, 6 and 7 (mod 8) one can impose a
reality constraint on a single Dirac spinor, leading to Majorana spinors and for t − s = 0 (mod 8) also
to Majorana-Weyl spinors. In mathematical terms this means that the complex spinor representation
admits a Spin(t, s)-invariant real structure (i.e., antilinear involution). In the remaining cases, t −
s = 3, 4 and 5 (mod 8), the complex spinor representation admits a Spin(t, s)-invariant quaternionic
structure (i.e., antilinear map which squares to −1), leading to symplectic Majorana spinors and for
t − s = 4 (mod 8) also to symplectic Majorana-Weyl spinors. See [42] for a proof of these facts, which
are summarized in Table 1 of that paper. As we will use symplectic Majorana spinors to construct
supersymmetry algebras and supersymmetric actions, we will give a detailed account in the following.
Reality constraints are formulated using B := (CA−1)T . As a consequence of (3.4) and (3.10) this
matrix satisfies
(γµ)∗ = τ(−1)tBγµB−1 . (3.12)
One can also show that
B†B = 1 and B∗B = ±1 . (3.13)
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Depending on the sign in the last equation, one can define Majorana or symplectic Majorana spinors.16
If B∗B = 1, the map λ 7→ B∗λ∗ is a Spin(t, s)-invariant real structure on the complex spinor module.
Its real points satisfy the Majorana condition
λ∗ = Bλ , (3.14)
which can also be expressed in the form λ
(D)
= λ where λ
(D)
is the Dirac conjugate and λ is the
Majorana conjugate.
In the case B∗B = −1, the map17
λ 7→ j
S
λ := −B∗λ∗ (3.15)
is a Spin(t, s)-invariant quaternionic structure j
S
on the complex spinor module S. The invariance is a
consequence of the equation
j
S
(γµλ) = τ(−1)tγµj
S
(λ) , (3.16)
which is equivalent to (3.12). Notice that the quaternionic structure j
S
is invariant under the group
Pin(t, s) ⊂ Clt,s generated by unit vectors v ∈ V ∗, η(v, v) = ±1, if τ(−1)t = +1. In fact, jS commutes
with the operators γµ if τ(−1)t = +1 and anti-commutes with the γµ if τ(−1)t = −1, which is the case
e.g. for (t, s) = (1, 4).
If B∗B = −1, one can impose a so-called symplectic Majorana constraint on a pair of Dirac spinors
λi, i = 1, 2, which reads
(λi)∗ = −Bλjǫji . (3.17)
Here, ǫij is an antisymmetric two-by-two matrix, which we take to be
(ǫij) =

 0 1
−1 0

 . (3.18)
The indices i, j, . . . = 1, 2 are raised and lowered according to the so-called NW-SE convention: λi :=
λjǫji and λ
i = ǫijλj , where ǫ
ij = ǫij and therefore ǫ
ikǫkj = −δij.
In this formalism one uses double spinors λ = (λ1, λ2)T which are elements of the complex Spin(t, s)-
module
S⊗C2 = S⊗
C
C
2 ∼= S⊕ S .
The tensor product of the quaternionic structure j
S
of S with the standard quaternionic structure j
C
2
of C2 = H,
j
C
2(z1~e1 + z
2~e2) = z
1~e2 − z2~e1 ,
16Note that the condition t−s = 3, 4, 5 (mod 8) is sufficient, but not necessary for the existence of symplectic Majorana
spinors. In some cases, including (t, s) = (1, 3), both Majorana and symplectic Majorana spinors exist. See the appendix
for more details.
17The sign has been chosen in order to be consistent with the conventions of [40].
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defines a Spin(t, s)-invariant real structure
ρ = j
S
⊗ j
C
2 (3.19)
on S⊗C2. The real points of S⊗C2 are exactly the symplectic Majorana spinors defined by (3.17):
ρ



 λ1
λ2



 =

 −jS(λ2)
j
S
(λ1)

 =

 −B∗(λi)∗ǫi1
−B∗(λi)∗ǫi2

 . (3.20)
Symplectic Majorana spinors form a real Spin(t, s)-submodule SSM ⊂ S ⊗ C2, isomorphic to the
complex spinor module S. In fact, ρ(λ) = λ if and only if λ2 = j
S
(λ1). Thus under the above
isomorphism S ⊗ C2 ∼= S ⊕ S, SSM corresponds to the graph {(ψ, jS(ψ)|ψ ∈ S} of the quaternionic
structure j
S
on S.
It has often advantages to rewrite Dirac spinors as symplectic Majorana spinors, i.e., as pairs of
Dirac spinors subject to the symplectic Majorana condition. For example, as we will see below, the
R-symmetries of 5- and 4-dimensional supersymmetry algebras only act on the internal space C2.
The induced bilinear form on the space of double spinors and its restriction to SSM
The tensor product
b = C ⊗ ε (3.21)
of the bilinear form C on S introduced in (3.11) and the antisymmetric bilinear form ε(z, w) = ziwjǫji
on C2 defines a non-degenerate bilinear form on the space S⊗C2 of double spinors:
(λ, χ) 7→ λχ := λiχi = λiχjǫji = (λi)TCχjǫji = λiαχjβCαβǫji . (3.22)
Here λ = (λi), χ = (χi) ∈ S ⊗ C2. Without imposing the reality constraint (3.17), this bilinear form
is obviously invariant under the natural action of the group Spin(n,C)⊗ Sp(2,C), thus motivating the
name symplectic Majorana spinor. It is symmetric if C is skew-symmetric and skew-symmetric if C is
symmetric. The group Sp(2,C) is precisely the centralizer of Spin(n,C) in the group of automorphisms
of the complex bilinear form b. Either the restriction of b or that of ib to the subspace of symplectic
Majorana spinors SSM ⊂ S⊗C2 is a real valued bilinear form on SSM . This follows from the fact that
SSM is the set of fixed points of ρ = jS ⊗ j
C
2 and the following equations
j∗
S
C = ±C , j∗
C
2ε = ε , ρ∗b = ±b , (3.23)
where
(j∗
S
C)(λ, χ) := C(j
S
λ, j
S
χ) and C(λ, χ) := C(λ, χ) .
The first equation of (3.23) is equivalent to
B†CB∗ = ±C∗ , (3.24)
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which follows from (3.8) using the definition of B and the property that B∗B = −1. The sign ± on the
right hand side of equations (3.23) and (3.24) equals −σ(−1)t(t+1)/2, which is −1 for (t, s) = (1, 4), for
example. Obviously, the restriction of b to SSM is Spin0(t, s) ⊗ SU(2)-invariant. Here SU(2) arises as
the intersection SU(2) = Sp(2,C) ∩GL(1,H), the subgroup of Sp(2,C), which preserves the symplectic
Majorana constraint. The last equation of (3.23) shows that the restriction of b to symplectic Majorana
spinors is either real or imaginary.
The induced sesquilinear form on the space of double spinors and its restriction to SSM
Similarly, the tensor product
h
S⊗C2 = hS ⊗ hC2
of the Spin0(t, s)-invariant sesquilinear form hS on S defined in (3.7) and the standard sesquilinear form
h
C
2 on C2 represented by (δij) is a a non-degenerate sesquilinear form on S⊗C2. It is given by:
(λ, χ) 7→
2∑
i=1
(λi)†Aχi =
2∑
i,j=1
(λi)†Aχjδij , (3.25)
where λ = (λi) and χ = (χi) are elements of S⊗C2. This form is Hermitian if A is Hermitian and skew-
Hermitian if A is skew-Hermitian, see (3.8). It is obviously invariant under the group Spin0(t, s)⊗U(2).
Moreover, depending on (t, s), the sesquilinear form is real or purely imaginary on the subspace SSM ⊂
S⊗C2 of symplectic Majorana spinors. This follows from
j∗
S
h
S
= ±h
S
and j∗
C
2h
C
2 = h
C
2 , (3.26)
which is a consequence of (3.23) (with the same sign ±), since h
S
= C(j
S
·, ·) and h
C
2 = ε(j
C
2 ·, ·). This
shows also that
h
S⊗C2 = b(ρ·, ·) and ρ∗hS⊗C2 = ±hS⊗C2 (3.27)
(with the same sign ± as above). It follows that the restriction of h
S⊗C2 to symplectic Majorana spinors
is a real (or purely imaginary) bilinear form invariant under the group Spin0(t, s)⊗ SU(2), which is the
subgroup of Spin0(t, s)⊗U(2), which preserves the subspace of symplectic Majorana spinors. Note that
SU(2) = U(2)∩GL(1,H) = Sp(2,C)∩GL(1,H) is precisely the centralizer of Spin0(t, s) in the group of
automorphisms of that real bilinear form on SSM . The centralizer of Spin0(t, s) in the larger group of
automorphisms of the sesquilinear form on S⊗C2 is U(2) = U(1)× SU(2), the automorphism group of
the standard Hermitian form h
C
2 on C2.
Note that we have also
SU(2) = Sp(2,C) ∩U(2) = USp(2) . (3.28)
Therefore the internal indices i, j are often called USp(2) indices.
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Admissible bilinear forms and super-Poincare´ algebras
Above we discussed the notion of an admissible bilinear form on the real spinor module S of Spin(t, s). We
recall that these are bilinear forms β, which have a definite symmetry σ(β) = ±1 and type τ(β) = ±1,
and that such forms are automatically Spin0(t, s) invariant. The classification of all super-Poincare´
algebras for a given dimension (t, s) is equivalent to finding all admissible bilinear forms β, which satisfy
the additional condition σ(β)τ(β) = +1 [41]. In fact, to classify super-Poincare´ algebras, one needs to
classify the possible Lie brackets Γ : S × S → V which give so(V ) + V + S the structure of a super-
Poincare´ algebra.18 Obviously Γ has to be symmetric, because S is in the odd part, and the Jacobi
identity is equivalent to the Spin0(t, s)-equivariance of Γ, since V acts trivially on S. Any admissible
bilinear form β defines such a Lie bracket Γβ on so(V ) + V + S by
〈eµ,Γβ(λ, χ)〉 := β(γµλ, χ) . (3.29)
Here λ, χ ∈ S and 〈·, ·〉 is the natural pairing V ∗ × V → R, 〈eµ, eν〉 = δµν for the dual basis (eν) of
V . Since β is admissible, the vector-valued bilinear form Γβ is Spin0(t, s)-equivariant. Moreover the
condition σ(β)τ(β) = +1 implies that the Lie bracket S × S → V is symmetric, so that on obtains a
super Lie algebra. Conversely, it has been shown [41] that any super-Poincare´ algebra with odd part S
is defined by a linear combination of such maps Γβ.
3.2 Minimal supersymmetry in 5 dimensions
In this section we specialize to dimension (1,4) and construct the minimal supersymmetry algebra in
terms of Dirac spinors and symplectic Majorana spinors. We also prove that the R-symmetry group is
SU(2).
The admissible bilinear forms on the spinor module of Spin(1, 4)
So far our discussion applied to arbitrary (t, s). We now specialize to the case of 5-dimensional Minkowski
space, (t, s) = (1, 4). Since the total dimension n = t + s = 5 is odd, the complex vector space of
Spin0(1, 4)-invariant complex bilinear forms on the complex spinor module S is one-dimensional. This
means that, up to scale, there is only one non-zero invariant bilinear form C. For n = 5 the symmetry and
type of this form are given by σ(C) = −1 and τ(C) = +1 [41, 40]. Since n = t+s = 5 is odd and t−s ≡ 5
(mod 8), the complex spinor module S is an irreducible complex Spin0(1, 4)-module of quaternionic type,
see [42] Table 1. In other words, there are no Weyl spinors, and since B∗B = −1 one cannot impose a
Majorana condition. But it turns out to be convenient to rewrite Dirac spinors as symplectic Majorana
spinors, i.e., as pairs of Dirac spinors subject to the symplectic Majorana constraint.
We remark that for (t, s) = (1, 4) the real spinor module S is irreducible of quaternionic type and
coincides with the complex spinor module S, see [42] Table 1. The real vector space (S∗⊗S∗)Spin0(1,4) of
18In other words one needs to classify the consistent anticommutation relations between the supercharges.
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Spin0(1, 4)-invariant bilinear forms on the real spinor module S is four-dimensional and admits a basis
(β0, β1, β2, β3) consisting of non-degenerate admissible forms with the following invariants, see [41]:
i 0 1 2 3
(σ(βi), τ(βi)) (+1,−1) (−1,−1) (−1,+1) (−1,+1)
This list shows that only one of the admissible forms βi, namely β1, satisfies σ(β)τ(β) = +1 and gives
hence rise to a super-Poincare´ algebra, according to the algorithm of [41]. In other words, the vector
space (∨2S∗ ⊗ V )Spin0(1,4) of super-Poincare´ algebra structures with odd part S is one-dimensional and
is generated by Γβ1 :
(∨2S∗ ⊗ V )Spin0(1,4) = RΓβ1 . (3.30)
Here ∨2S∗ denotes the symmetric tensor square of the Spin(t, s)-module S∗.
It is easy to check that, up to scale,
β0 = ImhS , β1 = RehS , β2 = ImC , β3 = ReC , (3.31)
where we are using the fact that S = S for (t, s) = (1, 4). The complex bilinear form C and the
sesquilinear form h
S
on S were introduced in section 3.1.
The admissible bilinear forms in terms of symplectic Majorana spinors
Next we describe the forms βi in terms of symplectic Majorana spinors SSM ⊂ S⊗C2. We can consider
the four real valued bilinear forms Re b, Im b, Reh
S⊗C2 and ImhS⊗C2 on the space of double spinors.
The complex bilinear form b and the sesquilinear form h
S⊗C2 on S⊗C2 were introduced in section 3.1.
For (t, s) = (1, 4) the bilinear form b is symmetric and the sesquilinear form h
S⊗C2 is anti-Hermitian.
This shows that
σ(Re b) = +1 , σ(Im b) = +1 , σ(Reh
S⊗C2) = −1 , σ(Im hS⊗C2) = +1 . (3.32)
Moreover, the restriction bSM of ib (or of ih
S⊗C2) to the subspace SSM ⊂ S⊗C2 is a non-degenerate real-
valued bilinear form on SSM . In particular, Re b = Reh
S⊗C2 vanish on SSM . Notice that σ(bSM ) = +1.
Since, up to scale, there is only one Spin0(1, 4)-invariant real symmetric bilinear form on S = SSM , we
conclude that bSM is proportional to β0. Notice that although SSM ⊂ S⊗C2 = S⊕ S is not a Clifford
submodule it carries nevertheless an intrinsic Clifford module structure due to the (real) isomorphism
S
∼= SSM ,
S ∋ λ 7→ λSM := λ⊕ jSλ ∈ SSM ⊂ S⊕ S . (3.33)
The intrinsic Clifford multiplication γµSM is given by
γµSMλSM = (γ
µλ)SM = −iγµ(iλ)SM 6= γµλSM , (3.34)
cf. (3.16). To obtain the remaining admissible bilinear forms β1, β2 and β3 it suffices to consider the forms
bSM(iSM ·, ·), bSM(jSM ·, ·) and bSM (kSM ·, ·), respectively, where iSM is the intrinsic Pin(1, 4)-invariant
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complex structure, jSM is the intrinsic Spin(1, 4)-invariant quaternionic structure given by
iSMλSM = (iSλ)SM , (3.35)
jSMλSM = (jSλ)SM , (3.36)
and kSM = iSMjSM .
The Clifford algebra Cl1,4
It follows from the classification of Clifford algebras that Cl1,4 ∼= C(4). We shall now describe an
explicit isomorphism, from which we will easily recover the above results concerning the spinor module
S of Spin(1, 4). We consider the real vector spaceH2 and denote by Lq : H
2 → H2 the left-multiplication
and by Rq : H
2 → H2 the right-multiplication by a quaternion q ∈ H. We put I := Ri, J := Rj and
K := IJ = −Rk. We define the following operators on H2:
γ0 := ID , γ1 := IELi , γ
2 := IELj , γ
3 := IELk , γ
4 := IED , (3.37)
where
E

 q1
q2

 :=

 q1
−q2

 , D

 q1
q2

 :=

 q2
q1

 . (3.38)
One can immediately check that the γµ satisfy the Clifford relation for the 5-dimensional Minkowski
metric η and hence define on H2 the structure of a Cl1,4-module. By dimensional reasons this module
is irreducible and provides a faithful representation of the Clifford algebra. The Cl1,4-invariant complex
structure I provides the identifications H2 = C4 and Cl1,4 = C(4), where K(l) denotes the full matrix
algebra of rank l overK ∈ {R,C,H}. The even Clifford algebra Cl01,4 ⊂ Cl1,4 generated by the products
γµγν corresponds to H(2) ⊂ C(4), the centralizer of the quaternionic structure J in Cl1,4 = C(4). Now
we can identify the spinor module S = S with H2 = C4 and the connected spinor group Spin0(1, 4)
with USp(2, 2) = Sp(4,C)∩U(2, 2), where the complex symplectic structure corresponds to the bilinear
form C introduced in 3.1 and the indefinite Hermitian metric corresponds to the sesquilinear form ih
S
(note that h
S
is anti-Hermitian in the Minkowskian case t = 1). The latter is the complex part of the
standard indefinite quaternionic-Hermitian metric on H2 = H1,1 = C2,2 = R4,4:
(q, q′) 7→ q1q′1 − q2q′2 , (3.39)
where now q = (qi), q
′ = (q′i), i = 1, 2. The real part of that form is the scalar product g = β0 of
signature (4, 4), the i-imaginary part is β1 = g(I·, ·) the j-imaginary part is β2 = g(J ·, ·) and the k-
imaginary part is β3 = g(K·, ·). The symmetry and type of these forms, indicated above, can be easily
checked using this model.
The 5-dimensional supersymmetry algebra
According to [41], the minimal supersymmetry algebra in (1, 4)-dimensions is given by Γβ1 , where β1 is
the unique (up to scale) admissible real bilinear form on the spinor module S. In the model S = H2,
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described above, it is given by the symplectic form β1 = g(I·, ·). Under the identifications S = S
and S ∼= SSM it corresponds to the forms RehS and bSM (iSM ·, ·). In standard physics notation, the
corresponding supersymmetry algebra with Dirac spinors as supercharges is given by:
{Qα, Qβ} = Re((γµA−1)αβ)Pµ , (3.40)
where A−1 = (Aαβ) is the inverse of A = (A
αβ). Thus we have four independent complex (or eight
independent real) supertransformations. This is the smallest supersymmetry algebra in 5 dimensions.
We now move on to the standard form of the 5-dimensional supersymmetry algebra, which is [43]:
{Qiα, Qjβ} = −1
2
ǫij(γ
µC−1)αβPµ . (3.41)
Here C−1 = (Cαβ) is the inverse of the charge conjugation matrix and the supercharges are subject to
the symplectic Majorana condition (3.17).
Before imposing this constraint, the algebra (3.41) corresponds, up to a factor, to the Spin0(1, 4)-
invariant bracket Γb associated, by the universal formula (3.29), to the admissible complex bilinear form
b = C ⊗ ǫ on the space of double spinors S ⊗ C2. The supersymmetry charges are, hence, pairs of
Dirac spinors and we have eight independent complex supertransformations. This is not the smallest
supersymmetry algebra in 5 dimensions.
But when imposing the symplectic Majorana condition (3.17) on the supercharges Qiα, we are left
with eight real or four complex supercharges and the algebra (3.41) becomes isomorphic to (3.40). We
emphasize that the restriction of the bracket Γb to the space SSM ⊂ S ⊗ C2 is real-valued, although
the restriction of the bilinear form b is purely imaginary. The reason is that the definition of the
bracket Γb involves the Clifford multiplication γ
µ, which anticommutes with the real structure ρ due to
(3.16). More explicitly, we can use the isomorphism SSM ∋ (λ1, λ2)T = (λ1, jS(λ1))T → λ1 ∈ S to find
Γb|SM = −2Γβ1, which maps (3.41) to (3.40).
The R-symmetry group
Let g = g0 + g1 = (so(V ) + V ) + S be a super-Poincare´ algebra, V = R
t,s. According to [41] the Lie
superbracket is a Spin0(t, s)-equivariant symmetric bilinear map of the form Γβ : S×S → V , see (3.29),
where β is a linear combination of admissible bilinear forms. The R-symmetry group of g is the group
GR := {φ ∈ Aut(g)| φ|g
0
= Id} (3.42)
of automorphisms of g which act trivially on the even part. Notice that GR can be considered as a
subgroup of GL(S), since the action on g0 is trivial. More precisely,
GR = GR(g) = {φ ∈ GL(S)| [φ, so(V )] = 0 and Γβ(φλ, φχ) = Γβ(λ, χ) for all λ, χ ∈ S} , (3.43)
which is the centralizer of Spin0(t, s) in the automorphism group of the vector-valued bilinear form Γβ .
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Next we describe the R-symmetry group in the case V = Rt,s = R1,4 in terms of symplectic Majorana
spinors S ∼= SSM ⊂ S⊗C2. This formalism has the advantage that the R-symmetry group acts on the
internal space C2. Here GR is identified with a subgroup of the complex Lie group GL(Σ), Σ = S⊗C2:
GR = {φ ∈ GL(Σ)| [φ, so(V )] = 0 , φρ = ρφ and Γb(φλ, φχ) = Γb(λ, χ) for all λ, χ ∈ Σ} .
(3.44)
Here b = C ⊗ ǫ is the symmetric bilinear form on the the space of double spinors Σ and ρ is the real
structure which defines the symplectic Majorana spinors. To determine this group, let us first remark
that by Schur’s Lemma the first condition [φ, so(V )] = 0 implies that φ = Id ⊗ ϕ, ϕ ∈ GL(2,C). The
reality condition φρ = ρφ is equivalent to ϕj
C
2 = j
C
2ϕ, i.e., to ϕ ∈ GL(1,H) ⊂ GL(2,C). An element
φ = Id⊗ϕ satisfies the third condition Γb(φ·, φ·) = Γb if and only if ϕ ∈ Sp(2,C). Thus we have proven
that the R-symmetry group of (3.41) subject to the reality constraint (3.17) is given by
GR = Id⊗ (Sp(2,C) ∩GL(1,H)) = Id⊗ SU(2) ∼= SU(2) . (3.45)
3.3 4-dimensional N = 2 supersymmetry from dimensional reduction
Next we discuss the relation of the (1, 4)-dimensional supersymmetry algebra to the N = 2 super-
symmetry algebras in space-times of dimensions (1, 3) and (0, 4). Starting from 5 dimensions, these
supersymmetry algebras are obtained by dimensional reduction over a space-like or time-like direction,
respectively. We perform a standard Kaluza-Klein reduction, i.e., we take all dependencies on the re-
duced direction to be trivial. At the level of the algebra this amounts to setting to zero one space-like
or time-like momentum operator (= translation operator).
It is convenient to take the 5-dimensional space-time indices to be µ, ν = 0, 1, 2, 3, 5. The correspond-
ing gamma-matrices are
γ0, γ1, γ2, γ3, γ5, (3.46)
where, as already mentioned, γ0 is anti-Hermitian whereas the other matrices are Hermitian. We use a
representation where these matrices are related by [40]:
γ5 = −iγ0γ1γ2γ3 , γ5γ5 = 1 . (3.47)
Mathematically, this corresponds to the fact that the Clifford algebra Cl5 = C(4) ⊕ C(4) has two
irreducible modules, which differ by the value of iγ0γ1γ2γ3γ5 = ±1.
Upon dimensional reduction, one of the five Lorentz indices becomes an internal index, which we
denote by ∗. When reducing over a space-like dimension we take ∗ = 5, in reduction over time we have
∗ = 0. The Clifford algebras are generated by
γ0, γ1, γ2, γ3, for Cl1,3 and
γ1, γ2, γ3, γ5, for Cl0,4 . (3.48)
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The additional generator γ∗ can be used to impose a chirality constraint. If the number of space-time
dimensions is even, the spinor module decomposes into two irreducible eigenspaces with respect to the
so-called volume element [61], which is proportional to the product of all Clifford generators. In physical
terminology this is the ‘generalized γ5-matrix.’19 The minimal spinor representation of 5 dimensions
becomes reducible in 4 dimensions, as Dirac spinors decompose into Weyl spinors.
In the (1, 3) theory γ∗ = γ5 is the standard chirality matrix. For later notational convenience we set
Γ∗ := γ
5. The corresponding projector can be used to decompose spinors:
λi = λi+ + λ
i
− , where λ
i
± := Γ±λ
i = 12 (1± Γ∗)λi . (3.49)
The 5-dimensional symplectic Majorana constraint (3.17) can be written as
(λi)∗ = Cγ0ǫijλ
j , (3.50)
where we used A = γ0. Chiral decomposition of the symplectic Majorana constraint gives
(λi±)
∗ = C γ0 ǫij λ
j
∓ . (3.51)
Note that the chiral projection is not compatible with the symplectic Majorana condition, which is
not surprising, since there are no symplectic Majorana-Weyl spinors for (t, s) = (1, 3). If one wants
to work with irreducible spinors, one can reformulate the theory either in terms of Weyl spinors, or,
equivalently, in terms of (standard, not symplectic) Majorana spinors. For our purposes, however, it
is more convenient to stick to symplectic Majorana spinors, because they exist in all three space-time
signatures (1, 4), (1, 3) and (0, 4). Since a considerable part of the literature uses Majorana spinors, we
briefly review the relation between standard and symplectic Majorana spinors in (1, 3) dimensions in the
appendix (see in particular (A.13)).
Let us now consider the chiral decomposition for dimension (0, 4). Now γ0 can be used to impose a
chirality constraint. Since γ0 squares to −1 rather than 1, we take the chirality matrix to be20
ΓE∗ := −iγ0 , (3.52)
with corresponding projector
ΓE± :=
1
2
(1± ΓE∗ ) . (3.53)
Then spinors decompose according to
λi = ξi+ + ξ
i
− , ξ
i
± := Γ
E
±λ
i . (3.54)
Using B = Cγ0, the symplectic Majorana constraint (3.17) becomes
(
λi
)∗
= − iCΓE∗ ǫij λj . (3.55)
19Taken literally, chirality refers to the distinction between left-handed and right-handed frames in odd-dimensional
space. But in a slight abuse of language we will generally refer to the above decomposition as ‘chiral.’
20The choice of the overall sign is suggested by the dimensional reduction of the 5-dimensional supersymmetry transfor-
mations. See section 5.2.
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Using the chiral projection we find
(ξi±)
∗ = − iCΓE∗ ǫij ξj± , (3.56)
which shows that in dimension (0, 4) the chiral and symplectic Majorana constraints are compatible,
i.e., there are symplectic Majorana-Weyl spinors. This is in accordance with the general analysis, see
[40, 42].
We now turn to the supersymmetry algebra. Since the supercharges in all three cases are symplectic
Majorana spinors, the reduction is straightforward:
{Qiα, Qjβ} = − 1
2
ǫij
(
γµC−1
)
αβ
Pµ = − 1
2
ǫij
(
γmC−1
)
αβ
Pm − 1
2
ǫij
(
γ∗C−1
)
αβ
P∗ . (3.57)
Since P∗f = i
∂
∂x∗ f = 0 for fields f which do not depend on the internal direction x
∗, the resulting
supersymmetry algebra in 4 dimension is
{Qiα, Qjβ} = − 1
2
ǫij
(
γmC−1
)
αβ
Pm . (3.58)
More generally, P∗ could act as a real central charge on the Fourier modes of the 5-dimensional fields.
But we discard all non-constant Fourier modes, so that P∗ acts trivially.
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Notice that the super Lie algebra (3.58), subject to the symplectic Majorana constraint, is the
standard N = 2 super-Poincare´ algebra in dimension (1, 3). Using the formulae given in the appendix
one can rewrite the supercharges in terms of two Majorana spinors. This algebra is not the minimal one,
which is generated by just one Majorana spinor, or, equivalently, one Weyl spinor of supercharges [62].
In dimension (0, 4) we also get a real N = 2 super-Poincare´ algebra with odd part S = S+ + S−
and {S+,S+} = {S−,S−} = 0. In this case we do not need to distinguish between the real and
complex spinorial modules: S = S and S± = S±. In Euclidean 4-space the above super Lie algebra is
a minimal super-Poincare´ algebra, in contrast to the Minkowski case. This is clear from the fact that
only the superbrackets between S+ and S− are non-vanishing. Moreover, although the vector space
(∨2S∗ ⊗ V )Spin(0,4) of super-Poincare´ algebra structures with odd part S is 4-dimensional [41], one can
show that any other nontrivial N = 2 super-Poincare´ algebra is isomorphic to (3.58) subject to the
symplectic Majorana constraint.
Obviously, the two 4-dimensional supersymmetry algebras inherit the R-symmetry group SU(2) of
the 5-dimensional algebra. But since γ∗ does not represent any element of the dimensionally reduced
Clifford algebra (Cl1,3 or Cl0,4), it now generates an internal transformation. This is a candidate for a
new R-symmetry, because it commutes with the even part Cl0t,s of Clt,s, for both (t, s) = (1, 3), (0, 4).
Since the invariant bilinear form C on the spinor module of Spin(5,C) has type τ(C) = +1 and γ∗
21We have also omitted the real central charge of the (1, 4)-dimensional supersymmetry algebra, because we are only
interested in massless states, on which it acts trivially. If one includes the 5-dimensional central charge in dimensional
reduction and keeps P∗, they combine into the complex central charge of the 4-dimensional N = 2 supersymmetry algebra.
Again, this central charge acts trivially on massless states and is irrelevant for our purpose.
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anticommutes with all other gamma matrices, the transformation
Qi → exp(γ∗Φ)Qi (3.59)
leaves (3.58) invariant for arbitrary complex transformation parameters Φ. We still have to check the
reality constraint
(exp(γ∗Φ)Qi)∗ = Cγ0ǫij exp(γ
∗Φ)Qj . (3.60)
In dimension (1, 3) we have γ∗ = γ5, which is Hermitian and anticommutes with γ0. Thus we find
exp((γ5)∗Φ∗) = exp(−(γ5)TΦ) . (3.61)
Using again that γ5 is Hermitian we learn that Φ must be imaginary. Thus the new R-symmetry is
Qi → exp(iγ5φ)Qi , φ ∈ R . (3.62)
The group generated by γ5 is isomorphic to U(1) and acts chirally, i.e., the chiral components Qi±
transform with opposite phases e±iφ. Thus we find the well-known R-symmetry group of N = 2 super-
symmetry [62]:
GR = U(2) ≃ U(1)× SU(2) ≃ U(1)×USp(2) . (3.63)
In dimension (0, 4) we have γ∗ = γ0, which is anti-Hermitian and commutes with γ0. We find
exp((γ0)∗Φ∗) = exp((γ0)TΦ) , (3.64)
and using that γ0 is anti-Hermitian we see that Φ must be imaginary, Φ = −iφ, with φ ∈ R. Since
(γ0)2 = −1 we get a non-compact R-symmetry group. The R-symmetry transformation is
Qi → exp(−iγ0φ)Qi = exp(ΓE∗ φ)Qi , (3.65)
with real φ. Since (ΓE∗ )
2 = 1, the generator ΓE∗ has eigenvalues ±1 (rather than ±i) and acts by chiral
scale transformations:
Qi± → e±φQi± . (3.66)
Taking into account the obvious symmetry Qi± → −Qi± of (3.58), we find that the R-symmetry
group contains an additional subgroup SO(1, 1), which commutes with SU(2). Analyzing the spinor
representation in dimension (0, 4), with the same methods that were used above for dimensions (1, 4),
one can prove that the full R-symmetry group of 4-dimensional Euclidean N = 2 supersymmetry is
GR = SO(1, 1)× SU(2) . (3.67)
The fact that the Abelian factor of the N = 2 R-symmetry becomes non-compact for Euclidean signature
has been observed by various authors, starting from [20]. In [17], which studies the dimensional reduction
from dimension (1, 5) to dimension (0, 4), the SO(1, 1) factor was related to the internal part of the
6-dimensional Lorentz group. Note that this is different for our reduction, which starts in dimension
(1, 4), because there is no subgroup SO(1, 1) of SO(1, 4) which commutes with SO(4). Instead, we found
that the new part of the R-symmetry group arises from the Clifford algebra.
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3.4 Commuting versus anticommuting spinors
In supersymmetric field theory one uses spinor fields with components which are not real or complex
numbers, but ‘Grassmann numbers’, i.e., elements of a Grassmann algebra defined by a system of
anticommuting generators. In geometrical terms, this means to work with super vector spaces and super
manifolds [63, 64, 65].
Let us explain what this means for the cases we are interested in. If S is the real spinor module
underlying the supersymmetry algebra of our field theory, then we replace it by ΠS, which is the spinor
module considered as a purely odd super vector space of dimension (0 |m), where m is the dimension
of S. (Π is called the parity change functor in [65].) The elements of ΠS are called anticommuting
spinors. Since we want to consider spinor fields, we also need to identify the appropriate spinor bundle.
For commuting spinors the spinor bundle is S(Rt,s) = Rt,s × S → Rt,s, the trivial bundle over space-
time Rt,s with fibre S. It is trivial since we only consider flat simply connected space-times. To define
anticommuting spinor fields, it is not sufficient to replace the fibre S by ΠS, as the resulting super vector
bundle Rt,s ×ΠS → Rt,s of rank (0|m) has no sections other than the zero section. The reason simply
is that the m local components of a section must be odd superfunctions, which can be non-zero only
if the base of the bundle is a supermanifold with a non-trivial odd part. Therefore one replaces the
space-time Rt,s by the flat superspace Rt,s|m = Rt,s×N , where N is an internal, purely odd parameter
space of dimension m. The super vector bundle ΠS(Rt,s|m) := Rt,s|m × ΠS → Rt,s|m has non-trivial
sections. An anticommuting spinor field is, by definition, a section of the bundle ΠS(Rt,s|m). This is
used in the field theoretic part of the paper. The above construction can be easily generalized to the
case of space-times with non-trivial spinor bundle.
Note that going from commuting to anticommuting spinor components changes the symmetry prop-
erties of the bilinear forms in the obvious way. This should be kept in mind, because the actions and
supersymmetry transformation rules appearing in the following sections involve spinor bilinears, which
are built out of anticommuting spinors. In contrast, we used commuting spinors in this section.
4 Vector Multiplets in 5 Dimensions
The aim of this section is to construct the N = 2 rigidly supersymmetric Lagrangian22 for Abelian vector
multiplets in dimension (1,4). Our motivation is that we need it as the starting point for dimensional
reduction, in order to explore the properties of the resulting Lagrangians in dimensions (1, 3) and (0, 4).
5-dimensional supersymmetric field theories have been studied using string theory in [44] and, sub-
sequently, in other papers including [50, 51]. For Abelian vector multiplets the Lagrangian is com-
pletely determined by a real cubic polynomial, the prepotential [44]. Since none of the above references
22As explained in the introduction we generally refer to theories with eight real supercharges as N = 2. Other authors
call this theory N = 1 supersymmetric, because the underlying supersymmetry algebra is minimal.
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specifies the explicit Lagrangian and supersymmetry rules, we derive them in the following. The con-
struction makes essential use of the results of [43], where the general Lagrangian of 5-dimensional rigid
superconformal vector multiplets was constructed in the framework of the superconformal calculus. We
adapt this construction to the case of Poincare´ supersymmetry. In both cases one finds that all couplings
are encoded in a real prepotential. In the superconformal case this function must be a homogeneous
polynomial of degree three. Moreover, the superconformal invariance leads to additional terms in the
supersymmetry variations. This is due to the fact that the superconformal algebra contains, besides
the standard supersymmetry transformation (Q-transformations), a second set of so-called special su-
persymmetry transformations (S-transformations). Since we are interested in a general super-Poincare´
invariant Lagrangian, we do not require invariance under scale and special conformal transformations,
nor under S-transformations. We therefore have to reanalyze the constraints on the prepotential and we
will find that it is now allowed to be an arbitrary cubic polynomial. Higher order terms are ruled out by
Abelian gauge invariance [44].
The basic building block for our model is the N = 2 off-shell vector multiplet [43], which has the
following field content (our conventions are summarized in the appendix) :
{
Aµ, λ
i, σ, Y ij
}
. (4.1)
Here Aµ is a 5-dimensional one-form, which should be considered as the gauge potential of a connection
in a line bundle. As is common in physics, we understand that one-forms and vector fields have been
identified using the space-time metric, which explains the name “vector multiplet.” The pair λi is a
symplectic Majorana spinor, and σ is a real scalar field. In order to have the correct number of off-shell
degrees of freedom, the multiplet also contains the auxiliary field Y ij , which is a real, symmetric tensor
of the R-symmetry group SU(2):
Y ij = Y ji , (Y ij)∗ = Yij = ǫikǫjlY
kl . (4.2)
Note that the real structure on symmetric tensors over C2 used here is simply the tensor square of the
SU(2)-invariant quaternionic structure on C2.
As usual in supersymmetric field theories, the spinors λ are anticommuting (see section 3.4). Note
that this changes the symmetry properties of the bilinear forms discussed in the previous section, where
we used commuting spinors. The formulae needed for handling expressions containing anticommuting
spinors are collected in the appendix.
The kinetic terms for this multiplet are given by
L = −1
4
FµνF
µν − 1
2
λ¯∂/ λ− 1
2
∂µσ ∂
µσ + Y ijYij , (4.3)
where ∂/ = γµ∂µ is the Dirac operator. The action corresponding to this Lagrangian is invariant under
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the following off-shell supersymmetry variations:
δAµ =
1
2
ǫ¯ γµ λ ,
δY ij = − 1
2
ǫ¯(i∂/λj) ,
δλi = − 1
4
γµν Fµν ǫ
i − i
2
∂/σ ǫi − Y ij ǫj ,
δσ =
i
2
ǫ¯ λ . (4.4)
Here ǫ = (ǫi) is the parameter of the supersymmetry transformation, which is an anticommuting symplec-
tic Majorana spinor, and ǫ¯ is its Majorana conjugate, see (3.9). Working in an off-shell formulation has
the advantage that the supersymmetry transformations do not depend on equations of motion derived
from the Lagrangian. Hence they will retain their form when we add further terms to the Lagrangian.
We now take N copies of (4.3), and couple them by a symmetric matrix, aIJ (σ):
23
Lkin =
(
−1
4
F IµνF
J µν − 1
2
λ¯I∂/ λJ − 1
2
∂µσ
I ∂µσJ + Y IijY
J ij
)
aIJ(σ) . (4.5)
N is the number of vector multiplets in our model, which are labeled by the indices I, J ∈ {1, . . . , N}.
Note that the matrix aIJ(σ) is allowed to depend on the scalar fields. In particular, the scalar kinetic
term has now been promoted to a non-linear sigma model. The scalar fields σI can be interpreted as a
map from space-time R1,4 into an N -dimensional Riemannian manifold M with metric aIJ(σ).
We require that the variations (4.4) hold for every copy of the vector multiplet separately:
δσI =
i
2
ǫ¯ λI ,
δAIµ =
1
2
ǫ¯ γµ λ
I ,
δλiI = − 1
4
γµν F Iµν ǫ
i − i
2
∂/σI ǫi − Y ij I ǫj ,
δλ¯iI =
1
4
ǫ¯i γµνF Iµν −
i
2
ǫ¯i∂/ σI − ǫ¯j Y ij I ,
δY ij I = − 1
2
ǫ¯(i∂/λj)I . (4.6)
Calculating the supersymmetry variation of the action corresponding to the Lagrangian (4.5), we find
that the action is invariant up to terms which contain either a derivative ∂µaIJ(σ) or a variation δaIJ(σ)
of the metric. These can be combined by rewriting them as ( ∂∂σK aIJ(σ)) ∂µ σ
K and ( ∂∂σK aIJ(σ)) δσ
K ,
respectively. The non-vanishing terms of the variation are then of the form
δSkin =
∫
d5x (. . .)
∂
∂σK
aIJ(σ) . (4.7)
Hence we find that the action arising from (4.5) is supersymmetric if we impose the condition that aIJ(σ)
is independent of σ.
23One might have expected that in the spinor term the partial derivative is promoted to a covariant derivative with respect
to the Levi-Civita connection of aIJ . However, the term containing the connection is identically zero for anticommuting
symplectic Majorana spinors.
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However, this is not the most general form of the Lagrangian if we can add further terms to the action,
whose supersymmetry transformations cancel the terms left in (4.7). This can indeed be accomplished
by adding interactions of Chern-Simons type, if we require ∂∂σK aIJ(σ) to be symmetric in all three
indices. Then aIJ(σ) can be expressed as the second derivative of a function F (σ), the prepotential:
aIJ(σ) =
∂
∂σI
∂
∂σJ
F (σ) . (4.8)
Using the prepotential, we may then rewrite ∂∂σK aIJ(σ) as
FIJK(σ) :=
∂
∂σI
∂
∂σJ
∂
∂σK
F (σ) . (4.9)
By construction, FIJK(σ) is totally symmetric in all indices.
Having imposed this condition, we now add the following Chern-Simons-like interactions to the
Lagrangian:
LCS =
(
− 1
24
ǫµνλρσ AIµF
J
νλF
K
ρσ −
i
8
λ¯IγµνF Jµνλ
K − i
2
λ¯iIλjJ Y Kij
)
FIJK(σ) . (4.10)
Calculating the supersymmetry variation of the action corresponding to
L = Lkin + LCS, (4.11)
we find that the action is invariant up to terms which are proportional to the fourth derivative of the
prepotential:
δ (Skin + SCS) =
∫
d5x (. . .) FIJKL(σ) . (4.12)
Here FIJKL(σ) :=
∂
∂σI
∂
∂σJ
∂
∂σK
∂
∂σL F (σ).
In order to ensure gauge invariance, the prepotential must be restricted to a polynomial of degree at
most 3 and this is sufficient to ensure that the action defined by the Lagrangian (4.11) is supersymmetric.
The crucial observation is that the Chern-Simons term ǫµνλρσ AIµF
J
νλF
K
ρσ is gauge invariant up to partial
integration, only. If we allowed for FIJK to be a function of σ, this partial integration would generate a
nontrivial term with the partial derivative acting on FIJK(σ). But such a term would break the gauge
invariance of the action. This forces us to restrict the prepotential F to be a polynomial of at most
cubic degree. Since this restriction implies FIJKL(σ) = 0, the remaining terms in the supersymmetry
variation (4.12) vanish identically.
As a result, we arrive at the following general N = 2 vector multiplet Lagrangian in dimension (1, 4):
L =
(
−1
4
F IµνF
J µν − 1
2
λ¯I∂/ λJ − 1
2
∂µσ
I ∂µσJ + Y IijY
J ij
)
aIJ(σ) (4.13)
+
(
− 1
24
ǫµνλρσ AIµF
J
νλF
K
ρσ −
i
8
λ¯IγµνF Jµνλ
K − i
2
λ¯iIλjJ Y Kij
)
FIJK .
It is invariant under the supersymmetry transformations given in (4.6) and the prepotential F (σ) is
restricted to be a polynomial of degree not greater than 3.
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The analogous locally supersymmetric action, i.e., the action of N vector multiplets coupled to
minimal 5-dimensional supergravity was worked out long ago in [45]. In this case the theory is fully
determined by a homogeneous polynomial V(hIˆ) of degree 3 in N + 1 variables, Iˆ = 0, . . . , N . The cor-
responding scalar manifoldMlocal is still N -dimensional, because it is defined by the cubic hypersurface
V(hIˆ) = 1. This is the defining property of a projective (or local) very special real manifold [45, 46, 47].
Above we found the scalar geometry of the corresponding globally supersymmetric theories: the metric
aIJ(σ) must be the Hessian of a polynomial of degree at most three [44]. This can be taken as the defi-
nition of an affine very special real manifold. In the case of superconformal theories the cubic function
must be homogeneous [16, 43]. If one admits 5-dimensional space-times with non-trivial topology or
introduces charged fields, then the coefficients of the cubic polynomial are subject to further constraints
[66, 44].
An alternative way to derive (4.13) would be to start with the locally supersymmetric action of [45]
and to decouple gravity by sending the Planck mass to infinity. Even without doing so in detail, it is
clear that this will give a Lagrangian of the form (4.13). In analogy to the rigid limit of 4-dimensional
N = 2 vector multiplets (see for example [36]), the rigid limit freezes one variable of the homogeneous
cubic polynomial V(hIˆ), so that one is left with a general cubic polynomial F (σI) in the remaining
variables. Roughly speaking, the frozen variable corresponds to graviphoton, which is the Abelian gauge
field in the supergravity multiplet. By inspection of [45], one sees that the terms surviving the rigid
limit have the form (4.13).
Our formulation of the theory is not covariant with respect to general coordinate transformations of
the scalar manifoldM, but only covariant with respect to affine transformations σI → RIJσJ + aI , with
constant, invertible RIJ , and constant a
I . Thus the scalar fields σI are affine coordinates. In analogy
to (1, 3)-dimensional N = 2 vector multiplets we will also call them special coordinates. There is no
principal problem to reformulate the theory in terms of general coordinates, as has been done in (1,3)-
dimensional case , see [36, 37]. However, we prefer to work in special coordinates, which are adapted to
the symmetries of the theory, since they are the lowest components of N = 2 vector supermultiplets.
For completeness, we give a global (in the mathematical sense) characterization of the scalar manifolds
of 5-dimensional rigid vector multiplets: an affine very special real manifold is a differentiable manifold
equipped with (i) a flat torsion-free connection ∇, and with (ii) a Riemannian (or, more generally,
a pseudo-Riemannian) metric, which, when expressed in local affine coordinates, is the Hessian of a
polynomial of degree at most 3. The first condition ensures that the manifold is an affine manifold,
i.e., it can be covered with local affine coordinate systems σI . In each patch affine coordinates are
characterized by ∇dσI = 0, and coordinates in different patches are related by affine transformations,
as above. Therefore the second condition makes sense.
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5 Dimensional reduction to 4 dimensions
In this section we perform a standard Kaluza-Klein reduction of the Lagrangian (4.13) on a circle S1,
keeping only the massless modes. This corresponds to the limit where the S1 is shrunk to zero radius, so
that all excited Kaluza-Klein states (non-constant Fourier modes) become infinitely heavy and decouple.
Taking the compact dimension to be either space- or time-like, we obtain N = 2 supersymmetric
Lagrangians with Minkowskian and Euclidean signature, respectively. We then identify the geometric
structures underlying these theories and show that they can be mapped to one another.
The section is organized as follows: We first dimensionally reduce the bosonic terms of the Lagrangian
(4.13) to (1, 3) and (0, 4) dimensions and discuss the structures of the resulting scalar manifolds. We
then determine the supersymmetry variations of the new Lagrangians, before we give the complete
fermionic terms. Next we show how our results can be generalized to Euclidean theories not obtained by
dimensional reduction and display the general Lagrangian. Finally we explain how the Abelian factor of
the R-symmetry group is related to the existence of a complex or para-complex structure on the scalar
manifold.
5.1 The bosonic sector
5.1.1 Dimensional reduction
We start with the dimensional reduction of the bosonic sector of our 5-dimensional Lagrangian (4.13):
L(1,4)bos =
(
−1
4
F IµνF
J µν − 1
2
∂µσ
I ∂µσJ + Y IijY
J ij
)
aIJ (σ)− 1
24
ǫµνλρσ AIµF
J
νλF
K
ρσ FIJK . (5.1)
We use the following conventions: µ, ν = 0, 1, 2, 3, 5 are 5-dimensional vector indices and m,n, . . . are
the corresponding quantities in four dimensions (see appendix A for a summary of conventions). The
index ∗ takes the values 0 or 5 for compactifying the time-like and space-like coordinate, respectively.
The 5-dimensional gauge potential AIµ decomposes into its 4-dimensional counterpart A
I
m and a new
scalar field bI :24
AIµ =⇒


(
AIm, b
I := AI5 = AI5
)
(1, 3) ,
(
AIm, b
I := AI0 = −AI0
)
(0, 4) .
(5.2)
24We are of course free to choose the sign and normalization of the scalar field bI . The above choice will turn out to be
convenient.
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Employing these conventions and (A.8), the terms in (5.1) dimensionally reduce as follows:
− 14 F IµνF J µν =⇒


− 14F ImnF J mn − 12 ∂mbI∂mbJ
− 14F ImnF J mn + 12 ∂mbI∂mbJ
(1, 3) ,
(0, 4) ,
− 12 ∂µσI ∂µσJ =⇒


− 12 ∂mσI ∂mσJ
− 12 ∂mσI ∂mσJ
(1, 3) ,
(0, 4) ,
− 124 ǫµνλρσA(Iµ F JνλFK)ρσ =⇒


+ 18 ǫ
mnpqb(IF JmnF
K)
pq = +
1
4 b
(I F˜ JmnF
K)mn
+ 18 ǫ
mnpqb(IF JmnF
K)
pq = +
1
4 b
(I F˜ JmnF
K)mn
(1, 3) ,
(0, 4) .
(5.3)
The term containing the auxiliary field Y I ij reduces trivially, since it does not contain any space-time
derivatives. To obtain the result for the Chern-Simons term we integrated by parts and introduced the
dual 4-dimensional field strength tensor:
F˜mn :=
1
2
ǫmnpq F
pq . (5.4)
Hence the bosonic sector of the dimensionally reduced Lagrangian in 4-dimensional Minkowski-space
is then given by
L(1,3)bos =
(
−1
4
F ImnF
J mn − 1
2
∂mσ
I∂mσJ − 1
2
∂mb
I∂mbJ
)
aIJ(σ)
+
1
4
bI F˜ JmnF
KmnFIJK + Y
I
ijY
J ijaIJ(σ) .
(5.5)
For Euclidean signature we obtain:
L(0,4)bos =
(
−1
4
F ImnF
J mn − 1
2
∂mσ
I∂mσJ +
1
2
∂mb
I∂mbJ
)
aIJ(σ)
+
1
4
bI F˜ JmnF
KmnFIJK + Y
I
ijY
J ijaIJ(σ) .
(5.6)
As was already anticipated in the introduction, the new scalar kinetic term obtained from dimensional
reduction of a field strength has a minus sign relative to the kinetic term of σI . Hence the metric of the
scalar manifold has split signature.
5.1.2 The scalar manifold in the Minkowskian case
Let us now discuss the geometry underlying the Lagrangian (5.5). It is well known that the corresponding
scalar manifold MM must be an affine special Ka¨hler manifold [34, 35, 36, 37, 67, 38, 39]. We start to
make this manifest by introducing complex fields
XI := σI + ibI , X¯I := (XI)∗ = σI − ibI , (5.7)
in terms of which the scalar kinetic term becomes
−1
2
(
∂mσ
I∂mσJ + ∂mb
I∂mbJ
)
aIJ(σ) = −1
2
∂mX¯
I∂mXJ aIJ(σ) . (5.8)
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Since the matrix (aIJ(σ)) is real, symmetric and positive definite, we find that the metric appearing in
(5.8) is Hermitian with respect to the complex structure on the scalar manifold MM specified by (5.7).
Next we construct a Ka¨hler potential for the metric, which shows thatMM is Ka¨hler. In this course we
first define a new holomorphic prepotential F (X) by replacing the argument of the 5-dimensional real
polynomial prepotential F (σ) by the new holomorphic coordinate X :
F (σ)→ F (X), by substituting σ → X . (5.9)
Note that for this substitution to make sense, it is sufficient to assume that F (σ) is real analytic, not
necessarily polynomial. We further define
FIJ (X) :=
∂2F (X)
∂XI∂XJ
, F¯IJ (X¯) :=
∂2F¯ (X¯)
∂X¯I∂X¯J
, (5.10)
where F¯ (X¯) := (F (X))∗ is the complex conjugate of F (X). Since F (σ) is of at most cubic degree, we
can explicitly express FIJ (X) in terms of the real fields σ
I , bI by means of an exact first order Taylor
expansion around σ:
FIJ(X) = aIJ(σ) + i FIJK b
K , F¯IJ (X¯) = aIJ(σ) − i FIJK bK . (5.11)
This relation can then be used to express aIJ(σ) in terms of X
I and X¯I :
NIJ(X, X¯) :=
1
2
(
FIJ (X) + F¯IJ (X¯)
)
= aIJ (σ) . (5.12)
We see that NIJ(X, X¯) has the Ka¨hler potential
K(X, X¯) =
1
2
(
FI(X)X¯
I + F¯I(X¯)X
I
)
. (5.13)
In fact, the Ka¨hler potential is not generic, because it can be expressed in terms of the holomorphic
prepotential F (X). ThereforeMM is not only a Ka¨hler manifold, but an affine special Ka¨hler manifold.
In order to rewrite the remaining terms in (5.5) in terms of the complex fields (5.7), we decompose
the field strength into its selfdual and antiselfdual parts:25
F I±|mn :=
1
2
(
F Imn ±
1
i
F˜ Imn
)
. (5.14)
Employing this decomposition, the gauge kinetic term and the Chern-Simons term combine to:
− 1
4
F ImnF
J mn aIJ(σ) +
1
4
bI F˜ JmnF
Kmn FIJK
= −1
4
F I−|mnF
J|mn
− FIJ (X)−
1
4
F I+|mnF
J|mn
+ F¯IJ(X¯) .
(5.15)
This result then completes the rewriting of the Lagrangian (5.5) in term of the complex scalar fields
(5.7):
L(1,3)bos =−
1
4
F I−|mnF
J|mn
− FIJ (X)−
1
4
F I+|mnF
J|mn
+ F¯IJ(X¯)
− 1
2
∂mX¯
I∂mXJ NIJ(X, X¯) + Y
I
ijY
J ij NIJ(X, X¯)
(5.16)
25In Minkowski signature the selfdual and antiselfdual parts are complex, and they are related by complex conjugation.
We choose F I
+|mn
such that it is selfdual for Euclidean signature and require that Minkowskian and Euclidean expressions
take the same form. When comparing to [48, 71] one needs to take into account that their ǫ-tensor is defined by ǫ0123 = i,
whereas ours is defined by ǫ0123 = 1, see also appendix A.
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In order to make contact with the more recent literature, and also to the construction of affine
special Ka¨hler manifolds given in [39], we now change from the “old conventions” of [55] to the “new
conventions” of [72] by rescaling the prepotential:
F (new)(X) =
1
2i
F (old)(X) . (5.17)
In terms of these conventions the Lagrangian (5.16) becomes
Ld=4bos =
i
2
F I+|mnF
J|mn
+ F¯IJ (X¯)−
i
2
F I−|mnF
−|mn
+ FIJ (X)
− 1
2
∂mX
I∂mX¯J NIJ(X, X¯) + Y
I
ijY
J ij NIJ(X, X¯) ,
(5.18)
where NIJ is the same as above, i.e.,
NIJ = i(FIJ − F¯IJ ) (5.19)
in terms of the new prepotential F , while the Ka¨hler potential (5.13) is replaced by:
K(X, X¯) = i
(
FI(X)X¯
I − F¯I(X¯)XI
)
= i
(
X¯I F¯I(X¯)
) 0 1
−1 0



 XI
FI(X)

 . (5.20)
In order to further explain the geometrical structure of N = 2 vector multiplets, let us recall that
the scalar fields XI are the components of a map ϕ : M = R1,3 →MM from Minkowski space-time to
an affine special Ka¨hler manifoldMM with respect to a system of special local coordinates. An intrinsic
definition of affine special Ka¨hler manifolds was given in [38]: An affine special Ka¨hler structure on a
Ka¨hler manifold (M,J, g) is a flat and torsion-free connection ∇, which satisfies (i) and (ii) of Definition
9 in section 2. This definition is equivalent to the definition given in [36, 37, 67], as was shown in [39]. In
fact, there is a close analogy with the case of affine special para-Ka¨hler manifolds, which was developed
in section 2. Any simply connected affine special Ka¨hler manifoldMM of complex dimension N admits
a (holomorphic) Ka¨hlerian Lagrangian immersion
φ :MM → T ∗CN , p 7→ φ(p) =

zI(φ(p))
wI(φ(p))

 . (5.21)
This immersion is uniquely determined by the special Ka¨hler data (J, g,∇) onMM up to a complex
affine transformation of T ∗CN with linear part in Sp(2N,R). Here (zI , wI) are canonical coordinates on
T ∗CN = C2N . Up to an affine transformation as above, we can assume that the functions z˜I := zI ◦ φ
provide local holomorphic coordinates (called special coordinates) in a neighborhood of a point in MM .
The functions w˜I := wI ◦ φ are then expressed in terms of
w˜I = FI(z˜
1, . . . , z˜N) , (5.22)
where F = F (z1, . . . , zN) is the holomorphic prepotential, which locally generates the holomorphic
Lagrangian immersion. This shows that
 XI(x)
FI(X(x))

 = φ(ϕ(x)) =

 z˜I(ϕ(x))
w˜I(ϕ(x))

 , (5.23)
48
where x ∈M and ϕ :M →MM .
If the target manifold MM is not simply connected, we can cover it by simply connected open sets
Uα, such that we have Ka¨hlerian Lagrangian immersions
φα : Uα → T ∗CN , p 7→ φα(p) =

zI(φα(p))
wI(φα(p))

 =:

zIα(p)
wαI (p)

 . (5.24)
These are related by 
zIα
wαI

 =Mαβ

 zIβ
wβI

+ vαβ , (5.25)
where Mαβ ∈ Sp(2N,R) and vαβ ∈ C2N . One can prove that it is possible to choose the Uα such
that the functions xIα := Re z
I
α and y
α
I := Rew
α
I define a (real) local affine coordinate system on Uα
with respect to the flat torsion-free special connection ∇ [39]. Then the data (Mαβ , vαβ) automatically
satisfy a cocycle condition. The real affine symplectic transformations (Mαβ ,Re vαβ) are the transitions
between the ∇-affine coordinate systems on Uα and Uβ. Note that the linear parts (Mαβ) are the
constant transition functions of the tangent bundle endowed with the flat connection ∇.
The flat torsion-free connection∇ is part of the intrinsic definition of an affine special Ka¨hler manifold
MM . Any such manifold admits an S1-family of such special connections ∇t := etJ ◦∇ ◦ e−tJ , where J
is the complex structure of MM and ◦ denotes composition, i.e.,
∇tXY := etJ∇X(e−tJY ) for all vector fields X,Y . (5.26)
If we do not fix the connection ∇ then the immersions φα are only unique up to a complex affine
transformation with linear part in U(1) · Sp(2N,R). This explains the additional phase factor in the
transition functions of [36, 37, 67].
If we choose Uα sufficiently small, such that the immersion φα is an embedding, then we can identify
Uα with its image: Uα ≃ φα(Uα) ⊂ T ∗CN . The embedding φα provides us with 2N holomorphic
functions (zIα, w
α
J ) on Uα ⊂ MM , such that a point p ∈ Uα is completely determined by the values of
these functions at p. Moreover, by further restricting Uα if necessary, we can choose N of these functions
to define a global holomorphic coordinate system on Uα. If the submanifold φα(Uα) ⊂ T ∗CN is transverse
to the fibers of the bundle π : T ∗CN → CN , then the zIα can be taken as holomorphic coordinates of
MM , as already mentioned. Geometrically, this corresponds to projecting the submanifold onto the
directions of the coordinates zI of T ∗CN via the projection π. From this picture it is immediately clear
that there are also non-generic situations where the submanifold has a vertical tangent vector at some
point p, so that the zI are not independent, and cannot be used as coordinates near p. In field theory
this corresponds to situations where the scalar fields XI are not independent, and where the lower
components FJ of the vector (X
I , FJ)
T are not the components of the gradient of a function F [68].
This is then called a ‘symplectic basis without a prepotential.’ Therefore it is often advantageous to
work in terms of the embedding coordinates (also called symplectic vectors) (z˜I , w˜J ) (X
I , FJ), etc.,
which are provided naturally by the extrinsic construction. Alternatively, one can always perform
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a linear symplectic transformation of T ∗CN which makes the immersion transverse to the fibers of
π : T ∗CN → CN and the upper components z˜I independent, in a neighborhood of a given point p ∈ Uα.
In other words, there is always a symplectic basis where a prepotential exists [37, 69].
We now turn to the gauge fields. As is well known, the Sp(2N,R) transformations act on them as
generalized electric-magnetic duality transformations [70]. In fact, these duality rotations are responsible
for the additional geometric structures on the scalar manifoldMM , which make it special Ka¨hler rather
than just Ka¨hler. To specify the action of Sp(2N,R) on the gauge fields one defines dual gauge fields by
G−I|mn := FIJF
J
−|mn and G+I|mn := G
∗
−I|mn. Then the combined Bianchi identities and Euler-Lagrange
equations take the form
∂m

 F I+|mn − F I−|mn
G+J|mn −G−J|mn

 = 0 . (5.27)
As such, the equations are invariant under GL(2N,R). But the fields G±I|mn are not independent of
the F I±|mn. In fact, they are completely determined by the gauge fields and the scalars, and therefore
transformations of the G±I|mn must be induced by transformations of the independent fields. Moreover,
we are working within the Lagrangian formulation of field theory. Hence the transformed equations
are required to be the Bianchi identities and Euler-Lagrange equations of a Lagrangian of the form
(5.18). For a generic prepotential F this implies that one can only make Sp(2N,R) transformations
(or rescalings, which are not interesting because they do not mix different gauge fields). Moreover FIJ
must also transform under Sp(2N,R), with a transformation law, which is precisely induced by a linear
symplectic transformation of the vector (XI , FJ(X))
T . The action of Sp(2N,R) extends to the full
N = 2 supersymmetric equations of motion, including the fermions, if one defines the dual gauge fields
as G−I|mn = δS/δF
−I|mn = FIJF
J
−|mn+O−I|mn, where O−I|mn are those fermionic terms in the action
which couple to F I−|mn.
Notice that (F I−|mn, G−J|mn)
T is of the form (V I , FJKV
K)T and, hence, is tangent, along the map
φα ◦ϕ, to the Lagrangian submanifold φα(Uα) ⊂ T ∗CN , defined by the prepotential F . In other words,
for fixed x ∈M , the vector (F I−|mn(x), G−J|mn(x))T is tangent to the submanifold φα(Uα) ⊂ T ∗CN at
the point φα(ϕ(x)). It corresponds to a tangent vector ofMM at ϕ(x) ∈ Uα ⊂MM . The corresponding
vector field is a local section of the bundle ϕ∗(TMM ) → M , the pullback by ϕ : M → MM of the
tangent bundle TMM →MM .
Recall that we are assuming that the holomorphic functions zI , which correspond to the scalar fields
XI , are independent on the submanifold φα(Uα) ⊂ T ∗CN and therefore provide holomorphic coordinates
zIα = z
I ◦φα on Uα ⊂MM . The components of the tangent vector (F I−|mn(x), G−J|mn(x))T with respect
to the coordinate vector fields ∂/∂zIα are precisely the F
I
−|mn(x), I = 1, . . . , N .
The vector (F I+|mn(x), G+J|mn(x))
T ∈ T ∗CN is perpendicular to the submanifold φα(Uα) ⊂ T ∗CN
at the point φα(ϕ(x)) with respect to the canonical pseudo-Hermitian metric γ := iΩ(·, ·¯), defined by
the complex symplectic form Ω and the complex conjugation on T ∗CN . This follows from the fact that
(F I+|mn(x), G+J|mn(x))
T is the complex conjugate of the tangent vector (F I−|mn(x), G−J|mn(x))
T .
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5.1.3 The Euclidean scalar manifold in terms of adapted coordinates
In the Euclidean signature case (5.6) we can perform an analogous construction. Here we define real
fields XI+ and X
I
−:
XI+ := σ
I + bI , XI− := σ
I − bI . (5.28)
As these correspond to the adapted coordinates zi± introduced in section 2, we will refer to them as
“adapted coordinates.” The scalar kinetic term now takes the form
−1
2
(
∂mσ
I∂mσJ − ∂mbI∂mbJ
)
aIJ(σ) = −1
2
∂mX
I
−∂
mXJ+ aIJ(σ) . (5.29)
In order to rewrite all other quantities appearing in the Lagrangian (5.6) in terms of adapted coordi-
nates, we now carry out a construction similar to the one used for Minkowskian signature. In this course
we first introduce new prepotentials F+(X+) and F
−(X−) by replacing the argument of the real-valued
polynomial prepotential F (σ) by X+ and X−, respectively:
F (σ)→ F+(X+), substituting: σ → X+, F (σ)→ F−(X−), substituting: σ → X− . (5.30)
Note that the substitution makes sense for any real-valued function F (σ) and that F+(X+) and F
−(X−)
are again real-valued functions. Analogous to eq. (5.10), we also define F+IJ (X+) and F
−
IJ(X−) as
F+IJ (X+) :=
∂2F+(X+)
∂XI+∂X
J
+
, F−IJ(X−) :=
∂2F−(X−)
∂XI−∂X
J
−
. (5.31)
Since the prepotential is a polynomial of degree at most 3, we can relate F+IJ (X+) and F
−
IJ(X−) to the
real scalar fields σI and bI by:
F+IJ (X+) = aIJ(σ) + FIJK b
K , F−IJ (X−) = aIJ(σ) − FIJK bK . (5.32)
The metric aIJ(σ) may then be rewritten as
NIJ(X+, X−) :=
1
2
(
F+IJ(X+) + F
−
IJ (X−)
)
= aIJ(σ) . (5.33)
Analogously to the Minkowskian case, we also obtain a potential
K(X+, X−) =
1
2
(
F+I (X+)X
I
− + F
−
I (X−)X
I
+
)
, (5.34)
which satisfies:
NIJ(X+, X−) =
∂2K(X+, X−)
∂XI+∂X
J
−
. (5.35)
Thus K(X+, X−) is a potential for NIJ , which can be obtained from a prepotential F
+(X+), which
only depends on X+ but not on X−. In fact, the other function F
−(X−) which enters the definition
of K(X+, X−) is obtained by simply replacing the argument of F
+(X+) by X−. As will become clear
later, this reflects the fact that the underlying para-holomorphic prepotential is not the most general
one, but is real-valued on real points, since it comes from the real-valued prepotential F (σ). A general
para-holomorphic prepotential can be described in terms of two independent real-valued prepotentials
F+(X+) and F
−(X−), see 2.
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Comparing to section 2 we see that the scalar manifold ME is an (affine) special para-Ka¨hler man-
ifold, parametrized in terms of adapted real coordinates. Hence we can also parameterize the manifold
by para-holomorphic coordinates. This will be done in the next section, where we will also discuss the
relation to section 2 in more detail.
We conclude this section by rewriting the terms containing the field strength in terms of the adapted
coordinates XI+, X
I
−. To this end we introduce real selfdual and antiselfdual field strength tensors
according to:
FE I±|mn :=
1
2
(
F Imn ± F˜ Imn
)
. (5.36)
Substituting this decomposition into the gauge kinetic term and Chern-Simons term of eq. (5.6), we
obtain:
− 1
4
F ImnF
J mn aIJ(σ) +
1
4
bI F˜ JmnF
Kmn FIJK
= −1
4
FE I−|mnF
E J|mn
− F
+
IJ (X+)−
1
4
FE I+|mnF
E J|mn
+ F
−
IJ (X−) .
(5.37)
Combining the terms derived in this subsection we are then in a position to write down the bosonic
Lagrangian (5.6) in terms of adapted coordinates:
L(0,4)bos =−
1
4
FE I−|mnF
E J|mn
− F
+
IJ (X+)−
1
4
FE I+|mnF
E J|mn
+ F
−
IJ(X−)
− 1
2
∂mX
I
−∂
mXJ+NIJ(X+, X−) + Y
I
ijY
J ij NIJ(X+, X−) .
(5.38)
5.1.4 The Euclidean scalar manifold in terms of para-complex coordinates
In section 2 we found that para-complex manifolds can be parametrized by using either adapted coor-
dinates zi± (as we did in the last subsection) or para-complex coordinates z
i, z¯i. Having studied the
adapted coordinates in the last section, we now introduce para-complex fields
XI := σI + ebI , X¯I := σI − ebI . (5.39)
Here e is the para-complex unit number introduced in 2, which satisfies e2 = 1, e 6= 1 and e = −e.
For these fields we now carry out a construction similar to the one in eqs. (5.9) to (5.13). We first
define a para-holomorphic prepotential F (X) by:
F (σ)→ F (X), by substituting σ → X . (5.40)
This substitution makes sense for any real-analytic function F (σ). The first and second derivatives of
F (X) with respect to one of its arguments are again denoted by FI(X) and FIJ (X). In the case where
F (σ) is a polynomial of degree at most 3, we can again set:
FIJ(X) = aIJ(σ) + e FIJK b
K , F¯IJ (X¯) = aIJ(σ) − e FIJK bK . (5.41)
The relation to the metric on the scalar manifold ME is given by:
NIJ(X, X¯) :=
1
2
(
FIJ(X) + F¯IJ(X¯)
)
= aIJ(σ) (5.42)
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Comparing eq. (5.42) to (5.12), we can then immediately write down a para-Ka¨hler potential for the
metric,
K(X, X¯) =
1
2
(
FI(X)X¯
I + F¯I(X¯)X
I
)
. (5.43)
This shows again that ME is a para-Ka¨hler manifold and since the para-Ka¨hler potential comes from
a para-holomorphic prepotential F (X), it is in fact an (affine) special para-Ka¨hler manifold. Note
that the potential (5.34) is also a para-Ka¨hler potential, since ∂
2
∂XI+∂X
J
−
= ∂
2
∂XI∂X¯J
. In fact, using the
decomposition
F (X) =
1
2
(F+(X+) + F
−(X−)) + e
1
2
(F+(X+)− F−(X−)) , (5.44)
one can easily check that both potentials coincide: K(X+, X−) = K(X, X¯).
In order to completely rewrite the Lagrangian (5.6) in terms of para-complex fields, we also introduce
para-complex (anti-)selfdual field strength tensors
F I±|mn :=
1
2
(
F Imn ±
1
e
F˜ Imn
)
(5.45)
and F˜ I±|mn defined by the analogous formula. These satisfy
26:
F˜ I±|mn = ±e F I±|mn , (F I±|mn)∗ = F I∓|mn . (5.46)
The para-complex version of the Euclidean Lagrangian (5.6) is:
L(0,4)bos =−
1
4
F I−|mnF
J|mn
− FIJ (X)−
1
4
F I+|mnF
J|mn
+ F¯IJ (X¯)
− 1
2
∂mX¯
I∂mXJ NIJ(X, X¯) + Y
I
ijY
J ij NIJ(X, X¯) .
(5.47)
Comparing this result to the Minkowskian Lagrangian given in eq. (5.16) we see that both Lagrangians
take the same form when written in (para-)holomorphic coordinates.
Again it is useful to redefine the prepotential:
F (new)(X) =
1
2 e
F (alt)(X) . (5.48)
With this rescaling our Lagrangian (5.47) becomes
L(0,4)bos =
e
2
F I+|mnF
J|mn
+ F¯IJ(X¯)−
e
2
F I−|mnF
J|mn
− FIJ(X)
− 1
2
∂mX
I∂mX¯J NIJ(X, X¯) + Y
I
ijY
J ij NIJ(X, X¯) ,
(5.49)
where
NIJ(X,X) =
∂2K(X, X¯)
∂XI∂X
J
(5.50)
is a para-Ka¨hler metric with para-Ka¨hler potential
K(X, X¯) = e
(
X¯I F¯I(X¯)
) 0 1
−1 0



 XI
FI(X)

 . (5.51)
26So far, the symbol ∗ denoted the usual complex conjugation, while para-complex conjugation was denoted by a ·.
Here and in the following we use ∗ to denote the para-complex conjugation, in order to emphasize the analogy of the two
geometries.
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We now connect this result to the mathematical description given in section 2. In this course we
proceed in the same way as when relating the Minkowskian theory to [39]: the para-holomorphic scalar
fields XI are the components of a map ϕ : E = R0,4 → ME from Euclidean 4-space into an (affine)
special para-Ka¨hler manifold MM =
⋃
α Uα. This manifold can be locally immersed into the cotangent
bundle T ∗CN of the para-complex vector space CN by φα : Uα → T ∗CN . If the immersion is generic, it
induces local para-holomorphic coordinates zIα = z
I ◦ φα (and also local adapted coordinates zI±|α) and
we have XI(x) = zIα ◦ ϕ(x) (and XI±(x) = zI±|α ◦ ϕ(x)).
Through (5.50) and (5.51) the prepotential F (X) determines the para-Hermitian form
NIJ(zα, z¯α)dz
I
α ⊗ dz¯Jα =
(
2 Im ∂
2F
∂zIα∂z
J
α
)
dzIα ⊗ dz¯Jα , (5.52)
which equals (up to an overall sign)27 the para-Hermitian form γ = φ∗αγV induced by the immersion
φα = φF : Uα → V = T ∗CN , see (2.2).
Thus we see that all the structures of the bosonic part of the Minkowskian theory carry over to the
Euclidean theory, by just replacing holomorphic by para-holomorphic quantities. In particular symplectic
transformations play the same role in both theories. A difference occurs when one does not fix the special
connection ∇, but considers families of such connections, which are generated by conjugation with etJ
and etI . Here J and I are the complex and para-complex structure of MM and ME , respectively.
In both cases the structure generates an Abelian group, which is compact for J , but non-compact for
I. This reflects itself in the symmetries of the (para-)Ka¨hler potential: while (5.20) is invariant under
phase transformations (XI , FI)
T → exp(iα)(XI , FI)T , eq. (5.51) is invariant under para-complex phase
transformations (XI , FI)
T → ± exp(eα)(XI , FI)T . The corresponding groups are U(1) and SO(1, 1). In
the language of [67] this implies a change in the Abelian factor of the structure group of the affine bundle
characterizing the special geometry. We have already seen that a similar replacement happens for the
R-symmetry groups of the underlying supersymmetry algebras. As we will see in more detail in section
5.5, this is intimately related to the fact that the Euclidean scalar geometry has to be para-complex
rather than complex.
5.2 The supersymmetry variations
After reducing the bosonic sector of (4.13), let us proceed to the 5-dimensional supersymmetry variations
(4.6). In their reduction we utilize the dimensional reduction of the (1, 4) dimensional Clifford algebra,
which was presented in section 3.3.
From experience with N = 2 supersymmetry, we expect that the supersymmetry variations decom-
pose into a “holomorphic” and an “antiholomorphic” piece. Like the gauge fields, the spinors λI carry
an index of the scalar target manifold and thus have a geometrical interpretation as tangent vectors.
One therefore expects that the introduction of (para-)holomorphic or adapted coordinates will induce a
“chiral decomposition” of the fermions, as was already anticipated in section 3.3.
27In order to obtain the same sign, it suffices to define γV := −eΩ(·, τ ·) instead of γV := eΩ(·, τ ·), cf. section 2.
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In order to identify the projectors of this decomposition, we consider the bosonic part of the super-
symmetry variations (4.6). Employing eq. (5.2), the dimensional reduction of the scalar and vector fields
yields:
δAIm =
1
2
ǫ¯γmλ
I , δσI =
i
2
ǫ¯λI , δbI =


1
2 ǫ¯γ
5λI (1, 3) ,
1
2 ǫ¯γ
0λI (0, 4) .
(5.53)
Rewriting these variations in terms of the (para-)holomorphic and adapted coordinates, (5.7), (5.39) and
(5.28), we obtain:
δXI =
i
2
ǫ¯
(
1+ γ5
)
λI , δX¯I = i2 ǫ¯
(
1− γ5)λI , (1, 3),
δXI =
i
2
ǫ¯
(
1− i eγ0)λI , δX¯I = i2 ǫ¯ (1+ i eγ0)λI , (0, 4), (5.54)
δXI+ =
i
2
ǫ¯
(
1− iγ0)λI , δXI− = i2 ǫ¯(1+ iγ0)λI , (0, 4).
This motivates introducing the following matrices:
ΓM∗ := γ
5, Γ∗ := −i e γ0, ΓE∗ := −iγ0 . (5.55)
The relation between these γ-matrices and the Clifford algebra in the 5-dimensional theory was worked
out at the beginning of section 3.3. Note that all three, ΓM∗ , Γ∗ and Γ
E
∗ , square to +1. Additionally, Γ
M
∗
and ΓE∗ are Hermitian, while Γ∗ is Hermitian with respect to the complex structure and anti-Hermitian
with respect to the para-complex structure. Since they anticommute with the γ-matrices forming the
respective 4-dimensional Clifford algebra, we can use them to define chiral projectors:
Γ± :=
1
2
(
1± ΓM∗
)
(1, 3) ,
Γ± :=
1
2
(
1± Γ∗
)
(0, 4) ,w.r.t. para-complex coordinates , (5.56)
ΓE± :=
1
2
(
1± ΓE∗
)
(0, 4) , w.r.t. adapted coordinates .
The relation to para-complex and adapted coordinates will become explicit in equation (5.60) below.
Using these projectors, we decompose our spinors according to
λ = λ+ + λ−, λ± := Γ±λ (1, 3), (0, 4) w.r.t. (para-)holomorphic coordinates
λ = ξ+ + ξ−, ξ± := Γ
E
±λ (0, 4) w.r.t. adapted coordinates. (5.57)
Here and henceforth we will use λ±, ǫ± to denote the chiral components of λ and ǫ with respect to
(para-)complex coordinates, while we use ξ± and η± for the chiral projections of λ and ǫ with respect
to adapted coordinates.
Let us briefly comment on this decomposition. First we observe that in the Euclidean case Γ± becomes
Γ∓ under the combined Hermitian conjugation with respect to both the complex and the para-complex
structure, while in the Minkowskian case the projectors are invariant:
(
Γ±
)†
=


Γ± (1, 3) ,
Γ∓ (0, 4) .
(5.58)
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Looking at the projected symplectic Majorana conditions (3.51), (3.56), we see that by introducing an
explicit factor e into the projector we have managed to write the reality constraint for spinors in a
uniform way:
(λi±)
∗ = Bǫijλ
j
∓ , B = Cγ0 = −iCΓE∗ , (5.59)
where in the Euclidean case ‘∗’ denotes simultaneous complex and para-complex conjugation. Thus by
introducing para-complex valued chiral projections we can compensate for the fact that standard chiral
projections in Euclidean signatures are real, in the sense that (ξi±)
∗ = Bǫijξ
j
±.
Of cause we also have to check that Γ± project onto complementary subspaces for Euclidean signature.
In terms of the spinors (5.57) the Euclidean projector Γ± has eigenvalues (1 + e) and (1 − e). This can
also be deduced from the identification Γ∗ ≡ eΓE∗ . This looks peculiar, but, due to (1 + e)(1 − e) = 0,
the projector identity Γ± Γ∓ = 0 still holds. At this point it is crucial that the ring of para-complex
numbers has zero divisors, in order for Γ± being a well-defined projector.
Having established the decomposition (5.57), we now rewrite the supersymmetry variations (5.54) in
terms of the chirally projected spinors:
δXI = i ǫ¯Γ+λ
I = i ǫ¯+ λ
I
+, δX¯
I = i ǫ¯Γ−λ
I = i ǫ¯− λ
I
− ,
δXI+ = i ǫ¯Γ
E
+λ
I = i η¯+ ξ
I
+, δX
I
− = i ǫ¯Γ
E
−λ
I = i η¯− ξ
I
− .
(5.60)
Here the first line holds for both signatures in terms of complex and para-complex quantities, respec-
tively. We further observe that the supersymmetry variations indeed split into a holomorphic and
antiholomorphic sector.
It is now straightforward to reduce the remaining supersymmetry variations and to rewrite them in
terms of (para-)holomorphic and adapted coordinates, respectively. We start with the 5-dimensional
supersymmetry variations of the spinor fields δλiI = − 14 γµνF Iµνǫi− i2 ∂/ σIǫi−Y ij Iǫj . Using the identity
γµνF Iµν =


γmnF Imn + 2γ
mγ5∂mb
I = γmnF Imn + 2γ
mΓM∗ ∂mb
I (1, 3) ,
γmnF Imn − 2γmγ0∂mbI = γmnF Imn − 2ieγmΓ∗ ∂mbI (0, 4) ,
γmnF Imn − 2γmγ0∂mbI = γmnF Imn − 2iγmΓE∗ ∂mbI (0, 4) ,
(5.61)
one observes that the reduced terms containing the scalars σI and bI combine into the fields XI , X¯I
and XI+, X
I
− as follows:
−1
2
γm∂mb
I ΓM∗ −
i
2
γm∂mσ
I = − i
2
(
∂/X¯IΓ+ + ∂/X
IΓ−
)
(1, 3) ,
+
ie
2
γm∂mb
I Γ∗ − i
2
γm∂mσ
I = − i
2
(
∂/X¯IΓ+ + ∂/X
IΓ−
)
(0, 4) ,
+
i
2
γm∂mb
I ΓE∗ −
i
2
γm∂mσ
I = − i
2
(
∂/XI−Γ
E
+ + ∂/X
I
+Γ
E
−
)
(0, 4) .
(5.62)
The dimensional reduction of the auxiliar field Y I ij is trivial. The only change that occurs in its
supersymmetry variations is ∂/ = γµ ∂µ −→ ∂/ = γm ∂m, since the spinors λi no longer depend on the
coordinate x∗. Using the identity (A.10) one can further check that γmnF Imn can be decomposed into
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(anti-)selfdual terms according to
γmnF Imn = γ
mnF I−|mn Γ+ + γ
mnF I+|mn Γ− , (5.63)
which holds for all three (anti-)selfdual field strength tensors (5.14), (5.45) and (5.36) and the corre-
sponding projectors (5.56), respectively.
We can now write down the complete dimensionally reduced supersymmetry variations. For (para-)
holomorphic fields they can be uniformly written as:
δXI = i ǫ¯+ λ
I
+ ,
δX¯I = i ǫ¯− λ
I
− ,
δλiI+ = −
1
4
γmnF I−mnǫ
i
+ −
i
2
∂/XIǫi− − Y ij Iǫ+ j ,
δλiI− = −
1
4
γmnF I+mnǫ
i
− −
i
2
∂/X¯Iǫi+ − Y ij Iǫ− j ,
δAIm =
1
2
(
ǫ¯+γmλ
I
− + ǫ¯−γmλ
I
+
)
,
δY ij I = −1
2
(
ǫ¯
(i
+∂/λ
j) I
− + ǫ¯
(i
−∂/λ
j) I
+
)
.
(5.64)
For completeness, we also give the supersymmetry variations in terms of the adapted coordinatesXI+, X
I
−
and the corresponding chirally projected spinors ξ±. These read:
δXI+ = i η¯+ ξ
I
+ ,
δXI− = i η¯− ξ
I
− ,
δξiI+ = −
1
4
γEmnFE I−|mnη
i
+ −
i
2
∂/XI+η
i
− − Y ij Iη+ j ,
δξiI− = −
1
4
γEmnFE I+|mnη
i
− −
i
2
∂/XI−η
i
+ − Y ij Iη− j ,
δAIm =
1
2
(
η¯+γmξ
I
− + η¯−γmξ
I
+
)
,
δY ij I = −1
2
(
η¯
(i
+∂/ξ
j) I
− + η¯
(i
−∂/ξ
j) I
+
)
.
(5.65)
5.3 The fermionic sector
We now turn to the fermionic part of the 5-dimensional Lagrangian (4.13)
L(1,4)ferm = −
1
2
λ¯I∂/ λJ aIJ(σ)− i
8
λ¯IγµνF Jµν λ
KFIJK − i
2
λ¯iIλjJ Y Kij FIJK . (5.66)
With the results of the previous section is now straightforward to reduce (5.66). The corresponding
terms become:
− 1
2
λ¯I∂/λJ aIJ(σ) −→ −1
2
λ¯I∂/λJ aIJ(σ) = −1
2
λ¯I∂/λJ aIJ(σ)− 1
4
λ¯I(∂/ σK)λJ FIJK (5.67)
− i
8
λ¯IγµνF Jµν λ
K FIJK −→


− i8 λ¯IγmnF Jmn λK FIJK − i4 λ¯I∂/bJΓM∗ λK FIJK (1, 3)
− i8 λ¯IγmnF Jmn λK FIJK − e4 λ¯I∂/bJΓ∗λK FIJK (0, 4)
− i8 λ¯IγmnF Jmn λK FIJK − 14 λ¯I∂/bJΓE∗ λK FIJK (0, 4)
(5.68)
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The last term in (5.66) does not change its form. To obtain the reduction of the first term, observe
that the piece proportional to FIJK vanishes identically by virtue of eq. (A.5). It turns out, however,
that this contribution is needed in order to recast the action in a completely (anti-)holomorphic form.
The sign of this term has no invariant meaning, as changing it can always be compensated by a spinor
rearrangement. We choose ‘−’, since in this case the resulting expression on the r.h.s. of (5.67) involves
the covariant Dirac operator with respect to the Levi-Civita connection.
We now rewrite the dimensionally reduced terms using the (para-)complex and adapted coordinates.
Here we find that the terms containing ∂/σI and ∂/bI can be combined as follows:
− 1
4
λ¯I∂/σJλK FIJK − i
4
λ¯I∂/bJΓM∗ λ
K FIJK = − 14 λ¯I
(
∂/FIJ
)
Γ+λ
J − 14 λ¯I
(
∂/F¯IJ
)
Γ−λ
J (1, 3) ,(5.69)
−1
4
λ¯I∂/σJλK FIJK − e
4
λ¯I∂/bJΓ∗λ
K FIJK = − 14 λ¯I
(
∂/FIJ
)
Γ+λ
J − 14 λ¯I
(
∂/F¯IJ
)
Γ−λ
J (0, 4)PC ,
−1
4
λ¯I∂/σJλK FIJK − 1
4
λ¯I∂/bJΓE∗λ
K FIJK = − 14 λ¯I
(
∂/FIJ
)
ΓE+λ
J − 14 λ¯I
(
∂/F¯IJ
)
ΓE−λ
J (0, 4)AC .
The final form of the fermionic sectors of the dimensional reduced Lagrangians it then obtained by
decomposing the field strength according to (5.63) and introducing the chiral spinors (5.57). Again
the expressions are independent of space-time signature when using (para-)holomorphic coordinates.
Combining them with the bosonic terms (5.16) in the Minkowskian or in the Euclidean case we find the
following Lagrangian, which applies to both signatures:
Ld=4 =− 1
4
(
F I−|mnF
J|mn
− FIJ (X) + F
I
+|mnF
J|mn
+ F¯IJ (X¯)
)
− 1
2
∂mX
I∂mX¯J NIJ (X, X¯) + Y
I
ijY
J ij NIJ(X, X¯)
− 1
2
(
λ¯I−∂/ λ
J
+ + λ¯
I
+∂/ λ
J
−
)
NIJ(X, X¯)
− 1
4
(
λ¯I−
(
∂/FIJ(X)
)
λJ+ + λ¯
I
+
(
∂/F¯IJ(X¯)
)
λJ−
)
− i
8
(
λ¯I+γ
mnF J−|mn λ
K
+ FIJK + λ¯
I
−γ
mnF J+|mn λ
K
− F¯IJK
)
− i
2
(
λ¯iI+λ
jJ
+ Y
K
ij FIJK + λ¯
iI
−λ
jJ
− Y¯
K
ij F¯IJK
)
.
(5.70)
The supersymmetry variations of this expression are given by (5.64), again for both signatures. We
summarize the relations between the Minkowskian and Euclidean fields in table 1, which together with
(5.70) and (5.64) is one of the main results of this paper. For future reference we also give the complete
58
complex coord. para-complex coord. adapted coord.
XI = σI + ibI XI = σI + ebI XI+ = σ
I + bI
X¯I = σI − ibI X¯I = σI − ebI XI− = σI − bI
Ka¨hler potential (5.13) para-Ka¨hler potential (5.43) para-Ka¨hler potential (5.34)
F I± =
1
2
(
F I ± 1i F˜ I
)
F I± =
1
2
(
F I ± 1e F˜ I
)
FE I± =
1
2
(
F I ± F˜ I
)
Γ± =
1
2
(
1± ΓM∗
)
Γ± =
1
2 (1± Γ∗) ΓE± = 12
(
1± ΓE∗
)
λ± = Γ±λ λ± = Γ±λ ξ± = Γ
E
±λ
Table 1: Summary of the field definitions occurring in the Minkowskian and Euclidean version of the
Lagrangian (5.70). For completeness we also summarize the corresponding field definitions in adapted
coordinates.
Lagrangian of the (0, 4) theory in terms of adapted real fields:
L(0,4)adapted =−
1
4
(
FE I−|mnF
E J|mn
− F
+
IJ (X+) + F
E I
+|mnF
E J|mn
+ F
−
IJ (X−)
)
− 1
2
∂mX
I
+∂
mXJ−NIJ(X+, X−) + Y
I
ijY
J ij NIJ(X+, X−)
− 1
2
(
ξ¯I−∂/ ξ
J
+ + ξ¯
I
+∂/ ξ
J
−
)
NIJ(X+, X−)
− 1
4
(
ξ¯I−
(
∂/F+IJ
)
ξJ+ + ξ¯
I
+
(
∂/F−IJ
)
ξJ−
)
− i
8
(
ξ¯I+γ
mnFE J−|mnξ
K
+ F
+
IJK + ξ¯
I
−γ
mnFE J+|mnξ
K
− F
−
IJK
)
− i
2
(
ξ¯iI+ ξ
jJ
+ Y
K
ij F
+
IJK + ξ¯
iI
− ξ
jJ
− Y
K
ij F
−
IJK
)
.
(5.71)
The supersymmetry variations of this Lagrangian are given in (5.65).
Finally we can express the (para-)holomorphic Lagrangian using the “new conventions” by substitut-
ing F (new)(X) = 1
2
ˆi
F (old)(X) in (5.70), where iˆ = i for Minkowskian and iˆ = e for Euclidean signature:
Ld=4new =−
iˆ
2
(
F I−|mnF
J|mn
− FIJ (X)− F I+|mnF J|mn+ F¯IJ (X¯)
)
− 1
2
∂mX
I∂mX¯J NIJ(X, X¯) + Y
I
ijY
J ij NIJ(X, X¯)
− 1
2
(
λ¯I−∂/ λ
J
+ + λ¯
I
+∂/ λ
J
−
)
NIJ(X, X¯)
− iˆ
2
(
λ¯I−
(
∂/FIJ(X)
)
λJ+ − λ¯I+
(
∂/F¯IJ(X¯)
)
λJ−
)
− i iˆ
4
(
λ¯I+γ
mnF J−|mn λ
K
+ FIJK − λ¯I−γmnF J+|mn λK− F¯IJK
)
− i iˆ
(
λ¯iI+λ
jJ
+ Y
K
ij FIJK − λ¯iI−λjJ− Y¯ Kij F¯IJK
)
.
(5.72)
Its supersymmetry variations are given by (5.64).
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5.4 Extension to non-cubic prepotentials
We started our construction with a 5-dimensional vector multiplet Lagrangian and therefore we obtained
4-dimensional Lagrangians with a cubic prepotential with purely real (or, in new conventions, purely
imaginary) coefficients. Since every (para-)holomorphic prepotential defines a (para-)holomorphic La-
grangian Ka¨hler immersion, all terms in the Lagrangian (5.72) maintain their geometric meaning when
we allow non-cubic (para-)holomorphic prepotentials. For the Euclidean theory this is a consequence of
the results of section 2 on special para-Ka¨hler manifolds.
Moreover, the Lagrangian is still real. When writing down (5.72), we already anticipated that we
wanted to replace the cubic prepotential by a general (para-)holomorphic one. Therefore we system-
atically used FIJK and F¯IJK , despite that in dimensional reduction FIJK is purely real (or, in new
conventions, purely imaginary). Note that in our formalism, which uses chiral projections of symplectic
Majorana spinors, some of the relative signs between terms are different from those one would get when
using chiral projections of Majorana spinors instead, as in [26, 48, 36]. Using the symplectic Majorana
condition it is easy to check that the fermionic terms in (5.71) and (5.72) are real. For example, the
fifth line of (5.72) is real, for the case of Minkowski signature, because (λ¯I+γ
mnF J−|mn λ
K
+ FIJK)
∗ =
−λ¯I−γmnF J+|mn λK− F¯IJK . Note that in the Euclidean case one has to check reality with respect to com-
plex and para-complex conjugation separately, because ‘reality’ with respect to the combined operation
would admit expressions proportional to ie, which are not real numbers. But since (5.72) and (5.71)
are equal, invariance under para-complex conjugation is guaranteed, so that (5.72) is real if (5.71) is
invariant under complex conjugation. In adapted coordinates F+(X+), F
−(X−), F
E I
+|mn and F
E I
−|mn are
real. Therefore verifying that the fifth line of (5.71) is real boils down to checking the spinor identity
(ξ
i
+γ
mnξk+ǫki)
∗ = −ξi+γmnξk+ǫki, which easily follows from the symplectic Majorana condition and the
properties of γ-matrices under complex conjugation.
If the prepotential is generalized to a non-cubic (para-)holomorphic function, then the Lagrangian
(5.72) is not invariant under the supersymmetry transformations (5.64) any more, because the super-
symmetry variations of terms containing the third derivative of the prepotential yield additional terms,
which are proportional to the fourth derivative: δFIJK(X) = FIJKLδX
L. Since we want to allow that
FIJKL 6= 0, we need to add further terms to (5.72). Inspection of the supersymmetry rules (5.64)
suggests to add a four-fermion term of the form
∆Ld=4new = −
iˆ
6
(
FIJKLλ¯
iI
+λ
jJ
+ λ¯
K
+iλ
L
+j − F¯IJKLλ¯iI−λjJ− λ¯K−iλL−j
)
. (5.73)
In order to verify supersymmetry of the combined Lagrangian Ld=4new +∆Ld=4new we use the 4-dimensional
Fierz identity (A.12) and the symmetry properties of spinor bilinears. Note that these relations take
the same form for both signatures, like the Lagrangian and the supersymmetry transformation. It is
then straightforward to verify that the variation of the fermions λiI± in ∆Ld=4new precisely cancels the
terms containing FIJKL and F¯IJKL, which appear in the supersymmetry variation of (5.72). Since
the five-fermion term, which is generated by the variation of the scalars in ∆Ld=4new , vanishes identically,
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the combined Lagrangian Ld=4new +∆Ld=4new is supersymmetric for every (para-)holomorphic prepotential.
This proof of supersymmetry is independent of the space-time signature. The only property of the
prepotential which enters the calculation is that it is a (para-)holomorphic function, ∂F/∂X
I
= 0.
For Minkowski signature the general Lagrangian for N = 2 vector multiplets is of course well known.
Its locally supersymmetric version was constructed in [26] using the superconformal tensor calculus.28
The rigid version of this Lagrangian is given explicitly in [27] and [48]. An alternative derivation, based
on the rheonomic method was given in [57], see [36] for a summary. We have compared our results,
specialized to Minkowski signature, to [26, 27, 48], who also work in special coordinates. Since we
use symplectic Majorana spinors, we need to rewrite λiI± and ǫ
i
± in terms of Majorana spinors. This
is briefly explained in the appendix, see in particular (A.13). Moreover the auxiliary field Y ij is an
SU(2) tensor, and therefore it is also subject to a non-trivial field redefinition. Apart from this one has
to take into account different (conventional) normalizations of the fields, which means that our fields
differ from the fields use in [27, 48] by constant real factors. When comparing to [26], we also need
to rescale the prepotential in order to convert from old to new conventions and we must take the rigid
limit of the supergravity Lagrangian given in [26]. Taking all these details into account, we find that our
supersymmetry transformation rules (5.64) and Lagrangian (5.72), (5.73) completely agree with those
of [26, 27, 48].
5.5 R-symmetry
In this section we will study the R-symmetry properties of our theories. We focus on the Abelian
factors U(1)R and SO(1, 1)R, which are the additional structure occurring when going from 5 to 4
dimensions. They were already introduced in section 3.3. The main result of this subsection is that the
operation of these R-symmetries on the fermions already exhibits the (para-)complex structure onMM
andME , respectively. This implies that the indefiniteness of the scalar kinetic terms is a consequence of
implementing the Euclidean supersymmetry algebra.29 We will also show that the general Lagrangian
is only invariant under the subgroup Z2 × SU(2) of the R-symmetry group.
So far, we discussed R-symmetry as a property of the supersymmetry algebra. Since the generators
Qiα transform the components of a supermultiplet into one another, the fields inherit their behaviour
from them. The supersymmetry transformations (5.64) imply that the members of a vector multiplet
differ by one unit of R-charge. However, the absolute value of the R-charge is undetermined [75].
Following the literature we take the natural assignment that the fermions λ carry the same R-charge as
the supercharges, i.e., charge ±1. Then the gauge fields carry charge 0, while the scalars carry charge
±2, see below.
Let us start with the (0, 4) theory. The transformation of the supersymmetry generators under
28See also [73, 74] for the construction of the relevant supermultiplets and their transformation rules.
29Since one obtains definite scalar kinetic terms in the Osterwalder-Schrader framework [24], it is clear that supersym-
metry is implemented in a different way in this approach. We intend to address this in a future publication.
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SO(1, 1)R is given by (3.65). Since we take the fermions to carry the same R-charge as the supercharges,
this implies that their chiral components transform as
δξ± = ±φ ξ± , δλ± = ±e φλ± (5.74)
under infinitesimal and
ξ± → exp(±φ) ξ± , λ± → exp(±e φ)λ± (5.75)
under finite R-transformations in the connected component SO(1, 1)0 of the R-symmetry group SO(1, 1)R.
30
This chiral transformation is consistent with the reality condition (3.56).
For the (1, 3) theory (3.62) implies
δλ± = ±i φλ± ⇒ λ± → exp(±i φ)λ± , (5.76)
so that in terms of (para-)holomorphic fields we can write
λ+ → exp(ˆiφ)λ+, λ− → exp(−iˆφ)λ− . (5.77)
Thus the compact R-symmetry group U(1)R of the Minkowski theory is mapped to a non-compact group
SO(1, 1)R by replacing i→ e in the transformation. Since all the fields are related to the spinors by the
supersymmetry variations(5.64), the R-transformations on spinors induce an action of the R-symmetry
group on variations of the fields. This action can be integrated to a linear action on the fields, once
the scalar fields XI are specified, which corresponds to a choice of special coordinates on the target
manifold. First we observe by looking at the supersymmetry variations of the scalars (5.64), that these
also transform under chiral rotations:
XI → exp(2 iˆφ)XI , X¯I → exp(−2 iˆφ) X¯I . (5.78)
Again we find that (para)-holomorphic fields carry a definite R-charge. The supersymmetry transfor-
mations further tell us that the fields AIm, F
I
±|mn, and Y
ij I do not transform.
We can now read off the behaviour of the Lagrangian (5.72) under R-symmetry. Since all terms
are SU(2)-scalars, invariance with respect to this factor of the R-symmetry group is manifest. With
the transformation properties under the Abelian factor at hand we see that for a generic choice of the
prepotential the U(1)R (SO(1, 1)R) is broken to the discrete subgroup Z2 acting by λ± → −λ±.
Let us recall that we have fibrewise (para-)complex structures on TM, on spinors (ΓM∗ and Γ∗,
respectively) and on two-forms (minus the Hodge star operator). It is remarkable that supersymme-
try acts chirally, in the sense that it is consistent with the type decomposition defined by these three
(para-)complex structures, i.e., with the decomposition into sections of type (1, 0) and (0, 1). In fact,
supersymmetry relates XI → λI+ → F I−|mn and X¯I → λI− → F I+|mn. This ties R-symmetry to the
(para-)complex structure of M. We will now show that R-symmetry acts on the fermions by multipli-
cation with the (para-)complex structure of the target manifold.
30By exponentiation of infinitesimal transformations we only generate the connected component of 1 ∈ SO(1, 1)R. The
transformation in the other connected component take the form ξ± → − exp(±φ) ξ± and λ± → +exp(±e φ)λ±.
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For definiteness, we consider the Euclidean theory. We assume that the local immersion φα ofM into
T ∗CN is generic, so that it induces local para-holomorphic coordinates31 zIα = z
I ◦φα and local adapted
coordinates zI+|α = z
I
+ ◦ φα, zI−|α = zI− ◦ φα. For notational convenience we suppress the index α in the
following. The spinor fields λ(x) are sections of the spinor bundle Π(SSM ) → R0,4|8 over superspace
R
0,4|8 with even part E = R0,4, which was introduced in subsection 3.4. Using adapted coordinates zI±
on ME , the anticommuting spinor field λ evaluated at the point x ∈ E takes the form
λ(x) =
(
ξI+(x)
∂
∂zI+
+ ξI−(x)
∂
∂zI−
)
|ϕ(x)
∈ ΠSSM ⊗ Tϕ(x)ME . (5.79)
Here ϕ : E → ME is the map which has the scalar fields XI as its components. In terms of adapted
coordinates zI± we have the decomposition Tϕ(x)ME = T+ϕ(x)ME⊕T−ϕ(x)ME of the tangent space, which
can now be identified with RN ⊕RN , equipped with its standard basis, as in example 6 of section 2.
Therefore the para-complex structure I acts on λ(x) by
Iλ(x) =
(
ξI+(x)
∂
∂zI+
− ξI−(x)
∂
∂zI−
)
|ϕ(x)
, (5.80)
which, according to (5.74), is an infinitesimal R-symmetry transformation.
Alternatively we can use para-holomorphic coordinates. This requires to work with the para-
complexified tangent space, which has the decomposition (Tϕ(x)ME)C = T (1,0)ϕ(x)ME⊕T (0,1)ϕ(x)ME . We can
identify (Tϕ(x)ME)C with CN ⊕ CN , where both summands are related by para-complex conjugation.
Now λ(x) takes the form
λ(x) =
(
λI+(x)
∂
∂zI
+ λI−(x)
∂
∂zI
)
|ϕ(x)
, (5.81)
and the para-complex structure acts by
Iλ(x) =
(
eλI+(x)
∂
∂zI
− eλI−(x)
∂
∂zI
)
|ϕ(x)
, (5.82)
which, according to (5.74), again is an infinitesimal R-symmetry transformation.
As discussed in section 2, the para-complex structure generates the group G = {exp(αI)|α ∈ R} ≃
SO(1, 1)0. This group acts on the spinors by finite R-symmetry transformations (5.75). We also know
from section 2 that, for all points p ∈ ME , {exp(αIp)|α ∈ R} is a closed subgroup of the pseudo-
orthogonal group O(TpME , gp) defined by the para-Ka¨hler metric gp at p.32 Since G is not compact,
it follows that the metric of ME cannot be definite. Moreover, the eigenspaces of Ip are isotropic and
of the same dimension. This shows that the metric is of split type, i.e., O(TpME , gp) = O(N,N). The
integrability of the para-complex structure follows from the description in terms of para-holomorphic
coordinates, the para-Ka¨hler condition from the existence of the para-Ka¨hler potential.
In the Minkowskian theory the discussion is analogous, but this time both the Abelian factor of the
R-symmetry group and the group generated by the complex structure are compact and isomorphic to
31The assumption that zI , z¯I form a local system of coordinates can be avoided when working with the symplectic vector
(λI+, FIJλ
J
+)
T , which is a tangent vector of the immersed manifold.
32This is true although Ip itself is an anti-isometry, and therefore is not an element of the above group.
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U(1). Thus we see that the differences between the scalar geometries of the Minkowskian and Euclidean
theories are rooted in their different R-symmetries. In particular, the fact that the scalar metric of the
Euclidean theory is indefinite is a consequence of the non-compactness of its R-symmetry group and the
consistency of the R-symmetry with the scalar metric.
We also note that the linear action(5.78) of the R-symmetry group on the special coordinates of the
scalar manifold coincides with the square of the scalar multiplication (with exp(ˆiφ)) in CN and CN ,
respectively. Recall that the linear R-symmetry action on special coordinates is non-canonical from a
geometric point of view, because it is coordinate dependent. It is remarkable that it coincides (up to
the square) with the (para-)complex scalar multiplication, the latter also being defined by the choice
of (para-)holomorphic coordinates. The link between the R-symmetry operation on the coordinates XI
and the (para-)complex structure, as an endomorphism of the tangent bundle of the target, is again
provided by supersymmetry, through the variation (5.60), which ties δXI to λI+. It may be surprising
that although XI is a coordinate and not a tangent vector, it transforms linearly under R-symmetry.
The reason is that XI is a special coordinate, which sits in the same supermultiplet as the tangent vector
λI+.
Finally we remark that our results fix the ambiguities which occur when one tries to apply the i→ e
substitution rule of [5] naively. As we have seen this rule means that one has to replace the complex
structure of the scalar manifold by a para-complex structure. However, the Lagrangian also contains
factors of i which have a different origin, namely the complex structure of the spinor module. Such
factors of i remain unchanged. Also note that the fields λ(x)± of the Euclidean theory are complex as
spinors, but para-complex as tangent vectors. This explains the geometric meaning of expressions like
eγm, where the para-complex unit is multiplied with a complex matrix: eγm acts as multiplication by e
on (Tϕ(x)ME)C and as Clifford multiplication on SSM .
Acknowlegements
V.C. and T.M. thank C. Herrmann for his collaboration in an early stage of this project. We also thank
B. de Wit, J. La¨nge, T. Strobl, U. Theis, S. Vandoren, P. van Nieuwenhuizen, A. Van Proeyen, and
A. Wipf for useful discussions. This work is supported by the DFG within the ‘Schwerpunktprogramm
Stringtheorie.’ F.S. acknowledges financial support by the ‘Studienstiftung des deutschen Volkes.’
A Notations and Conventions
In this paper we follow the conventions of Refs. [40, 43]. Most of the relevant details are given in section
3, where we also explain the relation to [41], which treats supersymmetry from the mathematicians point
of view. Here we collect several further formulae, which are needed for the calculations in sections 4 and
5.
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Indices Description Range
µ, ν, . . . space-time indices in dimension (1,4) 0,1,2,3,5
m,n, . . .
{space indices in dimension (0,4)
space-time indices in dimension (1,3)
1,2,3,5
0,1,2,3
i, j, . . . USp(2) indices 1,2
I, J, . . . vector multiplet labels 1,. . . ,N
α, β, . . . spinor indices 1,2,3,4
Table 2: Summary of our index conventions.
Spinor bilinears and γ matrix identities
We summarize our conventions for indices in table 2. In the following λi, χi are anticommuting (Grassmann-
valued) symplectic Majorana spinors in dimension (1,4), see section 3.4. They satisfy (3.17)
(λi)∗ = −Bλjǫji . (A.1)
The matrix B is defined in section 3 and satisfies BB∗ = −1. Here, ǫij is an antisymmetric two-by-two
matrix, which we take to be (3.18)
(ǫij) =

 0 1
−1 0

 . (A.2)
The indices i, j, . . . = 1, 2 are raised and lowered according to the so-called NW-SE convention: λi :=
λjǫji and λ
i = ǫijλj , where ǫ
ij = ǫij and therefore ǫ
ikǫkj = −δij.
We now list useful spinor identities valid in dimension (1,4). Note that these can be re-interpreted
in dimensions (1,3) and (0,4), as discussed in section 3.
We define
γ(p) = γµ1···µp = γ[µ1γµ2 · · ·γµp] = 1
p!
(γµ1 . . . γµp ± cyclic) . (A.3)
Changing the order of spinors in a bilinear leads to the following signs:
λ¯iγ(p)χ
j = tp χ¯
jγ(p)λ
i ,


tp = −1 for p = 2, 3
tp = +1 for p = 0, 1
(A.4)
In particular this implies the useful identities
λ¯i(Iλ
J)
i = 0 , λ¯
i(Iγµλ
J)
i = 0 . (A.5)
In order to check that the (1, 4) dimensional Lagrangian is supersymmetric, we made use of the following
Fierz rearrangements:
λj η¯
i = −1
4
η¯iλj − 1
4
γµ
(
η¯iγµλj
)
+
1
8
γµν
(
η¯iγµνλj
)
,
λ¯[iηj] = −1
2
λ¯η ǫij .
(A.6)
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Using the Clifford algebra, the following identities can be obtained:
γ(q)γ(p)γ(q) = cp,qγ(p) ,
cp,q q = 1 q = 2
p = 0 5 -20
p = 1 -3 -4
p = 2 1 4
p = 3 1 4
(A.7)
The totally antisymmetric ǫ-symbols are defined as
ǫ01235 = −1 = −ǫ01235 , (1, 4)
ǫ0123 = 1 = −ǫ0123 , (1, 3)
ǫ1235 = 1 = +ǫ
1235 , (0, 4)
(A.8)
These satisfy the following contraction identity (t+ s = n):
ǫρ1...ρpµ1...µq ǫ
ρ1...ρpν1...νq = (−1)t p!q! δ[ν1[µ1 . . . δ
νq ]
µq ]
. (A.9)
In even dimensions, we can relate γ(p) to γ
(n−p) by the following identity
γµ1...µp =
in/2+t
(n− p)! ǫµ1...µn Γ∗ γ
µn...µp+1 . (A.10)
Here, Γ∗ is proportional to the product of all gamma matrices
Γ∗ = (−i)n/2+t γ0 . . . γn−1 , Γ∗Γ∗ = 1 . (A.11)
Note that Γ∗ defined here is −ΓE∗ as used in the main part of the paper.
Verification of supersymmetry in 4 dimensions
To verify supersymmetry for a general (para-)holomorphic prepotential in 4 dimensions, we need to
use the symmetry properties of spinor bilinears and a 4-dimensional Fierz identity. Both follow from
the corresponding 5-dimensional expressions by dimensional reduction (using the formulae derived in
sections 3.3 and 5.2). From the 5-dimensional Fierz identity we obtain 4-dimensional Fierz identity
λj±η
i
± = − 12 (ηi±λj±)Γ± + 18 (ηi±γmnλj±)γmn ,
λj∓η
i
± = − 12 (ηi±γmλj∓)γmΓ∓ , (A.12)
which takes the same form for both signatures (Γ± are the projectors adapted to the (para-)holomorphic
parametrization, see section 5.2). Moreover, the symmetry properties of spinor bilinears are the same as
in 5 dimensions. This shows that all formulae needed to verify supersymmetry in 4 dimensions can be
written in a form which is independent of the signature.
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Majorana and symplectic Majorana spinors in dimension (1,3)
While we use symplectic Majorana spinors in this paper, most of the literature on N = 2 supersymmetry
in dimension (1,3) uses Majorana spinors. Therefore we review how both formulations are related. In
5 dimensions σ = −1 and τ = 1 is the only consistent choice in (3.10). But in n = (1, 3) one can find
matrices C+ and C− which satisfy (3.10) with σ(C+) = −1, τ(C+) = −1 and σ(C−) = −1, τ(C−) = +1.
They are related by C+ = C−γ5. Only the representation C− can consistently be “lifted” to the 5-
dimensional Clifford algebra. Using BT± ≡ C±A−1 one finds B∗+B+ = 1, while B∗−B− = −1. Hence the
“+”-representation admits Majorana spinors, Ω∗ = B+Ω, while the “−”-representation allows symplectic
Majorana spinors, (λi)∗ = ǫijB−λ
j , only. A symplectic Majorana spinor (λ1, λ2)T can be written in
terms of Majorana spinors Ω(1),Ω(2) as
λ1 = Ω(1) − iΩ(2)
λ2 = −B∗−(Ω(1) + iΩ(2)) (A.13)
This formula has been obtained by using the relation (3.20) between symplectic Majorana and Dirac
spinors and then decomposing the Dirac spinor into two Majorana spinors. The transformation (A.13)
is not the most general one: it is possible to rescale the Ω(i) by an overall real factor and to apply a real
rotation to the vector (Ω(1),Ω(2))T . In fact, in order to relate our results to those of [26, 27, 48], one
needs to use both a rotation and a rescaling.
From (A.13) one easily derives the relation between the chirally projected spinors λi± and Ω
(i)
± . Note
that in the conventions of [26, 27, 48] the chirality is encoded in the position of the SU(2) index. They
denote the right- and left-handed projections of Ω(i) by Ωi and Ω
i, respectively.
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