Abstract. We consider the 2D inverse conductivity problem for conductivities of the form
Introduction
Let ⊂ R 2 be a bounded, simply connected C ∞ domain and
Here D ⊂ and h ∈ L ∞ (D) is such that γ is bounded away from zero and has a jump along ∂D in a sense defined in section 2. We do not make assumptions on the openness or connectedness of D.
We define the Dirichlet-Neumann map corresponding to γ by
where v is any H 1 ( ) function with trace g on the boundary and u is the unique H 1 ( ) solution of the Dirichlet problem
The inverse conductivity problem of Calderón [3] is to decide whether γ is uniquely determined by γ and, if so, reconstruct γ from knowledge of γ . This has applications in geophysics, nondestructive testing and medical imaging. The map γ represents static electrical measurements on the boundary of an unknown physical body. The study of Calderón's problem may be divided into three categories. The first one is the uniqueness and stability problem. For uniqueness results, see [4, 14, 15, 18, 23] and references therein. For the stability problem there are only two results [1, 16] . The second step is to find a formula which directly connects γ or its discontinuity with γ . For this problem see [9-11, 17, 18, 22] . Note that in [12] a formula which directly connects a convex polygonal domain, where γ vanishes, with γ f for a single f is given. The third step is to give a practical reconstruction algorithm. Many such algorithms have been suggested, most relying on linearization or iterative minimization of a cost functional; for references see [6] , but see also [5] . Reconstruction algorithms based on the nonlinear structure of the problem are described in [19, 20] . At present there is no completely satisfactory algorithm and thus it is of interest to find methods giving even partial answers to Calderóns question.
In this paper we implement the following numerical algorithm based on [8] . We define the support function of D ⊂ R 2 with respect to any direction ω ∈ S 1 by
(Note that h D is unrelated to the function h in (1).) Let ω ⊥ be ω rotated counterclockwise by angle π/2; then ω · ω ⊥ = 0. For each τ > 0 set
The indicator function I ω (τ ) is defined by
We will prove in section 2 that as a function of τ , log |I ω (τ )| is asymptotically linear when τ → ∞ and the slope can be used to approximate h D (ω). In section 3 we derive practical formulae for the indicator function corresponding to certain conductivities. In section 4 we check numerically that reasonably accurate knowledge of I ω (τ ) can be used to determine the convex hull of inclusions. Strictly speaking, we do not solve numerically any inverse problem of the type: given γ , find properties of γ . To specify the relevance of our results we separate out the following two questions:
(a) Given numerical values of a function relating γ with properties of γ (such as I ω (τ )), how do we extract computationally knowledge about γ ? (b) How do we compute I ω (τ ) from practical measurements done with a finite number of electrodes and finite precision?
The motivation behind this separation is the fact that we are never, in practice, given the Dirichlet-Neumann (or Neumann-Dirichlet) map, although mathematically it is convenient to work with it. In this paper we compute I ω (τ ) explicitly for a class of discontinuous conductivities and recover numerically the convex hull of the inclusion set D. These results answer question (a) and provide test material for studying (b). We do not discuss question (b) here; see [13, 21] for definitions of realistic electrode models and results on their relation to continuous boundary data.
Remark. While preparing the manuscript of this paper we received a preprint [2] written by Brühl and Hanke. They also undertook a numerical implementation of the method proposed in [8] . In contrast to us, they used synthetic data from a finite element simulation of the forward problem.
Description of the method
In this section, we summarize the method presented in [8] . For ω ∈ S 1 and δ > 0, we define
(see figure 1 ). We introduce two concepts related to γ and D.
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Definition 2.2. The subset D ⊂ is regular if for each
where µ 1 denotes the one-dimensional Lebesgue measure.
For example, if D is open and ∂D is Lipschitz, then D is regular. This is described in [8] . In addition, if h ∈ C 0 (D) and satisfies h(a) > 0 for all a ∈ ∂D or h(a) < 0 for all a ∈ ∂D, γ satisfies the jump condition.
For each (τ, t) ∈ R + × R and ω ∈ S 1 set
The indicator function I ω (τ, t) is defined by 
Since
we obtain
and this thus yields the desired conclusion.
The next formula is not explicitly written in [8] , however, the proof is an easy consequence of (10).
Theorem 2.1. Under the same assumption on γ and D, for each t we have the formula
Formula (11) shows that to determine h D (ω), only one value of t is needed. We will set t = 0 and the origin of the formulae (5) and (6) becomes clear:
Our algorithm is based on the formula
where the quotient on the right-hand side is approximately constant for large τ . We note that the method can be used also in the case of nonconstant background conductivity, that is, γ = γ 0 + hχ D . Then one has to replace the functions f ω (x; τ, t) by the exponentially growing solutions corresponding to γ 0 as introduced in [18, 23] . See [10] for the treatment of a similar problem. Computation of these functions in the case γ 0 ∈ C 2 ( ) and γ 0 ≡ 1 near ∂ is described in [19] .
Computational formulae for I ω (τ )
In testing algorithms for electrical impedance tomography, a central problem is the accurate computation of Dirichlet-Neumann maps for given conductivities. It is well known that for piecewise constant radial conductivities this is possible to do in closed form. In this case the indicator function can be written as a sum with precisely known terms. Using suitable pullbacks we will also derive such a formula for a class of nonradial conductivities.
Throughout the rest of this paper, let be the unit disc. We identify a point x = (x 1 , x 2 ) with the complex number x 1 +ix 2 . As pointed out in [22] , the functions x n , n = 0, ±1, ±2, . . . are eigenfunctions for γ if γ is radial. The following proposition gives a practical formula for the indicator function for a class of radial conductivities. 
Then γ x n = λ n x n with
and the indicator function corresponding to γ can be computed as
Proof. Formula (14) can be found, e.g., in [1, 2, 7, 19] . Formula (15) appears in [2] but for convenience we present a short proof. Fix ω = ω 1 + iω 2 ∈ S 1 ; then ω ⊥ = −ω 2 + iω 1 . Let τ > 0. Using the complex notation x · τ ω + ix · τ ω ⊥ = xτ ω we know f ω (x; τ ) = ∞ n=0 τ n ω n x n /n!. Thus (15) follows from
We note that the usefulness of formula (15) comes from the explicit expression for the difference λ n − |n| given by (14) . Note also that (15) can be generalized for piecewise constant radial conductivities and further, approximately, for radial continuous conductivities [19] .
We also need examples without rotational symmetry. To describe a suitable class of examples we consider pullbacks of radial conductivities by a holomorphic function that is one-to-one. Note that gives a conformal mapping between and ( ).
Theorem 3.1. Let γ be given by (13) and let be a holomorphic injection defined on a neighbourhood of ; then˜ := ( ) is a domain and has the expansion
The indicator function corresponding to the conductivityγ := γ • −1 on˜ can be computed from
where the functions a n (x) are given for complex x = x 1 + ix 2 recursively by
Proof. Let ϕ ∈ H 1 ( ) and setφ(y) = ϕ( −1 (y)). A change of variables yields
Since is holomorphic, it follows from the Cauchy-Riemann condition that
Now det (x) > 0 gives ˜ γ ∇ũ · ∇φ dy = γ ∇u · ∇ϕ dx. This thus yields that u is a weak solution to the equation ∇ · γ ∇u = 0 in , if and only ifũ(y) = u( −1 (y)) is a weak solution to the equation ∇ ·γ ∇ũ = 0 in˜ . Moreover we have
The same obviously holds for 1 , and by linearity a n x n , x∈ .
Differentiating both sides with respect to x one knows that a n = a n (τ ω) given by (18) . Now (17) is clear. 
Numerical examples
In this section, we define explicitly conductivities for which we can compute indicator functions numerically using the formulae derived in section 3. Having Computation times for all the examples below are less than 30 s with a PC equipped with Pentium II 250 MHz processor and Matlab.
Radial examples
We consider in this section conductivities satisfying γ (x) = γ (|x|). Note that due to symmetry it is enough to compute I ω (τ ) for only one ω ∈ S 1 . The sum in (15) must be truncated. Thus, we can expect that our calculation becomes useless for τ values larger than some τ 1 . We estimate τ 1 by repeating the computation with different amounts of eigenvalues and checking if the computed functions change. Also, the powers of τ in the inequality (10) suggest that the behaviour of log |I ω (τ )| is only asymptotically linear for large τ . Hence, we should work in an interval τ ∈ [τ 0 , τ 1 ] with some τ 0 > 0.
We now define γ 1 by (13) with c = 10 and ρ = . We fix ω = (0, 1) ∈ S 1 and take the number of eigenvalues in (15) to be 32. Let us examine formula (12) numerically: for each t in the collection t ∈ {−1, −0.8, . . . , 1} we make a least-square fit of a first-order τ -polynomial to find the slopes of the functions log |I ω (·, t)|. Here τ ∈ [20, 40] ; see figure 2 for plots of the functions log |I ω (τ, t)| and their slopes. Note the linearity of the lower function predicted by formula (12) . Thus, any choice of t leads to the reconstruction ρ = 0.769; from now on we will set t = 0 and use formula (12) . We note that the above results are identical (within six digits accuracy) with the choices c = 1.2 and c = 100.
As our second example, we repeat the above method with γ 2 given by (13) , where c = . The reconstruction gives ρ = 0.276, and computing with c = 0.9 does not change the result.
Nonradial examples with disc inclusions
We choose a special holomorphic map . We identify C = R 2 and define in a neighbourhood of the closed unit disc by
see figure 3 . Then ∈ {(x − a)(ax − 1) −1 e iα |a ∈ C, |a| < 1, α ∈ R}, the well-known class of conformal bijections → mapping ∂ onto itself. Therefore˜ = ( ) = . Moreover, is a Möbius transformation and maps circles in the interior of to other such circles. We write
and we are ready to compute indicator functions with formulae (17) and (18) . Consider the conductivityγ 1 = γ 1 • −1 . It is easily computed thatγ 1 (x) = 10 for x ∈ D andγ 1 = 1 otherwise, where D is the disc of radius R = 
A nonradial and nonconvex example
Here we choose as the holomorphic injection and c = 10. Using 128 terms in the sum (17) produces the reconstruction shown in figure 7 .
