Detecting cancerous lesions is a major clinical application in emission tomography. In previous work, we have studied penalized maximum-likelihood (PML) image reconstruction for the detection task, where we used a multiview channelized Hotelling observer (mvCHO) to assess the lesion detectability in 3D images. It mimics the condition where a human observer examines three orthogonal views of a 3D image for lesion detection. We proposed a method to design a shift-variant quadratic penalty function to improve the detectability of lesions at unknown locations, and validated it using computer simulations. In this study we evaluated the benefit of the proposed penalty function for lesion detection using real data. A high-count real patient data with no identifiable tumor inside the field of view was used as the background data. A Na-22 point source was scanned in air at variable locations and the point source data were superimposed onto the patient data as artificial lesions after being attenuated by the patient body. Independent Poisson noise was added to the high-count sinograms to generate 200 pairs of lesion-present and lesion-absent data sets, each mimicking a 5-minute scans. Lesion detectability was assessed using a multiview CHO and a human observer two alternative forced choice (2AFC) experiment. The results showed that the optimized penalty can improve lesion detection over the conventional quadratic penalty function.
INTRODUCTION
Statistical reconstruction methods based on the penalized maximum-likelihood (PML) principle have been developed to improve image quality.
1-4 A number of metrics have been used to evaluate the quality of the reconstructed PET images, such as spatial resolution, noise variance, contrast-to-noise ratio, etc. Work has been done to design quadratic penalty functions to achieve uniform resolution [5] [6] [7] [8] and to maximize the contrast-to-noise ratio. However, these technical metrics do not necessarily reflect the performance of a clinical task.
Here we focus on the task of lesion detection and use a task-specific metric to evaluate the image quality. A standard methodology to evaluate lesion detectability is the receiver operating characteristic (ROC) curve that compares the true-positive rate versus false-positive rate for human observers. The area under the ROC curve (AUC) is often used as a measure of the detection performance. Since human observer studies can be time-consuming, numerical observers based on the signal-detection theory have been developed to evaluate the lesion detectability. 10 One popular numerical observer for lesion detection in a two dimensional (2D) image is the channelized Hotelling observer (CHO) 11, 12 which has been shown to have good correlation with human performance. The performance of a CHO can be measured by the signal-to-noise ratio (SNR) of the test statistic of the observer.
To evaluate the lesion detectability in 3D images, several numerical observer models have been proposed in recent publications. [13] [14] [15] [16] [17] Here we used a multiview channelized Hotelling observer (mvCHO) to measure detection performance in 3D images. The mvCHO applies the conventional 2D channels to each of the three orthogonal views (transverse, coronal and sagittal), and then uses a Hotelling observer to combine the channel outputs into a test statistic. The mvCHO mimics the condition where a human observer examines three orthogonal views to detect a lesion.
In the previous work, 18 we proposed a method to design a shift-variant quadratic penalty function to improve lesion detectability using mvCHO, and validated it using computer simulations. In this study we evaluate the benefit of the proposed penalty function for lesion detection using real data. We obtained a high-count patient data using a GE DST whole-body PET scanner at UC Davis Medical Center. The patient image has no detectable lesion as verified by a radiologist. To create artificial lesions, a Na-22 point source was scanned in air at different locations and the data were superimposed onto the patient sinogram after compensating for the photon attenuation of the patient body. Random and scattered sinograms were estimated using the manufacturer provided software and included in the reconstruction. We compared the lesion detection performance between PML reconstruction with the proposed penalty function and PML reconstruction with the conventional first-order quadratic penalty function. This paper is organized as follows. In section 2 we first present the theory of PML image reconstruction and lesion detection. Then we describe how to design a quadratic penalty function for lesion detection. In section 3 we describe the method for the evaluation study. The model observer results and human observer study results are given in section 4. Finally we draw conclusions in section 5.
THEORY

Penalized maximum-likelihood image reconstruction
In emission tomography, the measured sinogram data, y ∈ R M ×1 , can be modeled as a collection of independent Poisson random variables with the expectation,ȳ ∈ R M ×1 , related to the unknown tracer distribution, x ∈ R N ×1 , through an affine transformationȳ
where E[·|·] denotes conditional expectation, P ∈ R M ×N is the detection probability matrix with the (i, j)th element equal to the probability of detecting an event from the jth voxel at the ith projection element, and r ∈ R M ×1 is the expectation of the background events (scattered and random events) in the data. The log likelihood function is given by
Penalized likelihood methods regularize the image reconstruction through the use of a roughness penalty function. Here we focus on quadratic penalty functions because quantitative studies have not found that edgepreserving penalty functions provide improvement to lesion detection task. 19, 20 The quadratic penalty function is expressed as
where R is a positive semi-definite matrix and ' ' denotes vector (or matrix) transpose. Combining the likelihood function and the penalty function, the PML solution is found bŷ
where β is a parameter that controls the degree of regularization.
Lesion detectability
To evaluate lesion detectability in 3D images, we use a multiview channelized Hotelling Observer (mvCHO) to measure the detection performance. The multiview CHO applies 2D frequency selective channels to each of the three orthogonal (transverse, coronal and sagittal) views of a 3D image and combines the channel output into a test statistic using a Hoteling observer. The test statistic of the mvCHO can be computed as
where z is the expected profile of the reconstructed lesion, i.e., z = E[x|H 1 ] − E[x|H 0 ] (H 0 is the null hypothesis representing lesion absent and H 1 is the alternative hypothesis representing lesion present), U denotes a set of 2D frequency-selective channels in three orthogonal views that mimic the human visual system, n is the internal channel noise that models the uncertainty in human detection process with mean zero and covariance K N . 11 K is the covariance of the channel outputs and can be computed as
where Σx |H1 and Σx |H0 are the covariance matrices ofx under hypotheses of H 1 and H 0 , respectively.
The detection performance can be measured by the SNR of η(x), which is defined as
Using theoretical approximations, 21 the SNR of the multiview CHO can be calculated as
whereŨ are the Fourier coefficients of the channels,
is the Fourier transform of the expected lesion profile,
are the Fourier coefficients of the column vector of the Fisher information matrix and penalty matrix R corresponding to the voxel at the center of the lesion.
Regularization design
For a given data set, equation (8) can be used to evaluate lesion detectability under different regularization parameters {βµ i } N i=1 (and hence R) and to guide penalty design. Without loss of generality, we can set β at a fixed value and maximize SNR by varying
. To reduce the number of unknowns, we decompose the quadratic penalty function into pairwise penalties in the following form (10) where N j denotes the neighborhood of the jth pixel and γ jl is the weighting factor for the pairwise penalty. For the conventional first-order quadratic penalty, the neighborhood N j contains the 4 nearest neighboring pixels in 2D (or 6 nearest neighboring voxels in 3D) and all the weighting factor γ jl are equal to one. We can express µ i as a function of γ jl :
where µ l i is the frequency response of the lth pairwise penalty. Note that µ i in equation (8) (8) becomes a function of γ jl . Therefore, we can estimate the weighting factors γ jl to maximize the lesion detectability at voxel j and repeat this procedure for all voxels. The final penalty function is computed as
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One constraint on the weighting factors is that the resulting R should be positive semi-definite, which can be satisfied by constraining all γ jl to be non-negative. Although γ jl ≥ 0 is a sufficient, but not necessary, condition, we found little improvement in mvCHO SNR by allowing γ jl to take negative values in our experiments. The penalty design thus reduces to compute the optimal weighting factors at each pixel j by
Performing the optimization in (13) for every voxel can be time-consuming. To reduce the computational cost, we only compute the optimum weighting factors on a coarse grid and then assign the values of γ jl to other pixels using the nearest neighbor interpolation. 18, 22 We found that γ jl varies slowly as we move from one voxel to its neighbors, so the interpolation works well.
METHOD
To generate lesion present and lesion absent images with known ground truth, we obtained a high-count, lesionfree patient data as the normal background. The high-count data were obtained from a 60-minute dynamic PET scan of a 64-year old female patient with a 5 mCi FDG injection on a GE DST whole-body scanner. The scan was performed in fully 3D mode and covered the heart, breasts, and part of the lungs and liver. We summed the last 45 minutes PET data to create the high-count sinogram with 800 million events. The reconstructed patient image was verified by a radiologist to be free of lesion. To create lesion-present sinogram data, we scanned a Na-22 point source at 27 positions on a 3×3×3 grid (Figure 1 ). The sinogram of the point source scan was first attenuated by the patient body based on the patient's CT scan, and then added to the patient sinogram as artificial lesions. After excluding 7 point source locations that were either outside the patient body or at implausible positions, we had 20 artificial lesions in total. Figure 2 shows one sample reconstruction with an artificial lesion inside the liver. To simulate a typical 5-minute scan, independent Poisson noise was introduced to the high-count sinograms to generate a noisy data set with 90 million expected total number of events. Two hundred pairs of noisy data sets with and without lesion were generated for the observer studies.
The noisy data were reconstructed independently by the PML reconstruction with the first-order quadratic penalty function and with the proposed penalty function. Both reconstruction algorithms used the same distancedriven projector. 23 Attenuation was corrected using the patient's CT image. Random and scattered sinograms were estimated using the manufacturer provided software and included in the reconstruction. All images were reconstructed using a 192 × 192 × 47 image array with 3.65 × 3.65 × 3.27 mm 3 voxels.
To measure the lesion detection performance, we used the multiview CHO with three difference-of-Gaussian (DOG) channels. 24 We used the theoretical expression of the mvCHO SNR in (8) to find the optimal β value (a) transverse slice (b) sagittal slice (c) coronal slice Figure 2 . Three orthogonal slices of the sample reconstruction with a superimposed lesion in the liver as shown in the center of the yellow circle. Table 1 . Four categories of the 2AFC experiment outcomes.
1st order penalty Proposed penalty Number of cases correct correct
for the first-order quadratic penalty function and to design the optimal R to achieve the maximum SNR for all possible lesion locations. We computed the SNR of PML reconstructions using the 200 pair reconstructed images and compared the results with the theoretical predictions.
A human observer (LY) performed a two-alternative force-choice (2AFC) experiment to verify the numerical observer results. At each time a pair of reconstructed images, with and without a tumor, was presented to the human observer and the observer was asked to select the one with a tumor. For each lesion location, the observer read 200 image pairs reconstructed using different algorithms. The 200 image pairs were divided into two groups each with 100 samples. We use the first 10 image pairs in each group for training, and the remaining 90 image pairs for testing. The resulting percent correct (PC) in the 2AFC test was converted to the SNR by
We performed a McNemar's test on the human observer 2AFC results to test the statistical significance of the difference between the proposed penalty function and the first order quadratic penalty function. Each 2AFC experiment was considered as a Bernoulli experiment with two possible outcomes (0 for incorrect choice and 1 for correct choice). The outcomes of a pair of 2AFC experiments were sorted into four categories as shown in Table 1 . From the observed value of N 1 to N 4 , we computed the p-value under McNemar's test.
RESULTS
We picked three representative lesion locations [ Fig. 3 (a-c) ] and plotted the SNR values for different reconstruction algorithms as a function of β. We compared the Monte Carlo SNR of the multiview CHO with the theoretical predications for the first order quadratic penalty and proposed penalty functions in Fig. 3 (d, e, f) . In general, the Monte Carlo results match the theoretical predictions very well. Both Monte Carlo and theoretical results show that the proposed penalty function improves lesion detectability compared to the first order penalty. Furthermore, we observed that the optimal β value of the first order quadratic penalty function to achieve the maximum SNR varies for different lesion locations, which means multiple reconstructions with different β values would be necessary when using the first order quadratic penalty function to achieve the optimal lesion detection. With the proposed optimized penalty function, we can obtain the highest detection performance at all locations using one set of regularization parameters. The SNR of the human observer as a function of β at three sample locations are shown in Fig. 3 (g, h, i) . The human performances follow the same trends as those of the theoretical prediction.
In Figure 4 , we compared the human performance of the proposed penalty with that of the first order quadratic penalty function under the optimal β value for all 20 locations. The results show that the proposed penalty function can improve the lesion detection compared with the first order quadratic penalty function for all cases. For the McNemar's test, the resulting values are N 1 =2991, N 2 =256, N 3 =139, N 4 =214 and the p-value is less than 0.001. 
CONCLUSION
We proposed a method to optimize the penalty function in PML image reconstruction for 3D lesion detection, and evaluate the detection performance using real data. Numerical observer results show that the proposed penalty outperforms the first order quadratic penalty function. Human observer study also demonstrates that the proposed penalty function can statistically significant improve the lesion detectability over the conventional quadratic penalty function.
