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In this text we generalize the classical Jacobi Eisenstein series as they
were discussed by Eichler and Zagier to arbitrary lattices. We use two
different methods to derive the general Fourier expansion. The last two
sections give formulas in the case where the lattice is an even unimodular
lattice or L is of the type NA1.
1 Jacobi-Eisenstein series and Jacobi group
Let L be an even integral lattice of rank N where we indentify L with ZN together with
the bilinear form (·, ·)L which has gram matrix S with respect to the standard basis
of ZN which we denote by e1, . . . , eN . So S is an even and positive definite matrix.
We will also write (·, ·)S for the bilinear form and will drop the subscript S, when it
is obvious which lattice is involved.
We define
L∨ = {λ ∈ L⊗Q | (λ, l) ∈ Z for all l ∈ L} .
The set L∨ is a lattice again and is called the dual lattice of L. Since L is integral we
have L ⊆ L∨.The discriminant group of the lattice is given by L∨/L and is a finite
abelian group of order det(S). Associated to the lattice is the quadratic form
L∨/L× L∨/L→ Q/2Z , (λ+ L, λ+ L) := (λ, λ) + 2Z
which is called the discriminant form of the lattice L. The corresponding bilinear form
is given by
L∨/L× L∨/L→ Q/Z , (λ+ L, µ+ L) := (λ, µ) + Z .
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The real Heisenberg group H(L⊗R) is the group which is generated by the elements
[x, y : r] :=


1 0 ytS 12 (x, y)− r 12 (y, y)
0 1 xtS 12 (x, x)
1
2 (x, y) + r
0 0 IN x y
0 0 0 1 0
0 0 0 0 1


where x, y ∈ RN and r ∈ R. The group law of H(L⊗ R) is
[x, y : r] · [x′, y′ : r′] = [x+ x′, y + y′, r + r′ + 1
2
((x, y′)− (x′, y))] .
We observe that the projection
H(L⊗ R)→ (L⊗ R)× (L⊗ R) , [x, y, r] 7→ (x, y)
has kernel {[0, 0 : r]; r ∈ R} which equals the centre ofH(L⊗R). Therefore the Heisen-
berg group is the central extension of R with (L⊗ R)× (L⊗ R)
0→ R→ H(L⊗ R)→ (L⊗ R)× (L⊗ R)→ 0 .
We have an action of SL(2,R) on the Heisenberg group which is given by
SL(2,R)  H(L⊗ R) , A.[x, y : r] := {A}[x, y : r]{A−1} = [dx− cy,−bx+ ay : r] .
As usual we denote the 1-sphere by
S1 = {ζ ∈ C; |ζ| = 1} .
Following Eichler Zagier we consider the group
CZ = {[0, 0 : r]; r ∈ Z}
which is a subgroup of the centre of H(L⊗R). This gives us the following description
of the factor group
Lemma 1.1 There is a central extension of H(L⊗ R)/CZ given by
1→ S1 → H(L⊗ R)/CZ → (L⊗ R)× (L⊗ R)→ 0 .
Proof
We define an embedding ι : S1 → H(L ⊗ R)/CZ , e2piiκ 7→ [0, 0 : κ]. This is obviously
well-defined and injective and since ι(S1) is contained in the centre of the Heisenberg
group we also have ι(S1) ⊆ C (H(L⊗ R)/CZ). If we define the projection as above we
obtain that the sequence is exact. 
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The factor group inherits the SL(2,R)-action from H(L⊗ R) so that we can define
GJ := SL(2,R)⋉H(L⊗ R)/CZ .
According to Lemma 1.1 we write {A, [x, y], ζ} for the elements of GJ where A ∈
SL(2,R) , x, y ∈ L⊗ R and ζ ∈ S1 and the group law reads
{A, [x, y], ζ} · {A′, [x′, y′], ζ′}
=
{
AA′, [d′x− c′y,−b′x+ a′y] + [x′, y′], ζζ′ · epii((d′x−c′y,y′)−(x′,−b′x+a′y))
}
We now consider the discrete subgroup
ΓJ := SL(2,Z)⋉ (L× L) = 〈{A, [x, y], 1} |A ∈ SL(2,Z), x, y ∈ L〉 ≤ GJ .
This group corresponds to the classical Jacobi group from Eichler and Zagier. Let H
be the usual upper half plane in C and φ : H× (L ⊗ C)→ C be a function. Then we
define (
φ |k,m
(
a b
c d
))
(τ, z) := (cτ + d)−ke−piim
c(z,z)
cτ+d φ
(
aτ + b
cτ + d
,
z
cτ + d
)
(1)
for all
(
a b
c d
)
∈ SL(2,Z) and
(φ |m [x, y]) (τ, z) := epiim((x,x)τ+2(x,z))φ (τ, z+ xτ + y) (2)
for all x, y ∈ L. One easily shows that (1) and (2) jointly define an action of ΓJ on
CH×(L⊗C)
We want to remind to the definition of a Jacobi form.
Definition 1.2 A holomorphic Jacobi form of index m and weight k (k,m ∈ N) is a
holomorphic function on H× (L ⊗ C) satisfying
φ |k,m g = φ for all g ∈ ΓJ
and having a Fourier expansion
φ(τ, z) =
∑
n∈Z,l∈L∨
2nm−(l,l)≥0
f(n, l)e2piinτ+2pii(l,z) .
We want to define Jacobi-Eisenstein series. Therefore we introduce the subgroup
ΓJ∞ =
{
g ∈ ΓJ ; 1 |k,m g = 1
}
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We now assume that k is even. Since every element in ΓJ can be written in the form
{I, [x, y]} × {A, [0, 0]} where x, y ∈ L and A ∈ SL(2,Z) we obtain(
1 |k,m {I, [x, y]}
)∣∣∣
k,m
{A, [0, 0]} (τ, z)
= epiim((x,x)τ+2(x,z))
∣∣∣
k,m
A
= (cτ + d)−k · e−piim c(z,z)cτ+d · epiim((x,x)aτ+bcτ+d+2(x, zcτ+d ))
We put (τ, z) = (2i, 0) and hence obtain with ϕ = arg(2ci + d)(
1 |k,m {I, [x, y]}
)∣∣∣
k,m
{A, [0, 0]} (2i, 0)
= (2ci + d)−k · e−piim c(0,0)2ci+d · epiim((x,x)2ai+b2ci+d+2(x, 02ci+d ))
= (4c2 + d2)−k/2 · e−ikϕ · eipim
(2i+4ac+bd)(x,x)
4c2+d2
= (4c2 + d2)−k/2e
−pim(x,x)
4c2+d2 · e−ikϕ · eipim
(4ac+bd)(x,x)
4c2+d2
So one has
{I, [x, y]} {A, [0, 0]} ∈ ΓJ∞ ⇐⇒ 1 = (4c2 + d2)−k/2e−
pim(x,x)
4c2+d2 · e−ikϕ · eipim
(4ac+bd)(x,x)
4c2+d2
This immediately implies x = 0 and c = 0. This gives us the alternative description
ΓJ∞ =
{{
±
(
1 n
0 1
)
, [0, y]
}
; y ∈ L, n ∈ Z
}
.
One has the following decomposition into cosets
ΓJ =
⋃
c,d∈Z , c≥0
(c,d) 6=(0,−1)
gcd(c,d)=1
⋃
x∈L
ΓJ∞
{(
a b
c d
)
, [x, 0]
}
=
⋃
c,d∈Z , c≥0
(c,d) 6=(0,−1)
gcd(c,d)=1
⋃
x∈L
ΓJ∞
{(
1 0
0 1
)
, [x, 0]
}
·
{(
a b
c d
)
, [0, 0]
} (3)
where a, b are chosen such that
(
a b
c d
)
∈ SL(2,Z) .
Definition 1.3 Let k,m ∈ N, k even. The Jacobi-Eisenstein series of weight k and
index m is given by
Ek,m :=
∑
g∈ΓJ
∞
\ΓJ
1|k,m g
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We want to describe the region of convergence for the Jacobi-Eisenstein series. The
next result can be found in section 2 of [Z].
Proposition 1.4 For k > 2 + N even the Jacobi-Eisenstein series Ek,m converges
normally on H× (L ⊗ C). The convergence is uniform on vertical strips of the form
V (δ) :=
{
(τ, z) ∈ H × (L⊗ C) ; τ = x+ iy , y ≥ δ , x2 ≤ δ−1 , z∗z ≤ δ−1} .
As in [Z] we introduce theta series.
Definition 1.5 Let S ∈ ZN×N be symmetric and positive definite. Let a, b ∈ QN ,
τ ∈ H and z ∈ L⊗ C. The theta series of charaacteristic S, a, b is given by
ΘS,a,b(τ, z) :=
∑
λ∈ZN
exp(πi {(λ+ a, λ+ a)S τ + 2(λ+ a, z+ b)S})
Remark 1.6 If we use the notation of [K1] we get
ΘS,a,b(τ, z) = Θa,S(z+b)(τ, S,Z
N ) .
Thus ΘS,a,b(τ, z) converges absolutely and locally uniformly in dependence on S, a, b, τ
and z. Moreover ΘS,a,b(τ, z) considered as a function of τ and z turns out to be
holomorphic on H× (L⊗ C).
2 Two formulae for the Fourier expansion of Ek,m
In this section we derive the Fourier expansion of Ek,m for arbitrary lattices. Moreover
we give two different formulae for the Fourier coefficients which are contained in Theo-
rem 2.1 for arbitrary lattices and in Theorem 2.4 for the special case if m equals 1 and
rank(L) is even. In both formulae certain Dirichlet series appear where the coefficients
are given by certain representation numbers. The basic problem is to evaluate these
Dirichlet series which is done for special types of lattices in the following chapters.
The derivation of the first formula follows the methods presented in [EZ] and can be
considered as an analytic formula. The second formula is a generalization of the tech-
nique used in [EK] where we make use of the theta transformation law. This one is
more natural since it contains only intrinsic data of the lattice L.
We start with the coset system from (3) to derive an explicit description of Ek,m:
Ek,m(τ, z) =
1
2
∑
c,d∈Z
(c,d)=1
∑
x∈L
(
1|k,m
{(
1 0
0 1
)
, [x, 0]
})∣∣∣∣
k,m
{(
a b
c d
)
, [0, 0]
}
(τ, z)
=
1
2
∑
c,d∈Z
(c,d)=1
∑
x∈L
(cτ + d)−k exp
(
πim
(x, x)(aτ + b) + 2(x, z) − c(z, z)
cτ + d
)
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Next we split Ek,m into the parts
Ek,m = E
0
k,m + E
∗
k,m
where the first summands denotes the contribution from the summands with c = 0
and the second one stands for the summands where c 6= 0. If c = 0 we have d = ±1.
Since we have −L = L it follows
E0k,m(τ, z) =
1
2
∑
x∈L
exp (πim ((x, x)τ + 2(x, z))) +
1
2
∑
x∈L
exp (πim ((x, x)τ − 2(x, z)))
=
∑
x∈L
exp (πim ((x, x)τ + 2(x, z)))
= ΘmS,0,0(τ, z) .
If c 6= 0 we have
(x, x)(aτ + b) + 2(x, z)− c(z, z)
cτ + d
= −c
[
(z, z) − 2(xc , z) + (xc , xc )
]
cτ + d
+
(x,x)
c + (aτ + b)(x, x)
cτ + d
= −c(z−
x
c , z− xc )
cτ + d
+
(x, x)a(cτ + d)
c(cτ + d)
= −c(z−
x
c , z− xc )
cτ + d
+
a(x, x)
c
Since k is even this implies
E∗k,m(τ, z)
=
∞∑
c=1
c−k
∑
d∈Z
(c,d)=1
∑
x∈L
(
τ +
d
c
)−k
exp
(
πim
(
−c(z−
x
c , z− xc )
cτ + d
+
a(x, x)
c
))
(4)
One immedeately sees that the substitutions d 7→ d+ c and x 7→ x+ c · ej correspond
to τ 7→ τ + 1 and z+ ej for all 1 ≤ j ≤ N . Therefore we can write
E∗k,m =
∞∑
c=1
c−k
∑
d mod c
(c,d)=1
∑
x∈L
x mod c
∑
l∈Z
h∈L
(
τ +
d
c
+ l
)−k
exp
(
πim
a(x, x)
c
)
× exp
(
πim
(
− (z−
x
c + h, z− xc + h)
τ + dc + l
))
=
∞∑
c=1
c−k
∑
d mod c
(c,d)=1
∑
x∈L
x mod c
Fk,m
(
τ +
d
c
, z− x
c
)
ec
(
md−1
1
2
(x, x)
)
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where ec(a
−1b) = e2piin/c with an ≡ b (mod c),
Fk,m(τ, z) :=
∑
l∈Z
h∈L
(τ + l)−k exp
(
−πim (z+ h, z+ h)
τ + l
)
and x ≡ y mod c means x− y ∈ (cZ)N . Fk,m is periodic in τ and z. Using the Poisson
summation formula we obtain
Fk,m(τ, z) =
∑
l∈Z
h∈L
γ(l, h)e2piilτepii(h,z) (5)
where
γ(l, h) =
∫
Im(τ)=y
τ−ke−2piilτ
∫
Im(z)=ν
e−pii(
m(z,z)
τ +(h,z))dzdτ
with y > 0 and ν ∈ RN arbitrary.
This yields
E∗k,m =
∑
l∈Z
h∈L
ek,m(l, h)e
2piilτepii(h,z)
where
ek,m(l, h) = γ(l, h)
∞∑
c=1
c−k
∑
d mod c
(c,d)=1
∑
x∈L
x mod c
ec
(
d−1
m
2
(x, x) − 1
2
(h, x) + ld
)
By replacing x by d ·x a permutation of the summands in the inner sum is performed.
Then the inner summand reads ec(dQ(x)) where
Q(x) = Ql,h(x) :=
m(x, x) − (h, x) + 2l
2
.
We use the identity ∑
d mod c
(c,d)=1
ec(dN) =
∑
a|c
a|N
µ
( c
a
)
a
where µ denotes Mo¨bius function. We introduce the quantity
Na(Q) = ♯{x mod a |Q(x) ≡ 0 mod a} .
Then we obtain the following expression for the inner sum
∑
d mod c
(c,d)=1
x mod c
ec (dQ(x)) =
∑
a|c
µ
( c
a
)
a
∑
x mod c
Q(x)≡0 mod a
1 =
∑
a|c
µ
( c
a
) cN
aN−1
Na(Q) .
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By virtue of the identity
∑∞
b=1 µ(b)b
−s = ζ(s)−1 we obtain
∞∑
c=1
c−k
∑
a|c
µ
( c
a
) cN
aN−1
Na(Q) =
∞∑
b=1
∞∑
a=1
(ab)−kµ(b)abN Na(Q)
= ζ(k −N)−1 ·
∞∑
a=1
Na(Q)
ak−1
.
This gives us a formula for the Fourier expansion of Ek,m.
Theorem 2.1 Let k,m ∈ N and k > 2+rank(L) be even. Then Ek,m is a holomorhic
function on H× (L⊗ C). Its Fourier expansion is given by
Ek,m = ΘmS,0,0(τ, z) +
∑
l∈Z
h∈L
ek,m(l, h)e
2piilτepii(h,z)
with Fourier-Jacobi coefficients
ek,m(l, h) =
γ(l, h)
ζ(k −N)
∞∑
a=1
Na(Q)
ak−1
.
Here the quantitity γ is given by
γ(l, h) =
∫
Im(τ)=y
τ−ke−2piilτ
∫
Im(z)=ν
e−pii(
m(z,z)
τ +(h,z))dzdτ
with y > 0 and ν ∈ RN arbitrary.
We want to give a slightly different description of the Fourier coefficients where no
integral has to be evaluated. This method makes use of the theta transformation
formula. For a reference confer for example [K1].
Theorem 2.2 (Theta transformation formula) Let S ∈ ZN×N be symmetric and
positive definite and let a ∈ Q. Then the identity
ΘS,a,0(−τ−1, zτ−1) =
(τ
i
)N/2
(detS)
−1/2
epii
(z,z)S
τ
∑
p : (S−1ZN )/ZN
ΘS,p,−a(τ, z)
holds for all τ ∈ H and z ∈ L⊗ C.
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Proof
According to [K1] we have
ΘS,a,0(−τ−1, zτ−1) = Θa,Szτ−1(−τ−1, S,ZN )
=
(τ
i
)N/2
(detS)
−1/2
e2pii
(a,z)S
τ ·ΘSzτ−1,−a(τ, S−1,ZN )
=
(τ
i
)N/2
(detS)
−1/2
e2pii
(a,z)S
τ ·ΘS−1,Szτ−1,0(τ,−aS) .
Expanding the last theta series yields
ΘS−1,Szτ−1,0(τ,−aS)
=
∑
λ∈ZN
exp
{
πi
(
(λ+ Szτ−1, λ+ Szτ−1)S−1τ + 2(λ+ Szτ
−1,−aS)S−1
)}
.
We calculate
(λ+ Szτ−1, λ+ Szτ−1)S−1τ = (λ, λ)S−1 τ + 2(z, λ)IN + (z, z)S τ
−1
and
2(λ+ Szτ−1,−aS)S−1 = −2(λ, a)IN − 2(z, a)S τ−1 .
Therefore we obtain
ΘS,a,0(−τ−1, zτ−1)
=
(τ
i
)N/2
(detS)
−1/2
epii
(z,z)S
τ
∑
λ∈ZN
exp
{
πi
(
(S−1λ, S−1λ)S τ + 2(S
−1λ, z− a)S
)}
=
(τ
i
)N/2
(detS)
−1/2
epii
(z,z)S
τ
∑
p : (S−1ZN )/ZN
ΘS,p,−a(τ, z) .

Now we apply this formula to E∗k,m. We consider the inner sum of (4) and obtain by
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virtue of the theta transformation formula
∑
x∈L
exp
(
πim
(
−c(z−
x
c , z− xc )
cτ + d
+
a(x, x)
c
))
=
∑
x∈L
x mod c
exp
(
πim
a(x, x)
c
) ∑
λ∈L
exp
(
πim
(
− (z−
x
c + λ, z− xc + λ)
τ + d/c
))
=
∑
x∈L
x mod c
exp
(
πim
a(x, x)
c
)
exp
(
−πim (z−
x
c , z− xc )
τ + d/c
)
×ΘmS,0,0
(−(τ + d/c)−1, (z− x/c)(τ + d/c)−1)
=
(
τ + d/c
i
)N/2
(detmS)−1/2
∑
x∈L
x mod c
exp
(
πim
a(x, x)
c
)
×
∑
p : ((mS)−1ZN )/ZN
ΘmS,p,0(τ + d/c, z− x/c)
=
(
τ + d/c
mi
)N/2
(detS)−1/2
∑
x∈L
x mod c
exp
(
πim
a(x, x)
c
)
×
∑
p : ((S)−1ZN )/ZN
ΘS,p,0
(
τ + d/c
m
, z− x/c
)
.
Now we use division with remainder to write d = d′ + lmc. This yields
E∗k,m(τ, z)
=
(detS)−1/2
iN/2
∑
c∈N
d′ mod mc
(c,d′)=1
(mc)−k
∑
l∈Z
(
τ
m
+
d′
mc
+ l
)N/2−k
×
∑
x∈L
x mod c
exp
(
πim
a(x, x)
c
) ∑
p : ((S)−1ZN )/ZN
ΘS,p,0
(
τ
m
+
d′
mc
+ l, z− x/c
)
=
(detS)−1/2
iN/2
∑
c∈N
d′ mod mc
(c,d′)=1
(mc)−k
∑
l∈Z
(
τ
m
+
d′
mc
+ l
)N/2−k
×
∑
x∈L
x mod c
exp
(
πim
a(x, x)
c
) ∑
p : ((S)−1ZN )/ZN
epiil(p,p)ΘS,p,0
(
τ
m
+
d′
mc
, z− x/c
)
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As usual we define the level of L as
min {µ ∈ N |µ(p, p)S ∈ 2Z for all p ∈ L∨} = q (L) .
Now we can apply the well-known identity
∑
l∈Z
(τ + l)
−k
=
(−2πi)k
(k − 1)! ·
∑
r∈N
rk−1e2piirτ
which holds for all τ ∈ H and k ≥ 2 to obtain
E∗k,m(τ, z)
=
(detS)−1/2
iN/2
∑
c∈N
d′ mod mc
(c,d′)=1
(mc)−k
∑
ν mod q(L)
∑
x∈L
x mod c
exp
(
πim
a(x, x)
c
)
×
∑
p : ((S)−1ZN )/ZN
epiiν(p,p)ΘS,p,0
(
τ
m
+
d′
mc
, z− x/c
)∑
l∈Z
(
τ
m
+
d′
mc
+ ν + q(L)l
)N/2−k
=
(−2πi/q(L))k−N/2
(k −N/2− 1)! ·
(detS)−1/2
iN/2
∑
c∈N
d′ mod mc
(c,d′)=1
(mc)−k
∑
ν mod q(L)
∑
x∈L
x mod c
exp
(
πim
a(x, x)
c
)
×
∑
p : ((S)−1ZN )/ZN
epiiν(p,p)ΘS,p,0
(
τ
m
+
d′
mc
, z− x/c
)
×
∑
r∈N
rk−N/2−1 exp
(
2πir
(
τ
mq(L)
+
d′
mq(L)c
+
ν
q(L)
))
whenever N is even. This gives us a second description of the Fourier coefficients.
Theorem 2.3 Let N = rank(L) be even and k,m ∈ N with k > 2 + N even. Then
Ek,m is a holomorhic Jacobi form on H× (L ⊗ C). If we set ∆(n, λ) = nm− 12 (λ, λ)
the Fourier expansion of Ek,m is given by
Ek,m(τ, z) = ΘmS,0,0(τ, z) +
∞∑
n=1
∑
λ∈S−1ZN
nm> 12 (λ,λ)
βk,m(n, λ)e
2piinτe2pii(λ,z)
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with Fourier-Jacobi coefficients
βk,m(n, λ) =
(−2πi/q(L))k−N/2
(k −N/2− 1)! ·
(detS)
−1/2
iN/2
(q(L)∆(n, λ))
k−N/2−1
∑
c∈N
d′ mod mc
(c,d′)=1
(mc)−k
×
∑
x∈L
x mod c
exp
{
πi
c
(ma(x, x) − 2(λ, x) + 2nd′)
}
×
∑
ν mod q(L)
exp (2πinmν) exp (πiν(λ + L, λ+ L)) exp (−πiν(λ, λ)) .
Proof
From the definition it is clear that Ek,m is invariant under the substitution τ 7→ τ +1.
Since ΘmS,0,0 satisfies the same invariant property E
∗
k,m possesses it either. Thus a
comparison of the Fourier coefficients yields
exp
(
2πi
q(L)
2 (λ, λ) + n
mq(L)
)
βk,m(n, λ) = βk,m(n, λ) for all n ∈ N , λ ∈ L∨ .
Therefore βk,m(n, λ) 6= 0 implies q(L)2 (λ, λ) + n ≡ 0 mod mq(L). One finally observes
that the two sets{(
q(L)
2 (λ, λ) + n
mq(L)
, λ
)
; λ ∈ L∨ , n ∈ N , q(L)
2
(λ, λ) + n ≡ 0 mod mq(L)
}
and {
(n, λ) ; n ∈ N , λ ∈ L∨ , nm > 1
2
(λ, λ)
}
coincide. This yields the desired Fourier expansion. 
If we restrict ourselves to the case m = 1 we can refine the this formula. We define
Q∨(x) := Qn,λ(x) :=
m(x, x) − 2(λ, x) + 2n
2
where n ∈ N , λ ∈ L∨ .
Then with the same calculation as used before (2.1) we obtain a more explicit result
where no integral has to be calculated.
Theorem 2.4 Let N = rank(L) be even and k ∈ N where k > 2 + N is even. Then
Ek,1 is a holomorhic Jacobi form on H × (L ⊗ C). The Fourier expansion of Ek,1 is
given by
Ek,1(τ, z) = ΘS,0,0(τ, z) +
∞∑
n=1
∑
λ∈S−1ZN
n> 12 (λ,λ)
βk,1(n, λ)e
2piinτe2pii(λ,z)
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where
βk,1(n, λ) =
∆k−N/2−1
vol(L)
ik−N (−2π)k−N/2
ζ(k −N)(k −N/2− 1)!
∞∑
a=1
Na(Q
∨)
ak−1
3 An explicit formula for even unimodular lattices
We want to derive an explicit fomula for ek,m in this case. We will use several results
from the theory of quadratic forms. Most of them are due to Siegel and can be found
in his famous work “U¨ber die analytische Theorie der quadratischen Formen” [Si]. Let
L again be an even integral positive definite lattice of rank N and denote by S the
Gram matrix with respect to the standard basis of ZN . Then L is a lattice in the
N -dimensional Q vector space V = L ⊗Z Q. For an integer t we will write L(t) for
the lattice which arises from L by rescaling the bilinear form by t. The associated
quadratic form is given by
q : ZN → Z , q(x) = 1
2
(x, x)S .
We write |S| = detS. Now let L′ be another integral lattice in a finite dimensional Q
vector space V ′ with quadratic form q′. We say that L is isometric to L′ if there exists
a bijective f ∈ HomZ(L,L′) such that q′(f(x)) = q(x) for all x ∈ L. The notion of an
isometry is readily generalized for L being a module over a commutative ring with 1.
The orthogonal group of L is given by
O(L) = {g ∈ GL(L) | ∀x ∈ L : q(gx) = q(x)} .
For a positive definite lattice L the group O(L) turns out to be finite.
Let p ∈ P be a prime and denote by Qp the p-adic completion of Q and by Zp
the integral p-adic numbers, i.e., the closure of Z in Qp. We write Q∞ = R. By
extending the coefficients of V to Qp we obtain the completions of V with respect to
the valuations | · |p and denote them by Vp = Qp ⊗Q V for p ∈ P ∪ {∞}. Moreover
for every place p we define a Zp lattice Lp to be Lp = Zp ⊗Z L. Now we are able to
introduce the notion of a genus.
Definition 3.1 The lattices L and L′ belong to the same genus if Lp ∼= L′p for all
p ∈ P ∪ {∞}. This defines an equivalence relation on the set of all lattices in V . The
genus of L is the equivalence class of L, i.e.
genus(L) = {L′ | ∀p ∈ P ∪ {∞} : Lp ∼= L′p} .
It is immedeately clear that isometric lattices belong to the same genus. If L′ is
contained in the genus of L the attached vector spaces V and V ′ are isomrphic. One
can show that every genus contains only finitely many isometry classes of lattices. We
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will also refer to this quantity as the class number of L written h = h(L). A more
detailed description of these facts can be found e.g. in [Kn], chapter VII.
Let L = L1, . . . , Lh be representatives of the classes of L with quadratic forms qi
and let t be an integer. We denote by
r(t, Li) = ♯{x ∈ L | qi(x) = t}
the number of representations of t by the quadratic form qi. The mass of the genus of
L is given by
mass(L) =
h(L)∑
i=1
|O(Li)|−1
and the weight of the class Li by
w(Li) = |O(Li)|−1/mass(L) .
We define the number of representations of t by the genus of L as
r(t, genus(L)) =
h(L)∑
i=1
w(Li)r(t, Li) .
This leads us to a special case of Siegel’s main theorem on quadratic forms.
Theorem 3.2 (Siegel) Let L be an even positive definite lattice of rank N ≥ 2 and
t be an integer. The number of representations of t by the genus of L is given by
r(t, genus(L)) = εN
∏
p∈P∪{∞}
δp(t, L) (6)
where εN = 1 whenever N > 2 and ε2 =
1
2 . The quantities δp(t, L) are called local
densities and are defined as
δp(t, L) = lim
U→t
vol(q−1(U))
vol(U)
where U ranges over p-adic neighbourhoods of t and the volumes are taken with respect
to the Haar measures on ZNp and Zp respectively for p ∈ P and for p = ∞ the set
U ranges over real neighbourhoods of t and the volumes are taken with respect to the
Lebesgue measures on RN and R respectively. The product in (6) converges absolutely
for N ≥ 4.
Remark 3.3 (1) The convergence of the product in (6) was analyzed in [Si], Hilfssatz
15. The domain of convergence can be enlarged. In the case N = 2 we additionally
have to require that |S| is not a square and in the case N = 3 the quantity 2t|S|
is required not to be a square.
14
(2) The local densities in the formula above can be computed explicitely. Let us first
consider the case p ∈ P. We consider the lattice L(2) and denote the associated
quadratic form by q(2). We regard q(2) as a map q(2) : Z
N
p → Zp. Let Br(t) be
a p-adic ball around t of radius 0 < r < 1, i.e., Br(t) = t + p
aZp for some a ∈ N.
The above ratio turns out to be
vol(q−1(2)(Br(t)))
vol(Br(t))
=
∑
x∈Rep(ZNp /(p
aZp)N )
vol
{
x+ (paZp)
N | q(2)(x) ∈ t+ (paZp)N
}
p−a
= pa
∑
x∈Rep(ZNp /(p
aZp)N )
vol
(
x+ (paZp)
N
) · χpaZp(q(2)(x) − t)
= pa(1−N)
∑
x∈Rep(ZNp /(p
aZp)N )
χpaZ(q(2)(x) − t)
= pa(1−N) ♯{x ∈ ZN/paZN | q(2)(x) ≡ t mod pa} .
Here χ denotes the characteristic function of a set. In [Si], Hilfssatz 13, it was
shown that this ratio stabilizes for a > 2 ordp(2t). Hence the local densities are
given by the formula
δp(t, L(2)) = p
a(1−N) ♯{x ∈ ZN/paZN | q(2)(x) ≡ t mod pa} (7)
for a > 2 ordp(2t) and p ∈ P . If p 6= 2 we immediately see from (7) that
δp(2t, L(2)) = δp(t, L) and one has 2δ2(2t, L(2)) = δ2(t, L).
(3) If p is not a divisor of 2|S| we have an exact formula for the local densities. Let
lp = ordp(t) and write t = p
lptp¯. In this case we always have
δp(t, L(2)) = p
a(1−N) ♯{x ∈ ZN/paZN | q(2)(x) ≡ t mod pa} for a > ordp(t) .
We assume that N is even. We put
ε(p, L) =
(
(−1)N/2|S|
p
)
.
The local density is given by the formula
δp(2t, L(2)) =
(
1− ε(p, L)p−N/2
)(
1 + ε(p, L)p1−N/2 + · · ·+ ε(p, L)lpplp(1−N/2)
)
.
If N is odd we put
ε(p, L, t) =
(
(−1)(N−1)/22|S|tp¯
p
)
.
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If lp ≡ 1 mod 2 the formula is
δp(2t, L(2)) = (1− p1−N )(1 + p2−N + · · ·+ p(2−N)(
lp−1
2 ))
and if lp ≡ 0 mod 2 we have
δp(2t, L(2)) = (1− p1−N )
(
1 + p2−N + · · ·+ p(2−N)( lp2 −1) + p
(2−N)
lp
2
1− ε(p, L, t)p 1−N2
)
.
If lp = 0 the formula is δp(t, L) = (1− p1−N )/(1− ε(p, L, t)p 1−N2 ).
According to [Si], Hilfssatz 26 and (71), the density at the place p =∞ is
δ∞(t, L) = (2π)
N/2Γ(N2 )
−1t
N
2 −1|S|− 12 .
Let us fix an even unimodular lattice of rank N such that N ≡ 0 mod 8. We can
reformulate the statement of Theorem 2.4 by using the values of the Riemann’s zeta
function for even integers. These are given by
ζ(2m) = (−1)m+1 (2π)
2m
2 · (2m)!B2m
where B2m denotes the Bernoulli numbers. Hence we can rewrite the coefficients from
the theroem as
βk,1 = −
2(k − N2 )
B
k − N2
· ζ(k −
N
2 )
ζ(k −N) ∆
k − N2 − 1∑
a∈N
Na(Q
∨)
ak−1
(8)
for k being even and large enough. If L is unimodular we can improve the formula
given by Siegel.
Lemma 3.4 Let S ∈ Sym(N,Z) be an even unimodular matrix, i.e, detS = 1. Put
R = 12S. Let p be a prime and ∆ ∈ Z and let l ∈ N be a positive integer. Then we
have the following formula for the representation number
pl(1−N)Npl(R,∆) =


(1 − p−N/2)1−p(1+ordp(∆))(1−
N
2
)
1−p1−
N
2
if l > ordp(∆)
pl(1−
N
2 ) + (1− p−N/2)1−pl(1−
N
2
)
1−p1−
N
2
if l ≤ ordp(∆)
1− p−N2 if ∆ and p are coprime
The proof includes some rather long and elementary calculations using Gaussian sums,
so we decided to omit it. The next formula is a reorganization of Siegels main theorem
and can be found in [Iw], (11.74).
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Proposition 3.5 Let S be an even lattice of rank N ≥ 4 and assume that N is even.
Then we have the formula
r(∆, genus(S)) =
δ∞(∆, S)
L(N/2, χ4D)

∑
a|∆
χ4D(a)a
1−N2

 ∏
p|2D
δp(∆, S) (9)
where D = (−1)N2 |S| and χ4D(a) =
(
4D
a
)
is the quadratic character and L(s, χ4D)
denotes the associated Dirichlet L-series.
By virtue of these formulae we can state a sharper result for the Fourier coefficients.
Theorem 3.6 Let L be an even unimodular lattice of rank N and k > 2 + N even
and denote by q the associated quadratic form. The Fourier expansion of Ek,1 is given
by
Ek,1(τ, z) = ΘS,0,0(τ, z) +
∞∑
n=1
∑
λ∈L
n>q(λ)
βk,1(n, λ)e
2piinτe2pii(λ,z)
where
βk,1(n, λ) = − (2k −N)
Bk−N2
σk−N2 −1
(∆) .
In particular βk,1 is always rational and does only depend on the rank of L.
Proof
Since Na is multiplicative we have
∑
a∈N
Na(Q
∨)
ak−1
=
∏
p∈P
∞∑
ν=0
pν(1−N)Npν (Q
∨)
pν(k−N)
.
If p is a prime not dividing ∆ Lemma 3.4 yields
∞∑
ν=0
pν(1−N)Npν (Q
∨)
pν(k−N)
= 1− δp(∆, L) + δp(∆, L)
1− pN−k =
1− pN−k(1 − δp(∆, L))
1− pN−k
=
1− pN2 −k
1− pN−k .
If (p,∆) > 1 the same Lemma leads to
∞∑
ν=0
pν(1−N)Npν (Q
∨)
pν(k−N)
= δp(∆, L)Rp(∆)
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where
Rp(∆) =
p(ordp(∆)+1)(N−k)
1− pN−k
+
1−p(ordp(∆)+1)(N−k)
1−pN−k
− 1−p(ordp(∆)+1)(1+
N
2
−k)
1−p1+
N
2
−k
1− p(ordp(∆)+1)(1−N2 )
+
(1 − p1−N2 )(1− p(ordp(∆)+1)(1+N2 −k))
(1− p(ordp(∆)+1)(1−N2 ))(1 − p−N2 )(1− p1+N2 −k) .
So the Dirichlet-series equals∑
a∈N
Na(Q
∨)
ak−1
=
ζ(k −N)
ζ(k − N2 )
∏
p∈P
p|∆
1− pN−k
1− pN2 −k δp(∆, L)Rp(∆)
=
r (∆, genus(L)) Γ(N2 )
(2π)
N
2 ∆
N
2 −1
ζ(k −N)
ζ(k − N2 )
∏
p∈P
p|∆
1− pN−k
1− pN2 −k
Rp(∆) ·
∏
p∈P
p∤∆
δp(∆, L)
−1
=
r (∆, genus(L)) Γ(N2 )
(2π)
N
2 ∆
N
2 −1
ζ(k −N)ζ(N2 )
ζ(k − N2 )
∏
p∈P
p|∆
(1 − pN−k)(1− p−N2 )
1− pN2 −k Rp(∆)
where we have used Siegels Theorem 3.2. If we apply (8) and the identity
ζ (N/2) = − (2π)
N
2
2 · (N2 )!
BN
2
we obtain
βk,1(n, λ) = r (∆, genus(L))
(2kN − 1) · BN2
Bk−N2
∆k−N
∏
p∈P
p|∆
(1 − p−N2 )(1− pN−k)
1− pN2 −k Rp(∆) .
We now use Proposition 3.5 to express r (∆, genus(L)). By assumption we have D =
(−1)N/2|S| = 1 thus the quadratic character reads
χ4D(a) =
(
4
a
)
=
{
0 if a ∈ 2N
1 if a ∈ 2N+ 1
such that
L(N/2, χ4D) =
∏
p∈P>2
(1− p−N/2)−1 = ζ(N/2) (1− 2−N/2)
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and ∑
a|∆
χ4D(a)a
1−N/2 = σ1−N/2(∆)
1− 21−N/2
1− 2(ord2(∆)+1)(1−N/2)
Hence the number of representations of ∆ by the genus of L equals
r (∆, genus(L)) =
δ∞(∆, S)
L(N/2, χ4D)

∑
a|∆
χ4D(a)a
1−N2

 ∏
p|2D
δp(∆, S)
=
(2π)
N
2 ∆
N
2 −1
Γ(N2 )
σ1−N2
(∆) δ2(∆, S)
ζ(N/2)(1− 2−N/2)
1− 21−N/2
1− 2(ord2(∆)+1)(1−N/2)
= − N
BN/2
∆
N
2 −1 σ1−N2
(∆)
This yields
βk,1(n, λ) = − (2k −N)
Bk−N2
∆k−
N
2 −1 σ1−N2
(∆)
∏
p∈P
p|∆
(1− p−N2 )(1− pN−k)
1− pN2 −k
Rp(∆) .
Now a direct computation shows that the identity
∏
p∈P
p|∆
(1− p−N2 )(1− pN−k)
1− pN2 −k Rp(∆) =
σk−N2 −1
(∆)
σ1−N2
(∆)
∆1+
N
2 −k
is valid which completes the proof. 
4 The lattice L = NA1
We will now consider the next series of lattices. This is given by N orthogonal copies
of the root lattice A1. The Gram matrix of L is given by
S =


2 0 · · · 0
0 2 · · · 0
...
. . .
...
0 0 · · · 2

 ∈ Mat(N,Z) .
For this purpose let us recall the first description of the Fourier coefficients from
Theorem 2.1 as
Ek,m = ΘmS,0,0(τ, z) +
∑
n∈Z
λ∈L
ek,m(n, λ)e
2piinτepii(λ,z)
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ek,m(n, λ) =
γ(n, λ)
ζ(k −N)
∞∑
a=1
Da(λ,−∆, NA1)
ak−1
.
The quantity γ(n, λ) was given by a muti-dimensional integral. In our case it is not
hard to evaluate it. As in [EZ] this can be done by defoming the path of integration
and using Hankel’s integral representation of 1/Γ. The result is
γ(n, λ) =
{
0 if ∆ ≤ 0
(−1)(3k/2)−N−1 pik−N/2
2k−2 Γ(k−N/2)
·∆k−N/2−1 if ∆ > 0
where ∆ = ∆(n, λ) = 4n− 12 (λ, λ) again denotes the hyperbolic norm. The reason for
the additional factor 4 in ∆ is the fact that the summation now ranges over all vectors
λ in the lattice instead of the dual lattice. But in this case the two quantities coincide
since the Gram matrix of the dual lattice is
S(NA1)∨ =


1
2 0 · · · 0
0 12 · · · 0
...
. . .
...
0 0 · · · 12

 .
The rest of this section is dedicated to the evaluation of the Dirchlet-series. We remind
to the definition of Da(λ,∆, NA1) which was given by
Da(λ,∆, NA1) = ♯
{
x mod (aZ)N ; q(2x− λ) ≡ ∆ mod 4a}
By the mutiplicativity of Da(∆, NA1) we can reduce our discusion to a being a prime
power. The next lemma says that these quantities can be treated by investigating the
local densities associated with L = NA1.
Lemma 4.1 Let p ∈ P>2 be an odd prime and ∆ = 4n − 12 (λ, λ) ∈ Z as above. For
each λ ∈ ZN and l ∈ N we have the identity
Dpl(λ,−∆, NA1) =
ω(λ)
α(λ)
AN (−∆, pl)
where
AN (−∆, pl) := ♯
{
x mod (plZ)N ; x21 + · · ·+ x2N ≡ −∆ mod pl
}
and
α(λ) = ♯

σ ∈ {0, 1}N ;
∑
i∈{1,...N}\{i :λi≡0 mod 2}
σi ≡
∑
i∈{i :λi≡0 mod 2}
σi (mod 4)

 ,
ω(λ) =
N∑
j=1
j≡−∆ mod 4
(
N
j
)
.
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Proof
We first want to remark that ω(λ) is indeed well-defined since ∆ depends only on
λ mod 4. More precisely it suffices to consider the number ♯{i ∈ {1, . . . , N} ; λi ≡
0 mod 2} to determine the residue class of λ21 + · · ·+ λ2N mod 4. The proof is divided
into two parts. In the first part we show α(λ)Dpl (λ,−∆, NA1) = X and in the second
part we prove ω(λ)AN (−∆, pl) = X where
X = ♯
{
x mod (2plZ)N ; x21 + · · ·+ x2N ≡ −∆ mod 4pl
}
.
(a) We first note that for xj , λj ∈ Z we have⋃
xj:Z/2plZ
(xj + 2p
lZ) =
⋃
xj :Z/plZ
(2xj − λj + 2plZ) ⊔
⋃
xj :Z/plZ
(2xj − λj − 1 + 2plZ)
for j = 1, . . . , N . Thus the formula
♯
{
x mod (2plZ)N ; x21 + · · ·+ x2N ≡ −∆ mod 4pl
}
=
∑
σ∈{0,1}N
♯

x mod (plZ)N ;
N∑
j=1
(2xj − (λj + σj))2 ≡ −∆ mod 4pl


is correct. For each σ we rewrite the summand as
Sσ,λ =♯
{
x mod (plZ)N ; 4(x21 + · · ·+ x2N )− 4[x1(λ1 + σ1) + · · ·+ xN (λN + σN )]
≡ c(σ, λ) − 4n mod 4pl} .
where
c(σ, λ) = −[σ1(2λ1 + 1) + · · ·+ σN (2λN + 1)] .
Now Sσ,λ 6= 0 implies c(λ, σ) ≡ 0 mod 4. Let us consider the set
A(λ) = {σ ∈ {0, 1}N ; c(σ, λ) ≡ 0 mod 4}
One immedeately sees that c is periodic in λ and more exactly we have c(σ, λ+2) =
c(σ, λ). Thus it suffices to consider λ mod 2. We put
J(λ) = {i ∈ {1, . . . , N} ; λi ≡ 0 mod 2} .
and observe that for each integer a we have
2a+ 1 ≡
{
1 if a ≡ 0 mod 2
−1 if a ≡ 1 mod 2 (mod 4) .
This yields
c(σ, λ) ≡ −
N∑
i=1
σi(2λi + 1) ≡
∑
i∈{1,...N}\J(λ)
σi −
∑
i∈J(λ)
σi (mod 4)
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and thus
A(λ) =

σ ∈ {0, 1}N ;
∑
i∈{1,...N}\J(λ)
σi ≡
∑
i∈J(λ)
σi (mod 4)

 .
Put j(λ) := ♯J(λ). Now for 0 ≤ r < 4 we have
♯

σ ∈ {0, 1}N ;
∑
i∈J(λ)
σi ≡ r mod 4

 =
j(λ)∑
i=1
i≡∆ mod 4
(
j(λ)
i
)
=
⌊ j(λ)4 ⌋∑
i=0
(
j(λ)
4i+ r
)
This yields the following formula for α(λ) = ♯A(λ)
α(λ) =
min{3,j(λ),N−j(λ)}∑
r=0
⌊ j(λ)4 ⌋∑
i=0
(
j(λ)
4i+ r
)
·
⌊N−j(λ)4 ⌋∑
i=0
(
N − j(λ)
4i+ r
)
(10)
Now let u ∈ Z such that 2u ≡ 1 mod pl. For each σ ∈ A(λ) we have
Sσ,λ = ♯
{
x mod (plZ)N ; (x21 + · · ·+ x2N )− [x1(λ1 + σ1) + · · ·+ xN (λN + σN )]
≡ u2c(σ, λ) − n mod pl}
= ♯
{
x mod (plZ)N ; (x1 − u(λ1 + σ1))2 + · · ·+ (xN − u(λN + σN ))2
≡ u2[λ21 + · · ·+ λ2N − 4n] mod pl
}
= ♯
{
x mod (plZ)N ; x21 + · · ·+ x2N ≡ λ21 + · · ·+ λ2N − 4n mod pl
}
since u is a unit in Z/plZ. Obviously σ0 := (0, . . . , 0) is always an element of A(λ)
and we have
Sσ0,λ = Dpl(λ,−∆, NA1) .
But the above calculations show that Sσ,λ = Sσ0,λ = Dpl(λ,−∆, NA1) for all
σ ∈ A(λ) such that
α(λ)Dpl (λ,−∆, NA1) = ♯
{
x mod (2plZ)N ; x21 + · · ·+ x2N ≡ −∆ mod 4pl
}
.
(b) One can use a similiar decomoposition as in (a) and obtains
♯
{
x mod (2plZ)N ; x21 + · · ·+ x2N ≡ −∆ mod 4pl
}
=
∑
σ∈{0,1}N
♯
{
x mod (plZ)N ; (2x1 + σ1)
2 + · · ·+ (2xN + σN )2 ≡ −∆ mod 4pl
}
.
We set
Ω(λ) = {σ ∈ {0, 1}N |σ1 + · · ·+ σN ≡ −∆ mod 4} .
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Note that ω(λ) = ♯Ω(λ) is the number of all summands which equal ∆ mod 4 , i.e.
ω(λ) =
N∑
j=1
j≡−∆ mod 4
(
N
j
)
=
⌊N4 ⌋∑
j=0
(
N
4j + r
)
where we have written −∆ = 4D + r such that 0 ≤ r < 4. Let again u ∈ Z
such that 2u ≡ 1 mod pl. As above denote by Sσ the summands which now only
depend on σ. We observe that
Sσ 6= 0 =⇒ σ1 + · · ·+ σN ≡ ∆ mod 4
and this yields
♯
{
x mod (2plZ)N ; x21 + · · ·+ x2N ≡ −∆ mod 4pl
}
=
∑
σ∈Ω(∆)
♯
{
x mod (plZ)N ; (2x1 + σ1)
2 + · · ·+ (2xN + σN )2 ≡ −∆ mod 4pl
}
=
∑
σ∈Ω(∆)
♯
{
x mod (plZ)N ; (x1 + σ1u)
2 + · · ·+ (xN + σNu)2 ≡ −u2∆ mod pl
}
= ω(∆) ♯
{
x mod (plZ)N ; x21 + · · ·+ x2N ≡ −u2∆ mod pl
}
.
Since u is a unit in Z/plZ we infer that
♯
{
x mod (plZ)N ; x21 + · · ·+ x2N ≡ −u2∆ mod pl
}
equals
♯
{
x mod (plZ)N ; x21 + · · ·+ x2N ≡ −∆ mod pl
}
which finally yields
ω(λ)AN (−∆, pl) = ♯
{
x mod (2plZ)N ; x21 + · · ·+ x2N ≡ −∆ mod 4pl
}

In fact one can show that the quotient ω(λ)α(λ) is always 1. Thus we obtain the following
Corollary 4.2 Let p ∈ P>2 be an odd prime and ∆ = 4n− 12 (λ, λ) ∈ Z as above. For
each λ ∈ ZN and l ∈ N we have the identity
Dpl(λ,−∆, NA1) = AN (−∆, pl) .
Proof
One shows that
min{3,j(λ),N−j(λ)}∑
r=0
⌊ j(λ)4 ⌋∑
i=0
(
j(λ)
4i+ r
) ⌊N−j(λ)4 ⌋∑
k=0
(
N − j(λ)
4k + r
)
=
⌊N4 ⌋∑
j=0
(
N
4j + r
)
by an elementary computation. 
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The case p = 2 has to be treated separetely. Here we make use of the simple fact
that
D2l(λ,−∆, NA1) = ♯
{
x mod (2lZ)N ; (x21 − λ1x1) + · · ·+ (x2N − λNxN ) ≡ −n (2l)
}
.
Now we can use some facts about Gaussian sums with a half integral shift which can
be found in [BEW], e.g. The following two Propositions contain explicit formulas for
the Dpl(λ,−∆, NA1). The proofs make use of generalized Gaussian sums. Since the
calculations needed here are very tedious especially in the case p = 2 we decided to
omit them at this point. We start with the formulae for odd p.
Proposition 4.3 Let p be an odd prime and let l ∈ N be a positive integer. As-
sume that N is even. Then we have the following formula for the local densities
pl(1−N)AN (−∆, pl)

(1− ε(p,NA1) p−N/2)1−ε(p,NA1)
1+ordp(∆) p(1+ordp(∆))(1−
N
2
)
1−ε(p,NA1) p
1−N
2
if l > ordp(∆)
ε(p,NA1)
l pl(1−
N
2 ) + (1− ε(p,NA1) p−N/2)1−ε(p,NA1)
l pl(1−
N
2
)
1−ε(p,NA1) p
1−N
2
if l ≤ ordp(∆)
1− ε(p,NA1) p−N2 if (∆, p) = 1
where we have used the abbreviation
ε(p,NA1) =
(
(−1)N/2 det(NA1)
p
)
=
(
(−1)N/2
p
)
.
The next Proposition treats the case p = 2 which turns out to be more complicated.
Proposition 4.4 Let N be an even integer and let l ∈ N. We write
∆ = 4n− 1
2
(λ, λ)
(a) If not all λk are equivalent mod 2 we have
2l(1−N)D2l(λ,−∆, NA1) = 1 .
(b) If all λk ≡ 1 mod 2 we have
2l(1−N)D2l(λ,−∆, NA1) = 1 + (−1)−n .
(c) Put κ := −∆/4. Assume that all λk ≡ 0 mod 2. If 2 and κ are coprime then
2l(1−N)D2l(λ,−∆, NA1) equals{
1− (−1)N4 +κ2 21−N2 if l ≥ 2 and N ≡ 2 mod 4
1 if l = 1 or l ≥ 2 and N ≡ 0 mod 4
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If l ≤ ord2(κ) then 2l(1−N)D2l(λ,−∆, NA1) equals
1− (−1)
N
4
1−2(l−1)(1−
N
2
)
1−2
N
2
−1
if N ≡ 0 mod 4
1 if N ≡ 2 mod 4
If l = ord2(κ) + 1 then 2
l(1−N)D2l(λ,−∆, NA1) equals

1 if N ≡ 2 mod 4
1 + (−1)N4 2ord2(κ)(1−N2 )
{
2ord2(κ)(
N
2
−1)−1
2
N
2
−1−1
− 2
}
if N ≡ 0 mod 4
and if l ≥ ord2(κ) + 2 then 2l(1−N)D2l(λ,−∆, NA1) equals

1− (−1)N4 +κ2¯2 2(ord2(κ)+1)(1−N2 ) if N ≡ 2 mod 4
1− (−1)N4
(
1−2(ord2(κ)−1)(1−
N
2
)
1−2
N
2
−1
+ 2ord2(κ)(1−
N
2 )
)
if N ≡ 0 mod 4 .
Here we have written κ = 2ord2(κ) κ2¯.
The next theorem gives a first description of the Fourier expansion. Here we have
omitted an explicit evaluation of the local density for p = 2.
Theorem 4.5 Let N ≥ 4 be even and assume that L equals NA1. We put
α2 =
∞∑
ν=0
D2ν (λ,−∆, NA1)
2ν(k−1)
The Fourier expansion of the Jacobi-Eisenstein Ek,1 is given by
Ek,1 = ΘS,0,0(τ, z) +
∑
n∈Z
λ∈L
ek,1(n, λ)e
2piinτepii(λ,z)
where
ek,1(n, λ) = α2(1− 2N−k) 2
2−N/2(−1)N4 − 12
(k2 − N4 − 12 )!
∑
a|∆ χ4D(a)a
1−N2
L(1 +N/2− k, χ4D) ∆
k−N2
×
∏
p∈P>2
p|∆
(1− χD(p)p−N2 )(1 − pN−k)
1− χD(p)pN2 −k
Rp(∆) .
if N ≡ 2 mod 4 and
ek,1(n, λ) = α2(1 − 2N−k) 2ord2(∆)(k−N/2−1) σk−N2 −1(∆)∆
× σ1−N/2(2
ord2(∆))
σk−N2 −1
(2ord2(∆))
(−1)N/4 (2k −N)
2k−2−N/2Bk−N2
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if N ≡ 0 mod 4. The quantity Rp(∆) is defined by equation (11) below and
χ4D(a) =
(
4D
a
)
, D = (−1)N2 .
Proof
As in the proof of Theorem 3.6 we can write the Dirichlet series which occurs in the
description as an Euler product and reduce the discussion to the local factors. We first
assume that p is an odd prime. If p ∤ ∆ we obtain from Corollary 4.2 and Proposition
4.3
∞∑
ν=0
Dpν (λ,−∆, NA1)
pν(k−1)
=
∞∑
ν=0
pν(1−N)AN (−∆, pν)
pν(k−N)
= 1− δp(∆, NA1) + δp(∆, NA1)
1− pN−k
=
1− χD(p) pN2 −k
1− pN−k
where we have put
χD(p) =
(
D
p
)
=
(
4D
p
)
, D = (−1)N2 .
If p|∆ we have to take into account the formula for bad reduction given by the same
Proposition which yields
∞∑
ν=0
Dpν (λ,−∆, NA1)
pν(k−1)
= δp(∆, NA1)Rp(∆)
where
Rp(∆) =
p(ordp(∆)+1)(N−k)
1− pN−k
+
1− p(ordp(∆)+1)(N−k)
1− pN−k −
1− (χD(p)p1+N2 −k)ordp(∆)+1
1− χD(p)p1+N2 −k
1− χD(p)1+ordp(∆)p(ordp(∆)+1)(1−N2 )
+
(1 − χD(p)p1−N2 )[1 − (χD(p)p1+N2 −k)ordp(∆)+1]
(1− χD(p)1+ordp(∆)p(ordp(∆)+1)(1−N2 ))(1 − χD(p)p−N2 )(1 − χD(p)p1+N2 −k)
.
(11)
If we combine these two expressions we can perform manipulations similiar to those
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in the proof of Theorem 3.6. This yields
∑
a∈N
Da(λ,−∆, NA1)
ak−1
=
α2 (1− 2N−k)
δ2(∆, NA1)
r(∆, genus(NA1))
δ∞(∆, NA1)
ζ(k −N)L(N/2, χ4D)
L(k −N/2, χ4D)
×
∏
p∈P>2
p|∆
(1− χD(p)p−N2 )(1− pN−k)
1− χD(p)pN2 −k
Rp(∆) .
If we apply Iwaniec’s formula 9 we obtain
ek,1(n, λ) = α2(1− 2N−k) (−1)
k
2−1πk−
N
2 ∆k−
N
2
2k−2 Γ(k − N2 )
∑
a|∆ χ4D(a)a
1−N2
L(k −N/2, χ4D)
×
∏
p∈P>2
p|∆
(1− χD(p)p−N2 )(1− pN−k)
1− χD(p)pN2 −k
Rp(∆) .
The functional equation of the classical L-function yields in the case where N ≡
2 mod 4
L(k −N/2, χ4D) = πk−N2 − 12 4
1+N−2k
2
Γ(1 + N4 − k2 )
Γ(k2 − N4 + 12 )
L(1 +N/2− k, χ4D) .
Now by the functional equation of the Γ-function we obtain
Γ
(
1 +
N
4
− k
2
)
=
√
π 2k−
N
2 −1
(−1) 12+N4 − k2
Γ(k2 − N4 + 12 )
Γ(k − N2 )
So if N ≡ 2 mod 4 we have
ek,1(n, λ) = α2(1− 2N−k) 2
2−N/2(−1)N4 − 12
(k2 − N4 − 12 )!
∑
a|∆ χ4D(a)a
1−N2
L(1 +N/2− k, χ4D) ∆
k−N2
×
∏
p∈P>2
p|∆
(1− χD(p)p−N2 )(1 − pN−k)
1− χD(p)pN2 −k
Rp(∆) .
If N ≡ 4 mod 4 the same computation as at the end of the proof of Theorem 3.6 shows
ek,1(n, λ) = α2(1− 2N−k) 2ord2(∆)(k−N/2−1)
σ1−N/2(2
ord2(∆))
σk−N2 −1
(2ord2(∆))
× (−1)
N/4 (2k −N)
2k−2−N/2Bk−N2
σk−N2 −1
(∆)∆ .

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