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De´formations des coˆnes de vecteurs primitifs
Se´bastien Jansou
Re´sume´
Pour un groupe re´ductif connexe complexe G, on classifie les modules simples dont le coˆne des
vecteurs primitifs admet une de´formationG-invariante non triviale. On relie cette classification
a` celle des alge`bres de Jordan simples, et aussi a` celle (due a` Akhiezer) des varie´te´s projectives
lisses dont les orbites sous l’action d’un groupe alge´brique affine connexe sont un diviseur et
son comple´mentaire.
Notre principal outil est le sche´ma de Hilbert invariant d’Alexeev et Brion ; on en de´termine
les premiers exemples.
On de´termine aussi les de´formations infinite´simales (non ne´cessairement G-invariantes) des
coˆnes des vecteurs primitifs ; elles sont triviales pour presque tous les modules simples.
Abstract
For a complex connected reductive group G, we classify the simple modules whose cone of
primitive vectors admits a nontrivial G-invariant deformation. We relate this classification to
that of simple Jordan algebras, and to that (due to Akhiezer) of smooth projective varieties
whose orbits under the action of a connected affine algebraic group are a divisor and its
complementary.
Our main tool is the invariant Hilbert scheme of Alexeev-Brion ; we determine the first
examples of it.
We also determine the infinitesimal deformations (non necessarily G-invariant) of the cones
of primitive vectors ; they turn out to be trivial for most simple modules.
Introduction
Soit G un groupe re´ductif connexe complexe, et V un G-module rationnel de dimension finie.
On dit qu’un sous-sche´ma ferme´ G-stable X ⊆ V est a` multiplicite´s finies si son alge`bre affine
est somme directe de modules simples avec des multiplicite´s finies.
Alexeev et Brion ont montre´ re´cemment dans [AlBr] que les sous-sche´mas X ayant des multi-
plicite´s finies fixe´es sont parame´tre´s par un sche´ma quasi-projectif : le sche´ma de Hilbert invariant.
Leur travail est base´ sur celui de Haiman et Sturmfels ([HaSt]), qui correspond au cas particulier
ou` le groupe re´ductif G est un tore.
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On se propose ici de de´terminer le sche´ma de Hilbert invariant dans le cas “le plus simple”.
L’espace ambiant est le G-module simple de plus grand poids λ :
V = V (λ).
On cherche a` parame´trer les plus petits sous-sche´mas ferme´s G-stables de V de dimension pos-
itive : on va donc choisir les multiplicite´s les plus petites possibles. Pour cela, on remarque que
l’alge`bre affine d’un tel sche´ma X contient le dual de V (λ) ; on note λ∗ son plus grand poids.
Notons f un vecteur de plus grand poids de V (λ∗). Les puissances de f sont non nulles dans
l’alge`bre affine de X, donc celle-ci contient tous les modules simples V (dλ∗), ou` d est un entier
positif.
Ainsi, on va prendre pour multiplicite´ 1 pour les modules simples V (dλ∗), et 0 pour les autres
modules simples. Un point particulier du sche´ma de Hilbert invariant correspondant Hλ est alors
donne´ par le coˆne des vecteurs primitifs de V (λ) (re´union de l’orbite des vecteurs de plus grand
poids, et de l’origine). Ces coˆnes ne sont autres que les coˆnes affines sur les varie´te´s de drapeaux
plonge´es par un syste`me line´aire complet.
On montrera que pour la plupart des poids λ, le sche´ma Hλ est en fait re´duit a` ce point. Dans
les autres cas, Hλ est la droite affine. On obtient ainsi une classification des G-modules simples
dont le coˆne des vecteurs primitifs admet une de´formation invariante.
Cette classification rappelle celle (obtenue par Akhiezer dans [Ak1]) des varie´te´s projectives
lisses dont les orbites sous l’action d’un groupe alge´brique affine connexe sont un diviseur am-
ple et son comple´mentaire. On de´crira comment relier ces deux classifications et on les reliera
aussi a` celle des alge`bres de Jordan simples. Cette dernie`re se trouve eˆtre plus “petite”, mais on
verra que lorsqu’un coˆne de vecteurs primitifs admet une de´formation invariante dans V (λ), cette
de´formation provient d’une alge`bre de Jordan simple.
On montrera enfin que pour la plupart des poids λ, le coˆne des vecteurs primitifs de V (λ) est
en fait rigide : les seuls coˆnes de vecteurs primitifs admettant des de´formations infinite´simales non
triviales sont, outre ceux qui admettent une de´formation invariante, le coˆne affine Cm au dessus
de la courbe rationnelle normale de degre´ m dans Pm (les de´formations de ce coˆne ont e´te´ e´tudie´es
dans [Pi]), et le coˆne affine Cmn au dessus de P
1 × Pn dans le plongement de bidegre´ (m, 1) avec
m ≥ 2. On verra que la de´formation verselle de Cmn est lisse, contrairement a` celle de Cm.
Remerciements. Je suis tre`s vivement reconnaissant envers mon directeur de the`se Michel Brion
pour son aide tout au long de ce travail.
1 Une classe de sche´mas de Hilbert invariants
1.1 Notations et re´sultat principal
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On conside`re des sche´mas et des groupes alge´briques sur C. Les re´fe´rences utilise´es sont [Ha]
pour la the´orie des sche´mas et [PoVi] pour celle des groupes alge´briques de transformations.
Soit G un groupe re´ductif connexe. On en choisit un sous-groupe de Borel B, et un tore
maximal T inclus dans B. On conside`re le radical unipotent U de B : on a : B = TU . Les
alge`bres de Lie respectives de G, B, T et U sont note´es : g, b, t, et u. Le syste`me de racines de G
relativement a` T est note´ R. Le choix de B nous en fournit une base S, et on a : R = R+ ∐ R−
ou` R+ est l’ensemble des racines positives, et R− celui des racines ne´gatives.
On note Λ le groupe des caracte`res de T . On a un ordre partiel sur Λ : µ ≤ λ si et seulement
si λ − µ est une somme de racines positives. On note Λ+ l’ensemble des e´le´ments de Λ qui sont
des poids dominants (relativement a` la base S du syste`me de racines R). On sait que Λ+ est en
bijection avec l’ensemble des classes d’isomorphisme de G-modules rationnels simples. Si λ est
un e´le´ment de Λ+, on notera V (λ) un G-module simple correspondant, c’est-a`-dire de plus grand
poids λ, et vλ un vecteur de V (λ) de poids λ. Si λ est un poids qui n’est pas dominant, on pose
V (λ) = 0.
Les G-modules simples peuvent eˆtre construits de la fac¸on suivante : soit λ un poids dominant,
et P un sous-groupe parabolique de G contenant B tel que λ se prolonge en un caracte`re de P .
Notons π : G → G/P la surjection canonique, et Lλ le faisceau inversible sur G/P qui associe a`
un ouvert Ω ⊆ G/P :
Lλ(Ω) := {f ∈ OG(π
−1(Ω)) | ∀g ∈ G, ∀p ∈ P , f(gp) = λ(p)f(g)}.
Le faisceau Lλ est alors G-line´arise´ (via l’action de G sur ses fonctions re´gulie`res par translation
a` gauche), et l’espace des sections globales de Lλ est un G-module simple :
Γ(G/P,Lλ) ≃ V (λ)
∗.
Si V est un T -module rationnel (e´ventuellement de dimension infinie), on note V =
⊕
λ∈Λ Vλ sa
de´composition en sous-espaces propres. Par exemple, l’alge`bre de Lie deG admet la de´composition :
g = t⊕
⊕
α∈R
gα,
ou` chaque gα est de dimension 1. On choisit pour tout α ∈ R un ge´ne´rateur eα de gα.
Si V est un G-module rationnel, on note V(λ) sa composante isotypique de type λ, c’est-a`-dire
le sous-module de V somme des sous-modules isomorphes a` V (λ). On a alors la de´composition
V =
⊕
λ∈Λ+ V(λ).
Soit V un G-module rationnel de dimension finie, et h : Λ+ −→ N une fonction. On appelle
famille de sous-sche´mas ferme´s G-stables de V un sous-sche´ma ferme´ G-stable de X ⊆ S × V ,
ou` S est un sche´ma avec action triviale de G. On note π : X → S le morphisme induit par la
projection S × V → S, et π∗OX l’image directe par π du faisceau structural de X . La famille X
est dite de fonction de Hilbert h si on a un isomorphisme de OS- G-modules
π∗OX ≃
⊕
λ∈Λ+
Fλ ⊗ V (λ),
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ou` chaque Fλ est un OS -module localement libre de rang h(λ). (Le morphisme π est alors plat.)
Le foncteur contravariant : (Sche´mas)◦ −→ (Ensembles) qui associe a` tout sche´ma S l’ensem-
ble des familles X ⊆ S × V de fonction de Hilbert h est repre´sente´ par un sche´ma quasi-projectif
note´ HilbGh (V ). (On renvoie a` [AlBr]§1.2 pour plus de de´tails.)
On fixe de´sormais un poids dominant λ. On note λ∗ le plus grand poids du G-module V (λ)∗
dual de V (λ). Soit hλ : Λ
+ → N la fonction valant 1 sur Nλ∗ et 0 ailleurs. On note dans la suite
Hλ := Hilb
G
hλ
(V (λ))
le sche´ma de Hilbert invariant associe´ a` ce choix.
Si E est un espace vectoriel de dimension finie, on note P(E) l’espace de ses droites. On a une
action re´gulie`re de G sur l’espace P(V (λ)). Notons [vλ] ∈ P(V (λ)) la droite engendre´e par vλ et
Pλ := G[vλ]
son stabilisateur dans G : c’est le plus grand sous-groupe parabolique de G qui contient B et tel
que λ se prolonge en un caracte`re de Pλ. L’orbite de [vλ] est la seule orbite ferme´e de P(V (λ))
(donc l’unique orbite de plus petite dimension). L’espace homoge`ne projectif G/Pλ se plonge ainsi
dans P(V (λ)), et le faisceau inversible tre`s ample associe´ a` ce plongement est en fait Lλ. Le coˆne
affine au dessus de G/Pλ dans V (λ) est le coˆne
Cλ := G.vλ ∪ {0} = G.vλ
des vecteurs primitifs de V (λ). C’est une varie´te´ normale (cf. [Kr], III.3.5). La varie´te´ G/Pλ ⊆
P(V (λ)) est donc projectivement normale, et l’alge`bre affine gradue´e du coˆne Cλ est⊕
d∈N
Γ(G/Pλ,Ldλ) =
⊕
d∈N
V (dλ∗).
On peut donc voir Cλ comme un point ferme´ de Hλ.
L’objet de cette partie est de montrer le the´ore`me suivant, e´nonce´ avec les notations de [Bo] :
The´ore`me 1.1. Le sche´ma de Hilbert invariant Hλ est un point re´duit, sauf dans les cas suivants
ou` Hλ est la droite affine :
(H1) G est simple de type A1, et λ = 2ω1 ou 4ω1.
(H2) G est simple de type An, n ≥ 2 et λ = ω1 + ωn.
(H3) G est simple de type B3 et λ = ω3 ou 2ω3.
(H4) G est simple de type Bn, n ≥ 2 et λ = ω1 ou 2ω1.
(H5) G est simple de type Cn, n ≥ 3 et λ = ω2.
(H6) G est simple de type Dn, n ≥ 3 et λ = ω1 ou 2ω1.
(H7) G est simple de type F4 et λ = ω4.
(H8) G est simple de type G2 et λ = ω1 ou 2ω1.
(H9) G est semi-simple de type A1 ×A1 et λ = (ω1, ω1) ou (2ω1, 2ω1).
et dans les cas (G,V (λ)) obtenus a` partir d’un cas (G0, V0) parmi les pre´ce´dents par factorisation :
G→ G0 → GL(V0).
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Remarque 1.2.
– Le cas (H6) avec n = 3 revient a` un groupe G simple de type A3, avec λ = ω2 ou 2ω2.
– On pourrait voir le cas (H9) comme e´tant le cas (H6) avec n = 2.
1.2 Action du groupe multiplicatif sur le sche´ma de Hilbert invariant
On a une ope´ration naturelle du groupe multiplicatif Gm sur le sche´ma de Hilbert invariant
Hλ : elle provient de l’action de Gm sur V (λ) par homothe´ties (qui commute avec l’action de G).
Dans cette partie, on montre que cette action admet pour unique point fixe le coˆne Cλ des
vecteurs primitifs. On montre aussi que Cλ est dans l’adhe´rence de toutes les orbites de Gm, et
on en de´duit que le sche´ma de Hilbert invariant est affine. Ces proprie´te´s peuvent eˆtre de´duites
de ce qui est fait dans [AlBr], §2.1 a` 2.3 ; on a pre´fe´re´ donner ici des preuves directes.
Proposition 1.3. (a) Le coˆne Cλ est l’unique point ferme´ de Hλ fixe´ par Gm.
(b) Soit X un point ferme´ de Hλ. Le morphisme : Gm −→ Hλ, t 7−→ t.X se prolonge en un
morphisme A1 −→ Hλ, 0 7−→ Cλ.
Preuve. (a) On note SeV (λ)∗ la puissance syme´trique d’ordre e de V (λ)∗. On identifie l’alge`bre
des fonctions re´gulie`res sur V (λ) a` l’alge`bre syme´trique de V (λ)∗ :
SymV (λ)∗ :=
⊕
e∈N
SeV (λ)∗.
Les points ferme´s fixe´s par Gm correspondent aux ide´aux homoge`nes
I =
⊕
e∈N
Ie ⊆ SymV (λ)
∗ =
⊕
e∈N
SeV (λ)∗
qui sont stables par G et de fonction de Hilbert h.
On sait que SeV (λ)∗ contient un unique sous-G-module isomorphe a` V (eλ)∗, et que ses autres
composantes isotypiques non nulles sont de type infe´rieur a` eλ∗ :
SeV (λ)∗ ≃ V (eλ)∗ ⊕
⊕
µ<eλ∗
[SeV (λ)∗](µ). (1)
On va montrer par re´currence sur e ∈ N, qu’un tel ide´al I ve´rifie :
Ie =
⊕
µ<eλ∗
[SeV (λ)∗](µ). (2)
En effet, comme I ne contient pas les constantes, on a I0 = 0. Puis, si (2) est satisfait pour tout
d < e, il faut que : ⊕
µ<eλ∗
[SeV (λ)∗](µ) ⊆ Ie
pour que la fonction de Hilbert de I soit hλ. Cette dernie`re inclusion est en fait une e´galite´, car
sinon on aurait Id = S
dV (λ)∗ pour tout d ≥ e.
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Il n’y a donc pas d’autre point ferme´ fixe´ par Gm que Cλ.
(b) Pour mieux comprendre l’action de Gm sur Hλ, on reprend la construction du sche´ma de
Hilbert invariant (voir [HaSt], §1,2,3 et [AlBr], §1.2).
Conside´rons l’action naturelle de Gm sur l’alge`bre syme´trique de V (λ)
∗, ou` Gm ope`re sur la
composante SeV (λ)∗ avec le poids −e, de sorte que SymV (λ)∗ est une G×Gm-alge`bre rationnelle.
La sous-alge`bre [SymV (λ)∗]U des invariants par U est alors une T ×Gm- alge`bre rationnelle
de type fini, selon [Gros],Thm 9.4.
On en choisit un syste`me fini de ge´ne´rateurs f1, ...fn forme´ de T ×Gm-vecteurs propres, et on
note S = C[x1, ..., xn] l’alge`bre de polynoˆmes correspondante. L’alge`bre S est naturellement une
T ×Gm- alge`bre rationnelle, et on a un morphisme surjectif de T ×Gm- alge`bres rationnelles :
π : S −→ (SymV (λ)∗)U .
L’action de T sur S fournit une graduation de S par le groupe abe´lien Λ.
On peut alors identifier Hλ a` un sous-sche´ma localement ferme´ d’un produit de Grassmanni-
ennes, donc d’un produit d’espaces projectifs. Plus pre´cise´ment, on sait ([HaSt]) qu’il existe une
partie finie D de Λ, et pour tout µ ∈ D, un sous-espace vectoriel de dimension finie Nµ de Sµ que
l’on peut choisir stable par Gm, tels que l’on ait un plongement :
Hλ →֒
∏
µ∈D
P(
∧rµ
Nµ) (3)
ou` rµ := dimNµ − hλ(µ). De´crivons l’image d’un point ferme´ par ce plongement : si I est l’ide´al
d’un sous-sche´ma ferme´ de V (λ) correspondant a` un point ferme´ de Hλ, on lui associe pour tout
µ ∈ D :
Jµ := π
−1(IU ) ∩Nµ.
Les Nµ sont des modules rationnels pour l’action de Gm, donc les P(∧
rµNµ) sont munis d’une
action re´gulie`re de Gm, pour laquelle le plongement (3) est e´quivariant.
On peut maintenant ve´rifier le point (b) de la proposition :
Soit µ ∈ D. Si µ /∈ Nλ∗, alors rµ = dimNµ, et P(∧
rµNµ) est re´duit a` un point. Sinon, e´crivons
µ = eλ∗. On a P(∧rµNµ) ∼= P(N
∗
µ). Notons K := Nµ ∩ kerπ et L un supple´mentaire Gm-stable de
K dans Nµ :
Nµ = K ⊕ L.
Selon la de´composition (1) (conside´re´e a` tous les ordres), le plus grand poids de l’action de Gm
sur L est −e :
L = L−e ⊕
⊕
c>e
L−c.
L’espace vectoriel Jµ est un hyperplan de K ⊕L qui contient K (par de´finition de Jµ et K) mais
qui ne contient pas L−e selon le lemme qui suit.
Montrons alors que le morphisme Gm −→ P(N
∗
µ), t 7−→ t.Jµ se prolonge en un morphisme
f : A1 −→ P(N∗µ) en posant f(0) := K ⊕
⊕
c>eL−c. Choisissons une base de N
∗
µ compatible
avec la de´composition Nµ = K ⊕L−e ⊕
⊕
c>e L−c. Notons d la dimension de L. Les coordonne´es
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homoge`nes de Jµ dans P(N
∗
µ) sont [ 0 : ... : 0︸ ︷︷ ︸
dim(K) fois
: x1 : x2 : ... : xd] et on a x1 6= 0. Celles de t.Jµ sont
donc [0 : ... : 0 : tex1 : t
c2x2 : ... : t
cdxd], ou` les cj sont des entiers strictement supe´rieurs a` e. D’ou`
l’assertion.
Comme f(0) ne de´pend pas de l’ide´al I conside´re´, il s’agit de π−1(IU0 ) ∩Nµ ou` I0 est l’ide´al
du coˆne Cλ, d’ou` (b). 
Lemme 1.4. Soit X un sous-sche´ma ferme´ de V (λ) de fonction de Hilbert hλ, et I ⊆ SymV (λ)
∗
son ide´al.
Alors pour tout e ∈ N, le sous-G-module de SeV (λ)∗ isomorphe a` V (eλ)∗ n’est pas inclus dans I.
Preuve. Notons f un vecteur de plus grand poids de V (λ)∗.
Le G-module [SeV (λ)∗](eλ∗) est simple, et f
e en est un vecteur de plus grand poids. Supposons
par l’absurde : f e ∈ I. Alors f appartient a` l’ide´al du sous-sche´ma re´duit Xred associe´ a` X.
Le sous-espace vectoriel de V (λ) engendre´ par Xred est un sous-G-module de V (λ) inclus dans
l’hyperplan de´fini par f : il est donc re´duit a` {0}, et l’espace vectoriel C[X] est de dimension
finie : une contradiction. 
Corollaire 1.5. Le sche´ma Hλ est affine. Son alge`bre affine A est gradue´e par l’action du groupe
multiplicatif sur Hλ, en degre´s ne´gatifs : A =
⊕
d∈−NAd, et l’anneau A0 est local.
Preuve. On rappelle que Hλ s’identifie a` un sous-sche´ma localement ferme´ Gm-stable de P(M),
ou` M est un Gm-module rationnel de dimension finie. Le sous-sche´ma re´duit H¯λ \Hλ est donc
aussi Gm-stable, et son ide´al homoge`ne aussi. Il existe donc un e´le´ment homoge`ne f ∈ Sym(M
∗),
Gm-vecteur propre, de´finissant un ouvert U contenant Cλ. Cet ouvert U est Gm-stable, et contient
donc Hλ, selon le point (b) de la proposition pre´ce´dente. Ainsi, Hλ est ferme´ dans U , et U est un
ouvert affine : Hλ est affine.
Montrons maintenant que Ae = 0 pour tout e ≥ 0. Par l’absurde, soit f ∈ A \ {0} de degre´
e > 0. Soit X un point de Hλ tel que f(X) 6= 0. La fonction Gm −→ C, t 7−→ f(tX) = t
−ef(X)
se prolonge en une fonction re´gulie`re sur A1 : une contradiction.
Enfin, montrons que A0 = A
Gm n’a qu’un seul ide´al maximal. On sait ([Kr], II.3.2) que le
morphisme Spec(A) → Spec(AGm) est surjectif. Donc si AGm avait deux points ferme´s distincts,
Hλ aurait deux ferme´s Gm-stables disjoints : une contradiction avec le point (b) de la proposition
pre´ce´dente. 
1.3 Calcul de l’espace tangent au point fixe
L’objet de ce paragraphe est de montrer le re´sultat suivant :
Proposition 1.6. L’espace tangent TCλHλ est nul, sauf dans les cas (H1) a` (H9) du the´ore`me
1.1 ou` il est de dimension 1.
Notons Gvλ le stabilisateur de vλ dans G. L’espace tangent en vλ a` Cλ = G.vλ∪{0} est g.vλ ⊆
V (λ). Il est stabilise´ par l’action de Gvλ . On note enfin [V (λ)/g.vλ]
Gvλ l’espace des invariants du
quotient par Gvλ .
Le point de de´part de la de´monstration est l’isomorphisme canonique :
TCλHλ
∼= [V (λ)/g.vλ]
Gvλ .
Cet isomorphisme de´coule de la proposition 1.5 (iii) de [AlBr]. En effet on peut supposer que
l’espace vectoriel V (λ) n’est pas une droite : la varie´te´ Cλ est alors de dimension supe´rieure ou
e´gale a` 2, et normale. La codimension de Cλ\G.vλ = {0} est donc supe´rieure ou e´gale a` 2, et la
proposition s’applique.
Lemme 1.7. On a Gvλ = Tvλ .G
◦
vλ
, en notant Tvλ le stabilisateur de vλ dans T (on a Tvλ = ker(λ)
et G◦vλ la composante neutre de Gvλ .
Preuve. Conside`rons la de´composition de Le´vi de Pλ = G[vλ] relative a` T :
Pλ = Lλ.Uλ.
Comme T est un tore maximal du groupe re´ductif Lλ, on a Lλ = T.[Lλ, Lλ]. D’ou` Pλ =
T.[Lλ, Lλ].Uλ et Gvλ = Tvλ .[Lλ, Lλ].Uλ (car [Lλ, Lλ] et Uλ stabilisent vλ), d’ou` le re´sultat, car
[Lλ, Lλ] et Uλ sont connexes. 
Proposition 1.8. On a une action du tore T sur l’espace [V (λ)/g.vλ]
Gvλ . Sa de´composition en
sous-espaces propres est :
[V (λ)/g.vλ]
Gvλ = [V (λ)/g.vλ]
U
0 ⊕ [V (λ)/g.vλ]
U
−λ
Preuve. On observe que les poids de V (λ) qui sont des multiples de λ sont λ et e´ventuellement
0 et −λ.
Comme Pλ stabilise g.vλ, il agit sur V (λ)/g.vλ et sur [V (λ)/g.vλ]
Gvλ et [V (λ)/g.vλ]
G◦vλ (puisque
Gvλ et G
◦
vλ
sont des sous-groupes distingue´s de Pλ).
On a donc une action du tore T sur [V (λ)/g.vλ]
Gvλ , et ses poids sont des poids de V (λ) qui
sont multiples de λ, car la restriction de l’action a` Tvλ est triviale :
[V (λ)/g.vλ]
Gvλ = [V (λ)/g.vλ]
Gvλ
0 ⊕ [V (λ)/g.vλ]
Gvλ
−λ
(le poids λ n’apparaˆıt pas car V (λ)λ est inclus dans g.vλ). D’ou`, selon le lemme pre´ce´dent
[V (λ)/g.vλ]
Gvλ = [V (λ)/g.vλ]
G◦vλ
0 ⊕ [V (λ)/g.vλ]
G◦vλ
−λ
car Tvλ agit trivialement sur le membre de droite.
Ainsi, on a [V (λ)/g.vλ]
Gvλ = [V (λ)/g.vλ]
gvλ
0 ⊕ [V (λ)/g.vλ]
gvλ
−λ
On en de´duit alors la proposition. En effet, on a :
gvλ = u⊕ tvλ ⊕
⊕
α ∈ R+, 〈λ, α
∨〉 = 0
g−α
Tout vecteur de poids −λ est invariant par les alge`bres de Lie tvλ et⊕
α ∈ R+, 〈λ, α
∨〉 = 0
g−α, et tout vecteur de poids 0 aussi s’il est invariant par u. 
On obtient maintenant une condition ne´cessaire pour que l’espace tangent soit non nul :
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Proposition 1.9.
Si [V (λ)/g.vλ]
U
0 6= 0, alors λ s’e´crit λ = α+ β ou` α ∈ S et β ∈ R+.
Si [V (λ)/g.vλ]
U
−λ 6= 0, alors λ s’e´crit λ =
α+β
2 ou` α ∈ S et β ∈ R+.
Preuve. Soit v ∈ V (λ)0 dont la classe dans V (λ)/g.vλ est un U -invariant non nul. On exprime
cela a` l’aide de l’alge`bre de Lie u de U :
uv ⊆ gvλ et v /∈ gvλ.
Comme v /∈ V (λ)U , il existe une racine simple α telle que eαv 6= 0. Donc eαv est un T -vecteur
propre de g.vλ. Si eαv e´tait proportionnel a` vλ, alors v ∈ V (λ)λ−α = g−α.vλ : une contradiction.
Donc il existe une racine positive β, telle que eαv est proportionnel a` e−βvλ. En conside´rant les
poids, on obtient : α = −β + λ.
On ve´rifie de meˆme la seconde implication. 
Proposition 1.10. Supposons l’espace tangent a` Hλ en Cλ non nul, et G semi-simple. Alors
l’image de G dans GL(V (λ)) est simple ou de type A1 ×A1.
Preuve.
L’alge`bre de Lie de G est un produit d’alge`bres de Lie simples : g = g1 × ...× gr, avec r ≥ 1.
Celle de U s’e´crit : u = u1 × ...× ur, avec uj ⊆ gj.
La donne´e du poids dominant λ de g revient a` celle d’un poids dominant λi de gi pour tout
i, et
V (λ) = V (λ1)⊗C ...⊗C V (λr).
On peut supposer que tous les λi sont non nuls.
D’apres la proposition pre´ce´dente, λ est somme ou demi-somme de deux racines, on peut donc
se limiter au cas ou` r = 1 ou 2. Le cas r = 1 correspond au cas ou` G est simple ; supposons donc
que r = 2, et que l’espace tangent en Cλ est non nul.
Selon la proposition 1.8, il existe un vecteur non nul v appartenant a` V (λ)0 ou V (λ)−λ qui
est U -invariant modulo g.vλ.
Le vecteur v n’est invariant ni par u1, ni par u2. Donc il existe une racine simple α1 de g1
(resp. α2 de g2) telle que : eα1 .v 6= 0 (resp. eα2 .v 6= 0). Comme eα1 .v (resp. eα2 .v) est dans g.vλ,
il existe une racine β1 telle que eα1 .v est proportionnel a` e−β1 .vλ (resp. une racine β2 telle que
eα2 .v est proportionnel a` e−β2 .vλ).
Supposons que v appartient a` V (λ)0. En conside´rant les poids, on a
α1 + β1 = α2 + β2 = λ,
donc β1 est en fait une racine de g2, et β2 une racine de g1. On a donc, avec des notations e´videntes
(α1, 0) + (0, β1) = (λ1, λ2) et (0, α2) + (β2, 0) = (λ1, λ2).
Donc
λ1 = α1 et λ2 = α2.
Lorsque v appartient a` V (λ)−λ on en de´duit de meˆme
λ1 = α1/2 et λ2 = α2/2.
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Dans les deux cas, les alge`bres de Lie simples g1 et g2 admettent une racine simple qui est un
poids dominant : elles sont donc de type A1. 
1.3.1 Cas restant a` e´tudier
Selon la proposition 1.9, pour que l’espace tangent en Cλ soit non nul, il faut que λ soit somme
ou demi-somme d’une racine simple et d’une racine positive. On dresse ci-dessous la liste des cas
ou` l’espace tangent peut eˆtre non nul, obtenue en calculant toutes les sommes et demi-sommes
d’une racine simple et d’une racine positive, puis en ne gardant que celles qui sont des poids
dominants.
Les notations sont celles de [Bo].
On donne λ sous la forme d’une somme de poids fondamentaux, et sous la forme de somme
ou demi-somme d’une racine simple et d’une racine positive de toutes les fac¸ons possibles.
(C1) G est simple de type A1,
λ = 2ω1 =
1
2(α1 + α1)
(C2) G est simple de type A1,
λ = 4ω1 = α1 + α1
(C3) G est simple de type A2,
λ = 3ω1 = α1 + (α1 + α2)
(C4) G est simple de type A2,
λ = 3ω2 = α2 + (α1 + α2)
(C5) G est simple de type A3,
λ = ω2 =
1
2 [α2 + (α1 + α2 + α3)]
(C6) G est simple de type A3,
λ = 2ω2 = α2 + (α1 + α2 + α3)
(C7) G est simple de type An, n ≥ 2,
λ = ω1 + ωn = α1 + (α2 + ...+ αn) = αn + (α1 + ...+ αn−1)
(C8) G est simple de type B2,
λ = ω2 =
1
2 [α2 + (α1 + α2)]
(C9) G est simple de type B2,
λ = 2ω2 = α2 + (α1 + α2)
(C10) G est simple de type B3,
λ = ω3 =
1
2 [α3 + (α1 + 2α2 + 2α3)]
(C11) G est simple de type B3,
λ = 2ω3 = α3 + (α1 + 2α2 + 2α3)
(C12) G est simple de type Bn, n ≥ 3,
λ = ω2 = α2 + (α1 + α2 + 2(α3 + ...+ αn))
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(C13) G est simple de type Bn, n ≥ 2,
λ = ω1 = α1 + (α2 + ...+ αn) = αn + (α1 + ...+ αn−1)
= 12 [α1 + (α1 + 2(α2 + ...+ αn))]
(C14) G est simple de type Bn, n ≥ 2,
λ = 2ω1 = α1 + (α1 + 2(α2 + ...+ αn))
(C15) G est simple de type Cn, n ≥ 3,
λ = ω1 =
1
2 [α1 + (α1 + 2(α2 + ...+ αn−1) + αn)]
(C16) G est simple de type Cn, n ≥ 3,
λ = 2ω1 = α1 + (α1 + 2(α2 + ...+ αn−1) + αn)
(C17) G est simple de type Cn, n ≥ 3,
λ = ω2 = α1 + (2(α2 + ...+ αn−1) + αn)
= α2 + (α1 + α2 + 2(α3 + ...+ αn−1) + αn)
(C18) G est simple de type D4,
λ = ω3 =
1
2 [α3 + (α1 + 2α2 + α3 + α4)]
(C19) G est simple de type D4,
λ = ω4 =
1
2 [α4 + (α1 + 2α2 + α3 + α4)]
(C20) G est simple de type D4,
λ = 2ω3 = α3 + (α1 + 2α2 + α3 + α4)
(C21) G est simple de type D4,
λ = 2ω4 = α4 + (α1 + 2α2 + α3 + α4)
(C22) G est simple de type Dn, n ≥ 4,
λ = ω1 =
1
2 [α1 + (α1 + 2(α2 + ...+ αn−2) + αn−1 + αn)]
(C23) G est simple de type Dn, n ≥ 4,
λ = 2ω1 = α1 + (α1 + 2(α2 + ...+ αn−2) + αn−1 + αn)
(C24) G est simple de type Dn, n ≥ 4,
λ = ω2 = α2 + (α1 + α2 + 2(α3 + ...+ αn−2) + αn−1 + αn)
(C25) G est simple de type E6,
λ = ω2 = α2 + (α1 + α2 + 2α3 + 3α4 + 2α5 + α6)
(C26) G est simple de type E7,
λ = ω1 = α1 + (α1 + 2α2 + 3α3 + 4α4 + 3α5 + 2α6 + α7)
(C27) G est simple de type E8,
λ = ω8 = α8 + (2α1 + 3α2 + 4α3 + 6α4 + 5α5 + 4α6 + 3α7 + α8)
(C28) G est simple de type F4,
λ = ω1 = α1 + (α1 + 3α2 + 4α3 + 2α4)
(C29) G est simple de type F4,
λ = ω4 = α3 + (α1 + 2α2 + 2α3 + 2α4) = α4 + (α1 + 2α2 + 3α3 + α4)
(C30) G est simple de type G2,
λ = ω1 = α1 + (α1 + α2) =
1
2 [α1 + (3α1 + 2α2)]
11
(C31) G est simple de type G2,
λ = 2ω1 = α1 + (3α1 + 2α2)
(C32) G est simple de type G2,
λ = ω2 = α2 + (3α1 + α2)
(C33) G est semi-simple de type A1 ×A1,
λ = (ω1, ω1) =
1
2 [(α1, 0) + (0, α1)]
(C34) G est semi-simple de type A1 ×A1,
λ = (2ω1, 2ω1) = (α1, 0) + (0, α1)
Tous les cas se traitent de la meˆme manie`re : selon la proposition 1.8, il s’agit de calculer
dim[V (λ)/g.vλ]
U
0 et dim[V (λ)/g.vλ]
U
−λ.
Des connaissances e´le´mentaires sur les modules irre´ductibles (pour lesquelles on renvoie a` [Serr])
permettent de mener a` bien le calcul. A titre d’exemples, on traite quelques cas repre´sentatifs
dans les sections 1.3.2 a` 1.3.4.
1.3.2 Cas de la repre´sentation adjointe d’un groupe simple
Il s’agit des cas (C1), (C7), (C9), (C12), (C16), (C25), (C26), (C27), (C28) et (C32).
On a V (λ) ∼= g et λ est la plus grande racine.
1) Le cas (C1) ou` G est de type A1 se traite a` part : g s’identifie a` l’alge`bre de Lie des matrices
2× 2 de trace nulle. On pose :
x :=
(
0 1
0 0
)
h :=
(
1 0
0 −1
)
y :=
(
0 0
1 0
)
La matrice x est un vecteur de plus grand poids : l’espace tangent est isomorphe a`
[g/g.x]U−λ = [g/(Cx⊕ Ch)]
U
−λ
∼= Cy.
Il est donc de dimension 1.
2) Dans les autres cas, λ n’est pas demi-somme d’une racine simple et d’une racine positive.
L’espace tangent est donc isomorphe a` [g/g.vλ]
U
0 .
Posons
E := {γ ∈ R | ∃δ ∈ R, γ + δ = λ}.
On a alors, en notant hλ l’e´le´ment de [gλ, g−λ] tel que λ(hλ) = 2 :
gvλ = [g, gλ] = gλ ⊕ Chλ ⊕
⊕
γ∈E
gγ .
Le sous-espace de poids nul de g/g.vλ est isomorphe a` t/Chλ, et l’espace tangent est isomorphe
a`
{t ∈ t | ∀α ∈ S, [gα, t] ⊆ gvλ}/Chλ,
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donc a`
{t ∈ t | ∀α ∈ S \ E,α(t) = 0}/Chλ.
Il est donc de dimension dim t − card(S \ E) − 1. Or dim t = cardS. La dimension de l’espace
tangent est donc card(S ∩ E)− 1.
Comme card(S ∩ E) est le nombre de fac¸ons d’e´crire λ comme somme d’une racine simple et
d’une racine positive, on conclut a` l’aide de la liste 1.3.4 que l’espace tangent est de dimension 1
dans le cas ou` G est de type An, et 0 dans les autres cas.
1.3.3 Cas (C23)
Ici, g s’identifie a` l’alge`bre de Lie so(2n) des matrices de taille 2n × 2n antisyme´triques par
rapport a` la seconde diagonale. On a une action naturelle de so(2n) sur C2n, dont la base canonique
est note´e (e1, ..., en, e−n, ..., e−1). Le module simple V (2ω1) peut eˆtre vu comme un quotient du
carre´ syme´trique de C2n :
V (2ω1) = S
2
C
2n/〈e1e−1 + ...+ ene−n〉.
Il s’agit de calculer la dimension de [V (2ω1)/gv2ω1 ]
U
0 .
Notons π : V (2ω1) −→ V (2ω1)/gv2ω1 la surjection canonique. On remarque que π induit des
isomorphismes :
π(V (2ω1)0) ∼= V (2ω1)0, π(V (2ω1)α2)
∼= V (2ω1)α2 , ... , π(V (2ω1)αn)
∼= V (2ω1)αn .
Par contre, π(V (2ω1)α1) = 0. On a donc, en notant 〈A〉 la sous-alge`bre de g engendre´e par
une partie A de g :
[π(V (2ω1))]
U
0
∼= V (2ω1)
〈eα2 ,...,eαn〉
0 = V (2ω1)
〈eα2 ,...,eαn−1〉
0
car eαn−1 et eαn stabilisent les meˆmes e´le´ments dans V (2ω1)0.
Or on sait que V (2ω1)0 est de dimension n−1, et V (2ω1)α1 , ..., V (2ω1)αn−1 sont de dimension 1.
Comme V (2ω1)
〈eα1 ,...,eαn−1〉
0 = V (2ω1)
U
0 = {0}, on en de´duit que l’espace vectoriel V (2ω1)
〈eα2 ,...,eαn−1〉
0
est de dimension 1.
Donc l’espace tangent est de dimension 1.
1.3.4 Cas (C31)
Les poids de V (2ω1) sont :
– 0 avec multiplicite´ 3
– α1 et ses conjugue´s sous l’action du groupe de Weyl, chacun avec multiplicite´ 2
– α2 et ses conjugue´s, chacun avec multiplicite´ 1
– 2ω1 = 4α1 + 2α2 et ses conjugue´s, chacun avec multiplicite´ 1.
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Comme V (2ω1)
U
0 = {0}, l’application line´aire
φ : V (2ω1)0 → V (2ω1)α1 ⊕ V (2ω1)α2
v 7→ (eα1v, eα2v)
est injective, donc bijective.
Notons π : V (2ω1) −→ V (2ω1)/g.v2ω1 la surjection canonique. On remarque que π induit des
isomorphismes
π(V (2ω1)0) ∼= V (2ω1)0 et π(V (2ω1)α2)
∼= V (2ω1)α2 .
Par contre, dimπ(V (2ω1)α1) = 1.
On en de´duit que l’application quotient
φ¯ : π(V (2ω1)0)→ π(V (2ω1)α1)⊕ π(V (2ω1)α2)
a pour noyau π(V (2ω1)0)
U , de dimension 1.
Donc l’espace tangent est de dimension 1.
1.4 Conclusion
Dans ce paragraphe, on rame`ne la de´monstration du the´ore`me 1.1, a` des re´sultats obtenus
au §2.4 (de fac¸on inde´pendante). On commence par e´noncer sans de´monstration une conse´quence
imme´diate du lemme de Nakayama :
Lemme 1.11. Soit A =
⊕
d∈NAd un anneau gradue´ par N. On suppose l’anneau A0 local d’ide´al
maximal M0. Notons M l’ide´al maximal M0⊕
⊕∞
d=1Ad de A. Soit M =
⊕
d∈ZMd un A-module
gradue´ de type fini. Si M.M =M , alors M = 0.
Le sche´ma Hλ est presque de´termine´ par le corollaire suivant du corollaire 1.5 et de la propo-
sition 1.6 :
Corollaire 1.12. Le sche´ma Hλ est soit une droite affine, soit un point e´paissi SpecC[t]/(t
N ),
pour un entier N .
Preuve. On garde les notations du corollaire 1.5. L’ide´al M de A correspondant au point Cλ de
Hλ est l’unique ide´al maximal de A fixe´ par Gm, donc on a
M =M0 ⊕
∞⊕
d=1
Ad
ou`M0 est l’ide´al maximal de A0. Selon la proposition 1.6, l’espace vectorielM/M
2 est de dimen-
sion infe´rieure ou e´gale a` 1. Il existe donc un e´le´ment homoge`ne f de M tel que M = Af +M2.
Selon le lemme pre´ce´dent, M = Af . Or A s’e´crit, comme espace vectoriel A = C ⊕M, donc on
a A = C ⊕ Cf ⊕ Cf2 ⊕ ... = C[f ]. Ainsi, l’alge`bre A est monoge`ne, et comme son spectre est
connexe (proposition 1.3), on en de´duit le corollaire. 
Le the´ore`me 1.1 est donc de´montre´ dans les cas ou` l’espace tangent est nul. Dans les cas ou`
il est de dimension 1, il reste a` exclure les points e´paissis. On va voir (§2.4) qu’a` chaque fois que
l’espace tangent a` Hλ en Cλ est de dimension 1, il existe d’autres points ferme´s que Cλ dans Hλ,
et celui-ci est donc une droite affine.
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2 Alge`bres de Jordan simples et familles universelles
On va maintenant relier la classification (H) du the´ore`me 1.1 a` deux classifications de´ja` con-
nues :
– celle note´e (J) des alge`bres de Jordan simples (the´ore`me 2.1)
– et une classification note´e (A) de varie´te´s projectives a` deux orbites (the´ore`me 2.2).
Pour cela, on va associer de fac¸on naturelle
– aux objets de (J) des objets de (A) dans §2.3 (en conside´rant le coˆne des e´le´ments de rang
1 des alge`bres de Jordan simples)
– et aux objets de (A) des objets de (H) dans §2.4
On constatera alors que lors de ces deux ope´rations, tous les cas sont atteints. Ainsi, pour cha-
cun des cas du the´ore`me 1.1, on obtiendra a` l’aide d’une alge`bre de Jordan simple une de´formation
non triviale du coˆne Cλ dans V (λ), qui sera en fait la famille universelle au dessus de Hλ (§2.5).
2.1 Classification des alge`bres de Jordan simples
Pour plus de de´tails concernant les alge`bres de Jordan, on renvoie a` [Jac] ou [FaKo]. On
appellera alge`bre de Jordan (complexe) une C-alge`bre (A, ∗) commutative unitaire de dimension
finie (non ne´cessairemant associative) telle que
∀a, b ∈ A, a2 ∗ (a ∗ b) = a ∗ (a2 ∗ b).
On peut montrer que A est associative relativement aux puissances (c’est-a`-dire : toutes ses sous-
alge`bres monoge`nes sont associatives).
On peut alors de´finir le polynoˆme minimal d’un e´le´ment a de A : c’est le ge´ne´rateur unitaire
de l’ide´al {P ∈ C[X] tels que P (a) = 0} de C[X]. Un e´le´ment de A est dit re´gulier si le degre´ de
son polynoˆme minimal est maximal. Les e´le´ments re´guliers forment un ouvert dense de A.
Il existe alors ([FaKo], prop II.2.1) des fonctions polynoˆmiales p1, ..., pr sur A telles que si a
est un e´le´ment re´gulier de A, son polynoˆme minimal est Xr + p1(a)X
r−1 + ...+ pr(a). Chaque pi
est alors homoge`ne de degre´ i. On de´finit la trace et le de´terminant sur A par :
tr := −p1 et det := (−1)
rpr.
Dans la suite, on s’inte´resse aux alge`bres de Jordan simples, que l’on de´finit maintenant. Si a
est un e´le´ment de A, on note L(a) : A→ A, b 7→ a ∗ b la multiplication par a. On note Tr la trace
d’un endomorphisme A→ A. Une alge`bre de Jordan A est semi-simple si la forme biline´aire
A×A → C
(a, b) 7→ TrL(a ∗ b)
est non de´ge´ne´re´e. Elle est dite simple si de plus elle n’admet pas d’ide´aux non triviaux. (Dans
ce cas, les formes line´aires a→ TrL(a) et a→ tr(a) sont en fait proportionnelles.)
Les matrices hermitiennes sur les complexifie´es
R = C⊗R R, C⊗R C, C⊗R H, C⊗R O
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des alge`bres de Hurwitz donnent des exemples d’alge`bres de Jordan simples : on note Hn(R)
l’espace vectoriel des matrices de taille n × n qui sont e´gales a` la transpose´e de leur conjugue´e.
On munit Hn(R) d’une structure d’alge`bre en posant :
M1 ∗M2 =
1
2
(M1M2 +M2M1).
La classification des alge`bres de Jordan simples est connue ([Jac], the´ore`me 8 p 203) :
The´ore`me 2.1 (P.Jordan, J.von Neumann, E.Wigner). Toute alge`bre de Jordan simple est
isomorphe a` l’une des suivantes :
(J1) C ⊕ W , ou` W est un espace vectoriel de dimension finie muni d’une forme biline´aire
non de´ge´ne´re´e 〈., .〉. La loi de l’alge`bre est donne´e par la formule : (t1, w1) ∗ (t2, w2) = (t1t2 +
〈w1, w2〉, t1w2 + t2w1).
(J2) Hn(C⊗R R) , n ≥ 3
(J3) Hn(C⊗R C) , n ≥ 3
(J4) Hn(C⊗R H) , n ≥ 3
(J5) H3(C⊗R O).
On de´finit enfin le groupe de structure d’une alge`bre de Jordan simple A : c’est le groupe des
automorphismes (d’espace vectoriel) de A qui conservent a` un scalaire pre`s le de´terminant :
Str(A) := {g ∈ GL(A) | ∃u ∈ C∗,∀a ∈ A,det(ga) = udet(a)}.
Il contient le groupe Aut(A) des automorphismes d’alge`bre de A. Les deux groupes Aut(A) et
Str(A) sont des groupes alge´briques re´ductifs (mais non connexes). En fait, Aut(A)◦ est semi-
simple, et Str(A)◦ est de centre les homothe´ties.
2.2 Classification de varie´te´s a` deux orbites
Les espaces homoge`nes sous l’action d’un groupe re´ductif admettant une comple´tion e´quivariante
par un diviseur homoge`ne ont e´te´ classifie´s par D. Akhiezer (voir [Ak1] ou [HuSn] ; la classification
est retrouve´e dans [Bri] par des me´thodes alge´briques). Dans le cas ou` le diviseur est ample, on
a :
The´ore`me 2.2 (D.Akhiezer). Soit Z une varie´te´ projective lisse. Soit D un diviseur ample de
Z, et Ω son comple´mentaire. On suppose qu’il existe une action re´gulie`re d’un groupe alge´brique
affine connexe Γ sur Z sous laquelle Ω et D sont les orbites de Z.
Soit G l’image de Γ dans Aut(Z), et H le stabilisateur d’un point de Ω. Alors, a` reveˆtement
fini de G pre`s, on est dans un des cas suivants :
(A1) G = SL(n+ 1), n ≥ 1 , H = GL(n) et Z = Pn × (Pn)∗.
(A2) G = SO(n), n ≥ 3 , H = SO(n− 1) et Z = Q(n− 1).
(A3) G = SO(n), n ≥ 3 , H = O(n− 1) et Z = Pn−1.
(A4) G = Sp(2n), n ≥ 2 , H = Sp(2)× Sp(2n− 2) et Z est la grassmanienne des 2-plans de
C
2n.
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(A5) G = F4 , H = Spin(9) et Z = E6/P en notant P le sous-groupe parabolique maximal
de E6 dont les racines simples sont α2, ..., αn (notations de [Bo]).
(A6) G = G2 , H = SL(3) et Z = Q(6).
(A7) G = G2 , H = NG(SL(3)) et Z = P
6.
(A8) G = Spin(7) , H = G2 et Z = Q(7).
(A9) G = SO(7) , H = G2 et Z = P
7.
On a note´ Q(n) une quadrique projective lisse de dimension n.
Les actions de SL(n+1), SO(n) et Sp(2n) sont les actions naturelles. Les actions de G2, Spin(7)
et SO(7) sont de´duites des plongements G2 →֒ SO(7) via la repre´sentation de dimension 7 de
G2, et Spin(7) →֒ SO(8) via la repre´sentation spinorielle de Spin(7).
2.3 Un lien entre les classifications (J) et (A)
Dans ce paragraphe, on rappelle une de´finition du coˆne des e´le´me´nts de rang 1 d’une alge`bre
de Jordan simple. La varie´te´ projective forme´e des droites de ce coˆne nous donne alors une varie´te´
a` 2 orbites de la classification (A) ; l’orbite ouverte de cette varie´te´ correspond aux e´le´ments de
trace non nulle.
On obtient au passage une bijection entre les classes d’isomorphisme des alge`bres de Jordan
simples complexes et les classes d’isomorphisme des espaces syme´triques de rang 1 complexes (en
effet, ceux-ci sont les quotients G/H, ou` G et H sont les groupes donne´s dans les cas (A1) a`
(A5)).
La correspondance analogue dans le cas re´el (entre les alge`bres de Jordan simples re´elles et les
espaces syme´triques de rang 1 re´els compacts) est e´tablie dans [Hi] ; dans ce cas, tout e´le´ment de
rang 1 est de trace non nulle, c’est pourquoi l’espace syme´trique des droites d’e´le´ments de rang
1 (et de trace non nulle) est compact.
Soit A une alge`bre de Jordan simple.
Notons Γ la composante neutre du groupe des automorphismes de A, et Γ′ celle du groupe de
structure de A :
Γ := Aut(A)◦ ⊆ Γ′ := Str(A)◦.
Notons C.1 la droite engendre´e par l’e´le´ment unite´ de A, et V le sous-espace vectoriel de A forme´
des e´le´ments de trace nulle. Alors A est somme directe des deux sous-espaces vectoriels :
A = C.1⊕ V, (4)
et cette de´composition est stable par Γ. On ve´rifie (graˆce a` la classification) que V est un Γ-module
simple.
Notons D la Γ-orbite ferme´e dans P(V ) et D˜ le coˆne des vecteurs primitifs de V , c’est-a`-dire
le coˆne affine sur D.
On ve´rifie e´galement que comme Γ′-module rationnel, A est simple ; notons Z la Γ′-orbite
ferme´e dans P(A) et Z˜ son coˆne des vecteurs primitifs de A. Les e´le´ments (non nuls) de Z˜ sont
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appele´s les e´le´ments de rang 1 de l’alge`bre de Jordan A. Les e´le´ments (non nuls) de D˜ sont les
e´le´ments de rang 1 et de trace nulle.
On remarque que D est un diviseur ample de Z :
D = Z ∩ P(V ) ⊆ Z ⊆ P(C.1⊕ V )
et on ve´rifie enfin que Γ agit transitivement sur D et sur Z \D.
Ainsi, a` toute alge`bre de Jordan simple on fait correspondre un e´le´ment de la classification (A)
en prenant comme groupe G le groupe Γ ; on peut aussi prendre comme groupe G un sous-groupe
ferme´ de Γ pourvu qu’il agisse transitivement sur D et sur Z \D.
Pre´cise´ment :
– a` partir de (J1), on obtient le cas (A2) quand G est le groupe Γ = SO(W ), mais aussi,
en conside´rant des sous-groupes stricts de Γ, le cas (A6) quand W est de dimension 7 et
G = G2 et le cas (A8) quand W est de dimension 8 et G = Spin(7).
– a` partir de (J2), on obtient le cas (A3) quand G est le groupe Γ = SO(n), mais aussi, en
conside´rant des sous-groupes stricts de Γ, les cas (A7) quand n = 7 et (A9) quand n = 8.
– a` partir de (J3), on obtient le cas (A1) avec G = Γ = PGL(n).
– a` partir de (J4), on obtient le cas (A4) avec G = Γ = Sp(2n).
– a` partir de (J5), on obtient le cas (A5) avec G = Γ = F4.
On voit donc que tous les cas du the´ore`me 2.2 peuvent eˆtre obtenus a` partir des alge`bres de
Jordan simples.
2.4 Un lien entre les classifications (A) et (H)
Supposons que le groupe re´ductif connexe G agit sur une varie´te´ projective lisse Z, et que ses
orbites sont un diviseur ample D et son comple´mentaire Ω (de sorte que l’on est dans la situation
du the´ore`me 2.2).
Alors D est en fait tre`s ample, et si l’on plonge Z dans P(Γ(Z,OZ(D))
∗) en associant a` tout
z ∈ Z l’hyperplan des sections globales qui s’annulent en z, le coˆne affine au-dessus de Z dans
Γ(Z,OZ(D))
∗ est normal (car selon le §2.3, c’est le coˆne des vecteurs primitifs d’un G-module
simple). Ce coˆne affine est donc le spectre de l’alge`bre gradue´e
R :=
⊕
d∈N
Γ(Z,OZ(dD)),
ou` l’on note OZ(dD) le faisceau inversible sur Z associe´ au diviseur dD, et Γ(Z,OZ(dD)) =: Rd
l’espace de ses sections globales. On note σD ∈ R1 la section canonique de OZ(D). L’alge`bre R
est naturellement munie d’une structure de G-alge`bre rationnelle ; on munit Z˜ de l’action de G
correspondante (qui induit celle de G sur Z = ProjR).
Proposition 2.3. Il existe un poids dominant λ tel que R1 se de´compose comme G-module sous
la forme
R1 = CσD ⊕ V (λ)
∗.
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Notons f l’immersion ferme´e correspondant au morphisme surjectif d’alge`bres Sym(CσD⊕V (λ)
∗) −→
R et π le morphisme donne´ par la fonction re´gulie`re σD : on a un diagramme commutatif de mor-
phismes e´quivariants
Z˜
f
//
pi

??
??
??
??
A
1 × V (λ)
pr1
zztt
tt
tt
tt
tt
A
1
ou` A1 est muni de l’action triviale de G. De plus π : Z˜ −→ A1 est une famille de fonction de
Hilbert hλ et la fibre de π en 0 ∈ A
1 est le coˆne des vecteurs primitifs de V (λ). Les autres fibres
π−1(t), t 6= 0 sont isomorphes a` l’orbite ouverte Ω.
Preuve.
Comme D est complet et homoge`ne sous l’action de G, il est isomorphe a` un quotient G/P ,
ou` P est un sous-groupe parabolique de G contenant B. On a donc un plongement i : G/P →֒ Z.
L’image re´ciproque de OZ(D) par i est un faisceau inversible ample sur G/P : elle est donc
isomorphe au faisceau Lλ pour un certain poids dominant λ.
On a une suite exacte de OZ -modules :
0 −→ OZ(−D)
σD−→ OZ −→ i∗OG/P −→ 0.
On la tensorise par OZ(dD) :
0 −→ OZ((d − 1)D)
σD−→ OZ(dD) −→ i∗Ldλ −→ 0.
On a donc une suite exacte de G-modules de sections globales :
0 −→ Rd−1
σD−→ Rd
fd−→ V (dλ∗). (5)
Lorsque d = 1, la suite (5) est
0 −→ C
σD−→ R1
f1
−→ V (λ∗).
Comme Z se plonge dans P(R∗1), l’espace vectoriel R1 n’est pas de dimension 1. De plus V (λ)
∗
est un G-module simple, donc le morphisme f1 est surjectif, et on en de´duit le premier point de
la proposition.
Montrons que le morphisme fd est surjectif pour tout entier d. Comme R1 contient un B-
vecteur propre de poids λ∗, Rd contient un B-vecteur propre de poids dλ
∗, et il contient donc un
G-module simple isomorphe a` V (dλ∗). Or en conside´rant la suite exacte (5) pour tout d′ < d, on
remarque que Rd−1 est un sous-G-module de
⊕d−1
d=0 V (dλ
∗), d’ou` l’assertion.
(On peut retrouver la surjectivite´ des fd par un argument cohomologique. En effet, selon le
§2.3, la varie´te´ Z est une varie´te´ de drapeaux pour l’action d’un groupe G′ re´ductif connexe, que
l’on peut supposer simplement connexe quitte a` le remplacer par un reveˆtement fini. L’alge`bre
des fonctions re´gulie`res sur G′ est alors factorielle, et le groupe de Picard de G′ est nul. Selon
[KnKrVu], prop 3.2 (i), tout faisceau inversible sur Z est donc line´arisable. On peut donc appliquer
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le the´ore`me de Borel-Weil-Bott ([Ak2] p 113 ) au faisceau inversible OZ((d−1)D). Comme celui-ci
est ample, on obtient H1(Z,OZ((d − 1)D)) = 0, d’ou` le re´sultat.)
La fibre de π au dessus de 0 est le sous-coˆne de Z˜ d’alge`bre affine gradue´e R/σDR. D’apre`s
ce qui pre´ce`de, on a un isomorphisme de G-modules
R/σDR ≃
⊕
d∈N
V (dλ∗).
La fibre au dessus de 0 est donc le coˆne des vecteurs primitifs de V (λ), selon la proposition
1.3(a).
La fibre au dessus de t 6= 0 est la section de Z par l’hyperplan affine {σD = t}, donc est
isomorphe a` l’ouvert Ω. Enfin le morphisme π est plat car R est un C[σD]-module sans torsion :
le morphisme π est donc bien une famille de fonction de Hilbert hλ. 
Remarque 2.4. La de´formation π ainsi obtenue est toujours non triviale, car les fibres {π−1(t), t 6=
0} sont homoge`nes pour l’action de G, contrairement a` π−1(0).
On associe ainsi a` chaque objet de (A) un sche´ma de Hilbert invariant de la classification (H),
et on constate que l’on obtient ainsi toute cette classification :
– Le cas (H2) provient du cas (A1), avec n ≥ 2.
– Le cas (H1) (resp. (H4), (H6), (H9)) provient des cas (A2) et (A3), avec n = 3 (resp.
n impair supe´rieur a` 5, n pair supe´rieur a` 6, n = 4).
– Le cas (H3) provient des cas (A8) et (A9).
– Le cas (H5) provient du cas (A4), avec n ≥ 3.
– Le cas (H7) provient du cas (A5).
– Le cas (H8) provient des cas (A6) et (A7).
En particulier, on en de´duit dans chacun des cas l’existence d’un point de Hλ distinct de Cλ,
comme annonce´ au §1.4.
2.5 Construction des familles universelles
Plac¸ons-nous dans l’un des cas du the´ore`me 1.1 : le sche´ma de Hilbert invariant Hλ est
isomorphe a` la droite affine. Il re´sulte des §2.3 et 2.4 qu’on obtient une de´formation de Cλ a`
partir d’une (unique) alge`bre de Jordan simple A, de la fac¸on suivante. On note Z˜ le coˆne des
e´le´ments de rang 1 de A, et i l’inclusion Z˜ ⊆ A. Le morphisme donne´ par la restriction de la trace
de A a` Z˜ est note´ πλ. Le diagramme analogue a` celui de la proposition 2.3 est alors :
Z˜
i
//
piλ

??
??
??
??
A ≃ A1 × V (λ)
pr1
xxqq
qq
qq
qq
qq
q
A
1
Proposition 2.5. Si A n’est pas de type (J1), la famille πλ est la famille universelle au dessus
de Hλ ≃ A
1.
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Sinon on a A = C⊕W ; la famille universelle est alors, avec des notations e´videntes
{(t, w) ∈ A1 ×W | t = 〈w,w〉}
i
//
t
))SS
SSS
SSS
SSS
SSS
SSS
A
1 ×W
pr1
{{vv
vv
vv
vv
v
A
1
Preuve. Les familles de la proposition sont les images inverses par un (unique) morphisme f :
A
1 → Hλ de la famille universelle (car ce sont bien des familles de fonction de Hilbert hλ).
On va montrer que f est injectif ; comme Hλ est isomorphe a` A
1, on en conclura que f est un
isomorphisme, et la proposition sera de´montre´e.
L’injectivite´ de f signifie que les fibres des familles de sous-sche´mas conside´re´es sont deux a`
deux distinctes.
Cela est clair dans le cas ou` A est de type (J1) : la fibre de la famille au dessus de t ∈ A1 est
la sous-varie´te´ {w ∈W | t = 〈w,w〉 }.
Dans le cas ou` A n’est pas de type (J1), on ve´rifie que son e´le´ment unite´ n’est pas somme de
deux e´le´ments de rang 1.
Le module simple V (λ) est l’espace V de la de´composition (2). La fibre de πλ au dessus de t ∈ A
1
est
{a− t.1 | a ∈ Z˜ et tr(a) = t} ⊆ V.
Supposons que les fibres de πλ au dessus de t et t
′ soient e´gales : on peut alors e´crire a − t.1 =
a′ − t′.1, donc (t− t′).1 = a′ − a, donc t = t′.
Le morphisme f est donc bien injectif. 
Le second cas de la proposition correspond aux cas (H1),(H4),(H6),(H9) ou` G = SO(W ) et
V (λ) = W , ainsi qu’au cas (H8) ou` G = G2 et V (λ) =W est de dimension 7, et au cas (H3) ou`
G = Spin(7) et V (λ) =W est de dimension 8.
3 Rigidite´ des coˆnes de vecteurs primitifs
On sait ([Ha], ex 9.8 p 267) que les de´formations infinite´simales de Cλ sont classifie´es par un
C-espace vectoriel note´ T 1(Cλ). Comme Cλ est une G-varie´te´, l’espace vectoriel T
1(Cλ) est un
G-module rationnel ([Ri]) ; on le note dans la suite T 1λ .
On voit facilement que l’espace des e´le´ments G-invariants de T 1λ est en fait l’espace tangent
en Cλ au sche´ma de Hilbert invariant (proposition 3.5) ; il est donc de´termine´ par le the´ore`me
1.1. Dans cette partie, on de´termine comple`tement le G-module T 1λ :
The´ore`me 3.1. L’espace T 1λ des de´formations infinite´simales de Cλ est nul, sauf dans les cas
suivants :
(R1) Si l’on est dans les cas (H2) a` (H9) du the´ore`me 1.1, alors T 1λ = V (0).
(R2) Si G = SL(2) et m ≥ 2 est un entier, alors T 1m = V (m− 2)⊕V (m− 4) (on indexe les poids
de SL(2) par les entiers).
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(R3) Si le groupe s’e´crit G = SL(2)×H et le module simple V (λ) = VSL(2)(m)⊗W, ou` VSL(2)(m)
est le SL(2)-module simple de plus grand poids m, et (H,W ) = (SL(V ), V ), (SL(V ), V ∗) ou
(Sp(V ), V ) (dans ce dernier cas, V est un espace vectoriel de dimension paire supe´rieure
ou e´gale a` 2), alors T 1λ = VSL(2)(m− 2)⊗W .
et dans les cas obtenus a` partir d’un cas parmi les pre´ce´dents par factorisation.
Remarques 3.2. (1) On retrouve ainsi des faits de´ja` connus :
– Le coˆne affine sur le plongement de Segre de la varie´te´ Pm × Pn (dans P(m+1)(n+1)−1) est
rigide quand m+ n ≥ 3 (voir par exemple [KlLa] thm 2.2.8).
– Pinkham a de´termine´ dans [Pi] l’espace T 1m quand Cm est le coˆne affine sur la courbe
rationnelle normale de degre´ m dans Pm ; en particulier, il a montre´ que dim(T 1m) = 2m−4
(pour m ≥ 4). Il a aussi montre´ que si m ≥ 5, la de´formation verselle est irre´ductible, de
dimension m−1, et lisse hors de l’origine. Si m = 4, elle a deux composantes de dimensions
3 et 1 qui se rencontrent transversalement a` l’origine.
Le coˆne de vecteurs primitifs C4 est exceptionnel, car c’est le seul dont l’espace des de´forma-
tions infinite´simales admet a` la fois une partie G-invariante et une partie non invariante :
T 14 = V (0)⊕V (2). La direction G-invariante de l’espace T
1
4 correspond a` la composante de
dimension 1 de la de´formation verselle.
Ainsi, on constate que dans tous les cas ou` le sche´ma de Hilbert invariant Hλ n’est pas
re´duit a` un point, il donne une composante irre´ductible de la de´formation verselle de Cλ.
– Svanes a montre´ dans [Sv1] et [Sv2] que les coˆnes affines sur les plus petits plongements
des varie´te´s de drapeaux de SL(n) (qui correspondent au cas ou` G est simple de type An et
λ est une somme de poids fondamentaux) sont rigides, a` l’exception des cas (H2) et, pour
n = 3, (H6) du the´ore`me 1.1.
(2) Les couples (H,W ) du troisie`me cas du the´ore`me peuvent eˆtre de´crits ge´ome´triquement : ce
sont ceux ou` le groupe H agit transitivement sur les droites du module W (cela re´sulte par
exemple de [Ak2] thm2 p75).
Enfin on de´termine les de´formations verselles des coˆnes Cλ. Si on est dans le cas (R1) du
the´ore`me 3.1, la de´formation verselle de Cλ est donne´e par le sche´ma de Hilbert invariant Hλ.
Dans le cas (R2), elle a e´te´ de´termine´e dans [Pi] par des e´quations explicites.
Plac¸ons-nous maintenant dans le cas (R3) du the´ore`me 3.1. On va de´crire la de´formation
verselle de Cλ a` l’aide d’e´quations analogues a` celles de [Pi]. La dimension de l’espace vectoriel
W est n+ 1, pour un entier non nul n. Le coˆne Cλ est le coˆne affine dans A
(m+1)(n+1) au dessus
de l’image de P1 × Pn par le plongement
P
1 × Pn −→ P(m+1)(n+1)−1
([a : b], [c0, ..., cn]) 7−→ [a
jbm−jci]i,j
On note ici ce coˆne Cmn. Son ide´al homoge`ne est engendre´ par les mineurs 2× 2 de la matrice(
x00 x01 · · · x0 m−1 x10 x11 · · · x1 m−1 · · · xn0 xn1 · · · xn m−1
x01 x02 · · · x0 m x11 x12 · · · x1 m · · · xn1 xn2 · · · xn m
)
.
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Proposition 3.3. La de´formation verselle de Cmn est la de´formation V au dessus du spectre de
l’anneau C[[t]] des se´ries formelles en les ti,j (ou` 0 ≤ i ≤ n et 1 ≤ j ≤ m − 1) de´finie par les
mineurs 2× 2 de la matrice(
x00 · · · x0 m−2 x0 m−1 · · · xn0 · · · xn m−2 xn m−1
x01 − t01 · · · x0 m−1 − t0 m−1 x0 m · · · xn1 − tn1 · · · xn m−1 − tn m−1 xn m
)
(6)
On de´montre le the´ore`me 3.1 dans les parties 3.1 a` 3.3, et la proposition 3.3 dans la partie
3.4. On rappelle d’abord quelques faits connus.
Notons TCλ et TV (λ) les faisceaux tangents respectifs de Cλ et V (λ), et NCλ le faisceau normal
de Cλ dans V (λ). On a TV (λ) = OV (λ) ⊗ V (λ). Comme Cλ est normal, TCλ et NCλ sont des
faisceaux re´flexifs.
Les de´formations infinite´simales de Cλ se plongent en fait toutes dans V (λ), et l’on a une suite
exacte ([Ha], ex 9.8 p 267)
0 −→ H0(Cλ,TCλ) −→ H
0(Cλ,TV (λ)|Cλ) −→ H
0(Cλ,NCλ) −→ T
1
λ −→ 0,
c’est-a`-dire
0 −→ H0(Cλ,TCλ) −→ H
0(Cλ,OCλ)⊗C V (λ) −→ H
0(Cλ,NCλ) −→ T
1
λ −→ 0. (7)
On peut supposer Cλ de dimension supe´rieure ou e´gale a` 2 ; on note Eλ := Cλ \ {0} le coˆne
e´pointe´. La suite exacte ci-dessus s’identifie alors a` la suivante (avec des notations analogues)
0 −→ H0(Eλ,TEλ) −→ H
0(Eλ,OEλ)⊗C V (λ) −→ H
0(Eλ,NEλ) −→ T
1
λ −→ 0. (8)
Or comme Eλ est lisse, on a la suite exacte courte
0 −→ TEλ −→ OEλ ⊗C V (λ) −→ NEλ −→ 0.
On en de´duit la proposition suivante, due a` Schlessinger ([Sc]) :
Proposition 3.4. On a une suite exacte :
0 −→ T 1λ −→ H
1(Eλ,TEλ) −→ H
1(Eλ,OEλ)⊗C V (λ).
3.1 Pre´liminaires
On commence par de´terminer la partie invariante de l’espace T 1λ :
Proposition 3.5. On a un isomorphisme canonique
(T 1λ )
G ∼= TCλHλ.
Ainsi, l’espace (T 1λ )
G est nul, sauf dans les cas (H1) a` (H9) du the´ore`me 1.1, ou` il est de dimension
1.
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Preuve.
En prenant les G-invariants de (7), on obtient la suite exacte de G-modules de [AlBr], prop
1.13 :
0 −→ H0(Cλ,TCλ)
G −→ (H0(Cλ,OCλ)⊗ V (λ))
G −→ TCλHλ −→ (T
1
λ )
G −→ 0,
qui s’e´crit dans notre cas ([AlBr], prop 1.15 (iii)) :
0 −→ [g.vλ]
Gvλ −→ V (λ)Gvλ −→ TCλHλ −→ (T
1
λ )
G −→ 0.
Comme ses deux premiers termes sont de dimension 1 :
[g.vλ]
Gvλ = V (λ)Gvλ = Cvλ,
on en de´duit le re´sultat. 
Ainsi, on a montre´ que la partie G-invariante e´tait bien celle annonce´e dans le the´ore`me 3.1.
On va maintenant de´terminer les autres composantes isotypiques de T 1λ .
On note Xλ la varie´te´ de drapeaux G/Pλ, et π : Eλ −→ Xλ la surjection naturelle. On remar-
que que Eλ est l’espace total du faisceau Lλ prive´ de la section nulle, donc π est un morphisme
affine lisse.
Proposition 3.6. On a une suite exacte de faisceaux G-line´arise´s sur Xλ :
0 −→
⊕
d∈Z
Ldλ −→ π∗TEλ −→
⊕
d∈Z
Ldλ ⊗ TXλ −→ 0,
donc une suite exacte de G-modules :⊕
d∈Z
H1(Xλ,Ldλ)→ H
1(Eλ,TEλ)→
⊕
d∈Z
H1(Xλ,Ldλ ⊗ TXλ)→
⊕
d∈Z
H2(Xλ,Ldλ). (9)
Preuve.
Comme le morphisme π est lisse, on a la suite exacte courte
0 −→ Tpi −→ TEλ −→ π
∗TXλ −→ 0.
On remarque que le faisceau Tpi tangent a` π est isomorphe a` OEλ . Puis, comme π est affine, on a
0 −→ π∗Tpi −→ π∗TEλ −→ π∗π
∗TXλ −→ 0,
d’ou` la suite exacte de faisceaux annonce´e, car π∗Tpi ≃
⊕
d∈Z Ldλ, et, selon la formule de projec-
tion, π∗π
∗TXλ ≃
⊕
d∈Z Ldλ ⊗ TXλ.
La suite exacte de G-modules donne´e en de´coule aussi, car, comme π est affine,
H1(Eλ,TEλ)
∼= H1(Xλ, π∗TEλ). 
La suite exacte (9) nous permettra de de´montrer le the´ore`me 3.1 dans certains cas, a` l’aide
du the´ore`me de Borel-Weil-Bott ([Ak2], thm p113).
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Notons Qλ l’unique sous-groupe parabolique de G conjugue´ a` Pλ et contenant le sous-groupe
de Borel B− oppose´ a` B ; on voit naturellement Qλ comme un point de Xλ = G/Pλ. Regardons,
pour appliquer le the´ore`me de Borel-Weil-Bott, quels sont les poids de l’action de T sur les fibres
Ldλ|{Qλ} et TXλ|{Qλ}
∼= g/qλ : le tore T agit sur le premier espace avec le poids dλ
∗ ; les poids du
second sont les racines positives de G qui ne sont pas des racines de Qλ.
Si W est un Qλ-module rationnel, on note V(W ) le OXλ-module G-line´arise´ dont la fibre en
Qλ est W . On rappelle (voir [Gros] ou [Jan]) que l’espace des sections globales de V(W ) est le
G-module induit par le Qλ-module W :
H0(Xλ,V(W )) = Ind
G
Qλ
(W )
et les groupes de cohomologie de V(W ) donnent les foncteurs de´rive´s a` droite du foncteur IndGQλ :
Hj(Xλ,V(W )) = R
j IndGQλ(W ).
Dans toute la suite, on note simplement Ind le foncteur IndGQλ .
Si µ est un caracte`re de Qλ, on de´finit le Qλ-module
W [µ] := Cµ ⊗C W,
ou` Cµ est la droite ou` Qλ ope`re avec le poids µ.
On note enfin ⋆ l’action tordue du groupe de Weyl sur Λ : si w est un e´le´ment du groupe de
Weyl, et µ un poids, on pose w ⋆µ := w(µ+ ρ)− ρ, ou` ρ est la demi-somme des racines positives.
Proposition 3.7. Soit d ∈ Z. Si l’espace H1(Xλ,Ldλ) est non nul, alors V (λ) est en fait un
SL(2)-module, et l’action de G se factorise sous la forme G −→ SL(2) −→ GL(V (λ)).
Preuve. Si d ≥ 0, on sait que tous les groupes de cohomologie de Ldλ sont nuls sauf en degre´ 0.
Supposons d < 0. Selon le the´ore`me de Borel-Weil-Bott, H1(Xλ,Ldλ) est nul ou irre´ductible,
et on a H1(Xλ,Ldλ) ≃ V (µ) si et seulement si il existe une racine simple α et un poids dominant
µ tels que
sα ⋆ µ = dλ
∗,
en notant sα la re´flexion simple associe´e a` α. On en de´duit
µ− dλ∗ = (1 + 〈α∨, µ〉)α.
La racine simple α est donc un poids dominant : c’est une racine simple de G isole´e dans son
diagramme de Dynkin. Notons ωα = α/2 le poids fondamental associe´ a` α. Le poids −dλ
∗ est
proportionnel a` ωα, et λ = λ
∗ aussi, d’ou` le re´sultat. 
Proposition 3.8. Lorsque d ≥ 0, on a H1(Xλ,Ldλ ⊗ TXλ) = 0.
Preuve. C’est une conse´quence du fait suivant (cf. [Bro], thm2.2) : notons T ∗Xλ le fibre´ cotangent
de Xλ = G/Pλ, et p : T
∗Xλ −→ Xλ la projection canonique. On a, pour tout i ≥ 1,
H i(T ∗Xλ, p
∗Ldλ) = 0.
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Selon la formule de projection,
f∗f
∗Ldλ = Ldλ ⊗ f∗OT ∗Xλ = Ldλ ⊗ Sym(TXλ),
ou` Sym(TXλ) =
⊕
k∈N S
k TXλ est l’alge`bre syme´trique du OXλ -module TXλ. Ainsi,⊕
k∈N
H i(Xλ,Ldλ ⊗ S
k TXλ) = 0,
et la proposition en de´coule en prenant i = k = 1. 
3.2 Cas ou` le groupe G est simple
Dans ce paragraphe, on e´tablit le the´ore`me 3.1 dans le cas ou` G est un groupe simple.
Le §3.2.1 concerne le cas ou` G = SL(2). L’espace des de´formations infinite´simales a alors e´te´
de´termine´ dans [Pi] ; on donne cependant une preuve simple de ce re´sultat, qui a l’avantage de
fournir la structure de SL(2)-module de T 1λ .
Le cas des autres groupes simples est traite´ dans le §3.2.2.
3.2.1 Cas ou` G = SL(2)
On note H le sous-groupe des matrices unipotentes triangulaires infe´rieures
(
1 0
x 1
)
. On
identifie le groupe des poids de SL(2) a` Z, de sorte que les poids dominants sont les e´le´ments de
N. Le poids dominant λ est donc un entier, que l’on note ici m. On suppose m ≥ 1 ; on a donc
Qλ = B
−.
Pour de´terminer T 1λ , on utilise la suite exacte (8). Comme π est affine, on a la suite exacte
0→ H0(Xλ, π∗TEλ)
f
−→ H0(Xλ, π∗OEλ)⊗ V (λ)
g
−→ H0(Xλ, π∗NEλ)→ T
1
λ → 0.
On remarque que les fibres respectives en Qλ des faisceaux G-line´arise´s π∗TEλ , π∗OEλ ⊗ V (λ)
et π∗NEλ sont les Qλ-modules gradue´s⊕
d∈Z
gv−λ[md] ,
⊕
d∈Z
V (m)[md] et
⊕
d∈Z
V (m)/gv−λ[md],
et que les morphismes f et g sont les images par le foncteur Ind des morphismes de modules
gradue´s qui forment en chaque degre´ d une suite exacte courte :
0 −→ gv−λ[md] −→ V (m)[md] −→ V (m)/gv−λ[md] −→ 0.
Conside´rons la suite exacte longue associe´e a` cette dernie`re
0→ Ind(gv−λ[md])
fd−→ Ind(V (m)[md])
gd−→ Ind(V (m)/gv−λ[md])→ R
1 Ind(gv−λ[md])→ ...
(10)
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On a
T 1λ
∼=
⊕
d∈Z
coker gd.
Pour connaˆıtre coker gd, on remarque qu’on a des isomorphismes de Qλ-modules :
gv−λ ≃ V (1)[−m+ 1] et V (m)/gv−λ ≃ V (m− 2)[2],
donc
gv−λ[md] ≃ V (1)[m(d − 1) + 1]
et
V (m)/gv−λ[md] ≃ V (m− 2)[md+ 2].
La suite exacte longue (10) devient alors
0→ V (1)⊗ V (m(d− 1) + 1)
fd−→ V (m)⊗ V (md)
gd−→ V (m− 2)⊗ V (md+ 2)
→ R1 Ind(V (1)[(m(d − 1) + 1])→ ...
On peut alors conclure :
Supposons m ≥ 3 :
– si d < 0, on a V (m− 2)⊗ V (md+ 2) = 0, donc coker gd = 0.
– si d ≥ 1, montrons que R1 Ind(V (1)[m(d − 1) + 1]) = 0 : conside´rons la suite exacte de
Qλ-modules suivante
0 −→ C[m(d− 1)] −→ V (1)[m(d − 1) + 1] −→ C[m(d− 1) + 2] −→ 0.
La suite exacte longue associe´e (relativement au foncteur Ind) s’e´crit
... −→ 0 −→ R1 Ind(V (1)[m(d − 1) + 1]) −→ 0 −→ ...
Ainsi le morphisme gd est surjectif : coker gd = 0.
– si enfin d = 0, on remarque que coker g0 = V (m− 2)⊕ V (m− 4).
Si m = 2, le conoyau de gd est nul si d 6= −1, et on a coker g−1 = V (0). Donc on a toujours
T 1λ = V (m− 2)⊕ V (m− 4).
3.2.2 Autres groupes simples
On suppose maintenant que G est un groupe simple de type autre que A1, et il s’agit de
montrer que les seules de´formations infinite´simales de Cλ sont celles qui proviennent du the´ore`me
1.1.
Selon la proposition 3.5, il ne reste qu’a` montrer que le groupe G agit trivialement sur l’espace
T 1λ (ie tous les e´le´ments de l’espace sont G-invariants).
En vertu de la proposition 3.7, la suite exacte (9) donne ici
H1(Eλ,TEλ) →֒
⊕
d∈Z
H1(Xλ,Ldλ ⊗ TXλ).
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Il ne reste donc plus qu’a` montrer que pour tout d et pour tout poids dominant µ non nul, la
composante isotypique H1(Xλ,Ldλ ⊗ TXλ)(µ) est nulle.
Pour cela on va utiliser le lemme et la proposition suivants. Les notations sont celles de [Bo].
Lemme 3.9. Soit R un syste`me de racines irre´ductible muni d’une base S. Soit α un e´le´ment de
S. Alors il existe une racine positive longue γ telle que 〈γ∨, α〉 = −1, sauf dans les cas suivants :
– si R est de type A1.
– si R est de type B2 et α = α1 est la racine simple longue.
– si R est de type Cn, avec n ≥ 3 et α = αn est la racine simple longue.
Lorsqu’une telle racine γ existe, elle n’est pas unique, sauf dans les cas suivants :
– si R est de type A2.
– si R est de type B2 et α = α2 est la racine simple courte : seule γ = α1 convient.
– si R est de type Cn, avec n ≥ 3 et α = αi, i = 1...n− 1 est une racine simple courte : seule
γ = 2αi+1 + ...+ 2αn−1 + αn convient .
– si R est de type G2 : pour α = α1, seule γ = α2 convient ; pour α = α2, seule γ = 3α1 +α2
convient.
Preuve. Traitons d’abord le cas ou` toutes les racines de R sont de meˆme longueur. Si R est de
type A1, il n’y a rien a` prouver ; on suppose donc que R est de type An (n ≥ 2), Dn (n ≥ 4), E6,
E7 ou E8. L’existence de γ est claire : toute racine simple relie´e a` α dans le diagramme de Dynkin
de R convient. Montrons que si R n’est pas de type A2, γ n’est pas unique. Cela est clair si α est
relie´e a` plusieurs racines simples dans le diagramme de Dynkin. Sinon, notons β la seule racine
simple relie´e a` α. Le sous-syste`me de racines R′ de R de base S′ := S \ {α} est un syste`me de
racines irre´ductible, de rang supe´rieur ou e´gal a` 2. On sait qu’il admet plusieurs racines γ telles
que β a pour coefficient 1 dans l’e´criture de γ dans la base S′ (voir par exemple [Ak2], prop 1 p
126). Toutes ces racines γ conviennent clairement.
Supposons maintenant que R est de type Bn, avec n ≥ 3. Si α est une racine simple longue,
on est ramene´ au premier cas, car les racines longues de R forment un syste`me de racines de type
A3 si n = 3, et Dn sinon. Sinon, α = αn, et la racine γ = αi + ... + αn−1 convient pour tout
i = 1...n − 1.
Supposons que R est de type F4. Si α est une racine simple longue, on est ramene´ au premier
cas, car les racines longues de R forment un syste`me de racines de type D4. Si α = α3 = ǫ4, alors
γ = ǫi − ǫ4 convient pour tout i = 1, 2, 3. Si α = α4 = (ǫ1 − ǫ2 − ǫ3 − ǫ4)/2, alors γ = ǫi + ǫj
convient pour tout 2 ≤ i < j ≤ 4.
Enfin, on ve´rifie aise´ment les assertions du lemme concernant B2, Cn (n ≥ 3) et G2. 
Proposition 3.10. Soit R un syste`me de racines irre´ductible muni d’une base. On suppose que
R n’est pas de type A1.
Soient α une racine simple, β une racine positive, et N ≥ 2 un entier, tels que Nα + β est
un poids dominant. Alors N = 2, et on est dans l’un des cas suivants :
– si R est de type A2, on a 2α1 + α2 = 3ω1 et 2α2 + α1 = 3ω2.
– si R est de type B2, on a 2α2 + α1 = 2ω2.
– si R est de type Cn, on a 2α1 + (2α2 + 2α3 + ...+ 2αn−1 + αn) = 2ω1.
– si R est de type G2, on a 2α1 + α2 = 3ω1.
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Preuve. Traitons d’abord le cas ou` il existe plusieurs racines positives longues γ telles que
〈γ∨, α〉 = −1. Soit γ une telle racine, que l’on suppose distincte de β. On a 〈γ∨, Nα + β〉 =
−N + 〈γ∨, β〉 ≥ 0. D’ou` N ≤ 〈γ∨, β〉 ≤ 1, car γ est une racine longue distincte de β.
Pour conclure, on e´tudie un a` un les cas du lemme pre´ce´dent ou` il n’existe pas de racine γ,
ainsi que ceux ou` il existe une unique racine γ (selon le premier point de la de´monstration, on
peut alors supposer β = γ). 
Proposition 3.11. Le groupe G agit trivialement sur H1(Xλ,Ldλ ⊗ TXλ).
Preuve. Selon la proposition 3.8, on peut supposer d < 0.
Afin d’appliquer le the´ore`me de Borel-Weil-Bott, on conside`re une suite de Jordan-Ho¨lder du
Qλ-module g/qλ, c’est-a`-dire une suite de´croissante
g/qλ =W0 ⊃W1 ⊃ ... ⊃Wr = 0
de Qλ-modules telle que les quotients Wi/Wi+1 sont des modules simples.
Soit µ un poids dominant non nul. On veut montrer que la composante isotypique
H1(Xλ,Ldλ ⊗ TXλ)(µ) = R
1 Ind(g/qλ[dλ
∗])(µ)
est nulle.
Pour tout i, on a une suite exacte
0 −→ Wi+1[dλ
∗] −→Wi[dλ
∗] −→ (Wi/Wi+1)[dλ
∗] −→ 0,
donc une suite exacte sur les composantes isotypiques
R1 Ind(Wi+1[dλ
∗])(µ) → R
1 Ind(Wi[dλ
∗])(µ) → R
1 Ind((Wi/Wi+1)[dλ
∗])(µ).
Il suffit donc de montrer que pour tout i, on a
R1 Ind((Wi/Wi+1)[dλ
∗])(µ) = 0
et la proposition sera prouve´e.
Supposons le contraire : selon le the´ore`me de Borel-Weil-Bott, il existe une racine simple α
telle que
sα ⋆ µ = dλ
∗ + β,
ou` β est le plus grand poids de Wi/Wi+1 (c’est donc une racine de G qui n’est pas une racine de
Qλ). On en de´duit
µ− dλ∗ = Nα+ β,
en posant
N := 1 + 〈α∨, µ〉 ≥ 1
Comme d < 0, le poids Nα+ β est dominant : la racine simple α et la racine positive β sont
donc donne´es dans la liste du §1.3.1 (si N = 1) ou de la proposition 3.10 (si N ≥ 2). Ici, on
remarque de plus que :
– Le poids Nα+ β est la somme de deux poids dominants µ et −dλ∗ non nuls.
– On a 〈α∨, µ〉 = 0 si et seulement si N = 1.
– On a 〈β∨, λ∗〉 6= 0 (car β n’est pas une racine de Qλ).
En consultant les deux listes, on constate imme´diatement que cela est impossible (si G n’est
pas de type A1). 
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3.3 Cas ou` le groupe G n’est pas simple
On suppose dans cette partie que le groupe G est de la forme G1 × G2. Le sous-groupe de
Borel B de G s’e´crit B = B1×B2 ; de meˆme pour le tore maximal T = T 1×T 2. La repre´sentation
V (λ) de G s’e´crit V (λ) = V (λ1)⊗ V (λ2), ou` l’on suppose les poids dominants respectifs λ1 et λ2
de G1 et G2 tous les deux non nuls.
On note Pλi le stabilisateur dans G
i de la droite des vecteurs de plus grand poids de V (λi).
On a Pλ = Pλ1 × Pλ2 .
Notre varie´te´ de drapeaux est donc un produit Xλ = Xλ1 ×Xλ2 , ou` l’on note Xλi la varie´te´
de drapeaux Gi/Pλi . On note pi : Xλ −→ Xλi les projections canoniques.
On a
Lλ = p
∗
1Lλ1 ⊗ p
∗
2Lλ2 ,
et
TXλ = p
∗
1TXλ1 ⊕ p
∗
2TXλ2 .
On remarque que selon la proposition 3.7
H1(Eλ,OEλ) =
⊕
d∈Z
H1(Xλ,Ldλ) = 0.
La proposition 3.4 donne donc
T 1λ
∼= H1(Eλ,TEλ).
Cet isomorphisme est aussi conse´quence de [Sern] prop II.5.8 (ii). En effet, dim(Cλ) = dim(Xλ1)+
dim(Xλ2) + 1 ≥ 3. Comme Cλ est Cohen-Macaulay [Ra], sa profondeur en 0 est supe´rieure ou
e´gale a` 3.
3.3.1 Cas ou` G = SL(2)× SL(2)
On note encore H le groupe des matrices unipotentes triangulaires infe´rieures de taille 2× 2.
On e´crit le poids dominant de G sous la forme λ = (m,n), ou` l’on peut supposer les entiers
m et n tels que m ≥ n ≥ 1.
Pour calculer H1(Eλ,TEλ)
∼= H1(Xλ, π∗TEλ), on va utiliser une re´solution du faisceau G-
line´arise´ π∗TEλ . Sa fibre en Qλ est le Qλ-module⊕
d∈Z
g/gv
−λ
[md,nd].
D’ou`
H1(Eλ,TEλ) =
⊕
d∈Z
R1 Ind(g/gv
−λ
[md,nd]).
Soit d ∈ Z. On remarque que
gv
−λ
= (h× h)⊕ tv
−λ
,
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ou` le stabilisateur tv
−λ
de v−λ dans t est une droite Qλ-invariante.
On a donc une suite exacte de Qλ-modules
0 −→ C[md,nd] −→ g/(h× h)[md,nd] −→ g/gv
−λ
[md,nd] −→ 0.
D’ou` une suite exacte longue
...→ R1 Ind(C[md,nd])→ R1 Ind(g/(h × h)[md,nd])→ R1 Ind(g/gv
−λ
[md,nd])
→ R2 Ind(C[md,nd])
hd−→ R2 Ind(g/(h× h)[md,nd])→ ...
Proposition 3.12. (1) L’espace R1 Ind(C[md,nd]) est nul pour tout d.
(2) L’espace R1 Ind(g/(h × h)[md,nd]) est nul sauf si d = −1 et n = 1. Dans ce cas il vaut
V (m− 2, 1).
(3) Le noyau de hd est nul, sauf si d = −1 et (m,n) = (2, 2) et si d = −2 et (m,n) = (1, 1).
Dans ces deux cas (qui correspondent au cas (H9) du the´ore`me 1.1) il vaut V (0, 0).
Preuve.
(1) Cela de´coule imme´diatement du the´ore`me de Borel-Weil-Bott (ou simplement de la coho-
mologie des faisceaux inversibles sur P1 × P1).
(2) On remarque qu’on a l’isomorphisme de Qλ-modules
g/(h× h)[md,nd] ≃ V (0, 1)[md,nd + 1]⊕ V (1, 0)[md + 1, nd],
avec par exemple
R1 Ind(V (0, 1)[md,nd + 1]) = V (0, 1) ⊗R1 Ind(C[md,nd+ 1]).
Selon le the´ore`me de Borel-Weil-Bott, pour que l’espace R1 Ind(C[md,nd + 1]) soit non nul,
il faut que les entiers md et nd+ 1 soient l’un positif, l’autre strictement ne´gatif. Comme md et
nd sont de meˆme signe, on a ne´cessairement md < 0 et nd+ 1 ≥ 0 (donc d = −1 et n = 1). Dans
ce cas,
R1 Ind(V (0, 1)[md,nd + 1]) = V (0, 1) ⊗ V (m− 2, 0) = V (m− 2, 1).
Il faut donc que l’on ait m ≥ 2.
De la meˆme fac¸on, on obtient que R1 Ind(V (1, 0)[md+1, nd]) est toujours nul, car on a suppose´
m ≥ n.
(3) On va en fait de´terminer le conoyau de l’application transpose´e thd. Selon le the´ore`me de
dualite´ de Serre ([Ha] III.7), on a un isomorphisme fonctoriel
R2 Ind(W )∗ ∼= Ind(W ∗[−2,−2])
pour tout Qλ-module W (car la fibre en Qλ du faisceau anticanonique de Xλ est C[−2,−2]).
Supposons que le conoyau de l’application
Ind([g/(h × h)]∗[−md− 2,−nd− 2])
thd−−−→ Ind(C[−md− 2,−nd− 2]).
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est non nul.
Pour que l’espace d’arrive´e de thd soit non nul, il faut que M := −md− 2 et N := −nd− 2
soient positifs. Cet espace est alors le module simple V (M,N), et il faut que l’application thd
soit nulle.
Comme dans la de´monstration de (2), on remarque que l’espace de de´part de thd est une
somme directe :
Ind([g/(h × h)]∗[−md− 2,−nd− 2]) ≃ V (0, 1)[M,N − 1]⊕ V (1, 0)[M − 1, N ].
Il faut donc que les deux composantes de thd soient nulles. La premie`re composante est l’image
par Ind du morphisme j de la suite exacte courte suivante
0 −−→ C[M,N − 2] −−→ V (0, 1)[M,N − 1]
j
−−→ C[M,N ] −−→ 0.
Le conoyau de la premie`re composante se plonge donc dans l’espace R1 Ind(C[M,N − 2]).
Selon le the´ore`me de Borel-Weil-Bott, pour que ce dernier espace soit non nul, il faut N−2 ≤ −2,
donc N = 0. On montre de meˆme, a` l’aide de la seconde composante de thd, que M = 0.
Enfin, dans le cas ou` (M,N) = (0, 0), le conoyau de 0
thd−−−→ V (0) est bien V (0). 
3.3.2 Autres cas
Lorsque les actions de G1 et G2 se factorisent par SL(2) :
Gi −→ SL(2) −→ GL(V (λi)),
on est dans la situation du §3.3.1 ; on suppose donc que l’action de G2 ne se factorise pas par
SL(2).
Proposition 3.13. (1) L’espace H2(Xλ,Ldλ) est nul pour tout entier d.
(2) On a donc un isomorphisme T 1λ
∼=
⊕
d∈ZH
1(Xλ,Ldλ ⊗ TXλ).
Preuve.
(1) On rappelle que si d ≥ 0, tous les groupes de cohomologie de Ldλ sont nuls sauf en degre´
0, et si d < 0, le groupe de cohomologie de degre´ 0 est nul. On peut donc supposer d < 0, et on
a, selon la formule de Ku¨nneth ([Da] p32)
H2(Xλ,Ldλ) = H
1(Xλ1 ,Ldλ1)⊗H
1(Xλ2 ,Ldλ2).
Or selon la proposition 3.7 et l’hypothe`se faite sur λ2, on a H
1(Xλ2 ,Ldλ2) = 0, d’ou` le re´sultat.
(2) Selon le point (1) et la proposition 3.7, la suite exacte (9) s’e´crit
0 −→ H1(Eλ,TEλ) −→
⊕
d∈Z
H1(Xλ,Ldλ ⊗ TXλ) −→ 0,
d’ou` le re´sultat. 
La proposition suivante ache`ve donc la de´monstration du the´ore`me 3.1 :
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Proposition 3.14. L’espace H1(Xλ,Ldλ⊗TXλ) est nul, sauf dans les cas suivants (a` factorisation
pre`s) :
– Si G = SL(2)× SL(n) et d = −1 et λ = (m,ω1), alors il vaut VSL(2)(m− 2)⊗ V (ω1).
– Si G = SL(2)× SL(n) et d = −1 et λ = (m,ωn), alors il vaut VSL(2)(m− 2)⊗ V (ωn).
– Si G = SL(2)× Sp(2n) et d = −1 et λ = (m,ω1), alors il vaut VSL(2)(m− 2)⊗ V (ω1).
Preuve. Selon la proposition 3.8, on peut supposer d < 0. On a
Ldλ ⊗ TXλ = (p
∗
1(Ldλ1 ⊗ TXλ1 )⊗ p
∗
2(Ldλ2))⊕ (p
∗
1(Ldλ1)⊗ p
∗
2(Ldλ2 ⊗ TXλ2 )).
Donc, selon la formule de Ku¨nneth,
H1(Xλ,Ldλ ⊗ TXλ) = H
1(Xλ1 ,Ldλ1)⊗H
0(Xλ2 ,Ldλ2 ⊗ TXλ2 ).
En effet, comme d < 0, on a
H0(Xλ1 ,Ldλ1) = H
0(Xλ2 ,Ldλ2) = 0
et selon la proposition 3.7 (graˆce a` l’hypothe`se faite sur λ2), on a
H1(Xλ2 ,Ldλ2) = 0.
Si l’action deG1 sur V (λ1) ne se factorise pas par SL(2), on aura e´galement H
1(Xλ1 ,Ldλ1) = 0.
On peut donc supposer que G1 = SL(2), de sorte que H1(Xλ1 ,Ldλ1) est non nul, et vaut
V (−dλ1 − 2) (on conside`re de´sormais λ1 comme un entier).
Il reste a` calculer l’espace des sections globales H0(Xλ2 ,Ldλ2 ⊗ TXλ2 ).
Remarquons tout d’abord que sa partie G-invariante est nulle : en effet, selon l’isomorphisme
(ou` C est la droite munie de l’action triviale de G)
HomG(C, Ind(g2/qλ2 [dλ
∗
2]))
∼= HomQλ2 (C, g2/qλ2 [dλ
∗
2]),
la partie G-invariante est isomorphe a` l’espace des Qλ2-invariants suivant :
(g2/qλ2 [dλ
∗
2])
Qλ2 .
Supposons par l’absurde ce dernier espace non nul. Ses e´le´ments sont en particulier de poids
nul pour le tore T : ils admettent donc un repre´sentant dans g2 dont le poids est une racine
positive β de g2 telle que
β + dλ∗2 = 0.
On en de´duit d’une part que l’on peut supposer que le groupe G2 est simple (car son action sur
V (λ2) se factorise par celle d’un groupe simple), et d’autre part que la racine positive β est une
racine dominante. Or on sait qu’alors le sous-qλ2-module de g
2 engendre´ par g2β contient g
2
α pour
toute racine simple α de g2.
Ainsi, toute racine simple de g2 est une racine de qλ2 , et qλ2 = g
2 : une contradiction.
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De´terminons maintenant les autres composantes isotypiques de l’espace des sections globales :
soit µ un poids dominant de G2 non nul. Supposons que H0(Xλ2 ,Ldλ2 ⊗ TXλ2 )(µ) est non nulle.
Comme dans la de´monstration de la proposition 3.11, appliquons le the´ore`me de Borel-Weil-
Bott a` l’aide d’une suite de Jordan-Ho¨lder du Qλ2-module g
2/qλ2 .
On obtient qu’il existe une racine positive β de G2 telle que
β + dλ∗2 = µ.
Comme d < 0, pour que β+dλ∗2 soit dominant, il faut que l’action de G
2 sur V (λ2) se factorise
par un groupe simple ; on suppose donc que G2 est un groupe simple.
On remarque que β = µ − dλ∗2 est un poids dominant, non fondamental (car µ et −dλ
∗
2 sont
tous les deux non nuls).
Or les seules racines dominantes des syste`mes de racines irre´ductibles qui ne sont pas des
poids fondamentaux sont
– la plus grande racine ω1 + ωn des syste`mes de racines de type An (n ≥ 1).
– la plus grande racine 2ω1 des syste`mes de racines de type Cn (n ≥ 2).
On a donc d = −1, et l’on est dans l’une des deux situations suivantes (a` reveˆtement fini de
G2 pre`s) :
– On a G2 = SL(n) (n ≥ 2), et µ = λ2 = ω1 ou µ = λ2 = ωn.
– On a G2 = Sp(2n) (n ≥ 2), et µ = λ2 = ω1.
Il ne reste plus qu’a` ve´rifier que dans ces deux cas, l’espace T 1λ est celui annonce´ (la seule
autre possibilite´ est qu’il soit nul).
En utilisant les notations analogues a` celles de la de´monstration de la proposition 3.11 (en
remplac¸ant G par G2), on a pour tout i une suite exacte
0→ Ind(Wi+1[dλ
∗
2])(µ) → Ind(Wi[dλ
∗
2])(µ) → Ind(Wi/Wi+1[dλ
∗
2])(µ) → R
1 Ind(Wi+1[dλ
∗
2])(µ).
Selon cette meˆme de´monstration, on a
R1 Ind(Wi+1[dλ
∗
2])(µ) = 0
pour tout i. On en conclut facilement que
H0(Xλ2 ,Ldλ2 ⊗ TXλ2 ) = Ind(W0[dλ
∗
2]) = V (λ2)
dans les deux situations. 
3.4 De´monstration de la proposition 3.3
On va d’abord de´montrer que la de´formation V de la proposition 3.3 est plate (proposition
3.16). Elle est donc de´duite de la de´formation verselle de Cmn par un changement de base. On
montrera ensuite (proposition 3.17) que la diffe´rentielle du changement de base est un isomor-
phisme (de l’espace tangent a` SpecC[[t]] vers l’espace des de´formations infinite´simales de Cmn),
ce qui de´montrera la proposition 3.3.
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Soit N un entier supe´rieur ou e´gal a` 2. On munit l’ensemble des monoˆmes de l’anneau de poly-
nomes C[x1, ..., xN , z] de l’ordre lexicographique : si m1 = x
α1
1 ...x
αN
N z
αN+1 et m2 = x
β1
1 ...x
βN
N z
βN+1
sont deux monoˆmes distincts, alors m1 < m2 si et seulement si αi < βi pour le plus petit indice i
tel que αi 6= βi.
On renvoie a` [Ei] p 332 pour la de´finition d’une base de Gro¨bner. Le lemme suivant est une
application imme´diate du crite`re de Buchberger ([Ei] p 338) :
Lemme 3.15. Soient s1, ..., sN des nombres complexes. Notons gij le mineur 2× 2 de la matrice(
x0 x1 · · · xN−1
x1 − s1z x2 − s2z · · · xN − sNz
)
obtenu en prenant les colonnes i et j. La famille (gij)i<j est une base de Gro¨bner de l’ide´al qu’elle
engendre.
On reprend maintenant les notations de la proposition 3.3.
Proposition 3.16. Notons X la famille de sous sche´mas ferme´s
X
((Q
QQ
QQ
QQ
QQ
QQ
QQ
QQ
Q ⊆ SpecC[t,x] = A(m−1)(n+1) ×A(m+1)(n+1)
pr1
ssffff
ffff
ffff
ffff
ffff
fff
SpecC[t] = A(m−1)(n+1)
de´finie par les mineurs 2× 2 de (6). La famille X est plate au dessus de A(m−1)(n+1).
Par conse´quent la famille V est plate.
Preuve. On va montrer que l’adhe´rence sche´matique X de X dans A(m−1)(n+1) × P(m+1)(n+1) est
une famille plate sur A(m−1)(n+1), ce qui donnera le re´sultat.
Pour cela, il suffit ([Ha] thm 9.9 p 261) de montrer que le polynoˆme de Hilbert de la fibre Xs
de X au dessus de s = (sij)i,j (vue comme un sous-sche´ma ferme´ de P
(m+1)(n+1)) est inde´pendant
de s.
L’ide´al homoge`ne Is de Xs est engendre´ par les mineurs 2× 2 de la matrice(
x00 ... x0 m−2 x0 m−1 · · · xn0 ... xn m−2 xn m−1
x01 − s01z ... x0 m−1 − s0 m−1z x0 m · · · xn1 − sn1z ... xn m−1 − sn m−1z xn m
)
ou` z est une inde´termine´e supple´mentaire. Selon le lemme pre´ce´dent, ceux-ci forment une base
de Gro¨bner pour l’ordre lexicographique tel que xij < xkl si i < k ou si i = k et j < l, et tel que
z soit la plus petite inde´termine´e.
On remarque que les termes initiaux de ces mineurs 2 × 2 ne de´pendent pas de s. Selon [Ei]
Thm 15.3 p 329, le C-espace vectoriel quotient C[x, z]/Is admet donc pour base les classes modulo
Is d’une famille de monoˆmes inde´pendante de s. La dimension des composantes homoge`nes de
C[x, z]/Is est donc inde´pendante de s, et le polynoˆme de Hilbert de Xs aussi, ce qui de´montre la
proposition. 
Remarquons que l’espace tangent a` SpecC[[t]] est de meˆme dimension que T 1(Cmn). Pour
montrer que la diffe´rentielle du morphisme correspondant a` V (de SpecC[[t]] vers la de´formation
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verselle de Cmn) est un isomorphisme entre les espaces tangents, il suffit donc de montrer qu’elle est
injective, c’est-a`-dire que tout vecteur tangent non nul a` SpecC[[t]] correspond a` une de´formation
infinite´simale de Cmn non triviale.
Notons ǫ la classe de y dans l’alge`bre C[y]/〈y2〉.
Proposition 3.17. Soit un vecteur tangent a` SpecC[[t]], c’est-a`-dire un morphisme de SpecC[ǫ]
vers SpecC[[t]]. On note sij les nombres complexes tels que le morphisme correspondant
C[[t]] −→ C[ǫ] envoie tij vers ǫsij.
La de´formation induite par V sur SpecC[ǫ] est le sous-sche´ma ferme´ de SpecC[x][ǫ] de´fini
par les mineurs 2× 2 de la matrice(
x00 ... x0 m−2 x0 m−1 · · · xn0 ... xn m−2 xn m−1
x01 − ǫs01 ... x0 m−1 − ǫs0 m−1 x0 m · · · xn1 − ǫsn1 ... xn m−1 − ǫsn m−1 xn m
)
.
Elle est triviale si et seulement si les sij sont tous nuls.
Preuve. On va appliquer [Ha] ex 9.8 p 267. Notons J l’ide´al du sous-sche´ma ferme´ Cmn de
A
(m+1)(n+1), et A := SpecC[x]/J son alge`bre affine. La de´formation infinite´simale de la proposi-
tion correspond au morphisme de A-modules φ : J/J2 −→ A tel que
φ
(
xij xkl
xi j+1 xk l+1
)
= −
xij xkl
si j+1 sk l+1
.
Elle est triviale si et seulement si le morphisme φ est induit par un champ de vecteurs
∑
i,j
hij
∂
∂xij
,
c’est-a`-dire s’il existe des des e´le´ments hij de A tels que
φ
(
xij xkl
xi j+1 xk l+1
)
=
xij xkl
hi j+1 hk l+1
+
hij hkl
xi j+1 xk l+1
.
En prenant alors i et k distincts (ce qui est possible car n est non nul), on obtient que la
composante homoge`ne de degre´ 1 de hij est nulle de`s que j < m, puis que les sij sont tous nuls,
d’ou` le re´sultat. 
Appendice
On note Hilb(P(V (λ))) le sche´ma de Hilbert (construit dans [Grot]) des sous-sche´mas ferme´s
de P(V (λ)). Le sous-sche´ma HilbG(P(V (λ))) des points fixes de G dans Hilb(P(V (λ))) parame`tre
les sous-sche´mas ferme´s de P(V (λ)) qui sont stables par G.
On re´pond dans cet appendice a` la question naturelle suivante : quelles de´formations locales
du coˆne des vecteurs primitifs C(λ) peut-on obtenir a` l’aide de Hilb(P(V (λ))) ?
Comme C(λ) est le coˆne affine dans V (λ) au dessus de la varie´te´ de drapeaux
Xλ := G/Pλ ⊆ P(V (λ)),
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on peut eˆtre tente´ de de´former Xλ dans P(V (λ)) a` l’aide du sche´ma de Hilbert pour en de´duire
naturellement une de´formation de C(λ).
La proposition suivante montre que l’on n’obtient ainsi que des de´formations triviales, c’est-a`-
dire provenant de l’action du groupe GL(V (λ)) des automorphismes d’espace vectoriel de V (λ).
On note z le point de Hilb(P(V (λ))) correspondant a` Xλ. Le groupe GL(V (λ)) agit naturelle-
ment sur Hilb(P(V (λ))).
Proposition 3.18. L’orbite GL(V (λ)) · z est ouverte dans Hilb(P(V (λ))).
Preuve.
Il suffit de montrer que l’espace tangent a` l’orbite est e´gal a` l’espace tangent au sche´ma de
Hilbert :
Tz(GL(V (λ)) · z) = Tz Hilb(P(V (λ))),
c’est-a`-dire que l’application
gl(V (λ))
φ
−−→ Tz Hilb(P(V (λ)))
obtenue en diffe´rentiant l’application naturelle
GL(V (λ)) −→ Hilb(P(V (λ))),
u 7−→ u · z
est surjective.
Notons NXλ le faisceau normal a` Xλ dans P(V (λ)).
Il est donne´ par la suite exacte courte de OXλ -modules :
0 −→ TXλ −→ TP(V (λ))|Xλ −→ NXλ −→ 0. (11)
L’espace tangent au sche´ma de Hilbert en z est canoniquement isomorphe a` l’espace des
sections globales de NXλ :
Tz Hilb(P(V (λ))) ∼= H
0(Xλ,NXλ).
On sait que l’espace
H1(Xλ,TXλ)
est nul (cela re´sulte par exemple de la proposition 3.8).
En utilisant la suite exacte courte (11), on en de´duit que l’application canonique
H0(Xλ,TP(V (λ))|Xλ)
φ1
−−−→ H0(Xλ,NXλ)
est surjective.
On utilise ensuite la suite exacte de OP(V (λ))-modules ([Ha] Example II.8.20.1) :
0 −→ OP(V (λ)) −→ OP(V (λ))(1)⊗C V (λ) −→ TP(V (λ)) −→ 0.
Comme les termes de cette suite sont des faisceaux localement libres, on obtient encore une
suite exacte si on la restreint a` Xλ :
0 −→ OXλ −→ Lλ ⊗C V (λ) −→ TP(V (λ))|Xλ −→ 0.
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L’application associe´e
V (λ)∗ ⊗C V (λ) = H
0(Xλ,Lλ)⊗C V (λ)
φ2
−−−→ H0(Xλ,TP(V (λ))|Xλ)
est surjective, car l’espace H1(Xλ,OXλ) est nul (cela de´coule par exemple du the´ore`me de Borel-
Weil-Bott).
On remarque enfin que l’application φ s’identifie a` la compose´e φ1◦φ2 : elle est donc surjective,
d’ou` la proposition. 
On en de´duit imme´diatement le corollaire suivant, qui montre que l’on n’obtient aucune
de´formation G-invariante a` l’aide de Hilb(P(V (λ))).
Corollaire 3.19. Le point z est un point isole´ re´duit de HilbG(P(V (λ))).
Preuve. Il suffit de montrer que l’espace tangent a` HilbG(P(V (λ))) en z est nul. On reprend les
notations de la de´monstration de la proposition pre´ce´dente. On a vu que l’application
gl(V (λ))
φ
−−→ Tz Hilb(P(V (λ)))
est surjective. Comme le groupe G est re´ductif, on en de´duit une surjection sur les espaces des
G-invariants :
gl(V (λ))G
φ
−−→ Tz Hilb
G(P(V (λ))).
Or l’application φ est nulle sur l’espace gl(V (λ))G ∼= C (qui est le centre de gl(V (λ))), d’ou` le
corollaire. 
Pinkham utilise dans [Pi] §4-5 de manie`re plus concluante le sche´ma de Hilbert Hilb(V (λ))
des sous-sche´mas ferme´s de l’espace projectif V (λ) obtenu en comple´tant V (λ). Il e´tudie ainsi
plus ge´ne´ralement les de´formations des coˆnes affines sur les varie´te´s projectives lisses, et montre
sous certaines hypothe`ses (qui sont ve´rifie´es dans notre situation) qu’on les obtient toutes en
de´formant a` l’aide de Hilb(V (λ)) le comple´te´ du coˆne.
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