Abstract. Let p be a prime for which the congruence group Γ 0 (p)
* , the value of t (N,β) (d) is independent of the choice of β and we can simply write
as the Fourier coefficient of certain Jacobi form of weight 2 and index N for 2 ≤ N ≤ 6 (see [18] Theorem 8).
Let M ! k+1/2 (N) be the vector space consisting of nearly holomorphic modular forms (holomorphic in H and meromorphic at cusps) of half-integral weight k + 1/2 on Γ 0 (4N) whose n-th Fourier coefficient vanishes unless (−1) k n is congruent to a square modulo 4N.
According to Borcherds' duality theorem (Theorem 3.1 in [4] ), the only obstructions to finding such forms of weight 1/2 are given by holomorphic vector valued modular forms of weight 3/2, which can be identified with elements in J 2,N (=the space of holomorphic Jacobi forms of weight 2 and index N) (see [11] 
We define a polynomial H d,N (X) by
In [13] , from Zagier's trace formula ([18] Theorem 8) we derived the following product identity: for N = 2, 3, 5, 6
where Given an even lattice M in a real quadratic space of signature (2, n), Borcherds lifting [3] gives a multiplicative correspondence between vector valued modular forms we are mainly concerned with O(2, 1) case. For O(2, n) (n ≥ 2) case one is referred to [5, 6] . We take M to be the direct sum of 2-dimensional unimodular Lorentzian lattice and 1-dimensional lattice generated by a vector of norm 2N, as in Example 5.1 of [4] . If N = 1, (see (16) ). As a byproduct we can extend Zagier's trace formula to all primes p ∈ S (see Corollary 3.6). 
A complex valued holomorphic function f on H is said to be a modular form of half-integral weight k + 1/2 on Γ 0 (4N) if it satisfies f | A * = f for every A ∈ Γ 0 (4N), and is holomorphic at the cusps.
2.2. Jacobi forms. A (holomorphic) Jacobi form of weight k and index N is defined to be a holomorphic function φ : H × C → C satisfying the two transformation laws
and having a Fourier expansion of the form
where the coefficient c(n, r) depends only on 4Nn−r 2 and on the residue class of r (mod 2N)
In (2), if the condition 4Nn − r 2 ≥ 0 is deleted, we obtain a nearly holomorphic Jacobi form.
Let J ! k,N be the space of nearly holomorphic Jacobi forms of weight k and index N. Let J ! * , * be the ring of all nearly holomorphic Jacobi forms and J ! ev, * its even weight subring. Then J ! ev, * is the free polynomial algebra over M The uniqueness of φ D,N is obvious since the difference of any two functions satisfying the definition of φ D,N would be an element of J 2,N , which is of dimension zero (see [11] p.118).
For the existence the structure theorem enables us to express φ D,N as a linear combination
. Through the article we adopt the following notations:
• β: an element in Z/2NZ.
•Γ ′ : the image of Γ ′ in P SL 2 (R).
•Γ
• When we write Q d,N,β , β is always assumed to satisfy
• e(x): = exp(2πix).
• ζ n : = e(1/n) = exp(2πi/n).
• s(D, N): the number of prime factors dividing (D, N).
• U m : the Hecke operator defined by n∈Z c(n)q n | Um = n∈Z c(mn)q n .
• E k (τ ): the normalized Eisenstein series of weight k,
where B k is the k-th Bernoulli number defined by k∈Z B k t k /k! = t/(e t − 1) and
3. Vector valued modular forms Z/Z ≈ Z/2NZ.
The group Γ 0 (N) * acts on the lattice M as an orthogonal transformation by υ → XυX t for υ ∈ M and X ∈ Γ 0 (N) * . Moreover it is not difficult to verify that the special orthogonal group of M is Γ 0 (N) * .
In the following we will interpret a scalar valued modular form in M ! 1/2 (N) as a vector valued modular form of weight 1/2 and type ρ M . For simplicity we will restrict ourselves to the case N is a prime p in the set
where s(β, p) = 1 if β ≡ 0, p (mod 2p) and 0 otherwise. Then clearly we have
For j prime to 4p, we consider
. Let b and d be integers satisfying jd−4pb = 1 and
, from which it follows that
where j −1 denotes the inverse of j in (Z/4pZ) * . The left hand side of (4) is
On the other hand, the right hand side of (4) is
Replacing τ by τ /4p in (5), (6) and recalling the definition of ψ j we obtain the following identity:
Let R be a 2p × 2p matrix defined by
. To show that β(2p) h β e β is a vector valued modular form, it is necessary to check that
Since h β = h −β , the above identity is equivalent to
for some matrix A with 2p columns of which the first p + 1 ones are linearly independent and span the other ones. We take A = ζ
where j l is the l-th largest element in the set {j | 1 ≤ j ≤ 4p and (j, 4p) = 1}. We can check that the rank of A is p + 1 unless p = 2. Moreover from the Gauss quadratic sum identity ( [15] Chapter IV, Section 3) it follows that AR =
. Now the identity (9) follows from (7) except for the case p = 2.
Remark 3.2. When p = 2, the matrix A is
and its rank is 2. If we take j = 1, 5 in (7), we obtain the following two identities:
Thus in order to determine h β (−1/τ ) in terms of h γ (τ )'s we need one more identity. We
In terms of S = ((
. This yields
The left hand side of (12) can be written as
Meanwhile the right hand side of (12) turns out to be (10) and (11) = ζ
Replacing τ by 4τ we come up with
Now from (10), (11) and (13) We can translate the above in terms of usual modular forms as follows:
Theorem 3.3. With the same notation as above, we have,
is a meromorphic modular form of weight c 0 (0) for some character of Γ 0 (p) * .
(ii) The possible zeros or poles of Ψ f occur either at cusps or at imaginary quadratic irrationals α ∈ H satisfying pAα 2 +Bα+C = 0 with (A, B, C) = 1. Let δ = B 2 −4pAC < 0.
Then the multiplicity of the zero of Ψ f at α is given by n>0 c β (δn 2 /4p) (here for each n > 0, β is chosen such that β 2 ≡ δn 2 (mod 4p)).
Recall the nearly holomorphic modular form
is a meromorphic modular form of weight 0 for some character of Γ 0 (p) * . Choose an integer β (mod 2p) with β 2 ≡ −d (mod 4p). From Theorem 3.3 (ii) it follows that the zeros of Ψ 2f d,p occur at α Q for each Q ∈ Q d,p,β with multiplicity
On the other hand, the multiplicity of the zero of j *
From this observation we come up with
Comparing (14) with (15) we get 
As before , we set h β (τ ) = 2
s(β,p)−1
for each β ∈ Z/2pZ. By (8)
Let φ ∈ J ! 2,p . The Fourier coefficient c(n, r) of q n ζ r in φ depends only on the discriminant r 2 − 4pn and therefore we can write c(n, r) = B(4pn − r 2 ). For µ ∈ Z/2pZ, we set
(f g)| U 4p is then invariant under the action of SL 2 (Z) with a pole only at ∞ and of weight 
Corollary 3.6. Let p be a prime for which Γ 0 (p) * is of genus zero. For each natural number d which is congruent to a square modulo 4p, let
Then the series n,r t (p) (4pn − r 2 )q n ζ r becomes a nearly holomorphic Jacobi form of weight 2 and index p.
Proof. In (16) if we compare the q-expansions on both sides, then we obtain where q is any prime represented by Q and not dividing Dd. This is independent of the choice of q. We further assume D and −d to be congruent to a square modulo 4p. We define the "twisted trace" t [10, 8, 3] ) = 90112, and
We claim that for
Let J = j − 744 and J m be the unique polynomial such that
By "expansion formula" ( [14] p.14 or [9] p.319) we come up with
The map which sends [a, b, c] ∈ Q dD,p,β to [a/p, b, cp] ∈ Q dD induces a bijection between Q dD,p,β /Γ 0 (p) and Q dD /Γ. And the natural map from Q dD,p,β /Γ 0 (p) to Q dD /Γ also gives a bijection. Theses maps preserve the values of χ and (19) is rewritten as
which yields
In (18) we write m = lp k with (l, p) = 1. We use induction on k to prove the claim. If k = 0, the claim (18) follows from Lemma 4.3. Now we assume the claim for k.
by [18] p.13 and Theorem 5-(iii)
by Lemma 4.2 and induction hypothesis Let z ∈ H. Note that 1 m t m (z) can be viewed as the coefficient of q m -term in − log q − log(t(τ ) − t(z)) (see [16] ). Thus log q −1 − m>0 1 m t m (z)q m = log(t(τ ) − t(z)). Taking exponential on both sides, we get
By the claim (18), we obtain
From (20) and (21) 
