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We study the spreading of correlations after a local quench in a non-relativistic quantum field
theory. We focus on noninteracting non-relativistic fermions and study the time evolution after two
identical systems in their ground states are suddenly joined together with a localized impurity at
the junction. We find that, even if the quasi-particles of the system have unbounded dispersion, the
correlations show light cone effects. We carry out a detailed study of these effects by developing
an accurate asymptotic expansion of the two-point function and determining exactly the density
of particles at any time after the quench. In particular, we find that the width of the light cone
region is ∝ t1/2. The structure of correlations, however, does not show a pure light cone form –
“superluminal corrections” are much larger than in the bounded-dispersion case. These findings can
be explained by inspecting the structure of excitations generated by the initial state. We show that
a similar picture also emerges in the presence of a harmonic trapping potential and when more than
two systems are suddenly joined at a single point.
I. INTRODUCTION
During the last decade, pioneering experiments in cold atomic gases and trapped ions allowed, for the first time, the
observation of many-body systems undergoing (nearly) unitary time evolution1,2. This breakthrough has given fresh
vigour to the study of non-equilibrium dynamics in closed quantum many-body systems, and a strenuous theoretical
effort initiated – see, e.g., the reviews [3–12]. In most of these studies non-equilibrium dynamics is generated using a
quantum quench protocol – the system is taken in the ground state of some Hamiltonian H0 and time evolved with a
different Hamiltonian H, related to the first by the change of some parameters. It was understood that expectation
values of local-in-space observables can relax to time independent values and these values can be computed without
solving the entire dynamics – they are determined by the local and quasi-local9 conservation laws of the system3,8,13.
In particular, the two extreme cases are those of integrable models – possessing a macroscopic number of local and
quasilocal conservation laws – and generic models – where the set of local and quasilocal conservation laws is reduced
to the only Hamiltonian. Stationary values of local observables are believed to be described by a standard Gibbs
ensemble (GE)14–17 in the latter case, and by a generalized Gibbs ensemble (GGE)13 in the former. These conjectures
have been verified in many highly non-trivial examples18–56.
The finite-time dynamics revealed itself to be an harder problem to tackle; in numerous cases, however, the time
evolution of non trivial observables has been determined19,20,26,28,30,36,40,42,49,57–113. In this context a number of fas-
cinating features emerged; one example worth mentioning is the phenomenon of prethermalization72–89 in weakly non
integrable models. There, at intermediate times observables approach quasi-stationary values close to the unperturbed
GGE prediction before drifting to their final GE values. Another notable phenomenon is the appearance of “light cone
effects” in correlation functions. They show abrupt changes as functions of time when they receive some information
produced by the quench and propagating at finite velocity. These effects have been theoretically predicted in many
different settings3,4,6,11,20,26,90–100,103–113 and have been observed in experiments2.
The physical mechanism behind this behaviour can be qualitatively described by the semi-classical interpretation
introduced in Ref. [90]. The dynamics are characterized in terms of correlated pairs of quasi-particles emitted at the
time of the quench and propagating freely throughout the system. These quasi-particles are stable in integrable models,
while they acquire a finite life-time (depending on the structure of the initial state) in the presence of integrability
breaking interactions. The semi-classical interpretation allows one to understand the dynamics generated by both local
quenches, where the Hamiltonian is changed only in a finite region of space, and global ones, where the Hamiltonian is
changed over a macroscopic region. In both cases, one has to imagine that the quasi-particles are generated only in the
region where the Hamiltonian is changed. According to this interpretation, light cone effects are due to the finiteness
of quasi-particles’ maximal group velocity – in quantum spin chains, this is generically implied by the Lieb-Robinson
bounds114, and in relativistic field theories by their causality structure. This is, in other words, an inherent feature of
these systems, and does not depend on the quench procedure or the initial state. It is worth mentioning that, in the
case of global quenches, determining the velocities of quasi-particle excitations in the presence of interactions is a highly
non-trivial task. Since the quench creates a finite density of excitations the velocities get non-trivially renormalized
by the interactions, in a state-dependent way70,96,108,109. Relativistic invariance or Lieb-Robinson bounds, however,
ensure that a maximal velocity always exists.
An immediate question arising from the above discussion is the following: what happens in cases where the quasi-
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FIG. 1. Our system; non-relativistic spinless fermions of mass m0 live on two edges E1, E2 of length L, joined through the
localized defect S(k).
particles have unbounded spectra as in, e.g., non-relativistic quantum field theories? Do light cone effects also
persist there? If so, what is the mechanism preserving them? In the context of global quenches in non-relativistic
field theories some modifications to the light cone effects have been observed.40 Here we focus on local quenches
in a non-interacting non-relativistic fermionic field theory. In particular, we consider the so called “cut and glue”
quench protocol4,99. Two copies of the system are initially separated, each in its own ground state, and at time
t = t0 = 0 they are instantaneously glued together. By investigating the time dependence of the correlation functions
we find that approximate light cone effects survive but there are tangible corrections; we motivate this by computing
the distribution of the quasi-particle excitations produced by the quench and showing that the vast majority of them
move at the initial Fermi velocity. These excitations are the ones responsible for the light cone effects. The corrections
are generated by faster quasi-particles, which are also produced by the quench.
The paper is laid out as follows. In Section II we introduce the non-relativistic fermionic quantum field theory
considered in this work, while in Section III we describe the quench protocol adopted. Section IV is devoted to the
calculation of the two-point function of the fermionic operators and the density of particles in the thermodynamic
limit; we also perform a detailed analysis of the results, computing the distribution of excitations created by the
quench. In Section V we study the time evolution of the entanglement entropy, while in Section VI we discuss two
generalisations of the problem examined: the inclusion of a harmonic trapping potential and the sudden joining of
more then two systems at one point. Section VII contains our conclusions. A number of technical points and further
details are reported in the appendices.
II. THE MODEL
We consider non-relativistic spinless fermions of mass m0 living on two edges (E1 and E2) of length L, which have
a common endpoint – “the junction” – featuring a localized defect. A graphical representation of our system is given
in Fig. 1. It is convenient to parametrize a point in the system with the pair (i, x), where i = 1, 2 specifies the edge
and x ∈ [0, L] the position on the edge – measured from the junction. The particles are described by the field ψi(x, t),
such that ψ†i (x, 0) creates a fermion at the point (i, x). The field satisfies the canonical anti-commutation relations{
ψi (x, t), ψ
†
j (y, t)
}
= δijδ(x− y) ,
{
ψi (x, t), ψj (y, t)
}
= 0 =
{
ψ†i (x, t), ψ
†
j (y, t)
}
, (1)
where δij is a Kronecker delta and δ(x) is a Dirac delta. To keep things simple, we assume that in the bulk of every
edge (0 < x < L) there is no interaction between the particles, i.e. the equation of motion (EOM) for the field ψi(x, t)
is a free Schro¨dinger equation (
i∂t +
1
2m0
∂2x
)
ψi(x, t) = 0 , i = 1, 2 . (2)
At the boundary x = L we impose Dirichlet (open) boundary conditions
ψi(L, t) = 0 , ∀i , (3)
we expect this choice not to affect the results presented – the x = L conditions remain fixed in our quench protocol
and we will be interested in the the infinite L limit.
The defect at the junction (x = 0) generates a point-like interaction. We model this interaction in the simplest
non-trivial way115–123 – we assume it conserves the number of particles and generates non-trivial scattering only at
the one-body level. In other words, we assume that the scattering matrix can be decomposed as a direct sum of
scattering matrices S(n) acting on sectors of fixed particle-number n and that all the S(n) are written in terms of a
non trivial one-body scattering matrix S(1) = S.
The one body scattering is equivalent to some linear boundary conditions on the field ψi(x, t) at the junction. The
form of these boundary conditions is fixed by requiring the time evolution to be unitary115–118 and reads as
2∑
j=1
λ [I− U]ij ψj(0, t)− i [I+ U]ij ∂xψj(0, t) = 0 , (4)
3where λ is a real positive parameter with dimension of mass, U is a unitary matrix; these quantities specify the
physical properties of the scattering at the junction. The conditions (4) correspond to the following momentum-space
scattering matrix115–119
S(k) = −λ (I− U)− k (I+ U)
λ (I− U) + k (I+ U) , k ∈ R , (5)
where we used that λ (I− U) + k (I+ U) and (λ (I− U)− k (I+ U))−1 commute to write S(k) in “fraction form”.
The diagonal element [S(k)]ii of the scattering matrix is the reflection amplitude at the junction of a fermion with
momentum k on the i-th edge. The off diagonal elements, [S(k)]ij with i 6= j, are the transmission amplitude of the
fermion from the i-th to the j-th edge. Accordingly, the scattering matrix fulfils the unitarity condition117,118
S†(k)S(k) = S(k)S†(k) = I . (6)
In addition, S(k) also satisfies117,118
S†(k) = S(−k) S(λ) = U . (7)
The matrix U is then nothing but the scattering matrix for particles with momentum λ. The matrix S(k) can be
simultaneously diagonalised for all k by the unitary matrix U which diagonalises U
U†S(k)U = diag
(
k − iλ tan(α1/2)
k + iλ tan(α1/2)
,
k − iλ tan(α2/2)
k + iλ tan(α2/2)
)
≡ Sd(k) , (8)
where αi ∈ [0, 2pi[ are the phases of the eigenvalues of U. Consequently, defining the new fields
ϕi(x, t) ≡
2∑
j=1
[U†]ijψj(x, t) , (9)
we see that they “diagonalize” the conditions at the junction
∂xϕi(0, t) = (λ tan(αi/2))ϕi(0, t) , (10)
while they satisfy the Dirichlet conditions (3) at x = L. We stress that the new fields are non-local in space, because
they are linear combinations of ψi(x, t) on different edges of the graph. For this reason we shall address them as
“unphysical fields” and use them only as a convenient tool for computations, while all the physical questions are
asked in terms of the “physical fields” ψi(x, t)
122.
A. Scale-invariant scattering matrices
Before proceeding we introduce a further simplification: we will restrict our attention to junction conditions on the
unphysical fields ϕi(x, t) which are of Dirichlet (open) type
ϕi(0, t) = 0 , (11)
or Neumann (free) type
∂xϕi(0, t) = 0 . (12)
This can be achieved by taking αi = 0, pi (cf. Eq. (10)). In this limit the scattering matrix becomes k-independent,
and in particular its eigenvalues can be either equal to −1 or +1. We note that the restriction (11) – (12) captures
all the possible scale invariant scattering matrices (and in turn junction conditions), which are the only relevant ones
when a CFT description6 applies.
Let us briefly review the classification all the possible scale-invariant 2 × 2 scattering matrices122, as the explicit
expressions found shall be useful in the following. The classification is based upon the number p of negative eigenvalues
of S, there are three possible cases:
i. p = 0, i.e., S(k) = S = I. This corresponds to Neumann conditions at the junction for physical fields on both
edges.
4ii. p = 1, i.e., S(k) = S = USdU† where Sd = diag(1,−1) and U is a unitary 2 × 2 matrix. Imposing that S is
unitary itself one obtains its most general form
S ≡ S(ε, θ) = 1
ε2 + 1
(
ε2 − 1 2εeiθ
2εe−iθ 1− ε2
)
, ε ∈ R , θ ∈ [0, 2pi[ . (13)
The matrix S(ε, θ) is diagonalised by
U ≡ U(ε, θ) = 1√
ε2 + 1
(
ε eiθ
e−iθ −ε
)
. (14)
The junction conditions for the physical fields read as
ε∂xψ1(0, t) = −eiθ∂xψ2(0, t) (15)
ψ1(0, t) = εe
iθψ2(0, t) . (16)
iii. p = 2, i.e., S(k) = S = −I. This corresponds to Dirichlet conditions at the junction for physical fields on both
edges.
In the cases p = 0 and p = 2 the two edges are completely disconnected: there is no transmission of information
between the two halves of the system. The only case corresponding to a connected system is realized for p = 1, the
transmission and reflection amplitudes read as
T12 = [S]12 =
2εeiθ
ε2 + 1
= T ∗21 , R11 = [S]11 =
ε2 − 1
ε2 + 1
= −R22 . (17)
We see that the transmission amplitude has maximal absolute value for ε = 1, which corresponds to zero reflection
amplitude at the defect in x = 0. The limits ε→ 0,±∞ correspond again to zero transmission, in these limits one of
the two disjoint edges is subject to Dirichlet conditions and the other to Neumann ones.
B. Mode expansion
Let us consider a scale-invariant scattering matrix S with p ∈ [0, 2] negative eigenvalues. The unphysical field
fulfilling the junction conditions determined by S can be represented through the following mode-expansion117,118
ϕi(x, t) =
∞∑
m=1
φi(x,m) e−iωi(m)tai(m) . (18)
Here all the quantities depend on S, however, we suppress their explicit dependence to lighten notations. The operators
{a†i (m), ai (m)} satisfy the “momentum space” canonical anti-commutation relations
{a†i (n), aj(m)} = δnmδij {a†i (n), a†j(m)} = 0 = {ai (n), aj(m)} , (19)
and we introduced the following functions
φi(x,m) =
{
φdd(x,m) if 1 ≤ i ≤ p ,
φnd(x,m) if p < i ≤ 2 , ωi(m) =
ωdd(m) ≡
1
2m0
(
pim
L
)2
if 1 ≤ i ≤ p ,
ωnd(m) ≡ 12m0
(
pi(m−1/2)
L
)2
if p < i ≤ 2 . (20)
Finally the “elementary” single-particle wave-functions are given by
φdd(x,m) =
√
2
L
sin
(
m
pix
L
)
m = 1, . . . , (21)
φnd(x,m) =
√
2
L
cos
(
(m− 1
2
)
pix
L
)
m = 1, . . . . (22)
These are complete orthonormal sets of functions in L2([0, L]). The labels dd and nd emphasize that these functions
respectively fulfil Dirichlet and Neumann conditions at x = 0, while both fulfil Dirichlet conditions at x = L.
5It is straightforward to show that (18) satisfies the EOM (2), the commutation relations (1), the boundary conditions
(3) and the junction conditions (10). The physical field is easily obtained from (18) using the matrix U
ψi(x, t) =
2∑
j=1
[U ]ij
∞∑
m=1
φj(x,m) e−iωj(m)taj(m) . (23)
This expression satisfies the EOM (2), the commutation relations (1), the boundary conditions (3) and the junction
conditions (4).
Using the modes {a†i (m), ai (m)} the Hamiltonian HS can be written in second quantization as117
HS ≡
2∑
i=1
∞∑
m=1
ωi(m)a
†
i (m)ai (m) , (24)
and, consistently, the time evolved physical fields are
ψi(x, t) = e
iHStψi(x, 0)e
−iHSt . (25)
The domain of the Hamiltonian is composed by all finite linear combinations of Fock states constructed using the
modes {a†i (m), ai (m)}; on its domain HS is self-adjoint.
1. Modes on a fixed edge
It is useful to define mode operators that describe the propagation of a particle on a given edge in the infinite
volume limit. These are indeed very helpful in developing a correct physical intuition. The modes {ai(m), a†i (m)}
do not satisfy this requirement, they are the modes of the unphysical field and describe excitations propagating in
different edges at the same time. This can be seen by considering the state |aj(m)〉 ≡ a†j(m) |0〉, where |0〉 is the
vacuum state such that ai(m) |0〉 = 0 for any i and m. Computing the wave function of |aj(m)〉 by taking the overlap
with an eigestate of the position operator, in the infinite volume limit we find124
lim
L→∞
√
L 〈0|ψi(x, 0)a†j(m)|0〉 =
1√
2
(
[UV]ijeikx + [UV∗]ije−ikx
)
, k =
pim
L
, (26)
where V = diag(1,−i). We see that this wave-function describes a particle asymptotically propagating (for t → ∞)
on any edge i with probability |Uij |2. The modes fulfilling the “on-edge” requirement are given by the following linear
combinations
bi(m) ≡
2∑
j=1
[U ]ij [V]jjaj(m) . (27)
They satisfy
lim
L→∞
√
L 〈0|ψi(x, 0)b†j(m)|0〉 =
1√
2
(
δije
ikx + [S]ije−ikx
)
, k =
pim
L
. (28)
This implies that b†j(m) |0〉 describes a particle asymptotically propagating only on the edge j, as required. In the
following we will use the “unphysical modes” {ai(m), a†i (m)} in the calculations, as they allow to simplify the problem.
However, we will see that the modes {bi(m), b†i (m)} are necessary for a semi-classical interpretation of the results.
III. LOCAL QUENCH
Our goal is to study the time evolution generated by a sudden change of defect at x = 0. Namely, we take the
system in the ground state |Ψ〉S0 of the Hamiltonian HS0 with 2N particles, and time evolve it for t > 0 by means of
HS1 . Pictorially, we denote the local quench by
S0 −→ S1 . (29)
6We note that ground states of Hamiltonians with different scattering matrices at the junction are orthogonal because
of Anderson’s orthogonality catastrophe.125 In most of the cases we consider, we focus on the scenario where the two
edges are initially disjoint with open boundary conditions and they are suddenly joined with some imperfection at
the junction. This corresponds to the local quench
−I −→ S(ε, θ) , (30)
where S(ε, θ) is given in Eq. (13). Eq. (30) is an example of a cut and glue quench. This kind of local quench
has already been considered in conformal field theory99,100 and on the lattice.101,102,104 Here we consider the time
evolution it induces in our non-relativistic quantum field theory; we will take advantage of our simple continuum
theory in order to obtain some exact results.
Note that the closely related quench
S(1, 0) −→ S(ε, θ) (31)
describes instead the sudden switching on of a localised potential in a previously homogeneous system. This is
exactly the setting of the x-ray edge singularity problem,126–128 where the appearance of a core-hole in a metal after
the absorption of an x-ray generates a localised potential in the conduction band. More precisely, the quench (31)
describes the x-ray edge setting when the core hole is created at ti = 0 and destroyed at tf =∞. The main difference
between the quench and the x-ray edge point of view is in the observables of interest. In the quench context one
normally focuses on one-time two point functions away from the junction, while in the x-ray problem on two-time two
point functions at the junction.
For the reader interested in the mathematical aspects of the local quench (29), we note that the two unbounded
operators HS0 and HS1 (we are dealing with a continuous theory) have generically different domains. So, in general,
HS1 can not be applied to the eigenstates of HS0 and vice versa. The two Hamiltonians are, however, both self-adjoint
because they encode the conditions (4). As a consequence, the time evolution operator is unitary and its domain can
be extended to the whole Hilbert space.
A. Mapping between the modes
Let us start by considering a generic local quench (29). Since we are dealing with a quadratic theory both before
and after the quench, the easiest way to determine the time evolution of observables is by using the mode expansion
(23). In order to do that, we need to find the expectation values of the mode operators {aj(m), a†j(m)} of the final
Hamiltonian HS1 in the initial state |Ψ〉S0 . The standard procedure is to find a mapping between {aj(m), a
†
j(m)} and
{a0j(m), a†0j(m)}, the modes of the initial Hamiltonian HS0 – this mapping is determined in Appendix A and reads
as
ai(n) =
2∑
k=1
∞∑
m=1
[U†U0]ikBiknma0k(m) . (32)
Here U0 and U1 diagonalize respectively S0 and S1, while the “overlap matrix” Bijnm is given by
Biknm =

δnm if i ≤ p1 , k ≤ p0
Bnm if i > p1 , k ≤ p0
B∗mn if i ≤ p1 , k > p0
δnm if i > p1 , k > p0
, (33)
where p1 and p0 are respectively the number of negative eigenvalues of S1 and of S0, and we defined the “elementary
overlap matrix” Bnm as
Bnm ≡
∫ L
0
dxφnd(x, n)∗φdd(x,m) =
8
pi
m
4m2 − (2n− 1)2 . (34)
Using the mapping (32), expectation values of the modes {ai (n), a†i (n)} are then expressed in terms of expectation
values of the initial modes {a0j(m), a†0j(m)}. Since |Ψ〉S0 is the 2N particle ground state of HS0 , the expectation
values of the initial modes are easily written – the expectation value of a string of initial modes is zero if the number
7of creation and annihilation operators appearing is odd, while it can be computed by Wick’s theorem if their number
is even. The building blocks are then the expectation values of bilinears
〈Ψ|a†0i(n)a0j(m)|Ψ〉S0 S0 = δnmδijθh(N − n) = δnmδij − 〈Ψ|a0j(m)a
†
0i(n)|Ψ〉S0 S0 , (35)
〈Ψ|a0i(n)a0j(m)|Ψ〉S0 S0 = 0 = 〈Ψ|a
†
0i(n)a
†
0j(m)|Ψ〉S0 S0 ,
where θh(x) is the step function, which is non zero only for x ≥ 0 where is equal to 1. Using the mapping (32) we
then conclude that only strings with equal number of creation and annihilation operators have non zero expectation
value; these can be computed again by Wick’s theorem with the building blocks
〈Ψ|a†i (n)aj(m)|Ψ〉S0 S0 =
2∑
k=1
N∑
q=1
[U†0U ]ki[U†U0]jkBiknq
∗
Bjkmq = δnmδij − 〈Ψ|aj(m)a†i (n)|Ψ〉S0 S0 , (36)
〈Ψ|ai (n)aj(m)|Ψ〉S0 S0 = 0 = 〈Ψ|a
†
i (n)a
†
j(m)|Ψ〉S0 S0 .
We note that the unitary mapping (32) does not mix creation and annihilation operators, so it conserves the number
of particles – namely
Nˆ ≡
2∑
i=1
∞∑
m=1
a†0i(m)a0i(m) =
2∑
i=1
∞∑
m=1
a†i (m)ai (m) . (37)
IV. TWO-POINT FUNCTION
We now turn to the calculation of our main object of interest, the equal-time two-point function of fermionic
operators. It is defined as
Cij(x, y, t) ≡ 〈Ψ|ψ†i (x, t)ψj(y, t)|Ψ〉S0 S0 . (38)
In particular, we will be often concerned with a particular limit of Cij(x, y, t)
ni(x, t) ≡ lim
y→xCii(x, y, t) , (39)
describing the density of particles at the point (i, x). For the local quench considered, (38) is the only independent non
zero two-point function. Since both the initial state and final theories are Gaussian (in the bulk), the time evolution
of all observables can be reconstructed from Cij(x, y, t) by means of the Wick’s theorem.
Using the mode expansion (23) and the expectation values (36) we obtain the following expression for the two-point
function (38)
Cij(x, y, t) =
2∑
i1,j1=1
∞∑
n,m=1
[U†]i1i[U ]jj1ei(ωi1 (n)−ωj1 (m))tφi1(x, n)∗φj1(y,m) 〈Ψ|a†i1(n)aj1(m)|Ψ〉S0 S0
=
2∑
i1,j1,k=1
∞∑
n,m=1
N∑
p=1
[U†]i1i[U ]jj1 [U†0U ]ki1 [U†U0]j1kei(ωi1 (n)−ωj1 (m))tφi1(x, n)∗φj1(y,m)Bi1knp
∗
Bj1kmp . (40)
This expression holds for generic sudden changes of the scattering matrix. Specializing it to the case S0 = −I and
S1 = S(ε, θ) (cf. Eq. (30)) we obtain
Cij(x, y, t) = [U†]1i[U ]j1
N∑
m=1
φdd(x,m)φdd(y,m) + [U†]2i[U ]j2C(x, y, t) (41)
where we introduced
C(x, y, t) ≡
∞∑
n,m=1
N∑
p=1
ei(ωnd(n)−ωnd(m))tφdd(x, n)φdd(y,m)BnpBmp . (42)
8quench
nd dd
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FIG. 2. Single-edge problem. The label d denotes Dirichlet boundary conditions (cf. (11)) while n Neumann boundary
conditions (cf. (12)).
Here Bnp is the elementary overlap matrix introduced in Eq. (34). We note that this building block is nothing but the
two-point function that one would obtain in the “single-edge version” of the problem under examination. Namely, one
considers fermions living on a single edge initially in the N -particle ground state associated with Dirichlet boundary
conditions on both ends, and then one suddenly changes the boundary condition at x = 0 from Dirichlet to Neumann,
see Fig. 2. By virtue of (41) we see that for a “cut and glue” quench the time dependence of Cij(x, y, t) is completely
determined by the “single-edge” two-point function. Accordingly, for the density of particles we have
ni(x, t) =
1
2
(
1 + (−1)i
(
ε2 − 1
ε2 + 1
)) N∑
m=1
φdd(x,m)φdd(x,m) +
1
2
(
1− (−1)i
(
ε2 − 1
ε2 + 1
))
n(x, t) , (43)
where n(x, t) ≡ limy→x C(x, y, t) and we used the explicit representation (14).
We now consider the “thermodynamic limit” – L→∞, N →∞ with fixed “bulk density” n ≡ N/L. As shown in
Appedix B, in this limit the building block (42) can be written in the following integral form
C(x, y, t) =
2
pi
∫ pin
0
dpM(x, t, p)M(y, t, p)∗ , (44)
where we introduced the function
M(x, t, p) ≡ 1
2i
[
eipxerf
(
ei
pi
4
(
m0x+ pt√
2m0t
))
− e−ipxerf
(
ei
pi
4
(
m0x− pt√
2m0t
))]
. (45)
Here erf(x) is the error function129. The representation (44) is particularly useful to study the time-evolution of the
two point function. The limit t→∞ for fixed x can be found by noting
lim
t→∞M(x, t, p) = −i cos (px) . (46)
This implies that, in the thermodynamic limit, correlation functions at infinite times after the local quench are given
by the equilibrium correlation function of the final configuration. In other words, at large times (and fixed position)
the time-evolved state can be replaced by the N -particles ground state of the final configuration when computing
expectation values of local observables. This is a direct consequence of the fact that the local quench does not change
the energy density in the thermodynamic limit.
For large but finite times, n2t/m0  1, the integral representation (44) can be asymptotically expanded. We carry
out this expansion for two fixed “rays” ξ = x/t and ξ˜ = y/t in Appendix C. The result reads as
C(x, y, t) ' e
ipin(x−y) − sign(vF − ξ˜)sign(vF − ξ)e−ipin(x−y)
2pii(x− y)
+
sign(vF − ξ˜)eipin(x+y) − sign(vF − ξ)e−ipin(x+y)
2pii(x+ y)
+
2eitm0(ξ˜
2−ξ2)/2
pi2t(ξ˜2 − ξ2)
(
ξ˜ log
∣∣∣∣∣vF − ξ˜vF + ξ˜
∣∣∣∣∣− ξ log
∣∣∣∣vF − ξvF + ξ
∣∣∣∣
)
−
√
2
pi
ei
pi
4 n
(tm0)3/2
[
sign(vF − ξ˜)(vF + ξ˜)e−itm0(v2F+ξ2−2ξ˜vF)/2 + (vF − ξ˜)e−itm0(v2F+ξ2+2ξ˜vF)/2
(v2F − ξ˜2)(v2F − ξ2)
]
−
√
2
pi
e−i
pi
4 n
(tm0)3/2
[
sign(vF − ξ)(vF + ξ)eitm0(v2F+ξ˜2−2ξvF)/2 + (vF − ξ)eitm0(v2F+ξ˜2+2ξvF)/2
(v2F − ξ˜2)(v2F − ξ2)
]
, (47)
where we introduced the Fermi velocity
vF =
pin
m0
. (48)
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FIG. 3. Two-point function C(x, y, t) as a function of time for (x = 40, y = 80); we used n = 1 and m0 = 1/2. Dashed lines
are the predictions of the asymptotic expansion (47) while full blue lines are the numerical evaluation of (42) for L = 4000, the
first 10L terms are retained in the sums.
The expansion (47) is up to O(t−2) and is valid in the regions |ξ − vF|  (m0t)−1/2 and |ξ˜ − vF|  (m0t)−1/2; its
accuracy is confirmed by a direct comparison with the numerical evaluation of (42) as shown in Fig. 3. From (47) we
can also find the asymptotic expansion of the density of particles by taking the limit
n(x, t) ≡ lim
y→xC(x, y, t) . (49)
The result reads as
n(x, t) ' n+ sign(vF − ξ) sin(2pinx)
2xpi
− 2n
pitm0(v2F − ξ2)
+
1
xpi2
log
∣∣∣vF − ξ
vF + ξ
∣∣∣
−
√
2
pi
2n
(tm0)3/2
(
sign(vF − ξ) cos(tm0(vF − ξ)2/2− pi/4)(vF + ξ) + cos(tm0(vF + ξ)2/2− pi/4)(vF − ξ)
(v2F − ξ2)2
)
. (50)
In fact, the density can be computed exactly by direct integration of (44)
n(x, t) =
√
m0
2pi2t
(
F
(
(ξ + vF)
√
tm0
2
)
− F
(
(ξ − vF)
√
tm0
2
))
− 1
2pix
Im
[
e2ipinxerf
(
e−i
pi
4
√
tm0
2
(ξ − vF)
)
erf
(
ei
pi
4
√
tm0
2
(ξ + vF)
)]
− m0
2pi2ξ
Im
[
(ξ − vF)2 F2 2
(
1, 1;
3
2
, 2;−i tm0
2
(ξ − vF)2
)]
+
m0
2pi2ξ
Im
[
(ξ + vF)
2 F2 2
(
1, 1;
3
2
, 2;−i tm0
2
(ξ + vF)
2
)]
, (51)
where F2 2(a, b; c, d; z) is the generalized hypergeometric function
129 and we defined
F(z) ≡ 1√
pi
(
ei
pi
4 eiz
2
erf(ei
pi
4 z) + e−i
pi
4 e−iz
2
erf(e−i
pi
4 z)
)
+ z erf(ei
pi
4 z) erf(e−i
pi
4 z) . (52)
A comparison of the exact expression (51) and the asymptotic expansion (50) with the numerical evaluation of (42)
for x = y is presented in Fig. 4. Going back to the expressions (41) and (43) for the correlations in our original
problem, we see that (51) allows one to determine exactly Cij(x, x, t) for i, j = 1, 2, while an asymptotic expansion of
the correlation function Cij(x, y, t) for x 6= y can be obtained from (47).
A. Approximate light cone behaviour
Equations (47), (50) and (51) have a remarkable structure – they display both features typical of light cone effects
and some interesting corrections.
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FIG. 4. Density of particles n(x, t) as a function of time for two different positions x = 20, 40; we used n = 1 and m0 = 1/2.
Red dashed lines are the predictions of the exact expression (51), black dashed lines are the predictions of the asymptotic
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in the sums.
Let us consider (47), where we see that the leading contribution for x, y, vFt  |x − y| – reported in the first line
of the r.h.s. – changes in time only when x = vFt or y = vFt. This is as if the information about the quench would
travel at speed vF – a clear example light cone effect, with vF playing the role of the velocity of light. Note that this
light cone effect remains when the second term on the r.h.s. of (47) is included. When x, y > vFt the first two terms
on the r.h.s. of (47) give the equilibrium value of the correlation function in the initial configuration (with scattering
matrix S0), while for x, y < vFt they give the equilibrium value of the final configuration (with scattering matrix
S1). In complete analogy, similar features are seen in the asymptotic expansion of the density of particles (50); the
first two contributions to the r.h.s. show light cone effects. Moreover, from the exact expression (51) we see that at
x/t ∼ vF the density shows its strongest features (peak and dip). To quantify the strong features in the density, we
extract the behaviour of n(x, t) in the region x ∼ vFt from (51)
n(x, t) ' n−
√
m0
2pi2t
(F(z)− z)− 1
pi2x
Im
[
z2 F2 2
(
1, 1;
3
2
, 2;−iz2
)]
−
√
m0
2pi2
√
2t(
√
2pinvFt+ z)
− 2 log(2(z +
√
2pinvFt)) + γ
2pi2x
− e
2ipinxerf(e−i
pi
4 z)− e−2ipinxerf(eipi4 z)
4pixi
(53)
where γ is the Euler-Mascheroni constant and we set
z ≡ x− vFt√
2t/m0
. (54)
We see that in the region x ∼ vFt the density minus its bulk value n decays as t−1/2, in other words it attains its
leading contribution for x, t  1. From Eq. (53) we can also find how the width wlr of light cone region scales with
time (or equivalently with x, as x ∼ t). Since most of the variation of the density in this region comes from F(z)− z,
it varies on scales ∆z ∼ 1; using Eq. (54) we then find wlr ∝ t1/2.
Together with the light cone effects described, Eqs. (47), (50) and (51) also show some corrections beyond light cone
physics. These corrections are most easily identified from the asymptotic expansions (47) and (50). Let us consider
(47) at fixed x < y and neglect the oscillatory contributions, since they decay with a larger power of t (at fixed x/t).
We see that, together with the “light cone contributions” analyzed above, there are also two logarithmic terms, which
cause C(x, y, t) to vary at times much shorter than the light cone arrival in x. Considering the asymptotic expansion
(50) of n(x, t) for fixed x/t = ξ > vF, we identify the leading contribution at large x and t as
n(x, t)− n(x, 0) ' − 2n
pim0t(v2F − ξ2)
+
1
xpi2
log
[
ξ − vF
ξ + vF
]
+O(x−3/2) (55)
This result should be contrasted with what happens, e.g., in situations when Lieb-Robinson bounds [114] apply,
there “superluminal” corrections are bounded by e−x(ξ−vF)/λ (λ is an appropriate length-scale). This means that
the corrections are much larger in our case – power law vs. exponential. The effects of the corrections can be easily
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detected in Fig. 4 – there is a significant contribution approaching the light cone region t ∼ x/vF from smaller times,
when the information traveling at velocity vF has yet to reach the point x.
In summary, Eqs. (47) – (51) show “approximate light cone effects” in a model without a finite maximal velocity. We
call these light cone effects “approximate” because even though they share many of the properties with standard light
cone effects in models with a finite maximal velocity, they feature much more pronounced “superluminal” corrections.
Our goal now is to discuss the physical explanation of this behaviour, understanding both the origin of the light
cone effect and the corrections. To do so we invoke a quasi-particle interpretation and compute the distribution of
excitations produced by the local quench.
1. Distribution of excitations
Let us compute ∆Nex(pm; i), the difference between the number of particles per mode m in the edge i in the state
|Ψ〉S0 and in the ground state of the post-quench configuration |Ψ〉S1 . This quantity is defined in terms of the fixed
edge modes {bi (m), b†i (m)} (cf. (27)) as follows
∆Nex(pm; i) ≡ 〈Ψ|b†i (m)bi (m)|Ψ〉S0 S0 − 〈Ψ|b
†
i (m)bi (m)|Ψ〉S1 S1 = |[U ]i2|
2
( N∑
r=1
B2mr − θh(N −m)
)
, (56)
where pm ≡ pi(m−1/2)/L. In writing (56) we used the expectation values (36) and S0 = −I. The quantity ∆Nex(pm; i)
can be interpreted as
∆Nex(pm; i) = δ˜ex(pm; i)∆pm , (57)
where ∆pm = pi/L and δ˜ex(pm; i) is the distribution of excitations generated by the local quench on the i-th edge. In
the semi-classical interpretation, these excitations are responsible for all the dynamics. Note that, depending on the
mode m, δ˜ex(pm; i) will also be negative, in that case a “hole” excitation is created over the ground state. Finally, we
note that the edge dependence of (56) is trivial – the total distribution of excitations
δ˜ex(pm) ≡
2∑
i=1
δ˜ex(pm; i) , (58)
is distributed among the edges according to the factor |[U ]i2|2, so can we immediately pass from δ˜ex(pm) to δ˜ex(pm; i)
and vice versa.
Let us now move to the computation of δ˜ex(pm, i), to do that we need to evaluate
N∑
r=1
B2mr =
4
pi2
N∑
r=1
r2
(r2 − (m− 1/2)2)2 =
4
L2
N∑
r=1
(pirL )
2
((pirL )
2 − p2m)2
, (59)
where we used the explicit form (34) of Bnm. This sum can be turned into a contour integral as follows
4
L2
N∑
r=1
(pirL )
2
((pirL )
2 − p2m)2
=
i
L
Res
z=pm
[
8z2fcb(z)
(z2 − p2m)2
]
θh(pin− pm)− 1
L
∮
C
dz
2pi
8z2fc(z)
(z2 − p2m)2
, (60)
where C encircles the interval [0, pin] and we introduced the counting function
fc(z) =
1
1− e2iLz . (61)
In the thermodynamic limit L → ∞ only the portion of C lying on the upper half complex plane contributes, the
other is exponentially suppressed in L (cf. Eq. (61)). Therefore, evaluating the residue, we have
N∑
r=1
B2mr−θh(N−m) = θh(pin−pm)−θh(pin−pm−
pi
2L
)+
i
pmL
θh(pin−pm)+ 1
L
∫ pin
0
dx
2pi
8x2
(x2 − p2m + i)2
+o
(
1
L
)
, (62)
where o(x) denotes little-O of x, i.e. it goes to 0 faster than x. The integral can be evaluated by deforming the
integration contour, as done in Appendix C (cf. Eq. (C16)). Putting everything together we find
δ˜ex(pm; i) = |[U ]i2|2
(
L
pi
(
θh(pin− pm)− θh(pin− pm − pi
2L
)
)
+
1
pmpi2
log
∣∣∣∣pin− pmpin+ pm
∣∣∣∣− 1pi 2n(pin)2 − p2m
)
. (63)
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FIG. 5. Number of excitations over the ground state δ˜ex(pm) as a function of pm =
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.
Figure 5 compares δ˜ex(pm) computed from (63) to that found by numerical evaluation of Eq. (56). The agreement is
excellent, with finite size effects being stronger near the singularity at pm ∼ pin. In the thermodynamic limit δ˜ex(pm; i)
is mapped into a distribution over a continuous variable, namely
lim
L→∞
∞∑
m=1
f(pm)δ˜ex(pm; i)∆pm =
∫ ∞
0
f(p)δex(p; i)dp , (64)
for every smooth function f(p). The distribution δex(p; i) can be found by turning the sum over m in Eq. (64) into
an integral (see Appendix D for the detailed calculation), this procedure yields
δex(p; i) = |Ui2|2
(
1
2
δ(pin− p) + 1
ppi2
log
∣∣∣∣pin− ppin+ p
∣∣∣∣− 1pi
(
2n
pin+ p
)
PV
(
1
pin− p
))
, p ∈ R+ , (65)
where PV denotes the principal value. We note that the presence of the delta function with coefficient 1/2 ensures∫ ∞
0
dp δex(p; i) = 0 , ∀ i , (66)
which is consistent with Eq. (37) and with the direct summation of (56): there is no net production of particles, only
particle-hole excitations are produced. Note that in (65) particles have positive weight while holes have negative weight.
The numbers N ip and N
i
h of particles and holes produced in the edge i are, however, infinite in the thermodynamic
limit, as one can see by noting
N ip = N
i
h =
∫ ∞
pin
dp δex(p; i) =∞ . (67)
This expression diverges due to the non integrable singularity at p = pin. Physically this means that an infinite
number of particle-hole excitations are produced by taking the particles very close to the Fermi surface at pF = m0vF
and moving them right outside of it. Particle-hole excitations of this kind are propagating exactly at the velocity
vF and have arbitrary small energy, so a macroscopic number of them can be created without changing the energy
density.
2. Physical interpretation
From Eq. (65) we find the velocity distribution of the quasi-particles excitations by changing variables to v = p/m0
δvex(v; i) = |[U ]i2|2
(
m0
2
δ(vF − v) + 1
vpi2
log
∣∣∣∣vF − vvF + v
∣∣∣∣− 1pim0
(
2n
vF + v
)
PV
(
1
vF − v
))
. (68)
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As before, particles have positive weight while holes have negative weight. The distribution δvex(v; i) gives a qualitative
explanation to the physics described by Eqs. (47), (50), and (51). The local quench produces a macroscopic number
of excitations moving with velocity vF (δ
v
ex(v; i) has a non integrable singularity at vF). These are responsible for the
light cone physics observed in the correlations. In particular when passing through a point they “locally reorganize”
the state, changing the junction conditions felt by the observables. The emergence of a macroscopic number of low
energy particle-hole excitations causes the ground states before and after the quench, |Ψ〉S0 and |Ψ〉S1 respectively, to
become orthogonal in the thermodynamic limit. This is nothing other than the celebrated Anderson’s orthogonality
catastrophe.125,128 Interestingly, the light cone behaviour observed is not due to some inherent property of the time-
evolving Hamiltonian, but instead is caused by the structure of the initial state. The discontinuous “Fermi-sea-like”
mode occupation numbers of the initial state (cf. Eqs. (35), (36), and (60)) persists to late times as the local quench
can not change the macrostate. It is precisely at this discontinuity that a macroscopic number excitations can be
produced with the finite energy injected by the local quench. We expect this physics to be robust under small
softenings of the Fermi-sea discontinuity in the mode occupation of the initial state, for example when starting from
a thermal state at finite temperature T and chemical potential µ. For low enough temperatures, T  µ, light cone
physics will still be observable, the width of the light cone region, however, will depend on T . At large temperature,
instead, we expect that the light cone will be completely spread out. This situation is similar to that observed in
quenches from inhomogeneous initial states in the the Lieb-Liniger model108: an initial state constructed by joining
two different thermal states ( at temperatures TL and TR) shows Luttinger-Liquid (conformal) physics at long times
when TR, TL  µ.
The distribution δvex(v; i), however, shows that there are finite contributions from faster (particle) and slower
(hole) excitations. In particular, particle excitations come from the right tail of δvex(v; i) and generate the enhanced
superluminal corrections to the correlation function discussed before (cf. Eq. (55)). This semiclassical interpretation
can be pushed further, and allows one to make quantitative predictions about the asymptotic behaviour of the
density of particles. Let us embrace the semi classical interpretation and compute the density of particles in the
thermodynamic limit ni(x, t)
ni(x, t) = n
bg
i (x, t) + n
ex
i (x, t) , (69)
where nbgi (x, t) is the “background density”, while n
ex
i (x, t) is the “density of excitations”. The background density at
distance x and time t is equal to the equilibrium density for the junction conditions “felt” in x. Since we assume that
the information about the defect is carried by the particles moving at the Fermi velocity – their number is macroscopic
so they can “reorganise the state” – the background density will be written as
nbgi (x, t) = ni(x)S0 + θh(vFt− x)(ni(x)S1 − ni(x)S0) . (70)
Here ni(x)S0 and ni(x)S1 are the equilibrium densities in the initial and final configurations respectively. They can
be respectively computed by taking t→ 0,∞ in (51) and plugging in (43).
Let us now focus on the case x 6= vFt and determine nexi (x, t). The number of excitations dN exi (x, t) in the interval
[x, x+ dx] of the edge i at time t is the number of excitations produced by the quench at the position x = 0 and time
t = 0 which propagate with a velocity between v¯1 = x/t and v¯2 = (x+ dx)/t. Thus, we have
dN exi (x, t) = n
ex
i (x, t)dx = δ
v
ex
(x
t
; i
) dx
t
, ⇒ nexi (x, t) =
1
t
δvex
(x
t
; i
)
. (71)
From (69), (70), (71), and the expression for the equilibrium densities ni(x)S1 and ni(x)S0 we find
ni(x, t) =n− sin(2pinx)
2pix
+
(
1− (−1)i
(
ε2 − 1
ε2 + 1
))
sin(2pinx)
2pix
θh(x− vFt)
+
1
2
(
1− (−1)i
(
ε2 − 1
ε2 + 1
))(
1
xpi2
log
∣∣∣∣vFt− xvFt+ x
∣∣∣∣− tpim0
(
2n
vFt+ x
)
PV
(
1
vFt− x
))
, (72)
where we used x/t 6= vF to disregard the contribution from the Dirac delta function. This formula exactly reproduces
the asymptotic expansion of the density (obtained by plugging (50) into (43)) for x, t  1 up to O(x−1). It is
widely believed that the semiclassical quasi-particle interpretation gives the non trivial O(x0) contribution for global
quenches and in transport problems, as shown in many remarkable examples70,90,106–109. Here we see that in the case
of local quenches still gives the first non-trivial contribution, which now is O(x−1).
B. Transmittance dependence of ni(x, t)
Let us move back to the exact solution (51). Inserting it into Eq. (43), we can study the dependence of the density
of particles ni(x, t) on the parameter ε ∈ R, which characterizes the transmission and reflection probabilities at the
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FIG. 6. Profile of ni(x, t) (the edge E2 lies on the negative real axis) at different times, for ε = 1 (left) and ε = 0.6 (right). We
took n = 1 and m0 = 1/2. The curves have been obtained by plugging the exact expression (51) into (43).
junction. Some examples of density profiles for various times are reported in Fig. 6 for two different values of ε. The
figure also highlights how the peak corresponding to the light cone is propagating through the system with velocity
vF, and is slowly broadening (the width of the light cone region is ∝ t1/2).
For generic ε both the initial-state and final-state values of the density of particles are characterized by the presence
of Friedel oscillations, which decay as x−1. The density is discontinuous at the origin; in particular, the value of the
discontinuity ∆ for t→∞ is equal to the difference of reflection amplitudes of the final scattering matrix (cf. (17))
∆ ≡ lim
t→∞n1(0, t)− n2(0, t) = R11 −R22 = 2
ε2 − 1
ε2 + 1
. (73)
The case ε = 1 is special, corresponding to perfect transmission it gives ∆ = 0. As a result, the Friedel oscillations
vanish from the final state. We note that the limits ε → 0,∞ correspond to vanishing final transmission amplitude
between the two edges, but nonetheless the density of particles remains time-dependent in one of the two edges. This
is because in the quench
S0 = −I −→ S1 = lim
ε→0,∞
S(ε, θ) = diag(±1,∓1) , (74)
the junction conditions of one of the two edges are changed even if there is no mixing between the two edges.
V. ENTANGLEMENT ENTROPY
E1E2 L− `L `
A`A¯`
FIG. 7. Partition Considered.
An alternative way of probing the quasi-particle content of the state after the quench is to study the time evolution
of entanglement.90,130–133 We consider the subsystem A` ≡ {(1, x) : ` ≤ x ≤ L}, depicted in Fig. 7, and look at the
behaviour of the entanglement between A` and the rest of the system. We measure the entanglement by computing
the entanglement entropy, the most accepted measure of bipartite entanglement for pure states.130–133 It is defined
as
S`(t) = −tr[ρA`(t) log ρA`(t)] . (75)
Here ρA(t) = trA¯
[
e−iHS1 t |Ψ0〉S0 〈Ψ0|S0 eiHS1 t
]
is the density matrix of the system reduced to the subsystem A (A¯
denotes the complement of A).
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FIG. 8. Time evolution of the entanglement entropy S`(x) as a function of the rescaled variable x =
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, for ` = 0.4L. The
CFT result of Ref. [100] is compared with the behaviour found in our system of non relativistic fermions for various system
sizes 2L = 160, 200. We considered fixed density n = 1 and perfect transmission ε = 1 in the final configuration; points indicate
the results for our model while red lines are the CFT result. The inset shows the behaviour of the entanglement entropy where
the initial contribution S`(0) ∼ 16 logL has been subtracted.
The time evolution of the entanglement entropy following a quantum quench has been intensively studied in the
last decade. In particular, in the case of 1 + 1 dimensional conformal field theory (CFT) many analytic results have
been obtained.4 These results include the calculation of S`(t) after the local quench of interest here, in case of perfect
final transmission (ε = 1).99,100 The conformal solution shows a very clear light cone effect – the entropy starts to
appreciably evolve in time only after t∗ = `/v, where v is the speed of light in the CFT. This is in full agreement
with the quasi-particle interpretation – pairs of correlated quasi-particles are emitted at the junction for t = 0 and
move at velocity v, then, for t = t∗, half of them reach the subsystem A` correlating it with the edge E2 and therefore
increasing the entanglement.
In the case of our non-relativistic model (2) the quasi-particles are produced according to the velocity distribution
(68). A macroscopic number of them move at the Fermi velocity vF, but other velocities also have non zero weight.
It is then interesting to compare the time evolution of S`(t) in our system with the result one would have obtained
considering only the excitations moving at the Fermi velocity, i.e., a CFT with v = vF and central charge c = 1. For
our non-interacting field theory, the entanglement entropy can be computed following Ref. [122]. The result reads as
S`(t) = −tr [A`(t) logA`(t) + (I− A`(t)) log(I− A`(t))] . (76)
Here we introduced the 2N × 2N matrix A`(t), defined as
[A`(t)]nm =
∫ L
`
dxχ(x, t;n)∗χ(x, t;m) n,m = 1, ..., 2N , (77)
where
χ(x, t;n) =

√
ε2
ε2 + 1
∞∑
p=1
Bpne
−iωnd(p)tφnd(x, p) 1 ≤ n ≤ N
1√
ε2 + 1
φdd(x, n−N ) N + 1 ≤ n ≤ 2N .
(78)
The expression (76) reduces the problem of computing the entanglement entropy to that of diagonalizing a 2N×2N
matrix. Using the explicit form of the matrix elements [A`(t)]nm reported in Appendix E, we constructed and
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diagonalized A`(t) numerically for various times, finding the time evolution of S`(t). Figure 8 reports the comparison
between the CFT prediction of Ref. [100] and the result; we set ε = 1 (the entanglement entropy does not depend
on θ) and chosen the two non-universal constants in the CFT result to match the initial and peak value of the
entanglement entropy we computed. We see that there is a substantial disagreement between the behaviour of S`(t)
in our system and that in the CFT. At short times, t < `/vF, the “conformal quasi-particles” (those moving with
velocity vF) have not yet reached the subsystem A`, consequently the CFT entanglement entropy remains constant.
For non-relativistic fermions, on the other hand, the entanglement entropy starts to grow due to the presence of faster
quasi-particles. For times `/vF < t < L/vF the entanglement of non-relativistic fermions is lower than the conformal
case, because slower quasi-particles are still outside the subsystem A` (we set the peaks to the same values). Similarly,
for L/vF < t < (2L− `)/vF, faster quasi-particles leave the subsystem A`, causing S`(t) for non-relativistic fermions
to be lower than the CFT one. Finally, for t > (2L − `)/vF the entanglement entropy of non-relativistic fermions
remains larger than the initial value, unlike the CFT case. This is due to the slower quasi-particles remaining in the
subsystem.
We note that the arrival of “conformal quasi-particles” changes the scaling of the entanglement entropy with L,
from S`(t) ∼ S`(0) ∼ 16 logL to S`(t) ∼ 13 logL, as happens in the conformal case. This is clearly indicated by the
inset of Fig. 8: initially S`(x)− S`(0) for different system sizes are lying on the top of each other while at time t∗ the
curves for different system sizes separate. The fact that quasiparticles moving with velocity vF change the scaling of
the entanglement entropy is consistent with their number being macroscopic, as opposed to that of the quasi-particles
with different velocities.
We conclude this analysis by considering the behaviour of the entanglement entropy in the case of non-zero reflection
amplitude, i.e. ε 6= 1. Here there is no CFT result to compare to. The time evolution of S`(t) can be again determined
by diagonalising A`(t) for various times; results are reported in Fig. 9. For ε < 1 the EE peak decreases with ε and
for ε = 0 the EE does not evolve: this clearly follows from (78), as we are setting the time dependent part to zero.
Physically, for ε = 0 the two edges are disjoint in the final configuration and the edge E1 containing the subsystem
A` does not change boundary conditions during the quench – no dynamics are generated. In the quasi-particle
interpretation this can be explained by saying that when ε is decreased, less and less correlated quasi-particles reach
the system A` as they are reflected by the defect. On the other hand, for ε > 1 the form of S`(t) changes, see Fig. 9.
For vFt ∼ `, when the “conformal” quasi-particles arrive, the entropy has a peak and then starts to decrease – this is
as if the conformal quasi-particles lower the entanglement when reaching the subsystem. The entropy remains time
dependent also in the limit ε → ∞. This is easy to explain – even though in the final configuration the edges are
decoupled, the conditions at x = 0 for the edge containing A` have been changed from Dirichlet to Neumann, so
non-trivial dynamics are generated.
VI. GENERALIZATIONS
A. Harmonic Potential on the Wires
So far, we have discussed “cut and glue” quenches in non-relativistic field theories with the simplest possible setting –
noninteracting fermions (in the bulk) living on two edges which are suddenly joined. The only complication introduced
has been a scale-invariant defect localized at the junction in the final configuration, causing imperfect transmission of
excitations. We now consider a generalisation of this setting, which could be of more direct applicability. Instead of
finite edges of length L, we consider edges of infinite length with an additional harmonic trap which constrains the
electrons within a finite region. This situation is somewhat closer to the standard setting of cold atomic experiments1,2.
We note that a CFT approach to deal with this inhomogeneous setting (in the “clean case” ε = 1, θ = 0 cf. (17)) has
recently been developed in Ref. [134].
Adding an external harmonic potential V (x) = 12m0ω
2x2 the equation of motion for the field becomes(
i∂t +
1
2m0
∂2x −
1
2
m0ω
2x2
)
ψi(x, t) = 0 . (79)
The conditions at the junction which guarantee unitary time evolution remain those described by Eq (4). As before,
we focus on the case where the one-body scattering matrix at the junction is scale invariant.
The computation of the equilibrium density ni(x, 0
−) reveals that the harmonic trap forces the fermions to remain
in the interval x ∈ [0, `eff(ω,N )] with
`eff(ω,N ) =
√
4N
m0ω
. (80)
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FIG. 9. Time evolution of the entanglement entropy S`(x, ε) as a function of the rescaled variable x =
vFt
2L
, for ` = 0.4L and
L = 200. Different point types correspond to different values of ε, parametrizing the transmission at the defect.
As a result, the thermodynamic limit N → ∞, `eff(ω,N ) → ∞ with fixed bulk density n = N/`eff(ω,N ) is reached
by taking ω = 4n2m−10 N−1.
1. Mode expansion of the field
As before, the solution of the equation of motion (79) and the junction conditions (4), can be written in terms of a
mode expansion (cf. Eq. (23))
ψi(x, t) =
2∑
j=1
[U ]ij
∞∑
m=1
φjh(x,m)e
−iωhj(m)taj(m) . (81)
The difference with respect to the previous case is in the wave functions {φjh(x,m)} and in the frequencies {ωhj (m)}.
Specifically, for a scattering matrix with p negative eigenvalues, the functions {φjh(x,m)} are the eigenfunctions of
the single-particle Hamiltonian operator −12m0 ∂
2
x +
1
2m0ω
2x2 fulfilling Dirichlet conditions for 1 ≤ j ≤ p and Neumann
conditions for p+ 1 ≤ j ≤ 2. These functions are explicitly given by
φjh(x,m) =
{√
2χ2m−1(x) , 1 ≤ j ≤ p ,√
2χ2m−2(x) , p < j ≤ 2 , ω
h
j (n) =
{
(2n− 12 )ω , 1 ≤ j ≤ p ,
(2n− 32 )ω , p < j ≤ 2 .
(82)
Here we introduced the eigenfunctions of the one-dimensional harmonic oscillator
χn(x) =
1
(2nn!)1/2
(m0ω
pi
)1/4
e−
m0ωx
2
2 Hn(
√
m0ωx) , (83)
where Hn(x) are the Hermite polynomials.
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2. Correlation Function After the Quench
The two-point function after an instantaneous change of the scattering matrix S0 = −I −→ S1 = S(ε, θ) in the
ground state with 2N particles can be found as before. The result reads as
Cij(x, y, t) = 〈Ψ|ψ†i (x, t)ψj(y, t)|Ψ〉S0 S0 = 2[U†]2i[U ]j2
∞∑
p,q=1
N∑
m=1
e2i(p−q)ωtBχpmB
χ
qmχ2p−2(x)χ2q−2(y)
+ 2[U†]1i[U ]j1
N∑
m=1
χ2m−1(x)χ2m−1(y) , t > 0 . (84)
Here we introduced the “elementary overlap matrix”
Bχnm ≡
∞∫
0
dx χ2n−2(x)χ2m−1(x) =
(−1)n+m(2m− 1)!!(2n− 3)!!√
2pi
√
(2n− 2)!√(2m− 1)!(2m− 2n+ 1) . (85)
3. Time Evolution and light cone effects
Let us focus on the time evolution of the time dependent part of the density (cf. Eq. (43))
n(x, t) = 2
∞∑
p,q=1
N∑
m=1
e2i(p−q)ωtBχpmB
χ
qmχ2p−2(x)χ2q−2(x) , (86)
in the “thermodynamic limit” N → ∞ with ωN = 4n2/m0. Figure 10 reports the numerical evaluation of (86),
compared with the previous result (51) obtained for untrapped fermions. We see that the picture described above
remains qualitatively the same; there is an approximate light cone effect with appreciable “superluminal” corrections.
Once again, this can be explained using a quasi-particle interpretation: deep in the trap, for large N and ω ∝ N−1
the eigenstates of the single-particle Hamiltonian characterized by the integer m with m ∼ 2N (cf. (82)) can be seen
as quasi-particle states. These quasi-particles propagate with momentum pm =
√
2mωm0 and energy Em = ωm =
p2m/(2m0). Their velocity is thus vm = dEm/dpm =
√
2mω/m0. The local quench creates a macroscopic number of
quasi-particle excitations moving at the “Fermi velocity” v2N = 4n/m0. It also creates a finite number of excitations
at higher or lower velocities, which are responsible for the corrections to the pure light cone behaviour. Numerical
evaluation of (86) confirms that v2N is indeed the velocity of the light cone, cf. Fig. 10.
B. Star Graph
Throughout the paper we always focussed on the local quench which suddenly couples two edges. Our results can be
easily extended to the more general case, where n edges are suddenly coupled such that they all share a common end
point in the final configuration, see Fig 11. This configuration is known as a star graph117,118; it can be experimentally
realized in the context of solid state systems,135 and very recently substantial progress has been made in the direction
of its realization with cold atomic systems.136 In the latter context a realization of the quench protocol under exam
appears feasible.
In this case the scattering matrix is changed as
−In −→ S . (87)
Here In is the n×n identity matrix and the final scattering matrix S is a n×n unitary matrix with real eigenvalues, of
which p > 0 are negative. All the formulae of Section II B extend to the star-graph case with the trivial substitution
2→ n for the number of edges. The correlation functions can then be easily computed, reading
Cij(x, y, t) =
p∑
k=1
[U†]ki[U ]jk
N∑
m=1
φdd(x,m)φdd(y,m) +
n∑
k=p+1
[U†]ki[U ]jkC(x, y, t) , (88)
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where U† = U−1 diagonalizes S and C(x, y, t) is the one given in (42). The density of particles is then given by
ni(x, t) =
1
2
(1 +Rii)
N∑
m=1
φdd(x,m)φdd(x,m) +
1
2
(1−Rii)n(x, t) , (89)
where Rii = [S]ii is the reflection amplitude for a fermion on the i-th edge and n(x, t) = limy→x C(x, y, t). We see
that in the thermodynamic limit both (88) and (89) are completely determined once one knows the building blocks
C(x, y, t) and n(x, t). Thus, the results of Sec. IV give respectively the exact density of particles ni(x, t) and the
asymptotic expansion of the correlation function Cij(x, y, t) also when n edges of noninteracting fermions are joined
together to form a star graph, characterized by a scattering matrix S.
VII. CONCLUSIONS
In this paper we studied the time evolution of correlations in a non relativistic quantum field theory, following a
particular class of local quantum quenches: the sudden junction of two identical systems. At the joining, we allowed
for the presence of a localized defect. We considered the example of noninteracting fermions in the bulk and found an
analytical expression for the density of particles at any time after the quench. We also found an accurate asymptotic
expansion of the equal-time two-point function for large times or large distances from the junction.
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We used these results to study the emergence of light cone effects in the absence of an inherent maximal velocity.
In particular, we found that the leading part of the correlations at late times and large distances assume a CFT form,
with the role of the velocity of light being played by the Fermi velocity vF (cf. (48)). The light cone region scales
as t1/2, as opposed to the t1/3 scaling found in lattice models for both inhomogeneous quenches106,137,138 and global
quenches89. Correlations, however, also show “superluminal corrections” decaying in time as t−1; to be compared
to the exponentially decaying corrections occurring in the presence of Lieb-Robinson bounds. These anomalous
corrections suggested naming the observed behaviour as “approximate light cone effects”. We found approximate
light cone effects also in the dynamics of the entanglement entropy between a subsystem away from the junction and
the rest of the system. The behaviour is roughly described by the CFT result with c = 1 and vF playing the role of
velocity of light, the corrections, however, are clearly visible.
We explained these results by computing the distribution of excitations created by the quench and using the
semiclassical quasi-particle picture of Ref. [90]. The quench creates a macroscopic number of particle-hole excitations
very close to the Fermi surface and moving with velocity vF; these are responsible for the observed light cone effects in
the correlation functions; it also creates a finite number of excitations with different velocities, leading to the visible
corrections. This is due to the Fermi-sea-structure of the mode occupations in the initial state, which remains present
in the final equilibrium state since the quench is local. It is close to this discontinuity that a macroscopic number
of excitations can be produced with finite energy. The semiclassical interpretation allows us to go beyond the pure
qualitative description. Using as input the distribution of excitations produced by the local quench, in Sec. IV A 2
we found the first non trivial contribution to the local density of particles – for large times and distances from the
junction and away from the light cone region – only employing a simple semiclassical reasoning.
We began by studying the problem in the simplest possible setting – an immediate question is: can we generalize
our findings to more realistic situations, such as interacting systems in the presence of external trapping potentials?
A first step in this direction has already been taken in Sec. VI A, where we showed that the same qualitative picture
emerges when one includes a harmonic trapping potential, the simplest way of modelling the traps used in real
experiments. It should be also noted that the semiclassical picture adopted here has been shown to be extremely
effective in the presence of integrable interactions70,109, at least in the case of those solvable by thermodynamic Bethe
ansatz. Therefore we expect the qualitative picture described here to hold also in this case. Discontinuities in the
initial “filling functions” ϑ(λ)139 – which generalise the occupation numbers to the interacting integrable case – will
correspond to the production of a macroscopic number of excitations and light cone effects in the correlations will be
observable at the corresponding velocities. From the quantitative point of view, one might try to apply the argument
of Sec. IV A 2 to find the leading contribution for the density of particles after the quench. To do that, however,
a necessary ingredient is the exact expression for the distribution of excitations produced by the quench, which is
non-trivial to find in interacting cases.
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Appendix A: Mapping between mode operators
Both before and after the quench the field can be expressed in terms of a mode expansion (23). Introducing the
index 0 for the quantities before the quench we have
ψi(x, t) =
2∑
j=1
[U ]ij
∞∑
m=1
φj(x,m)e−iωj(m)taj(m) , t > 0 , (A1)
ψi(x, t) =
2∑
j=1
[U0]ij
∞∑
m=1
φj0(x,m)e
−iω0j(m)ta0j(m) , t < 0 . (A2)
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In particular, from the continuity of the time evolution it follows
2∑
j=1
[U ]ij
∞∑
m=1
φj(x,m)aj(m) =
2∑
j=1
[U0]ij
∞∑
m=1
φj0(x,m)a0j(m) . (A3)
This implies that there is a simple linear (and unitary) relation between the mode operators before and after the
quench, as generically true in non-interacting models. A peculiarity of this case is that there is no mixing between
creation and annihilation operators, this implies that the number of particles remains unchanged during the quench
and only particle-hole excitations are created. To find the explicit relation between {a0j(m)} and {aj(m)} we consider
2∑
j=1
∫ L
0
dx [U†]ijψj(x, 0)φi(x, n)∗ , (A4)
and use the two different expressions of ψj(x, 0) given in (A3). The result reads as
ai(n) =
2∑
k=1
∞∑
m=1
[U†U0]ikBiknma0k(m) , (A5)
where we introduced the “overlap-matrix” given by
Biknm =
∫ L
0
dx φi(x, n)∗φk0(x,m) =

δnm if i ≤ p1 , k ≤ p0
Bnm if i > p1 , k ≤ p0
B∗mn if i ≤ p1 , k > p0
δnm if i > p1 , k > p0
. (A6)
Here, the “elementary overlap-matrix” Bnm reads as
Bnm ≡
∫ L
0
dxφnd(x, n)∗φdd(x,m) =
8
pi
m
4m2 − (2n− 1)2 . (A7)
The matrix Bnm is an infinite orthogonal matrix, i.e. it satisfies
∑∞
q=1BnqBmq = δnm. From its definition (A7) it
follows that
∞∑
m=1
B∗nmφ
dd(x,m) = φnd(x, n) , (A8)
∞∑
m=1
Bmnφ
nd(x,m) = φdd(x, n) . (A9)
Appendix B: Integral representation of C(x, y, t) in the thermodynamic limit
Here we show that Eq. (44) gives an integral representation of the two point function in the thermodynamic limit.
We start by noting that the expression (42) can be re-written as
C(x, y, t) =
2
L
N∑
p=1
Mp(x, τ)Mp(y, τ)
∗ , (B1)
where we introduce
Mp(x, τ) =
∞∑
n=1
Bnp cos
(
(n− 1
2
)
pix
L
)
eiτ [((n−
1
2 )
pi
L )
2−p˜2] , τ ≡ t
2m0
, p˜ ≡ pip
L
. (B2)
The first step to construct an integral representation for (B1) is to evaluate the sum (B2). This sum can not be
straightforwardly turned into an integral in the thermodynamic limit using the Euler-Maclaurin formula140; this is
because Bnp is not well defined for continuous variables (it features a singularity for n = p− 1/2). A convenient trick
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is to take the derivative of (B2) with respect to τ , this cancels the singularity and Euler-Maclaurin formula can be
straightforwardly applied
∂τMp(x, τ) = −2ip˜
L
∞∑
n=1
cos
(
(n− 1
2
)
pix
L
)
eiτ [((n−
1
2 )
pi
L )
2−p˜2] = −2ip˜e−i x
2
4τ −iτ p˜2
∫ ∞
0
dη
pi
eiτ(η+i
+)2 +O
(
1
L
)
,
=
p˜√
piτ
e−i
pi
4 e−i
x2
4τ −iτ p˜2 +O
(
1
L
)
, τ > 0 . (B3)
Using the definition of Bnp (cf. Eq. (A9)) we can determine the value of (B2) for τ = 0
Mp(x, 0) =
∞∑
n=1
Bnp cos
(
(n− 1
2
)
pix
L
)
= sin (p˜x) , (B4)
Integrating (B3) with the initial condition (B4) we find
Mp(x, τ) = sin (p˜x) + 2p˜e
−ipi4
√
τ
pi
∫ 1
0
ds e−iτ
x2
4τ2s2
−iτs2p˜2 +O
(
1
L
)
=
1
2i
(
eip˜xerf
(
ei
pi
4 (m0ξ + p˜)
√
τ
)− e−ip˜xerf (eipi4 (m0ξ − p˜)√τ))+O( 1
L
)
. (B5)
The expression (B5) is a smooth function of p˜ ∈ R. Using this representation of Mp(x, τ), the sum (B1) can be
straightforwardly turned into an integral leading to the desired result (44).
Appendix C: Asymptotic expansion of the correlation function
In this appendix we asymptotically expand the correlation function (44) in the regions |ξ − vF|  (m0t)−1/2 and
|ξ˜ − vF|  (m0t)−1/2, i.e. far enough from the light-cone. To this aim it is convenient to rewrite the correlation
function as follows
C(x, y, t) =
2
pi
∫ pin
0
dp sin(px) sin(py) (C1)
+
4e−i
pi
4
√
τ
pi3/2
∫∫
[0,1]×[0,pin]
dsdp p sin(py)e−iτ [ξ
2s−2+s2p2] (C2)
+
4ei
pi
4
√
τ
pi3/2
∫∫
[0,1]×[0,pin]
dsdp p sin(px)eiτ [ξ˜
2s−2+s2p2] (C3)
+
8τ
pi2
∫∫∫
[0,1]2×[0,pin]
ds1ds2dp p
2e−iτ [ξ
2s−21 +s
2
1p
2]eiτ [ξ˜
2s−22 +s
2
2p
2] , (C4)
Here for convenience we set τ = t/2m0 and m0 = 1, the mass dependence can be easily restored by the replacement
ξ → m0ξ (analogously for ξ˜). We construct a separate asymptotic expansion for each of the terms (C2) – (C4). We
start from (C2) and (C3) which feature a double integral.
a. Double integrals ξ˜ 6= ξ
Let us consider ξ˜ 6= ξ
I1(ξ, ξ˜, τ) ≡
∫∫
[0,1]×[0,pin]
dsdp p sin(py)e−iτ [ξ
2s−2+s2p2] =
1
2i
∫∫
[0,1]×[−pin,pin]
dsdp pe−iτ(s
2p2+ξ2s−2−2ξ˜p) . (C5)
We consider the case 0 < ξ < ξ˜ < pin there are no stationary points in the bulk of the integration domain, we then
consider those on the boundary. They are given by
I1(ξ, ξ˜, τ) =
1
2τ
{∫ 1
0
ds
2(pins2 − ξ˜)pine−iτ(s2(pin)2+ξ2s−2−2ξ˜pin)
4(pins2 − ξ˜)2 + 4s2((pin)2 − ξ2s−4)2
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−
∫ 1
0
ds
2(pins2 + ξ˜)pine−iτ(s
2(pin)2+ξ2s−2+2ξ˜pin)
4(pins2 + ξ˜)2 + 4s2((pin)2 − ξ2s−4)2
+
∫ pin
−pin
dp
2(p2 − ξ2)pe−iτ(p2+ξ2−2ξ˜p)
4(p− ξ˜)2 + 4(p2 − ξ2)2
}
+ o
(
1
τM
)
, M ∈ N. (C6)
There are three stationary points of the function reduced on the boundary
(i) s =
√
ξ
pin in the first integral.
(ii) s =
√
ξ
pin in the second integral.
(iii) p = ξ˜ in the third integral.
The leading contribution given by those points are
I1(ξ, ξ˜, τ)
∣∣∣
(i)+(ii)+(iii)
=
√
pie−i
pi
4 e2iτpin(ξ˜−ξ)
8τ3/2(ξ − ξ˜) −
√
pie−i
pi
4 e−2iτpin(ξ˜+ξ)
8τ3/2(ξ + ξ˜)
+
√
piξ˜e−i
pi
4 eiτ(ξ˜
2−ξ2)
4τ3/2(ξ˜2 − ξ2) +O(τ
−5/2) . (C7)
The next contributions in the expansion are found integrating by parts the one dimensional integrals, they are given
by
I1(ξ, τ)
∣∣∣
1d-boundaries
=
ipin
8τ2
[
(pin+ ξ˜)e−iτ((pin)
2+ξ2−2ξ˜pin) − (pin− ξ˜)e−iτ((pin)2+ξ2+2ξ˜pin)
((pin)2 − ξ˜2)((pin)2 − ξ2)
]
(C8)
for other configurations of ξ˜ and ξ some of the stationary points are outside of the integration domain. The general
result reads
I1(ξ, ξ˜, τ) = a3/2(ξ, ξ˜, τ)τ
−3/2 + a2(ξ, ξ˜, τ)τ−2 +O(τ−5/2). (C9)
Here we defined
a3/2(ξ, ξ˜, τ) =
(√
pie−i
pi
4 e2iτpin(ξ˜−ξ)
8(ξ − ξ˜) −
√
pie−i
pi
4 e−2iτpin(ξ˜+ξ)
8(ξ + ξ˜)
)
θh(pin− ξ)
+
√
piξ˜e−i
pi
4 eiτ(ξ˜
2−ξ2)
4(ξ˜2 − ξ2) θh(pin− ξ˜) , (C10)
a2(ξ, ξ˜, τ) =
ipin
8
[
(pin+ ξ˜)e−iτ((pin)
2+ξ2−2ξ˜pin) − (pin− ξ˜)e−iτ((pin)2+ξ2+2ξ˜pin)
((pin)2 − ξ˜2)((pin)2 − ξ2)
]
. (C11)
b. Triple integral for k˜ 6= k
Let us now consider the triple integral (C4) for ξ˜ > ξ
I2(ξ, ξ˜, τ) ≡
∫∫∫
[0,1]2×[0,pin]
ds1ds2dp p
2e−iτ [ξ
2s−21 +s
2
1p
2]eiτ [ξ˜
2s−22 +s
2
2p
2] . (C12)
We consider separately the three cases
(a) ξ˜ > ξ > pin.
(b) ξ˜ > pin > ξ.
(c) pin > ξ˜ > ξ.
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Let us start from the configuration (c). For ξ˜ 6= ξ there are no stationary points in the three dimensional domain, the
leading contribution is thus found on the boundary
I2(ξ, ξ˜, τ) =
i
τ
{ ∫∫
[0,1]2
ds1ds2
2(pin)3(s21 − s22)e−iτ[(pin)
2(s21−s22)+(ξ2s−21 −ξ˜2s−22 )]
4(pin)2(s21 − s22)2 + 4((pin)2s1 − ξ2s−31 )2 + 4((pin)2s2 − ξ˜2s−32 )2
−
∫∫
[0,1]×[0,pin]
dsdp
(p2 − ξ˜2)p2e−iτ[(p2(s2−1)+(ξ2s−2−ξ˜2)]
2((p2 − ξ˜2)2 + p2(s2 − 1)2 + (p2s− ξ2s−3)2)
+
∫∫
[0,1]×[0,pin]
dsdp
(p2 − ξ2)p2eiτ[p2(s2−1)+(ξ˜2s−2−ξ2)]
2((p2 − ξ2)2 + p2(s2 − 1)2 + (p2s− ξ˜2s−3)2)
}
+ o
(
1
τM
)
. M ∈ N . (C13)
The three integrals have stationary points in (s1 =
√
ξ/pin, s2 =
√
ξ˜/pin), (p = ξ, s = 1) and (p = ξ˜, s = 1)
respectively. Their leading contributions read as
I2(ξ, ξ˜, τ)boundarystationary =
ipie2iτpin(ξ˜−ξ)
8τ2(ξ − ξ˜) +
ipiξeiτ(ξ˜
2−ξ2)
8τ2(ξ˜2 − ξ2) +
ipiξ˜eiτ(ξ˜
2−ξ2)
8τ2(ξ˜2 − ξ2) +O(τ
−3) (C14)
Finally, there are contributions coming from stationary points at the boundary of the two-dimensional integrals. There
are five of them
(i) At the boundary s1 = 1, there is a stationary point in s2 =
√
ξ˜/pin.
(ii) At the boundary s2 = 1, there is a stationary point in s1 =
√
ξ/pin.
(iii) At the boundary p = pin, there is a stationary point at s =
√
ξ/pin.
(iv) At the boundary p = pin, there is a stationary point at s =
√
ξ˜/pin.
(v) The boundary s = 1 is a continuous line of stationary points.
Considering the contribution of the first four of them we obtain
I2(ξ, ξ˜, τ)
∣∣∣
(i)+(ii)+(iii)+(iv)
∼ −pi
3/2neiτ(ξ˜
2−ξ2)
8τ5/2
[
e−iτ(pin−ξ˜)
2
ei
pi
4 (npi + ξ˜) + eiτ(pin−ξ)
2
e−i
pi
4 (npi + ξ)
((pin)2 − ξ2)((pin)2 − ξ˜2)
]
. (C15)
Considering the contribution of (v) we have
I2(ξ, ξ˜, τ)
∣∣∣
(v)
∼− e
iτ(ξ˜2−ξ2)
4τ2
∫ pin
0
dp
{
p2
((p2 − ξ˜2)2 + (p2 − ξ2)2)
[
(p2 − ξ˜2)
(p+ ξ)
PV
1
(p− ξ) +
(p2 − ξ2)
(p+ ξ˜)
PV
1
(p− ξ˜)
]}
=
eiτ(ξ˜
2−ξ2)
8τ2
{ ∞∫
0
dp
2i(p− ipin)2
((p− ipin)2 + ξ2)((p− ipin)2 + ξ˜2) −
∞∫
0
dp
2ip2
(p2 + ξ2)(p2 + ξ˜2)
+
ipi
(ξ + ξ˜)
}
. (C16)
where we used the residues theorem and deformed the contours according to the Cauchy’s theorem. Performing the
elementary integrals we obtain
I2(ξ, ξ˜, τ)
∣∣∣
(v)
∼ e
iτ(ξ˜2−ξ2)
8τ2(ξ˜2 − ξ2)
(
ξ˜ log
∣∣∣∣∣pin− ξ˜pin+ ξ˜
∣∣∣∣∣− ξ log
∣∣∣∣pin− ξpin+ ξ
∣∣∣∣
)
+O(τ−3) . (C17)
The cases (a) and (b) can be easily recovered by taking into account only the stationary points remaining within the
integration domain. The result reads as
I2(ξ, ξ˜, τ) = b2(ξ, ξ˜, τ)τ
−2 + b5/2(ξ, ξ˜, τ)τ−5/2 +O(τ−3) . (C18)
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Here we defined
b2(ξ, ξ˜, τ) =
eiτ(ξ˜
2−ξ2)
8(ξ˜2 − ξ2)
(
ξ˜ log
∣∣∣∣∣pin− ξ˜pin+ ξ˜
∣∣∣∣∣− ξ log
∣∣∣∣pin− ξpin+ ξ
∣∣∣∣
)
+
ipie2iτpin(ξ˜−ξ)
8(ξ − ξ˜) θh(pin− ξ)θh(pin− ξ˜)
+
ipiξeiτ(ξ˜
2−ξ2)
8(ξ˜2 − ξ2) θh(pin− ξ) +
ipiξ˜eiτ(ξ˜
2−ξ2)
8(ξ˜2 − ξ2) θh(pin− ξ˜) , (C19)
b5/2(ξ, ξ˜, τ) = −pi
3/2neiτ(ξ˜
2−ξ2)
8
[
e−iτ(pin−ξ˜)
2
ei
pi
4 (npi + ξ˜)θh(pin− ξ˜) + eiτ(pin−ξ)2e−ipi4 (npi + ξ)θh(pin− ξ)
((pin)2 − ξ2)((pin)2 − ξ˜2)
]
. (C20)
Appendix D: Distribution of excitations in the thermodynamic limit
In Section IV A 1 we determined the number of excitations of mode m on the edge i, it is given by ∆Nex(pm; i) =
δ˜ex(pm; i)∆pm, where ∆pm = pi/L. Here we determine the distribution corresponding to δ˜ex(pm; i) in the thermody-
namic limit, namely a distribution δex(p; i) such that
lim
L→∞
∞∑
m=1
f(pm)δ˜ex(pm; i)∆pm =
∫ ∞
0
f(p)δex(p; i)dp , (D1)
where f(p) is an arbitrary smooth function. Let us start considering the terms in (63) involving step functions
∞∑
m=1
(
θh(pin− pm)− θh(pin− pm − pi
2L
)
)
f(pm) = L
∫ 0
−pi/2L
dp
pi
f(pin+ p) +O
(
1
L
)
=
1
2
f(pin) +O
(
1
L
)
. (D2)
In the first step we approximated θh(x) with smooth functions and employed Euler-Maclaurin summation formula.
Using the residues theorem we have
|[U ]i2|−2
∞∑
m=1
f(pm)δ˜ex(pm; i)∆pm =
1
2
f (pin) +
i
pi
f(pin) +
∫
C1
dz
pi
{
2
zpi
arctan
( z
pi
)
− 2n
(pin)2 − z2
}
fcf(z)f(z)
+
∫
C2
dz
pi
{
2
zpi
arctan
(pi
z
)
− 2n
(pin)2 − z2
}
fcf(z)f(z) +O
(
1
L
)
, (D3)
where C1 and C2 encircle the intervals [0, pin[ and [pin,∞[ respectively and we introduced
fcf(z) =
1
1 + e2iLz
. (D4)
In the thermodynamic limit only the branches of the paths C1 and C2 lying on the upper half plane contribute and
we have
lim
L→∞
pi
L|[U ]i2|2
∞∑
m=1
f(pm)δ˜ex(pm; i) =
1
2
f(pin) +
i
pi
f(pin) +
∫ ∞
0
dp
{
f(p)
ppi2
log
∣∣∣∣pin− ppin+ p
∣∣∣∣− 2nf(p)pi(pin+ p)(pin− p− i)
}
=
∫ ∞
0
dp
{
1
ppi2
log
∣∣∣∣pin− ppin+ p
∣∣∣∣− 2npi(pin+ p)PV
(
1
pin− p
)
+
1
2
δ(pin− p)
}
f(p) , (D5)
where we used
lim
→0+
1
x− i = PV
1
x
+ ipiδ(x) . (D6)
From the arbitrariness of f(p) we conclude
|[U ]i2|−2δex(p; i) = 1
ppi2
log
∣∣∣∣pin− ppin+ p
∣∣∣∣− 2npi(pin+ p)PV
(
1
pin− p
)
+
1
2
δ(pin− p) . (D7)
26
Appendix E: Explicit matrix elements of A`(t)
Here we report the explicit matrix elements of A`(t), which we used to numerically construct the matrix
[A`(t)]nm =
ε2
ε2 + 1
δnm − ∞∑
k,p=1
ei(ωnd(k)−ωnd(p))tBpnBkm
{
sin(pi`L (p− k))
pi(p− k) +
sin(pi`L (p+ k − 1))
pi(p+ k − 1)
} 1 ≤ n,m ≤ N
[A`(t)]nm =
ε
ε2 + 1
∞∑
p=1
e−iωnd(p)tBpn
{
cos(pi`L (m−N − p+ 12 ))
pi(m−N − p+ 12 )
+
cos(pi`L (m−N + p− 12 ))
pi(m−N + p− 12 )
}
1 ≤ n,m−N ≤ N
[A`(t)]nm =
ε
ε2 + 1
∞∑
p=1
eiωnd(p)tBpm
{
cos(pi`L (n−N − p+ 12 ))
pi(n−N − p+ 12 )
+
cos(pi`L (n−N + p− 12 ))
pi(n−N + p− 12 )
}
1 ≤ m,n−N ≤ N
[A`(t)]nm =
1
ε2 + 1
(
δnm −
{
sin(pi`L (n−m))
pi(n−m) −
sin(pi`L (n+m− 2N ))
pi(n+m− 2N )
})
N + 1 ≤ n,m ≤ 2N .
These matrix elements are obtained by plugging the explicit form of χ(x, t, n) (cf. (78)) into (77).
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