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Abstract—In this paper, an approach for sound source
localisation together with the calibration of an asynchronous
microphone array is proposed to be solved simultaneously. A
graph-based Simultaneous Localisation and Mapping (SLAM)
method is used for this purpose. Traditional sound source local-
isation using a microphone array has two main requirements.
Firstly, geometrical information of microphone array is needed.
Secondly, a multichannel analog-to-digital converter is neces-
sary to obtain synchronous readings of the audio signal. Recent
works aim at releasing these two requirements by estimating
the time offset between each pair of microphones. However, it
was assumed that the clock timing in each microphone sound
card is exactly the same, which requires the clocks in the sound
cards to be identically manufactured. A methodology is hereby
proposed to calibrate an asynchronous microphone array using
a graph-based optimisation method borrowed from the SLAM
literature, effectively estimating the array geometry, time offset
and clock difference/drift rate of each microphone together with
the sound source locations. Simulation and experimental results
are presented, which prove the effectiveness of the proposed
methodology in achieving accurate estimates of the microphone
array characteristics needed to be used on realistic settings with
asynchronous sound devices.
I. INTRODUCTION
Processing the signals from a microphone array has proven
to be an effective approach to improve robot audition. Many
robot audition systems based on microphone arrays have
been proposed in the literature [1] [2] [3] [4]. By exploiting
this technique, robots are able to localize and track different
sound sources, separate speeches coming from several people
simultaneously and automatically recognize each separated
speech. Most of these studies, however, require hardware
synchronisation of each independent microphone channel.
Specifically, synchronisation needs a special sound captur-
ing device such as a multi-channel analog-to-digital (ADC)
converter. While several commercial products exist, they are
either too expensive or too large in size to be integrated
inside robotic platforms [5]. Moreover, given the constraints
of embedding microphones in a robot, often alongside other
perception devices, it is difficult to measured the exact
location of the microphones accurately. Instead of the exact
location, a transfer function between each microphone and
a sound source is measured. These measurements, however,
can be quite time-consuming since they need to be obtained
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at multiple intervals of sound source directions (e.g. every 5
degree) [5].
Recent methods have started to relax these assumptions,
for instance self-localisation approaches for ad-hoc arrays
have been proposed in [6] [7] [8] [9]. Most of these ap-
proaches can achieve high accuracy in microphone array self-
localisation. Both [6] and [9] provide closed-form estima-
tors, in contrast to the standard iterative solution. The method
presented in [6] also considers an acoustically determined,
orientation estimate of a device that contains a microphone
array. This method has been used in localisation of an
asynchronous source in [10]. Raykar et al.’s work [11] on
self-localisation formulates a maximum likelihood estimation
for unknown parameters of a microphone array (time offsets,
microphone positions) and measurements (time difference
of arrival (TDOA) or time of flight (TOF)) by utilising
active emissions. Ono et al. [12] presents a TDOA-based cost
function approach, which does not require controlled calibra-
tion signal for estimating self-localisation, source localisation
and temporal offset estimation. An online approach utilising
simultaneous localisation and mapping (SLAM) is presented
by Miura et al. [5], which used extended Kalman filtering
and delay-and-sum beamforming to calibrate the stationary
array.
While these methods being capable of computing indi-
vidual microphone locations and the time offsets between
different microphone channels, all of them are based on the
assumption that the clock interval, in each independent sound
card dedicated to each channel, is identical to those of the
others. This is a strong assumption that disregards errors
from fractional differences in clock intervals, which will
accumulate over time. Sound cards, especially those designed
for general consumption, have indeed noticeable drifts. An
example is shown in Fig. 1. A microcontroller, connected to
the signal line of each of these three microphones, generates
a simultaneous pulse after a fix time interval, remaining at
high impedance until the next regular pulse. Fig. 1 shows a
detail of the difference in arrival time for each microphone,
whilst Fig. 2 represents the evolution in the differences
between each pair of channels with respect to the first one
(vertical axis indicates the offset as number of samples to
normalise the comparison). From this simple setup, it can be
easily observed how time-offsets between pairs of channels
keep increasing over time due to clock drifts from the small
variations in the clock intervals of each sound card.
The method proposed here overcomes this issue by cali-
brating the asynchronous microphone array. The approach
uses a graph-based SLAM method to calibrate the array,
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Fig. 1. Experimental setup for testing clock differences between pair of
sound cards and recorded signal. The figure above shows the setup and the
plot below shows the pulse generated per channel.
Fig. 2. Detected differences of peak arrival time. These signal time offsets
are a combination of the starting time offsets and clock difference rate by
the elapsed time.
which implies estimating the position, the time offset and
clock difference of each microphone simultaneously. The
trajectory of the sound source is also recovered at the
same time. The SLAM problem is formulated as a sparse,
least-squares minimisation problem, where the minimum is
found iteratively using Gauss-Newtown algorithm. This is
equivalent to finding the Maximum-Likelihood (ML) esti-
mate of the sequence of sound sources locations and the
array calibration under the assumption of Gaussian noise.
Simulation and experimental results for a random walker
sound source and arrays of variable number of microphones
show the viability of the approach.
The rest of this paper is organised as follows. In section II,
the detailed explanation of the proposed method is presented.
Section III details the implementation of how the method is
applied to solve the asynchronous microphone array calibra-
tion problem together with its initialisation and termination
conditions. In section IV, comprehensive simulations and
experimental results are presented. Section V presents the
conclusion and discussion about further work.
II. THE PROPOSED APPROACH
In our system, graph-based SLAM aims at recovering a
sequence of sound source positions and the static location of
the microphone array given a set of relative measurements.
As the sound source moves around, the microphone array
senses it from multiple viewpoints. Enforcing consistency
between the different views gives rise to the location con-
straints (of sound source and microphone array).
A. System Model
Let xmic be the state of the microphone array and xsrc k
be the position of the sound source at the time tk = t1...tK .
Thus the full state is given by,
xT = (xTmicx
T
src 1 . . .x
T




mic 1 . . .x
T
mic N ) , (2)
and N is the total number of microphones.
Note that in this case the state of each microphone









for n = 1...N , where the location is given by the variables
with subscripts x and y and the variables with subscripts
τ and δ represent the starting time offset and the clock
difference per second of each microphone respectively.
In a similar way, the state of the sound source





contains only two variables that represent x and y position,
as the orientation is not estimated in this case.
Let the microphone 1 be used as the reference, then
time offsets and clock differences of other microphones are
computed relative to the microphone 1. Hence, xτmic 1 = 0
and xδmic 1 = 0. Moreover, in order to define the position
and orientation of the reference frame, the origin and, x and
y axes need to be defined. As microphone 1 is the reference
its position is set as (0, 0). Let also another microphone
(for instance the 2nd) define the positive direction of the
x axis. This will fully define our reference frame, however,
if the microphone array is bi-dimensional there will be two
possible solutions for the position of the microphone array
±y. In practice if the structure of the array is known, it can
be exploited to remove the ambiguity in the y direction, i.e
another microphone can define the positive direction of y
axis. Note that it is assumed in any case that the number of
microphones N is known and fixed.
To make the analogy to a standard SLAM framework
as shown in Fig. 3, the sound source locations are treated
as robot poses and the microphone array is treated as a
single landmark. This landmark has the particularity of being
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Fig. 3. Description of the sound source positions, microphone array and
constraints in a SLAM framework.
observable at all sound source positions1. The microphone
array becomes the first node in the graph-based SLAM
framework and each sound source position becomes one
node.
For the position-position constraints, in our case the tra-
jectory of the sound source is assumed to be arbitrary (no-
odometry prior is considered), with the only constraint of
two adjacent locations set to be not too distant to each other.
Therefore, we use a random walker model in which the
sound source position of the next time instance is expected
to be at the same location as the previous time with a large
uncertainty associated as





where zp−pk−1,k and I
p−p
k−1,k denote the measurement and in-
formation matrices between positions k − 1 and k for k =
1 . . .K. σp−p is the standard deviation of the random walker
model within which the location of next sound source should
fall. I denotes the identity matrix.
Regarding position-landmark constraints, the measurement
represents TDOA values at each position of sound source.
Specifically, the measurement is defined as
zp−lk
T
= (TDOAmic 2,mic 1 . . . TDOAmic N,mic 1) (7)
where TDOAmic n,mic 1 for n = 2 . . . N is the TDOA
between microphone n and microphone 1, which is used as
the reference as mentioned before. The information matrices





1Note that the main difference with a standard landmark-pose SLAM
system is that here all the microphones can be observed at any time. In a
standard SLAM system only part of the landmarks are observed at any time.
This fact allows the microphone array to be treated as a single landmark
with a large state that contains all the microphones. The same solution,
however, is achieved if the the microphones are considered independently.
where σp−l the standard deviation of Gaussian distribution
within which the error of each TDOA measurement should
be.
B. Graph-Based SLAM Optimisation
In the least square problem of the graph-based SLAM,
the estimated state vector is found by minimising the error






where i and j mean ith and jth nodes in the graph-based
SLAM.
This estimated x∗ can be obtained by iterative Gauss-
Newton optimisation [13].
x = x+ ∆x (10)
where
H∆x = −b (11)
where H and b are called coefficient vector and coefficient























where b¯i and b¯j are ith and jth element of the coefficient
vector b. H¯ii,H¯ij ,H¯ji and H¯jj are sub block matrices parts
of the coefficient matrices H . Aij and Bij are the Jacobian









In particular for the asynchronous microphone array, cal-
ibration problem are computed as shown below. For each
position-position constraint of the sound source at tk−1 to
tk, the error function is computed as
ep−pk−1,k = (xsrc k − xsrc k−1)− zp−pk−1,k
=
[
xxsrc k − xxsrc k−1
xysrc k − xysrc k−1 .
] (15)
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Regarding the position-landmark constraint of the micro-
phone array to the sound source location at tk, the error
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where zˆp−lk denotes the predicted TDOA from the current
state vector, c refers to speed of sound and ∆t means the
time interval between each sound source position.
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p−l
k y ] (20)
where Jp−lmic n for n = 1 . . . N is the partial derivative of
ep−lk with respect to the state of the microphone n. Since
the microphone 1 is used as a reference, its state is constant
value. Thus, the Jacobian is equal to zero. Jp−lmic n is only
nonzero at row n and this nonzero row is computed as
Jp−lmic n(n, :) =
xxmic 2 − xxsrc k
c
√
(xxmic 2 − xxsrc k)2 + (xymic 2 − xysrc k)2
xymic 2 − xysrc k
c
√






Jp−lk x and J
p−l
k y in Eq. 20 represent the Jacobian matrices
of ep−lk with respect to the state of x and y locations of
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Finally, the block corresponding to the 1st microphone in
H is set to identity matrices,
H(1 : 4, 1 : 4) = I . (24)
III. IMPLEMENTATION
A. Application Setup
As mentioned above, we are interested in simultaneous
sound source localisation and calibration of an asynchronous
microphone array. In our implementation a sound-source
moves randomly or following a pre-defined path around a
room, where an array of microphones is fixed and recording.
Once the array of microphones starts recording, one per-
son holding the sound emitter (e.g. a smart phone) moves
around the room. Then, recorded audio signals from all
microphone channels are processed using our graph-based
SLAM method, and sound source positions and the locations,
starting time offsets and clock differences of all microphones
are estimated. Note that once the array is calibrated, popular
synchronous microphone array processing techniques can
be applied for separation or localisation of multiple sound
sources.
B. Initialisation and Termination Conditions
No prior knowledge of the microphone positions or sound
source trajectories are assumed for initialization of the state
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TABLE I
PARAMETERS SETTING IN SIMULATION
Parameters Values
Number of microphones 9
Distance between microphones 0.5m
Maximum starting time offset 0.1s
Maximum clock difference 0.1ms
Observation (TDOA) noise STD 0.333ms
Sampling frequency 44.1 KHz
Random walker STD 0.333m
Adjacent sound source distance 0.05m
Maximum iterations 50
 for ∆x 0.0001
vector. Therefore, the initial values correspond of those vari-
ables are randomly selected within the workspace. Moreover,
zero starting time offsets and zero clock differences are
assumed for the initialisation. Like any other optimization
problem, least square optimization based graph SLAM also
suffers from non-convergence from a bad initial value, a
situation that can be minimized if approximate priors can
be supplied.
The termination condition is based on the maximum
number of iterations and change of the state vector ∆x.
If the algorithm reaches a predefined maximum number of
iterations, or the change of the state vector is smaller than a
predefined threshold , the algorithm stops.
IV. VALIDATION RESULTS
The validation of the proposed methodology is studied
first in a simulation environment, where the performance
of the proposed algorithm is tested under a variety of
conditions with known ground truth. An experiment with
a set of ordinary microphones was then conducted to show
the effectiveness under realistic conditions.
A. Simulation Results
The parameters used in simulations are summarised in
Table I. The observation noise and random walker model
noise in simulations are obtained by empirical observation
multiplied by conservative factor to deal with the worst
case scenario. In all simulations, in order to obtain unique
solutions, the position of microphone 1 is fixed at the
origin of the coordinate system, microphone 3 in the 3 × 3
microphone array (microphone 2 in the 3 × 2 microphone
array and microphone 4 in the 4 × 4 microphone array) is
fixed at positive x axis and the y coordinate of microphone
4 in the 3× 3 microphone array (microphone 3 in the 3× 2
microphone array and microphone 5 in the 4×4 microphone
array) is set to be positive.
Firstly, we performed a 10-run Monte Carlo simulation,
which considers an array of 9 (3×3) microphones and sound
source moving as (5). The results of the 1st Monte Carlo
run are shown in Fig. 4. From the figure, it can be seen that,
despite random initialisation, the proposed method is able to
converge with good accuracy to the simulated values.
Secondly, in order to show the influence of the number
of microphones over the estimation accuracy, another two
(a) Initialisation of the state vector.
(b) Final estimation results for microphone and sound
source positions after convergence over 17 iterations.
(c) Final estimation results for starting time offset.
(d) Final estimation results for clock difference.
Fig. 4. Initialisation and final estimation results for a 3× 3 asynchronous
microphone array.
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(a) Estimation results for one of 3×2 microphone array.
(b) Estimation results for one of 4×4 microphone array.
Fig. 5. Estimation results of 3× 2 and 4× 4 microphone arrays.
TABLE II
ESTIMATION RMS ERRORS OVER 3 DIFFERENT MICROPHONE ARRAYS
OF THE 10-RUN MONTE CARLO SIMULATIONS FOR EACH
CONFIGURATION
Arrangement 3× 2 3× 3 4× 4
mean RMS error(m) 0.0826 0.0218 0.0100
10-run Monte Carlo simulations for a 3 × 2 and a 4 × 4
arrays are performed. The results are shown in Fig. 5.
The comparison of the root mean square (RMS) errors
for microphone positions in the 3 × 2, 3 × 3 and 4 × 4
arrangements is given in Table II. From the figure and the
table, it can be seen that more numbers of microphones result
in better estimation accuracy of microphone position and the
usage of 9 microphones is sufficient, under the simulated
TDOA observation noise, to recover the trajectory of the
sound source with low RMS.
Finally, to test the influence of the number of sound
source positions over the estimation accuracy, another two
10-run Monte Carlo simulations with half of the sound source
positions and twice the number of the sound source positions
are performed using the 3× 3 microphone array. The results
are shown in Fig. 6. The comparison of RMS errors of the
microphone positions is given in Table III. The figure and
table show that more number of sound source positions can
lead to better estimation accuracy.
(a) Estimation results of one of a 3×3 microphone array
with half of the sound source positions.
(b) Estimation results of one of a 3×3 microphone array
with twice of the sound source positions.
Fig. 6. Estimation results of half and twice of the sound source positions.
TABLE III
ESTIMATION RMS ERRORS WITH DIFFERENT NUMBERS OF SOUND
SOURCE POSITIONS OF THE 10-RUN MONTE CARLO SIMULATIONS FOR
EACH CONFIGURATION
number of sound source positions half original twice
mean RMS error(m) 0.1083 0.0218 0.0074
B. Experimental Results
To validate the proposed methodology, the following ex-
perimental set-up in an indoor seting was devised: an array
of 6 microphones was fixed at a known location as shown
by Fig. 7. These microphones were individually sampled by
independent USB sound cards. Relevant parameters of the
experimental set-up are summarised in Table IV. The obser-
vation noise and random walker model noise are obtained
empirically. Again, in order to obtain an unique solution,
the position of microphone 1 is fixed at the origin of the
coordinate system, microphone 3 is fixed at positive x axis
and the y coordinate of microphone 4 is set to be positive.
Recording of an incoming sound signals (a short time
chirp) would then commence. A hand-held sound emitter
(a smart phone producing a known soundwave) would move
around the microphone array following two trajectories, one
trajectory similar to the one in simulations and another
different trajectory.
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Fig. 7. Experimental setup of the asynchronous microphone array. Each





Number of microphones 6
Distance between microphones 0.5m
Observation (TDOA) noise STD assumed 0.167ms
Sampling frequency 44.1 KHz
Random walker STD 0.167m
sound source Samsung Galaxy S4 phone
sound wave short time chirp
time interval of sound 0.5s
total duration of recording 1min
Maximum iterations 50
 for ∆x 0.0001
1) Signal Processing: The raw audio recording contains
background noise and reverberation as shown in Fig. 8.
An Equiripple high pass filter was used to clean the low
frequency noise with a frequency lower than the lowest
frequency of the emitted chirp signal. The first distinctive
peak of the filtered wave was chosen as the arrival time
of the signal. It should be noted that any other “peaky”
signal rather than chirping soundwaves could have been used
instead (e.g. hand clapping) since the algorithm is simply
seeking a initial distinctive peak. For the purpose of testing
the calibration procedure described here this is sufficient,
although more robust mechanisms would be possibly needed
in more complex acoustic environments.
2) Accuracies: The final estimation results are shown in
the Fig. 9. Since we only have 6 microphones in total, the
accuracy of the estimation expected to be similar to the 3×2
array and not as good as those with 9 or 16 microphones.
However, final RMS errors for microphone positions are
0.0288m and 0.0204m respectively. These errors are much
better than the simulation result (RMS error of 3 × 2
in Table II). The reason for this is that we have more
sound source positions in the experimental setup than the
simulation of 6 microphones in Fig. 5 (a). Moreover, the
TDOA observation noise in experiment is smaller than the
one used in the simulation, which is conservatively assumed
to be 0.333ms and this can be easily achieved under 44.1
KHz sampling rate. The uncertainty associated to x and y
positions of microphone 1 and y position of microphone 3 are
Fig. 8. Pre signal processing and detection of signal arrival (plot below)
for raw audio data (plot above).
zero since microphone 1 is fixed at origin and microphone 3
is fixed at positive x axis. The error of the estimation result
can also come from non-precise measurements of the speed
of the sound in the current experimental setup in addition
to the observation noise. Using more microphones, like 9 or
16, or moving the sound source slower to have more sound
source positions can improve estimation results further.
V. CONCLUSION
A method for simultaneous asynchronous microphone
array calibration and sound source localisation using a graph-
based SLAM approach is proposed in this paper. The method
relaxes two key constraints imposed by traditional techniques
employed for microphone array based sound source local-
isation and separation to obtain synchronous readings of
an audio signal: knowledge of accurate geometry informa-
tion of the microphone array, as well as availability of a
multichannel analog-to-digital converter. In comparison with
relevant techniques reported in the literature of asynchronous
microphone array calibration, the proposed methodology
estimates the clock difference of each independent sound
card in addition to the starting time offset, thereby making
it more suitable for generic applications with standard audio
devices. This work is currently focused on embedding the
asynchronous microphone array on a mobile robotic platform
for sound source localisation to be used in tracking.
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