Problems are various possible and impossible questions, tasks and riddles that are being set up and attempt to solve in different ways. However, assuming that half of all problems are not solvable and that the remaining one-fourth cannot be defined, there are good chances for a successful mathematical solution to the second quarter of the problem. Problem-solving using regression analyses allows determining the relationship between the dependent response and the independent factors through defined regression functions, relationship estimates, predicting results, simulating data, optimizing the sizes, and improving the resolution process. Although there are many regression analyses, linear regression analyses are usually used. The author proposes the application of Procedure for selecting a significant regression analysis between 16 different regression analyses and Procedures for solving regression analyses. Using this approach in this release, an optimal solution of the problem of finding the optimal best sun exposure position for the solar collector is shown.
INTRODUCTION
Business management system organizations apply a set of coordinated activities to manage and manage an organization that has a variety of business, technology and service subsystems that contain a variety of processes in which certain problems arise. Processes are sets of bound potentials and activities, which convert input data into outputs in business, technology and service subsystems (Popović, 2017) . Processes of business subsystems (administration, sector, bureau) create complex problems in managing the organization and managing the quality of the process results. In the process of technological subsystems (enterprises plants, workshops), various problems arise in the realization of technologies (production and servicing) of the results of the process and the installation or installation of the results of the process with the users.
In the processes of service subsystems (Services) there are problems in: researching market needs for process results, design or creation and development of process results, planning and preparation of process performance results, recruitment and training of personnel, procurement of materials and equipment, controlling and ensuring the quality of process results, storing process results in warehouses, selling and distributing process results, servicing or maintenance the results of the process, financial and accounting affairs and securing the assets of the economic system (Popović, 2019; Popović, 2017; Fox, 1997) .
Regression analysis is a set of statistical processes in statistical modeling, which enables the determination of the relationship between a quantitative or qualitative dependent variable size (Response) and one or more independent linear or nonlinear variable (Factors) through: the defined regression function, the estimates of the forms of these relations, the prediction future results, data simulation, optimization of the sizes and improvement of the problem solving process (Popović, 2019 , Kirchmer, 2011 .
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METHODOLOGY
The basis of the regression analysis was set by 1805 French mathematician A. M. Legendre (1752 Legendre ( -1833 with the Smallest Square Method and 1809 German mathematician C. F. Gauss (1777-1855) with an improved least-squares method developed the basis of the regression analyses (Draper & Smith, 1998; Rouand, 2013) . Regression analyses were made in 1869 by English statistician F. Galton (1822 Galton ( -1911 , who in his anthropometric studies of human growth observed the average height of children (Ramcharan, 2006) , depending on the average height of their parents (Hazewinkel, 2001; Rossman, 2013) .
Although there is a greater number of regression analyses, with some authors citing 7, 12, 15 or even 40 regression analyzes, it is usually calculated with linear regression analyses (Sen & Srivastava, 2011) . By studying various practical examples, the author developed a procedure for selecting significant regression analyses with a wide application of 16 different regression analyses, according to the following characteristics: quantitative or qualitative, linear or nonlinear, single or multiple, significant or special (Tofallis, 2009; Pan, 2009) .
While the earlier calculation of regression analyses was carried out manually for hours or by special electromechanical devices, today the results are quickly obtained after only a few minutes, using modern electronic computers. By considering various practical examples, the author also defined the Procedure for Calculating and Applying Regression Analyses, to be applied for optimal problem solving, using Minitab® and Companion by Minitab® and electronic computers (Popović, 2019; Yoo & Harman, 2012; Sen & Srivastava, 2011; Yoo, 2012; Fotheringham, 2002) . (Hazewinkel, 2001 ).
THE PROCEDURE OF SELECTION ANALYSES
More significant regression analyses can be easily solved using the least squares method, using computer programs and electronic computers. Special regression analyzes, such as Ridge, LASSO and ElasticNet regression analyses, are used to solve problems with the phenomena of multicollinearity and non-homogeneity of the variance, using the regularization procedure (Draper & Smith, 1998) . (DN-SIMPLE) and 16. non-linear multiple (DN-MULTIPLE). If the existence of various types of regression analyses is accepted, then a suitable analysis is necessary, since the existing instructions are quite complicated (Freedman, 2005) .
The procedure for selecting a significant regression analyses according to Figure 1 : a) the detection of problems and the dependent size (quantitative or qualitative), b) detecting independent factors (one or more of them, with linear or non-linear influence on the dependent size), c) if a quantitative dependent quantity and one independent factor with a linear influence are detected, the regression analyses of CL-LINEAR, CL-ORTHOG or CL-WEIGHT is chosen, d) if a quantitative dependent quantity and several independent factors with a linear influence are detected, the regression analyses CL-MULTIPLE, CL-STEPWISE, CL-PARTIAL or CL-STABILITY is selected, e) if a quantitative size and one factor with a non-linear effect is detected then the CN-MULTIPLE regression analyses is selected, f) if quantitative size and several factors are observed with non-linear influence, then the regression analyses of CN-MULTIPLE or CN-POLYNOMIAL, g) if a qualitative quantity and one factor with a linear influence is detected then the DL-BINARY regression analysis is selected, h) if a qualitative quantity and several factors with a linear influence are observed, regression analyses DL-ORDINAL, DL-NOMINAL or DL-POISSON is selected, i) if a qualitative quantity and one factor with a non-linear effect is detected, then the regression analysis of DN-SIMPLE, j) if a qualitative quantity and several factors are observed with non-linear influence, then the regression analysis of DN-MULTIPLE, k) if the regression analysis does not have a good adjustment to the entered data, it should be returned to step detecting independent factors and l) if the regression analyses have a good adjustment, the selection procedure is completed (Popović, 2019 (Popović, 2019) .
EXAMPLE OF SOLVING THE PROBLEM
The advantages of the recommended "The procedure for selecting a significant regression analysis" between 16 different regression analyses and "The procedures for solving regression analyses" are best seen when considering an illustrative practical example (Popović, 2019) .
Problem: Solve the problem of finding the best sun exposure positions in order to achieve a heat flow increase (HeatFlux) based on the insolation values (Insolation) in East (East ), South (South), and North (North) during a certain time (Time). with the lower limit of the tolerance of the required heat flow LSL = 200 W/m 2 .
In step a) detection of the problem and the dependent size determines the type of quantitative response. In step b) detection of independent factors has determined several linear independent factors. In step c) The CL-MULTIPLE, CL-STEPWISE, CL-PARTIAL, and CL-STABILITY are detection for the type of regression analysis, due to the quantitative response and multiple linear independent factors. In step d) regression analyses detection by the determined group of analyzes was determined by regression analysis CL-MULTIPLE.
In step 1 Defining the causes and consequences of the problem, the following causes were identified: Insolation, East, South, North and Time and consequence: total heat flux Heatflux [W/m 2 ].
In step 2 Defining the type of response defined the type of quantitative response: Heatflux, y.
In
Step 3 Defining the number of possible independent factors has determined the number of 5 possible independent factors: Insolation, East, South, North, and Time.
In step 4. Determination of the trial regression analysis according to the number of possible independent factors is determined 4. Quantitative linear multiple regression analysis (CL-MULTIPLE).
Step 5. Determining the number of independent factors, applying the recommendations (Good and Hardin, 2009 ) with a ratio (N = m F ), where: N estimated size of the basic set of data, n the preferred sample size, and F the maximum number of independent factors, N = 10 7 and size n = 30, the maximum number of independent factors is obtained: F= log N / log n= log10 7 / log 30= 7 / 1,477= 4,739 5.
In step 6. Taking the desired sample size, a mean sample of n = 29 measured values was taken, which is not shown here. In step 8, A deviation check of the calculated sample data was considered in the probability plot in Figure 2 , which recorded the following: most point-to-point data is located in the middle line environment and within the drawn line curve with
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Figure 2: Probability Plot of factors
In step 9. To check the choice of independent factors, with the possible return to step 4, it is noted that: higher values of the factors in the sample give greater values of the response, that the factors have relatively low values of the deviation standards and are more likely to have higher factor values on a probability diagram, so there's no need to go back to step 4.
In step 10. The selection of the best selected independent factors, the table in Figure 3 , was obtained with the following results: variant 5 with five factors is the best with the highest percentage of determination R-sq= 89.9%; R-sq adj= 87.7%, the coefficient Cp= 6.0 is close to the number of factors and the standard deviation is small S= 8,0390 while the other variants are worse, variant 4 has fewer percentages R-sq= 89.1%, R-sq adj= 87.3%, Cp= 5.8 is greater than the number of factors and standard deviation is higher S= 8.1698, and variant 3 has at least a percentage R-sq= 87.4%, R-sq adj= 85.9%, Cp= 7.6 is greater than the number of factors and the standard deviation is the highest S= 8.5978.
Based on these results, variant 3 was selected with only 3 independent factors: East, South and North. In step 12. Identifying the influence of independent factors, the linear effect of the factor is determined because higher values of the factors in the sample cause larger values of the response.
In step 13. Calculating the partial optimum according to the sample taken, the results in the table in Figure 4 are obtained which show: good data adjustment along the middle line with the criterion P ≤(α = 0.05) → H 1 because the coefficients affect the response, high percentages of coefficients that prove the correctness of the chosen model, good adjustment with the factor VIF close unit, define the regression analysis function:
HeatFlux=389.2 2.12East 5.318 South-24.13 North (2)
Figure 4: Analysis of variance results
The obtained graphical results in Figure 5 show: probability plot of residuals with the adjustment to Normal distribution, versus fits residuals of the adjustment without the harmful phenomenon of non-homogeneity of the variance, residuals histogram with extreme values at the ends and residuals versus the order of data difference with great differences between 4th and 22nd data.
In step 14. Checking the data settings with a possible return to step 3 shows: progressive factor impact (South), degressive significant factor impact (North) with the criteria P≤ (α = 0.05) → H 1 and the influence of a low factor (East) with the criterion P> (α = 0.05) → H 0 .
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In addition to the prediction of the following results, analyzes can be made here: interaction of regression analysis, contour diagram, surface diagram, border contours and optimization of responses.
Figure 6: Predicting results for HeatFlux
In step 15a. The interaction diagrams of Figure 7 are obtained: the independent East factor has the least steep lines and the weakest impact on the response, the independent South factor has a steeper line and shows a greater impact on the response, the independent factor North has the most strident line and shows the greatest impact on the response of HeatFlux
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In step 16, Calculating the possible complete optimum here only allows the simulation of sample data (n = 29) with generated data obtained from a large sample (n = 50 000) using Monte Carlo simulation according to Figure 13 . In Figure 14 , the following simulation results were obtained: the accuracy index PPI= 0.6791, which is slightly lower than the exact process PPI= 1.33, below the lower limit of tolerance LSL = 200, there is only 2.04% of the heat flow and a large sample (50 000) gave a more realistic value of an average of 249,561 and a standard deviation of 24,107 heat flows (CI= 198, 247÷215, 320) and the prediction interval of the future dependent size (PI= 187,126 ÷226,441) with a probability of 0.95.
CONCLUSIONS
The author pointed out that in everyday life and business as well there are often certain "problems" that hinder the achievement of the desired effectiveness in efficiency. These are various possible and impossible questions, tasks, and riddles that are being set up and attempt to solve in different ways. However, assuming that half of all these problems can be solved and that half of these problems can be mathematically defined, there is still a good chance of successful resolution.
In mathematics and statistics, problem-solving is used for regression analysis, which is now successfully solved by applying in different computer programs. The author suggests the application of special procedures "Procedure for selecting a significant regression analysis" between 16 different regression analyzes and "Procedure for resolving regression analysis" with an illustrative practical example of solving the problem of the optimal position of solar exposure to the solar collector.
