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Señores miembros del Jurado: 
 
Dando cumplimiento a las normas establecidas en el Reglamento de Grados y 
Títulos sección de Pregrado de la Universidad César Vallejo para la experiencia 
curricular de Desarrollo de Proyecto de Investigación, presento el trabajo de 
investigación denominado: “Sistema web para el proceso de incidencias en la 
empresa AI Inversiones Palo Alto II S.A.C.”.  
 
La presente investigación, tiene como objetivo: Determinar la influencia de un 
sistema web para el proceso de incidencias en la empresa AI Inversiones Palo Alto 
II S.A.C. 
 
La presente investigación está dividida en siete capítulos:  
 
El primer capítulo incluye la introducción, teniendo así la realidad problemática, la 
formulación del problema, la justificación de estudio, los objetivos y la hipótesis. El 
segundo capítulo contiene el marco teórico, en la que se desarrollan los trabajos 
previos y las teorías relacionadas al tema tanto de la variable dependiente como 
independiente. El tercer capítulo contiene la metodología, es decir el trabajo de 
campo de las variables de estudio y su respectiva operacionalización además de 
los indicadores, diseño de investigación, población, muestra y muestreo, las 
técnicas e instrumentos de recolección de datos, validez, confiabilidad, 
procedimientos, los métodos de análisis y los aspectos éticos. El cuarto capítulo 
comprende los resultados de la investigación, datos estadísticos y la corroboración 
de las hipótesis de la investigación. El quinto capítulo muestra la discusión sobre 
los resultados obtenidos. El sexto capítulo tiene las conclusiones. El séptimo 
capítulo contiene las recomendaciones. Teniendo, por último, las referencias 
bibliográficas y a los anexos de la presente investigación. 
 
Señores miembros del jurado espero que la presente investigación sea evaluada 
con la seriedad del caso y merezca su dichosa aprobación. 
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La presente tesis detalló el desarrollo de un sistema web para el proceso de 
incidencias en la empresa AI Inversiones Palo Alto II S.A.C; ya que la situación de 
la organización antes de la implementación del sistema web presentaba 
deficiencias en cuanto a la búsqueda y control de cada diligencia, a su vez les 
dificultaba contar con un registro de los detalles sobre las incidencias y solicitudes 
requeridas por parte de los clientes. El objetivo de esta investigación fue determinar 
la influencia de un sistema web para el proceso de incidencias en la empresa AI 
Inversiones Palo Alto II S.A.C.  
 
Por ello, en la presente tesis, se describió los aspectos teóricos del proceso de 
incidencias, además de la metodología a utilizar para el desarrollo del software del 
sistema web, en este caso la metodología adoptada fue la de Scrum, ya que fue la 
que más se acomodó a las necesidades para el desarrollo web. La presente 
investigación fue de tipo aplicada, de diseño pre-experimental y de enfoque 
cuantitativo. Se contó con una población de 254 tickets reportados tanto para el 
indicador de ratio de impacto de incidencias sobre el cliente y así mismo del ratio 
de resolución de incidencias, los cuales fueron estratificados según fechas en 20 
agrupaciones. El muestreo fue probabilístico aleatorio simple. La técnica de 
recolección de datos fue el fichaje y su instrumento fue la ficha de registro, los 
cuales fueron validadas por tres expertos.  
 
La implementación del sistema web para el proceso de incidencias en la empresa 
AI Inversiones Palo Alto II S.A.C. permitió incrementar el ratio de impacto de 
incidencias sobre el cliente del 37.00% al 71.00% y a su vez incrementar el ratio de 
resolución de incidencias del 35.00% al 79.00%. Los resultados mencionados 
permitieron llegar a la conclusión de que el sistema web mejoró el proceso de 
incidencias en la empresa AI Inversiones Palo Alto II S.A.C. 
 





This thesis detailed the development of a web system for the incident process in the 
company AI Inversiones Palo Alto II S.A.C; since the situation of the organization 
before the implementation of the web system presented deficiencies in terms of the 
search and control of each diligence, in turn it made it difficult for them to have a 
record of the details about the incidents and requests required by the clients. The 
objective of this research was to determine the influence of a web system for the 
incident process in the company AI Inversiones Palo Alto II S.A.C. 
 
Therefore, in this thesis, the theoretical aspects of the incident process were 
described, in addition to the methodology to be used for the development of the web 
system software, in this case the methodology adopted was that of Scrum, since it 
was the most accommodated the needs for web development. The present 
investigation was of an applied type, of pre-experimental design and of quantitative 
approach. There was a population of 254 tickets reported for both the incident 
impact ratio indicator on the client and also the incident resolution ratio, which were 
stratified according to dates into 20 groups. The sampling was simple random 
probability. The data collection technique was the registration and its instrument was 
the registration form, which were validated by three experts. 
 
The implementation of the web system for the incident process in the company AI 
Inversiones Palo Alto II S.A.C. allowed to increase the impact ratio of incidents on 
the client from 37.00% to 71.00% and at the same time increase the incident 
resolution ratio from 35.00% to 79.00%. The aforementioned results allowed us to 
conclude that the web system improved the incident process in the company AI 
Inversiones Palo Alto II S.A.C. 
 




















I.   Introducción 
Sobre el entorno internacional, acorde a un artículo sobre una revista BMC 
Software, Mathenge (2016, p. 1), manifestó que las organizaciones de Europa, 
un 70.00% es conocedor de ITIL, un 56.00% lo ejecuta sus avances laborales 
sobre un componente de ITIL para algún ente. Al hablar con los líderes sobre 
su experiencia trabajando en una asociación basada en ITIL, su reacción fue 
positiva. Un 77.00% expresó que la ejecución estuvo a la altura de sus deseos 
y un 62.00% de ellos mostró que sugerirían ITIL. El 63.00% de los miembros 
del examen de cada una de estas naciones confirmaron que tienen un amplio 
uso de ITIL para cada organización, diez corrientes en España (38.00%), Italia 
(18.00%) y Francia (33.00%). El segundo cuenta con una mayor información 
sobre ITIL, sin embargo, está significativamente atrasado con respecto a las 
ejecuciones.1 
 
Se tuvo en consideración sobre un manejo en incidentes siendo un encargado 
de la administración durante el desarrollo sobre cada incidente donde tenían 
como objetivo la operatividad de los servicios de forma adecuada, también se 
debió considerar que las instituciones, para incrementar lo productivo 
soportando cada actividad tecnológica e informática, con esto se pudo deducir 
que existía un poderoso requisito sobre cada organización en la gestión de una 
operación con una adecuada forma logrando ser eficaces y eficientes. 
 
En el entorno nacional, Llosa Villacorta (2018, p. 3), sostiene que entre los 
logros del emprendimiento se encontraron: un stock de 748 actividades, de 136 
listas de ciclos, la visualización en ARIS de 24 cadenas de valor, el significado 
de 74 KPI y la medición del grupo de perfiles de cada instalación industrial. Con 
esto, en 2017 se lograron ventajas sustanciales, como por ejemplo, mayor 
rentabilidad y competencia unidas a menor fractura de ciclos, mayor cercanía 
al negocio, ampliando la adaptabilidad en los arreglos de donaciones y un límite 
extraordinario en cuanto a la mejora consistente.2 
                                                          
1 MATHENGE, Joseph. BMC Bring the A-Game. Revista BMC Software. Texas, Estados Unidos: 2016. N.°1. Vol. 1, p. 1. ISSN: 0798-
1015. 




En el ámbito netamente de la institución; la corporación AI Inversiones Palo Alto 
II S.A.C; desde 2016 es un ente organizacional que viene desarrollando un 
vasto recuento de soluciones, almacenamiento, administración de documentos 
electrónicos y más de un servicio informático integrado a alguna tecnología 
sobre inteligencias artificiales, Machine Learning, IOT y Big Data. Para ello, ha 
incorporado a su línea de productos varios tipos de softwares orientados a 
cubrir diversos y complejos requerimientos; cual cuya misión es de dar más de 
una solución disruptiva e innovadora transformando cada modelo y proceso 
corporativo centralizado sobre cada necesidad requerida. La corporación AI 
Inversiones Palo Alto II S.A.C no era ajena a estos problemas, siendo 
encontrado bajo este escenario. En una entrevista realizada a Cristian Sánchez 
Hinojosa, jefe de proyectos de la corporación AI Inversiones Palo Alto II S.A.C 
(ver anexo 7), mencionó que, el departamento de Service Desk se encargaba 
de brindar soluciones de forma diaria a todas aquellas diligencias reportadas. 
El proceso de reporte de incidencias iniciaba cuando el usuario contactaba a la 
mesa de ayuda por el canal telefónico o vía correo electrónico, el soporte de 
primer nivel toma los datos principales para generar el ticket, procediendo a 
registrar la atención y asignarla al área que corresponda. Los incidentes que no 
pudieran ser atendidos por el primer nivel eran derivados al técnico de soporte 
“Onsite”. Sin embargo, el técnico no informaba el status de las atenciones por 
lo que generaba disconformidad por parte del cliente. 
 
Lo mencionado perjudicó al buen funcionamiento del proceso actual, afectando 
a la corporación AI Inversiones Palo Alto II S.A.C; era usual que los tickets que 
ingresaban a la mesa de ayuda, se atendían por orden de llegada y no por el 
nivel de prioridad asignado, al no respetar ello, una atención podía demorar en 
atenderse semanas, ante lo expuesto se podía definir que existía un control 
eficiente de la medición del impacto de las diligencias reportadas. 
 
Así mismo, se encontró que el porcentaje promedio de priorización de atención 
de las incidencias era del 49.00%, por lo que no se estaban cumpliendo con los 
plazos de los tiempos establecidos, la eficiencia de la medición del impacto 





Figura 1. Ratio de medición de impacto 
 
Así mismo, afectó a la existencia elevada de rotación de personal y no se 
encontraban capacitados de forma correcta, la falta de experiencia de algunos 
colaboradores evidenciaba desconocimientos técnicos en el soporte 
microinformático, no existía un análisis de confiabilidad, había información en 
repositorio desfasada, error humano, por lo que los tiempos en la resolución de 
los casos solían alargarse generando insatisfacción y una mala experiencia por 
parte del área usuaria. 
 
 











































































Como se puede observar en la figura 2, alrededor de agosto y los dos meses 
siguientes, fue representado que una resolución sobre incidencias y solicitudes 
estaba decreciendo y representando un valor promedio de 48.00%. Podemos 
deducir que en la corporación AI Inversiones Palo Alto II S.A.C. no había un 
manejo efectivo en la resolución de incidentes. Por ende, realizamos una 
pregunta: ¿Qué sucederá con el futuro de la corporación AI Inversiones Palo 
Alto II S.A.C. en caso se siguieran presentando estos problemas? 
Respondiendo la interrogante, de continuar con estos problemas el cliente 
seguiría insatisfecho con el servicio brindado ya que no se estarían cumpliendo 
las expectativas y requerimientos acordados en el pedido inicial. 
 
Como problema general de la presente investigación, la formulación consistió 
en conocer ¿cómo influye un sistema web para el proceso de incidencias en la 
empresa AI Inversiones Palo Alto II S.A.C? Mientras que con respecto a los 
problemas específicos de la presente investigación se buscó conocer ¿cómo 
influye un sistema web en el ratio de impacto de incidencias sobre el cliente 
para el proceso de incidencias en la empresa AI Inversiones Palo Alto II S.A.C?, 
y ¿cómo influye un sistema web en el ratio de resolución de incidencias para el 
proceso de incidencias en la empresa AI Inversiones Palo Alto II S.A.C? 
 
El escrito actual se justificó bajo cinco ámbitos. Acorde a la relevancia social, 
Bolaños (2017, p. 13), sostiene que las organizaciones deben tener datos 
actuales, la junta y los marcos de actividad con el objetivo final de prosperar y 
salir adelante en los sectores comerciales de todo el mundo.3 La organización 
AI Inversiones Palo Alto II S.A.C. busca ser una organización percibida en el 
campo de los arreglos innovadores, retratada dando programación ajustada a 
los pequeños negocios peruanos para que sin duda los utilicen ofreciéndoles 
concentrarse sobre su campo. Así, el uso del framework web para el ciclo de 
episodios permitió construir los grados de fidelización y viabilidad del 
consumidor en la naturaleza de manejos de Tecnologías de la Información. 
                                                          
3 BOLAÑOS, Katherine. Manual para la mejora de las atenciones ciudadanas sobre cada entidad administrativa del estado. Lima, 




Con respecto al valor tecnológico, Bolaños (2017, p. 14), sostiene que las 
mejores organizaciones abandonan la vieja innovación como se esperaba y 
saltan definitivamente hacia la mejorada. Las organizaciones, por ejemplo, 
Procter and Gamble, United Technologies, IBM; etc. lo han hecho desde sus 
inicios. Los marcos realizan un ciclo de una gran cantidad de datos en un breve 
período de tiempo, mantienen la dinámica al proporcionar datos de forma 
continua y otorgan ventajas en comparación con sus amigos en el área. La 
organización AI Inversiones Palo Alto II S.A.C. requirió una ejecución sobre un 
framework web que permita a la asociación tomarse en serio y ofrecer tipos de 
asistencia de mejor calidad en el tiempo más limitado imaginable. El marco tuvo 
una interfaz cordial y natural que fomentó su utilización por parte del cliente. 
 
Dentro del valor teórico, Bolaños (2017, p. 15), sostiene que busca 
estratégicamente optimizar su eficiencia para las atenciones personales 
logrando mejorar cada proceso.4 Gracias al software sobre los controles en 
incidencias, se brindó la exportación gerencial requerida a fin de la toma de 
decisiones, se automatizaron sus procedimientos, los jefes de proyectos 
pudieron visualizar todas las atenciones pertenecientes al ente. 
 
Con respecto a la utilidad metodológica, Hernández Sampieri y Mendoza Torres 
(2018, p. 137), sostienen que es analizada la obtención de datos tabulados, 
clasificados y analizados para demostrar su influencia en el proyecto, el cual 
debe servir de guía para otros.5 Se justificó metodológicamente, ya que el 
sistema web desarrollado es intuitivo y de fácil uso, respetando los privilegios 
de usuario tanto de administrador como para el resto de personal para 
conseguir determinados objetivos, siendo dinámico e interactivo, teniendo 
como capacidad del sistema poder facilitar las tareas con mayor rapidez y con 
una interfaz amigable para el uso por parte del usuario, además siendo modelo 
para futuras investigaciones del mismo sector. 
                                                          
4 BOLAÑOS, Katherine. Manual para la mejora de las atenciones ciudadanas sobre cada entidad administrativa del estado. Lima, 
Perú: Secretaría en el manejo público, 2015, pp. 14-15. 
5 HERNÁNDEZ Sampieri, Roberto y MENDOZA Torres, Christian Paulina. Metodología de la investigación. Las rutas cuantitativa, 




Con respecto al impacto económico, Jaramillo Catro y Morocho Puchaicela 
(2016, p. 17), sostienen que es posible mejorar el manejo para cada recurso, 
lograr valores empresariales, reducir la espera para solventar cada incidencia 
optimizando todo recurso.6 Se justifica económicamente el proyecto puesto que 
el sistema web ayudó a la corporación AI Inversiones Palo Alto II S.A.C. en el 
aspecto sobre ganancia del 70.00% ya que ayudó a plantear el 
dimensionamiento real de las capacidades de cada persona que labora dentro 
del área de atención al cliente en base a las estadísticas brindadas, 
profundizando en la identificación de los incidentes recurrentes e 
implementando soluciones definitivas reduciendo así la demanda de las 
diligencias reportadas durante el día a día laboral. 
 
Se tuvo como objetivo general determinar la influencia de un sistema web para 
el proceso de incidencias en la empresa AI Inversiones Palo Alto II S.A.C; 
mientras que los objetivos específicos fueron determinar la influencia de un 
sistema web en ratio de impacto de incidencias sobre el cliente para el proceso 
de incidencias en la empresa AI Inversiones Palo Alto II S.A.C; y determinar la 
influencia de un sistema web en el ratio de resolución de incidencias para el 
proceso de incidencias en la empresa AI Inversiones Palo Alto II S.A.C. 
 
Se formularon las hipótesis de investigación, como hipótesis general se tuvo 
que el sistema web permitirá mejorar el proceso de incidencias en la empresa 
AI Inversiones Palo Alto II S.A.C; mientras que como hipótesis específicas se 
tuvo que el sistema web incrementa el ratio de impacto de incidencias sobre el 
cliente para el proceso de incidencias en la empresa AI Inversiones Palo Alto II 
S.A.C; y que el sistema web incrementa el ratio de resolución de incidencias 




                                                          
6 JARAMILLO Castro, Carlos Miguel y MOROCHO Puchaicela, Diana Alexandra. Sistema Help Desk, utilizando ITIL para la provisión 
del Servicio en el departamento de mantenimiento y soporte técnico de la Universidad Nacional de Loja. Revista Tecnológica, 



























II.  Marco teórico 
Sobre el inicio en el marco teórico, fueron redactados cada trabajo previo 
internacional, cada trabajo previo nacional y así mismo cada teoría relacionada 
sobre un enfoque conceptual. 
 
Se evidencia cada trabajo previo internacional. Francisco Javier Guzmán 
Zapata en el año 2018, en su tesis cuyo título fue “Implementación de sistema 
web para automatización de gestión de incidencias para instituciones 
financieras de tipo cooperativa en la ciudad de Quito”, para optar el título de 
Ingeniero en Sistemas Informáticos, desarrollada sobre la Universidad 
Tecnológica Israel de Quito, Ecuador; presentó un análisis carente sobre 
controles respecto al procedimiento para controlar cada incidente manifestado. 
Teniendo como indicadores el porcentaje de reducción de incidentes y el 
número total de incidentes comunes. Se tuvo una población de 31 trabajadores 
con una muestra de 31 trabajadores, usando una encuesta dentro de las 
técnicas y al cuestionario como medio a fin de capturar data. La investigación 
fue aplicada y de índole pre-experimental. Para desarrollar el sistema web se 
llevó a cabo a RUP como su marco de trabajo definido, por ende se utilizó a 
PHP en un lenguaje codificación y con MySQL en la administración de 
información. Lo resultante a partir sobre una innovación en una herramienta 
tecnológica que se redujo de número de incidentes en un 34.70%, mientras que 
el número total de incidentes comunes fueron resuelto casi en su totalidad.7 De 
este trabajo previo se tuvo en consideración conceptos y esquemas de trabajo 
para saber cómo solucionar cada incidente además de las herramientas 
utilizadas, denotando a PHP en un lenguaje codificación y con MySQL en la 
administración de información. 
 
Faten Omer en el año 2017, en la tesis “The Impact of Software Quality 
Assurance on Incident Management of Information Technology Service 
Management ITSM” para obtener el Master de Administración de Empresas en 
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Middle East  University , Amman, Jordan, el problema tratado se desarrolló en 
el departamento con información ya que utilizó una herramienta ineficiente en 
sus registros y controles para cada diligencia, perdiendo data, demoraba sobre 
las atenciones, más de una reincidencia quedaban abiertas incorrectamente y 
esto causaba disconformidad entre cada usuario. Se buscaba desarrollar 
alguna herramienta tecnológica para dicha investigación efectuando cada 
prueba sobre los manejos para cada incidente ITSM. Obteniendo una totalidad 
y subgrupo en todo pedido y reclamo reportado diariamente. Por último, con el 
desarrollo fue mejorando la cantidad de incidencias atendidas sobre un 35.00%, 
así mismo reduciendo cada reclamo y solicitud sobre un 48.00%. Logrando 
agilizar las atenciones administrativas y teniendo en cuenta cada tipo de reporte 
dándole seguimientos a cdaa incidencia presentada.8 Este trabajo previo me 
sirvió en el análisis de los resultados acoplando en cierta similitud al indicador 
de porcentaje de incidencias resueltas. 
 
Pablo Andrés Plaza Navas en el año 2017, en su tesis cuyo título fue “Desarrollo 
de un sistema web para el soporte técnico remoto de primer nivel, orientado a 
la gestión de incidentes informáticos, basado en inteligencia artificial”, para 
optar el título de Ingeniero en Sistemas Computacionales, desarrollada en la 
Universidad de Guayaquil, Ecuador; presentó la dificultad de contar con toda 
su información de forma descentralizada a causa de tener todo de forma 
manual. Teniendo como indicadores la tasa de objetivos cumplidos y el índice 
de eficacia. Se tuvo una población de 35 encuestados con una muestra de 35 
involucrados, usando una encuesta dentro de las técnicas y al cuestionario 
como medio a fin de capturar data. La investigación fue aplicada y de índole 
pre-experimental. Para desarrollar el sistema web se utilizó a PHP en un 
lenguaje codificación y con MySQL en la administración de información, 
llevando una estructura web denominado como casacada bajo el uso de Itil 
v.3.0. Obteniendo como resultante que se optimizó su proceso para cada 
incidencia y así mismo ambas métricas tuvieron una optimización en más del 
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45.00%.9 De este trabajo previo me sirvió la utilización de más de una 
herramienta tecnológica, denotando a PHP en un lenguaje codificación y con 
MySQL en la administración de información. 
 
Alfonso Arana Edison Anthony en el año 2016, en la tesis “Desarrollo de un 
sistema web orientado a una mesa de servicio para el registro, gestión y control 
de incidencias técnicas” para obtener la Licenciatura en Sistemas de 
Información en la Universidad de Guayaquil, Guayaquil, Ecuador, el presente 
trabajo tuvo en propuesta analizar, diseñar y desarrollar una plataforma online 
orientada a un apoyo para las incidencias, normalizando el método utilizado 
para que la plataforma pueda implementarse y utilizarse amoldándose a los 
requerimientos de cadae ente, a fin de lograr una automatización sobre los 
procesos para registrar, gestionar y darle seguimientos sobre cada incidente 
técnico, solicitud y petición generada por parte de algún usuario siendo un 
cliente. Procediendo en la efectuación para investigar un estudio explicativo y 
otro con índole documental buscando el conocimiento para cada requerimiento 
técnico gerencial, concluyendo en la distribución de necesidades para 
desarrollar la plataforma online. Bajo un lineamiento puntual sobre el manual 
en ITIL y así mismo el marco de trabajo RUP analizando cada fuente con datos 
siendo estos cada intrumento para los medios; etc. Identificando cada dato 
importante aportado con el diseño de las interfaces gráficas amigables, el 
manejo de informaicón estando relacionada, más de una regla empresarial y 
de un procedimiento robusto conformando a la plataforma. Como principal 
efecto determinado se tuvo impactos durante el procedimiento de automatizar, 
estar disponible, consolidarse, analizar y presentarse con datos relevantes 
sobre cada incidente, solicitud y petición atendida sobre los procedimientos 
para controlar una diligencia.10 Este trabajo previo me sirvió para justificar que 
la creación de la plataforma online fuera mucho más amigable. 
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Suing Ochoa Marco en el año 2015, en la tesis “Planificación y ejecución de un 
episodio del modelo de satisfacción del directorio y solicitud dependiente del 
sistema de referencia ITIL v.3 para Agrocalidad del Ecuador-Quito", para 
obtener la Maestría en Redes y Comunicaciones en las Fuerzas Armadas, 
Sangolqui, Ecuador; un tema manejado es que se carecía de un modelo 
ajustado a la verdad de Agrocalidad permitiendo la suficiente administración de 
ocurrencias de Infraestructura de TI, haciendo que dicho trabajo no se complete 
suficientemente sobre el estado. Buscó el diseñamiento e implementación 
sobre algún método a fin de gestionar cada incidencia con sus cumplimientos 
para cada solicitud bajo la utilización del manual de ITIL v.3, logrando 
capacidades técncas sobre el personal a fin de solventar oportunamente cada 
requerimiento empresarial. Llevó un estudio aplicado puesto que indagó una 
propuesta de solución hacia cada inconveniente. Mientras que su diseño de 
estudio fue de índole pre-experimental. El subgrupo setuvo conformado en 790 
episodios inscritos con el primer lapso semestral del 2017. El método utilizado 
fue a través de la creación de alguna reunión, panoramas y cronómetros, 
teniendo de instrumento a la hoja sobre percepción y encuesta. El resultado fue 
que del 71.200%, al 97.500% de las incidencias se resolvieron en primera línea 
(771 de un total de 790), los episodios se cerraron el 8.00% (62 de una suma 
de 19,771).11 Este trabajo previo me sirvió para medir la métrica del ratio de 
resolución de incidencias, así como datos relevantes. 
 
Se pudo observar los trabajos previos nacionales. Padilla Martínez Elena Paola 
y Uria Santos, Rubén en el año 2019, en la tesis “Implementación del servicio 
de gestión de incidentes, empleando Itil para mejorar el proceso de atención de 
servicios en una entidad financiera” para obtener el grado de Título Profesional 
de Ingeniero de Sistemas en la Universidad Autónoma del Perú, Lima, Perú, 
este informe contempló la popuesta para implementar una administración sobre 
cada incidente en un ente financiero. Presentando grados de disconformidad 
para cada usuario ocasionando la perjuicios sobre el nivel en los servicios 
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ofrecidos. Razón por la que cada usuario presentaba alguna queja en las 
demoras para cada atencioón. Se obtuvo una media del KPI: Cantidad de 
incidentes resueltos, lo del el PreTest, de 141 atenciones mientras para lo del 
PostTest obteniéndose una media de 165 atenciones, esto indicara una gran 
diferencia antes y después de haber implementado sobre ITIL v.3.0, asimismo 
se obtuvo como valores mínimos la cantidad de atenciones, con un PreTest en 
seis atenciones con un PostTest en siete atenciones, siguiendo los procesos 
establecidos para la correcta gestión se obtuvo una media del tiempo de 
incidentes alto con un PreTest en 12.30 minutos con un PostTest en 4.57 
minutos se observó que el parámetro tiempo logró disminuir significativamente, 
en cuanto al registro mínimo del tiempo de incidentes alto con un PreTest en 
cinco minutos con un PostTest en dos minutos, también se obtuvo como media 
promedio el nivel de cumplimiento de los procedimientos a nivel de porcentaje, 
con un PreTest en 40.40% y con un PostTest fue evidenciado un resultado del 
48.03%, el valor mínimo con un PreTest en 6.00% y con un PostTest en 5.00%. 
Beneficiando el trabajo a modo intuitivo, gestionando cada incidente 
eficazmente, con diversos catálogos con más de un servicio, comunicando, 
administrando idóneamente cada activo tecnológico.12 Este trabajo previo me 
sirvió para justificar que mediante el uso del marco referencial de Itil, se pudo 
solventar cada incidencia sobre un tiempo reducido, permitiendo un mejor 
análisis de las atenciones con el fin de no impactar en los ingresos del negocio. 
 
Laura Fiorella Nakaya Tello y Ítalo Osmar Sánchez Sancho en el año 2019, en 
su tesis cuyo título fue “Desarrollo de un sistema de control de incidencias y 
problemas en el área de TI de una Universidad Privada en Lima”, para optar el 
título de Ingeniero de Sistemas e Informática, desarrollada en la Universidad 
Tecnológica del Perú; presentó el problema al realizar el manejo de las 
incidencias de forma manual ocasionando atenciones tardías a los tickets 
reportados. Teniendo como indicadores el tiempo de atención de incidencias y 
e inconvenientes medidos. Se tuvo una población en 11 usuarios y una muestra 
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en 10 usuarios, usando una encuesta dentro de las técnicas y al cuestionario. 
La investigación estuvo acorde al estudio aplicado y de índole pre-experimental. 
Para desarrollar el sistema web se llevó a cabo a Scrum como marco de trabajo 
para desarrollar el software, además fue utilizado PHP en un lenguaje 
codificación y con MySQL en la administración de información. Ahorrando 
tiempos y optimizando la gestión en un 31.00%.13 De este trabajo previo se 
afirmó la elección de Scrum como metodología de desarrollo del software y 
como herramientas de desarrollo del sistema web, denotando a PHP en un 
lenguaje codificación y con MySQL en la administración de información. 
 
Genaro Pol Nolazco Huallpamayta en el año 2019, en su tesis cuyo título fue 
“Aplicación web para la gestión de incidencias en el área de telemática de la 
Dirección General de Capitanías y Guardacostas”, para optar el título de 
Ingeniero de Sistemas y Cómputo, desarrollada en la Universidad Inca 
Garcilaso de la Vega; presentó el problema de la carencia de una 
automatización para controlar las incidencias del departamento gestionado. 
Teniendo como indicadores el índice de eficiencia e índice de mantenibilidad. 
Se tuvo una población de 25 trabajadores y una muestra similar, usando la 
cuestionario como técnica y la encuesta como medio a fin de capturar data 
relevante. La investigación estuvo acorde al estudio aplicado y de índole pre-
experimental. Para desarrollar el sistema web se llevó a cabo a RUP como 
marco de trabajo para desarrollar el software, además fue utilizado PHP en un 
lenguaje codificación y con MySQL en la administración de información, 
además llevó el uso con MVC como estructuración. Se obtuvo como resultado 
una optimización del 44.70% respecto a la eficacia del proceso de incidencias 
y un 87.00% de aceptación respecto a la aceptación.14 De este trabajo previo 
se afirmó la elección de MVC como esquema de estructuración del software y 
como herramientas de desarrollo del sistema web, denotando a PHP en un 
lenguaje codificación y con MySQL en la administración de información. 
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Manuel Erminio Trujillo López en el año 2018, en su tesis para la obtención del 
Título Profesional de Ingeniero de Sistemas, titulada como “Sistema web 
basado en ITIL para mejorar la gestión de servicios en la empresa ABS 
Servicios Informáticos E.I.R.L. Trujillo - 2018”, plantearon la siguiente 
problemática: Las demoras excesivas cerca de una hora coordinando las 
atenciones para cada incidente y falla presentada sobre los usuarios en cada 
cliente teniendo unos cargos sobre departamento directivo y una cantidad 
elevada de más de un servicio atendido en donde no se cumplía lo acordado 
sobre más de un nivel para las atenciones. Razón por la que una plataforma 
online bajo cada proceso operacional de los servicios sobre el manual en ITIL 
v.3, estandarizando cada flujo laboral. Considerando una totalidad en el número 
máximo en diligencias para cada tipo siendo investigados gracias a más de una 
petición en servicios y solicitudes atendidas de algún fallo, el subrgupo fue 
realizado a decisión propia, teniendo como lapso la duración de un lapso 
mensual. Denotando a PHP en un lenguaje codificación y con MySQL en la 
administración de información, utilizando el marco de trabajo denominado como 
Iconix. Fue llevado a cabo un estudio experimental utilizando al PreTest y al 
PostTest, considerando una encuesta dentro de las técnicas y a la entrevista, 
acorde a cada objetivo propuesto indagado. Como resultante se evidenció la 
mejoría administrativa sobre cada servicio tecnológico, reduciendo los tiempos 
para coordinar cada atención en cada fallo alrededor sobre un 76.13%, a su 
vez reduciendo los tiempos para atender cada petición solicitada alrededor 
sobre un 70.17%, y un monto para atender los cumplimientos en concordancia 
con índice sobre atenciones reduciendo sobre un 85.71%. Como término, 
concluyendo, un idóneo desarrollo sobre una plataforma online basada sobre 
ITIL v.3 se logró mejorar notablemente para ala dministración sobre cada 
servicio tecnológico en el ente organizacional incidiendo un aumento del 
63.40%, al 87.15% en relación al impacto sobre toda diligencia acorde a cada 
cliente.15 Este trabajo previo me sirvió para justificar que mediante el uso del 
marco referencial de ITL a fin de desarrollar un producto de calidad, además de 
la selección de la métrica. 
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Velásquez Beraun, Félix Javier en el año 2017 en la tesis “Aplicación de ITIL 
v.3 en los procesos de gestión de incidencias en la Entidad Cienciactiva” para 
obtener el grado de Título de Ingeniero de Sistemas, en la Universidad César 
Vallejo, Lima, Perú. Realizando una indagación sobre cada procedimiento 
acorde a su seguimiento, en base al manual sobre ITIL v.3 procesando el 
manejo para cada incidencia observando un mejor resultado y optimizando 
cada tiempo para resolver fallos, mejorando las percepciones para cada usuario 
perteneciente al Service Desk. Considerando una totalidad en el número 
máximo en diligencias para cada tipo siendo investigados gracias a más de una 
petición en servicios y solicitudes atendidas. Estadísticamente fue empleado un 
programa con spss. La media sobre la cantidad de diligencias diarias, sobre un 
PreTest obtuvo un 49.67, con un PostTest obtuvo un 52.27. Considerando una 
encuesta dentro de las técnicas y a la entrevista, acorde a cada objetivo 
propuesto indagado. La media sobre la diferencia detectada acorde a los datos 
a partir de cada incidencia en su su ajuste diario, para un PreTest obtuvo un 
19.73 respecto a su diferencia, sobre un PostTest obtuvo un 12.90. 
Promediando el grado de conformidad, sobre un PreTest obtuvo un 40.00%, 
así mismo, para un PostTest obtuvo un 46.00%. Evidenciando 
significativamente cada diferencia acorde al previo y posterior sobre la 
aplicación respecto al procedimiento para la administración para cada diligencia 
acorde a la conformidad de los clientes bajo el manual sobre ITIL v.3.16 Este 
trabajo previo me sirvió para justificar los requerimientos funcionales. Además, 
afirmar la elección de los indicadores. 
 
Antony Michel Chavarry Castillo y Jonathan Gallardo Chicoma en el año 2017, 
en su tesis cuyo título fue “Influencia de un sistema de Help Desk en la gestión 
de incidencias de tecnologías de información, de la municipalidad distrital de 
Llacanora. Periodo - 2017”, para optar el título de Ingeniero Informático y de 
Sistemas, desarrollada en la Universidad Privada Antonio Guillermo Urrelo de 
Cajamarca, Perú; presentó problemas al realizar un registro de los incidentes 
de forma muy desorganizada además de realizar las atenciones a destiempo 
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debido a que todo el proceso se realizaba de forma manual. Teniendo como 
métricas al tiempo de atención y al grado de conformidad del usuario. Se tuvo 
una población de 31 trabajadores con una muestra de 30 trabajadores, usando 
una encuesta dentro de las técnicas y al cuestionario como medio a fin de 
capturar data. La investigación fue aplicada y de índole pre-experimental. Para 
desarrollar el sistema web se llevó a cabo a Scrum como marco de trabajo para 
desarrollar el software, además fue utilizado PHP en un lenguaje codificación y 
con MySQL en la administración de información. Se obtuvo una resultante que 
tuvo una mejora entre seis a ocho minutos por atención, generando un impacto 
económico positivo, mientras que el grado de conformidad del usuario subió de 
un 64.88% a un 91.50%.17 De este trabajo previo se afirmó la elección de Scrum 
como metodología de desarrollo del software y como herramientas de 
desarrollo del sistema web, denotando a PHP en un lenguaje codificación y con 
MySQL en la administración de información. 
 
Observándose cada teoría relacionada, empezando a razón de la variable 
dependiente, siendo el proceso de incidencias. Romero (2018, p. 11), define 
que se caracteriza por la ocurrencia de una interferencia espontánea de una 
ayuda, o la disminución de la naturaleza de una ayuda. El objetivo del episodio 
del ciclo de los ejecutivos en la ITIL es limitar el efecto negativo de los sucesos 
restableciendo la actividad típica de asistencia tan rápido como se podría 
esperar según las circunstancias. Los sucesos pueden influir en toda la 
estrategia, en un cliente o incluso en toda la asociación, por lo que es imperativo 
establecer un marco eficaz para limitar los resultados. En la ITIL, la expresión 
"episodio" se utiliza para describir una interferencia o disminución improvisada 
de la naturaleza de una administración de TI, que puede ser colosalmente 
exorbitante para asociaciones enormes.18 
 
Romero (2018, p. 12), manifiesta que el objetivo principal del episodio del ciclo 
de la junta es restablecer la administración a los clientes tan rápido como sea 
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posible cuando se producen interrupciones. Junto con la satisfacción esencial 
de la solicitud, la administración de incidentes es uno de los principales ciclos 
que las asociaciones de tecnología de la información abordan de manera 
sistemática. Mientras que la medida de satisfacción de la solicitación se utiliza 
para atender las demandas estándar de los clientes, por ejemplo, el cambio de 
una clave secreta, la gestión de incidentes tiende a interferir en la ayuda 
auténtica con el objetivo de resolver la perturbación y devolver la asistencia a 
los clientes tan rápido como se pueda esperar razonablemente. Además, la 
Gestión de Incidentes es el ciclo que se compromete a supervisar las 
incidencias de nuestra actividad. Un episodio es una ruptura agregada o 
incompleta en una ayuda dada. Es decir, el punto en el que una asistencia no 
funciona de manera "ordinaria" (siendo típico lo que se caracteriza en los 
arreglos a nivel de administración) tenemos un suceso a nuestro alcance. El 
objetivo del ciclo es restablecer la actividad tan rápido como sea posible para 
limitar el efecto sobre el negocio que servimos, por lo que todos los ejercicios 
que realizamos dentro de este ciclo deben estar situados para fijar nuestra 
administración en el tiempo más breve.19 
 
Acorde a una guía de buenas prácticas perteneciente al ente organizacional 
denominado como Ambit (2020, p. 7), manifiesta que en cuanto a los períodos 
del episodio, el ciclo del tablero en ITIL v.4, para supervisar los sucesos y 
restablecer el grado de administración, se deben seguir estos medios, que 
abarcan todo el patrón de vida del episodio; divididos en 5 etapas: (1) Detectar 
la incidencia, (2) registrar la incidencia, (3) categorización, (4) priorización y (5) 
resolución de la incidencia. La primera fase, denominada como detectar la 
incidencia (1), consta de disponer de un marco de observación que permita 
identificar los episodios es vital para tener la opción de responder a la mayor 
brevedad posible y así limitar la magnitud de los mismos. Comúnmente los 
episodios son contabilizados por los propios clientes, por lo que es importante 
disponer de los instrumentos multicanales esenciales para el anuncio (por 
ejemplo, estructuras de web, correo electrónico, chatbots y similares. La 
                                                          




segunda fase, denominada como registrar la incidencia (2), consta de 
incorporar la cantidad de datos que razonablemente se pueda esperar que 
tenga información que fomente su objetivo. El registro debe contener datos 
fundamentales sobre el episodio, por ejemplo, la hora y la fecha en que ocurrió 
o se contabilizó, el canal a través del cual se contabilizó el suceso, la persona 
que registró el episodio, la información del cliente, la descripción del asunto. La 
tercera fase, denominada como categorización (3), consta de ordenar las 
ocurrencias según sus clases y subcategorías, organizar algunas cuestiones. 
Por ejemplo, un episodio puede ser delegado "red" con una subcategoría de 
"interferencia de red". Esta disposición, en ciertas asociaciones, se consideraría 
como una ocurrencia de alta necesidad que requiere una reacción a un episodio 
más grande, dar una ocurrencia precisa a continuación. En el momento en que 
se ordenan los episodios, surgen los diseños. Es todo menos difícil medir la 
frecuencia con que surgen ciertos acontecimientos y llamar la atención sobre 
las pautas que requieren la preparación o la emisión de los ejecutivos 
categorizándolos por niveles como bajo, medio, alto y crítico. La cuarta fase, 
denominada como priorización (4), consta de detectar si la ocurrencia es 
significativa para la consistencia de la reacción del SLA. La necesidad de un 
suceso está controlada por su efecto en los clientes y en el negocio y su 
criticidad. La criticidad es la manera en que se requiere rápidamente un 
objetivo. El efecto es la proporción del grado de daño potencial que el episodio 
puede causar. Cuando se reconocen, clasifican, organizan e inscriben, se 
puede proceder a la meta del suceso. La última fase, denominada como 
resolución de la incidencia (5), consta de dar un diagnóstico inicial, esto sucede 
cuando el cliente muestra su preocupación y reacciona investigaciones para 
tratar de resolver el problema. Como se ha mencionado ya, la mayor parte 
sobre cada episodio debe solventarse gracias a los delegados de atención del 
nivel inicial. Asumiendo que este fuera el caso, evitando continuar con el 
escalamiento. Escalar el incidente, esto acontece cuando no pueden ser 
resueltos por el grupo del Service Desk que se conecta, por lo que es 
importante aludirlos a un individuo o reunión en particular. Se tiene la 
investigación y diagnóstico, estos ciclos se producen durante el pensamiento 




correcta. Cuando se analiza el suceso, la fuerza de trabajo puede aplicar una 
respuesta, por ejemplo, cambiando el diseño del producto, mencionando 
nuevos equipos. Resolución y recuperación, cuando se descubre la respuesta 
del suceso, se debe aplicar, realizando las pruebas importantes para garantizar 
que el arreglo es ideal y está asentado. Esta progresión afirma que la 
administración del cliente se ha restablecido al nivel necesario de SLA. El 
cierre, es la última pieza del patrón de existencia de un episodio. La disposición 
de la misma. Ahora bien, es igualmente importante garantizar que la conclusión 
ha sido clasificada y que los registros contienen toda la información identificada 
con el episodio terminado.20 
 
  
Figura 3. Mapa del proceso 21 
                                                          
20 AMBIT, Airan. Metodología ITIL: Gestión de incidencias y objetivos. México: 2020, p. 7. 
































La dimensión de priorización es fundamental para solventar cada diligencia por 
su impacto. Es por ello, que se mide con métricas. Acorde a una guía de buenas 
prácticas perteneciente al ente organizacional denominado como New Horizons 
Computer Learning (2016, p. 21), define que un ratio de impacto de incidencias 
sobre el cliente (RIIC), determinándose como un registro para categorizar 
apropiadamente bajo sus urgencias e impactos del incidente acorde al usuario 
siendo cada masivo analizando la cantidad de incidentes masivos acorde al 
usuario con la cantidad de incidentes reportados y solucionados. 
 
En concordancia con el ente organizacional New Horizons Computer Learning, 





Figura 4. Fórmula del ratio de impacto de incidencias sobre el cliente 
 
Dónde: 
RIIC = Ratio de impacto de incidencias sobre el cliente. 
NII = Número de incidencias con impacto sobre el cliente. 
NTI = Número total de incidencias. 
 
La dimensión de resolución de la incidencia es fundamental para finalizar cada 
diligencia. Es por ello, que se mide con métricas. Acorde a una guía de buenas 
prácticas perteneciente al ente organizacional denominado como New Horizons 
Computer Learning (2016, p. 21), define que un ratio de resolución de 
incidencias (RRI), se determina como tasa en la comprobación de los episodios 
resueltos por la unidad de informática y la otra pieza de una asociación similar, 
ya que tiene una base de información decente de cada error conocido, con un 
logro para poder identificar el principal conductor de las ocurrencias 
anunciadas.22 
                                                          














































En concordancia con el ente organizacional New Horizons Computer Learning, 





Figura 5. Fórmula del ratio de resolución de incidencias 
 
Dónde: 
RRI = Ratio de resolución de incidencias. 
NIR = Número de incidencias resueltas cumpliendo los SLA. 
NTI = Número de total de incidencias. 
 
Observándose cada teoría relacionada, continuando a razón de la variable 
independiente, siendo el sistema web. Carballeira Rodrigo (2016, p. 78), lo 
define como el aplicativo que permite acceder a cada usuario gracias a la red 
sea esta de internet o sea de la intranet. Siendo codificado por lenguajes para 
programar decodificándose en navegadores ejecutándolos y visualizándose.23 
 
Se llevó a cabo la arquitectura web de tipo modelo, vista y controlador (MVC), 
Eslava Muñoz (2015, p. 109), siendo un diseño de producto que funciona 
aislando la información y el fundamento comercial de un aplicativo sobre su 
parte visual con el apartado ocupándose sobre las ocasiones e intercambios. 
Por esta razón, un MVC busca el desarrollo en tres partes distintas siendo un 
modelo, una vista y un regulador, también, respectivamente que caracteriza por 
cada segmento a modo de representar cada dato, continuando otra vez su 
cooperación del usuario.24 
 
 
                                                          
23 CARBALLEIRA Rodrigo, José Manuel. Desarrollo de aplicaciones con tecnología web. Primera edición. España: Unión Editorial 
para la Formación, 2016, p. 78. ISBN: 9788416047369. 
















































En concordancia con Vicente Javier Eslava Muñoz e Ian Sommerville, sobre la 
figura 6, plasmándose el ejemplo sobre un modelamiento de su maquetación 




Figura 6. Modelo, vista y controlador 
 
Como framework de desarrollo se tuvo a AdminLTE, Laursen (2017, p. 16), 
sostiene que es un proyecto de código libre enfocado al Backend, siendo una 
plantilla de administrador altamente personalizable con CSS, JavaScript, HTML 
5, PHP, Ajax, Bootstrap, JQuery, ChartJS; etc. y con un diseño responsivo.25 
 
Denotando a PHP en un lenguaje codificación, Zambrano Álava (2018, p. 14), 
sostiene que es un lenguaje de programación práctico, incorporándose 
directamente en un documento HTML, procesando los datos en el servidor.26 
 
                                                          
25 LAURSEN, Ole. 2017, p. 16. IOLA and Ole Laursen. Techniques inside the open source. 
26 ZAMBRANO Álava, Gregorio Patricio. Study of technologies for the personalization of maps using the current tools. Ecuador: 





























Denotando a MySQL en la administración de información, Flores (2018, p. 61), 
sostiene motoriza una fuente de información con capacidad sobre 
almacenamiento suficiente para un buen recuento de registros incluso con cada 
distinto tipo con la capacidad de distribuirlos.27 
 
Existen diversas metodologías para desarrollar softwares de una herramienta 
informática, entre ellas se encuentra la metodología Rational Unified Proccess 
(RUP), la cual es un marco de trabajo acorde a softwares. Proporcionando 
acercarse disciplinándose en asignar cada tarea y responsabilidad sobre 
organizarlas al desarrollarse. Asegurando su productividad en softwares 
óptimos ajustándose sobre cada necesidad acorde a cada usuario final en base 
a un costo y calendario predecible.28 Segundo, la tenencia de la metodología 
Scrum, siendo el marco para desarrollo e incorpora la gestión de proyectos.29 
Por último, se tuvo la metodología Extreme Programming (XP), la cual es un 
conjunto de prácticas añadiendo diversas planificaciones sobre un corto plazo 
permitiendo contar con productos informáticos incrementándose poco a poco.30 
 
Había varias medidas para la elección del enfoque. Estas medidas se pueden 
encontrar en la tabla 1 de la mejora actual de la empresa de examen. En cuanto 
a la evaluación de los procedimientos de mejora de la programación del marco 
de la web, en el cuadro 2 se pueden ver las puntuaciones correspondientes de 








                                                          
27 FLORES, Edwin. Implementation of a heterogeneous database distributed among the ORACLE, MySQL and PostgreSQL SGBDs 
with replication, using a bash script implemented in the CentOS operating system using free software. Ecuador: Revista Científica 
UIDE Innova Research School. Febrero 2018. Vol. 3, N.°2.1. ISSN: 2477-9024. 
28 MARTÍNEZ, Carlos. Guía Rational Unified Process. España. Universidad de Castilla a la Mancha. 2016, p. 2. 
29 KEE, Chong. Guía Definitiva de Prácticas Ágiles Esenciales de Scrum! 2016. Editorial: Babelcube, Inc, p. 10. 




Tabla 1. Evaluación de las metodologías del sistema web 




El proyecto se planifica en diversos bloques de tiempo 
llamados iteraciones por orden, los cuales repiten 




Se Son visibles en poco tiempo, mientras que en fases 




Se ajusta a la situación cambiante, no siguiendo un plan 




Existe una interacción firme sobre el usuario para 




En cada iteración se realizan entregas de avances para ir 




Se tiene la necesidad de contar con resultados 




Los ciclos cortos están orientados a resultados 




Se busca garantizar el cumplimiento de los requisitos en el 
tiempo y costo estipulado 
 




Valoración de la metodología 
XP Scrum RUP Elección 
Chunga Zapata, 
Elmer Alfredo 
Magíster 18 23 22 Scrum 
Ordóñez Pérez, 
Adilio Christian 
Doctor  18 24 24 Scrum 
Pérez Farfán, 
Iván Martín 
Magíster 18 24 19 Scrum 
Promedio 54 71 65 Scrum 
 
El procedimiento que obtuvo la puntuación más notable de las proposiciones 
se tuvo al enfoque Scrum, representando a partir de la calificación en 71 focos 
por parte de los tres especialistas (véase el anexo 6). De esta manera, el 
procedimiento Scrum fue utilizado como la estrategia de avance de la 




El marco de trabajo sobre la plataforma online estuvo seleccionado en Scrum, 
siendo aquel marco ágil que a su manera colaborativa disminuyen el riesgo de 
problemas que puedan acontecer en el transcurso del proyecto. En esta 
metodología se basa en la unión de los participantes, manteniendo un debido 
control de los avances y las versiones generadas del software.31 
 
Scrum es aquella metodología que en su particularidad muestra una gran 
comunicación entre la gestión del producto y prácticas de desarrollo. 
Comprendiendo la iteración en avance se releva el conocimiento respecto a 
cinco fases caracterizando su iteración sobre mejora de la destreza: Tener la 
idea, ser las cualidades de la cosa se describen cuando todo está dicho y el 
grupo responsable de su fomento es relegado; la hipótesis, en esta etapa, los 
planes de juego se hacen con la información obtenida construyendo cada límite 
comprobando los avances de la cosa, siendo cada gasto y cada motivación; su 
denotación se trabajará acorde a cada pensamiento fundamental para cada 
parte realizada efectuando su corroboración; las exploraciones, 
denominaciones incluyendo cada funcionalidad para las etapas en 
indagaciones expandiéndose; sus revisiones, revisando la totalidad 
construyendo y contrastando sus objetos deseados; el cierre, en esta fase final 
será transmitido el método articulado idóneo en los plazos acordados. 
Denotando, su veredicto demostrando que el ente organizacional finalizó, no 
obstante, se presentará cada cambio, denominado, “apoyo”, efectuando que lo 
terminal esté aproximado a lo deseado. Esta metodología incremental, tiene un 
lapso preestablecido de entre dos y cuatro semanas, En cada sprint se va 
generando nuevas funcionalidades o elementos: Product Backlog, siendo un 
conjunto de requisitos a las cuales se les denomina historias; Sprint Planning, 
siendo aquella reunión en la que el Product Owner muestra por orden de 
prioridad todas las historias planificadas del Backlog; Sprint, siendo donde el 
Product Owner determina el tiempo estimado por cada historia de actualización 
del software totalmente operativo; Sprint Backlog, siendo los apuntes de 
obligaciones en la que se identifica cada historia; Daily Sprint Meeting, siendo 
                                                          




una reunión diaria que tiene como duración un máximo 15 min. En esta reunión 
cada parte comenta lo que hicieron el día anterior, lo que harán hoy y si hay 
algún obstáculo; revisión de Sprint, siendo una reunión que se lleva a cabo al 
final de toda la realización de las tareas pertenecientes a la iteración.32 
 
El equipo Scrum tiene más de un solo rol: Scrum Master, jefe encargado en 
liderar al grupo de trabajo en Scrum; el Product Owner (PO), son los clientes, 
aquellos que establecer los requerimientos a cumplir; el Team Developer, es el 
equipo de profesionales que se encargará del desarrollo del software.33 
 
En concordancia con Ken Schwaber, Jeff Sutherland y i2btech, sobre la figura 
7, plasmándose su representación sobre el manejo de aplicación del marco. 
 





                                                          
32 SCHWABER, Ken y SUTHERLAND, Jeff. Guía definitiva de Scrum. Las reglas del juego. 2017, pp. 43-65. 











































3.1 Tipo y diseño de investigación 
Hernández Sampieri y Mendoza Torres (2018, p. 247), sostienen que un 
estudio explicativo detalla una caracterización, estableciendo cada causa para 
indagar los acontecimientos, investigando la efectuación de cada 
planteamiento en donde carecen de usual para los tipos estudiados. 
 
Hernández Sampieri y Mendoza Torres (2018, p. 248), sostienen que un 
estudio experimental consiste en observar acontecimientos, a fin de 
experimentar. Suele usar distintas técnicas, entre ellas: Intuir, deducir y aplicar 
estadísticos, de acuerdo a lo solicitado sobre la experimentación. Cuando se 
observa, el grupo de valores obtenidos en la búsqueda del acontecimiento 
pueden aparecer incluidos o excluidos a la situación.34 
 
Cegarra Sánchez (2016, p. 23), sostiene que un estudio técnico o aplicado, 
denominándose en avance a partir de otros, denota las posibilidades a resolver 
inconvenientes conceptuales, muy aparte de los lapsos dirigidos para buscar 
dicha innovación, incrementando valor para los entregables producidos.35 
 
Fue efectuado un estudio explicativo ya que se buscó encontrar la causa del 
problema en el proceso de incidencias ya que luego de ello se explicó la razón 
basada en la norma técnica de cada actividad planificada; experimental, ya que 
se esperó un cambio luego de aplicar el experimento, en este caso, un sistema 
web, además que se determinaron variables, objetivos y la recolección datos 
mediante fichas de registro. Así mismo, se tuvo un estudio aplicado, ya que se 
aplica desarrollar e implementar una plataforma online a fin de realizar una 
práctica sobre manera efectiva, donde se analizará y se buscará solucionar 
ante la problemática del proceso para solventar cada diligencia en la 
corporación AI Inversiones Palo Alto II S.A.C. 
                                                          
34 HERNÁNDEZ Sampieri, Roberto y MENDOZA Torres, Christian Paulina. Metodología de la investigación. Las rutas cuantitativa, 
cualitativa y mixta. México, Ciudad de México: Editorial Mc Graw Hill, Primera edición, 2018, pp. 247-248. ISBN: 9781456260965. 




Hernández Sampieri y Mendoza Torres (2018, p. 293), sostienen que el diseño 
el pre-experimental se define como el punto intermedio entre el diseño cuasi 
experimental y el diseño experimental. Además, permite controlar las variables 
del estudio a desarrollar.36 
 
Sobre la figura 8, plasmándose un modelamiento de investigación que se 
mencionó, denominándose como de índole pre-experimental, indicado gracias 
a Roberto Hernández Sampieri y Christian Paulina Mendoza Torres. 
 
 
Figura 8. Diseño de estudio 
 
Dónde: 
G (Grupo experimental): Subgrupo del todo (Teniendo: G1, subgrupo N.°1; G2, 
subgrupo N.°2). Indagando los métodos a fin de controlar incidencias, 
obteniendo mediciones, corroborando la tenencia  de algún cambio positivo, 
negativo o neutro respecto a los entornos (ver figura 8). 
 
O1 (PreTest): Medición antes del tratamiento. Medición pre-prueba de cada 
procedimiento para controlar incidencias previas a la aplicación de lo 
experimental, denotado como el PreTest a la plataforma online (ver figura 8). 
 
X (Experimento): Aplicación, efecto o constante de experimentación. Siendo la 
herramienta tecnológica en la cual se evaluarán cada efecto respecto al entorno 
a mejorar, denotado en la plataforma online (ver figura 8). 
 
O2 (PostTest): Medición antes del tratamiento. Medición pre-prueba de cada 
procedimiento para controlar incidencias posteriores a la aplicación de lo 
experimental, denotado como el PostTest a la plataforma online (ver figura 8). 
                                                          
36 HERNÁNDEZ Sampieri, Roberto y MENDOZA Torres, Christian Paulina. Metodología de la investigación. Las rutas cuantitativa, 



































Como consecuencia, fue efectuado el denotado método hipotético deductivo, 
Cegarra Sánchez (2016, p. 82), sostiene que denota una serie de caminos 
lógicos en la búsqueda de soluciones para cada problema planteado. 
Consistiendo a la emisión de posibilidades acorde de cada solución respecto a 
los problemas planteados para su comprobación en cada dato disponible.37 
 
3.2 Variables y operacionalización 
En primer lugar, la tenencia de una delimitación de sentencia acorde a la 
variable independiente (VI), Carballeira Rodrigo (2016, p. 78), define que es un 
aplicativo que permite acceder a cada usuario gracias a la red sea esta de 
internet o sea de la intranet. Siendo codificado por lenguajes para programar 
decodificándose en navegadores ejecutándolos y visualizándose.38 
 
En segundo lugar, la tenencia de una delimitación de sentencia acorde a la 
variable dependiente (VD), Romero (2018, p. 11), define que se caracteriza por 
la ocurrencia de una interferencia espontánea de una ayuda, o la disminución 
de la naturaleza de una ayuda.39 
 
En tercer lugar, la tenencia de una delimitación de operación acorde a la 
variable independiente (VI), la cual habla sobre el sistema web, se define como 
una herramienta informática permitiendo calcular automáticamente el impacto 
de las incidencias, a identificar los incidentes masivos, crear una base de 
conocimientos (procedimientos y errores conocidos) y alertas de cumplimiento 
de SLAs a los analistas y supervisor para poder tomar acción sobre ellas. 
 
En cuarto lugar, la tenencia de una delimitación de operación acorde a la 
variable dependiente (VD), la cual denota sobre el proceso de incidencias, en 
donde se podrá tener una mayor precisión de los costos de operación. Los 
tiempos de respuesta serán más cortos, así como los de resolución. Se 
conseguirá mejorar la percepción del usuario y la satisfacción, asimismo se 
                                                          
37 CEGARRA Sánchez, José. Los métodos de investigación. Tercera edición. Días de Santos, 2016. ISBN: 9788499693910. 
38 CARBALLEIRA Rodrigo, José Manuel. Desarrollo de aplicaciones con tecnología web. Primera edición. España: Unión Editorial 
para la Formación, 2016, p. 78. ISBN: 9788416047369. 




podrá reducir el impacto de las incidencias que afectan al negocio sobre 
aquellos incidentes atendidos, mejorará la calidad y los tiempos de respuesta 
que reporte el cliente la cual será atendida por los analistas de primera línea y 
así se podrá reducir los impactos para el negocio a razón de la priorización de 
los acontecimientos, ya que se quiere tener una discernibilidad desde la hora 
del registro hasta el cierre de la ocurrencia reportada. 
 
Sobre la tabla 3, plasmándose su operacionalización ofreciendo poder conocer 
cada variable investigada, su delimitación de sentencia y delimitación de 
operación, las dimensiones encontradas, métricas respectivas y su cálculo 
correspondiente. Por otro lado, sobre la tabla 4, plasmándose cada dimensión, 
métrica y fórmula acorde a cada manejo sobre los procesos respecto a una 




Tabla 3: Operacionalización de variables  
 
                                                          
40 CARBALLEIRA Rodrigo, José Manuel. Desarrollo de aplicaciones con tecnología web. Primera edición. España: Unión Editorial para la Formación, 2016, p. 78. ISBN: 9788416047369. 
41 ROMERO, Airan. Open Service - Incident Management Best Practices. México: 2016, p. 11. 






Carballeira Rodrigo (2016, p. 78), 
define que es un aplicativo que 
permite acceder a cada usuario 
gracias a la red sea esta de internet o 
sea de la intranet. Siendo codificado 
por lenguajes para programar 
decodificándose en navegadores 
ejecutándolos y visualizándose 40 
Aplicativo web permitiendo calcular 
automáticamente el impacto de las 
incidencias, a identificar los incidentes 
masivos, crear una base de conocimientos 
(procedimientos y errores conocidos) y 
alertas de cumplimiento de SLAs a los 
analistas y supervisor para poder tomar 





Romero (2018, p. 11), define que se 
caracteriza por la ocurrencia de una 
interferencia espontánea de una 
ayuda, o la disminución de la 
naturaleza de una ayuda 41 
El proceso de incidencias es aquello que 
abarca fallos y/o consultas que son 
realizadas por el cliente. El objetivo es 
restaurar el servicio lo más antes posible y 
evitar causar pérdidas al negocio 

















Tabla 4: Dimensiones, indicadores y fórmulas 
                                                          
42 NEW Horizons Computer Learning. IT Services Metrics (ITIL). Revista IT management. Lima, Perú: 2016, p. 21. N.°1. Vol. 1. 











New Horizons Computer Learning (2016, 
p. 21), define determinándose como un 
registro para categorizar apropiadamente 
bajo sus urgencias e impactos del 
incidente acorde al usuario siendo cada 
masivo analizando la cantidad de 
incidentes masivos acorde al usuario con 













RIIC = Ratio de impacto de incidencias sobre el cliente. 
NII = N.º de incidencias con impacto sobre el cliente. 






New Horizons Computer Learning (2016, 
p. 21), define que  se determina como 
tasa en la comprobación de los episodios 
resueltos por la Unidad de Informática y la 
otra pieza de una asociación similar, ya 
que tiene una base de información 
decente de cada error conocido, con un 
logro para poder identificar el principal 













RRI = Ratio de resolución de incidencias.  
NIR =  N.º de incidencias resueltas cumpliendo los SLA. 





3.3 Población, muestra y muestreo 
Hernández Sampieri y Mendoza Torres (2018, p. 174), definen que la población 
es la población es un conjunto acorde a sucesos que coinciden acorde al 
establecimiento definicional sobre donde se efectúa a partir de ciertos 
inconvenientes correspondientes al estudio implicado.43 
 
Acorde para cada criterio de inclusión, la población se conformó por el registro 
de 750 tickets proporcionados (únicamente diligencias clasificadas como 
incidentes) en un mes en un lapso de lunes a viernes. No obstante, acorde a 
cada criterio de exclusión, no se consideró al registro sobre tickets los cuáles 
fueron cancelados a solicitud del usuario final. 
 
En consecuencia, la tenencia sobre dos totalidades, siendo una dimensión de 
priorización y una de resolución respectivamente acorde a la totalidad en veinte 
días, evidenciándose en la tabla 5. 
 
Tabla 5. Determinación de la población 







KPI: Ratio de impacto 
de incidencias sobre 











Mata Solís (2019, p. 86), define que la muestra es una prueba escogida sobre 
la totalidad existente, a fin de que cada elemento compuesto cuenta con 
características similares en el que no se le distingue acorde a cada sobrante.44 
 
                                                          
43 HERNÁNDEZ Sampieri, Roberto y MENDOZA Torres, Christian Paulina. Metodología de la investigación. Las rutas cuantitativa, 
cualitativa y mixta. México, Ciudad de México: Editorial Mc Graw Hill, Primera edición, 2018, p. 174. ISBN: 9781456260965. 




La totalidad siendo finita, por lo que era conocida la totalidad en las poblaciones 
conociendo el subgrupo el cual debió estudiarse. Sobre la figura 9, fue 












El subgrupo calculado para la población relacionada al primer indicador, contó 
con 750 tickets reportados en totalidad. Se procedió a efectuar dichos cálculos 













𝑛 = 254.0382309 … → 𝑛 =̃ 254 𝑡𝑖𝑐𝑘𝑒𝑡𝑠 𝑟𝑒𝑝𝑜𝑟𝑡𝑎𝑑𝑜𝑠. 
 
La magnitud para la muestra acorde al primer indicador, fue determinada en 
254 tickets reportados, estratificada en 20 días correspondiente a 1 mes. En 
consecuencia, el grupo de estudio para el ratio de impacto de incidencias sobre 





Por otro lado, el subgrupo calculado para la población relacionada al segundo 
indicador, contó con 750 tickets reportados en totalidad. Se procedió a efectuar 













𝑛 = 254.0382309 … → 𝑛 =̃ 254 𝑡𝑖𝑐𝑘𝑒𝑡𝑠 𝑟𝑒𝑝𝑜𝑟𝑡𝑎𝑑𝑜𝑠. 
 
La magnitud para la muestra acorde al segundo indicador, fue determinada en 
254 tickets reportados, estratificada en 20 días correspondiente a 1 mes. En 
consecuencia, el grupo de estudio para el ratio de resolución de incidencias se 
determinó acorde a 20 fichas en registro. 
 
Hernández Sampieri y Mendoza Torres (2018, p. 567), definen que el muestreo 
estratificado agrupa datos a través de estratos, mientras que el probabilístico 
aleatorio simple, busca que los datos tengan igual posibilidad de ser elegidos.45 
 
Se usó el muestreo estratificado puesto que permitió agrupar cada registro por 
estratos, a fin de que la selección fue aleatoria. Los estratos estuvieron a partir 
de las fechas de registro de un incidente además de su impacto de prioridad. 
 
3.4 Técnicas e instrumentos de recolección de datos 
Páramo Bernal (2018, p. 93), sostiene sobre cada técnica detalla la captura 
sobre una vida diaria tal como es percibida directamente en cada momento, 
suministrando a los investigadores una gran oportunidad para examinar los 
                                                          
45 HERNÁNDEZ Sampieri, Roberto y MENDOZA Torres, Christian Paulina. Metodología de la investigación. Las rutas cuantitativa, 




vínculos entre el contexto y el contenido.46 Parraguez y otros (2017, p. 148), 
sostienen que entre estas, se encuentra el fichaje, permitiendo un 
empadronamiento sobre cada valor seleccionado acorde al procedimiento 
investigado. Requiriendo la utilización de fichas a fin de la obtención de datos 
extraídos sobre distintos orígenes interesados, acorde a la índole investigada.47 
 
Las técnicas, entre ellas la del fichaje, se empleó para la tenencia de data 
acorde para las métricas, tanto para el ratio de impacto de incidencias sobre el 
cliente (RIIC), como para el ratio de resolución de incidencias (RRI) de la 
presente tesis. Como instrumento sobre recolección de datos se tuvo el uso de 
varias fichas de registro, señalando minuciosamente sus recursos resultantes 
en apoyo de sus valoraciones con respecto a dichos cálculos pertenecientes a 
las métricas trazadas sobre una duración mensual de la corporación AI 
Inversiones Palo Alto II S.A.C obteniendo un detalle correspondiente al estudio 
para el Test, ReTest, población, PreTest y PostTest (ver anexo 2).  
 
A su vez, se usó la entrevista para recolectar datos, utilizándose sobre la parte 
inicial del presente escrito, plasmándose las deficiencias sobre el ente 
comercial (ver anexo 7). 
 
Valenzuela y Flores (2018, pp. 231-235) sostienen que la validez de contenido 
está referida sobre un test marca cada factor existente, la validez de criterio 
está referida sobre la eficacia del test permitiendo deducir su desempeño y la 
validez de constructo está referida en respetar un solo enfoque de aplicación 
manteniendo una idea de trabajo previamente definida desde el inicio al final 
del estudio efectuado.48 
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Utilizándose las validaciones para la captura de data a través del índice de 
contenido (llenado de registros), al índice de criterio (título y aspecto del 
encabezado) y al índice constructo (enfoques relacionales sobre los procesos, 
dimensiones y métricas), evaluándose siendo validado gracias a tres 
apreciadores con un nivel académico magister o superior de la presente casa 
de estudios (ver anexo 6).  
 
Sobre la tabla 6, plasmándose ciertas valoraciones obtenidas acordes al ratio 
de impacto de incidencias sobre el cliente (RIIC) y en la tabla 7, acordes al ratio 
de resolución de incidencias (RRI); siendo ambos evaluados a partir del criterio 
de cada experto. 
 
Tabla 6. Validación de expertos para el ratio de impacto de incidencias sobre el cliente 
 
 
Tabla 7. Validación de expertos para el ratio de resolución de incidencias 
 
 
Se pudo evidenciar sobre la tabla 7 y 8, que el valor obtenido de ambas métricas 
estuvo calificado con una puntuación del 78.00% validando los instrumentos y 




Hernández Sampieri y Mendoza Torres (2018, p. 567), sostienen que un 
método sobre Test - ReTest aplica una prueba similar a dos grupos, con un 
lapso temporal acorde a sus pruebas, lapso habilitado acorde a minutos o hasta 
varios años.49 
 
En la tabla 8, se evidenció cada nivel establecido acorde a su escala respectiva 
sobre el p-valor contrastado (Sig.), asignándole interpretaciones observándose 
respectivamente. 
 
Tabla 8. Niveles de confiabilidad  
Escala Nivel 
0.00 < sig. < 0.20 Muy bajo 
0.20 ≤ sig. < 0.40 Bajo 
0.40 ≤ sig. < 0.60 Regular 
0.60 ≤ sig. < 0.80 Aceptable 
0.80 ≤ sig. < 1.00 Elevado 
© Fuente: Cayetano 
 
Ejecutando los métodos para corroborar la tenencia sobre confiabilidad a partir 
de las métricas denotadas, a razón de bases con información recolectada 
durante un Test en contraste un ReTest a fin de la obtención de conocimiento 
científico (ver anexo 4).  
 
Sobre la tabla 9, plasmándose sus valores obtenidos acordes al ratio de 
impacto de incidencias sobre el cliente (RIIC) y sobre la tabla 10, acordes al 
ratio de resolución de incidencias (RRI). 
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Tabla 9. Correlaciones del Indicador: Ratio de impacto de incidencias sobre el cliente 
Correlaciones 
  Test_RIIC ReTest_RIIC 
Test_RIIC Correlación de Pearson 1 ,656** 
Sig. (bilateral)   ,002 
N 20 20 
ReTest_RIIC Correlación de Pearson ,656** 1 
Sig. (bilateral) ,002   
N 20 20 
**. La correlación es significativa en el nivel 0,01 (bilateral). 
 
 
Sobre la tabla 9, plasmándose una valoración en 0.656, determinando su zona 
en unas estimaciones aceptables. Se procedió a la realización similar 
correspondiente a la segunda métrica científica. 
 
Tabla 10. Correlaciones del Indicador: Ratio de resolución de incidencias 
Correlaciones 
  Test_RRI ReTest_RRI 
Test_RRI Correlación de Pearson 1 ,654** 
Sig. (bilateral)   ,002 
N 20 20 
ReTest_RRI Correlación de Pearson ,654** 1 
Sig. (bilateral) ,002   
N 20 20 
**. La correlación es significativa en el nivel 0,01 (bilateral). 
 
Sobre la tabla 10, plasmándose una valoración en 0.654, determinando su zona 
en unas estimaciones aceptables. Siendo plasmados ambas métricas se 










En esta sección evidenciándose la tenencia sobre las descripciones para la 
captura de data sobre la corporación AI Inversiones Palo Alto II S.A.C; haciendo 
uso del fichaje coordinando en apoyo del departamento encargado del Service 
Desk dando su solicitud al permiso respectivo para la tenencia sobre 
información vital de la corporación (ver anexo 9). 
 
Sobre la tabla 11, plasmándose consolidados sobre lo último en mención. Fue 
evidenciado la información general acorde a dicha corporación, departamento 
para coordinar el permiso. A su vez, más de una especificación sobre las 
técnicas, instrumentos, fuente e informante acorde a sus métricas científicas. 
 
Tabla 11. Procedimientos de recolección de datos 







Organización AI Inversiones Palo Alto II S.A.C. 
Coordinación Área de Service Desk 
Recolección Proceso de incidencias 
Información detallada 
Métrica Técnica Instrumento Fuente Confidente 
Ratio de impacto 
de incidencias 
























3.6 Método de análisis de datos 
La primera hipótesis de la presente investigación se basó en la primera 
hipótesis específica (HE1), la cual se definió en que el sistema web optimizará 
el ratio de impacto de incidencias sobre el cliente en la empresa AI Inversiones 
Palo Alto II S.A.C; teniendo el ratio de impacto de incidencias sobre el cliente 
antes de utilizar el sistema (RIICa) y el ratio de impacto de incidencias sobre el 
cliente después de utilizar el sistema (RIICd). Se tuvo la primera hipótesis 
estadística, teniendo así a la primera hipótesis nula (H01) que se definió como 
que el sistema web no optimizará el ratio de impacto de incidencias sobre el 
cliente en el proceso de incidencias en la empresa AI Inversiones Palo Alto II 
S.A.C; deduciendo que el indicador  sin el sistema web  es mejor que el 
indicador con el sistema web; mientras que la hipótesis alternativa (HA1) se 
definió  como que el sistema web optimizará  el ratio de impacto de incidencias 
sobre el cliente en la empresa AI Inversiones Palo Alto II S.A.C; deduciendo 
que el indicador con el sistema web  es mejor que el indicador sin el sistema 
web. 
 
La segunda hipótesis se basó en la hipótesis específica (HE2), la cual se definió 
en que el sistema web aumentará el ratio de resolución de incidencias en la 
empresa AI Inversiones Palo Alto II S.A.C; teniendo el ratio de resolución de 
incidencias antes de utilizar el sistema (RRIa) y la ratio de resolución de 
incidencias después de manejar el sistema (RRId). Se tuvo la segunda 
hipótesis estadística, teniendo así a la segunda hipótesis nula (H02) que se 
definió como que el sistema web no incrementará el ratio de resolución de 
incidencias para el proceso de incidencias en la empresa AI Inversiones Palo 
Alto II S.A.C; deduciendo que el indicador sin el sistema web es mejor que el 
indicador con el sistema web; mientras que la segunda hipótesis alternativa 
(HA2) se definió como que el sistema web aumentará el ratio de resolución de 
incidencias para el proceso de incidencias en la empresa AI Inversiones Palo 
Alto II S.A.C; encontrando que el indicador  con el sistema web es mejor que el 





El índice sobre significancia tuvo un valor: x=5% (error), siendo un 0.05, 
permitiendo su efectuación del contraste denotando decidir si se debería validar 
o negar el uso respectivo de indagaciones científicas previamente formuladas. 
 
- Índice sobre confiabilidad: (1-x) = 0.95. 
- Margen con error: x = 0.05. 
 
Como consecuencia, los métodos de cálculos en valor fueron contado con una 
prueba T de Student. Sobre la figura 10, evidenciándose el cálculo respectivo 














Hernández Sampieri y Mendoza Torres (2018, p. 310), sostienen que las 
distribuciones T de Student efectúan cálculos científicos denotando su 
validación sobre su tenencia para separar cada muestra emparejada usando 




                                                          
50 HERNÁNDEZ Sampieri, Roberto y MENDOZA Torres, Christian Paulina. Metodología de la investigación. Las rutas cuantitativa, 




En la figura 11, fue evidenciado una representación sobre una repartición T de 
Student plasmando las áreas de aceptación y de rechazo con sus valoraciones 
t identificadas sobre sus ubicaciones para los trazados. 
 
 
Figura 11. Distribución T de Student 
 
Contando la tenencia de medidas sobre reparticiones T de Student, dando sus 
grados de libertad y valores científicos, plasmándose sobre figura 12. 
 
 
























































































Hernández Sampieri y Mendoza Torres (2018, p. 313), sostienen que una 
distribución Z, tiene como objetico mostrar la evidencia sobre una tenencia 
acorde a poder separar las ubicaciones rechazadas.51  
 
Sobre la figura 13, plasmándose una representación sobre una distribución de 
tipo Z plasmando las áreas de aceptación y de rechazo con sus valoraciones z 
identificadas sobre sus ubicaciones para los trazados. 
 
 
Figura 13. Distribución Z 
 
3.7  Aspectos éticos 
Se consideraron los lineamientos establecidos por la Universidad César Vallejo 
de la sede Lima Norte, siguiendo las políticas y reglamentos de investigación. 
Además, se protegieron los datos que brindó la corporación AI Inversiones Palo 
Alto II S.A.C; manteniendo así su información íntegra en contraste a la 
información inicial y de cada resultado obtenido. 
 
Se mantuvo una veracidad de cada resultado. Además, la investigadora fue 
sometida en mantener un aspecto veraz sobre cada resultado demostrando 
fiabilidad para cada dato otorgado. 
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 m IV. Resultados 
Se tuvo el análisis descriptivo, se efectuó un estudio sobre la herramienta 
tecnológica evaluando el ratio de impacto de incidencias sobre el cliente 
respecto al procedimiento para controlar cada diligencia y el ratio de resolución 
de incidencias respecto al procedimiento para controlar cada diligencia; 
logrando la utilización aplicada sobre el PreTest, exponiendo lo preliminar, 
pasado esto evidenció su efectuación en un entorno web para otra vez registrar 
el ratio de impacto de incidencias sobre el cliente respecto al procedimiento 
para controlar cada diligencia y el ratio de resolución de incidencias respecto al 
procedimiento para controlar cada diligencia, considerándolo en una 
denominación dicha en PostTest. Cada valor final en cada medida fue 
evidenciado sobre la tabla 12 y 13. 
 
Se tuvo los resultados descriptivos con respecto a la primera métrica: Ratio de 
impacto de incidencias sobre el cliente (RIIC), plasmándose en la tabla 12. 
 
Tabla 12. Medidas descriptivas de la métrica: Ratio de impacto de incidencias sobre 
el cliente, previo y posterior al experimento 
Estadístico descriptivo 




PreTest_Ratio_Impacto_Incidencias_Cliente 20 0.15 0.58 0.3670 0.11934 0.14 
PostTest_Ratio_Impacto_Incidencias_Cliente 20 0.46 0.92 0.7080 0.14237 0.20 
N válido (por lista) 20      
 
De acuerdo a la métrica: Ratio de impacto de incidencias sobre el cliente (RIIC), 
respecto a cada tarea para controlar una diligencia; del PreTest fue obtenido 
una estimación sobre el promedio de 0.37, acerca del PostTest fue obtenido un 
0.71. Mostrando un cambio de mejoría sobre lo previo y posterior al 
experimento. Además, el valor menor fue del 0.15 previo, y 0.46 posterior al 
experimento. Obteniendo valores mayores, un 0.58 previo, y 0.92 posterior al 
experimento. Acorde a la desviación, respecto al PreTest tuvo una variabilidad 




En la figura 14, fue evidenciado cada media para la primera métrica, previo y 
posterior al experimento. 
 
 
 Figura 14. Ratio de impacto de incidencias sobre el cliente, previo y posterior al 
experimento 
 
Se tuvo los resultados descriptivos con respecto a la segunda métrica: Ratio de 
resolución de incidencias (RRI), plasmándose en la tabla 13. 
 
Tabla 13. Medidas descriptivas de la métrica: Ratio de resolución de incidencias, 
previo y posterior al experimento 
Estadístico descriptivo 




PreTest_Ratio_Resolución_Incidencias 20 0.15 58.00 0.3495 0.10354 0.11 
PostTest_Ratio_Resolución_Incidencias 20 0.50 100.00 0.7930 0.14287 0.20 
N válido (por lista) 20      
 
De acuerdo a la métrica: Ratio de resolución de incidencias (RRI), respecto a 
cada tarea para controlar una diligencia; del PreTest fue obtenido una 
estimación sobre el promedio de 0.35, acerca del PostTest fue obtenido un 
0.79. Mostrando un cambio de mejoría sobre lo previo y posterior al 
experimento. Además, el valor menor fue del 0.15 previo, y 0.50 posterior al 
experimento. Obteniendo valores mayores, un 0.58 previo, y 1.00 posterior al 
experimento. Acorde a la desviación, respecto al PreTest tuvo una variabilidad 








































En la figura 15, fue evidenciado cada media para la segunda métrica, previo y 
posterior de la implementación de la plataforma online. 
 
 
 Figura 15. Ratio de resolución de incidencias, previo y posterior al experimento 
 
Se tuvo el análisis inferencial, fue efectuado un estudio sobre normalidad para 
cada métrica: Ratio de impacto de incidencias sobre el cliente (RIIC) y el ratio 
de resolución de incidencias (RRI), haciendo utilización de una técnica de 
análisis llamada Shapiro-Wilk, por lo que el número de la muestra experimental 
se constituyó en 20 partes (ítems) estando por debajo de 50.  
 
Dicho estudio se realizó con la interpretación sobre datos recolectados para 
ambas métricas utilizando un software analítico denominado como IBM SPSS 
Statistics v.25, manteniendo una escala sobre confiabilidad del 95.00%, 
aceptando un margen de error del 5.00%, siendo este equivalente a 0.05, 















































Se tuvo como objetivo considerar una prueba de hipótesis; teniendo valores 
analizados sobre su corroboración mientras se distribuyen, específicamente de 
acuerdo a la métrica: Ratio de impacto de incidencias sobre el cliente (RIIC), 
determinando la existencia sobre datos paramétricos y/o datos no normales. 
 
Tabla 14. Prueba de normalidad de la métrica: Ratio de impacto de incidencias sobre 
el cliente, previo y posterior al experimento 
Prueba de normalidad 
 
Shapiro-Wilk 
Estadístico gl Sig. 
PreTest_Ratio_Impacto_Incidencias_Cliente 0.955 20 0.441 
PostTest_Ratio_Impacto_Incidencias_Cliente 0.932 20 0.171 
 
Con respecto a la tabla 14, cada valor final resultante, los cuales mostraron 
sobre el Sig. para la primera métrica: Ratio de impacto de incidencias sobre el 
cliente (RIIC), respecto a cada tarea para controlar cada diligencia; denotando 
20 valores estudiados contenidos dentro de los grados de libertad (gl), del 
PreTest fue del 0.441, siendo superior a 0.050, concluyendo que los datos 
ingresados se denotan como datos paramétricos. Del PostTest fue del 0.171, 
siendo superior a 0.050, concluyendo que los datos ingresados para ambos 
grupos se denotan como datos paramétricos. 
 
Confirmando distribuciones normales para cada lado estudiado, teniendo lo 
previo y lo posterior, evidenciándose en la figura 16 y 17, cada histograma 














Figura 16. Distribución de datos respecto al ratio de impacto de incidencias sobre el 
cliente antes del experimento 
 
 
Figura 17. Distribución de datos respecto al ratio de impacto de incidencias sobre el 












































































Se tuvo como objetivo considerar una prueba de hipótesis; teniendo valores 
analizados sobre su corroboración mientras se distribuyen, específicamente de 
acuerdo a la métrica: Ratio de resolución de incidencias (RRI), determinando la 
existencia sobre datos paramétricos y/o datos no normales. 
 
Tabla 15. Prueba de normalidad de la métrica: Ratio de resolución de incidencias, 
previo y posterior al experimento 
Prueba de normalidad 
 
Shapiro-Wilk 
Estadístico gl Sig. 
PreTest_Ratio_Resolución_Incidencias 0.977 20 0.889 
PostTest_Ratio_Resolución_Incidencias 0.944 20 0.289 
 
Con respecto a la tabla 15, cada valor final resultante, los cuales mostraron 
sobre el Sig. para la segunda métrica: Ratio de resolución de incidencias (RRI), 
respecto a cada tarea para controlar una diligencia; denotando 20 valores 
estudiados contenidos dentro de los grados de libertad (gl), del PreTest fue del 
0.889, siendo superior a 0.050, concluyendo que los datos ingresados se 
denotan como datos paramétricos. Del PostTest fue del 0.289, siendo superior 
a 0.050, concluyendo que los datos ingresados para ambos grupos se denotan 
como datos paramétricos. 
 
Confirmando distribuciones normales para cada lado estudiado, teniendo lo 
previo y lo posterior, evidenciándose en la figura 18 y 19, cada histograma 































































































Se tuvo un tercer análisis a través de la prueba de hipótesis. La primera 
hipótesis de la presente investigación se basó en la primera hipótesis específica 
(HE1), la cual se definió en que el sistema web incrementa el ratio de impacto 
de incidencias sobre el cliente en el proceso de incidencias en la empresa AI 
Inversiones Palo Alto II S.A.C; teniendo el ratio de impacto de incidencias sobre 
el cliente antes de utilizar el sistema (RIICa) y el ratio de impacto de incidencias 
sobre el cliente después de utilizar el sistema (RIICd). Se tuvo la primera 
hipótesis estadística, teniendo así a la hipótesis nula (H0) que se definió como 
que el sistema web no incrementa el ratio de impacto de incidencias sobre el 
cliente en el proceso de incidencias en la empresa AI Inversiones Palo Alto II 
S.A.C; deduciendo que el indicador sin el sistema web es mejor que el indicador 
con el sistema web; mientras que la hipótesis alternativa (HA) se definió como 
que el sistema web incrementa el ratio de impacto de incidencias sobre el 
cliente en el proceso de incidencias en la empresa AI Inversiones Palo Alto II 
S.A.C; deduciendo que el indicador con el sistema web es mejor que el 
indicador sin el sistema web.  
 
HA1: RIICa < RIICd 
Una vez efectuada la evaluación sobre el estudio de la hipótesis sobre la 
específica definida (HE1), fue deducible que la métrica, al hacer uso de la 
solución, obtuvo mejoría a diferencia de la métrica sin utilizar la solución.  
 
Para la figura 20, contando al ratio de impacto de incidencias sobre el cliente 
(RIIC), conforme con una agrupación muestral del PreTest, siendo valorizado 
en 0.37; por otro lado, sobre la figura 21, se tuvo al ratio de impacto de 
incidencias sobre el cliente (RIIC), conforme con una agrupación muestral del 











Figura 20. Ratio de impacto de incidencias sobre el cliente antes del experimento 
 
 














































































Fue concluido de la figura 20 y figura 21, la existencia de un incremento en la 
priorización, fue evidenciado al verificar durante la comparación de cada media 
respectiva, que incrementó del 0.37 a un 0.71. 
 
 
Figura 22. Ratio de impacto de incidencias sobre el cliente, comparativa general 
 
Con respecto a la figura 22, fue apreciado la existencia de un incremento para 
la primera métrica: Ratio de impacto de incidencias sobre el cliente (RIIC), 
sobre cada tarea acorde en controlar incidentes a modo global, 
incrementándose notablemente sobre una escala de 0.34. 
 
En la tabla 16, fueron evaluados los elementos muestrales relacionados 
evaluando sus medias a fin de evaluar la contrastación de hipótesis 
correspondiente a la primera métrica. 
 
Tabla 16. Prueba de T de Student de la métrica: Ratio de impacto de incidencias sobre 
el cliente, previo y posterior al experimento 
Prueba sobre elementos muestrales emparejados 
 


































































𝑇𝑐 = −9.43303759326408 … → 𝑇𝑐 =̃− 9.433 
 
 
Figura 23. Prueba de T de Student: Ratio de impacto de incidencias sobre el cliente 
 
De acuerdo a la contrastación de hipótesis, cada valor registrado de la prueba 
(previo y posterior) fueron distribuidos paramétricamente. Teniendo una 
estimación resultante de T contraste (Tc) del -9.4330, siendo inferior de 
-1.7291, rechazando así la hipótesis nula y aceptando la hipótesis alterna sobre 
la confiabilidad del 95.00%. Por ende, la estimación T resultante, apreciado 
sobre la figura 23, fue ubicada en el área rechazada. Finalizando, se pudo 
determinar científicamente que el sistema web incrementa el ratio de impacto 
de incidencias sobre el cliente en el proceso de incidencias en la empresa AI 
Inversiones Palo Alto II S.A.C. 
Tc = - 9.4330 












































La segunda hipótesis de la presente investigación se basó en la segunda 
hipótesis específica (HE2), la cual se definió en que el sistema web incrementa 
el ratio de resolución de incidencias en el proceso de incidencias en la empresa 
AI Inversiones Palo Alto II S.A.C; teniendo el ratio de resolución de incidencias 
antes de utilizar el sistema (RRIa) y el ratio de resolución de incidencias 
después de utilizar el sistema (RRId). Se tuvo la segunda hipótesis estadística, 
teniendo así a la hipótesis nula (H0) que se definió como que el sistema web 
no incrementa el ratio de resolución de incidencias en el proceso de incidencias 
en la empresa AI Inversiones Palo Alto II S.A.C; deduciendo que el indicador 
sin el sistema web es mejor que el indicador con el sistema web; mientras que 
la hipótesis alternativa (HA) se definió como que el sistema web incrementa el 
ratio de resolución de incidencias en el proceso de incidencias en la empresa 
AI Inversiones Palo Alto II S.A.C; deduciendo que el indicador con el sistema 
web es mejor que el indicador sin el sistema web. 
 
HA2: RRIa < RRId 
Una vez efectuada la evaluación sobre el estudio de la hipótesis sobre la 
específica definida (HE2), fue deducible que la métrica, al hacer uso de la 
solución, obtuvo mejoría a diferencia de la métrica sin utilizar la solución.  
 
Para la figura 24, contando al ratio de resolución de incidencias (RRI), conforme 
con una agrupación muestral del PreTest, siendo valorizado en 0.35; por otro 
lado, sobre la figura 25, se tuvo al ratio de resolución de incidencias (RRI), 












Figura 24. Ratio de resolución de incidencias antes del experimento 
 
 














































































Fue concluido de la figura 24 y figura 25, la existencia de un incremento en la 
resolución, fue evidenciado al verificar durante la comparación de cada media 
respectiva, que incrementó del 0.35 a un 0.79. 
 
 
Figura 26. Ratio de resolución de incidencias, comparativa general 
 
Con respecto a la figura 26, fue apreciado la existencia de un incremento para 
la segunda métrica: Ratio de resolución de incidencias (RRI), sobre cada tarea 
acorde en controlar incidentes a modo global, incrementándose notablemente 
sobre una escala de 0.44. 
 
En la tabla 17, se pudo evidenciar los valores correspondientes a la prueba de 
T de Student, sobre muestras relacionadas, siendo evaluados los valores del 
PreTest con el PostTest con respecto a la segunda métrica. 
 
Tabla 17. Prueba de T de Student de la métrica: Ratio de resolución de incidencias, 
previo y posterior al experimento 
Prueba sobre elementos muestrales emparejados 
 


































































𝑇𝑐 = −11.57095252548970 … → 𝑇𝑐 =̃− 11.571 
 
 
Figura 27. Prueba de T de Student: Ratio de resolución de incidencias 
 
De acuerdo a la contrastación de hipótesis, cada valor registrado de la prueba 
(previo y posterior) fueron distribuidos paramétricamente. Teniendo una 
estimación resultante de T contraste (Tc) del -11.5709, siendo inferior de 
-1.7291, rechazando así la hipótesis nula y aceptando la hipótesis alterna sobre 
la confiabilidad del 95.00%. Por ende, la estimación T resultante, apreciado 
sobre la figura 27, fue ubicada en el área rechazada. Finalizando, se pudo 
determinar científicamente que el sistema web incrementa el ratio de resolución 
de incidencias en el proceso de incidencias en la empresa AI Inversiones Palo 
Alto II S.A.C. 
Tc = - 11.5709 
































































V.  Discusión 
Se obtuvo como resultante del estudio actual, gracias a la solución planteada, 
que se aumentó al ratio de impacto de incidencias sobre el cliente (RIIC), del 
37.00% al 71.00%, equivalente a un incremento promedio de 34.00%. Del 
mismo modo Manuel Erminio Trujillo López, en su investigación “Sistema web 
basado en ITIL para mejorar la gestión de servicios en la empresa ABS 
Servicios Informáticos E.I.R.L. Trujillo - 2018”, concluyó que una herramienta 
tecnológica permite incrementar la métrica, sobre su estudio incrementó de un 
63.40%, a un 87.15%, con promedio de 23.75%. 
 
También se obtuvo como resultante del estudio actual, gracias a la solución 
planteada, que se aumentó al ratio de resolución de incidencias (RRI), del 
35.00% al 79.00%, equivalente a un incremento promedio de 44.00%. Del 
mismo modo Marco Suing Ochoa, en su investigación “Planificación y ejecución 
de un episodio del modelo de satisfacción del directorio y solicitud dependiente 
del sistema de referencia ITIL v.3 para Agrocalidad del Ecuador-Quito”, 
concluyó que una herramienta tecnológica permite incrementar la métrica, 
sobre su estudio incrementó de un 71.20%, a un 97.50%, con promedio de 
26.30%. 
 
A través del uso de la herramienta tecnológica fueron evidenciadas 
optimizaciones en la corporación Inversiones Palto Alto II S.A.C; por sobre 
donde, los participantes de Service Desk utilizan la herramienta tecnológica de 
manera adecuada, evaluando el ratio de impacto de incidencias sobre el cliente 
(RIIC) y el ratio de resolución de incidencias (RRI). Similarmente, Faten Omer 
Al-Sheikh en su investigación, “The Impact of Software Quality Assurance on 
Incident Management of Information Technology Service Management (ITSM)”, 
concluyó que la gracias a la utilización un sistema informático sobre la gestión, 
optimizando notablemente un seguimiento sobre toda incidencia reportada 
ahorrando en sobrecostos, recursos y organización de los activos de la 
empresa, así como también se cumplió con las metas propuestas acordes de 


























Se tuvo como conclusión que el sistema web mejoró el proceso de incidencias 
en la corporación Inversiones Palto Alto II S.A.C. a modo social, tecnológica, 
teórica, metodológica y con un impacto económico positivo.  
 
Se concluyó la existencia de una mejora, esto posibilitó un aumento en el ratio 
de impacto de incidencias sobre el cliente (RIIC), lo que permitió el buen 
funcionamiento sobre la efectividad de realizar una buena atención sobre cada 
incidente reportado a través de la plataforma online y efectuando un 
seguimiento continuo en caso se denote en una diligencia masiva de prioridad. 
 
Además, se concluyó que el sistema web aumentó el ratio de impacto de 
incidencias sobre el cliente (RIIC), en un 34.00%. Siendo así, se afirmó que el 
sistema web incrementó el ratio de impacto de incidencias sobre el cliente en 
la empresa Inversiones Palto Alto II S.A.C.  
 
Así mismo, se logró un incremento en el ratio de resolución de incidencias 
(RRI), posibilitando poder darle solución rápidamente y eficazmente a los 
incidentes por parte del personal de mesa de ayuda logrando tener un impacto 
económico positivo sobre el control de incidencias, denotando una mejor 
rentabilidad y viabilidad de cada proceso a la corporación. 
 
Por último, se tuvo como conclusión que el sistema web aumentó el ratio de 
resolución de incidencias (RRI), en un 44.00%. Siendo así, se afirmó que el 
sistema web incrementó el ratio de resolución de incidencias en la empresa 





























VII.   Recomendaciones 
Sobre estudios futuros de índole similar, se recomienda considerar la 
utilización de las métricas del ratio de impacto de incidencias sobre el cliente 
(RIIC) y del ratio de resolución de incidencias (RRI), por lo que brindan 
diversos enfoques importantes sobre cada procedimiento dentro del proceso 
de incidencias. 
 
Adicionalmente, se recomienda estudios acordes a la fase de la priorización y 
resolución, logrando un cumplimiento sobre todos los objetivos y metas 
planteadas por parte de la empresa Inversiones Palto Alto II S.A.C. 
 
Se tiene como sugerencia, el desarrollo de innovaciones online para 
instituciones que dispongan de un área de mesa de ayuda, teniendo en 
consideración la utilización de indicadores claves. En especial el desarrollo y 
estudio minucioso de la dimensión de la priorización y resolución.  
 
Se recomienda a la empresa Inversiones Palto Alto II S.A.C ubicado sobre la 
capital del país, continuar con innovaciones sobre tecnología, considerándose 
la herramienta tecnológica actual como primordial para el trato de incidentes. 
 
Es sugerible, verificar el seguimiento de cada incidencia y/o solicitud, siendo 
precisos en su estado actual, evitando pasar por alto que su fecha y hora de 
resolución no coincida con la establecida al plazo máximo de vencimiento de 
la entrega de la solución, del mismo modo, será de vital relevancia efectuar 
un seguimiento sobre cada atención técnica realizada a fin de ofrecer una 
base de conocimientos sobre cómo darle solución a todo futuro inconveniente 
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Anexo 1. Matriz de consistencia 
Problemas Objetivos Hipótesis Variables Dimensión Indicadores Metodología 
General General General Independiente 
 




Diseño de estudio: 
Pre-experimental de dos grupos 
(PreTest y PostTest) 
 
Población (Finita de 20 ítems): 
I1: 750 tickets reportados 
I2: 750 tickets reportados 
 
Muestra (Finita de 20 ítems): 
I1: 254 tickets reportados 




simple y estratificado 
 
Recolección de datos: 
Fichaje: Ficha de registro 
Entrevista: Entrevista 
 




I1: De 37.00%, a 71.00% 
I2: De 35.00%, a 79.00% 
(PreTest y PostTest) 
PG: ¿Cómo influye un 
sistema web para el 
proceso de incidencias 
en la empresa AI 
Inversiones Palo Alto II 
S.A.C? 
OG: Determinar la 
influencia de un 
sistema web para el 
proceso de incidencias 
en la empresa AI 
Inversiones Palo Alto II 
S.A.C. 
HG: El sistema web 
mejora el proceso de 
incidencias en la 
empresa AI 




Específicos Específicos Específicas Dependiente 
PE1: ¿Cómo influye 
un sistema web en el 
ratio de impacto de 
incidencias sobre el 
cliente para el proceso 
de incidencias en la 
empresa AI 
Inversiones Palo Alto II 
S.A.C? 
OE1: Determinar la 
influencia de un 
sistema web en el ratio 
de impacto de 
incidencias sobre el 
cliente para el proceso 
de incidencias en la 
empresa AI 
Inversiones Palo Alto II 
S.A.C. 
HE1: El sistema web 
incrementa el ratio de 
impacto de incidencias 
sobre el cliente para el 
proceso de incidencias 
en la empresa AI 





I1: Ratio de impacto de incidencias 
sobre el cliente (RIIC) 
 
PE2: ¿ Cómo influye 
un sistema web en el 
ratio de resolución de 
incidencias para el 
proceso de incidencias 
en la empresa AI 
Inversiones Palo Alto II 
S.A.C? 
OE2: Determinar la 
influencia de un 
sistema web en el ratio 
de resolución de 
incidencias para el 
proceso de incidencias 
en la empresa AI 
Inversiones Palo Alto II 
S.A.C. 
HE2: El sistema web 
incrementa el ratio de 
resolución de 
incidencias para el 
proceso de incidencias 
en la empresa AI 
Inversiones Palo Alto II 
S.A.C. 
Resolución 






Anexo 2. Ficha técnica. Instrumento de recolección de datos 
Autor (es) Br. Espinoza Zevallos, Mirtha Olinda. 
Nombre del instrumento Ficha de registro. 
Lugar AI Inversiones Palo Alto II S.A.C. 
Fecha de aplicación Del 3 al 28 de agosto del 2020 (Test). 
Del 1 al 28 de septiembre del 2020 (ReTest). 
Del 1 al 28 de octubre del 2020 (Población). 
Del 2 al 27 de noviembre del 2020 (PreTest). 
Del 1 al 26 de mayo del 2021 (PostTest). 
Objetivo 
Determinar la influencia de un sistema web para el 
proceso de incidencias en la empresa AI Inversiones Palo 
Alto II S.A.C. 
Tiempo de duración 20 días (Análisis de lunes a viernes). 
 
 
Elección de técnica e instrumento 
Variable Técnica Instrumento 
Variable dependiente: 
















Anexo 3. Instrumento de investigación 







































Fecha de inicio 02 11 2020
Fecha de término 27 11 2020
Jornada laboral Lunes a viernes
Medida Fórmula









N° de incidencias 
con impacto 
sobre el cliente 
(NII)
N° total de 
incidencias(NTI)




1 02 11 2020 P1 U001 6 12 0.50
2 03 11 2020 P1 U002 4 14 0.29
3 04 11 2020 P1 U002 7 13 0.54
4 05 11 2020 P1 U002 5 12 0.42
5 06 11 2020 P1 U001 4 13 0.31
6 09 11 2020 P1 U002 3 12 0.25
7 10 11 2020 P1 U002 7 13 0.54
8 11 11 2020 P1 U002 6 14 0.43
9 12 11 2020 P1 U002 4 13 0.31
10 13 11 2020 P1 U002 3 12 0.25
11 16 11 2020 P1 U001 5 11 0.45
12 17 11 2020 P1 U001 7 12 0.58
13 18 11 2020 P1 U001 5 13 0.38
14 19 11 2020 P1 U001 3 12 0.25
15 20 11 2020 P1 U001 6 13 0.46
16 23 11 2020 P1 U002 4 12 0.33
17 24 11 2020 P1 U002 5 13 0.38
18 25 11 2020 P1 U002 3 12 0.25
19 26 11 2020 P1 U001 4 15 0.27






Instrumento de recolección de datos
Espinoza Zevallos, Mirtha Olinda
AI INVERSIONES PALO ALTO II 
S.A.C.
Ratio de impacto de 
incidencias sobre el cliente










Indicador: Ratio de impacto de incidencias sobre el cliente. PostTest (Muestra N.°2)  
  
 
Tipo de prueba PostTest (Muestra N.°2)
Fecha de inicio 03 05 2021
Fecha de término 28 05 2021
Jornada laboral Lunes a viernes
Medida Fórmula







N° de incidencias con 
impacto sobre el cliente 
(NII)
N° total de 
incidencias(NTI)
Ratio de impacto de 
incidencias sobre el 
cliente(RIIC)
1 03 05 2021 P1 U002 8 12 0.67
2 04 05 2021 P1 U002 11 14 0.79
3 05 05 2021 P1 U002 10 13 0.77
4 06 05 2021 P1 U002 11 12 0.92
5 07 05 2021 P1 U001 10 13 0.77
6 10 05 2021 P1 U002 7 12 0.58
7 11 05 2021 P1 U001 6 13 0.46
8 12 05 2021 P1 U002 10 14 0.71
9 13 05 2021 P1 U002 7 13 0.54
10 14 05 2021 P1 U001 10 12 0.83
11 17 05 2021 P1 U001 8 11 0.73
12 18 05 2021 P1 U001 11 12 0.92
13 19 05 2021 P1 U002 10 13 0.77
14 20 05 2021 P1 U002 11 12 0.92
15 21 05 2021 P1 U001 10 13 0.77
16 24 05 2021 P1 U001 9 12 0.75
17 25 05 2021 P1 U002 9 13 0.69
18 26 05 2021 P1 U002 6 12 0.50
19 27 05 2021 P1 U001 8 15 0.53







Instrumento de recolección de datos
Espinoza Zevallos, Mirtha Olinda
AI INVERSIONES PALO ALTO II S.A.C.
Ratio de impacto de incidencias sobre el cliente








































Tipo de prueba PreTest (Muestra N.°1)
Fecha de inicio 02 11 2020
Fecha de término27 11 2020
Jornada laboral Lunes a viernes
Medida Fórmula












N° total de 
incidencias (NTI)
Ratio de resolución de 
incidencias (RRI)
1 02 11 2020 P2 U001 6 12 0.50
2 03 11 2020 P2 U002 4 14 0.29
3 04 11 2020 P2 U002 5 13 0.38
4 05 11 2020 P2 U002 4 12 0.33
5 06 11 2020 P3 U001 5 13 0.38
6 09 11 2020 P1 U002 4 12 0.33
7 10 11 2020 P2 U002 5 13 0.38
8 11 11 2020 P3 U002 3 14 0.21
9 12 11 2020 P1 U002 5 13 0.38
10 13 11 2020 P1 U002 4 12 0.33
11 16 11 2020 P1 U001 5 11 0.45
12 17 11 2020 P1 U001 3 12 0.25
13 18 11 2020 P2 U001 6 13 0.46
14 19 11 2020 P3 U001 3 12 0.25
15 20 11 2020 P2 U001 2 13 0.15
16 23 11 2020 P3 U002 4 12 0.33
17 24 11 2020 P2 U002 3 13 0.23
18 25 11 2020 P2 U002 7 12 0.58
19 26 11 2020 P3 U001 6 15 0.40
20 27 11 2020 P3 U001 5 13 0.38
89 254 35%
 
Instrumento de recolección de datos
Espinoza Zevallos, Mirtha 
Olinda
AI Inversiones palo alto II 
S.A.C.




















Tipo de prueba PreTest (Muestra N.°2)
Fecha de inicio 03 05 2021
Fecha de término 28 05 2021
Jornada laboral Lunes a viernes
Medida Fórmula








N° de incidencias 
resueltas (NIR)
N° total de 
incidencias (NTI)
Ratio de resolución de 
incidencias (RRI)
1 03 05 2021 CP005 U002 10 12 0.83
2 04 05 2021 CP005 U002 11 14 0.79
3 05 05 2021 CP005 U002 9 13 0.69
4 06 05 2021 CP005 U002 9 12 0.75
5 07 05 2021 CP005 U001 8 13 0.62
6 10 05 2021 CP005 U002 12 12 1.00
7 11 05 2021 CP005 U001 13 13 1.00
8 12 05 2021 CP005 U002 13 14 0.93
9 13 05 2021 CP005 U002 11 13 0.85
10 14 05 2021 CP005 U001 9 12 0.75
11 17 05 2021 CP005 U001 9 11 0.82
12 18 05 2021 CP005 U001 7 12 0.58
13 19 05 2021 CP005 U002 10 13 0.77
14 20 05 2021 CP005 U002 6 12 0.50
15 21 05 2021 CP005 U001 11 13 0.85
16 24 05 2021 CP005 U001 7 12 0.58
17 25 05 2021 CP005 U002 13 13 1.00
18 26 05 2021 CP005 U002 10 12 0.83
19 27 05 2021 CP005 U001 13 15 0.87
20 28 05 2021 CP005 U001 11 13 0.85
202 254 80%
Instrumento de recolección de datos
Espinoza Zevallos, Mirtha Olinda
AI Inversiones palo alto II S.A.C.














Anexo 4. Base de datos experimental 
Tipo de análisis: Análisis Test-ReTest (Confiabilidad) 
Indicador: Ratio de impacto de incidencias sobre el cliente (RIIC) 
 
 
Indicador: Ratio de resolución de incidencias (RRI) 
 
Valores para el 
Test (Promedios 
de Agosto)






0.53 0.40 Test_RIIC ReTest_RIIC
0.76 0.37 Correlación de Pearson 1 ,656
**
0.61 0.35 Sig. (bilateral) ,002
0.67 0.61 N 20 20
0.66 0.40 Correlación de Pearson ,656** 1
0.50 0.46 Sig. (bilateral) ,002












NIVEL ACEPTABLE      0.60 ≤ Sig. ≤ 0.80






**. La correlación es significativa en el nivel 0,01 (bilateral).
Correlaciones
* Se concluye que está en un nivel aceptable ya que se obtuvo 
0.656, por ende existe confiabilidad.
Valores para el Test 
(Promedios de Agosto)





0.59 0.44 Test_RRI ReTest_RRI
0.76 0.55 Correlación de Pearson 1 ,654
**
0.46 0.37 Sig. (bilateral) ,002
0.72 0.56 N 20 20
0.66 0.51 Correlación de Pearson ,654** 1
0.58 0.42 Sig. (bilateral) ,002












CONFIABILIDAD:   0.654
NIVEL ACEPTABLE      0.60 ≤ Sig. ≤ 0.80
* Se concluye que está en un nivel aceptable ya que se obtuvo 










Anexo 5. Resultados de la confiabilidad del instrumento 
Nivel de la confiabilidad del instrumento 
Indicador: Ratio de impacto de incidencias sobre el cliente (RIIC) 
  
 
Se pudo observar que, se tuvo que para el indicador: Ratio de impacto de 
incidencias sobre el cliente (RIIC), tuvo un valor de 0.656, con lo cual se indicó 
que se encontraba en un nivel aceptable. 
 
Nivel de la confiabilidad del instrumento 
Indicador: Ratio de resolución de incidencias (RRI) 
 
 
Se pudo observar que, se tuvo que para el indicador: Indicador: Ratio de 
resolución de incidencias (RRI), tuvo un valor de 0.654, con lo cual se indicó que 




Anexo 6. Validación 










































































Anexo 7. Entrevista 







Anexo 8. Carta de aprobación del proyecto en la empresa 










Anexo 9. Carta de aceptación para la recolección de datos 
Carta de aceptación de recolección de datos para su análisis posterior 
 
 




Anexo 10: Acta de implementación del sistema web en la empresa 
Acta de confirmación del sistema web implementado en correcto funcionamiento 
 




Dra. Yesenia del Rosario Vásquez Valencia 
Coordinadora Académico de la E.P. de Ingeniería de Sistemas 
UNIVERSIDAD CÉSAR VALLEJO 
 
PRESENTE. - 
De mi mayor consideración: 
  Mediante la presente es grato dirigirme a Usted a fin de saludarla muy cordialmente 
a nombre de la empresa AI Inversiones Palo Alto II S.A.C. y a la vez informar el correcto 
desarrollo en implementación de la herramienta tecnológica, la cual brindó mejoras a nivel 
tecnológico y económico, perteneciente al proyecto: “SISTEMA WEB PARA EL PROCESO DE 
INCIDENCIAS EN LA EMPRESA AI INVERSIONES PALO ALTO II S.A.C.”, a la estudiante MIRTHA 
OLINDA ESPINOZA ZEVALLOS del X ciclo de la Escuela de Ingeniería de Sistemas, en la cual 
depositamos nuestra confianza para desarrollar dicho proyecto y esté a la espera de futuras 
actualizaciones. 
  Agradeciendo su atención a la presente, es propicia la oportunidad para expresarle 
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Anexo 11. Autorización para la realización y difusión de resultados 





Anexo 12. Valores de los rangos para la distribución de T de Student 
Identificación para el valor del T teórico como punto de corte del estudio 
 
En el desarrollo de la presente investigación se llevó a cabo un análisis estadístico 
haciendo uso de la prueba de hipótesis haciendo uso de la distribución de T de 
Student para poder contrastar la veracidad de las hipótesis de investigación 
planteadas, tanto para el primer indicador identificado: Ratio de impacto de 
incidencias sobre el cliente (RIIC), como para el segundo indicador identificado: 














En ambos indicadores se llevó a cabo el uso de la ficha de registro como 
instrumento de recolección de datos, encontrándose estratificado en 20 elementos 
(ítems), teniendo como valor para los grados de libertad (gl) a 19 y aplicando un 
nivel de confiabilidad del 95.00%, el cual equivale al valor de 0.05 como margen de 
error. En consecuencia, el valor para el T teórico adopta una equivalencia de 1.7291 




















Anexo 14. Desarrollo de la metodología de software 
Sistema web para el proceso de incidencias en la empresa 
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I.  Marco de trabajo de Scrum 
1.1 Identificación de requerimientos 
Requerimientos funcionales iniciales (RFI) 
Primero se tuvieron los requerimientos funcionales iniciales (RFI), identificados 
gracias a una entrevista realizada a los interesados (ver anexo 4), con el fin de 
lograr un adecuado funcionamiento del sistema web desarrollado para mejorar 
el proceso de incidencias en la empresa AI Inversiones Palo Alto II S.A.C. Los 
requerimientos funcionales iniciales identificados fueron evidenciados entre las 
tablas del 1 al 8. 
 
Tabla 1. Requerimiento funcional inicial – RFI01 
Id. Requerimiento: RFI01: Acceso al sistema. 
Entradas: Correo electrónico de acceso y clave de acceso. 
Salidas: Autenticación y acceso de acuerdo al rol de usuario. 
© Fuente: AI Inversiones Palo Alto II S.A.C. 
 
Tabla 2. Requerimiento funcional inicial – RFI02 
Id. Requerimiento: RFI02: Profesionales. 
Entradas: 
Cargo, nombres, apellidos, nombre de usuario, DNI, 
teléfono, correo electrónico, clave de acceso, rol de 
usuario  (nivel de privilegios), fecha de registro y estado 
de cuenta. 
Salidas: Registro, consulta, edición, impresión y anulación. 
© Fuente: AI Inversiones Palo Alto II S.A.C. 
 
Tabla 3. Requerimiento funcional inicial – RFI03 
Id. Requerimiento: RFI03: Categorías. 
Entradas: 
Servicio de negocio, categoría de nivel 1, categoría de 
nivel 2, categoría de nivel 3, tipo de categoría (incidente 
o solicitud) y nivel de privilegios (grupo de trabajo). 
Salidas: Registro, consulta, edición, impresión y anulación. 




Tabla 4. Requerimiento funcional inicial – RFI04 
Id. Requerimiento: RFI04: Artículos. 
Entradas: 
Fecha y hora de registro del artículo, fecha y hora de 
actualización del artículo, editor (profesional), título del 
artículo, archivo adjunto y estado. 
Salidas: Registro, consulta, edición y anulación. 
© Fuente: AI Inversiones Palo Alto II S.A.C. 
 
Tabla 5. Requerimiento funcional inicial – RFI05 
Id. Requerimiento: RFI05: Incidencias. 
Entradas: 
Fecha y hora de registro, fecha y hora de vencimiento, 
descripción, empresa, tipo de contacto, profesional 
asignado, usuario afectado, causa/raíz, categoría, 
prioridad, estado y datos del equipo. 
Salidas: Registro, consulta, edición, impresión y anulación. 
© Fuente: AI Inversiones Palo Alto II S.A.C. 
 
Tabla 6. Requerimiento funcional inicial – RFI06 
Id. Requerimiento: RFI06: Solicitudes. 
Entradas: 
Fecha y hora de registro, fecha y hora de vencimiento, 
descripción, empresa, tipo de contacto, profesional 
asignado, usuario afectado, causa/raíz, categoría, 
prioridad, estado y datos del equipo. 
Salidas: Registro, consulta, impresión y anulación. 
© Fuente: AI Inversiones Palo Alto II S.A.C. 
 
Tabla 7. Requerimiento funcional inicial – RFI07 
Id. Requerimiento: RFI07: Anexos. 
Entradas: 
Fecha y hora de registro, observaciones, nota de 
trabajo y archivo adjunto. 
Salidas: Registro, consulta, edición, impresión y anulación. 





Tabla 8. Requerimiento funcional inicial – RFI08 
Id. Requerimiento: RFI08: Situación actual. 
Entradas: Ninguna. 
Salidas: Consulta, Dashboard e impresión (KPI). 
© Fuente: AI Inversiones Palo Alto II S.A.C. 
 
Requerimientos no funcionales iniciales (RNFI) 
También se tuvieron los requerimientos no funcionales (RNFI), identificados 
gracias a una entrevista realizada a los interesados (ver anexo 4), con el fin de 
lograr un adecuado funcionamiento del sistema web desarrollado para mejorar 
el proceso de incidencias en la empresa AI Inversiones Palo Alto II S.A.C. Los 
requerimientos no funcionales identificados fueron evidenciados entre las 
tablas del 9 al 13. 
 
Tabla 9. Requerimiento no funcional inicial – RNFI01 
Id. Requerimiento: RNFI01: Perceptibilidad. 
Descripción: El sistema web debe ser fácil de entender. 
Prioridad: Muy alta. 
© Fuente: AI Inversiones Palo Alto II S.A.C. 
 
Tabla 10. Requerimiento no funcional inicial – RNFI02 
Id. Requerimiento: RNFI02: Interactividad. 
Descripción: 
El sistema web debe permitir el envío de mensajes a 
modo de notificación, vía correo y vía WhatsApp. 
Prioridad: Muy alta. 
© Fuente: AI Inversiones Palo Alto II S.A.C. 
 
Tabla 11. Requerimiento no funcional inicial – RNFI03 
Id. Requerimiento: RNFI03: Seguridad. 
Descripción: 
El sistema web debe brindar seguridad para el acceso 
al sistema, integridad y resguardo de información. 
Prioridad: Muy alta. 




Tabla 12. Requerimiento no funcional inicial – RNFI04 
Id. Requerimiento: RNFI04: Eficacia. 
Descripción: El sistema web debe realizar el proceso eficazmente. 
Prioridad: Muy alta. 
© Fuente: AI Inversiones Palo Alto II S.A.C. 
 
Tabla 13. Requerimiento no funcional inicial – RNFI05 
Id. Requerimiento: RNFI05 Escalabilidad. 
Descripción: El sistema web debe permitir futuras actualizaciones. 
Prioridad: Muy alta. 
© Fuente: AI Inversiones Palo Alto II S.A.C. 
 
1.2 Poda de requerimientos 
En esta sección se detallaron las historias de usuario del sistema, las cuales 
consisten en que a partir de los requerimientos funcionales iniciales 
identificados, se puedan plasmar de forma detallada las condiciones y 
restricciones del requerimiento, su iteración correspondiente (Sprint), su 
prioridad, su tiempo estimado en días y el nivel de acceso de usuario. 
 
Historia de usuario N.°1: Acceso al sistema 
Descripción: El acceso al sistema permitió a los usuarios que cuenten con 
privilegios en la base de datos que puedan acceder sin ningún tipo de problema, 
















Historia de usuario N.°1 - H001 
 Solo podrán acceder los encargados que administren el 
sistema y que cuenten con privilegios de acceso. 
 
 El sistema debe contar con una página de inicio de 
sesión para poder acceder al sistema correctamente. 













































Historia de usuario N.°2: Módulo de profesionales 
Descripción: El módulo de profesionales permitió a los administradores que 
puedan realizar el registro y mantenimiento de los profesionales pertenecientes 
al sistema (Privilegios y/o niveles de usuario: Analista, soporte Onsite, 













Historia de usuario N.°3: Módulo de categorías 
Descripción: El módulo de categorías permitió a los administradores que 
puedan realizar el registro y mantenimiento de las categorías pertenecientes al 


















Historia de usuario N.°2 - H002 
 Solo podrán acceder los encargados que administren el 
sistema y que cuenten con privilegios de administrador. 
 El sistema debe permitir el registro de un profesional 
nuevo. 
 El sistema debe contener el mantenimiento de los 
profesionales pertenecientes al sistema. 
















































Historia de usuario N.°3 - H003 
 Solo podrán acceder los encargados que administren el 
sistema y que cuenten con privilegios de administrador. 
 El sistema debe permitir el registro de una categoría 
nueva. 
 El sistema debe contener el mantenimiento de las 
categorías pertenecientes al sistema. 














































Historia de usuario N.°4: Módulo de artículos 
Descripción: El módulo de artículos permitió a los administradores que puedan 
realizar el registro y mantenimiento de los artículos pertenecientes al sistema 













Historia de usuario N.°5: Módulo de incidencias 
Descripción: El módulo de incidencias permitió a los usuarios que puedan 
realizar el registro y mantenimiento de las incidencias pertenecientes al sistema 



















Historia de usuario N.°4 - H004 
 Solo podrán acceder los encargados que administren el 
sistema y que cuenten con privilegios de administrador. 
 El sistema debe permitir el registro de un artículo nuevo. 
 El sistema debe contener el mantenimiento de los 
artículos y conocimientos pertenecientes al sistema. 
















































Historia de usuario N.°5 - H005 
 Solo podrán acceder los encargados que administren el 
sistema y que cuenten con privilegios de acceso. 
 El sistema debe permitir el registro de una incidencia 
nueva. 
 El sistema debe contener el mantenimiento de las 
incidencias pertenecientes al sistema. 
 El sistema debe permitir registrar un ticket (incidencia). 















































Historia de usuario N.°6: Módulo de solicitudes 
Descripción: El módulo de solicitudes permitió a los usuarios que puedan 
realizar el registro y mantenimiento de las solicitudes pertenecientes al sistema 













                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                         
 
Historia de usuario N.°7: Módulo de anexos 
Descripción: El módulo de anexos permitió a los usuarios que puedan realizar 
el registro de los anexos pertenecientes al sistema (considerando el registro de 

















Historia de usuario N.°7 - H007 
 Solo podrán acceder los encargados que administren el 
sistema y que cuenten con privilegios de acceso. 
 El sistema debe permitir el registro de un anexo nuevo. 

















































Historia de usuario N.°6 - H006 
 Solo podrán acceder los encargados que administren el 
sistema y que cuenten con privilegios de acceso. 
 El sistema debe permitir el registro de una solicitud 
nueva. 
 El sistema debe contener el mantenimiento de las 
solicitudes pertenecientes al sistema. 
 El sistema debe permitir registrar un ticket (solicitud). 















































Historia de usuario N.°8: Módulo de indicadores 
Descripción: El módulo de indicadores permitió a los administradores que 
puedan visualizar la situación actual a través de dos indicadores claves 
pertenecientes al sistema (con la opción de ser visualizados sobre más de un 
















1.3 Scrum Team (Equipo de Scrum) 
Se contó con un equipo de trabajo para optimizar la ejecución de 
requerimientos. En la tabla 14, se pudo observar el equipo de Scrum, en el cual 
estuvo conformado por cinco participantes, indicando su cargo y rol. 
 
Tabla 14. Equipo de Scrum 
Encargado Cargo Rol 
Sánchez Hinojoza, Cristian Supervisor de Mesa Product Owner 
Lozano Fernández, Rony Jefe de TI Scrum Master 
Puscán Remón, Deysi Lucero Analista Team Developer 
Espinoza Zevallos, Mirtha Olinda Programadora Team Developer 
Vargas Flores, Rosa Cristina Administradora de BD Team Developer 






Historia de usuario N.°8 - H008 
 Solo podrán acceder los encargados que administren el 
sistema y que cuenten con privilegios de administrador. 
 El sistema debe permitir visualizar el reporte del ratio de 
impacto de incidencias sobre el cliente (RIIC). 
 El sistema debe permitir visualizar el reporte del ratio de 
resolución de incidencias (RRI). 
 El sistema debe permitir visualizar gráficos a modo de 
Dashboard sobre la situación actual en el inicio. 















































1.4 Product Backlog (Pila del producto inicial) 
El Product Backlog fue parte vital del desarrollo de dicha investigación puesto 
que fue el punto de partida por lo que fue tomado como cronograma inicial. 
 
Matriz de impacto 
Esta sección nos permitió conocer el impacto de prioridad de una tarea 
identificada previamente como requerimiento funcional inicial (RFI), dentro de 
las historias de usuario y posteriormente poder plasmarlo en el Product Backlog 
(Pila del producto inicial). En la tabla 15, se pudo observar la matriz de impacto 
de prioridades. 
 
Tabla 15. Matriz de impacto de prioridades 
Impacto de prioridad 




Muy baja 5 
 
En la tabla 16, se pudo apreciar el Product Backlog, en el cual se tuvieron los 
requerimientos funcionales, con su historia de usuario, impacto y tiempos. Se 
tuvieron 16 requerimientos funcionales finales (RFF) para el desarrollo del 
sistema web para mejorar el proceso de incidencias en la AI Inversiones Palo 
Alto II S.A.C. 
 
Leyenda:  
- RFXX: Código de identificación del requerimiento funcional. 
- HXXX: Código de identificación de la historia de usuario. 
- I.P.: Impacto de prioridad (ver tabla 15). 
- T.E.: Tiempo estimado (planificado) del requerimiento (Medición en días). 





Tabla 16. Pila del producto inicial 
Ítem Requerimiento funcional Historia T.E. T.R. I.P. 
RF01 Debe contar con una página de inicio de sesión. H001 6 5 1 
RF02 Debe permitir registrar un profesional. H002 2 1 1 
RF03 
Debe permitir interactuar con el módulo de 
profesionales. 
H002 3 2 1 
RF04 Debe permitir registrar una categoría. H003 2 3 1 
RF05 
Debe permitir interactuar con el módulo de 
categorías. 
H003 3 2 1 
RF06 Debe permitir registrar un artículo. H004 2 2 3 
RF07 
Debe permitir interactuar con el módulo de 
artículos. 
H004 3 2 3 
RF08 
Debe permitir interactuar con el módulo de base 
de conocimientos. 
H004 3 1 3 
RF09 Debe permitir registrar un ticket. H005 2 2 1 
RF10 Debe permitir registrar una incidencia. H005 3 4 1 
RF11 
Debe permitir interactuar con el módulo de 
incidencias. 
H005 3 4 1 
RF12 Debe permitir registrar una solicitud. H006 3 2 1 
RF13 
Debe permitir interactuar con el módulo de 
solicitudes. 
H006 3 2 1 
RF14 Debe permitir registrar un anexo. H007 3 2 2 
RF15 
Debe permitir visualizar el reporte del ratio de 
impacto de incidencias sobre el cliente (RIIC). 
H008 3 4 1 
RF16 
Debe permitir visualizar el reporte del ratio de 
resolución de incidencias (RRI). 
H008 3 3 1 
© Fuente: AI Inversiones Palo Alto II S.A.C. 
 
1.5 Sprint Backlog (Lista de tareas por iteración) 
El Sprint Backlog es el listado de los requerimientos funcionales finales (RFF) 
plasmados en el Product Backlog, pero agrupados en las iteraciones del 






Tabla 17. Lista de tareas por iteración 
Ítem Requerimiento funcional Historia T.E. T.R. I.P. 
Sprint 
1 
RF01: Debe contar con una página de inicio de 
sesión. 
H001 6 5 1 
Sprint 
2 
RF02: Debe permitir registrar un profesional. H002 2 1 1 
RF03: Debe permitir interactuar con el módulo 
de profesionales. 
H002 3 2 1 
RF04: Debe permitir registrar una categoría. H003 2 3 1 
RF05: Debe permitir interactuar con el módulo 
de categorías. 
H003 3 2 1 
Sprint 
3 
RF06: Debe permitir registrar un artículo. H004 2 2 3 
RF07: Debe permitir interactuar con el módulo 
de artículos. 
H004 3 2 3 
Sprint 
4 
RF08: Debe permitir interactuar con el módulo 
de base de conocimientos. 
H004 3 1 3 
RF09: Debe permitir registrar un ticket. H005 2 2 1 
Sprint 
5 
RF10: Debe permitir registrar una incidencia. H005 3 4 1 
RF11: Debe permitir interactuar con el módulo 
de incidencias. 
H005 3 4 1 
RF12: Debe permitir registrar una solicitud. H006 3 2 1 
RF13: Debe permitir interactuar con el módulo 
de solicitudes. 
H006 3 2 1 
RF14: Debe permitir registrar un anexo. H007 3 2 2 
Sprint 
6 
RF15: Debe permitir visualizar el reporte del 
ratio de impacto de incidencias sobre el cliente 
(RIIC). 
H008 3 4 1 
RF16: Debe permitir visualizar el reporte del 
ratio de resolución de incidencias (RRI). 
H008 3 3 1 
© Fuente: AI Inversiones Palo Alto II S.A.C. 
 
Como consolidado del uso de los artefactos de Scrum, teniendo al Product 
Backlog y Sprint Backlog, se tuvo como resultado la obtención de 16 
requerimientos funcionales finales, los cuales se encuentran estratificados 




1.6 Plan de trabajo 
El plan de trabajo consistió en tener todas las actividades dentro de un 
cronograma, incluyendo cada evento, rol y artefacto de la metodología de 
desarrollo de software del sistema web, la cual fue la metodología Scrum. 
 
Plan de trabajo del proyecto 
- Fecha de inicio: 5 de enero del 2021. 
- Fecha de término: 21 de mayo del 2021. 
- Duración del proyecto (días): 118 días hábiles. 
- Duración del desarrollo (días): 100 días hábiles. 
- Número de tareas del proyecto (tasks): 57 tareas. 
- Número de requerimientos funcionales (RF): 16 RF. 
- Número de requerimientos no funcionales (RNF): 5 RNF. 
- Número de historias de usuario del sistema: 8 historias de usuario. 
- Número de iteraciones del proyecto (Sprints): 6 iteraciones (Sprints). 
- Número de días promedio por iteración (Sprints): 17 días (Sprints). 
- Número de integrantes del equipo (Team Scrum): 5 integrantes. 
 
En la figura 9, se pudo observar el cronograma de actividades detallado en el 
cual se evidencian todas las tareas, su duración respectiva (días hábiles), su 
fecha de inicio, su fecha de término y su respectivo diagrama de Gantt, así mismo 
se visualiza el porcentaje (%) completado de cada tarea, su tarea predecesora 
(dependencia de otra tarea) y su recurso humano asignado, siendo el rol 
correspondiente del Team Developer quien realizó la actividad, teniendo de estar 
















































































II.  Fase preliminar 
2.1 Planteamiento de avance del proyecto 
El presente documento brindó todo el proceso de desarrollo del sistema web 
para mejorar el proceso de incidencias en la AI Inversiones Palo Alto II S.A.C. 
ubicada con la dirección postal de la avenida Petit Thouars Nro. 4957, en la 
localidad de Miraflores, Lima. Se llevó a cabo el uso de la metodología Scrum, 
ya que dicha metodología de desarrollo de software del sistema web fue validada 
y seleccionada por los tres expertos de grado magister o superior. 
 
Dentro del marco de trabajo de Scrum, primero se identificaron los 
requerimientos iniciales, tanto los requerimientos funcionales y los 
requerimientos no funcionales. Luego se tuvo el agrupamiento de dichos 
requerimientos en el llamado poda de requerimientos, en el cual se mostró su 
historia de usuario, su iteración (Sprint), sus condiciones y restricciones, su 
prioridad, su duración y quien podrá utilizarlo. Una vez identificadas las 
necesidades del proyecto, se tuvieron las actas del proyecto que validaron y 
formalizaron el desarrollo e implementación del mismo, entre ellas el acta de 
constitución o también llamado Project Charter (ver anexo 1), declaración de 
visión y avance del proyecto (ver anexo 2), identificación de riesgos del proyecto 
(ver anexo 3) y el acta de requerimientos iniciales del proyecto (ver anexo 4). 
Posterior a ello, se definió al Scrum Team (Equipo de trabajo), quiénes 
desarrollaron el proyecto. Se procedió a realizar la creación del Product Backlog 
(Pila del producto inicial), el cual consistió en agrupar los requerimientos 
funcionales del sistema mostrando su código de historia de usuario, su tiempo 
estimado, su tiempo requerido y su impacto de prioridad. Una vez finalizado este 
listado, se procedió a pasarlo en el Sprint Backlog (Lista de tareas por iteración), 
el cual consistió en agrupar cada tarea por iteración (Sprint). En consecuencia, 
se pudo desarrollar el plan de trabajo que consistió en la creación del 
cronograma de actividades indicando la fecha de inicio, fecha de término, 
duración, tarea predecesora, porcentaje completado de la tarea y los recursos 





Con respecto a la fase preliminar, se tuvo el planteamiento de avance del 
proyecto que consistió en la descripción de los pasos a realizar para elaborar el 
proyecto. Se definieron las herramientas de desarrollo y se diseñó el modelo 
lógico y físico de la base de datos, finalizando así la fase preliminar. Como última 
sección de la metodología Scrum se tuvo el desarrollo de Sprints. Cada iteración 
inició elaborando un acta de inicio de Sprint (ver anexo 5), posterior a ello se 
elaboró el Scrum Taskboard (Pizarra de tareas), en dónde se pudo observar los 
requerimientos funcionales pertenecientes a dicho Sprint y su estado de avance. 
Se procedió a diseñar el prototipo correspondiente al requerimiento funcional, 
luego se codificó y finalmente se tuvo la interfaz gráfica de usuario (GUI). Una 
vez realizado este proceso por cada requerimiento del Sprint actual, se elaboró 
el Burndown Chart (Diagrama de avance), en el cual se compararon los tiempos 
estimados (T.E.) con los tiempos requeridos (T.R.). Se elaboró el acta de 
pruebas funcionales y retrospectiva de Sprint (ver anexo 6), confirmando el 
estado de las tareas desarrolladas y el aprendizaje obtenido de lo hecho. 
Finalizando con el acta de reunión de cierre del Sprint (ver anexo 7). 
 
2.2 Herramientas de desarrollo 
Para la elaboración del proyecto se contó con diversas herramientas de 
desarrollo, las cuales pudieron ser evidenciadas en la tabla 18. 
 
Tabla 18. Herramientas de desarrollo 
Herramienta Versión Descripción 
AdminLTE 3.0.5 Framework de diseño con Bootstrap 
PHP 7.2.5 Lenguaje de programación principal 
Sublime Text 3.2.2 Editor de código para la programación 
Xampp 3.2.2 Gestión de la base de datos en MySQL 
Navicat Premium 12.0.9 Modelamiento de la base de datos 
Microsoft Project 2019 Elaboración del cronograma de Gantt 
Balsamiq Mockups 3.5.17 Diseño de los prototipos del sistema 
Microsoft Excel 2019 Elaboración del Burndown Chart 




2.3 Modelados de la base de datos 
Modelo lógico de la base de datos 
Se llevó a cabo la elaboración del diseño conceptual del proyecto, el cual partió 
de un modelo conceptual para poder plasmarlo en el modelo lógico de la base 
de datos, el cual fue evidenciado en la figura 10. 
 
  















































Modelo físico de la base de datos 
Una vez realizado el modelo lógico de la base de datos, se procedió a detallarlo 
de forma más específica indicando tipo de valores, longitudes además del uso 
de llaves. En la figura 11, se pudo observar el modelo físico de la base de datos. 
 
 

































































III. Desarrollo de Sprints 
3.1 Sprint 1: Acceso al sistema 
Se dio por iniciado el Sprint 1, a partir del acta de inicio de Sprint (ver anexo 5). 
En la tabla 19, se pudo evidenciar las tareas correspondientes del Sprint 1, 
elaborando por cada requerimiento funcional: Prototipo preliminar, captura de 
parte del código requerido y captura de la interfaz gráfica de usuario (GUI). 
 
Tabla 19. Scrum Taskboard del Sprint 1 
Requerimiento funcional Historia T.E. T.R. I.P. Estado 
RF01: Debe contar con una página de 
inicio de sesión. 
H001 6 5 1 Completado 
© Fuente: AI Inversiones Palo Alto II S.A.C. 
 
Implementación de los requerimientos funcionales del Sprint 1 
RF01: Debe contar con una página de inicio de sesión. 
 
Prototipo preliminar del RF01 
En la figura 12, se pudo apreciar el prototipo desarrollado correspondiente al 
requerimiento funcional en mención (RF01) a la espera de su aprobación. 
 
 








































Codificación del RF01 
En la figura 13, se pudo apreciar parte del código que hace posible el adecuado 
desarrollo del requerimiento funcional solicitado (RF01). 
 
 
Figura 13. Codificación – RF01 
 
Interfaz gráfica de usuario del RF01 
En la figura 14, se pudo apreciar la interfaz gráfica de usuario (GUI), desarrollada 
del requerimiento funcional solicitado (RF01) a partir del prototipo aprobado y su 
respectiva codificación previa. 
 
 












































































Progreso de avance del Sprint 1 
Se tuvo el acta de pruebas funcionales y retrospectiva de Sprint (ver anexo 6), 
en dónde se validó que las tareas del Sprint 1 fueran completadas. Posterior a 
ello, se tuvo el gráfico de avance, brindando la comparación de los tiempos 
estimados (T.E.) con los tiempos requeridos (T.R.) de cada entregable del Sprint 
actual. En la figura 15, se pudo observar el gráfico de avance del Sprint 1. 
Finalmente se elaboró el acta de reunión de cierre del Sprint 1 (ver anexo 7). 
 
 
Figura 15. Burndown Chart – Sprint 1 
 
3.2 Sprint 2: Mantenimiento 
Se dio por iniciado el Sprint 2, a partir del acta de inicio de Sprint (ver anexo 5). 
En la tabla 20, se pudo evidenciar las tareas correspondientes del Sprint 2, 
elaborando por cada requerimiento funcional: Prototipo preliminar, captura de 
parte del código requerido y captura de la interfaz gráfica de usuario (GUI). 
 
Tabla 20. Scrum Taskboard del Sprint 2 
Requerimiento funcional Historia T.E. T.R. I.P. Estado 
RF02: Debe permitir registrar un 
profesional. 
H002 2 1 1 Completado 
RF03: Debe permitir interactuar con el 
módulo de profesionales. 
H002 3 2 1 Completado 
RF04: Debe permitir registrar una 
categoría. 
H003 2 3 1 Completado 
RF05: Debe permitir interactuar con el 
módulo de categorías. 
H003 3 2 1 Completado 
© Fuente: AI Inversiones Palo Alto II S.A.C. 
 
Implementación de los requerimientos funcionales del Sprint 2 








































Prototipo preliminar del RF02 
En la figura 16, se pudo apreciar el prototipo desarrollado correspondiente al 
requerimiento funcional en mención (RF02) a la espera de su aprobación.  
 
 
Figura 16. Prototipo preliminar – RF02 
 
Codificación del RF02 
En la figura 17, se pudo apreciar parte del código que hace posible el adecuado 
desarrollo del requerimiento funcional solicitado (RF02). 
 
 












































































Interfaz gráfica de usuario del RF02 
En la figura 18, se pudo apreciar la interfaz gráfica de usuario (GUI), desarrollada 
del requerimiento funcional solicitado (RF02) a partir del prototipo aprobado y su 
respectiva codificación previa. 
 
 
Figura 18. Interfaz gráfica de usuario (GUI) – RF02 
 
RF03: Debe permitir interactuar con el módulo de profesionales. 
 
Prototipo preliminar del RF03 
En la figura 19, se pudo apreciar el prototipo desarrollado correspondiente al 
requerimiento funcional en mención (RF03) a la espera de su aprobación.  
 
 












































































Codificación del RF03 
En la figura 20, se pudo apreciar parte del código que hace posible el adecuado 
desarrollo del requerimiento funcional solicitado (RF03). 
 
 
Figura 20. Codificación – RF03 
 
Interfaz gráfica de usuario del RF03 
En la figura 21, se pudo apreciar la interfaz gráfica de usuario (GUI), desarrollada 
del requerimiento funcional solicitado (RF03) a partir del prototipo aprobado y su 
respectiva codificación previa. 
 
 












































































RF04: Debe permitir registrar una categoría. 
 
Prototipo preliminar del RF04 
En la figura 22, se pudo apreciar el prototipo desarrollado correspondiente al 
requerimiento funcional en mención (RF04) a la espera de su aprobación.  
 
 
Figura 22. Prototipo preliminar – RF04 
 
Codificación del RF04 
En la figura 23, se pudo apreciar parte del código que hace posible el adecuado 
desarrollo del requerimiento funcional solicitado (RF04). 
 
 












































































Interfaz gráfica de usuario del RF04 
En la figura 24, se pudo apreciar la interfaz gráfica de usuario (GUI), desarrollada 
del requerimiento funcional solicitado (RF04) a partir del prototipo aprobado y su 
respectiva codificación previa. 
 
 
Figura 24. Interfaz gráfica de usuario (GUI) – RF04 
 
RF05: Debe permitir interactuar con el módulo de categorías. 
 
Prototipo preliminar del RF05 
En la figura 25, se pudo apreciar el prototipo desarrollado correspondiente al 
requerimiento funcional en mención (RF05) a la espera de su aprobación.  
 
 












































































Codificación del RF05 
En la figura 26, se pudo apreciar parte del código que hace posible el adecuado 
desarrollo del requerimiento funcional solicitado (RF05). 
 
 
Figura 26. Codificación – RF05 
 
Interfaz gráfica de usuario del RF05 
En la figura 27, se pudo apreciar la interfaz gráfica de usuario (GUI), desarrollada 
del requerimiento funcional solicitado (RF05) a partir del prototipo aprobado y su 
respectiva codificación previa. 
 












































































Progreso de avance del Sprint 2 
Se tuvo el acta de pruebas funcionales y retrospectiva de Sprint (ver anexo 6), 
en dónde se validó que las tareas del Sprint 2 fueron completadas. Posterior a 
ello, se tuvo el gráfico de avance, brindando la comparación de los tiempos 
estimados (T.E.) con los tiempos requeridos (T.R.) de cada entregable del Sprint 
actual. En la figura 28, se pudo observar el gráfico de avance del Sprint 2. 
Finalmente se elaboró el acta de reunión de cierre del Sprint 2 (ver anexo 7). 
 
 
Figura 28. Burndown Chart – Sprint 2 
 
3.3 Sprint 3: Conocimientos 
Se dio por iniciado el Sprint 3, a partir del acta de inicio de Sprint (ver anexo 5). 
En la tabla 21, se pudo evidenciar las tareas correspondientes del Sprint 3, 
elaborando por cada requerimiento funcional: Prototipo preliminar, captura de 
parte del código requerido y captura de la interfaz gráfica de usuario (GUI). 
 
Tabla 21. Scrum Taskboard del Sprint 3 
Requerimiento funcional Historia T.E. T.R. I.P. Estado 
RF06: Debe permitir registrar un artículo. H004 2 2 3 Completado 
RF07: Debe permitir interactuar con el 
módulo de artículos. 
H004 3 2 3 Completado 
© Fuente: AI Inversiones Palo Alto II S.A.C. 
 
Implementación de los requerimientos funcionales del Sprint 3 








































Prototipo preliminar del RF06 
En la figura 29, se pudo apreciar el prototipo desarrollado correspondiente al 
requerimiento funcional en mención (RF06) a la espera de su aprobación.  
 
 
Figura 29. Prototipo preliminar – RF06 
 
Codificación del RF06 
En la figura 30, se pudo apreciar parte del código que hace posible el adecuado 
desarrollo del requerimiento funcional solicitado (RF06). 
 
 












































































Interfaz gráfica de usuario del RF06 
En la figura 31, se pudo apreciar la interfaz gráfica de usuario (GUI), desarrollada 
del requerimiento funcional solicitado (RF06) a partir del prototipo aprobado y su 
respectiva codificación previa. 
 
 
Figura 31. Interfaz gráfica de usuario (GUI) – RF06 
 
RF07: Debe permitir interactuar con el módulo de artículos. 
 
Prototipo preliminar del RF07 
En la figura 32, se pudo apreciar el prototipo desarrollado correspondiente al 
requerimiento funcional en mención (RF07) a la espera de su aprobación.  
 
 












































































Codificación del RF07 
En la figura 33, se pudo apreciar parte del código que hace posible el adecuado 
desarrollo del requerimiento funcional solicitado (RF07). 
 
 
Figura 33. Codificación – RF07 
 
Interfaz gráfica de usuario del RF07 
En la figura 34, se pudo apreciar la interfaz gráfica de usuario (GUI), desarrollada 
del requerimiento funcional solicitado (RF07) a partir del prototipo aprobado y su 
respectiva codificación previa. 
 
 












































































Progreso de avance del Sprint 3 
Se tuvo el acta de pruebas funcionales y retrospectiva de Sprint (ver anexo 6), 
en dónde se validó que las tareas del Sprint 3 fueron completadas. Posterior a 
ello, se tuvo el gráfico de avance, brindando la comparación de los tiempos 
estimados (T.E.) con los tiempos requeridos (T.R.) de cada entregable del Sprint 
actual. En la figura 35, se pudo observar el gráfico de avance del Sprint 3. 
Finalmente se elaboró el acta de reunión de cierre del Sprint 3 (ver anexo 7). 
 
 
Figura 35. Burndown Chart – Sprint 3 
 
3.4 Sprint 4: Vista usuario 
Se dio por iniciado el Sprint 4, a partir del acta de inicio de Sprint (ver anexo 5). 
En la tabla 22, se pudo evidenciar las tareas correspondientes del Sprint 4, 
elaborando por cada requerimiento funcional: Prototipo preliminar, captura de 
parte del código requerido y captura de la interfaz gráfica de usuario (GUI). 
 
Tabla 22. Scrum Taskboard del Sprint 4 
Requerimiento funcional Historia T.E. T.R. I.P. Estado 
RF08: Debe permitir interactuar con el 
módulo de base de conocimientos. 
H004 3 1 3 Completado 
RF09: Debe permitir registrar un ticket. H005 2 2 1 Completado 
© Fuente: AI Inversiones Palo Alto II S.A.C. 
 
Implementación de los requerimientos funcionales del Sprint 4 








































Prototipo preliminar del RF08 
En la figura 36, se pudo apreciar el prototipo desarrollado correspondiente al 
requerimiento funcional en mención (RF08) a la espera de su aprobación.  
 
 
Figura 36. Prototipo preliminar – RF08 
 
Codificación del RF08 
En la figura 37, se pudo apreciar parte del código que hace posible el adecuado 
desarrollo del requerimiento funcional solicitado (RF08). 
 
 












































































Interfaz gráfica de usuario del RF08 
En la figura 38, se pudo apreciar la interfaz gráfica de usuario (GUI), desarrollada 
del requerimiento funcional solicitado (RF08) a partir del prototipo aprobado y su 
respectiva codificación previa. 
 
 
Figura 38. Interfaz gráfica de usuario (GUI) – RF08 
 
RF09: Debe permitir registrar un ticket. 
 
Prototipo preliminar del RF09 
En la figura 39, se pudo apreciar el prototipo desarrollado correspondiente al 
requerimiento funcional en mención (RF09) a la espera de su aprobación.  
 
 












































































Codificación del RF09 
En la figura 40, se pudo apreciar parte del código que hace posible el adecuado 
desarrollo del requerimiento funcional solicitado (RF09). 
 
 
Figura 40. Codificación – RF09 
 
Interfaz gráfica de usuario del RF09 
En la figura 41, se pudo apreciar la interfaz gráfica de usuario (GUI), desarrollada 
del requerimiento funcional solicitado (RF09) a partir del prototipo aprobado y su 
respectiva codificación previa. 
 
 












































































Progreso de avance del Sprint 4 
Se tuvo el acta de pruebas funcionales y retrospectiva de Sprint (ver anexo 6), 
en dónde se validó que las tareas del Sprint 4 fueron completadas. Posterior a 
ello, se tuvo el gráfico de avance, brindando la comparación de los tiempos 
estimados (T.E.) con los tiempos requeridos (T.R.) de cada entregable del Sprint 
actual. En la figura 42, se pudo observar el gráfico de avance del Sprint 4. 
Finalmente se elaboró el acta de reunión de cierre del Sprint 4 (ver anexo 7). 
 
 
Figura 42. Burndown Chart – Sprint 4 
 
3.5 Sprint 5: Diligencias 
Se dio por iniciado el Sprint 5, a partir del acta de inicio de Sprint (ver anexo 5). 
En la tabla 23, se pudo evidenciar las tareas correspondientes del Sprint 5, 
elaborando por cada requerimiento funcional: Prototipo preliminar, captura de 
parte del código requerido y captura de la interfaz gráfica de usuario (GUI). 
 
Tabla 23. Scrum Taskboard del Sprint 5 
Requerimiento funcional Historia T.E. T.R. I.P. Estado 
RF10: Debe permitir registrar una 
incidencia. 
H005 3 4 1 Completado 
RF11: Debe permitir interactuar con el 
módulo de incidencias. 
H005 3 4 1 Completado 
RF12: Debe permitir registrar una 
solicitud. 
H006 3 2 1 Completado 
RF13: Debe permitir interactuar con el 
módulo de solicitudes. 
H006 3 2 1 Completado 
RF14: Debe permitir registrar un anexo. H007 3 2 2 Completado 








































Implementación de los requerimientos funcionales del Sprint 5 
RF10: Debe permitir registrar una incidencia. 
 
Prototipo preliminar del RF10 
En la figura 43, se pudo apreciar el prototipo desarrollado correspondiente al 
requerimiento funcional en mención (RF10) a la espera de su aprobación.  
 
 
Figura 43. Prototipo preliminar – RF10 
 
Codificación del RF10 
En la figura 44, se pudo apreciar parte del código que hace posible el adecuado 
desarrollo del requerimiento funcional solicitado (RF10). 
 
 












































































Interfaz gráfica de usuario del RF10 
En la figura 45, se pudo apreciar la interfaz gráfica de usuario (GUI), desarrollada 
del requerimiento funcional solicitado (RF10) a partir del prototipo aprobado y su 
respectiva codificación previa. 
 
 
Figura 45. Interfaz gráfica de usuario (GUI) – RF10 
 
RF11: Debe permitir interactuar con el módulo de incidencias. 
 
Prototipo preliminar del RF11 
En la figura 46, se pudo apreciar el prototipo desarrollado correspondiente al 
requerimiento funcional en mención (RF11) a la espera de su aprobación.  
 
 












































































Codificación del RF11 
En la figura 47, se pudo apreciar parte del código que hace posible el adecuado 
desarrollo del requerimiento funcional solicitado (RF11). 
 
 
Figura 47. Codificación – RF11 
 
Interfaz gráfica de usuario del RF11 
En la figura 48, se pudo apreciar la interfaz gráfica de usuario (GUI), desarrollada 
del requerimiento funcional solicitado (RF11) a partir del prototipo aprobado y su 
respectiva codificación previa. 
 
 












































































RF12: Debe permitir registrar una solicitud. 
 
Prototipo preliminar del RF12 
En la figura 49, se pudo apreciar el prototipo desarrollado correspondiente al 
requerimiento funcional en mención (RF12) a la espera de su aprobación.  
 
 
Figura 49. Prototipo preliminar – RF12 
 
Codificación del RF12 
En la figura 50, se pudo apreciar parte del código que hace posible el adecuado 
desarrollo del requerimiento funcional solicitado (RF12). 
 
 












































































Interfaz gráfica de usuario del RF12 
En la figura 51, se pudo apreciar la interfaz gráfica de usuario (GUI), desarrollada 
del requerimiento funcional solicitado (RF12) a partir del prototipo aprobado y su 
respectiva codificación previa. 
 
 
Figura 51. Interfaz gráfica de usuario (GUI) – RF12 
 
RF13: Debe permitir interactuar con el módulo de solicitudes. 
 
Prototipo preliminar del RF13 
En la figura 52, se pudo apreciar el prototipo desarrollado correspondiente al 
requerimiento funcional en mención (RF13) a la espera de su aprobación.  
 
 












































































Codificación del RF13 
En la figura 53, se pudo apreciar parte del código que hace posible el adecuado 
desarrollo del requerimiento funcional solicitado (RF13). 
 
 
Figura 53. Codificación – RF13 
 
Interfaz gráfica de usuario del RF13 
En la figura 54, se pudo apreciar la interfaz gráfica de usuario (GUI), desarrollada 
del requerimiento funcional solicitado (RF13) a partir del prototipo aprobado y su 
respectiva codificación previa. 
 
 












































































RF14: Debe permitir registrar un anexo. 
 
Prototipo preliminar del RF14 
En la figura 55, se pudo apreciar el prototipo desarrollado correspondiente al 
requerimiento funcional en mención (RF14) a la espera de su aprobación.  
 
 
Figura 55. Prototipo preliminar – RF14 
 
Codificación del RF14 
En la figura 56, se pudo apreciar parte del código que hace posible el adecuado 
desarrollo del requerimiento funcional solicitado (RF14). 
 
 












































































Interfaz gráfica de usuario del RF14 
En la figura 57, se pudo apreciar la interfaz gráfica de usuario (GUI), desarrollada 
del requerimiento funcional solicitado (RF14) a partir del prototipo aprobado y su 
respectiva codificación previa. 
 
 
Figura 57. Interfaz gráfica de usuario (GUI) – RF14 
 
Progreso de avance del Sprint 5 
Se tuvo el acta de pruebas funcionales y retrospectiva de Sprint (ver anexo 6), 
en dónde se validó que las tareas del Sprint 5 fueron completadas. Posterior a 
ello, se tuvo el gráfico de avance, brindando la comparación de los tiempos 
estimados (T.E.) con los tiempos requeridos (T.R.) de cada entregable del Sprint 
actual. En la figura 58, se pudo observar el gráfico de avance del Sprint 5. 
Finalmente se elaboró el acta de reunión de cierre del Sprint 5 (ver anexo 7). 
 
 












































































3.6 Sprint 6: Seguimiento 
Se dio por iniciado el Sprint 6, a partir del acta de inicio de Sprint (ver anexo 5). 
En la tabla 24, se pudo evidenciar las tareas correspondientes del Sprint 6, 
elaborando por cada requerimiento funcional: Prototipo preliminar, captura de 
parte del código requerido y captura de la interfaz gráfica de usuario (GUI). 
 
Tabla 24. Scrum Taskboard del Sprint 6 
Requerimiento funcional Historia T.E. T.R. I.P. Estado 
RF15: Debe permitir visualizar el reporte del 
ratio de impacto de incidencias sobre el 
cliente (RIIC). 
H008 3 4 1 Completado 
RF16: Debe permitir visualizar el reporte del 
ratio de resolución de incidencias (RRI). 
H008 3 3 1 Completado 
© Fuente: AI Inversiones Palo Alto II S.A.C. 
 
Implementación de los requerimientos funcionales del Sprint 6 
RF15: Debe permitir visualizar el reporte del ratio de impacto de incidencias 
sobre el cliente (RIIC). 
 
Prototipo preliminar del RF15 
En la figura 59, se pudo apreciar el prototipo desarrollado correspondiente al 
requerimiento funcional en mención (RF15) a la espera de su aprobación. 
 
 








































Codificación del RF15 
En la figura 60, se pudo apreciar parte del código que hace posible el adecuado 
desarrollo del requerimiento funcional solicitado (RF15). 
 
 
Figura 60. Codificación – RF15 
 
Interfaz gráfica de usuario del RF15 
En la figura 61, se pudo apreciar la interfaz gráfica de usuario (GUI), desarrollada 
del requerimiento funcional solicitado (RF15) a partir del prototipo aprobado y su 
respectiva codificación previa. 
 
 












































































RF16: Debe permitir visualizar el reporte del ratio de resolución de incidencias 
(RRI). 
 
Prototipo preliminar del RF16 
En la figura 62, se pudo apreciar el prototipo desarrollado correspondiente al 
requerimiento funcional en mención (RF16) a la espera de su aprobación.  
 
 
Figura 62. Prototipo preliminar – RF16 
 
Codificación del RF16 
En la figura 63, se pudo apreciar parte del código que hace posible el adecuado 
desarrollo del requerimiento funcional solicitado (RF16). 
 
 












































































Interfaz gráfica de usuario del RF16 
En la figura 64, se pudo apreciar la interfaz gráfica de usuario (GUI), desarrollada 
del requerimiento funcional solicitado (RF16) a partir del prototipo aprobado y su 
respectiva codificación previa. 
 
 
Figura 64. Interfaz gráfica de usuario (GUI) – RF16 
 
Progreso de avance del Sprint 6 
Se tuvo el acta de pruebas funcionales y retrospectiva de Sprint (ver anexo 6), 
en dónde se validó que las tareas del Sprint 6 fueron completadas. Posterior a 
ello, se tuvo el gráfico de avance, brindando la comparación de los tiempos 
estimados (T.E.) con los tiempos requeridos (T.R.) de cada entregable del Sprint 
actual. En la figura 65, se pudo observar el gráfico de avance del Sprint 6. 
Finalmente se elaboró el acta de reunión de cierre del Sprint 6 (ver anexo 7). 
 
 
































































































Anexo 1. Acta de constitución 
Acta de inicio del proyecto – Project Charter 
Nombre del proyecto Código Prioridad 
Sistema web para el proceso de incidencias en la empresa 
AI Inversiones Palo Alto II S.A.C. 
SWPI-CANVIA-001 Alta 
Justificación del proyecto 
El área de Service Desk de la empresa AI Inversiones Palo Alto II S.A.C. cuenta con la tarea de brindar una adecuada 
atención técnica para garantizar el bienestar de los usuarios afectados pertenecientes al ente organizacional. 
Actualmente, se han presentado dificultades con respecto al control de incidencias, control de solicitudes, reporte 
de diligencias y manejo de emisión de tickets. Es por ello, que se busca hacer uso de tecnologías para automatizar 
el proceso de incidencias y así beneficiar a los procesos internos de la empresa AI Inversiones Palo Alto II S.A.C. ya 
que permitirá disponer de la información en tiempo real reduciendo el tiempo de búsqueda dentro del proceso 
mencionado gracias a la herramienta a implementar. 
Objetivo general Objetivos específicos 
Determinar la influencia de un 
sistema web para el proceso de 
incidencias en la empresa AI 
Inversiones Palo Alto II S.A.C. 
1. Determinar la influencia de un sistema web en el ratio de impacto de 
incidencias sobre el cliente para el proceso de incidencias en la empresa 
AI Inversiones Palo Alto II S.A.C. 
2. Determinar la influencia de un sistema web en el ratio de resolución de 
incidencias para el proceso de incidencias en la empresa AI Inversiones 
Palo Alto II S.A.C. 
Alcance del proyecto 
Se desarrollará un sistema web para el proceso de incidencias, el cual buscará optimizar dicho flujo y tener la 
información en tiempo real además de mantener un orden establecido. 
Principales Stakeholders 
Cristian Sánchez Hinojoza (jefe de proyectos). 
Limitaciones 
No se requiere de una participación profunda de los usuarios externos y/o afectados sobre el manejo del sistema. 
Descripción del producto 
Como lenguaje de programación se considerará a PHP y como sistema gestor de base de datos se tendrá a 
MySQL.  Se tiene como deseo del beneficiario, que pueda ser visualizado en una plataforma móvil por lo que se 
desarrollará haciendo uso del Framework denominado como AdminLTE, el cual contiene al framework Bootstrap. 
Principales entregables del producto Autorización del Stakeholder principal 
1.   Acta de constitución (Project Charter). 
2.   Documento de visión del proyecto. 
3.   Acta de identificación de riesgos. 
4.   Acta de aprobación del proyecto. 
5.   Marco de trabajo de Scrum. 
6.   Desarrollo de Sprints. 
7.   Acta de inicio de Sprints. 
8.   Acta de pruebas funcionales y retrospectiva. 
9.   Acta de reunión de cierre de Sprint. 
10.  Acta de implementación del proyecto. 
Producto: Sistema web para el proceso de incidencias en la AI 








Supuestos del proyecto 
El desarrollo del producto será ejecutado con recursos propios del equipo de trabajo. Se realizarán reuniones 
diarias con el equipo del proyecto (Scrum Team). La empresa AI Inversiones Palo Alto II S.A.C. brindará el acceso a 
toda la información requerida para la realización del proyecto y que el producto se desarrolle de forma óptima.  
Restricciones del proyecto 
Los módulos del sistema no estarán disponibles para todo el público, dependerá de los privilegios de usuario. 
Duración estimada del proyecto 
El proyecto SWPI-CANVIA-001 tendrá una duración de 118 días hábiles, con una duración promedio de 17 días por 




Anexo 2. Declaración de visión y avance del proyecto 
Consolidado de entregables durante el desarrollo del proyecto 
Nombre del proyecto 
Sistema web para el proceso de incidencias en la empresa AI Inversiones Palo Alto II S.A.C. 
Acerca del negocio 
El área de Service Desk de la empresa AI Inversiones Palo Alto II S.A.C. se encuentra ubicado en la localidad de 
Miraflores, en la provincia de Lima y con la tarea de brindar una adecuada atención técnica para toda diligencia. 
Necesidad del negocio 
Dentro del ente organizacional se presentaban diferentes problemas, el principal se origina en el proceso de 
incidencias, debido a que no existe ningún mecanismo de control automatizado que permita administrar y hacer 
un seguimiento a los tickets reportados. 
Objetivos específicos del proyecto 
1. Determinar la influencia de un sistema web en el ratio de impacto de incidencias sobre el cliente para el 
proceso de incidencias en la empresa AI Inversiones Palo Alto II S.A.C. 
2. Determinar la influencia de un sistema web en el ratio de resolución de incidencias para el proceso de 
incidencias en la empresa AI Inversiones Palo Alto II S.A.C. 
Zona de aplicación 
Se aplicará en la empresa AI Inversiones Palo Alto II S.A.C. siendo utilizado por el área usuario de Service Desk. 
Declaración de la visión del proyecto 
Desarrollar e implementar una plataforma web de fácil entendimiento para optimizar el proceso de incidencias en 
















Tarea Prioridad Estado Responsable 
Inicialización del proyecto Alta Terminado Scrum Team 
Formalización del equipo de trabajo Alta Terminado Scrum Team 
Delegación de responsabilidades Alta Terminado Scrum Team 
Análisis del proyecto Alta Terminado Scrum Team 
Requisitos preliminares del proyecto Alta Terminado Scrum Team 
Contacto con la empresa AI Inversiones Palo Alto II S.A.C. Alta Terminado Scrum Team 
Visita y recolección de datos Alta Terminado Scrum Team 
Entrevista al responsable de estadística e informática Alta Terminado Scrum Team 
Desarrollo del acta de constitución Alta Terminado Scrum Team 
Carta de aprobación de la empresa Alta Terminado Scrum Team 
Especificaciones de las necesidades Alta Terminado Scrum Team 
Elección de la metodología de desarrollo Alta Terminado Scrum Team 
Marco de trabajo de Scrum Alta Terminado Scrum Team 
Identificación de requerimientos iniciales (RFI) Alta Terminado Scrum Team 
Poda de requerimientos (Historias de usuario) Alta Terminado Scrum Team 
Pila del producto inicial y lista de tareas por iteración Alta Terminado Scrum Team 
Planeación del trabajo (Cronograma) Alta Terminado Scrum Team 
Identificación de las herramientas de desarrollo Alta Terminado Scrum Team 
Modelado de la base de datos Alta Terminado Scrum Team 
Acta de inicio por Sprint Alta Terminado Scrum Team 
Creación de prototipos de la interfaz Alta Terminado Scrum Team 
Codificación del sistema web Alta Terminado Scrum Team 
Retrospectiva y comparativa de avance Alta Terminado Scrum Team 
Acta de pruebas funcionales Alta Terminado Scrum Team 
Acta de cierre por Sprint Alta Terminado Scrum Team 
Implementación del sistema Alta Terminado Scrum Team 




Anexo 3. Identificación de riesgos 
Acta de identificación de riesgos del proyecto – Risk Identification Certificate 
Nombre del proyecto Código 
Sistema web para el proceso de incidencias en la empresa AI Inversiones Palo Alto II 
S.A.C. 
SWPI-CANVIA-001 
Identificación de riesgos 
Tipo de riesgo Riesgo identificado 
Hardware Indisponibilidad de los recursos de hardware. 
Hardware Mala conectividad de redes. 
Hardware Mal estado de las herramientas de trabajo. 
Producto Desarrollo mediocre respecto a las funcionalidades de la plataforma web 
Producto De difícil entendimiento para el área usuaria quien administre el sistema. 
Producto   Disponibilidad limitada de la plataforma web una vez implementada. 
Producto Insatisfacción del interesado o usuarios al usar la plataforma web. 
Proyecto Retiro de algún integrante del equipo de trabajo en pleno desarrollo. 
Proyecto Falta de capacitación técnica y nociones de la gestión dentro del área de Service Desk. 
Proyecto Falta de interés y sentido de responsabilidad hacia el proyecto. 
Proyecto Que la empresa AI Inversiones Palo Alto II S.A.C. muestre indiferencia en el desarrollo. 
Proyecto  Confiarse de los tiempos, costos y alcance del proyecto. 
Proyecto  Adicionar requerimientos no identificados una vez implementado. 
Proyecto  Entregas inconformes de los entregables. 
Proyecto 
Falta de entendimiento sobre el flujo de inicio a fin de todo el proceso de incidencias en 
la empresa AI Inversiones Palo Alto II S.A.C. 
Proyecto Falta de recolección de información. 
Proyecto Falta de cooperación del Product Owner (Cristian Sánchez Hinojoza). 
Software Errores al usar el software denominado como Microsoft Project 2019. 
Software Errores al usar el software denominado como Microsoft Excel 2019. 
Software Errores al usar el framework de diseño web denominado como AdminLTE v. 3.0.5 
Software Errores al usar el software denominado como Navicat Premium v.12.0.9. 
Software Errores al usar el software denominado como Balsamiq Mockups v.3.5.17. 
Software Errores al usar el software denominado como Sublime Text v.3.2.2. 
Software Errores al usar el software denominado como Xampp v.3.2.2. 













Anexo 4. Acta de requerimientos iniciales del sistema 
Lista de requerimientos iniciales (RFI y RNFI) del proyecto 
 
 
ACTA DE REQUERIMIENTOS INICIALES DEL SISTEMA WEB 
La investigación realizada en la empresa AI Inversiones Palo Alto II S.A.C. de la localidad de Lima, permitió 
conocer las necesidades del producto, es por ello que se tendrán como requerimientos funcionales iniciales 
(RFI) y como requerimientos no funcionales iniciales (RNFI), lo siguiente: 
 
- El lenguaje de programación para el desarrollo del software será en PHP, el framework de diseño web 
será AdminLTE y como gestor de base de datos se tendrá a MySQL, así mismo optar por Scrum como 
metodología, por políticas internas del área de Service Desk de la empresa AI Inversiones Palo Alto II S.A.C. 
- Para validar que se esté llevando a cabo las tareas iniciales del proyecto, se hará un seguimiento respecto 
al funcionamiento del software de forma local durante un lapso prolongado (aproximadamente de 4 a 6 
meses), probando las funcionalidades y posterior a ello, recién llevarlo a un dominio. 
- El sistema web deberá de contar con módulos de mantenimiento, diligencias y seguimiento. Además, del 
manejo de sesiones de acuerdo a un rol de usuario determinado, teniendo como privilegios, los roles de 
analistas - administradores (1), personal de soporte Onsite (2), personal de infraestructura (3), Canvia 
activos (4), personal de sistemas (5), usuario estándar (6) y usuario vip (7). 
- El módulo de mantenimiento deberá contar con los submódulos de profesionales, categorías y empresas. 
Deberá permitir el registro, interacción (búsqueda, consulta, edición, desactivación y activación) e 
impresión de reportes en  formato Excel. Este módulo será manejado por usuarios con permisos de 
analistas – administradores (1). 
- Con respecto al submódulo de categorías, deberá permitir el registro de los servicios de negocio con todos 
los niveles de categoría, teniendo escalas de categoría 1 hasta la categoría 3, a fin de permitir la 
categorización de las diligencias. 
- El módulo de diligencias deberá contar con el submódulo de artículos, incidencias y solicitudes. Deberá 
permitir el registro, interacción (búsqueda, consulta, edición, desactivación y activación) e impresión de 
reportes en  formato Excel. Este módulo será manejado por usuarios con permisos de analistas - 
administradores (1), personal de soporte Onsite (2), personal de infraestructura (3), Canvia activos (4) y 
personal de sistemas (5) de forma interna; usuario estándar (6) y usuario vip (7) de forma externa. 
- Con respecto al submódulo de artículos, deberá permitir adjuntar un archivo en formato PDF para tener 
una amplia información sobre la base de conocimientos a fin de solucionar las diligencias acontecidas. 
- Con respecto al submódulo de incidencias y solicitudes, deberá permitir reportar un ticket de forma 
externa por parte del usuario estándar (6) y usuario vip (7), además deberá contar con una bitácora de 
cambios a modo de historial y con la opción de emitir una conformidad por parte del usuario afectado. 
- El módulo de seguimiento deberá contar con los submódulos de indicadores y respaldo. Deberá permitir 
la interacción (búsqueda, consulta) e impresión de reportes en formato Excel y exportar un respaldo. Este 
módulo será manejado por usuarios con permisos de analistas – administradores (1). 
- Con respecto al submódulo de indicadores, deberá permitir generar el reporte de los indicadores teniendo 
al ratio de impacto de incidencias sobre el cliente (RIIC) y al ratio de resolución de incidencias (RRI). 
- Con respecto al submódulo de respaldo, deberá permitir descargar una copia de seguridad de la base de 
datos tanto en estructura como de registros, perteneciente a la empresa AI Inversiones Palo Alto II S.A.C. 
- Se deberá contar con una plataforma web dinámica (responsiva), intuitiva y de fácil entendimiento, que 
sea eficaz a la hora de realizar las tareas dentro del proceso de incidencias, brindando seguridad y que 
brinde interacción entre los usuarios que manejen el sistema tanto de forma interna como externa, a 
través de alertas de envíos de mensajes vía WhatsApp y vía correo. 
-   







Anexo 5. Acta de inicio de Sprint 
Acta de inicio del Sprint 1 – Acceso al sistema 
 
 
ACTA DE INICIO: REUNIÓN DEL SPRINT 1 
Fecha: 25/01/2021. 
Rol Participante 
Product Owner Sánchez Hinojoza, Cristian 
Scrum Master Lozano Fernández, Rony 
Team Developer Puscán Remón, Deysi Lucero 
Team Developer Espinoza Zevallos, Mirtha Olinda 
Team Developer Vargas Flores, Rosa Cristina 
 
En la localidad de Independencia, siendo el 25 de enero del 2021 en cumplimiento 
con los puntos establecidos en el plan de trabajo para el adecuado desarrollo de 
“Sistema web para el proceso de incidencias en la empresa AI Inversiones Palo Alto 
II S.A.C.”, se emite la presente carta de aprobación para el desarrollo de los 
requerimientos correspondientes al Sprint 1. 
 
Los elementos de la lista del entregable son: 
Código Historia de usuario 
H001 Acceso al sistema 
 
Luego de la verificación de las funcionalidades a desarrollar correspondientes al 
Sprint 1, el supervisor de mesa manifiesta su total conformidad del producto de 
software el cual se desarrollará, y será entregado el 9 de febrero del 2021. 
 











Acta de inicio del Sprint 2 – Mantenimiento 
 
 
ACTA DE INICIO: REUNIÓN DEL SPRINT 2 
Fecha: 10/02/2021. 
Rol Participante 
Product Owner Sánchez Hinojoza, Cristian 
Scrum Master Lozano Fernández, Rony 
Team Developer Puscán Remón, Deysi Lucero 
Team Developer Espinoza Zevallos, Mirtha Olinda 
Team Developer Vargas Flores, Rosa Cristina 
 
En la localidad de Independencia, siendo el 10 de febrero del 2021 en cumplimiento 
con los puntos establecidos en el plan de trabajo para el adecuado desarrollo de 
“Sistema web para el proceso de incidencias en la empresa AI Inversiones Palo Alto 
II S.A.C.”, se emite la presente carta de aprobación para el desarrollo de los 
requerimientos correspondientes al Sprint 2. 
 
Los elementos de la lista del entregable son: 
Código Historia de usuario 
H002 Módulo de profesionales 
H003 Módulo de categorías 
 
Luego de la verificación de las funcionalidades a desarrollar correspondientes al 
Sprint 2, el supervisor de mesa manifiesta su total conformidad del producto de 
software el cual se desarrollará, y será entregado el 2 de marzo del 2021. 
 










Acta de inicio del Sprint 3 – Conocimientos 
 
 
ACTA DE INICIO: REUNIÓN DEL SPRINT 3 
Fecha: 03/03/2021. 
Rol Participante 
Product Owner Sánchez Hinojoza, Cristian 
Scrum Master Lozano Fernández, Rony 
Team Developer Puscán Remón, Deysi Lucero 
Team Developer Espinoza Zevallos, Mirtha Olinda 
Team Developer Vargas Flores, Rosa Cristina 
 
En la localidad de Independencia, siendo el 03 de marzo del 2021 en cumplimiento 
con los puntos establecidos en el plan de trabajo para el adecuado desarrollo de 
“Sistema web para el proceso de incidencias en la empresa AI Inversiones Palo Alto 
II S.A.C.”, se emite la presente carta de aprobación para el desarrollo de los 
requerimientos correspondientes al Sprint 3. 
 
Los elementos de la lista del entregable son: 
Código Historia de usuario 
H004 Módulo de artículos 
 
Luego de la verificación de las funcionalidades a desarrollar correspondientes al 
Sprint 3, el supervisor de mesa manifiesta su total conformidad del producto de 
software el cual se desarrollará, y será entregado el 18 de marzo del 2021. 
 











Acta de inicio del Sprint 4 – Vista usuario 
 
 
ACTA DE INICIO: REUNIÓN DEL SPRINT 4 
Fecha: 19/03/2021. 
Rol Participante 
Product Owner Sánchez Hinojoza, Cristian 
Scrum Master Lozano Fernández, Rony 
Team Developer Puscán Remón, Deysi Lucero 
Team Developer Espinoza Zevallos, Mirtha Olinda 
Team Developer Vargas Flores, Rosa Cristina 
 
En la localidad de Independencia, siendo el 19 de marzo del 2021 en cumplimiento 
con los puntos establecidos en el plan de trabajo para el adecuado desarrollo de 
“Sistema web para el proceso de incidencias en la empresa AI Inversiones Palo Alto 
II S.A.C.”, se emite la presente carta de aprobación para el desarrollo de los 
requerimientos correspondientes al Sprint 4. 
 
Los elementos de la lista del entregable son: 
Código Historia de usuario 
H004 Módulo de artículos 
H005 Módulo de incidencias 
 
Luego de la verificación de las funcionalidades a desarrollar correspondientes al 
Sprint 4, el supervisor de mesa manifiesta su total conformidad del producto de 
software el cual se desarrollará, y será entregado el 5 de abril del 2021. 
 










Acta de inicio del Sprint 5 – Diligencias 
 
 
ACTA DE INICIO: REUNIÓN DEL SPRINT 5 
Fecha: 06/04/2021. 
Rol Participante 
Product Owner Sánchez Hinojoza, Cristian 
Scrum Master Lozano Fernández, Rony 
Team Developer Puscán Remón, Deysi Lucero 
Team Developer Espinoza Zevallos, Mirtha Olinda 
Team Developer Vargas Flores, Rosa Cristina 
 
En la localidad de Independencia, siendo el 06 de abril del 2021 en cumplimiento 
con los puntos establecidos en el plan de trabajo para el adecuado desarrollo de 
“Sistema web para el proceso de incidencias en la empresa AI Inversiones Palo Alto 
II S.A.C.”, se emite la presente carta de aprobación para el desarrollo de los 
requerimientos correspondientes al Sprint 5. 
 
Los elementos de la lista del entregable son: 
Código Historia de usuario 
H005 Módulo de incidencias 
H006 Módulo de solicitudes 
H007 Módulo de anexos 
 
Luego de la verificación de las funcionalidades a desarrollar correspondientes al 
Sprint 5, el supervisor de mesa manifiesta su total conformidad del producto de 
software el cual se desarrollará, y será entregado el 3 de mayo del 2021. 
 










Acta de inicio del Sprint 6 – Seguimiento 
 
 
ACTA DE INICIO: REUNIÓN DEL SPRINT 6 
Fecha: 04/05/2021. 
Rol Participante 
Product Owner Sánchez Hinojoza, Cristian 
Scrum Master Lozano Fernández, Rony 
Team Developer Puscán Remón, Deysi Lucero 
Team Developer Espinoza Zevallos, Mirtha Olinda 
Team Developer Vargas Flores, Rosa Cristina 
 
En la localidad de Independencia, siendo el 4 de mayo del 2021 en cumplimiento 
con los puntos establecidos en el plan de trabajo para el adecuado desarrollo de 
“Sistema web para el proceso de incidencias en la empresa AI Inversiones Palo Alto 
II S.A.C.”, se emite la presente carta de aprobación para el desarrollo de los 
requerimientos correspondientes al Sprint 6. 
 
Los elementos de la lista del entregable son: 
Código Historia de usuario 
H008 Módulo de indicadores 
 
Luego de la verificación de las funcionalidades a desarrollar correspondientes al 
Sprint 6, el supervisor de mesa manifiesta su total conformidad del producto de 
software el cual se desarrollará, y será entregado el 20 de mayo del 2021. 
 










Anexo 6. Acta de pruebas funcionales y retrospectiva de Sprint 
Acta de pruebas funcionales y retrospectiva del Sprint 1 – Acceso al sistema 















CASO DE PRUEBA 
Se procederá a realizar pruebas con respecto los requerimientos 
funcionales correspondientes a la iteración actual. 
1. CASO DE PRUEBA 
A. Condiciones preliminares 
 Acceso a la base de datos. 
 Datos pre cargados. 
B. Pasos de la prueba 
 Registro de datos de forma individual y por tablas. 
 Ejecución de SELECT simples y masivos según la base de datos existente. 
 Verificar que todas las relaciones en la base de datos estén normalizadas. 









Todos S/D Local Carga de datos X  Carga satisfactoria 
Todos S/D Local 
Mostrar la consulta 
solicitada 
X  
Mostrar la consulta 
solicitada 
Todos S/D Local 
Cargar y mostrar 
las relaciones 
existentes en el 
sistema 
X  
Cargar y mostrar las 
relaciones existentes 
en el sistema 
Todos S/D Local 
Cumplir las 




Cumplimiento de las 
peticiones de los 
requerimientos no 
funcionales 
C. Condiciones requeridas luego de la prueba 
No se requieren pruebas adicionales. 
2. RESULTADOS DE LA PRUEBA 
A. Defectos y desviaciones Veredicto 
Ningún defecto o desviación identificada. 
 APROBADO 
FALLADO 
B. Retrospectiva de Sprint 
Se tuvo como parte de las lecciones aprendidas conocer el desarrollo del proceso y así mismo 
conocer el adecuado funcionamiento de los requerimientos correspondientes a la iteración actual. 
 C. Conformidad 
Entregable Validación 
 
SISTEMA WEB PARA EL PROCESO 








Acta de pruebas funcionales y retrospectiva del Sprint 2 – Mantenimiento 











ITERACIÓN Sprint 2 
MÓDULO DEL 
SISTEMA 
Del RF01, al RF05 
CASO DE PRUEBA 
Se procederá a realizar pruebas con respecto los requerimientos 
funcionales correspondientes a la iteración actual. 
1. CASO DE PRUEBA 
A. Condiciones preliminares 
 Acceso a la base de datos. 
 Datos pre cargados. 
B. Pasos de la prueba 
 Registro de datos de forma individual y por tablas. 
 Ejecución de SELECT simples y masivos según la base de datos existente. 
 Verificar que todas las relaciones en la base de datos estén normalizadas. 









Todos S/D Local Carga de datos X  Carga satisfactoria 
Todos S/D Local 
Mostrar la consulta 
solicitada 
X  
Mostrar la consulta 
solicitada 
Todos S/D Local 
Cargar y mostrar 
las relaciones 
existentes en el 
sistema 
X  
Cargar y mostrar las 
relaciones existentes 
en el sistema 
Todos S/D Local 
Cumplir las 




Cumplimiento de las 
peticiones de los 
requerimientos no 
funcionales 
C. Condiciones requeridas luego de la prueba 
No se requieren pruebas adicionales. 
2. RESULTADOS DE LA PRUEBA 
A. Defectos y desviaciones Veredicto 
Ningún defecto o desviación identificada. 
 APROBADO 
FALLADO 
B. Retrospectiva de Sprint 
Se tuvo como parte de las lecciones aprendidas conocer el desarrollo del proceso y así mismo 
conocer el adecuado funcionamiento de los requerimientos correspondientes a la iteración actual. 
 C. Conformidad 
Entregable Validación 
 
SISTEMA WEB PARA EL PROCESO 








Acta de pruebas funcionales y retrospectiva del Sprint 3 – Conocimientos 











ITERACIÓN Sprint 3 
MÓDULO DEL 
SISTEMA 
Del RF06, al RF07 
CASO DE PRUEBA 
Se procederá a realizar pruebas con respecto los requerimientos 
funcionales correspondientes a la iteración actual. 
1. CASO DE PRUEBA 
A. Condiciones preliminares 
 Acceso a la base de datos. 
 Datos pre cargados. 
B. Pasos de la prueba 
 Registro de datos de forma individual y por tablas. 
 Ejecución de SELECT simples y masivos según la base de datos existente. 
 Verificar que todas las relaciones en la base de datos estén normalizadas. 









Todos S/D Local Carga de datos X  Carga satisfactoria 
Todos S/D Local 
Mostrar la consulta 
solicitada 
X  
Mostrar la consulta 
solicitada 
Todos S/D Local 
Cargar y mostrar 
las relaciones 
existentes en el 
sistema 
X  
Cargar y mostrar las 
relaciones existentes 
en el sistema 
Todos S/D Local 
Cumplir las 




Cumplimiento de las 
peticiones de los 
requerimientos no 
funcionales 
C. Condiciones requeridas luego de la prueba 
No se requieren pruebas adicionales. 
2. RESULTADOS DE LA PRUEBA 
A. Defectos y desviaciones Veredicto 
Ningún defecto o desviación identificada. 
 APROBADO 
FALLADO 
B. Retrospectiva de Sprint 
Se tuvo como parte de las lecciones aprendidas conocer el desarrollo del proceso y así mismo 
conocer el adecuado funcionamiento de los requerimientos correspondientes a la iteración actual. 
 C. Conformidad 
Entregable Validación 
 
SISTEMA WEB PARA EL PROCESO 








Acta de pruebas funcionales y retrospectiva del Sprint 4 – Vista usuario 











ITERACIÓN Sprint 4 
MÓDULO DEL 
SISTEMA 
Del RF08, al RF09 
CASO DE PRUEBA 
Se procederá a realizar pruebas con respecto los requerimientos 
funcionales correspondientes a la iteración actual. 
1. CASO DE PRUEBA 
A. Condiciones preliminares 
 Acceso a la base de datos. 
 Datos pre cargados. 
B. Pasos de la prueba 
 Registro de datos de forma individual y por tablas. 
 Ejecución de SELECT simples y masivos según la base de datos existente. 
 Verificar que todas las relaciones en la base de datos estén normalizadas. 









Todos S/D Local Carga de datos X  Carga satisfactoria 
Todos S/D Local 
Mostrar la consulta 
solicitada 
X  
Mostrar la consulta 
solicitada 
Todos S/D Local 
Cargar y mostrar 
las relaciones 
existentes en el 
sistema 
X  
Cargar y mostrar las 
relaciones existentes 
en el sistema 
Todos S/D Local 
Cumplir las 




Cumplimiento de las 
peticiones de los 
requerimientos no 
funcionales 
C. Condiciones requeridas luego de la prueba 
No se requieren pruebas adicionales. 
2. RESULTADOS DE LA PRUEBA 
A. Defectos y desviaciones Veredicto 
Ningún defecto o desviación identificada. 
 APROBADO 
FALLADO 
B. Retrospectiva de Sprint 
Se tuvo como parte de las lecciones aprendidas conocer el desarrollo del proceso y así mismo 
conocer el adecuado funcionamiento de los requerimientos correspondientes a la iteración actual. 
 C. Conformidad 
Entregable Validación 
 
SISTEMA WEB PARA EL PROCESO 








Acta de pruebas funcionales y retrospectiva del Sprint 5 – Diligencias 











ITERACIÓN Sprint 5 
MÓDULO DEL 
SISTEMA 
Del RF10, al RF14 
CASO DE PRUEBA 
Se procederá a realizar pruebas con respecto los requerimientos 
funcionales correspondientes a la iteración actual. 
1. CASO DE PRUEBA 
A. Condiciones preliminares 
 Acceso a la base de datos. 
 Datos pre cargados. 
B. Pasos de la prueba 
 Registro de datos de forma individual y por tablas. 
 Ejecución de SELECT simples y masivos según la base de datos existente. 
 Verificar que todas las relaciones en la base de datos estén normalizadas. 









Todos S/D Local Carga de datos X  Carga satisfactoria 
Todos S/D Local 
Mostrar la consulta 
solicitada 
X  
Mostrar la consulta 
solicitada 
Todos S/D Local 
Cargar y mostrar 
las relaciones 
existentes en el 
sistema 
X  
Cargar y mostrar las 
relaciones existentes 
en el sistema 
Todos S/D Local 
Cumplir las 




Cumplimiento de las 
peticiones de los 
requerimientos no 
funcionales 
C. Condiciones requeridas luego de la prueba 
No se requieren pruebas adicionales. 
2. RESULTADOS DE LA PRUEBA 
A. Defectos y desviaciones Veredicto 
Ningún defecto o desviación identificada. 
 APROBADO 
FALLADO 
B. Retrospectiva de Sprint 
Se tuvo como parte de las lecciones aprendidas conocer el desarrollo del proceso y así mismo 
conocer el adecuado funcionamiento de los requerimientos correspondientes a la iteración actual. 
 C. Conformidad 
Entregable Validación 
 
SISTEMA WEB PARA EL PROCESO 








Acta de pruebas funcionales y retrospectiva del Sprint 6 – Seguimiento 











ITERACIÓN Sprint 6 
MÓDULO DEL 
SISTEMA 
Del RF15, al RF16 
CASO DE PRUEBA 
Se procederá a realizar pruebas con respecto los requerimientos 
funcionales correspondientes a la iteración actual. 
1. CASO DE PRUEBA 
A. Condiciones preliminares 
 Acceso a la base de datos. 
 Datos pre cargados. 
B. Pasos de la prueba 
 Registro de datos de forma individual y por tablas. 
 Ejecución de SELECT simples y masivos según la base de datos existente. 
 Verificar que todas las relaciones en la base de datos estén normalizadas. 









Todos S/D Local Carga de datos X  Carga satisfactoria 
Todos S/D Local 
Mostrar la consulta 
solicitada 
X  
Mostrar la consulta 
solicitada 
Todos S/D Local 
Cargar y mostrar 
las relaciones 
existentes en el 
sistema 
X  
Cargar y mostrar las 
relaciones existentes 
en el sistema 
Todos S/D Local 
Cumplir las 




Cumplimiento de las 
peticiones de los 
requerimientos no 
funcionales 
C. Condiciones requeridas luego de la prueba 
No se requieren pruebas adicionales. 
2. RESULTADOS DE LA PRUEBA 
A. Defectos y desviaciones Veredicto 
Ningún defecto o desviación identificada. 
 APROBADO 
FALLADO 
B. Retrospectiva de Sprint 
Se tuvo como parte de las lecciones aprendidas conocer el desarrollo del proceso y así mismo 
conocer el adecuado funcionamiento de los requerimientos correspondientes a la iteración actual. 
 C. Conformidad 
Entregable Validación 
 
SISTEMA WEB PARA EL PROCESO 







Anexo 7. Acta de reunión de cierre de Sprint 
Acta de reunión de cierre del Sprint 1 – Acceso al sistema 
 
 
ACTA DE REUNIÓN DE CIERRE DEL SPRINT 1 
Fecha: 09/02/2021. 
Datos generales 
Empresa AI Inversiones Palo Alto II S.A.C. 
Proyecto Sistema web para el proceso de incidencias en la empresa 
AI Inversiones Palo Alto II S.A.C. 
Equipo de trabajo – Scrum Team 
Rol Participante 
Product Owner Sánchez Hinojoza, Cristian 
Scrum Master Lozano Fernández, Rony 
Team Developer Puscán Remón, Deysi Lucero 
Team Developer Espinoza Zevallos, Mirtha Olinda 
Team Developer Vargas Flores, Rosa Cristina 
Estado de avance 
Historia de usuario Nulo Parcial Completo 
H001 - Acceso al sistema   X 
 
Luego de la verificación de las funcionalidades desarrolladas correspondientes al 
Sprint 1, el supervisor de mesa manifiesta su total conformidad del producto de 















Acta de reunión de cierre del Sprint 2 – Mantenimiento 
 
 
ACTA DE REUNIÓN DE CIERRE DEL SPRINT 2 
Fecha: 02/03/2021. 
Datos generales 
Empresa AI Inversiones Palo Alto II S.A.C. 
Proyecto Sistema web para el proceso de incidencias en la empresa 
AI Inversiones Palo Alto II S.A.C. 
Equipo de trabajo – Scrum Team 
Rol Participante 
Product Owner Sánchez Hinojoza, Cristian 
Scrum Master Lozano Fernández, Rony 
Team Developer Puscán Remón, Deysi Lucero 
Team Developer Espinoza Zevallos, Mirtha Olinda 
Team Developer Vargas Flores, Rosa Cristina 
Estado de avance 
Historia de usuario Nulo Parcial Completo 
H002 – Módulo de profesionales   X 
H003 – Módulo de categorías   X 
 
Luego de la verificación de las funcionalidades desarrolladas correspondientes al 
Sprint 2, el supervisor de mesa manifiesta su total conformidad del producto de 














   
Acta de reunión de cierre del Sprint 3 – Conocimientos 
 
 
ACTA DE REUNIÓN DE CIERRE DEL SPRINT 3 
Fecha: 18/03/2021. 
Datos generales 
Empresa AI Inversiones Palo Alto II S.A.C. 
Proyecto Sistema web para el proceso de incidencias en la empresa 
AI Inversiones Palo Alto II S.A.C. 
Equipo de trabajo – Scrum Team 
Rol Participante 
Product Owner Sánchez Hinojoza, Cristian 
Scrum Master Lozano Fernández, Rony 
Team Developer Puscán Remón, Deysi Lucero 
Team Developer Espinoza Zevallos, Mirtha Olinda 
Team Developer Vargas Flores, Rosa Cristina 
Estado de avance 
Historia de usuario Nulo Parcial Completo 
H004 – Módulo de artículos   X 
 
Luego de la verificación de las funcionalidades desarrolladas correspondientes al 
Sprint 3, el supervisor de mesa manifiesta su total conformidad del producto de 















Acta de reunión de cierre del Sprint 4 – Vista usuario 
 
 
ACTA DE REUNIÓN DE CIERRE DEL SPRINT 4 
Fecha: 05/04/2021. 
Datos generales 
Empresa AI Inversiones Palo Alto II S.A.C. 
Proyecto Sistema web para el proceso de incidencias en la empresa 
AI Inversiones Palo Alto II S.A.C. 
Equipo de trabajo – Scrum Team 
Rol Participante 
Product Owner Sánchez Hinojoza, Cristian 
Scrum Master Lozano Fernández, Rony 
Team Developer Puscán Remón, Deysi Lucero 
Team Developer Espinoza Zevallos, Mirtha Olinda 
Team Developer Vargas Flores, Rosa Cristina 
Estado de avance 
Historia de usuario Nulo Parcial Completo 
H004 – Módulo de artículos   X 
H005 – Módulo de incidencias   X 
 
Luego de la verificación de las funcionalidades desarrolladas correspondientes al 
Sprint 4, el supervisor de mesa manifiesta su total conformidad del producto de 















Acta de reunión de cierre del Sprint 5 – Diligencias 
 
 
ACTA DE REUNIÓN DE CIERRE DEL SPRINT 5 
Fecha: 03/05/2021. 
Datos generales 
Empresa AI Inversiones Palo Alto II S.A.C. 
Proyecto Sistema web para el proceso de incidencias en la empresa 
AI Inversiones Palo Alto II S.A.C. 
Equipo de trabajo – Scrum Team 
Rol Participante 
Product Owner Sánchez Hinojoza, Cristian 
Scrum Master Lozano Fernández, Rony 
Team Developer Puscán Remón, Deysi Lucero 
Team Developer Espinoza Zevallos, Mirtha Olinda 
Team Developer Vargas Flores, Rosa Cristina 
Estado de avance 
Historia de usuario Nulo Parcial Completo 
H005 – Módulo de incidencias   X 
H006 – Módulo de solicitudes   X 
H007 – Módulo de anexos   X 
 
Luego de la verificación de las funcionalidades desarrolladas correspondientes al 
Sprint 5, el supervisor de mesa manifiesta su total conformidad del producto de 













   
Acta de reunión de cierre del Sprint 6 – Seguimiento 
 
 
ACTA DE REUNIÓN DE CIERRE DEL SPRINT 6 
Fecha: 20/05/2021. 
Datos generales 
Empresa AI Inversiones Palo Alto II S.A.C. 
Proyecto Sistema web para el proceso de incidencias en la empresa 
AI Inversiones Palo Alto II S.A.C. 
Equipo de trabajo – Scrum Team 
Rol Participante 
Product Owner Sánchez Hinojoza, Cristian 
Scrum Master Lozano Fernández, Rony 
Team Developer Puscán Remón, Deysi Lucero 
Team Developer Espinoza Zevallos, Mirtha Olinda 
Team Developer Vargas Flores, Rosa Cristina 
Estado de avance 
Historia de usuario Nulo Parcial Completo 
H008 – Módulo de indicadores   X 
 
Luego de la verificación de las funcionalidades desarrolladas correspondientes al 
Sprint 6, el supervisor de mesa manifiesta su total conformidad del producto de 














Anexo 8. Diccionario de la base de datos del proyecto 
Diccionario de la base de datos del sistema web desarrollado 
Diccionario de la base de datos 
Base de datos sdcanvia 
Cotejamiento utf8mb4_spanish_ci 
Número de tablas Once (11) tablas 
Tabla N.°1: Profesionales 
Columna Tipo Nulo Único Comentarios 
id_profesional (Primaria) int(11) No Sí Id del profesional. 
nombres_profe varchar(30) No No Nombres del profesional. 
apellidos_profe varchar(30) No No Apellidos del profesional. 
usuario_profe varchar(20) No No Nombre de usuario del profesional. 
dni_profe int(8) No Sí Número de DNI del profesional. 
telefono_profe int(9) No No Número de teléfono del profesional. 
correo_profe varchar(50) No Sí Correo electrónico del profesional. 
clave_profe char(128) No No Clave de acceso del profesional. 
nivel_profe tinyint(1) No No Nivel de acceso del profesional. 
registro_profe date No No Fecha de registro del profesional. 
estado_profe varchar(10) No No Estado del profesional. 
Tabla N.°2: Categorías 
Columna Tipo Nulo Único Comentarios 
id_categoria (Primaria) int(11) No Sí Id de la categoría. 
tipo_cate varchar(10) No No Tipo de categoría (incidencia o solicitud). 
servicio_cate varchar(20) No No Servicio de negocio de la categoría. 
primera_cate varchar(30) No No Nombre de la categoría de nivel 1. 
segunda_cate varchar(50) No No Nombre de la categoría de nivel 2. 
tercera_cate varchar(50) No No Nombre de la categoría de nivel 3. 
nivel_cate varchar(10) No No Nivel del grupo para asignar de la categoría. 
estado_cate varchar(10) No No Estado de la categoría. 
Tabla N.°3: Empresas 
Columna Tipo Nulo Único Comentarios 
id_empresa (Primaria) int(11) No Sí Id de la empresa. 
nombre_emp varchar(50) No No Nombre de la empresa. 
ruc_emp bigint(12) No No Número RUC de la empresa. 
contacto_emp varchar(30) No No Nombre del contacto de la empresa. 
telefono_emp int(9) Sí No Número de teléfono de la empresa. 
correo_emp varchar(50) Sí No Correo electrónico de la empresa. 
estado_emp varchar (10) No No Estado de la empresa. 




Columna Tipo Nulo Único Comentarios 
id_conocimiento (Primaria) int(11) No Sí Id del artículo. 
id_profesional (Foránea) int(11) No No Id del profesional (editor). 
registro_cono datetime No No Fecha y hora de registro del artículo. 
actualizacion_cono datetime No No Fecha y hora de actualización del artículo. 
titulo_cono varchar(50) No No Título del artículo. 
archivo_cono varchar(200) Sí No Nombre del archivo adjunto del artículo. 
estado_cono varchar (10) No No Estado del artículo. 
Tabla N.°5: Ubicaciones 
Columna Tipo Nulo Único Comentarios 
id_ubicacion (Primaria) int(11) No Sí Id de la ubicación (sede). 
descripcion_ubi int(11) No No Descripción de la ubicación (sede). 
usuarios_ubi varchar(50) No No Nivel de usuarios de la ubicación (sede). 
cargos_ubi varchar(50) No No Nivel de cargos de la ubicación (sede). 
estado_ubi varchar (10) No No Estado de la ubicación (sede). 
Tabla N.°6: Urgencias 
Columna Tipo Nulo Único Comentarios 
id_urgencia (Primaria) int(11) No Sí Id de la urgencia. 
id_ubicacion (Foránea) int(11) No No Id de la ubicación (sede). 
valor_urg tinyint(1) No No Valor numérico de la urgencia. 
nivel_urg varchar(10) No No Nombre del nivel de la urgencia. 
Tabla N.°7: Impactos 
Columna Tipo Nulo Único Comentarios 
id_impacto (Primaria) int(11) No Sí Id del impacto. 
valor_imp tinyint(1) No No Valor numérico del impacto. 
nivel_imp varchar(10) No No Nombre del nivel del impacto. 
detalle_imp varchar(150) No No Detalle del impacto. 
Tabla N.°8: Prioridades 
Columna Tipo Nulo Único Comentarios 
id_prioridad (Primaria) int(11) No Sí Id de la prioridad. 
id_urgencia (Foránea) int(11) No No Id de la urgencia. 
id_impacto (Foránea) int(11) No No Id del impacto. 
valor_prio tinyint(1) No No Valor numérico de la prioridad. 
nivel_prio varchar(15) No No Nombre del nivel de la prioridad. 
respuesta_prio int(5) No No Tiempo de respuesta de la prioridad. 
Tabla N.°9: Estados 
Columna Tipo Nulo Único Comentarios 
id_estado (Primaria) int(11) No Sí Id del estado. 
fase_est varchar(30) No No Fase del estado. 




orden_est int(2) No No Orden sobre el proceso del estado. 
inc_est tinyint(1) No No Uso en las incidencias del estado. 
ritm_est tinyint(1) No No Uso en las solicitudes del estado. 
sctask_est tinyint(1) No No Uso en las tareas del estado. 
uso_est tinyint(1) No No Uso en general del estado. 
Tabla N.°10: Diligencias 
Columna Tipo Nulo Único Comentarios 
id_diligencia (Primaria) int(11) No Sí Id de la diligencia (incidencia o solicitud). 
id_profesional_creacion 
(Foránea) 
int(11) No No 
Id del profesional (personal quien toma el 
rol del usuario afectado y/o creación). 
id_profesional_asignacion 
(Foránea) 
int(11) No No 
Id del profesional (personal quien se 
encuentra asignado de atender el ticket). 
id_empresa (Foránea) int(11) No No Id de la empresa. 
id_categoria (Foránea) int(11) No No Id de la categoría. 
id_prioridad (Foránea) int(11) No No Id de la prioridad. 
id_estado (Foránea) int(11) No No Id del estado. 
ticket_dil int(11) Sí No Id del profesional (reporte del ticket externo) 
registro_dil datetime No No Fecha y hora de registro de la diligencia. 
asignacion_dil datetime Sí No Fecha y hora de asignación de la diligencia. 
vencimiento_dil datetime No No Fecha y hora de vencimiento de la diligencia. 
resolucion_dil datetime Sí No Fecha y hora de resolución de la diligencia. 
descripcion_dil varchar(100) No No Descripción de la diligencia. 
tipo_dil varchar(10) No No Tipo de diligencia (incidencia o solicitud). 
clasificacion_dil varchar(30) No No Clasificación de la diligencia. 
contacto_dil varchar(20) No No Tipo de contacto de la diligencia. 
mayor_dil varchar(2) No No Consideración como una diligencia mayor. 
externo_dil varchar(15) Sí No Ticket externo de la diligencia. 
modelo_dil varchar(20) Sí No Modelo de un equipo de la diligencia. 
serie_dil varchar(20) Sí No Serie de un equipo de la diligencia. 
encuesta_dil varchar(15) Sí No Nivel de conformidad de la diligencia. 
Tabla N.°11: Diligencias 
Columna Tipo Nulo Único Comentarios 
id_bitacora (Primaria) int(11) No Sí Id de la bitácora (historial de cambios). 
id_diligencia (Foránea) int(11) No No Id de la diligencia (incidencia o solicitud). 
id_profesional (Foránea) int(11) No No Id del profesional (quien realizó una acción). 
registro_bit datetime No No Fecha y hora de registro de la acción. 
tipo_bit varchar(10) No No Tipo de acción (sobre creación, sobre 
asignación, sobre anexo, sobre estado). 
observaciones_bit varchar(200) Sí No Observaciones de la acción. 
nota_bit varchar(100) Sí No Nota de trabajo de la acción. 
archivo_bit varchar(200) Sí No Archivo adjunto de la acción (anexo). 
 
