We study the following model for an evolving random graph G = (Gn) n=n 0 ,n 0 +1,... , where Gn = (Vn, En) is a graph with |Vn| = n vertices, n = n 0 , n 0 + 1, ... In state Gn = (Vn, En), a vertex v ∈ Vn is chosen from Vn uniformly at random and is p-copied. Upon such an event, a new vertex v ′ / ∈ Vn is created and every edge {v, w} ∈ En is copied with probability p, i.e. E n+1 has an edge {v ′ , w} with probability p, independently of all other edges.
Introduction
Random graph models are a topic of active research in probability theory. Since the introduction of the first models, like the models of Erdős and Rényi (1959) and Gilbert (1959) , several classes of models for the evolution of networks have been introduced. Frequently, such models try to mimic the behavior of social networks like the internet; see Cooper and Frieze (2003) and Barabási et al. (2002) . For a general introduction to random graphs see the monographs Durrett (2008) and van der Hofstad (2014) and references therein.
Another set of models aim at modeling (micro-)biological networks, such as protein-protein interaction networks (see e.g. Wagner (2001) , and Albert (2005) for a specific application to yeast) or metabolic networks (Jeong et al., 2000) . In this paper, we study a model introduced in Bhan et al. (2002) , Pastor-Satorras et al. (2003) , Chung et al. (2003) and . Here, a vertex models a protein and an edge denotes some form of interaction (e.g. one protein that inhibits the expression of the second protein). Within the genome, the DNA encoding for a protein can be duplicated (which in fact is a long evolutionary process), such that the interactions of the copied protein are partially inherited to the copy; see Ohno (1970) . In the model we study, every edge is copied with the same, independent, probability p.
Our analysis extends previous work of Chung et al. (2003) , and in various directions. We obtain results for the limit of the (expected) degree distribution for the partial duplication model. Precisely, we are able to determine a critical parameter p ≈ 0.567143, the unique solution of pe p = 1, below which approximately all vertices are isolated; see Theorem 1. Moreover, we are able to obtain almost sure limiting results for the number of k-cliques and k-stars in the random graph; see Theorem 2. This entails precise asymptotics of the transitivity ratio of the partial duplication random graph; see Remark 2.9. Lastly, we study the distribution and the large-scale behavior of the degrees of the vertices; see Theorem 3.
Model and results

Model
Let us introduce some notation for (undirected) graphs. Afterwards, we will define the random graph model we will study in the sequel.
Definition 2.1 (Graph, degree, clique).
1. A(n undirected ) graph (without loops) is a tuple G = (V, E), where V is the set of vertices and E ⊆ {{v, w} : v, w ∈ V, v = w} the set of edges.
2. A k-clique within G = (V, E) is a subset V ′ ⊆ V with |V ′ | = k and {{v, w} : v, w ∈ V ′ } ⊆ E (i.e. all vertices in V ′ are connected). We denote by C k (G) the number of k-cliques in G and by C • k (G) := C k (g)/|V | the relative frequency of k-cliques.
3. A k-star within G = (V, E) with center v is a vector (v, v 1 , ..., v k ) with v, v 1 , ..., v k ∈ V and {v, v i } ∈ E, i = 1, ..., k, (i.e. every v i is connected to v). We denote by S k (G) the number of k-stars in G and by S • k (G) := S k (G)/|V | the relative frequency of k-stars.
4. For a graph G = (V, E) and v ∈ V , we define the degree of v by
Moreover, the absolute and relative degree distribution is given by
We also define its generating function as
Remark 2.2 (Relationships). The quantities we just defined are intertwined by some relationships. For example, we have
which shows in particular, that the quantities S k (G) are the factorial moments of the degree distribution. In particular, note that S
. This is clear since the left hand side is the average degree of a vertex in G and the right hand side twice the average number of edges a vertex is connected to. (Every 2-star counts an edge twice, since there are two possibilities of its center.) However, C k (G) cannot be obtained from the degree distribution, if k ≥ 3.
We start with a basic definition of the model; see also Figure 1 . Definition 2.3 (Partial duplication random graph). Let p ∈ [0, 1]. We define the following random graph process -called partial duplication random graph or PDn graph -G = (G n ) n=n0,n0+1,... with G n = (V n , E n ), where G n is the graph at time n = n 0 , n 0 + 1, ... with vertex set V n and (undirected) edge set E n ⊆ {{v, w} : v, w ∈ V n , v = w}. Starting in some G n0 = (V n0 , E n0 ) with |V n0 | = n 0 , the dynamics at time n is as follows: A vertex is picked uniformly at random from V n . Upon such an event, a new node v ′ / ∈ V n is created and every edge connected to v (i.e. every e ∈ E n with e = {v, w} for some w ∈ V n ) is copied with probability p, i.e. {v ′ , w} ∈ E n+1 with probability p, independently of all other edges.
We define by
the number of k-cliques in G n and the average number of cliques a vertex is involved in, respectively. Similarly, we define by S k (n) := S k (G n ) and S • k (n) := S • k (G n ) the number of k-stars in G n and the average number of k-stars a vertex is centered in, respectively. Moreover, define
Throughout the manuscript, we will assume that the initial graph G n0 is connected and deterministic.
Remark 2.4 (Basic observations).
1. Since we assume that the initial graph G n0 is connected, G n consists of one connected component and singleton nodes which arise if a vertex is copied but none of its edges (unless p = 1 where all vertices are connected), n = n 0 + 1, n 0 + 2, ... In Theorem 1, we will study the expected proportion of singleton vertices.
2. Let G n0 be an m-partite graph for some m ≤ n 0 , i.e. there is a partition of V n0 into sets W 1 (n 0 ), ..., W m (n 0 ) such that E n0 ⊆ {v, w} : v ∈ W i (n 0 ), w ∈ W j (n 0 ) for some i = j} . This means that vertices in W i (n 0 ) are only connected to vertices outside W i (n 0 ), i = 1, ..., m. Then, G n is m-partite for all n ≥ n 0 . Indeed, if a vertex v ∈ W i (n 0 ) is copied, it is connected only to vertices outside W i (n 0 ), and so is the copied vertex. Iterating this argument shows that G n is mpartite, as well. In particular, we see that the sizes (W 1 (n), ..., W m (n)) n=n0,n0+1,... of the partition elements, follow Pólya's urn.
Illustration of one step in the PDn random graph; see also Definition 2.3. At time n = 6 (since there are 6 vertices in the graph on the left), the vertex v is picked uniformly at random. It is copied, giving rise to the new vertex v ′ , together with all potential edges to neighbors of v (see the dashed lines in the middle). Then, every dashed line is kept independently of the others with probability p. The result is the random graph with n = 7 vertices on the right.
Remark 2.5 (Related random graph models). 1. In Pastor-Satorras et al. (2003), an extension of the PDn-model was introduced. After partially (with probability p per edge) duplicating a vertex v ∈ V n , giving rise to the new vertex v ′ , every vertex w ∈ V n , w = v is connected to v ′ with probability r/(n − 1). By this mechanism, more than one connected component can arise.
2. As stated by Ispolatov et al. (2005) the famous preferential attachment model also shows up in a special limiting case of the PDn-model. Assume the case of small p, which implies that at most one edge is copied upon a duplication event. If a vertex of degree k is copied, the probability of connecting the vertex to the connected component is 1 − (1 − p) k ≈ pk. In particular, this probability is proportional to k, the degree of the copied vertex. So, when conditioning the PDn-model to have no isolated vertices, the preferential attachment model arises in the limit p → 0.
Results
Let us now come to the main conclusions about the PDn model we have derived. First, Theorem 1 states a critical value p ≈ 0.567143, below which almost all vertices have degree 0, i.e. are isolated. Its proof, which is based on a timecontinuous version of PDn and a duality argument with a piece-wise deterministic Markov process is found in Section 4. Second, Theorem 2 studies the number of k-cliques and k-stars in PDn. Here, we are able to obtain almost sure limit results using some martingale theory. Third, Theorem 3 deals with the evolution of the degrees of the vertices in the initial graph. Here, we obtain almost sure as well as L r -limit results. The proofs of Theorems 2 and 3 are found in Section 5.
Remark 2.6 (Notation). In our Theorems, for sequences a 1 , a 2 , ... and b 1 , b 2 , ... be sequences, we will write a n n→∞ ∼ b n iff a n /b n n→∞ − −−− → 1. The Gamma-function is denoted t → Γ(t) := ∞ 0 x t−1 e −x dx. Empty products are defined to be 1.
Theorem 1 (Frequency of isolated vertices). Let p * be the (only) solution of pe p = 1 (or p + log p = 0). Then, the following dichotomy holds:
Remark 2.7 (Connections to work by Bebek et al (2006)). 1. Previously, it has been known that . More precisely, as explained in the same paper, and as a consequence of Theorem 2 below, the expected number of neighbors of a randomly chosen node converges to 0 for p < 0.5. Theorem 1 extends the range for which F 
Consider the expected degree distribution (E[F
.. for large n. It is a well-known consequence of a fact (usually attributed to Paul Lévy) that a weak limit for such a sequence of distributions as n → ∞ exists if and only if the generating functions x → E[H • x (n)] converge to a function h which is continuous at x = 1. The limiting distribution then has h as its generating function. As the Theorem shows, only for p ≤ p * such a convergence holds and h = 1. This implies that the degree distribution converges to δ 0 for p ≤ p * and there is no limiting degree distribution for p > p * . 
They also raise the question of a critical value for p which separates defective from non-defective limits of
.. is non-defective only for p ≤ p * and defective otherwise. In particular, we have resolved a question raised in , since we have in fact shown that there is no limiting (probability) distribution for (E[F
Frequently in the literature on several random graph models, power laws for the (expected) degree distributions are found; see e.g. Albert and Barabasi (2002) . In mathematical terms, let (F • k (n)) k=0,1,2,... be the degree distribution for some random graph at time n. We say that a power-law for n → ∞ with exponent b holds if, for some c > 0,
In this sense, a power law does not exist for the PDn model since for all k > 0 we have shown that lim n→∞ E[F • k (n)] = 0. This observation was also made by , who argue that the proof for the power law behavior of PDn given in Chung et al. (2003) is false. We come back to this proof in Remark 3.2. Note, however, that it is still possible that the connected component of G n satisfies a power law, i.e. there is b, c > 0 with
Actually, the preferential attachment model arising for small p as explained in Remark 2.5.2, and this model being known to have a power-law (see e.g. Albert and Barabasi (2002) ), supports this conjecture. Although this power law behavior of the connected component has already been discussed in Ispolatov et al. (2005) , care must be taken in order to provide a rigorous result. We defer this topic to future research.
Theorem 2 (Cliques, stars).
2. For S k (n), note that S 1 (n) = 2C 2 (n), such that the asymptotics for S 1 can be read off from the asymptotics of C 2 . In addition, for each k ≥ 2 there is an
Remark 2.8 (Critical values and L 1 -convergence). 1. It is a simple consequence of Theorem 2, that several critical values exist which distinguish cases for C
• k (n), the relative frequency of k-cliques, and S • k (n), the relative frequencies of k-stars, converges to 0 or diverges. Precisely, we obtain for C 
For the limiting case
. For this, one way would be to generalize the proof of the L 2 convergence for C 2 (n), using Lemma 3.6 and then Lemma 3.5.3.
Remark 2.9 (Transitivity ratio). The transitivity ratio T r(G) of a graph G = (V, E) is defined via C 3 (G) and S 2 (G) by
(Precisely, it is defined by the quotient of three times the number of triangles C 3 (G) and the number of connected triples, i.e. the number of triples v, w, x ∈ V with {v, w}, {w, x} ∈ E. Each connected triple is counted twice by S 2 (G) upon summing over vertex w.) Hence, we find that
Moreover, n 2p(1−p) T r(n) converges (at least on the set S 2 (∞) = 0) to some integrable random variable by the last Theorem.
Theorem 3 (Degree evolution of the initial vertices). Let V n0 = {1, ..., n 0 }, i.e. we number the initial vertices by 1, ..., n 0 . In addition, let D k (n) > 0 be the degree of vertex k ≤ n 0 at time n. Then, for n ≥ n 0 and ℓ ≥ a,
almost surely and in L r for each r = 1, 2, ... with ℓ ↑r := ℓ · · · (ℓ + r − 1) and
(2.7)
Remark 2.10 (Degree evolution of arbitrary vertices). In the case of k > n 0 we can easily obtain results for the behavior of D k (n) by conditioning on the graph at time k, i.e. considering G k as initial graph.
Remark 2.11 (Connection to the Pólya urn). In the special case p = 1, the sequence (D k (n)) n=n0,n0+1,... is connected to Pólya's urn. Note that the degree of vertex k increases by one at time n iff one of the neighbors of k is copied. In Pólya's urn, start with n 0 balls, where D k (n 0 ) = a balls are red and all others are black. Then, as usual, pick a ball from the urn at random, and put it back together with a second ball of the same color. From this construction, D k (n) is equal in distribution to the number of red balls when there are n balls in the urn for all n. Of course, it is well-known that in this case, the probability that there are ℓ red balls in the urn at the time when there are n balls in total equals 
From this it easily follows, that (2.8) equals the right hand side of (2.5) if p = 1. Also section 6.3.3 in Johnson and Kotz (1977) shows that the proportion of red balls in the urn converges to a β-distributed random variable with parameters a and n 0 − a. Therefore it is not surprising that for p = 1 the moments of D k (∞) as given in (2.7) match those of the β(a, n 0 − a)-distribution. The connection of (2.5) to an extension of Pólya's urn would look as follows: Consider an urn, starting with n 0 balls, a of which are red and n 0 − a of which are black. In each step, choose a ball at random from the urn. If the ball is black, put it back to the urn together with another black ball. If the ball is red, put it back to the urn together with another ball. The color of the additional ball is red with probability p and black with probability 1 − p. Then, the chance that there are ℓ red balls in the urn at the time when there are a total of n balls in the urn equals the right hand side of (2.5). However, the limiting distribution with moments given by the right hand side of (2.7) seems to be not well-known.
Preparation
Some recursions
We collect some simple calculations in this section. Throughout, we denote by (F n ) n=n0,n0+1,... the filtration generated by G = (G n ) n=n0,n0+1,... .
Proposition 3.1 (Evolution of F, H, S, C). It holds that
Proof. Let us start with (3.1). The quantity F k increases in two cases: either, a vertex of degree ℓ ≥ k is copied, together with k edges (which has probability
, or one of the neighbors of a vertex of degree k − 1 is copied together with the connecting edge. On the other hand, F k decreases by one, if one of the neighbors of a vertex of degree k is copied together with the connecting edge. These three cases make up the right hand side of (3.1). For (3.2), recall the definition of H q . We multiply (3.1) by q k and sum in order to obtain
We now turn to (3.3). Again, use (3.1), multiply by k · · · (k − m + 1) =: k ↓m and sum for
where we have used that
For (3.4), a k-clique arises if a vertex v which is member of a k-clique is copied, together with all k − 1 edges connecting v to the other members of the clique. Hence,
Remark 3.2 (Scale-free property). In Chung et al. (2003) , the authors show the following: If for some b > 0 and c > 0 it holds that
Let us briefly recall the arguments leading to this power-law behavior of the (expected) degree distribution. Starting off with (3.1), taking expectations on both sides, and setting E[F k (n)] = ck −b n + o(n) for some c, b, we see that for n → ∞, if a stationary state for
and (see Lemma 2 in Chung et al. (2003) )
Therefore, by dividing by ck −b , the parameter b must satisfy
Of course, with this proof Chung et al. (2003) only show an assertion about the scaling exponent b in the case that the limiting distribution of (E[F • k (t)]) k=0,1,2,... satisfies a power law. No assertion is made if no such power law exists; see also Remark 2.7.2.
An auxiliary process
In the proof of Theorem 1, we will need a piece-wise deterministic process which we introduce here. Precisely, the [0, 1]-valued process X = (X t ) t≥0 jumps from x to px at rate 1 and in between jumps follows the logistic equatioṅ X = pX(1 − X). Recall that such piece-wise deterministic processes have been studied recently in more detail; see e.g. Davis (1984) , Costa and Dufour (2008) , Azais et al. (2013) . 
In addition, let p * ≈ 0.567143 be the only solution of pe p = 1 (or p + log p = 0).
Then, if p ≤ p * , it holds that X t t→∞ −−−→ 0 almost surely, whereas if p > p * it holds that X is ergodic and X t t→∞ = == ⇒ X ∞ for some [0, 1]-valued random variable X ∞ with P(X ∞ > 0) = 1 and
Proof. We consider the process − log X = (− log X t ) t≥0 with state space [0, ∞). From (3.5), we read off that this process has the generator
In other words, − log X decreases at rate p(1 − e y ) at time t if − log X t equals y and increases by log(1/p) at the times of a Poisson process. Note that
We start with the case p < p * . Here, we can couple the process − log X with a process U = (U t ) t≥0 with generator
by using the same Poisson processes for − log X and U. Since 1 − e −y ≤ 1, we have that U t ≤ − log X t . However, we can write U as U t = U 0 − pt + log(1/p)P t for some unit-rate Poisson process P = (P t ) t≥0 and by the law of large numbers for Poisson processes (i.e.
Pt t t→∞ −−−→ 1 almost surely), we see that U t t→∞ −−−→ ∞ almost surely, if log(1/p) > p or p < p * . Since U t ≤ − log X t , this implies
−−−→ 0, as claimed. Now, we turn to the case p > p * . First, we have to prove ergodicity of − log X (which is equal to ergodicity of X ). Let T − log X z := T z := inf{t ≥ 0 : − log X t = z}. According to Davis (1983) , Theorem 3.10, we have to show that (i) there is
Let z be large enough such that
We define
Then, E[S (z,z+log(1/p)] | − log X 0 = x] < ∞ for all x ≤ z. Indeed, the probability for at least z/ log(1/p) jumps in some small time interval of length ε > 0 is positive. After the first such time interval we can be sure that S (z,z+log(1/p)] has occurred. By finitness of first moments of geometric distributions, E[S (z,z+log(1/p)] |− log X 0 = x] < ∞ follows. By a restart argument, we have to show that E[T − log X z |− log X 0 = x] < ∞ for all z < x ≤ z + log(1/p), which will be done by using a comparison argument. For this, let R = (R t ) t≥0 be a process with generator
If z < R 0 = − log X 0 ≤ z + log(1/p), then -using the same Poisson processes for − log X and R -we have that T
is a martingale and T R z < ∞ almost surely, we have by optional stopping that
It is now straight-forward to obtain the properties (i) and (ii) and we see that − log X is ergodic. In particular, − log X ∞ < ∞, i.e. X ∞ > 0 almost surely.
By the ergodic Theorem, we have that
This can be used when we study the martingale − log X t + log X 0 − t 0 log(1/p) − p(1 − X s )ds t≥0 . By dividing by t and ergodicity, we see that
i.e.
By induction, we see that
Last, we consider the case p = p * . Let X (p) t be the Markov process with generator (3.5) for a specific value of p. If p → X (p) 0 is constant, we can couple these processes by using the same jump times such that X
Martingales, the Gamma function and a recursion
We prepare some facts needed in the proofs of Theorems 2 and 3.
Lemma 3.4 (Asymptotics for the Gamma function). Let n 0 ≥ 0 and a > −t 0 . Then,
.
almost surely. The convergence is also in L r if M is L r -bounded. We compute, using E[X r n ] ≤ cn ar and Lemma 3.4,
which shows the assertion.
Lemma 3.6 (Recursions). Let n 0 > 0, a > −n 0 and f, g : {n 0 , n 0 + 1, . . .} → (0, ∞) satisfying the recursion
for all n ≥ n 0 .
2. If g = Ω(n a−1 ), there is no such constant c.
Proof. By iterating (3.7) we obtain for n ≥ n 0
Lemma 3.4 shows that constants c ′ , c ′′ > 0 can be chosen such that (3.8) either has the upper or lower bound
, the sum converges and hence the upper bound does. On the other hand, if g(k)k −a = Ω(k −1 ), the sum diverges and so does the lower bound. Thus the Lemma holds.
Proof of Theorem 1
A time-continuous partial duplication graph
It will be helpful to have a time-continuous version of G.
Definition 4.1 (Partial duplication random graph PDt). Let p ∈ [0, 1]. We define the following random graph process -called time-continuous partial duplication random graph or PDt graph -G = (G t ) t ≥ 0 with G t = (V t , E t ), where G t is the graph at time t with vertex set V t and (undirected) edge set E t ⊆ {{v, w} : v, w ∈ V t , v = w}. Starting in some G 0 = (V 0 , E 0 ), every v ∈ V t gives rise at rate 1 + 1/|V t | to a duplication event. Upon such an event, a new node v ′ / ∈ V t− is created and every edge connected to v (i.e. every e ∈ E t− with e = {v, w} for some w ∈ V t− ) is copied at time t with probability p, i.e. {v ′ , w} ∈ E t with probability p, independently of all other edges. We define as in Definition 2.3 the degree distribution
Remark 4.2 (Connection between PDn and PDt).
1. We abuse notation here and use (G t ) t≥0 for the time-continuous PDt graph while (G n ) n=n0,n0+1,... is the time-discrete PDn graph. Of course, these two processes are closely connected. Let τ n := inf{t ≥ 0 :
2. The choice of the rate 1+1/|V t | for initiating a duplication event seems unnatural. It will however turn out that this choice simplifies our line of argument; see the next proposition.
We now derive an important relationship for H
Remark 4.4. Later, it will be useful to define x := 1 − q and H x (t) := H q (t) in order to obtain
In particular, note that the right hand side is reminiscent of (3.5).
Proof. We have already seen the evolution of n → E[H q (n)] in Proposition 3.1. From this, we derive, since the total rate for a duplication event at time t is |V t | + 1,
From this, we obtain
4.2. A duality relationship between X and G Now, we make clear why we need the auxiliary process X from Subsection 3.2. Here, we borrow ideas from the notion of duality of Markov processes; see Chapter 4.4 in Ethier and Kurtz (1986) .
Proposition 4.5 (Duality). Let X = (X t ) t≥0 be a Markov process with state space [0, 1] with generator as given in (3.5) and H
Proof. On a probability space where X and the PDt-graph are independent, combining (4.1) and (3.5),
The result then follows since
Proof of Theorem 1
We start with the case p ≤ p * . Here, we know from Lemma 3.3 that X t t→∞ −−−→ 0 almost surely. Hence, using Proposition 4.5, for q ∈ [0, 1) and x := 1 − q,
The case p > p * can be treated similarly, but X t does not converge almost surely. Hence, in this case with X ∞ from Lemma 3.3 we can compute
Now by Lemma 3.3, the result follows.
Proof of Theorems 2 and 3
Proof of Theorem 2. We start with 1. where we make use of Proposition 3.1 and Lemma 3.5. For the almost sure convergence in (2.1), we use Lemma 3.5.2 with a = kp k−1 , and for (2.2), we use (3.6). The proof of 2. is a bit more involved since the recursions from Proposition 3.1 for S k involve both, S k and S k−1 . But considering the quantity Q k (n) := .2) provides the asymptotics of S 1 (n) = 2C 2 (n), inductively the almost sure convergence in (2.3) follows. Now, writing Q 1 (n) = S 1 (n) as well as Q 2 (n) = S 2 (n) + 2 p S 1 (n), we have from Lemma 3.5
n−1 k=n0 k + 2p k and (2.4) follows. For the L 2 convergece in (2.1) and (2.3) recall that C 2 (n) equals the number of edges at time n. Thus C 2 (n + 1) − C 2 (n) is binomially distributed with parameters p and the degree of a randomly chosen node at time n. We compute
By this, (2.4) and (3.4) we obtain
Since 4p > 2p + p 2 , Lemma 3.6 provides a constant c > 0 which holds E[C 2 (n) 2 ] ≤ cn 4p . Thus, Lemma 3.5.3 shows the assertion.
Proof of Theorem 3. For (2.5), we will show that P(D k (n) ≤ ℓ|D k (n 0 ) = a) = which implies (2.5). We fix n 0 , k and a and set Φ ℓ (n) := P(D k (n) ≤ ℓ|D k (n 0 ) = a).
We will prove (5.1) by induction over n. For n = n 0 , we have that Φ ℓ (n 0 ) = 1 ℓ≥a . In addition, the right hand side of (5.1) gives for n = n 0 
