I. INTRODUCTION
The rapid development of the next-generation digital wireless communication systems calls for better symbol detection techniques to combat channel impairments such as multiple access interference (MAI) and intersymbol interference (ISI). Monte Carlo receivers have emerged for optimal symbol detection and channel estimation in such applications [1] - [3] . As a graphical modeling tool, a Bayesian network can intuitively capture the relationship among the contributing factors in a complex system. When applied to digital and wireless communications, a Bayesian detector can naturally exploit the structure of the coded signals. Bayesian detection is optimal in the sense that it is based on the Bayesian inference of all unknown quantities. The Bayesian approach has found successful applications in adaptive multiuser detection for synchronous CDMA with Gaussian and impulsive noise [1] , turbo multiuser detection with joint adaptive detection and decoding [2] , and space-time coded multicarrier CDMA systems [3] . All these receivers use stochastic Monte Carlo sampling methods for Bayesian inference.
The family of stochastic Monte Carlo sampling algorithms is a well-developed and widely-used subclass of approximate inference algorithms. They generate randomly selected instantiations of the network according to the probabilities in the model, and then calculate the frequencies of instantiations of interest as an approximation for the inference task. Monte Carlo methods are relatively slow, but exact in the limit of infinite time. It is imperative to speed up the convergence rate of this class of methods in order for them to find more practical applications.
In a Bayesian network, it is easy to generate samples from the prior, but far from trivial to generate samples from the posterior distribution. Random point set generated by a posterior distribution often show a clustered point structure in a high dimensional sample space. When a randomly drawn sample falls outside the critical cluster, it has little contribution in the final estimation, therefore becomes an ineffective sample. If there are too many ineffective samples, the Monte Carlo procedure becomes inefficient. The key to speed up the convergence of the sampling process lies in quickly finding the proper "information-packed" sample space. The most prominent methods in the quest of fast convergence include the importance sampling algorithm [4] [5] and the Markov Chain Monte Carlo (MCMC) methods that are divided into Gibbs sampling, Metropolis sampling, and Hybrid Monte Carlo sampling [4] [6] [7] .
The optimized adaptive sampling algorithm [8] is a newly developed Monte Carlo method that offers highly efficient Bayesian inference by targeting the critical sample allocation process. It uses the evidence weighted sampling framework, but adopts an optimized dynamic sample allocation scheme [9] [10] to intelligently determine the optimal allotment of samples, therefore improving the convergence rate. The resulting adaptive sampling algorithm does not aim at estimating the posterior probabilities of all possible states. Rather, it concentrates on converging to a maximum a posterior (MAP) solution as fast as possible. Most of other Monte Carlo methods, on the other hand, are either blind or conservative in the sample allocation process. They are designed to estimate the entire posterior density and not just to find the maximum MAP estimates of the parameters. Consequently, these stochastic sampling algorithms cannot converge to acceptable MAP estimates within a reasonable amount of time, in cases with very unlikely evidence. In many applications such as signal processing and communications, we only care about estimation and detection of the best candidate, which makes the adaptive sampling method an ideal candidate.
In this paper, we describe the applications of the optimized adaptive sampling method to general digital and wireless communication problems. A simple synchronous CDMA multiuser system is used for algorithm development. A blind multiuser Bayesian detector is derived for joint symbol detection and channel estimation. It benefits from the high efficiency of the adaptive sampling inference algorithm, which is verified by computer simulations. The proposed receiver design framework is optimal in the Bayesian sense, and can be easily applied to a wide range of communications systems such as coded asynchronous CDMA with various channel codes, including block codes, convolutional codes, and turbo codes.
II. SYSTEM DESCRIPTION
Consider a multiple-access digital communication system with K users, employing normalized modulation waveforms s 1 , s 2 , · · · , s K through a channel with additive white Gaussian noise. The transmitted data symbols b k , k = 1, · · · , K, take values from a q-ary finite alphabet set B = {β 1 , · · · , β q }. The received baseband signal samples can be modeled as (1) where N is the block size of the data symbols per user, A k is the amplitude of the kth user, h k is the L×1 temporal signature vector, which includes the effects of the transmit and receive filters. Without loss of generality, we assume a synchronous CDMA system in this paper. h k is then reduced to the chiprate spreading code vector of the kth user with a processing gain of L. It is assumed that the receiver knows the spreading waveforms h k of all active users. The additive ambient channel noise vectors {w(n)} is a sequence of L × 1 zero-mean independent and i.i.d. random Gaussian vectors with variances σ 2 w . Equation (1) can be equivalently written as
where
We consider the problem of estimating the a posterior probabilities of the transmitted symbols
based on the received signals X without knowing the channel amplitudes {A k } K k=1 and noise level σ 2 w , using Bayesian inference. These a posterior probabilities are then used to make maximum a posterior (MAP) estimates on the information bits b k (n).
III. BAYESIAN INFERENCE FOR COMMUNICATIONS
The basic ideas behind the Bayesian inference structure are to model an interested system graphically as a collection of interacting variables, and to treat unknown quantities such as the transmitted signals as "missing data" to be inferred from current observations via posterior probability updating. Generally put, an inference approach finds the estimates of
The a posterior probabilities can be calculated by
where the coefficient C is a normalization factor, Ω is a set of unknown random parameters other than X that may exist in the network. In our problem, Ω includes the amplitudes a and ambient noise level σ 2 w . For simplicity, we assume σ 2 w is known. The estimation of σ 2 w can be easily incorporated in the Bayesian detection [1] . The likelihood functions p (X|B, Ω) and p (Ω|B) should be derived during the graphical modeling process.
Clearly, the computation in (5) may involve very high parameter dimensions, which is infeasible for practical exact inference. The central issue in this theoretically simple process is how to cope with the complexity of the probabilistic structure in the applied problems.
IV. ALGORITHM DESCRIPTION
We develop a new Bayesian multiuser detection method using a high-efficiency Monte Carlo inference method called the adaptive sampling method. The proposed Bayesian detector framework is similar to that in [1] , but the Gibbs sampler used therein is replaced by the newly developed adaptive sampling method, resulting in a different inference and detection structure. The contribution of this work is mainly in the symbol detection portion, while the concurrent channel parameter estimation follows that of [1] . For clarity, we first describe the proposed inference algorithm for symbol detection only, assuming known channel parameters Ω = {a, σ 2 w }. This scheme is then combined with Bayesian channel estimation for blind multiuser detection. We start the algorithm development from a brief description of the evidence weighting sampling method, which is well known in the Statistics community and serves as the framework for our proposed optimized adaptive sampling method.
A. Bayesian Inference using Evidence Sampling
As a Monte Carlo method, the evidence weighting method generates independent random samples and approximates the value of a quantity by computing its value relative to the samples. The procedure goes as follows:
M is the total number of simulations to be performed for probabilistic inference. When no prior information is available, all symbols are considered equal probable.
Step 2. For each sample set {B (m) }, compute the likelihood functions of the observations X:
Step 3. The posterior probability of B is given by the ensemble expection
where C consists of the normalization factor for each element in B.
The evidence weighting method is straightforward and general, but may suffer from slow convergence, especially when unlikely evidences exist. To overcome this problem, we introduce an optimized adaptive sample methods where the sample allocation is optimized to find the MAP estimates of B.
B. A New Bayesian Inference Method with Optimum Sample Allocation
The idea of the adaptive sampling method is to relate the sample allotment to the maximum a posterior probabilities through an optimization formulation. The solutions to this formulation gives guidance on the sample generating process (Step 1) by indicating where samples should be distributed so as to be more effective. The allocation process biases the sample towards making the most significant contribution to the MAP solution. On the other hand, the quantity estimation still follows the procedure in evidence weighting (Step 2 and 3). Therefore, samples are properly weighted and do not introduce estimation bias, nor does it need an initial transient "burn-in" period for convergence as evident in Gibbs sampler [1] .
The details of the adaptive sampling method is documented in [8] . It is briefly summarized here. To start with, we define sample meansμ k,j (n) =
k,j (n) where N k,j,n denotes the total number of instantiations in which the samples of b k (n) are equal to β j among all M simulations. The sample mean will be used to evaluate the sample quality in finding the maximum a posterior probabilities, which are the statistical means µ k,j (n) of λ k,j (n).
Take the posterior probability as the performance measure. Assume β b has the largest sample performance measure for
The probability of correct decision (P D ) for b k (n) can be defined by
Define a random variableμ k,i (n) whose probability distribution is the posterior distribution of the event {b k (n) = β i }. Chick [11] shows that the posterior distribution ofμ k,i (n) is given bŷ
where σ 2 k,i,n is the sample variance for b k (n),
A lower bound for the probability of correct decision is given by
where Q(·) is the error function. Equation (13) is derived by defining a random variable
and calculating its sample mean and variance, i.e.
. The lower boundP D denotes the approximate probability of correction decision and can be computed quickly from data samples {B (m) } M m=1 . The hindrance to the convergence rate of the evidence weighting method lies in its first step -sample generation. Samples rendered from the MAP state only concentrate around a small region in the whole sample space. The likelihood weighting method uses a "guess-until-you-hit" strategy, and tends to search the entire sampling space. The potentially huge waste of samples in unlikely spaces explains the slow convergence of this class of approaches. A key question to expedite the search for maximum a posterior decision becomes: where are the most "effective" samples in a huge sample space based on the feedback from available observations?
Mathematically, this crucial sample allocation problem can be formulated as follows: for a given number of simulations M , allocate the sample numbers N k,i,n , i = 1, · · · , q to the q possible states of b k (n) such that the generated samples lead to an MAP estimate of b k (n) as fast as possible, i.e.,
st.
It can be shown that [8] , as M → ∞, the optimal solution to problem (15) is given by
For the binary signaling case of q = 2 and {β 1,2 = ±1}, the optimum strategy is simplified to
Based on the sample allocation strategy, an optimized adaptive sampling method can be derived, which involves computing the sample allocation N k,1,n , · · · , N k,q,n for a block of data increment ∆M , followed by evidence weighting of these samples for posterior probability calculations. The detailed procedure and analysis is documented in [8] . It can be shown that the adaptive sampling method is more aggressive in seeking the MAP solution than other Monte Carlo methods such as the importance sampling method.
C. Bayesian Multiuser Detector in Gaussian Noise
We now incorporate the adaptive sampling method with Bayesian channel estimation to derive a blind multiuser detector.
To make the optimized sample allocation process more convenient for inference in communication systems, we will make a slight modification to the adaptive sampling inference method. Instead of deterministically allocating discrete sample numbers, we follow the inference procedure in section IV-A, but change Step 1 by using instantaneous sampling priors, which are periodically updated with every ∆M increment of simulations, i.e., π k,i (n) ∝ N k,i,n .
The overall algorithm for blind multiuser detection now becomes -----------------For m = 1 : M 1. Draw samples of a (m) from the conditional probability
with Σ
If the iteration increment reaches ∆M , compute a new set of sample allocation numbers {N k,i,n } using (17) for the qary signaling case or (18) for the binary case, and update the instantaneous data symbol priors π k,i (n) according to
-----------------
In the above procedure,B c denotes the symbol estimates available at the current iteration, while B (m) denotes the random samples of B drawn at the the mth iteration. Note that symbol estimation can be performed at any moment, not necessarily throughout every iteration. The detection rule is
where c k,n is a normalization factor.
This adaptive sampling based Bayesian multiuser detector is similar to the popular MCMC methods in that its current samples are biased by the information drawn from previous samples. However, it has several advantages over the Gibbs sampler based detection [1] :
• No "burn-in" time for convergence. All samples are equally used in Bayesian inference.
• The use of sequential symbol estimation on random samples instead of sequential sample generation reduces the costly updating of the sampling distributions at every iteration.
V. SIMULATIONS
Consider a five-user synchronous CDNA channel with a processing gain of L = 10. The system setup is the same as that in [1] , where the user-spreading waveform matrix H, the noninformative prior distributions of the channel parameters a are specified. The data block size of each user is N = 256.
To illustrate the convergence behavior of the proposed adaptive sampling method, we plot the estimates of the parameters b 3 (50) and b 5 (250) (Figure 1(a) ). It is seen that the adaptive sampling algorithm reaches convergence very fast. The marginal posterior distributions of the unknown parameters A 3 and A 4 in the steady state can be illustrated by the corresponding histograms, which is shown in Figure 1(b) . The histograms are based on 500 samples collected after the initial 50 iterations.
In Figure 2 , we illustrate the performance of the proposed blind adaptive multiuser detector. All users have the same Although the simulation scenario described here is simple, the proposed blind detection algorithm itself is general, and may accommodate various system setups such as coded CDMA with any channel codes, e.g., block codes, convolutional codes, and turbo codes. Bit error rate performance: channel amplitudes A 2 = A 3 = A 4 = A 5 = A 1 + 10dB.
