In this paper, some new Gronwall-Bellman-type integral inequalities in two independent variables on time scales are established, which can be used as a handy tool in the research of qualitative and quantitative properties of solutions of dynamic equations on time scales. The inequalities established unify some of the integral inequalities for continuous functions in (Meng and Li in Appl. Math. Comput. 148:381-392, 2004) and their discrete analysis in (Meng and Li in J. Comput. Appl. Math. 158:407-417, 2003). MSC: 26E70; 26D15; 26D10
Introduction
It is well known that Gronwall-Bellman inequality [, ] plays an important role in the research of boundedness, global existence, stability of solutions of differential and integral equations as well as difference equations. During the past decades, a lot of generations of Gronwall-Bellman inequality have been discovered; see, for example, [-] . On the other hand, in the s, Hilger created the theory of time scales [] as a theory capable to contain both difference and differential calculus in a consistent way. Since then many authors have expounded on various aspects of the theory of dynamic equations on time scales. See, for example, [-] and the references therein. In these investigations, integral inequalities on time scales have been paid much attention by many authors, and a lot of integral inequalities on time scales have been established, for example, [-], which have been designed in order to unify continuous and discrete analysis. But to our knowledge, Gronwall-Bellman-type integral inequalities containing integration on infinite intervals on time scales have been paid little attention in the literature so far.
In this paper, we establish some new Gronwall-Bellman-type integral inequalities in two independent variables containing integration on infinite intervals on time scales, which unify some of the continuous inequalities in [] and the corresponding discrete analysis in [] .
Some preliminaries
Throughout the paper, R denotes the set of real numbers and R + = [, ∞). Z denotes the set of integers. For two given sets G, H, we denote the set of maps from G to H by (G, H). http://www.journalofinequalitiesandapplications.com/content/2013/1/234 A time scale is an arbitrary nonempty closed subset of real numbers. In this paper, T denotes an arbitrary time scale. On T we define the forward and backward jump operators σ ∈ (T, T) and ρ ∈ (T, T) such that σ (t) = inf{s ∈ T, s > t}, ρ(t) = sup{s ∈ T, s < t}.
Definition . A point t ∈ T with t > inf T is said to be left-dense if ρ(t) = t and rightdense if σ (t) = t, left-scattered if ρ(t) < t and right-scattered if σ (t) > t.
Definition . The set T
κ is defined to be T if T does not have a left-scattered maximum;
otherwise, it is T without the left-scattered maximum.
is called rd-continuous if it is continuous in rightdense points and if the left-sided limits exist in left-dense points, while f is called regressive if  + μ(t)f (t) = . C rd denotes the set of rd-continuous functions, while R denotes the set of all regressive and rd-continuous functions, and
Definition . For some t ∈ T κ , and a function f (t) ∈ (T, R), the delta derivative of f is denoted by f (t) and satisfies
where s ∈ U, and U is a neighborhood of t. The function f (t) is called delta differential on T κ .
Similarly, for some x ∈ T κ , and a function f (x, y) ∈ (T × T, R), the partial delta derivative of f (x, y) with respect to x is denoted by (f (x, y)) x and satisfies
where s ∈ U, and U is a neighborhood of x. The function f (x, y) is called partial delta differentiable with respect to x on T κ .
Remark .
If T = R, then f (t) becomes the usual derivative f (t), while f (t) = f (t + ) - f (t) if T = Z, which represents the forward difference. Definition . If F (t) = f (t), t ∈ T κ , then F is called an antiderivative of f ,
and the
Similarly, for a, b ∈ T and a function f (x, y) : T × T → R, the Cauchy partial integral of f (x, y) with respect to x is defined by
The following two theorems include some important properties for partial delta derivative and Cauchy partial integral on time scales. http://www.journalofinequalitiesandapplications.com/content/2013/1/234
(ii) If f , g are partial delta differentiable at x, then fg is also partial delta differentiable at x, and 
Definition . The cylinder transformation ξ h is defined by
where Log is the principal logarithm function.
Definition . For p(x, y) ∈ R with respect to x, the exponential function is defined by
Definition . If sup x∈T x = ∞, p(x, y) ∈ R with respect to x, then we define
The following two theorems include some known properties on the exponential function. http://www.journalofinequalitiesandapplications.com/content/2013/1/234
Theorem . If p(x, y) ∈ R with respect to x, then the following conclusions hold:
Theorem . If p(x, y) ∈ R with respect to x, x  ∈ T is a fixed number, then the exponential function e p (x, x  ) is the unique solution of the following initial value problem: 
Main results
First we give some important lemmas as follows.
According to Theorem .(ii),
On the other hand, from Theorem . we have
So, combining (.), (.) and Theorem ., it follows that
Substituting x with s and integration for (.) with respect to s from α to ∞ yield
Considering e p (α, α) = , from (.) and (.), we have
which is followed by
Since α ∈ T κ is arbitrary, then after substituting α with x, we obtain
Considering Y is selected from T κ arbitrarily, then in fact (.) holds for every y in T κ , that is,
which is the desired inequality.
Lemma . []
Assume that a ≥ , p ≥ q ≥ , and p = , then for any
Proof According to [, Theorems . and .(i)], we have
Then by Theorem .(v) and after letting x  → ∞, we obtain the desired result. http://www.journalofinequalitiesandapplications.com/content/2013/1/234
is a positive number with p ≥ . If u(x, y) satisfies the following inequality:
On the other hand, from Lemma . we have
Combining (.), (.), and (.), we obtain
) a(s, t) + b(s, t)v(s, t)
where 
Since z(∞, y) = , then combining (.) and (.) gives
Combining (.) and (.), we can obtain the desired inequality (.).
Since T is an arbitrary time scale, then if we take T for some peculiar cases, we can obtain some corollaries immediately. Especially, if we let T = R or T = Z, we obtain the following two corollaries.
Corollary . Suppose T = R, u, a, f , g ∈ C(R × R, R + ). If u(x, y) satisfies the following inequality:
Corollary . Suppose T = Z and u, a, f , g ∈ (Z × Z, R + ). If u(m, n) satisfies the following inequality:
provided that H  (m, n) < , m, n ∈ Z, where
where H  , H  are the same as in Theorem ..
Proof By Lemma . we have
On the other hand, considering H  (x, y) is decreasing in x, from (.) we have
which is the desired result.
If we let T = R or T = Z in Theorem ., then we obtain the following two corollaries.
Corollary . Under the conditions of Corollary
where H  , H  are defined the same as in (.). 
Corollary . Under the conditions of Corollary
provided that -f ∈ R + , where
Since  -μ(x)f (x, y) > , then -f ∈ R + , and an application of Lemma . yields Proof Considering u(∞, y) = ϕ(y), then the equivalent integral equation of (.) can be denoted by
Then a suitable application of Theorem . yields the desired inequality (.).
In the last step of Theorem ., if we apply Theorem . to (.), then we can obtain the following theorem. where u ∈ C rd (T × T, R), ϕ ∈ C rd (T, R), and p ≥  is a constant.
