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CHARACTERISTIC POLYNOMIALS OF SUPERTROPICAL
MATRICES
ADI NIV†
Abstract. Supertropical matrix theory was investigated in [6], whose terminology
we follow. In this work we investigate eigenvalues, characteristic polynomials and
coefficients of characteristic polynomials of supertropical matrices and their powers,
and obtain the analog to the basic property of matrices that any power of an eigenvalue
of a matrix is an eigenvalue of the corresponding power of the matrix.
1. Introduction
The theory of supertropical matrices, laid out in [4], shows that although the ghost
ideal in supertropical semifield R = T
⋃
G
⋃{−∞}, where G is a copy of T obtained
as the image of the one-to-one ghost map ν : T → G sending a 7→ ν(a) = aν , helps to
recover many of the classical matrix theory properties, supertropical matrices still show
a very undesired behavior when one wants to use them to decompose the supertropical
vector-space Rn as the sum of the eigenspaces of a matrix. Previous work on the
connection between supertropical matrices and their powers shows that the pathological
behavior of a matrix, such as ghost level of its entries, its singularity, and dependency
of its eigenvectors, can be avoided by passing to high enough powers of the matrix
(see [7]). In this paper we obtain a direct result (Theorem 3.6), that for any matrix A,
the characteristic polynomial of Am ghost surpasses˝the characteristic polynomial of
A, for any natural m, and thus equality holds when they are tangible.
We establish some fundamental definitions and properties for our work.
Definition 1.1. A track of a permutation pi ∈ Sn is the sequence
a1,pi(1)a2,pi(2) · · · an,pi(n)
of n entries of a matrix A = (ai,j) ∈Mn(R). We denote the identity permutation track,
which lies on the main diagonal of a matrix, as the Id track, and the permutation
track which lies on the secondary diagonal of a matrix, that is a1,na2,n−1 · · · an−1,2an,1,
as the −Id track.
Definition 1.2. We define the tropical determinant of a tangible matrix A = (ai,j)
to be the usual permanent
|A| =
∑
σ∈Sn
a1σ(1) · · · anσ(n)
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2 ADI NIV
(see [1, §5]). We refer to the permutation track yielding the highest value in this sum
as the dominant permutation track.
We notice that over the supertropical structure the determinant is tangible whenever
only one tangible permutation track dominates this sum, and ghost whenever either a
ghost permutation track dominates it or at least two permutation tracks dominate it.
Theorem 1.3. (The rule of determinants) For n × n matrices A,B over the su-
pertropical division semiring R, we have |AB| = |A||B|+g, where g ∈ G. In particular
if |AB| is tangible then |AB| = |A||B|.
Proof. See Theorem 3.5 in [4, §3].
This property can easily be understood by observing the determinant function in
classical linear algebra. We know that the result in this case would be |AB| = |A||B|
because every monomial in |AB| that does not appear in |A||B| will appear twice with
opposite signs. The meaning of this result in supertropical linear algebra is that every
non-|A||B| monomial appears twice, and therefore will create a ghost element. If a
monomial from |A||B| dominates then |AB| = |A||B|, and |AB| ∈ G otherwise.
Remark 1.4. (The Frobenius property)
a. ∀n ∈ N, y ∈ R (x+ y)n = xn + yn + ghost.
b. If R is a supertropical algebra then (x+ y)n = xn + yn.
Proof. See [4, Remark 1.3].
Definition 1.5. We say that b is a k root of a, for some k ∈ N , denoted as b = k√a
if bk = a.
Remark 1.6. If a, b ∈ T and ak = bk then ak + bk = (a + b)k ∈ G, therefore a + b ∈ G
and a = b. That is, the k root of a tangible element is unique.
2. Supertropical polynomials and the relation |=gs.
As one can see in [2], the polynomials over the supertropical structure are rather sim-
ple to understand geometrically. Viewing a monomial aix
i ∈ R[x] with the operations
max-plus, it is easy to notice that the display of such a monomial is a line represented
in the classical operations plus-multiplication as ix + ai, and therefore the power i of
x represents the slope of the monomial. Since T is ordered we may present its ele-
ments on an axis, directed rightward, where if a < b then a appears left to b on the
T -axis, for every pair of distinct elements a, b ∈ T . It is now easy to understand that a
supertropical polynomial
n∑
i=0
aix
i ∈ R[x]
takes the value of the dominant monomial among aix
i along the T -axis. That having
been said, it is possible that some monomials in the polynomial would not dominate
for any x ∈ R (see [2, Definition 4.9]).
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Definition 2.1. Let
f(x) =
n∑
i=0
aix
i ∈ R[x]
be a supertropical polynomial. We call monomials in f(x) that dominate for some x ∈ R
essential, and monomials in f(x) that do not dominate for any x ∈ R inessential.
We write
f es =
∑
i∈I
aix
i ∈ R[x],
where aix
i ∀i ∈ I is an essential monomial, called the essential polynomial of f .
Definition 2.2. We define an element a ∈ R the root of a polynomial f(x) if
f(a) ∈ G
⋃
{0R}
.
We distinguish between roots of a polynomial that are obtained as common values
of two leading tangible monomials and roots obtained as a value of a leading ghost
monomial.
Definition 2.3. We refer to roots of a polynomial being obtained as an intersection of
two leading tangible monomials as corner roots, and to roots that are being obtained
from one leading ghost monomial as non-corner roots.
Remark 2.4. Suppose f ∈ R[x].
1. The constant term a0 and the leading monomial anx
n will dominate first and last,
respectively, due to their slopes. Furthermore, they are the only ones that are neces-
sarily essential in every polynomial.
2. For the intersection between an essential monomial aix
i and the next essential
monomial ajx
j where j > i, we notice that the multiplicity of the root αi is k = j − i,
because aix
i dominates all lines between aix
i and ajx
j, or in other words ai
aj
xi = bix
i
dominates all lines between ai
aj
xi = bix
i and xj, and we get:
(xj + bj−1xj−1 + ...+ bixi) = (xj + bixi) = xi(xk + bi)
= xi(xk + ( k
√
bi)
k) = xi(x+ k
√
bi)
k = xi(x+ αi)
k.
Definition 2.5. We denote a polynomial f as a-primary if a is the only corner root
of f .
Claim 2.6. For any a-primary polynomial f ∈ R[x], a = n
√
a0
an
.
Proof. As a result of Remark 2.4. we know that the first and last monomials of the
polynomial have to dominate all other monomials for the first and last segments respec-
tively; therefore if there is only one corner root then it has to be the common value of
the first monomial a0 and the last monomial anx
n. 
Definition 2.7. Let a, b be any two elements in R. We say that a ghost surpasses
b, denoted a |=gs b, if a = b+ ghost, i.e. a = b or a ∈ G with aν ≥ bν .
For matrices A = (aij), B = (bij) ∈Mn×m(R) (and in particular for vectors) A |=gs B
means aij |=gs bij ∀i = 1, ..., n and j = 1, ...,m.
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For polynomials f(x) =
∑
aix
i, g(x) =
∑
bix
i ∈ Rn[x], we say that f(x) |=gs g(x)
when ai |=gs bi ∀i = 0, ..., n.
Important properties of |=gs:
1. |=gs is an order relation.
See [5, Lemma 1.5].
2. If a |=gs b then ac |=gs bc.
3. Supertropical characteristic polynomials and eigenvalues.
We follow the description as studied in [5, §5],
Definition 3.1. ∀v ∈ T n and A ∈Mn(T ) such that ∃x ∈ T such that Av |=gs xv we
say that v is a supertropical eigenvector of A with a supertropical eigenvalue x.
The characteristic polynomial of A is set to be fA(x) = |xI + A|, and the tangible
value of its roots are the eigenvalues of A as shown in [4, Theorem 7.10].
Proposition 3.2. If x ∈ T is an eigenvalue of a matrix A ∈ Mn(T ), then xi is an
eigenvalue of Ai.
Proof. x ∈ T is an eigenvalue of the matrix A so ∃v ∈ T n such that Av |=gs xv.
If i = 2:
A2v = AAv |=gs xAv |=gs xxv = x2v.
We assume that the claim holds for i− 1 and prove it for general i:
Aiv = Ai−1Av |=gs xAi−1v |=gs x · xi−1v = xiv.

However, we notice that {xi : x is an eigenvalue of a given matrix A} need not be
the only eigenvalues of the matrix Ai, as shown in the next example.
Example 3.3. Consider the 2× 2 matrix
A =
(
0 0
1 2
)
.
Then fA(x) = x
2 + 2x+ 2⇒ fA(x) ∈ G when x = 0, 2.
However,
A2 =
(
1 2
3 4
)
.
Which means fA2(x) = x
2 + 4x+ 5ν ⇒ fA2(x) ∈ G when xν ≤ 1ν or x = 4.
Remark 3.4. We notice that the coefficient of xi in the characteristic polynomial is the
sum of all determinants of (n− i)× (n− i) minors obtained by erasing i rows and their
corresponding columns. For example the coefficient of xn−1 would be the sum of all
determinants of 1 × 1 minors obtained by erasing n − 1 rows and their corresponding
columns, yielding the trace. And the coefficient of x0 would be the determinant.
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Claim 3.5. For every monomial ai1,pi(i1)ai2,pi(i2) · · · aik,pi(ik) in the determinant of a k×k
minor in A (and therefore in the coefficient of xn−k in fA) the term
(ai1,pi(i1)ai2,pi(i2) · · · aik,pi(ik))m
will appear exactly once in the coefficient of xn−k in fAm since it will appear in (and
only in) the permutation track of pim of the corresponding k × k minor in Am.
Proof. ∀aij ,pi(ij) in the permutation track of pi ∈ Sk in every k × k minor in A, we look
at the ij, pi
m(ij) position in A
m:
n∑
tj,l=1
aij ,tj,1atj,1,tj,2 · · · atj,m−1,pim(ij).
In this sum there exists a monomial of the form aij ,pi(ij)api(ij),pi2(ij) · · · apim−1(ij),pim(ij);
therefore in the permutation track of pim in the corresponding k× k minor in Am there
exists the monomial:
(3.1) [ai1,pi(i1) api(i1),pi2(i1) · · · apim−1(i1),pim(i1)]·
·[ai2,pi(i2) api(i2),pi2(i2) · · · apim−1(i2),pim(i2)]·
...
·[aik,pi(ik) api(ik),pi2(ik) · · · apim−1(ik),pim(ik)].
Since pi ∈ Sk, every ij has exactly one source and one image both belong to {i1, ..., ik},
therefore, looking at the columns in 3.1 as rows:
(3.2) [ai1,pi(i1) ai2,pi(i2) · · · aik,pi(ik)]·
·[api(i1),pi2(i1) api(i2),pi2(i2) · · · api(ik),pi2(ik)]·
...
·[apim−1(i1),pim(i1)apim−1(i2),pim(i2) · · · apim−1(ik),pim(ik)]
and then rearranging each row, we obtain:
(3.3) [ai1,pi(i1)ai2,pi(i2) · · · aik,pi(ik)]·
·[ai1,pi(i1)ai2,pi(i2) · · · aik,pi(ik)]·
...
·[ai1,pi(i1)ai2,pi(i2) · · · aik,pi(ik)]
which means each aij ,pi(ij) will appear exactly m times in (3.1) yielding the monomial
(ai1,pi(i1)ai2,pi(i2) · · · aik,pi(ik))m
where ai1,pi(i1)ai2,pi(i2) · · · aik,pi(ik) is in the monomial of the permutation track of pi in the
corresponding k × k minor in A.
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This monomial will not appear again in the coefficient of xn−k since the only entries in
this monomial are of the form apil(ij),pil+1(ij) and can only be followed by apil+1(ij),pil+2(ij),
for every l = 0, ...,m, j = 1, ..., k, in this monomial, which yields only the monomials
aij ,pi(ij)api(ij),pi2(ij) · · · apim−1(ij),pim(ij)
of length m, which appear only on the permutation track of pim of the unique k×k-minor
that includes i1, ..., ik. 
Theorem 3.6. Let fAm(x) =
∑
βix
i be the characteristic polynomial of the mth power
of an n × n matrix A, and fA(x) =
∑
αix
i be the characteristic polynomial of A.
Then fAm(x
m)  fA(x)m, which means
βi  αmi ∀i = 1, ..., n.
Proof. Looking at the monomials in the (ij, σ(ij)) position of A
m:
aij ,tj,1atj,1,tj,2 · · · atj,m−1,σ(ij)
as tracks from ij to tj,1 to tj,2 to ... to σ(ij), we may say that
n∑
tj,l=1
aij ,tj,1atj,1,tj,2 · · · atj,m−1,σ(ij)
describes all the ways to get from ij to σ(ij) ∈ Sk in m steps. Therefore a permutation
track of σ ∈ Sk in a k × k minor in Am describes all the ways to obtain a permutation
track from i1 to σ(i1), from i2 to σ(i2),..., from ik to σ(ik).
According to Claim 3.5, for every monomial ai1,pi(i1)ai2,pi(i2) · · · aik,pi(ik) from a k × k
minor in A, (ai1,pi(i1)ai2,pi(i2) · · · aik,pi(ik))m will appear in the pim permutation track in
the corresponding minor in Am. So we already have obtained bi = a
m
i + g, g ∈ R
where k = n− i. It remains to show that g ∈ G.
If
(3.4)
[ai1,t1,1at1,1,t1,2 · · · at1,m−1,σ(i1)][ai2,t2,1at2,1,t2,2 · · · at2,m−1,σ(i2)] · · · [aik,tk,1atk,1,tk,2 · · · atk,m−1,σ(ik)]
from a k×k-minor in Am is not of the form (ai1,pi(i1)ai2,pi(i2) · · · aik,pi(ik))m for some pi ∈ Sk
such that pim = σ, then we factor the permutation σ into disjoint cycles:
(j1, σ(j1), σ
2(j1), ..., σ
k1(j1))◦(j2, σ(j2), σ2(j2), ..., σk2(j2))◦...◦(jd, σ(jd), σ2(jd), ..., σkd(jd)),
where
{j1, σ(j1), σ2(j1), ..., σk1(j1)}
⋃
{j2, σ(j2), σ2(j2), ..., σk2(j2)}
⋃
...
⋃
{jd, σ(jd), σ2(jd), ..., σkd(jd)}
coincides with {i1, ..., ik} and σt1(jl) 6= σt2(jl) where t1 6= t2, for every l = 1, ..., d,
unless t1 = 0, t2 = kl + 1, and then σ
kl+1(jl) = jl.
We rewrite (3.4) as:
(3.5)
([aj1,t11,1at11,1 ,t11,2 · · · at11,m−1 ,σ(j1)] · · · [aσk1 (j1),t1k1,1at1k1,1 ,t1k1,2 · · · at1k1,m−1 ,σ(k1+1)(j1)])·
·([aj2,t21,1at21,1 ,t21,2 · · · at21,m−1 ,σ(j2)] · · · [aσk2 (j2),t2k2,1at2k2,1 ,t2k2,2 · · · at2k2,m−1 ,σ(k2+1)(j2)])·
...
·([ajd,td1,1 · · · atd1,m−1 ,σ(jd)] · · · [aσkd (jd),tdkd+1,1atdkd+1,1 ,tdkd+1,2 · · · atdkd+1,m−1 ,σ(kd+1)(jd)])
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where [ ] denotes entries from Am and ( ) denotes the beginning and end of a cycle, a
notation we will use throughout the whole proof.
For convenience we write 3.5 as:
d∏
r=1
([ajr,tr1,1atr1,1 ,tr1,2 · · · atr1,m−1 ,σ(jr)] · · · [aσkr (jr),trkr,1atrkr,1 ,trkr,2 · · · atrkr,m−1 ,σ(kr+1)(jr)])
and we would want to show that there exists another permutation track (also in a k×k
minor) where this monomial will appear again.
In order to do so we observe the first index tri,1 which appears in the second element
of each entry from Am:
atri,1 ,tri,2 ∀r = 1, ..., d, i = 1, ..., kr.
Case I: All of these indices are different. Then we may begin every cycle with the second
element and end it with the original first element:
d∏
r=1
([atr1,1 ,tr1,2 · · · atr1,m−1 ,σ(jr)aσ(jr),tr2,1 ][atr2,1 ,tr2,2 · · · atr2,m−1 ,σ2(jr)aσ(jr),tr3,1 ] · · ·
· · · [atrkr,1 ,trkr,2 · · · atrkr,m−1 ,σ(kr+1)(jr)ajr,tr1,1 ]).
The fact that there are k different indices means that these new disjoint cycles would
describe a permutation (with the same cycle sizes as σ), which graphically may be
represented as:
For example: ([a1,1a1,2][a2,2a2,1]) = ([a1,2a2,2][a2,1a1,1]).
Case II: Some index tri,1 repeats in the same cycle. Now we may factor this cycle into
two sub-cycles and not change any other cycle:
([ajr,tr1,1atr1,1 ,tr1,2 · · · atr1,m−1 ,σ(jr)][aσ(jr),tr2,1atr2,1 ,tr2,2 · · · atr2,m−1 ,σ2(jr)] · · ·
· · · [aσi−1(jr),tr1,1atr1,1 ,tri,2 · · · atri,m−1 ,σi(jr)][aσkr (jr),trkr,1atrkr,1 ,trkr,2 · · · atrkr,m−1 ,σ(kr+1)(jr)]) =
([ajr,tr1,1atr1,1 ,tri,2 · · · atri,m−1 ,σi(jr)] · · · [aσkr (jr),trkr,1atrkr,1 ,trkr,2 · · · atrkr,m−1 ,σ(kr+1)(jr)])·
([aσ(jr),tr2,1atr2,1 ,tr2,2 · · · atr2,m−1 ,σ2(jr)] · · · [aσi−1(jr),tr1,1atr1,1 ,tr1,2 · · · atr1,m−1 ,σ(jr)])
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yielding a new permutation, which graphically is represented as:
For example: ([a1,2a2,2][a2,2a2,1]) = ([a1,2a2,1])([a2,2a2,2]).
Case III: Some index tri,1 repeats in two different cycles. Now we may join these cycles
into a single cycle and not change any other cycle:
([ajr,tr1,1atr1,1 ,tr1,2 · · · atr1,m−1 ,σ(jr)] · · · [aσkr (jr),trkr,1 · · · atrkr,m−1 ,σ(kr+1)(jr)])·
([ajv ,tv1,1 · · · atv1,m−1 ,σ(jv)] · · · [aσi−1(jv),tr1,1atr1,1 ,tvi,2 · · · atvi,m−1 ,σi(jv)] · · · [aσkv (jv),tvkv,1 · · · atvkv,m−1 ,σ(kv+1)(jv)]) =
([ajr,tr1,1atr1,1 ,tvi,2 · · · atvi,m−1 ,σi(jv)] · · · [aσkv (jv),tvkv,1 · · · atvkv,m−1 ,σ(kv+1)(jv)][ajv ,tv1,1 · · · atv1,m−1 ,σ(jv)] · · ·
· · · [aσi−1(jv),tr1,1atr1,1 ,tr1,2 · · · atr1,m−1 ,σ(jr)] · · · [aσkr (jr),trkr,1 · · · atrkr,m−1 ,σ(kr+1)(jr)])
yielding a new permutation, which graphically is represented as:
For example: ([a1,2a2,2][a2,2a2,1])([a3,2a2,4][a4,2a2,3]) = ([a1,2a2,4][a4,2a2,3][a3,2a2,2][a2,2a2,1]).
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To summarize, let fAm(x) = Σbix
i and fA(x) = Σaix
i. Then, ami appears as a
monomial in bi for every i = 0, ..., n, and every other monomial in bi will appear twice.
Thus bi  ami ∀i = 0, ..., n and therefore fAm(xm)  fA(x)m. 
Corollary 3.7. If the coefficients of fAm are tangible then fAm(x
m) = fA(x)
m.
Example 3.8.
1. Looking at the constant coefficients α0, β0, which represent the determinants of
A, Am respectively, this theorem provides an alternative proof of Theorem 1.3 in the
special case that B is a power of the matrix A.
2. Let A = (aij) be an n× n matrix. For any m ∈ N we have tr(Am)  (tr(A))m.
Here is a short, self-contained proof.
Every diagonal entry bi,i in
Am = (bi,j) = (
n∑
kt=1
ai,k1ak1,k2 · · · akm−1,j)
is a sum of monomials such that one of the monomials (where kt = i, ∀t) is (ai,i)m
and for every other monomial (ai,k1ak1,k2 · · · akm−1,i) there exists t ∈ {1, ..., n} such
that kt 6= i. Hence there exists an equal monomial (akt,kt+1 · · · akm−1,iai,k1 · · · akt−1,kt) in
the (kt, kt) position of A
m. Therefore
tr(Am) = Σni=1bi,i = Σ
n
i=1(ai,i)
m + ghost = (tr(A))m + ghost.
Example 3.9. Let
A = (ai,j) ∈M3(R).
Therefore, fA(x) = x
3 + tr(A)x2 + α1x + detA. We already saw the property βi  αmi
for the trace and the determinant. We look at the coefficient of x, α1, which is the sum
of all determinants of the 3 − 1 × 3 − 1 = 2 × 2 minors obtained by erasing one row
and its corresponding column:
α1 = (a1,1a2,2︸ ︷︷ ︸
Id track
+ a1,2a2,1︸ ︷︷ ︸
-Id track
)
︸ ︷︷ ︸
1st 2× 2 minor
+ (a1,1a3,3︸ ︷︷ ︸
Id track
+ a1,3a3,1︸ ︷︷ ︸
-Id track
)
︸ ︷︷ ︸
2nd 2× 2 minor
+ (a2,2a3,3︸ ︷︷ ︸
Id track
+ a2,3a3,2︸ ︷︷ ︸
-Id track
)
︸ ︷︷ ︸
3rd 2× 2 minor
.
Let us consider
A2 = (
3∑
t=1
ai,tat,j)
We look at the corresponding coefficient β1 in fA2 which is obtained from three 2 × 2
minors, each contributing two permutation tracks as described:
−Id tracks in A2 of the form ∑(ai,t1at1,j)(aj,t2at2,i), i 6= j,
Id tracks in A2 of the form
∑
(ai,t1at1,i)(aj,t2at2,j), i 6= j.
The monomials originated from α1:
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Every Id permutation track ai,iaj,j from α1 must correspond to Id
2 = Id permutation
track in β1. Indeed, for (ai,t1at1,i)(aj,t2at2,j) where t1 = i and t2 = j we obtain (ai,iaj,j)
2.
In that same way, every -Id permutation track ai,jaj,i from α1 must correspond
to (−Id)2 = Id permutation track in β1. Indeed, for (ai,t1at1,i)(aj,t2at2,j) where t1 = j
and t2 = i we obtain (ai,jaj,i)
2.
All other monomials appear twice:
For every [(ai,t1at1,j)(aj,t2at2,i)] in the permutation tracks of −Id there exists another -
Id permutation track [(at1,jaj,t2)(at2,iai,t1)] where t1 6= t2, and equals [(aj,t2at1,j)(ai,t1at2,i)]
which is a permutation track of Id where t1 = t2.
In that same way, ∀(ai,t1at1,i)(aj,t2at2,j) in the permutation tracks of Id there exists
another Id permutation track (at1,iai,t1)(at2,jaj,t2) where t1 6= t2 (notice that t1 = i and
t2 = j or vice versa were already been dealt in the monomials that originate from α1,
so we receive an equal monomial in a different track), and (ai,t1at2,j)(aj,t2at1,i) which
is a permutation track of −Id where t1 = t2. Overall we obtain fA2(x2)  fA(x)2.
Corollary 3.10. Every corner root of fAm is an m
th power of a corner root of fA.
Proof. According to Theorem 3.6. fAm  (fA)m, meaning
fAm(x
m) = (fA(x))
m + g(xm), where g(x) ∈ G[x].
For every λm a corner root of fAm we know that
fAm(λ
m) ∈ G.
If
fAm(λ
m) = (fA(λ))
m ∈ G then fA(λ) ∈ G
and therefore λ is an eigenvalue of A.
If
fAm(λ
m) = g(λm) ∈ G
then λm is not obtained as common value of two leading tangible monomials in fAm
but obtained as a value of a leading ghost monomial and therefore not a corner root
of fAm in contradiction to the assumption in the Corollary. 
References
[1] M. Akian, R. Bapat, and S. Gaubert, Max-plus algebra. Hogben L., Brualdi R., Greenbaum
A., Mathias R. (eds.), Handbook of Linear Algebra. Chapman and Hall, London, 2006.
[2] Z. Izhakian and L. Rowen, Supertropical algebra. To appear, Advances Math. 225:2222-
2286,2010 (Preprint at arXiv:0806.1175, 2007).
[3] Z. Izhakian M. Knebusch, and L. Rowen, Supertropical linear algebra. Preprint at
arXiv:1008.0025v1, 2010.
[4] Z. Izhakian and L. Rowen, Supertropical matrix algebra. Israel Journal of
Mathematics182(1):383–424, 2011.
[5] Z. Izhakian and L. Rowen, Supertropical matrix algebra II: solving tropical equations. Israel
Journal of Mathematics, 186(1):69-97,2011.
[6] Z. Izhakian and L. Rowen, Supertropical matrix algebra III: Powers of matrices and their
supertropical eigenvalues. Journal of Algebra, 341(1):125–149, 2011.
[7] Z. Izhakian, Tropical arithmetic and matrix algebra. Comm. in Algebra 37(4):1445-1468, 2009.
CHARACTERISTIC POLYNOMIALS OF SUPERTROPICAL MATRICES 11
[8] H. Straubing, A combinatorial proof of the Cayley-Hamilton Theorem. Discrete Math. 43 (2-3):
273-279, 1983.
