To represent the local orientation and energy of a 1-D image signal, many models of early visual processing employ bandpass quadrature filters, formed by combining the original signal with its Hilbert transform. However, representations capable of estimating an image signal's 2-D phase have been largely ignored. Here, we consider 2-D phase representations using a method based upon the Riesz transform. For spatial images there exist two Riesz transformed signals and one original signal from which orientation, phase and energy may be represented as a vector in 3-D signal space. We show that these image properties may be represented by a Singular Value Decomposition (SVD) of the higher-order derivatives of the original and the Riesz transformed signals. We further show that the expected responses of even and odd symmetric filters from the Riesz transform may be represented by a single signal autocorrelation function, which is beneficial in simplifying Bayesian computations for spatial orientation. Importantly, the Riesz transform allows one to weight linearly across orientation using both symmetric and asymmetric filters to account for some perceptual phase distortions observed in image signals -notably one's perception of edge structure within plaid patterns whose component gratings are either equal or unequal in contrast. Finally, exploiting the benefits that arise from the Riesz definition of local energy as a scalar quantity, we demonstrate the utility of Riesz signal representations in estimating the spatial orientation of second-order image signals. We conclude that the Riesz transform may be employed as a general tool for 2-D visual pattern recognition by its virtue of representing phase, orientation and energy as orthogonal signal quantities.
Introduction
In many signal processing applications, the 1-D analytic representation of a real-valued function-defined by the linear combination of the original function and its Hilbert transform (Gabor, 1946; Franks, 1968; Papoulis, 1991) -is regarded as an important step because it leads to a complex signal representation from which the phase, energy and (instantaneous) frequency of a 1-D signal may be estimated. Analytic signal representations are also thought to be embedded within neural systems: Marcelja (1980) , noting the similarity between receptive field profiles of V1 neurons and symmetric/asymmetric Gabor functions, was an early proponent of this idea. Marcjela's observations inspired a number of computational models of human vision, each designed to provide an economical means of processing the phase and amplitude of 1-D signals using a basis set of symmetric and asymmetric filter profiles (e.g. Daugman, 1985; Morrone, Ross, Burr, & Owens, 1986; Morrone & Burr, 1988) .
How one generalizes the 1-D definition of a signal's absolute phase and energy into 2-D has, however, proven to be a challenging problem (Knutsson, 1982; Morrone & Owens, 1987; Morrone & Burr, 1988; Nordberg, 1994; Robbins & Owens, 1997) . Some have extended the 1-D definition of the analytic signal into 2-D using orientation and spatial frequency tuned filters arranged in a polar form, such that Hilbert transforms are taken about an axis orthogonal to the preferred orientation tuning of each filter (Daugman, 1985; Freeman & Adelson, 1991; Knutsson, 1982) . Computational models arising from a polar decomposition have, however, concentrated on phase independent signal representations. A popular example is the energy model (e.g. Adelson & Bergen, 1985; Knutsson, 1982; Langley & Atherton, 1991; Morrone & Burr, 1988) , in which the response of an orientation tuned filter and its Hilbert transform are first squared, then assigned an orientation label from which a spatial orientation vector is estimated. By definition, the energy model gives no information about how a 2-D image signal's spatial phase is represented. However, when detecting an image signal's features, the congruency of spatial phase, especially when where the multiplicative function sgn [x] , which defines the 1-D Hilbert transform, is depicted in Fig. 1A by the black line. From the far right expression of Eq. (1) note that the Hilbert transform shifts the phase of the original signal by p 2 radians (Bracewell, 1999) . Examples of a real signal and its Hilbert transform are shown in Fig. 1A by the functions F(x)(Red curve) 1 and b F ðxÞ (Blue curve), respectively. From the figure, and when excluding the mean of the real signal, note that the frequency support of both the original and Hilbert transformed signals are equal.
The monogenic signal
The monogenic signal is a representation derived from a generalization of the 1-D Hilbert transform to a higher dimensional signal space (Felsberg & Sommer, 2001; Zang & Sommer, 2007) . A generalization is made possible by the Riesz transform (Riesz, 1928) , which is defined as: 
where I(x, y) is the original signal and I jxj (x, y), I jyj (x, y) represent the Riesz transformed signals taken about the jxj and jyj axes, respectively. From the Riesz triple vector R(x, y), an image signal's energy is defined by: where E½: denotes the expectation operator. From Eq. (4) note that the Riesz energy is defined by a sum of squares of the three elements of the Riesz triple vector (Felsberg & Sommer, 2001; Felsberg, 2002; Zang & Sommer, 2007) . Eq. (5) follows from the definition of the Riesz transform and the Fourier energy theorem (Bracewell, 1999) . The elements of a Riesz triple vector may be represented in 3-D space by the orientation of a vector placed upon the surface of a sphere, as shown in Fig. 2C . To help understand this representation further, note from Fig. 2A that a spatial orientation vector, denoted by the angle h, points in a direction along which image intensities are constant. Also, signal phase is defined along the direction where a 1-D signal's variation is greatest, depicted by the angle / in Fig. 2A . Moving across the image shown in Fig. 2A along the direction given by the angle /, note that the signal phase changes but orientation does not. Hence, by defining the spatial phase vector as orthogonal to spatial orientation for a 1-D image signal, one concludes that a signal's spatial phase is dependent upon orientation, but orientation does not depend upon phase (Nordberg, 1994) . A Riesz triple vector is depicted in Fig. 2C by the red arrow, which connects the origin and the letter 'A'. Referring to the figure, Fig. 3C-top) because of its widespread use in existing models of the visual system (e.g. Daugman, 1985; Marr, 1982) . Denoting this kernel by I(x, y) we write:
with b Iðk 1 ; k 2 Þ its Fourier transform. The two Riesz transformed signals in the frequency domain are given by:
Examples of Gaussian Riesz filter kernels are shown in Fig. 3 in both the signal (top panels) and the frequency domains (bottom panels). To illustrate the Riesz transform of a 2-D Gaussian in the signal domain, it is necessary to calculate the inverse Fourier transforms using numerical methods because analytic expressions are unknown.
Phase dependent and independent Riesz constraints on spatial orientation
In this section we collate existing ideas on derivative constraints as they have been used to estimate an image signal's local orientation (Canny, 1986; Langley, 1999; Shizawa & Mase, 1991) , and extend those ideas to include the Riesz transform. In doing so, we clarify how phase dependent and phase independent estimators for spatial orientation may be derived from the Riesz signal representation. The reader unfamiliar with the core ideas expressed here may refer to Appendix C. Shizawa and Mase (1991) showed that the Nth-order derivatives of an image signal may be used to estimate up to N local orientations. For illustrative purposes, consider the second-order differential operator defined by: 
where the 3 Â 3 matrix given above will henceforth be referred to as a Riesz matrix. The right hand expression in Eq. (10) is a key signal representation that places vector constraints on the partial derivatives of the image signal. The elements of the left row and right column vectors may each be estimated by setting the right hand side of Eq. (10) equal to zero as a constraint on the image signal and solving using standard techniques (see Appendix B). The elements of the left row vector in Eq. (10) show how the coefficients of the Riesz matrix may be used to estimate up to two local orientation vectors. When estimating two such spatial orientations, it is necessary to solve a quadratic equation (Shizawa & Mase, 1991) or iterate using the linear variant of the backpropagation algorithm (Langley, 1999) . Also, when estimating the elements of the left vector, the computations are independent of a signal's spatial phase (akin to energy computations). Phase independence follows from the multiplication of the left row vector across the columns of the Riesz matrix, where each column provides information about spatial phase and is averaged out. The elements of the right column vector allow one to estimate an image signal's local phase and orientation because each row of a Riesz matrix encapsulates the Riesz transform. In the latter case, estimates of spatial phase are functions of the spatial orientation of the image signal, and demonstrate the dependency of 2-D phase upon spatial orientation (Felsberg & Sommer, 2001; Nordberg, 1994) .
Implementations of the Riesz transform
We now increase the order of partial derivative filtering to four (see Appendix D, Fig. 10A ). The higher image derivatives are employed here because, unlike the lower order derivatives, they are able to account for the narrow (20-25°) bandwidth of orientation tuned filters reported in psychophysical studies (Blakemore & Campbell, 1969) . We also note that the consensus from neurophysiological and psychophysical evidence points to a polar decomposition of orientation tuned filters (e.g. Daugman, 1985) . In Appendix D, we apply steering theorems developed by Freeman and Adelson (1991) and pass from the partial derivatives of fourthorder original and Riesz transformed signals to a polar form comprised of directional derivative filters (DDFs) (see Fig. 4A and B-left columns). From Appendix D we also note that the partial derivatives of the original and Riesz transformed signals (see Fig. 10A -C) may be steered by fourth and fifth-order polynomials of orientation, respectively. The resulting arrangement of even and odd symmetric filters as a two column matrix (a double vector) resembles the one employed in polar representations of the Hilbert transform (e.g. Daugman, 1985; Freeman & Adelson, 1991) . Note, however, that the orientation bandwidths of the Riesz transformed DDFs are slightly narrower than those of the original signal. To estimate an image signal's 2-D phase, it is necessary to transform back to a Riesz matrix. This is discussed in the next section (see also Appendix E.1).
A cascaded model of orientation estimation
The proposed computations follow along similar lines to those taken by Langley, Lefebvre, and Anderson (2009) in their Bayesian model of orientation bias in tilt after effects-in Appendix F we extend that gradient model to include Riesz transformed signals. In the cascaded model, we assume that the responses collected from DDFs (see Fig. 4A and B (left)) are collapsed across orientation by a weighted sum (see Fig. 4C ). This stage in the model compacts the signal variance from DDF responses into a minimal number of orthogonal channels (Koenderink & van Doorn, 1992a; Langley et al., 2009) . The resulting 'second-stage' angular harmonic filters are shown on the far right and center of Fig. 4A and B, respectively. In parallel, we also transform the parameters of a gradient model, such as that considered in the previous section, into a form that is compatible with the 'second stage' filters. The computations are given in Appendix D and require two steps. The first is to transform from the partial derivatives of a Riesz matrix via the DDFs to a transformed Riesz matrix, from which an orientation vector may be estimated. The second is to transform the left vector of unknowns (see Eq. (10)) to a phase invariant estimator of spatial orientation using the double angled representation (Knutsson, 1982) . The critical component of the model is the transformed Riesz matrix which is given by:
P e I h i sin 3h i þ 5 sin 5h i ð Þ 
where N gives the number of original DDFs ðI h i Þ at a spatial orientation denoted by h i (Fig. 4A and B 
Since the underlying kernels used to generate the Riesz matrix in Eq. (11) are DDFs, we reason that the underlying computations are consistent with existing models of neural processes (see Perna, Tosetti, Montanaro, & Morrone, 2008 refer to two unknown spatial orientations. Note that the left vector given here has been transformed by the inverse of the steering transformation applied to the Riesz matrix (see Appendix D). In the event that the image signal contains only one spatial orientation, one can set h 1 = h 2 and ignore the contribution made by higher angular harmonic filters since the signal variance captured by these filters is small (Langley et al., 2009) . Also, from 4th-order spatial gradients, one could estimate up to four local spatial orientation vectors. We have limited our modeling to two.
3.1.1. The transformed Riesz matrix and its signal autocorrelation function A signal processing system may be optimized by exploiting a priori knowledge about both the signal and noise (Papoulis, 1991) . In Bayesian terms, a priori knowledge about noise is contained in the signal variance attributed to the observations, while a priori knowledge about the signal is represented by the variance of the prior (Bishop, 2000; Langley & Anderson, 2007; Simoncelli, 2003) , or equivalently the signal's autocorrelation function (ACF). There are advantages when combining Riesz signal representations with Bayesian computations, as we outline below. various second-stage filters with a large image comprised of mean zero Gaussian noise and calculated the auto-and cross-correlation coefficients. Along the left column and top row of each panel in Fig. 5A we show the underlying filters used to produce the ACF matrices. In each ACF shown, the magnitude of each coefficient is depicted by the whiteness of the fill. Using Fig. 5A (top panel) as an example, the whiteness of the element in the top left corner is proportional to the magnitude of the auto-correlation of the first sine harmonic of a 'second-stage' filter convolved with the test image. The other entries along the first row correspond to the crosscorrelations of this filter with other 'second-stage' filters present in the vector. From the ACFs, we note that high correlations are limited to the first two diagonal elements in the top panel (asymmetric filters) and the first three diagonal elements in the bottom panel (symmetric filters). That high correlations occur along the first few diagonal elements of the ACFs is testament to the decorrelating and compressive properties of the second-stage angular harmonic filters (Diamantaras, Hornik, & Strintzis, 1999; Langley et al., 2009 ). From Fig. 5A (top panel) we split the 6 Â 6 entries of the ACF for the Riesz transformed 'second-stage' filters into two 5 Â 5 ACFs, each of which conforms to the ACFs for the second and third columns of the Riesz matrix given by Eq. (11). In doing so, we note that the sum of the two transformed Riesz filter ACFs (the asymmetric part) shown in 5B is equal to the ACF for the real filter (symmetric part shown in 5A (bottom panel)). This equality is a direct consequence of the Riesz definition of energy given by Eq. (5), and balances signal-to-noise ratios across filters whose underlying symmetries are different. A remarkable benefit of the Riesz transform is the ability to sum the ACFs of the Riesz transformed signals, such that the non-zero cross correlation terms cancel (see also Fig. 11B ) to give the same ACF as the original signal. This linear property is important in simplifying Bayesian estimates for spatial orientation, since one only needs to store a single ACF (see Appendix F).
The singular value decomposition (SVD) of the Riesz matrix
A Singular Value Decomposition (SVD) of a Riesz matrix may be used to represent phase dependent and independent orientation vectors, and local energy (Appendix A). We regard the SVD as analogous to the Bayesian computations given in Appendices B and F. This is so because image signal-to-noise ratios are assumed to be high. The reader unfamiliar with the SVD may refer to Appendix A.
Basic theorems from matrix algebra (Golub & Van Loan, 1996) show that any real matrix may be split into three further matrices by an SVD. We write the SVD of the transformed Riesz matrix R xx,T as:
where the matrices U 2 R 5Â3 ; V 2 R 3Â3 contain the left and right eigenvectors of R xx,T . The diagonal matrix R 2 R 3Â3 represents the singular values (Golub & Van Loan, 1996) . We re-cast Eq. (12) revealing the structure of the SVD as: 
where it can be noted that the central matrix R is diagonal. Each element of R represents the square root of the signal variance along the principal axes. By definition, the columns (rows) of the matrix U(V) are orthogonal and referred to as the left (right) eigenvectors of the matrix R xx,T .
The SVD of a Riesz matrix is a linear signal representation. The non-zero singular values of the diagonal matrix R are usually ordered such that r 11 > r 22 > r 33 . The relative magnitudes of the singular values may be used to estimate the rank (the number of independent dimensions) of the image signal (Knutsson, 1982; Langley & Atherton, 1991) , from which different image features may be chosen from the left or right eigenvectors. When estimating 2-D phase from a right eigenvector matrix, one cannot guarantee that the desired estimate is confined to a single eigenvector. This is so because of the dependency of 2-D phase on spatial orientation. As shown in Appendix E. properties of the image. For example, if the rank of the transformed Riesz matrix is estimated at one (one non-zero singular value), it provides evidence that the local image patch is a point of symmetry (e.g. a line or dome, Fig. 6C ), or asymmetry (e.g. an edge, Fig. 6D ). Both feature types may be estimated by the relative magnitudes of the first versus the second and third elements of the dominant right eigenvector. To detect more complex image features, one should note the definition of the 'shape index' defined by Koenderink and van Doorn (1992) . There may in general be several possible left/right vectors capable of explaining a local image feature. The choice of left or right eigenvectors from the left and right matrices U, V is central to the problem of model selection: the problem of determining which model best describes the image signal (Bishop, 2000) . Finally, we note that an SVD encapsulates the split in identity (Felsberg & Sommer, 2001) of energy (R), 2-D phase (V) and orientation (U) as orthogonal signal quantities (see Appendix A).
Results
Our results examine image signals frequently studied in psychophysical experiments. They illustrate the split in identity derived from the Riesz signal representation or the SVD of a Riesz matrix.
Estimating a phase invariant Riesz spatial orientation vector
As mentioned in the introduction, estimates of a single spatial orientation from an energy model (e.g. Knutsson, 1982) are independent of spatial phase. The energy model is closely related to the phase independent estimator for spatial orientation derived from the Riesz signal representation given in Appendix F (see Eq. (68)). Numerically, the difference between the two models depends upon whether one weights the sum of squared DDF responses (the energy model) or squares the weighted sum (the Riesz model) by cos 2h i + j sin 2h i (the spatial orientation of the i th DDF filter). The linear summation across DDFs implied by Riesz computations suggests an improved signal-to-noise ratios over the energy model because of the former's greater efficiency. Given that a local image region may be described by a single orientation vector, the energy model is reasonably successful. However, phase independent estimators for spatial orientation, that include energy models and Riesz transformed models for spatial orientation (RTMSO), may give undesirable results when pitted against more complex images, such as plaid patterns (see Fig. 7A (top and bottom panels)). Fig. 7A shows two plaid images, composed of orthogonal gratings whose contrasts are either equal (top panel) or unequal (bottom panel). For plaids, the energy response collected from a polar band of orientation tuned filters exhibits two peaks at the spatial orientation of each grating (see Fig. 7D , top panel). From the orientation signature of the energy response, one would expect little energy at an angular harmonic of 2h, which is the characteristic angular harmonic frequency from which a unitary spatial orientation vector is estimated. Rather, the double peak in energy introduces signal at 4h. A model intended to estimate a single orientation vector may, therefore, become unstable, especially with noisy signals, when pitted against an image signal containing two (or more) spatial orientations (Langley & Atherton, 1991) . Fig. 7B -D illustrate the problems incurred when estimating a single orientation vector from plaid patterns. Fig. 7D (top panel) shows the energy responses taken from the directional Riesz derivatives for orthogonal plaids whose components were either equal or unequal in contrast. Note that a slightly lower energy signal is seen at about 0°for the plaid with unequal components, reflecting the lower contrast of the horizontally oriented component. This difference implies that the collective energy responses from a polar band of DDFs contains significant harmonic frequency at 2h. Since this harmonic is precisely the signal locked onto by the energy model and the RTMSO, one could expect phase independent estimators for a single spatial orientation to be biased in favor of the component whose contrast is higher. Estimates of this orientation bias are shown in Fig. 7D (bottom panel) as the mean and standard deviation of orientation estimates taken from the energy model and the RTMSO for orthogonal plaids, as a function of the relative contrast of their components. From the figure, note that spatial orientation is evenly distributed about the mean orientation (zero) when the component contrasts were equal, but rapidly moved towards the orientation of the strongest component as relative contrast was reduced. For the energy model, a 10% difference in relative component contrast led to a mean orientation estimate of 90°± 5°-the spatial orientation of the component whose contrast was greatest. Fig. 7B and C show examples of the spatial distribution of orientations for plaid patterns for the energy and RTMSO models, respectively. The results demonstrate possible instabilities of unitary orientation estimators for image signals that contain two spatial orientations.
From the left vector tied with the RTMSO, given by Eq. (10), note that it is possible to estimate the spatial orientation of both plaid components. Estimates of the spatial orientation from such a model are stable. This is because the two image components and model's parameters may be matched. Note again a general requirement to compare across models capable of estimating one or two spatial orientation vectors. In the next section, we show that a plaid's 2-D phase provides a better model for one's perception of a plaid's features-at least for high contrast image signals. For plaids whose contrast is low, Georgeson and Meese (1997) have observed that the appearance of a plaid may be better described by its individual components, suggesting a multiple orientation model like the one given by Eq. (10).
Representing spatial phase with the Riesz transform
Georgeson (1992; Georgeson and Meese, 1997) noted that Marr's (1982) theory of edge detection derived from the zerocrossings of a Laplacian filter could explain the perceived edge contours of plaids whose individual sinusoidal components differed in contrast. By adapting to one component of a plaid, Georgeson showed that the perceived edge contours of a plaid whose component contrasts were equal appeared similar to an unadapted plaid pattern whose component contrasts were different. This is not predicted by Marr's model. Georgeson concluded that orientation tuned filtering affects one's perception of edges, and revised Marr's model by summing across the responses of symmetric orientation tuned filters. The result of linear summation is represented by the first element of the second stage filters given in Fig. 4 (top left) . Note, however, that the Riesz transform also allows one to sum linearly across the asymmetric DDFs with balanced energy (see Fig. 4 (top right) and Appendix E).
Examples of the plaid images studied by Georgeson are shown in Fig. 8B (top, center and bottom panels). Fig. 8C shows the intensity contours for the images shown in Fig. 8B . For plaids whose component contrasts are equal, Georgeson noted that one's perception of a plaid's edges correlate with the zero-crossings obtained from Laplacian filtering (see Fig. 8B (top panel)), and are 'diamond-shaped' with vertices that point along the principal axes. An examination of the Fourier transform of the plaid components (Fig. 8A) , however, gives no suggestion of signal energy at ±45°-the spatial orientation of the edge contours. In explaining perception for second-order signals, Fleet and Langley (1994; Langley, 1999) noted that one's perception of plaids often reflects the spatial orientation of the carrier (average frequency) and envelope (difference frequency). Their observation helps to explain the appearance of edge contours for orthogonal plaids since the average-and difference-frequency of orthogonal plaid components does lie at ±45°. Collectively, these observations suggest that edge detection mechanisms employed by the visual system linearly sum the responses of DDFs across spatial orientation.
In Fig. 8D we show the spatial phase estimated from the transformed Riesz matrix of the images in Fig. 8B . A 2-D phase vector can be estimated directly from the elements contained in the first row of the transformed Riesz matrix given by Eq. (11) (see also Appendix E.1). In Fig. 8E , we show the contours of phase that correspond to peaks in the asymmetric part of the Riesz matrix. As per Georgeson's observations, the edge contours obtained from the Riesz transform are 'diamond shaped' for plaids whose components are equal (Fig. 8D (top panel) ), but 'wavy' for plaids whose components are unequal (Fig. 8D (middle) ). The comparisons are made more explicit when comparing the image intensity contours (see Fig. 8C ) with the Riesz phase contours shown in Fig. 8E . More- over, when adding further components in square-wave phase to the plaid images (see Fig. 8 (bottom panels)), note that the Riesz phase contours closely resemble the image intensity contours but are now arranged in a vertical/horizontal structure -presumably owing to a congruency of phase across scale (Morrone et al., 1986) . In comparing across phase dependent and independent estimates of orientation for the plaid images considered here, we note that perceived edges may be explained by the contours of 2-D Riesz phase.
The Riesz transform, energy and second-order signals
The definition of Riesz energy given by Eq. (4), and its manifestation as the singular values from an SVD of the Riesz matrix, is important for two reasons: (i) it delivers a scalar representation of 2-D image energy; and (ii) the scalar measure is derived from a linear summation collapsed across the original and Riesz transformed DDF responses.
We define Riesz energy from the sum of squared singular values taken from the SVD of the Riesz matrix (see Eq. (20) in Appendix A). In doing so, we implemented a variant of the filter-rectify-filter (FRF) model of second-order processing proposed by Wilson, Ferrera, and Yo (1992) . According to Wilson et al. the responses from a first-stage of bandpass filters are rectified (or squared) and then fed into a second-stage of processing that resembles the first, albeit with a lower spatial frequency tuning. The peak spatial frequency tuning of this second stage probably lies at a quarter of the first stage filters (Langley, Fleet, & Hibbard, 1996; Sutter, Sperling, & Chubb, 1995) . A second-order FRF model is depicted in Fig. 9A . There is an additional ambiguity in the computation of second-order signal properties for a two-stage FRF model because one could estimate the orientation of the second-order signal from a right phase dependent or left phase independent vector. Given this ambiguity, we illustrate our second-order computations using the 2-D phase (right vector) only.
We show results for two different image types, each multiplied by a contrast envelope oriented at 45°: (i) a horizontal sinusoidal carrier; and (ii) a mean-zero binary noise carrier. The modulation depth of the contrast envelope was fixed at 0.6. The second-order image signals used to illustrate our model are shown in Fig. 9B and C (top left). For each image signal (top left panels), we computed the spatial phase from a first stage of Riesz processing (top right panels), the Riesz energy (bottom left panels) and the second-order phase signal (bottom right panels). It is straightforward to estimate the spatial orientation of a contrast envelope that modulates a sinusoidal carrier (see Fig. 9B ). Contrast modulated noise images (see Fig. 9C ) provide a more challenging test of second-order processes. From the 2-D phase estimated from the Riesz transform (see 9C top right), we note that the 2-D phase has a random appearance that resembles the properties of the noise carrier , the edge contours curve towards the orientation of the component grating whose contrast is greatest. Finally, by adding two orthogonal components in sine phase to approximate a square-wave plaid (bottom panel), note that the phase contours in the image are largely 'square-shaped' and broadly aligned with the spatial orientation of the component gratings (see Georgeson, 1992; Georgeson and Meese, 1997) .
signal. Also we note from Fig. 9C (bottom left) that the Riesz energy is capable of tracking the contrast variations present in the image signal.
Discussion
Following Felsberg and Sommer (2001; Felsberg, 2002; Zang and Sommer, 2005) , we have considered the Riesz Transform as a signal representation from which phase dependent and independent orientation vectors may be estimated. We also reason that an SVD of a Riesz matrix encapsulates the independent signal attributes of energy, 2-D phase and spatial orientation. The idea of a transformed Riesz matrix (Eq. (11)) was also introduced, noting that this compressive signal representation is consistent with existing beliefs on neural computations. This is so because: (i) the underlying filters that are precursors to the compressive stage are DDFs; and (ii) the 'second-stage' angular harmonic filters are defined by the eigenvectors of the ACFs for the Riesz signal representation (Diamantaras et al., 1999; Langley et al., 2009) .
Polar expressions of the Hilbert Transform as a double vector of DDFs have insufficient degrees of freedom to represent a 2-D spatial phase vector. This missing dimension is made explicit in the Riesz transform. With knowledge gained by the Riesz transform, we show in Appendix E how the Hilbert transform may be augmented to estimate an image signal's 2-D phase. In comparing across augmented Hilbert versus Riesz computations, we find that the coordinate frame is cylindrical in the former but spherical in the latter. In Appendix E we prove that Hilbert transformed signals cannot be summed linearly across the responses of even and odd symmetric DDFs with balanced energy (see Fig. 5 ). Riesz transformed signals can. This difference stems from the narrower orientation bandwidths of the Riesz transformed DDFs in comparison with the original signal-we estimate a 20% difference for fourth-order DDFs. In the Hilbert transform, the orientation bandwidths of the symmetric and asymmetric DDFs are equal. Although the differences between Hilbert and Riesz signal representations are small, the latter is nonetheless important because of its ability to represent a signal's 2-D spatial phase by a 3-D vector (Felsberg & Sommer, 2001 ). Moreover, existing psychophysical research has largely been constrained by 1-D definitions of spatial phase (e.g. Huang, Kingdom, & Hess, 2006; Morrone et al., 1986) , and so one might expect the Riesz signal representation to raise new empirical questions about 2-D phase processes in the visual system. When encompassing the Riesz transform within Bayesian computations, we have injected a prior information about spatial orientation via the expected responses of the DDFs (see Appendices B and F). We find that our Bayesian computations are simplified by the balanced energy of Riesz transformed signals. 'Balanced energy' may also reduce bias in the estimation of the hyper-parameters employed in existing Bayesian models, such as those currently advocated for visual motion and stereopsis.
Representing 2-D spatial phase vectors
There has been general difficulty in extending the 1-D definition of phase into 2-D, which is reflected in the sparsity of computational models capable of representing 2-D spatial phase signals (although see Kovesi, 2000) . The Riesz transform provides a means of extending some 1-D models into 2-D, including the MIRAGE algorithm of Watt and Morgan (1985) . They developed a representation for 1-D image signals-called MIRAGE-to explain how the visual system might combine bandpass signals across different spatial frequency tuned channels. Central to the MIRAGE algorithm is a half-wave rectification of isotropic filters and a summation of their responses across different spatial frequencies. Morrone et al. (1986;  see also Morrone and Owens, 1987; Haglund, 1992; Owens 1994; Robbins and Owens, 1997 ) estimated an image signal's mean phase (using a 1-D definition) by a vector average of spatial phases taken across Hilbert transformed filter responses whose spatial scales differed. They reasoned that image features may be estimated from an average of phase taken across bandpass filters whose scales span the range of spatial frequencies present in an image (phase congruency). These computations encompass Watt and Morgan's idea of keeping positive and negative filter outputs separate because they are defined by different angles in phase space. In exploiting the Riesz signal representation (Eq. (10) different spatial scales. Kovesi (2000) has proposed a 2-D phase congruency model in which 1-D phases collected from orientation tuned bandpass filters were first estimated across scale and second, orientation. This model, like many of its predecessors, assumes that spatial phase and orientation are observed independently (in a statistical sense). That assumption is challenged by Georgeson (1992; Georgeson and Meese, 1997) , who suggested that the visual system linearly sums the responses of DDFs. How one might pool DDF responses across both orientation and scale is an avenue of our current research -the broad idea of summing across DDFs at a common scale and then combining across spatial scales according to rules prescribed by phase congruency (Morrone et al., 1986 ) seems plausible.
In passing from a stage of DDFs to a transformed Riesz matrix, our computations lead to a 2-D spatial phase vector, defined by a linear summation across orientation of both symmetric (even) and asymmetric (odd) filter responses. These computations differ from those prescribed by models derived from a bandpass signal representation, in which phase and energy approaches advocate a nonlinearity applied immediately after orientation tuned filtering (see Fleet & Jepson, 1990) . The introduction of such local/early nonlinearities may incur a cost. For example, consider the problem of estimating local image rotations in visual motion with highly textured images. Here, image rotations may cause some information to fall outside the passband of a single orientation tuned filter and/or for new information to be introduced. If so, a single narrowband orientation tuned filter may be incapable of tracking the underlying image rotations. [Related problems arose in the detection of an aircraft's range and velocity using RADAR signals (Skolnik, 2001) ]. A broadband filter or linear combination of narrowband filters (as proposed here) would be less susceptible to the problems associated with nonlinearities tied with local frequency domain computations.
Implications for the estimation of second-order signals
Following Chubb and Sperling (1988) , many have investigated putative visual mechanisms responsible for the estimation of second-order signal properties, especially in visual motion perception (e.g. Allard & Faubert, 2008; Chubb & Sperling, 1988; Fleet & Langley, 1994; Holliday & Anderson, 1994; Langley, 1999; Wilson et al., 1992) . Clear evidence that different visual mechanisms process first and second-order signals follows from the transparent depth asymmetry attributable to second but not first-order signals (Langley, Fleet, & Hibbard, 1998) , and their different temporal and spatial frequency sensitivities (see Holliday & Anderson, 1994; Langley et al., 1996; Schofield, 2000; Schofield & Georgeson, 2003; Smith & Ledgeway, 1997; Sutter et al., 1995) . For spatial signals, it is generally found that the peak sensitivity of contrast modulations is about 1/4 of the carrier frequency. These observations were used to constrain the FRF model for second-order signals illustrated in Fig. 9A .
How the visual system might estimate second-order signals effectively remains an open question. Wilson et al. (1992) proposed an FRF model for the estimation of second-order signal properties, where the responses taken from an initial stage of linear filtering are rectified before passing through a second filtering stage (see Fig. 8A ). Although their model has been replicated on many occasions (e.g. Clifford & Vaina, 1999) , it remains unclear how second-order signals extracted from multiple channels are combined. The Riesz Transform, on the other hand, leads to a scalar definition of an image signal's local energy. This local definition may account for the successful extraction of the secondorder signal from the contrast modulated noise signal shown in Fig. 9C .
Modeling extensions & limitations
Our computations were guided here by an SVD (Eq. (12)) of a transformed Riesz matrix. We noted the possibility for a number of different spatial models that might account for local image features. This problem of model selection (Bishop, 2000) and its realization in Bayesian modeling demands further investigation. Georgeson and Meese (1997) observed that the appearance of a plaid pattern may change from the 'diamond-shaped' edges examined in this paper to one that reflects the spatial orientations of the component gratings at low image contrasts. Georgeson and Meese's observation is also supported by Smith (1992) , who demonstrated that a transparent motion percept comprised of the component gratings of a plaid pattern is more likely at low than at high contrasts. These observations suggest that phase dependent computations may dominate perception at high contrast, whereas phase independent (energy) computations dominate at low contrast. In examining the marginalized posterior PDFs from our Bayesian computations in Appendix B (Eqs. (29) and (30)), we note that switching across the model types might be explained by differences in prior PDFs.
A Riesz triple vector (Eq. (3)) suffers from a possible singularity in the computation of spatial orientation from 2-D phase at the location of symmetric image points such as lines. This singularity is akin to a 'gimble lock' and arises from the sampling of a 3-D space with a triple vector. A right Riesz vector (a 2-D phase vector) may be extended from the three elements stipulated here to five or more odd elements by adding second-order (or higher) phase dependent terms. Such a permutation would require a re-organization of the elements contained in a Riesz matrix through a change in the underlying constraints. The space of different possible permutations and combinations of Riesz filters and Riesz matrices is, however, unknown. The Riesz signal representation that best describes the computations performed by the visual system is also unknown. However, these unknowns offer considerable scope to extend the Riesz signal representation. One might begin by empirically testing our observation that the orientation bandwidths of Riesz transformed DDFs are narrower than those of the original signal. There is some evidence that V1 simple cells exhibit this predicted difference (Ringach, 2002) .
Appendix A. Independence of energy, spatial phase and orientation vectors
Starting with the second-order Riesz constraints given in Section 2.2, and assuming a single spatial orientation vector for the local image patch, we set the two spatial orientation vectors u 1 = u 2 = u and v 1 = v 2 = v such that: 
as the singular value decomposition (SVD) of the unsymmetric Riesz matrix. The two matrices U; V 2 R 3Â3 are orthogonal while R 2 R 3Â3 is diagonal and contains the eigenvalues of R xx . From Eq. (15):
demonstrating that the two far right matrix expressions share the same eigenvalues. Let the matrix of singular values be ordered such that r ii > r jj , for j > i with r 33 = 0 and by example U = [u 1 ju 2 ju 3 ]. If so:
where u 3 , v 3 respectively, refer to the left and right eigenvectors of U and V tied with the smallest eigenvalue of R. From Eq. (17) and
Eq. (14) we find that:
demonstrating the existence of two constraints, drawn from the left and right eigenvectors of the matrix R xx that may drive the Riesz matrix to zero. This implies that computations to estimate the unknown 2-D phase and phase independent orientation vectors, may be done as independent computations, or directly from the bi-orthogonal left and right eigenvectors of the SVD. The bi-orthogonality of the left and right eigenvectors follow from the unsymmetric character of the matrix R xx , and the definition of the SVD (Golub & Van Loan, 1996) . From Eq. (4) the Riesz energy is given by:
as the L 2 À norm. This norm is also given by:
and is equal to the sum of the squared singular values: Trace[R 2 ] (Golub & Van Loan, 1996) . For simple signals, we can truncate the SVD to the component given by the largest singular value tied with the corresponding left and right eigenvectors, giving:
The spatial orientation and spatial phase vectors are estimated as orthogonal to the left and parallel to the right vectors given by u 1 , v 1 , respectively. We reason therefore, that the SVD of R xx entertains a split identity such that a signal's energy, spatial orientation and 2-D phase are represented by its three matrix elements as orthogonal signal quantities.
Appendix B. Bayesian computations and the monogenic signal
Letting Vec [.] denote the vectorization operator, we define:
Vec½R xx ¼ ½I xx ; I xy ; I yy ; I jxjxx ; I jxjxy ; I jxjyy ; I jyjxx ; I jyjxy ; I jyjyy 0 which enables us to express observations of a Riesz matrix drawn from second-order derivatives as a multivariate normal distribution:
with X ¼ r 2 n I 2 R 3x3 a correlation matrix of observation noise variances (assumed to be uncorrelated), I the identity matrix and b R xx 2 R 3Â3 observations of the Riesz matrix elements as defined in the previous Appendix. The probability density function (PDF) Pð b R xx jR xx Þ defines a likelihood PDF. From the joint PDF PðR xx ; b R xx ; wÞ, and given a prior PDF P(R xx , w), we can write the posterior PDF as: with w 0 w = 1. The vector w is used to simplify notation. Redundancies in the various terms that arise from the application of the Vec [.] operator and the Riesz Transform are also removed for brevity. In the latter case, we note that I jxjxy = I jyjxx and I jxjyy = I jyjxy such that w; Vec½R xx 2 R 7Â1 . By applying the chain rule for conditional probabilities to Eq. (23), we obtain a hierarchical Bayesian model given as:
which allows us to define the posterior PDF PðR xx ; wj b R xx Þ. We set Pð b R xx jR xx Þ ¼ Pð b R xx jR xx ; wÞ -the observations of the Riesz matrix elements are assumed to be independent of the vector w. The elements of the matrix R xx in Eq. (24) are unobserved, and thus treated as nuisance parameters to be marginalized (integrated out). This requires:
The integration is simplified if the conditional PDF P(
is set equal to the product of a multi-dimensional Dirac delta function (Box & Tiao, 1992; Nestares, Fleet, & Heeger, 2000; Owens, 1994; Papoulis, 1991) . This assumption is valid if the likelihood PDF Pð b R xx jR xx Þ is a critical source of signal uncertainty such that other possible sources of noise can be neglected (Kontsevich, Chen, & Tyler, 2002) . A Gaussian prior PDF PðR xx Þ / s is assumed. The prior is chosen for analytic convenience, since it ignores cross-correlations that exist across the partial derivative filters (see Langley et al., 2009) . After inserting the analytic expressions for the various PDFs into Eq. (25) and working out the necessary integration step we get: (26) is similar to the one derived by Nestares et al. (2000) that they applied to total leastsquares problems. In letting:
and re-arranging Eq. (26) we get:
from which either of the vectors u or v may be marginalized as separate calculations from the posterior PDF given in Eq. (28) (see Appendix A for variable definitions). To marginalize at this higher stage of computation requires the injection of additional knowledge by prior PDFs. These are given by PðuÞ / exp½À v , respectively. The diagonal matrices C 1 , C 2 take into account the different statistical expectations of the various parameters to be marginalized. For the prior PDFs, note that the various model parameters are again assumed to be independent. The integrations that lead to the marginalized posterior PDFs are similar. They yield:
and Pðvj b
Both posteriors given above are density functions drawn from the student's t-distribution using a single sample (Box & Tiao, 1992) . Maximum a posterior (MAP) estimates for the 2-D phase and orientation vectors are found by differentiating the negative logarithm of Eqs. (29) and (30) with respect to the vectors u and v, setting the derivatives to zero and solving for the vector unknowns in the usual way. From Appendix A, recall that the L 2 -norm of the Riesz matrix written as Trace½R 0 xx R xx provides one measure of the Riesz energy. From this, we reason that Felsberg and Sommer's (2001) split in identity of signal power, spatial phase and spatial orientation vectors are represented by the three PDFs given by Eqs. (27), (29) and (30), respectively.
Appendix C. Signal symmetry from gradient constraints
Consider the estimation of spatial orientation from first-order derivatives of the image signal. The gradient model assumes an intrinsic image signal (L(x, y)), which we represent by:
where z is a constant. A constraint on spatial orientation is formed by taking the total derivative of (31) to give:
where u = dx, v = dy and spatial orientation is defined by the ratio
. With the gradient approach it is necessary to pre-process the image signal. The processed image is denoted by I(x, y) = W(x, y)ÃL(x, y) where the Ã stands for convolution and W(x, y) is a smoothing kernel, assumed to be Gaussian. A spatial orientation vector is defined by the direction along which image intensity is held constant such that dI = 0. This direction is shown by the vertical red arrow in Fig. 2A . The magnitude of the gradient is maximum along the orthogonal direction (horizontal red arrow in Fig. 2A ) which can be written as:
where r max denotes the maximum value. Combining Eqs. (32) and (33) gives:
from which the spatial orientation in those image regions where the gradient is non-zero may be estimated as a total-least squares regression (TLS) (see Golub & Van Loan, 1996; Owens, 1994) . Solving gives:
where the estimate for spatial orientation is such that h 2 [0, 360°].
When processing image signals with first-order gradients, a sparse image representation ensues because of image regions where the magnitude of the gradient is singular (e.g. Knutsson, 1982) . To tackle this problem it is commonplace to apply the gradient constraint a second time (Johnston, McOwan, & Buxton, 1992) . As a cascade (Shizawa & Mase, 1991) , second-order gradient constraints may be written as: 
In repeating the same steps as before we arrive at: 
Appendix D. Steering the Riesz transform
The Riesz transform is commutative (Feller, 1952) , so by example I jxjyy = I jyjxy . It follows that there exists some redundancy in Riesz transformed signals. The redundancy for the fourth-order Riesz derivatives is shown in Fig. 10A by the red arrows. The redundancy may be handled by stacking the unique Riesz transformed filters into a single vector and steering that vector to a polar band of DDFs, as shown in Fig. 4B -Left.
The steering theorems of Freeman and Adelson (1991) allow one to transform from a set of partial derivative filters into polar form. The expansion is given by:
where I(x, y) refers to the image signal and N the order of differentiation. The steering theorems allow one to interpolate the response of an Nth order DDF ðI h i ðx; yÞÞ at an orientation given by h i by an Nthorder polynomial of the steered orientation. The three columns of filters shown in Fig. 10A show the fourth-order partial derivatives of the original and Riesz transformed signals. In Fig. 10B we show the filters obtained after steering. Note that the steering for the original signal leads to a polar band of symmetric DDFs (Fig. 10B -left column). The steering for the Riesz transformed filters, however, is incomplete (under-steered) . This is because the filters shown in the second and third columns of Fig. 10B are not rotated copies of a single DDF. However, in transforming the filters shown in the second and third columns of Fig. 10B by a rotation matrix, whose angle of rotation depends upon the orientation of the ith Riesz transformed filter pairs, one may completely steer the Riesz signal representation to one in which the DDFs are self-similar under local rotations (see Fig. 10C ). The reason is because the Riesz transform of the Nth order partial derivatives may be steered by an N + 1th polynomial of orientation. The final rotating computations may be inverted.
A polar representation of DDFs may be transformed into a set of harmonic filters (Koenderink & van Doorn, 1992a; Langley et al., 2009 ) as a corollary of Adelson and Freeman's (1991) steering theorems:
a 2n cos½2nðh i À hÞ for N ¼ 0; 2; 4; 6 . . .
with N referring to the order of differentiation. Notice that the expansion for even and odd orders of differentiation are different, reflecting their different orientation symmetries. Ideal weights (the a 0 i s above) for the set of harmonic filters may be determined using basic trigonometric identities, for example:
with h i absolute orientation, and h the peak orientation of the signal. The above identity may be used to reduce the number of unknowns present in the ACF for the 'second stage' angular harmonic filters to be a scalar-at least for white noise signals.
Examples of a harmonic filter expansion for both even and odd orders of differentiation are shown on the far right of Fig. 4A and B. In collecting the expansion terms given in Eq. (44) we can write:
where the row elements of the matrix S 2 R ðNþ1Þxm are obtained from the sin and cosine terms tied with the absolute orientation h i from the left hand side of Eq. (45). The transformation allows one to pass from the responses of partial derivative filters I N 2 R ðNþ1Þx1 of order N to an m-vector of DDFs I h 2 R mx1 . Similarly, we can pass from a vector of harmonic filters I E 2 R ðNþ1Þx1 to a vector of DDFs by the transformation matrix D 2 R mxðNþ1Þ . The elements of the matrix D are obtained from the sine and cosine terms tied with the absolute orientation h i from the right hand side of Eq. (45). Since the steering transformations are linear(-ized) we can write (Owens, 1994, Appendix B) :
which shows how to transform from a vector of DDF responses I h or partial derivative filters I N back to a vector of harmonic filters given by I E . With this transformation, and using fourth-order derivatives, we obtain the noiseless Riesz constraint equation: 
þ h 2 Þ; cos 2ðh 1 þ h 2 Þ and:
In defining W we let: cos(h 1 À h 2 ) = (u 1 u 2 + v 1 v 2 ), cos(h 1 + h 2 ) = (u 1 u 2 À v 1 v 2 ) and sin(h 1 + h 2 ) = (u 1 v 2 + u 2 v 1 ). The matrix M operates on the Riesz matrix. The matrix inverse of M is right multiplied with the left vector u. In assuming a unitary model of spatial orientation, we can set h 1 = h 2 = h.
D.1. The Riesz transform and its autocorrelation function
In Fig. 11A and B we show the ACFs from the fully steered original and Riesz transformed signal representations, again for white noise image signals. Given the even sampling of orientation by the DDFs, the ACFs are circulant matrices (Fig. 11A-top row) . Inspection of ACFs in that top row show that the ACFs for the symmetric (original) and asymmetric (Riesz transformed) DDFs are different. As noted by Langley et al. (2009, their fig. 8 ), were one to sum the respective ACFs for even and odd symmetric Hilbert transformed signals arranged in a polar form, the resulting ACF would be strongly diagonal. Zero entries would be found at those orientations where the Hilbert transform suppresses the negative frequencies. A summation of the two ACFs shown along the top row of Fig. 11A would not yield the same result. This is because the orientation bandwidths of the original and the Riesz transformed filters are different. The ACFs for the two under-steered Riesz transformed signals depicted in the second and third columns of Fig. 10A are shown in the bottom row of Fig. 11A . In summing these two ACFs, one arrives at the same ACF to the one obtained for the original signal (Fig. 11A-top left) -which is another illustration of the balanced energy of the Riesz transform. In Fig. 11B we show the full ACF for the steered original and under-steered Riesz transformed signals from Fig. 11A (top left and all of bottom row). From the figure, note that the two blocks of entries on the top row (middle and right) and first column (middle and bottom) are grey or subject to estimation errors-zero. The grey (zero) ACF entries confirm that the original and under-steered Riesz transformed signals are statistically independent. Non-zero cross-correlation terms are, however, to be found across the Riesz transformed filter responses (middle: bottom row and right column). This shows that the double vector of under-steered Riesz transformed filters are not independent, as already noted.
Appendix E. 2-D Phase from Hilbert & Riesz transformed signals
Consider an observed DDF's response to which we add its polar 1-D Hilbert transform, written as:
where I h i is the original and b I h i the Hilbert transformed signal, respectively. / i denotes the phase of the ith filter and we tie theŝ ymbol with the Hilbert transform in this section. i and i refer to the uncertainty in the observations of the original and Hilbert transformed signal, respectively. In considering the Hilbert transformed signal only, we define: 
In referring to Fig. 2 we note: 
where the elements of the right column vector gives the 2-D phase. One may also derive left vector constraints to deliver phase independent estimates of spatial orientation, as previously demonstrated for the Riesz (Appendix A) and gradient (Appendix C) approaches.
From each row of filter responses given by Eq. (53), and by the definition of energy given in Eq. (51), the expectations of the even versus odd symmetric filters are balanced since:
by definition. We maintain, however, that: 
where o 0 = [1, 1, 1, . . ., 1] is a vector whose elements are set to unity, and whose dimensions equal the number of DDFs in the vector I h . A white noise signal is assumed in generating the ACFs. In re-arranging all the terms in Eq. (55), we arrive at:
with c a constant that ensures an equality condition. Collecting terms from within the largest square brackets we get:
where the elements of the leading diagonal matrices C, S, respectively, contain the cosine and sine of the angles of the ith oriented filter. The righthand side of Eq. (58) may be simplified further giving:
Using Nordberg's (1994) augmented definition for a 1-D polar Hilbert transformed signal:
where sgn½x ¼ , and h p the orientation of the 2-D signal's phase, so:
Comparing Eq. (61) (Nordberg, 1994; Owens, 1994) ; or (ii) by applying the computations given on the right hand side of Eq. (58). The ACFs for the real and Hilbert transformed signals may, however, be different. We have observed differences in the entries of the ACFs to be proportionally greatest for the cross-orientation (orthogonal) terms -which may be non zero, as noted by Langley et al. (2009) .
E.1. 2-D Riesz phase
The Riesz transform is more amenable if the computations given in Appendix D are re-cast using the steered and the understeered Riesz transformed DDFs. In doing so we obtain the Riesz constraint: w 1 ; w 2 sin 2h; w 2 cos 2h ½ 
with the w i unknown parameters and where /, h denote the 2-D phase and orientation angles, respectively. Note, if the image signal is 1-D, then w 1 % w 2 and may be set to unity without loss in generality. Terms from higher-order angular harmonics are assumed to be negligible. Note that 2-D phase computations suffer from an aperture problem (Langley, Atherton, Wilson, & Larcombe, 1990; Morgan & Castet, 1997) . The fully steered original and understeered Riesz filters are given by I h i ; I jxj;h i ; I jyj;h i , respectively (see Fig. 10B ). Working through we get:
If the signal is locally 1-D, however, then (63)) is preferred here because of its simplicity. We note that the omitted double angled harmonic terms may be used to estimate higher order image features such as saddle-points.
Appendix F. Bayes estimation of phase independent spatial orientation vectors
Starting from a two-column vector of original and Riesz transformed DDF responses, the joint PDF for the problem at hand is:
PðI h ; e I h ; I E ; e I E ; WÞ ¼ PðI h ; e I h jI E ; e I E ; WÞPðWjI E ; e I E ÞPðI E ; e I E Þ ð 65Þ
where the orientation vector to be estimated is given by W 2 R 3Â1 , as defined in Appendix D, but with the last two elements set to zero. We let I h ; e I h 2 R mÂ1 denote noisy observations of the original and Riesz transformed DDFs. Mean zero Gaussian statistics are assumed for all sources of signal uncertainty. Also, we let I E 2 R ðNþ1Þx1 and e I E 2 R ðNþ1Þx2 represents the second-stage of filtering that pools across DDFs. Actually, e I E is a complex vector that contains the two Riesz transformed signals as its real and imaginary parts (see Fig. 4B-right) . Finally, we follow Langley et al. (2009; Nestares et al., 2008) and assume that the conditional PDF given by PðWjI E ; e I E Þ is noiseless: as such each orientation constraint included in this conditional PDF may be represented by a multi-dimensional Dirac delta function. For the prior PDF, the ACF for the original and sum of Riesz transformed signals are equal so:
