We show relation between sign of Gaussian curvature of cuspidal edge and geometric invariants through types of singularities of Gauss map. Moreover, we define and characterize positivity/negativity of cusps of Gauss maps by geometric invariants of cuspidal edges, and show relation between sign of cusps and of the Gaussian curvature.
Introduction
Let f : Σ → R 3 be a C ∞ map, where R 3 is the Euclidean 3-space and Σ is a domain of R 2 . Then a point p ∈ Σ is said to be a singular point of f if rank d f p < 2 holds. We denote by S If f at p is a cuspidal edge, then rank d f p = 1 holds, that is, p is a (co)rank one singularity of f . It is known that a cuspidal edge is a fundamental singularity of a front in 3-space (see [2, 14] ). Here, a C ∞ map f : Σ → R 3 is said to be a front if there exists a C ∞ map ν : Σ → S 2 such that • d f q (X), ν(q) = 0 for any q ∈ Σ and X ∈ T q R 2 (orthogonality condition),
• ( f, ν) : Σ → R 3 × S 2 gives an immersion (immersion condition), where S 2 is the unit sphere in R 3 and ·, · is the canonical inner product of R 3 . We call ν the Gauss map of f . By definition, fronts admit certain singularities and the Gauss map even at singular points, and hence they might be considered as a generalization of immersions. There are several studies of surfaces with singularities such as fronts (or frontals which satisfy the above orthogonality condition) from the differential geometric viewpoint (cf. [5, 7, 9-13, 15-22, 24, 28-32, 34-37] ).
We assume that f at p is a cuspidal edge in the following. Then there exist a neighborhood U of p and a regular C ∞ curve γ = γ(t) : (−ε, ε) → U with γ(0) = p such that Im(γ) = S ( f )∩U, where Im(γ) is the image of γ. We remark that γ consists of corank one singularities of f . Since rank d f p = 1, there exists a non-zero vector field η on U such that d f q (η q ) = 0 for any q ∈ S ( f ) ∩ U. We call γ and η a singular curve and a null vector field, respectively (cf. [18, 29, 30] ).
We set two functions λ, Λ : U → R on U by
for some coordinates (u, v) on U, where ( ) u = ∂/∂u and ( ) v = ∂/∂v. We call λ and Λ the signed area density function of f and the discriminant function of ν, respectively (cf. [29, 30] ). By definition, S ( f ) = λ −1 (0) holds, in particular λ(γ(t)) = 0. The following useful criterion for a cuspidal edge using η and λ is known ( [18, 30] ). We remark that useful criteria for other corank one singularities of fronts and frontals are known (cf. [5, 10, 15, 16, 18, 30] ).
Using λ and Λ, the Gaussian curvature K of f is given as K = Λ/λ on U \ S ( f ) by the Weingarten formula. In general, K is unbounded near S ( f ) since λ = 0 on S ( f ). However, using a geometric invariants κ ν called the limiting normal curvature ( [21, 29] ), the following assertion holds. On the other hand, the mean curvature H of a front diverges near a corank one singular point ( [20, 21, 29] ). We note that if the Gaussian curvature K of a front f is bounded near a cuspidal edge p, Λ(γ(t)) = 0 holds, where γ is a singular curve of f through p and Λ is the function as in (1.1). This implies that Im(γ) is a subset of the singular set S (ν) = Λ −1 (0) of ν. Thus the Gauss map ν has singularities in such cases. It is known that a fold and a cusp naturally appear as singularities of the Gauss map (cf. [3, 4, 38] ). If ν at p is a fold or a cusp, then there exists a C ∞ regular curve σ(τ) (τ < |δ|) such that σ parametrizes S (ν) near p in general (see [14, 38] ). We call σ a parabolic curve of f , and such singular points are called non-degenerate singular points of ν.
In the case that the Gaussian curvature K is bounded, the following assertion about shapes of a cuspidal edge is known. ). Let f : Σ → R 3 be a front with a cuspidal edge p. Suppose that the Gaussian curvature K of f is bounded sufficiently small neighborhood U of p. If K is positive (resp. non-negative) on U, then the singular curvature κ s is negative (resp. non-positive) at p (see Figure 2 ). Here the singular curvature κ s is an intrinsic invariant of a cuspidal edge ( [9, 11, 21, 29] ). This statement tells us that if K is positive and bounded, then a cuspidal edge is curved concavely. We should mention that the inverse of statement as in Fact 1.3 is not true in general (cf. [29] ). Thus it is natural to ask the following question: When does the inverse statement as in Fact 1.3 hold?
In this paper, we shall give an answer to this question. More precisely, we show the following.
Theorem A. Let f : Σ → R 3 be a front with a cuspidal edge p and ν its Gauss map. Suppose that the Gaussian curvature K of f is bounded on a sufficiently small neighborhood U of p. When p is a non-degenerate singular point of ν but not a fold, then K is positive (resp. negative) on U if and only if κ s is negative (resp. positive) at p.
We next focus on the singular locusν = ν • σ of the Gauss map ν, where σ is a parabolic curve. The singular locus of a fold is a regular spherical curve and of a cusp is a spherical curve with an ordinary cusp singularity which is A-equivalent to t → (t 2 , t 3 ). For the case of a cusp singularity of the Gauss map, one can define the cuspidal curvature µ ν forν ( [31, 33] ). Using the cuspidal curvature µ ν , we can define positivity and negativity for a cusp singularity (cf. (4.1) and Definition 4.1). If K is non-zero bounded near a cuspidal edge, then one can take σ(t) as σ(t) = γ(±t) near a cuspidal edge (see [32] ). In particular, we shall show the following.
Theorem B. Let f : Σ → R 3 be a front, ν : Σ → S 2 the Gauss map of f , p ∈ Σ a cuspidal edge of f and γ(t) (t < |ε|) the singular curve of f passing through p(= γ(0)). Take an orientation of γ so that the left-hand side of γ is λ > 0 on a neighborhood U(⊂ Σ) of p, where λ is the signed area density function of f as in (1.1). Suppose that the Gaussian curvature K of f is non-zero bounded on U and ν has a cusp at p. Then p is a positive (resp. negative) cusp of the singular locusν = ν • σ of ν if and only if κ s is positive (resp. negative) at p when we take the parabolic curve σ(t) through p = σ(0) as σ(t) = γ(t).
Geometric properties of cuspidal edges
Let f : Σ → R 3 be a front with a cuspidal edge at p ∈ Σ, where Σ is a domain of R 2 . Then one can take the following local coordinate system. 21, 30] ). A local coordinate system (U; u, v) centered at a cuspidal edge p is adapted if it is compatible with respect to the orientation of Σ and the following conditions hold:
• the u-axis gives a singular curve, that is, γ(u) = (u, 0) on U,
• there are no singular points other than the u-axis. Moreover, we call a local coordinate system (U; u, v) a special adapted if it is an adapted coordinate system and the pair { f u , f vv , ν} is an orthonormal frame along the u-axis.
In what follows, we fix an adapted coordinate system (U; u, v) centered at a cuspidal edge p of a front f in R 3 . On this local coordinate system, we set the following invariants along the u-axis:
(2.1)
These invariants κ s , κ ν , κ c and κ t are called the singular curvature ( [29] ), the limiting normal curvature ( [29] ) and the cuspidal curvature ( [21] ), the cuspidal torsion ( [19] ), respectively. We note that κ c does not vanish along the u-axis when all singular points consist of cuspidal edges ([21, Proposition 3.11]). For κ t , the following assertion is known. For other geometric properties of these invariants, see [9, 11, 12, 17, 19, 21, 29, [34] [35] [36] for example.
On the other hand, we can take a C ∞ map h :
Using these maps, we define the following functions on U:
If we take a special adapted coordinate system (u, v), then invariants as in (2.1) can be written as
along the u-axis (see [ 
along the u-axis.
Proof. By [34, Lemma 2.1], it holds that
Since E(u, 0) = G(u, 0) = 1, F(u, 0) = 0 and (2.2) hold, we have the assertion.
We now recall principal curvatures. Let f be a front with cuspidal edge p. Take an adapted coordinate system (U; u, v) around p. Then we set functions κ j : U \ {v = 0} → R ( j = 1, 2) as
where K and H are the Gaussian and the mean curvature defined on U \ {v = 0}. These functions are principal curvatures of f since κ 1 κ 2 = K and 2H = κ 1 + κ 2 hold. It is known that one of κ j ( j = 1, 2) can be extended as a bounded C ∞ function on U, say κ, and another, writeκ, diverges near the u-axis ( [22, 34, 36] .2)).
Singularities of Gauss maps and the Gaussian curvature
We consider the Gauss map ν of a front f : Σ → R 3 with a cuspidal edge p. Let (U; u, v) be an adapted coordinate system around p. Then κ andκ denote the bounded C ∞ principal curvature and the unbounded principal curvature on U, respectively. Let Λ : U → R be the discriminant function of ν as in (1.1). Then the set of singular points of ν is S (ν) = {q ∈ U | Λ(q) = 0}. By the Weingarten formula (cf. [34, Lemma 2.1]), we have
where λ is the signed area density function of f as in (1.1) andκ = λκ. Sinceκ(p) 0, Λ(p) = 0 if and only if κ(p) = κ ν (p) = 0 ( [21, 37] ). Thus we may assume that S (ν) = {q ∈ U | κ(q) = 0} holds locally. By Fact 1.2, if the Gaussian curvature K is bounded near p, then the u-axis is also a set of singular points of ν. We say that a singular point q ∈ S (ν) of ν is non-degenerate if (∂ u κ(q), ∂ v κ(q)) (0, 0), where ∂ u κ = ∂κ/∂u and ∂ v κ = ∂κ/∂v. Otherwise, we say a degenerate singular point of ν. If p is a non-degenerate singular point of ν, then it follows from the implicit function theorem that there exist a neighborhood V of p and a regular curve σ = σ(τ) : (−δ, δ) → V (δ > 0) such that σ(0) = p and Λ(σ(τ)) = 0 on V (cf. [3, 4, 14, 27, 38] ). We call the curve σ the parabolic curve of f or the singular curve of ν. On the other hand, we have
(see [35, Proposition 2.8] ). Thus the assertion holds. , and hence ψ(p) = ∂ v κ(p). The Gaussian curvature K is given as (2.4) ) and det( f u , h, ν)(p) = 1, we have We next consider types of singularities of the Gauss map. It is known that generic singularities of the Gauss map are a fold and a cusp, which are A-equivalent to the germs (u, v) → (u, v 2 ) and (u, v) → (u, v 3 + uv) at 0, respectively (cf. [3, 4, 25, 38] ). These singularities are non-degenerate singularities of the Gauss map. For singular points of a C ∞ map between 2-dimensional manifolds, see [3, 4, 26, 27, 38] . Proof. Let us take a special adapted coordinate system (U; u, v) centered at p. Assume that K is non-zero bounded on U. Then by Proposition 3.2, p is also a non-degenerate singular point of ν. One may choose the parabolic curve σ satisfying σ(u) = γ(u). We consider the behavior of ν • σ(u) = ν • γ(u) = ν(u, 0). Since κ ν = 0, we have ν u = −κ t (u)h(u, 0) by (2.3) in Lemma 2.3. Thus ν u is a zero vector along the u-axis by the assumption, and hence ν is a constant map along the u-axis. For the case of σ(u) = γ(−u), we can show in a similar way.
This says that the singular locus ν • γ of the Gauss map ν is a single point if K is non-zero bounded near a cuspidal edge p and γ is a line of curvature (see Remark 3.3) . In particular, if a surface of revolution has a cuspidal edge and non-zero bounded Gaussian curvature, the image of its Gauss map degenerates to a point.
This is a cycloid of revolution whose singularities are cuspidal edges. By direct calculations, one can see that S ( f ) = {u = 0}, η = −∂ u and the Gaussian curvature K is negative bounded. Actually, K = −1/4(2 + cos u) < 0 holds. Moreover, κ s > 0 and κ t ≡ 0 hold along the v-axis. On the other hand, the Gauss map ν of f is
Note that S (ν) = S ( f ) = {u = 0}. By Proposition 3.7, ν(S (ν)) degenerates to a point. In fact, ν(0, v) = (0, 0, 1) holds (see Figure 3 ). We remark that a similar statement holds between a flat front in the hyperbolic 3-space H 3 and its ∆ 1 -dual flat front in the de Sitter 3-space S 3 1 (see [28, Corollary 4.3] ). By using above results, we give a proof of Theorem A.
Proof of Theorem A. Let (U; u, v) be a special adapted coordinate system centered at a cuspidal edge p. Since p is a non-degenerate singular point of the Gauss map ν and the Gaussian curvature K is bounded, K takes non-zero value on U. Since ν at p is not a fold, κ t (p) = 0 and κ s (p) 0 by Corollary 3.6. Thus K can be written as 4K(p) = −κ s (p)κ c (p) 2 by (3.2) as in the proof of Proposition 3.2. This completes the proof.
Signs of cusps of the Gauss map of a cuspidal edge
We consider the sign of a cusp of the Gauss map of a front with a cuspidal edge. First, we recall the cuspidal curvature for a curve with an ordinary cusp singularity.
Let S 2 be the standard unit sphere in the Euclidean 3-space R 3 . Note that for any x ∈ S 2 , the tangent plane T x S 2 of S 2 at x can be regarded as x ⊥ = {u ∈ R 3 | u, x = 0} of x ∈ S 2 ⊂ R 3 by identifying T x R 3 with R 3 and considering T x S 2 ⊂ R 3 as a vector subspace.
Let c : I → S 2 be a C ∞ map, where I ⊂ R is an open interval with a local coordinate t. Then we call the curve c a spherical curve. Suppose that a point t 0 ∈ I is a singular point of c, that is, (dc/dt)(t 0 ) =ċ(t 0 ) = 0 holds. It is known that c has an ordinary cusp at t 0 if and only if det(c, D tċ , D t D tċ )(t 0 ) 0, where D is the covariant derivative of S 2 with D t = D d/dt (cf. [30] ).
Let c : I → S 2 be a spherical curve with an ordinary cusp at t 0 ∈ I. Then we set
This is a geometric invariant called a cuspidal curvature of c ( [31, 33] ). The cuspidal curvature does not depend on orientation preserving diffeomorphisms on the source and isometries on the target. We note that the cuspidal curvature µ can be defined for curves with ordinary cusps in any Riemannian 2-manifold ( [31] ). Let c : I → S 2 be a spherical curve with an ordinary cusp at t 0 ∈ I. Then t 0 is a positive cusp or a zig (resp. a negative cusp or a zag) of c if the cuspidal curvature µ of c is positive (resp. negative) at t 0 (cf. [29, 31, 33] ) (see Figure 4 ). We remark that global studies of zigzag numbers are known (see [1, 6, 29, 30] ).
Let f : Σ → R 3 be a front with a cuspidal edge p ∈ Σ. Assume that the Gauss map ν of f has a cusp at p and the Gaussian curvature K of f is non-zero bounded on a neighborhood U of p. Then there exists a parabolic curve σ(t) passing through p = σ(0). In this case, the singular locusν(t) := ν • σ(t)(= ν • γ(±t)) is a spherical curve with an ordinary cusp singularity at t = 0. Moreover, we take an orientation of γ(t) so that the left-hand side of γ is the region of λ > 0 on U. Proof. By the definition of the cuspidal curvature (4.1), if we change ν to −ν, then the cuspidal curvature changes its sign. Moreover, if we change the orientation of σ(= γ), then the cuspidal curvature also changes the sign by (4.1). On the other hand, if we change ν to −ν, λ changes to −λ. Thus we need to change the orientation of σ = γ so that the region of −λ > 0 is the left-hand side of γ (cf. Definition 4.1). In this case, the positivity or negativity of a cusp does not change by the above discussion.
Proof of Theorem B. Let (U; u, v) be a special adapted coordinate system centered at p and assume that the Gaussian curvature K is non-zero bounded on U. Then it holds that λ = v det( f u , h, ν) > 0 on the left-hand side of the γ(u) = (u, 0), the limiting normal curvature κ ν vanishes identically along the u-axis (cf. Fact 1.2) and the u-axis is also the set of singular points of ν, that is, σ(u) = (u, 0)(= γ(u)) on U (cf. Proposition 3.2 and [32, Lemma 3.25]), where h :
Thus the singular locusν of ν is given asν(u) = ν(u, 0). Moreover, by (2.3) in Lemma 2.3 and the assumption, we have
To calculate the cuspidal curvature µ ν ofν, we compute the second and the third order differentials ofν. By direct calculations, we see thať 
Therefore it holds that 
These maps have cuspidal edge at the origin and it follows that S ( f ± ) = {v = 0} and η ± = ∂ v . The Gauss maps ν ± of f ± are
respectively. In this case, the signed area density function λ + (resp. λ − ) for f + (resp. f − ) is given as λ + = vϕ (resp. λ − = vψ) for some positive function ϕ (resp. ψ). Thus the left-hand side of γ ± (u) = (u, 0) is the region of λ ± > 0 near the origin. By a direct computation, we have κ ± ν (u) ≡ 0, κ ± s (u) = ± 6 √ 1 + 24u 4 + 64u 6 (1 + 36u 2 + 16u 6 ) 3/2 , κ ± t (u) = ± 4u 1 + 4u 2 + 64u 4 along the u-axis. Thus it follows that κ ± t (0) = 0, κ ± s (0) = ±6 and (κ ± t ) (0) = ±4 0. This implies that ν ± has a cusp at (0, 0), and the Gaussian curvature K ± of f ± is bounded and K + < 0 (resp. K − > 0) near (0, 0) (cf. Theorem A). In fact, K ± are written as K + = −2 3 + 8u 2 − v 1 + 64u 6 + v 2 + 4u 4 1 + 24v − 8v 2 + 4u 2 v 1 + 9v − 6v 2 + v 3 2 , K − = 2 3 − 8u 2 − v 1 + 64u 6 + v 2 + 4u 4 1 − 24v + 8v 2 + 4u 2 v −1 + 9v − 6v 2 + v 3 2 , and hence K + < 0 and K − > 0 on a sufficiently small neighborhood of the origin.
On the other hand, the singular lociν ± (u) = ν ± (u, 0) iš ν + (u) = 8u 3 , −2u 2 , 1 √ 1 + 4u 4 + 64u 6 ,ν − (u) = 8u 3 , 2u 2 , 1 √ 1 + 4u 4 + 64u 6
.
These have ordinary cusps at u = 0, and the cuspidal curvature µ ν ± at u = 0 are
Thus (0, 0) is a positive (resp. negative) cusp ofν + (resp.ν − )(cf. Corollary 4.3, see Figures 5  and 6 ).
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