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Abstract (fr)
Le but de ce travail est de montrer le de´veloppement d’un moteur de recherche
documentaire personnalise´ base´ sur l’utilisation d’une ontologie et de la synony-
mie dans un domaine spe´cifique et limite´. Ainsi que de montrer son e´valuation en
comparaison de moteurs de recherche documentaire  classiques  existants.
Mots cle´s : indexation, ontologie, moteur de recherche (documentaire), se´manti-
que
Abstract (en)
The goal of this work is to show the development of an search engine for textual
document based on a ontology and the usage of synonyms. This engine is con-
structed for a specific and limited domain. More over, this work show an evaluation
of the developed engine in a comparison between it and classical existing search
engines.
Keywords: indexation, ontology, search engine, semantic
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Une personne marche dans la rue. Elle entend par hasard une conversation de deux
personnes qu’elle croise dans la rue. Les propos e´veillent sa curiosite´. Elle aimerait bien
en savoir plus mais elle continue son chemin. Arrive´e chez elle, elle s’installe devant son
ordinateur, se connecte sur Internet et ouvre son moteur de recherche documentaire
favoris. Elle entre alors une question relative a` ce qui a e´veille´ sa curiosite´ dans la zone
de saisie. Elle soumet la requeˆte et se rend compte qu’il n’y a que deux ou trois re´sultats
et que c¸a ne re´pond pas du tout a` sa question. Elle remplace alors la question par une
se´rie de mots-cle´s qu’elle pense devoir trouver dans les documents traitant du sujet qui
l’inte´resse et soumet de nouveau la requeˆte. Cette fois-ci, elle obtient des millions de
re´sultats. Elle commence a` regarder les quelques premiers documents et se rend compte
que c¸a ne correspond pas vraiment a` ce qu’elle a en teˆte. Elle revient a` la requeˆte et
modifie un peu la se´rie de mots-cle´s pour essayer d’obtenir un meilleur re´sultat. Elle finira
probablement par trouver la re´ponse a` sa question apre`s plusieurs affinement de sa requeˆte
et l’e´pluchage des premiers re´sultats de chaque  version  de sa requeˆte.
Ce sce´nario met en avant un proble`me qui peut eˆtre rencontre´ par des utilisateurs
lors de la recherche d’information sur Internet. Chaque fois que l’on se lance dans une
recherche d’information pour trouver la re´ponse a` une question, on doit franchir la dis-
tance qui se´pare la question telle qu’on se la repre´sente dans notre teˆte a` une expres-
sion  compre´hensible  par le syste`me informatique en face de nous pour que celui-ci
puisse trouver des documents dans lesquels il juge que l’on pourra trouver notre re´ponse.
Comme dans le sce´nario pre´ce´dent, il se peut tre`s probablement que la premie`re formula-
tion que l’on soumettra au moteur de recherche documentaire ne retourne pas de re´sultats
concluants pour nous et on aurait de`s lors tout inte´reˆt a` tenter de soumettre notre requeˆte
au syste`me informatique avec une autre formulation pour voir si celle-ci ne nous donnerait
pas de  meilleurs  re´sultats.
La fac¸on de formuler une requeˆte dans un moteur de recherche a aussi une influence sur
l’ordre des re´sultats. En effet, l’ordre dans lequel sont affiche´s les re´sultats a une grande
importance. Les requeˆtes classiques soumises sur des moteurs de recherche documentaire
grand public sur Internet retournent des milliers voir des millions de re´sultats. On ne
peut humainement pas se permettre de regarder l’ensemble de ses re´sultats les uns apre`s
les autres. On se contente bien souvent des quelques premiers re´sultats.
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Chaque jour il y a de plus en plus de documents disponibles que ce soit sur Internet ou
en interne. Trouver les bons documents quand on en a besoin devient de plus en plus im-
portant et de plus en plus difficile. Comment faciliter cette taˆche de recherche ? Comment
rendre les moteurs de recherche documentaire plus efficaces ? Une piste d’ame´lioration
repose sur l’affinement des re´sultats. Par exemple en re´duisant la distance entre ce que
les utilisateurs ont dans la teˆte et la fac¸on dont ils doivent exprimer leur requeˆte pour
obtenir les bons re´sultats.
Une approche possible pour diminuer cette distance entre la question de l’utilisateur et
la requeˆte du moteur de recherche documentaire passe par une formalisation des connais-
sances a` l’aide d’une ontologie qui permettrait au syste`me de mieux  comprendre  la
demande de l’utilisateur.
Pour simplifier cette taˆche, on peut commencer par se limiter a` un moteur de recherche
documentaire pour un certain domaine. Par exemple le domaine d’une entreprise ou d’un
site Web proposant de nombreux contenus sur un domaine bien cible´.
Dans ce travail, on va e´laborer un moteur de recherche documentaire base´ sur une on-
tologie pour essayer de montrer que cet apport de connaissances entraˆıne une utilisation
plus facile et plus efficace du syste`me de recherche d’information. On va commencer avec
le chapitre 2 par parler des concepts de base. Ensuite, au chapitre 3, on va aborder les
me´thodologies qui seront applique´es dans le de´veloppement de notre outil, les diffe´rents
e´le´ments sur lesquels il repose et l’e´valuation du moteur de recherche cre´e´. Ensuite vient
le chapitre 4 qui de´crit les outils de´veloppe´s en terminant par le moteur de recherche






Le pre´sent chapitre a pour but de mettre en avant les e´le´ments importants pour la suite
du travail et de les placer dans le contexte de l’e´tat actuel des recherches dans le domaine.
Trois sujets majeurs sont aborde´s dans ce chapitre :
index Nous commenc¸ons a` la section 2.2 par l’explication du principe de l’index . En-
suite, nous passons a` l’application de ces principes a` l’indexation de documents et
finalement nous jetons un oeil aux diffe´rentes librairies et aux diffe´rents outils qui
existent pour travailler avec un index .
ontologie Le second sujet majeur, traite´ a` la section 2.3, commence par l’explication du
concept d’ontologie , des points communs et des diffe´rences avec le concept des
bases de donne´es pour passer ensuite a` la fac¸on de construire une telle ontologie .
Moteur de recherche Finalement, nous nous attaquons, a` la section 2.4, a` la partie
consultation reposant sur les concepts pre´ce´dents pour permettre a` l’utilisateur d’en
tirer profit. Pour cela, il faut commencer par parler de la notion de requeˆte avant de
parler de la notion de pertinence qui permet alors de parler de la notion d’e´valuation
du syste`me lui-meˆme.
2.2 Index et indexation
2.2.1 Ge´ne´ralite´s
 Ce terme index de´signe un me´canisme dont l’objectif est comparable a` celui de
l’index d’un ouvrage tel que celui-ci. E´tant donne´ un mot significatif, l’index nous
donne la liste des nume´ros de page ou` ce mot apparaˆıt, sans qu’il soit ne´cessaire de
parcourir l’inte´gralite´ de l’ouvrage pour retrouver ces pages. En outre, l’index est
ordonne´ de manie`re telle qu’on puisse rapidement y repe´rer le mot recherche´.
Un index est une structure technique, en ge´ne´ral invisible pour le programmeur, qui
permet un acce`s se´lectif et rapide aux enregistrements d’un fichier qui posse`dent
des valeurs de´termine´es de certains champs [...] 
[Hainaut, 2005, p. 107 – 108]
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Pour reprendre ce qui a e´te´ dit dans la citation ci-dessus, certains ouvrages contiennent
un index . Ce dernier est une liste des termes juge´s importants avec les nume´ros des pages
ou` apparaissent chacuns de ces termes. L’ide´e sous-jacente est que le lecteur peut vouloir
chercher les passages parlant d’un de ces termes. Sans l’index , le lecteur devrait parcourir
tout l’ouvrage page par page pour trouver chaque passage inte´ressant. Avec l’index qui
lui indique les nume´ros de pages, il n’a plus qu’a` parcourir quelques pages pour trouver ce
qu’il cherche. Il y a un gain e´norme de temps pour le lecteur. En reprenant la de´finition
d’un index de la citation ci-dessus, une autre notion importante apparaˆıt. Il faut que
 l’index  soit  ordonne´ de manie`re telle qu’on puisse rapidement y repe´rer le mot
recherche´.  ce qui signifie pour un index  papier  que les termes qui le composent
soient trie´s pour que le lecteur puisse trouver le terme qu’il cherche sans devoir parcourir
tout l’index terme par terme. Un moyen simple et courant de trier l’index est d’organiser
les termes par ordre alphabe´tique.
La technique de l’index a e´te´ porte´e dans le domaine de l’informatique. Notamment
dans les domaines des bases de donne´es et des moteurs de recherche documentaire (aussi
appele´ Recherche d’information (RI) ). L’index n’est alors souvent plus visible de
l’utilisateur mais le principe reste le meˆme. L’utilisateur cherche un terme pre´sent dans un
document ou la valeur d’un champ pre´sent dans un enregistrement d’une table d’une base
de donne´e. C’est le syste`me qui recherche pour lui les documents ou les enregistrements
qu’il posse`de correspondant a` ce que l’utilisateur de´sire. S’il n’y a pas d’index , le syste`me
doit parcourir chaque document ou chaque enregistrement un par un jusqu’a` trouver une
re´ponse valable pour l’utilisateur. Avec un index par contre, il suffit au syste`me de
regarder dans celui-ci les e´le´ments attache´s a` ce que l’utilisateur de´sire et de renvoyer
directement ces e´le´ments. La figure 2.1 illustre un index permettant de travailler sur un
fichier se´quentiel. Il est extrait de [Hainaut, 2005, page 109]. La figure 2.2 est une capture
d’e´cran de l’outil Luke qui est un outil utilisant l’index d’un corpus de documents. La
capture illustre la recherche du terme  management  dans un index pre´ce´demment
ge´ne´re´. On peut observer un sous-ensemble des documents1 de la collection ou` le terme
apparaˆıt.
Le processus visant a` cre´er une structure d’index est appele´e indexation . Elle vise
a` associer a` chaque e´le´ment que l’on souhaite indexer (champ d’un enregistrement d’une
base de donne´es, mot contenu dans un document, ...) l’ensemble des ressources (enregistre-
ment, document, ...) dans lesquelles l’e´le´ment est pre´sent. Cette association est repre´sente´e
par l’e´quation 2.1 ci-dessous.
∀i : e´le´menti → {ressource | e´le´menti ∈ ressource} (2.1)
L’existence d’un index augmente donc conside´rablement la vitesse de recherche d’un
e´le´ment pre´sent dans celui-ci mais cela a un couˆt. La structure d’index consomme de
l’espace de stockage supple´mentaire a` coˆte´ de l’information de´ja` stocke´e. D’apre`s [Cao,
2004, page 2], cet espace supple´mentaire varie entre 40 et 200% de la taille de l’ensemble
indexe´. L’auteur met cependant en avant le fait que l’espace de stockage couˆte de moins
1Le sous-ensemble correspond au 19 documents juge´s les plus  pertinents 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en moins cher et que cet inconve´nient n’en est donc plus vraiment un aujourd’hui. Mal-
heureusement, ce n’est pas le seul inconve´nient lie´ a` l’utilisation d’un index . Vu que la
structure cre´e´e refle`te directement la collection de ressources indexe´es, chaque fois qu’on
modifie d’une manie`re ou` d’une autre la collection, il faut s’assurer que l’index reste va-
lide. Si on ajoute une nouvelle ressource, il faut effectuer le processus d’indexation pour
celle-ci et fusionner le re´sultat avec l’index existant. Si on enle`ve une ressource existante,
il faut enlever de l’index toutes les re´fe´rences a` cette ressources dans les ensembles as-
socie´s aux e´le´ments et ve´rifier qu’on a pas dans l’index d’e´le´ments associe´s a` un ensemble
vide auxquels cas on doit e´galement enlever l’e´le´ment de l’index. Enfin, si on modifie une
ressource, on doit re´percuter les changements sur l’index 2 de la meˆme fac¸on.
2.2.2 Indexation de document de type texte
L’indexation de documents consiste a` cre´er un index relatif a` un corpus de documents.
Cette de´marche s’inscrit clairement dans le cadre d’un syste`me de RI . Comme pre´cise´
dans [Cao, 2004], ces documents peuvent eˆtre de natures varie´es : texte brut, page Web,
image, vide´o, ...
On distingue d’un coˆte´ les documents  textuels  qui sont essentiellement compose´s de
mots et de l’autre coˆte´ les documents  multime´dia  qui contiennent des e´le´ments plus
2par exemple en conside´rant qu’on a enlever la ressource  ancienne version  et qu’on a dans un
meˆme temps ajoute´ la ressource  nouvelle version .
Figure 2.1 – Fichier se´quentiel indexe´ ex-
trait de [Hainaut, 2005]
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e´labore´s (image, son, vide´o, ...). Dans ce travail nous nous focalisons sur les documents
 textuels  pour lesquels les techniques d’indexation sont plus faciles a` maˆıtriser.
Si nous nous concentrons sur les documents textuels, qu’ils soient structure´s ou pas,
nous pouvons enrichir la notion d’indexation en de´taillant une se´rie de traitements qui
doivent eˆtre re´alise´s avant d’e´crire (ou modifier) l’index a` proprement parler.
La collecte des documents
La premie`re chose a` faire quand on veut indexer un corpus de documents c’est de de´finir
le corpus. Le cas simple consiste a` avoir l’ensemble du corpus directement disponible
(par exemple dans un re´pertoire de son ordinateur) et de tout prendre. Mais avec les
possibilite´s d’internet, les corpus de nos jours sont plus he´te´roclites. On peut construire
son propre corpus sur mesure en prenant les documents a` droite et a` gauche. On peut
par exemple prendre quelques pages Web sur un site, des documents Portable Document
Format (PDF) stocke´s sur un autre, les entre´es d’un flux RSS , des documents re´alise´s
avec Word sur la machine d’un colle`gue via un intranet, le contenu de ses propres mails,
... Une petite illustration est disponible a` la figure 2.3.
Figure 2.2 – Capture d’e´cran de l’outil Luke montrant la recherche du terme
 management  dans un index ge´ne´re´ a` l’aide de Lucene
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Nous remarquons que les documents auxquels nous pouvons acce´der sont accessibles
via un certain nombre de  chemins  diffe´rents. Et il faudra donc mettre au point un
me´canisme de collecte de documents pour pouvoir utiliser chacun de ces chemins.
Une proble´matique importante ne peut eˆtre e´vite´e quand on commence a` parcourir le
Web a` la recherche de documents pour construire un corpus. Si on ne prend pas garde
et qu’on s’arrange pour collecter tous les documents disponibles, on va se retrouver avec
un processus qui va parcourir l’ensemble de l’internet pour re´cupe´rer tous les documents
possibles. Cela va naturellement prendre un temps tre`s conse´quent et surtout ramener
bien plus de documents inade´quats pour le corpus que de documents potentiellement
pertinents. Il est donc important de se pencher sur le proble`me d’arreˆt pour tous les
syste`mes de collecte de documents.
Le filtrage des documents
Avec l’essor des technologies et surtout d’internet, nous avons acce`s a` un nombre tre`s
important de documents. Nous venons de voir que nous pouvions (et meˆme que nous
devions) limiter la taille du corpus en fixant un crite`re d’arreˆt aux diffe´rents collecteurs
utilise´s. Mais re´cupe´rer  tous les documents qui se trouve a` tel endroit  n’est pas
toujours suffisant, parfois il faut un crite`re plus pre´cis pour restreindre le corpus aux
documents qui pourraient eˆtre utiles. Il peut donc s’ave´rer ne´cessaire de mettre en place
des filtres qui e´purent le corpus de documents de tous les e´le´ments qu’on ne juge pas utile
de garder. Par exemple, tous les documents qui ont une taille infe´rieure a` une certaine
valeur ou tous ceux qui respectent une certaine convention de nommage qu’on pourrait
de´tecter a` l’aide d’une RegExp , ...
On peut bien entendu cumuler les filtres de´finis pour avoir un re´sultat plus fin. Pour
effectuer ce cumul, il y a deux me´thodes principales.
La premie`re est base´e sur le principe des poupe´es russes : chaque filtre est contenu
dans un autre filtre jusqu’a` ce qu’on arrive au filtre  exte´rieur . A` partir de la`, on se
contente de communiquer avec le filtre exte´rieur qui va alors communiquer avec le filtre
qu’il encapsule et ainsi de suite jusqu’au filtre le plus a` l’inte´rieur. Ce filtre va parcourir
la liste des documents jusqu’a` en trouver un qui respecte son crite`re et le renvoyer au
filtre dans lequel il est contenu. Si ce document respecte e´galement le crite`re de ce filtre
Figure 2.3 – Illustration du processus de collecte
23
la`, le document continue sa route vers l’exte´rieur de la meˆme manie`re, si par contre a`
un moment ou un autre le document ne respecte pas le crite`re d’un filtre, on refuse le
document et on cherche un autre document. Cette de´marche est illustre´e par le diagramme
de se´quence Unified Modeling Language (UML) de la figure 2.4.
La seconde me´thode consiste plutoˆt a` mettre tous les filtres les uns a` coˆte´s des autres.
On prend un document dans la liste et on regarde filtre par filtre s’il respecte le crite`re.
S’il les respecte tous, le document est accepte´ et est incorpore´ dans le corpus. De`s qu’il
ne respecte pas le crite`re d’un filtre, on  jette  le document et on recommence avec le
suivant. Cette de´marche est illustre´e par le diagramme de se´quence UML de la figure 2.5.
Choisir l’une ou l’autre de ces deux approches, ne change pas grand chose en terme
de performance mais d’une personne a` l’autre, l’approche la plus  naturelle  n’est pas
la meˆme.
Quand on choisit de cumuler plusieurs filtres pour avoir un re´sultat plus pre´cis, il faut
envisager l’ordre dans lequel les filtres vont eˆtre place´s. L’ordre n’a pas d’influence sur
le re´sultat car si un document est accepte´ c’est qu’il respecte les crite`res de l’ensemble
des filtres sans exception et donc ve´rifier le crite`re d’un filtre A avant celui d’un filtre B
ou l’inverse ne changera pas le fait que le document soit accepte´ ou non. En revanche, si
Figure 2.4 – Diagramme de se´quence UML de l’approche  poupe´e russe  du
cumul des filtres
Figure 2.5 – Diagramme de se´quence UML de l’approche en liste du cumul des
filtres
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l’e´valuation du respect du crite`re du filtre B par un document ne´cessite e´norme´ment de
temps et/ou de ressources et que l’e´valuation correspondante pour le filtre A est imme´diate
et ne demande pas de grosses ressources, le fait de ve´rifier A avant B permet de ne pas
perdre de temps ni de ressources pour faire les calculs pour le crite`re de B pour des
documents qui ne respectent de toute fac¸on pas le crite`re de A. On voit donc qu’on a tout
inte´reˆt a` garder les filtres avec un traitement lourd pour la fin pour essayer d’e´liminer le
plus de documents possibles avant d’arriver a` eux.
L’analyse des documents
Une fois qu’on a construit le corpus avec les documents que l’on souhaite, il y a encore
une chose a` faire avant de cre´er l’index . On ne peut pas se contenter de conside´rer que
notre corpus est compose´ de documents textuels. Il y a plusieurs diffe´rences qui doivent
eˆtre aborde´es pour avoir une analyse correcte.
Une premie`re diffe´rence re´side dans le format des documents. Il existe de tre`s
nombreux formats de documents textuels avec chacuns leur propre structure. Il n’existe
pas de me´thode magique pour extraire le contenu de tous ces diffe´rents formats. En
reprenant [Cao, 2004], on peut avancer que la majorite´ des formats de documents textuels
posse`de une premie`re partie tre`s structure´e pouvant contenir des informations comme
le titre, l’auteur, une liste de mots cle´s, ... Et a` coˆte´ de c¸a, il y a une seconde partie
ge´ne´ralement peu ou pas structure´e qui est le contenu du document a` proprement parler.
Toujours selon [Cao, 2004], le coeur de la RI repose sur la partie  contenu  qui
est donc peu ou pas structure´e. Mais la partie structure´e est incluse dans la majorite´ des
syste`mes e´galement.
Avant de pouvoir cre´er l’index , il faut donc mettre en place des me´canismes pour
re´cupe´rer d’une part le contenu et d’autre part les donne´es structure´es associe´es3 et ce
pour chaque format de documents que l’on veut traiter. Heureusement, on trouve tre`s
facilement des librairies qui permette de lire sans trop de difficulte´ les diffe´rents formats
utilise´s actuellement. Le fonctionnement de la phase de parsing meˆle´e a` celle d’analyse
est repre´sente´e a` la figure 2.6.
Une deuxie`me diffe´rence re´side dans la langue des documents. On peut rencon-
trer dans un corpus des documents re´dige´s dans diffe´rentes langues. Pour une utilisation
basique d’un index , on peut faire abstraction de la langue du document et indexer in-
diffe´remment des documents en franc¸ais, en anglais et en ne´erlandais. Mais si on prend,
par exemple, la peine d’enlever tous les mots de liaison – aussi appele´s stopwords –
qui n’apportent pas grand chose dans l’index pour l’alle´ger, on va directement faire face
au proble`me de la langue car les stopwords changent d’une langue a` l’autre.
Et au dela` de c¸a, si on souhaite enrichir le syste`me, par exemple a` l’aide d’une onto-
logie , il deviendra aussi tre`s important d’identifier la langue pour, par exemple, ajouter
une phase de traduction vers le langage de l’ontologie .
Si l’on ajoute un traitement propre a` la langue au processus d’analyse que nous avons
de´ja`, la figure 2.6 devient la figure 2.7.
3qu’on appelle parfois me´ta-donne´es
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Une me´thode pour de´tecter la langue est de se baser sur les stopwords . Ils sont bien
connus et re´pertorie´s sur le Web. Ils changent d’une langue a` l’autre. Si bien qu’avec une
simple analyse probabiliste des diffe´rents mots de liaison pre´sents, on peut identifier
la langue pour peux qu’on posse`de sa liste stopwords .
L’e´criture de l’index
Arrive´ ici dans le processus d’indexation , nous avons en main une collection d’infor-
mations pour chaque document. Il ne reste plus qu’a` e´crire tout c¸a dans un index . On
peut bien entendu ge´rer soi-meˆme la ge´ne´ration de cette structure mais le plus simple est
d’utiliser une librairie qui nous donnera un re´sultat bien plus optimise´.
Figure 2.6 – Illustration du processus de parsing
Figure 2.7 – Illustration du processus de parsing suivi d’une ana-
lyse propre a` la langue
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Re´sume´ du processus d’indexation
Si on reprend le processus d’indexation depuis le de´but, on commence par collecter
des documents comme illustre´ a` la figure 2.3 apre`s on filtre e´ventuellement la liste des
documents collecte´s pre´ce´demment. On  parse  ensuite les documents en fonction du
format comme illustre´ a` la figure 2.6. Apre`s cela on analyse en fonction de la langue comme
illustre´ a` la figure 2.7 et on finit le processus en e´crivant le re´sultat dans un index . Ce
qui nous donne au final la figure 2.8.
2.2.3 Librairies et outils lie´s a` l’indexation
Lucene
Lucene est a` la fois un projet open-source a` l’initiative de la Fondation Apache et le
logiciel phare de ce projet.
Le logiciel Lucene est une librairie pour le langage Java permettant l’indexation et
la recherche dans l’index avec des fonctionnalite´s assez avance´es comme la pre´sentation
d’extrait des documents.
Figure 2.8 – Illustration du processus d’indexation
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Le projet comporte une se´rie de logiciels allant du crawler a` la librairie d’indexation
et meˆme des moteurs de recherches complets. Et des portages du logiciel Lucene dans
diffe´rents autres langages comme Python avec PyLucene ou C avec Lucy .
Il est a` noter que le terme  Lucene  de´signe aussi le format de l’index utilise´ par
l’ensemble des logiciels du projet. Ce projet est ouvert. Ce qui veut dire qu’on a beaucoup
de liberte´s sur la fac¸on de travailler avec : on peut, par exemple, le cre´er avec PyLucene
puis le lire et le modifier avec Lucy et enfin cre´er son propre outil vu que la spe´cification
du format est ouverte.
Le format d’index Lucene est utilise´ couramment, notamment par :
• Le framework Zend4.
• Le logiciel Eclipse pour parcourir sa documentation.
• Wikipedia
Pour plus d’informations sur Lucene , consulter [Hatcher et Gospodnetic´, 2004, luc,
2009].
Luke
Parmi les autres outils mis a` disposition dans le cadre du projet Lucene , on peut
citer Luke . Il s’agit d’un utilitaire re´alise´ en Java et reposant entie`rement sur la librairie
Lucene . Luke fonctionne seul et permet de parcourir et modifier de manie`re conviviale
un index qui respecte le format Lucene . Une capture d’e´cran de l’interface de cet outil
se trouve a` la figure 2.2.
Cet outil est particulie`rement pratique lors des phases de de´veloppement et de diagnos-
tique d’un outil utilisant un tel index .
2.3 Les ontologies
2.3.1 Ge´ne´ralite´s
 [...] une ontologie est une description formelle explicite des concepts dans un do-
maine du discours (classes (appele´es parfois concepts)), des proprie´te´s de chaque
concept de´crivant des caracte´ristiques et attributs du concept (attributs (appele´s
parfois roˆles ou proprie´te´s)) et des restrictions sur les attributs (facettes (ap-
pele´es parfois restrictions de roˆles)). Une ontologie ainsi que l’ensemble des ins-
tances individuelles des classes constituent une base de connaissances. Il y a en
re´alite´ une frontie`re subtile qui marque la fin d’une ontologie et le de´but d’une base
de connaissances. 
[Noy et al., 2005, p. 3]
4pour le PHP
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La premie`re chose a` dire quand on aborde le sujet des ontologies , c’est qu’il existe
une assez grande varie´te´ de de´finitions diffe´rentes associe´es a` ce concept et que certaines
d’entre elles se contredisent. Pour ce travail, nous allons reprendre la de´finition ci-dessus
extraite de [Noy et al., 2005]. Cette de´finition est similaire a` celle de [Cimiano, 2006,
chapitre 2]. On peut e´galement citer la de´finition de [Gruber, 1995] qui de´finit une onto-
logie d’une manie`re plus pragmatique de la manie`re suivante :  une ontologie de´finit
le vocabulaire avec lequel les requeˆtes et les assertions peuvent eˆtre e´change´es entre des
agents. L’ontologie peut de`s lors eˆtre vue comme un accord entre les agents pour utiliser
un vocabulaire commun d’une manie`re cohe´rente et consistante. 
Si l’on se concentre sur la de´finition de [Noy et al., 2005], on y voit un certain nombre
de notions qui sont pour la plus part assez proches de ce que l’on peut trouver en UML
ou d’autres mode´lisations du meˆme genre. Par exemple les classes qui sont organise´es en
une taxonomie comme illustre´ a` la figure 2.9.
La distinction entre facette et attribut me´rite d’eˆtre pre´cise´e. En mode´lisation classique
comme UML , on de´crit un attribut en lui donnant un nom, un type, une cardinalite´, ...
pour une ontologie , on a d’un coˆte´ l’attribut et de l’autre un ensemble de facettes
qui de´crivent plus pre´cise´ment l’attribut. Quelques exemples de facettes fre´quentes d’un
attribut sont la cardinalite´, le type de valeur autorise´, le domaine, ...
En fait, la distinction entre facette et attribut permet d’avoir une porte´e plus univer-
selle de l’attribut. Prenons l’exemple du domaine. On a une classe A pour laquelle on
de´finit un attribut pour le nom. Plus tard on de´finit une classe B a` un endroit tre`s e´loigne´
de la A mais on a besoin e´galement de caracte´riser le nom de cette classe. On ne de´fini pas
un deuxie`me attribut qui repre´sentera le nom de cette classe mais on ajoute cette classe
Figure 2.9 – Taxonomie de classes dans une ontologie
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au domaine (formellement a` la facette caracte´risant le domaine) de l’attribut qui sera de`s
lors pre´sent dans les deux classes. Cela est illustre´ a` la figure 2.10.
Attaquons nous maintenant a` une rapide comparaison des ontologies par rapport aux
bases de donne´es. L’ide´e de base est sensiblement la meˆme, avoir une structure permettant
de stocker ce qu’on sait sur un domaine. Les notions de classes, attributs (et facettes) et
de relations sont pre´sentes des deux coˆte´s et remplissent des roˆles assez similaire.
La principale diffe´rence entre les deux approches re´side selon [Spyns et al., 2002] dans
la possibilite´ de faire de l’infe´rence dans les ontologies .
Attaquons-nous a` l’infe´rence et prenons l’exemple suivant : on doit mode´liser un tra-
vail effectue´ pour une certaine entreprise avec la collaboration d’une personne de cette
entreprise. Il parait normal de spe´cifier la contrainte que le collaborateur en question
doit bien appartenir a` l’entreprise pour laquelle le travail est effectue´. Supposons main-
tenant que ce collaborateur travaille dans plusieurs entreprises. Pour pouvoir exprimer
la contrainte dans une base de donne´es classique, il faudrait mettre en place des entite´s
spe´cifiques pour cela. Dans une ontologie , il suffit simplement de restreindre le domaine
ou l’image d’une relation ou d’un attribut pour qu’il soit lie´ non pas a` l’ensemble des
instances des collaborateurs possibles mais uniquement a` un sous-ensemble qui repre´sente
ceux qui travaillent effectivement pour l’entreprise en question. C’est comme si on avait
cre´e´ implicitement une sous-classe de la classe des collaborateurs possibles qui serrait la
classe des collaborateurs possibles travaillant dans l’entreprise en question.
Figure 2.10 – Partage d’un meˆme attributs entre deux classes
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2.3.2 Construction d’une ontologie
Le but d’une ontologie e´tant d’eˆtre aussi largement utilise´e que possible, la premie`re
chose a` faire avant de se lancer dans la construction d’une ontologie est de rechercher s’il
n’existe pas de´ja` une ontologie qui conviendrait a` ce qu’on veut faire meˆme en partie.
Auquel cas on peut reprendre cette ontologie totalement ou en partie de meˆme qu’on
peut rajouter des e´le´ments sur cette base.
Apre`s avoir fait la premie`re e´tape de recherche d’une ontologie pre´existante, il se
peut que l’on en arrive a` construire sa propre ontologie . Ce qu’on s’appreˆte a` construire
est un mode`le de la re´alite´ et on entre de`s lors dans un processus de construction ite´ratif
et rempli de choix (implicites et explicites) guide´s par un objectif. Il faut en eˆtre bien
conscient si on veut pouvoir faire les bons choix et avoir une ontologie aussi re´utilisable
que possible.
Me´thodologie de construction propose´e par [Noy et al., 2005]
Cette me´thodologie de construction est celle de´crite dans l’article [Noy et al., 2005]. La
premie`re remarque a` faire sur cette me´thodologie est qu’elle ne s’annonce pas comme la
me´thode ultime mais bien comme une parmi d’autre. L’accent est mis sur trois principes
de base a` garder a` l’esprit tout au long de la construction de l’ontologie et meˆme par
la suite :
•  Il n’y a pas qu’une seule fac¸on correcte pour mode´liser un domaine - il y a toujours
des alternatives viables. La meilleure solution de´pend presque toujours de l’applica-
tion que vous voulez mettre en place et des e´volutions que vous anticipez. 
•  Le de´veloppement d’une ontologie est ne´cessairement un processus ite´ratif. 
•  Les concepts dans une ontologie doivent eˆtre tre`s proches des objets (physiques
ou logiques) et des relations dans votre domaine d’inte´reˆt. Fort probablement ils
sont des noms (objets) ou verbes (relations) dans des phrases qui de´crivent votre
domaine. 
Une fois ces trois principes bien en teˆte, on peut se lancer dans la construction de l’on-
tologie en sept e´tapes.
E´tape 1. Pour commencer il faut se poser une se´rie de questions de base pour essayer
de cibler le domaine et la porte´e de l’ontologie . Il est encore pre´cise´ que les re´ponses
a` toutes ces questions ne sont pas fige´es une fois pour toute mais bien qu’elles peuvent
varier au cours de la construction.
Parmi les questions pointe´es dans l’article, une semble particulie`rement inte´ressante :
 A` quels types de questions l’ontologie devra-t-elle fournir des re´ponses ? . La re´ponse
a` cette question ( qui est en fait une liste de questions ) est tre`s importante. Une fois l’on-
tologie termine´e, on pourra utiliser cette liste pour tester l’ontologie .
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E´tape 2. Comme nous l’avons dit dans l’introduction de cette section, il est important
d’envisager de re´utiliser une ontologie existante avant de se lancer dans un lourd tra-
vail de construction. L’e´tape 2 de cette me´thodologie consiste a` chercher apre`s une ou
plusieurs ontologies qui correspondraient au domaine et a` la porte´e spe´cifie´e a` l’e´tape
1 et d’essayer de repartir de celles-ci.
E´tape 3. Cette e´tape consiste a` lister tous les termes importants de l’ontologie qu’on
est en train de construire et de se mettre d’accord sur les proprie´te´s et la signification de
chacun de ces termes. A` ce niveau, on ne doit pas se pre´occuper de savoir si les termes
identifie´s sont des classes ou des attributs pas plus que d’e´ventuel chevauchement entre
les concepts. On se contente juste d’e´nume´rer tous les termes importants de la manie`re la
plus exhaustive possible.
E´tape 4. Maintenant, on va de´finir les classes de l’ontologie et les organiser entre-
elles de manie`re hie´rarchique. Pour de´finir les classes, on se reporte a` la liste de l’e´tape 3
et on y se´lectionne  les termes qui de´crivent des objets ayant une existence inde´pendante
plutoˆt que les termes qui de´crivent ces objets .
Une fois les classes de´finies, il faut les organiser en une taxonomie . Cela peut se faire
par une approche descendante, en commenc¸ant donc par mettre en haut les classes les plus
ge´ne´rales puis en raffinant petit a` petit. On peut aussi adopter une approche ascendante
qui part des classes les plus spe´cifiques et les regrouper petit a` petit pour revenir en haut
avec les classes les plus ge´ne´rales. Et enfin on peut prendre une approche mixte qui se
concentre sur les concepts les plus marquants et on rayonne autour de chacuns d’eux vers
le haut ou vers le bas suivant les cas.
D’apre`s l’article, il n’y a pas de me´thode meilleure ou moins bonne qu’une autre dans
les trois qu’on vient de citer. C’est au concepteur de choisir la me´thode qui lui convient
le mieux en fonction de la fac¸on dont il perc¸oit lui-meˆme le domaine.
Il y a quelques recommandations supple´mentaires concernant la cre´ation de la hie´rar-
chie de classes. Se fixer une convention de nommage pour les classes comme par exemple
toujours utiliser le singulier. Une autre recommandation est d’e´viter les boucles dans la
hie´rarchie. Et enfin, en ge´ne´ral5 le nombre de sous-classe acceptable pour une classe est
entre deux et une douzaine. S’il n’y a qu’une seule sous-classe, c¸a ne vaut peut-eˆtre pas
la peine de la pre´ciser et s’il y en a trop, ajouter des niveaux interme´diaires peut s’ave´rer
utile voir ne´cessaire.
En plus des ces remarques, l’article tient a` rappeler que dans le domaine des onto-
logies , l’he´ritage multiple est autorise´ et qu’il faut donc conside´rer ce cas. De meˆme
qu’une instance peut appartenir a` plusieurs classes en meˆme temps et il faut donc en
tenir compte e´galement particulie`rement en de´finissant les cumuls interdits. Par exemple
dire qu’une instance de vin rouge ne peut pas eˆtre en meˆme temps une instance de vin
blanc et inversement.
E´tape 5. Une fois les classes de´finies et organise´es de manie`re hie´rarchique, on peut
affiner les classes en de´finissant leurs proprie´te´s. Pour ce faire, on va retourner a` la liste de
termes de l’e´tape 3 dans laquelle on a de´ja` puise´ pour de´finir les classes. La plupart des
5Il y a donc bien entendu des exceptions
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termes restants sont probablement les proprie´te´s que l’on cherche. Pour chaque terme que
l’on identifie comme e´tant une proprie´te´, il reste a` trouver dans quelle(s) classe(s) il faut
la mettre. Une fois la liste e´pure´e et en regardant les classes ainsi enrichies de proprie´te´s,
on peut de´couvrir des proprie´te´s en plus auxquelles on n’avait pas pense´ en re´digeant la
liste de l’e´tape 3.
Il est a` noter qu’une proprie´te´ doit eˆtre place´e dans la classe la plus ge´ne´rale de la
liste des classes pouvant avoir cette proprie´te´. Elle sera de`s lors naturellement he´rite´e par
toutes les classes  filles .
E´tape 6. Une fois les attributs de´finis et attache´s a` des classes, il reste a` caracte´riser
ces attributs a` l’aide de facettes comme le type, le domaine6, l’image, ...
Il est a` noter que si les attributs sont he´rite´s d’une super-classe a` une de ses sous-classes,
les facettes de cet attribut peuvent eˆtre plus restrictives au niveau des sous-classes. Par
exemple, un attribut aurait une cardinalite´ minimale de 0 et maximale de 10 au niveau de
la super-classe et on ferait 2 sous-classes : une premie`re ayant une cardinalite´ maximale
de 0 pour cet attribut, et une autre ayant une valeur comprise entre 1 et 10. Un autre
exemple serait de dire que les valeurs autorise´s pour un attribut sont des instances de
A ∪ B7 et de de´finir une sous-classe pour laquelle toutes les valeurs de l’attribut en
question appartiennent a` A \B8.
E´tape 7. On a maintenant la structure comple`te de l’ontologie , il est donc temps d’y
inse´rer des instances en re´fe´renc¸ant bien la ou les classes a` laquelle/auxquelles l’instance
appartient et l’ensemble des valeurs des diffe´rents attributs.
Quand cre´er une sous-classe ?
Un point de vue comple´mentaire sur la cre´ation de la hie´rarchie de classe explique´e a`
l’e´tape 4 de la section pre´ce´dente est de´crit dans [Bachimont, 2000]. L’accent porte sur
les points communs et les diffe´rences entre un concept9 et ses sous-concepts et entre les
diffe´rents sous-concepts d’un meˆme concept.
 La communaute´ avec le pe`re  : Un sous-concept doit forcement partager les traits
du concept pe`re sinon il n’a pas sa place en tant que sous-concept.
 La diffe´rence avec le pe`re  : Un sous-concept doit forcement avoir un ou plusieurs
traits qui le diffe´rencient du concept pe`re sinon le fait d’appartenir au sous-concept plutoˆt
qu’au pe`re n’apporte strictement aucune information et le sous-concept n’a de`s lors pas
de raison d’exister.
 La diffe´rence avec les fre`res  : Meˆme principe que le point pre´ce´dent. Si deux
concepts fre`res sont identiques, les garder tous les deux n’apporte rien et ils doivent eˆtre
fusionne´s pour former un seul et meˆme concept.
 La communaute´ avec les fre`res  : Des concepts fre`res partagent un meˆme concept
pe`re et devraient donc forcement avoir des points communs he´rite´s du pe`re.
6bien que celui-ci soit de´ja` partiellement de´fini vu que l’attribut est attache´ a` une/des classe(s)
7A et B e´tant des classes de l’ontologie
8A \B e´tant inclus dans A ∪B, on a bien une facette plus restrictive que l’originale
9ou classe
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Si les quatres principes ci-dessus ne sont pas respecte´s, nous sommes en droit de croire
qu’il y a probablement un proble`me et une e´tude plus approfondie de la relation entre ces
concepts devrait eˆtre faite.
2.3.3 Les diffe´rents langages
Quand on s’attarde un peu sur les ontologies sur le Web, il y a quelques grandes
cate´gories de langages qui sont utilise´s. Particulie`rement : le OWL (en diffe´rentes versions).
OWL et ses diffe´rentes variantes
OWL est un langage d’ontologie porte´ par le World Wide Web Consortium (W3C) et
se voulant eˆtre un standard dans le domaine. Il est base´ sur XML . Il existe trois variantes
de OWL :
OWL Description Logic (OWL-DL) La version  de base . C’est la premie`re version
d’OWL . Elle se caracte´rise par plus de limitations que les langages plus anciens mais
cela entraˆıne la particularite´ d’eˆtre de´cidable. Pour toute ontologie qui respecte
les limites de OWL-DL on a la certitude qu’une requeˆte formule´e fournira toujours
une re´ponse dans un temps fini.
OWL Full (OWL-F) Une version plus muscle´e que OWL-DL , elle le`ve les limitations et
permet d’exprimer dans OWL ce qui n’est pas possible dans OWL-DL mais bien dans
d’autres langages.
OWL Light (OWL-L) Au contraire de OWL-F , cette variante se veut plus le´ge`re et plus
facile a` utiliser que OWL-DL . Cependant il semblerait qu’elle soit en re´alite´ tout aussi
complique´e que OWL-DL .
Pour plus d’informations sur OWL , se reporter a` [Horrocks, 2007,Horrocks et al., 2003].
2.4 Moteur de recherche documentaire
2.4.1 Ge´ne´ralite´s
 Un syste`me de recherche d’information (RI) est un syste`me qui permet de re-
trouver les documents pertinents a` une requeˆte d’utilisateur, a` partir d’une base de
documents volumineuse. 
[Cao, 2004, p. 1]
Un moteur de recherche documentaire est un syste`me qui permet a` l’utilisateur d’ex-
primer une demande a` laquelle le syste`me re´pondra par une se´rie de documents cense´s
contenir les e´le´ments de re´ponses qui pourront satisfaire l’utilisateur. Un moteur de re-
cherche documentaire appartient donc a` la cate´gorie des syste`mes de RI tel que de´finis
dans la citation ci-dessus. Deux concepts majeur ressortent. Il y a dans un premier temps
le fait que l’utilisateur e´met une demande, ce point sera traite´ a` la section 2.4.2. En-
suite, le fait que le syste`me va re´pondre en renvoyant un ensemble de documents qu’il
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juge pertinent, ce qui sera traite´ a` la section 2.4.3 et ce qui laisse sous-entendre que le
syste`me posse`de une collection de documents et un moyen de de´terminer lesquels pour-
raient re´pondre a` l’attente de l’utilisateur. Enfin, il y a un dernier concept qui n’est pas
aborde´ dans la de´finition et sera traite´ a` la section 2.4.4, il s’agit de la notion d’e´valuation
du syste`me lui-meˆme.
2.4.2 Notion de requeˆte
On se basant sur [Cao, 2004], on peut de´finir une requeˆte comme un besoin d’information
de la part d’un utilisateur exprime´ d’une manie`re telle que le syste`me pourra calculer une
re´ponse. Un exemple simple se trouve a` la figure 2.11.
Dans [Cao, 2004], deux approches sont mises en avant en ce qui concerne la re´alisation
d’un syste`me de RI .
Dans la premie`re approche, l’approche qualifie´e de  na¨ıve , la requeˆte se re´sume a`
une chaˆıne de caracte`res et le syste`me va juste chercher apre`s cette chaˆıne dans l’ensemble
des documents qu’il connaˆıt. Le principal avantage d’une telle me´thode est la simplicite´
de la mise en place. Par contre, cela entraˆıne un temps de re´ponse important (surtout si la
taille du corpus est importante) et que les requeˆtes n’ont pratiquement pas d’expressivite´s,
on se contente de recherche la chaˆıne que repre´sente la requeˆte a` l’identique.
La seconde approche consiste a` utiliser un index . La requeˆte peut de`s lors eˆtre plus
e´labore´e comme une expression boole´enne entre diffe´rents termes que l’on veut pre´sents
ou absents. A` coˆte´ de ce gain en expressivite´, on gagne e´galement en vitesse car parcourir
l’index a` la recherche des termes de la requeˆte est bien plus rapide que de parcourir
l’ensemble des documents un a` un. Cependant, comme cela a de´ja` e´te´ aborde´ a` la sec-
tion 2.2.1, la cre´ation et la maintenance d’une telle structure a un couˆt en temps et en
espace de stockage.
2.4.3 Notion de pertinence
En se basant toujours sur [Cao, 2004], on de´finit la notion de pertinence en disant qu’un
document est pertinent si et seulement si l’utilisateur est en mesure de trouver l’infor-
mation dont il a besoin dans ce document. Cette notion est conside´re´e comme centrale
dans un syste`me de RI . Son but est de diffe´rencier les documents qui pourront aider
l’utilisateur de ceux qui ne le pourront pas. De`s lors, on peut vite constater que la per-
tinence varie e´norme´ment d’un utilisateur a` l’autre et meˆme avec le meˆme utilisateur, la
pertinence peut varier. Il n’est donc pas possible de maˆıtriser parfaitement la pertinence
Figure 2.11 – Capture d’e´cran d’une requeˆte dans un moteur de recherche
documentaire
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en toute ge´ne´ralite´ dans un moteur de recherche documentaire. Il faut donc se rabattre
sur les points communs entre les diffe´rentes variations de la pertinence et essayer de voir
comment identifier le plus possible le contexte et les attentes de l’utilisateur pour y ajuster
la notion de pertinence au mieux.
En tenant compte du fait qu’on ne peut pas maˆıtriser la pertinence, on peut toutefois
utiliser une approche basique qui est de conside´rer comme documents pertinents tous
ceux qui posse`dent les e´le´ments de la requeˆte10. Mais certains documents peuvent eˆtre
plus pertinents que d’autres et on peut donc raffiner la notion de pertinence du syste`me
en calculant un indicateur pour chaque terme de la requeˆte et pour chaque document
qui tiendrait compte de la fre´quence (normalise´e) du terme dans le documents et de la
ge´ne´ricite´ du terme. En effet, si un terme est pre´sent dans 99% des documents, le fait qu’il
soit pre´sent dans un document de notre liste n’apporte pas beaucoup d’informations. Par
contre, si un terme n’est pre´sent que dans quelques rares documents, le fait de le trouver
est tre`s probablement bon signe. Par exemple, si on a un corpus de documents parlant
de l’informatique, ajouter ou enlever les termes  ordinateur  ou  informatique  ne
devrait pas avoir une grande influence sur les re´sultats renvoye´s ou l’ordre de ceux-ci. Par
contre, si on cherche un algorithme extreˆmement pre´cis qui a un nom qui ne fait re´fe´rence
a` rien d’autre qu’a` cet algorithme et qu’en plus cet algorithme n’est utilise´ que dans un
contexte extreˆmement re´duit, le fait de mettre le nom de cet algorithme ou non dans la
requeˆte va avoir une grande influence. Cette me´thode de ponde´ration utilise un indicateur
qui s’appelle  Term Frequence - Inverse Document Frequency (TF-IDF) 11 .
La figure 2.12 montre les documents les plus pertinents renvoye´s par le moteur de
recherche Google a` la meˆme requeˆte que la figure 2.11.
2.4.4 E´valuation du syste`me
E´tant donne´ que le but d’un syste`me de RI est de fournir a` un utilisateur les documents
pertinents par rapport a` une demande qu’il aurait formule´, il semble important d’eˆtre en
mesure d’e´valuer le syste`me pour voir s’il fournit des re´ponses de qualite´ ou non.
La me´thode propose´e par [Cao, 2004] consiste a` calculer deux indicateurs — la pre´-
cision et le rappel — sur la liste des documents retourne´e pour chaque requeˆte extraite
d’une liste repre´sentative.
La pre´cision est la proportion de documents pertinents (retourne´s) par rapport au
nombre total de documents retourne´s. L’ide´e est de voir si le syste`me ne renvoie pas trop
de documents non pertinents. L’e´quation 2.5 montre la de´finition de la pertinence sous
forme mathe´matique.
Le rappel, lui, est la proportion de documents pertinents retourne´s par le syste`me par
rapport au nombre total de documents pertinents se trouvant dans le corpus. L’ide´e est
10en conside´rant le cas simple ou` on ne spe´cifie pas qu’un terme doit eˆtre absent
11plus d’informations sur cet indicateur a` l’annexe A qui se trouve page 87
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de voir si le syste`me n’oublie pas trop de documents pertinents. Il est e´galement de´fini
sous forme mathe´matique a` l’e´quation 2.6.
Les deux indicateurs ne sont pas inde´pendants. Il est facile d’avoir un bon score dans
l’un des deux indicateurs au de´triment de l’autre : si on veut avoir une grande pre´cision,
on peut re´duire e´norme´ment le nombre de documents retourne´s et alors ceux-ci auront
plus de chance d’eˆtre pertinents mais cela fera baisser d’autant le rappel. A` l’oppose´, si
on augmente le nombre de documents retourne´s, c’est le rappel qui va augmenter alors
que la pre´cision, elle, va diminuer. Il vaut donc mieux arriver a` un compromis et avoir
des valeurs moyennes dans les deux indicateurs plutoˆt que l’un tre`s bon et l’autre tre`s
mauvais. D’apre`s [Cao, 2004], un  bon  syste`me tourne autour des 30% dans les deux
indicateurs.
Figure 2.12 – Capture d’e´cran des re´sultats d’une requeˆte dans un moteur de
recherche documentaire
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Pour e´valuer le syste`me, il faut donc d’abord choisir le corpus de documents sur lequel
il va eˆtre e´value´. Une fois cela fait, il faut pre´parer une se´rie de requeˆtes. Et avoir des
requeˆtes aussi varie´es que possible et essayant de couvrir la totalite´ du domaine du corpus.
Apre`s, il faut passer en revue tous le corpus et associe´s a` chaque requeˆte l’ensemble des
documents pertinents (et donc par e´limination les non pertinents aussi). Enfin, on lance
chaque requeˆte une par une et on note les documents qui sont retourne´s. Il ne reste qu’a`
calculer les deux indicateurs ci-dessous.
Comme on vient de le voire, le nombre de documents retourne´s a une influence directe
sur les deux indicateurs. Donc, pour avoir une meilleure vue, on effectue la requeˆte en
limitant d’abord a` un seul re´sultat12, puis deux, puis trois et ainsi de suite jusqu’a` avoir
l’ensemble du corpus comme re´sultat. Pour chaque ite´ration, on re´cupe`re une valeur pour
la pre´cision et pour le rappel qu’on peut alors reporter le tout sur un graphique qui
apre`s lissage sera similaire a` celui de la figure 2.13 pour avoir une repre´sentation de la
qualite´ de notre syste`me. Sur le graphique, on voit clairement que la diminution d’un
des indicateurs se traduit par une augmentation de l’autre comme cela a e´te´ explique´ au
paragraphe pre´ce´dent.
D : L′ensemble des documents du corpus (2.2)
P : {d ∈ D|d est pertinent} (2.3)









12qui sera de`s lors le re´sultat le plus pertinent d’apre`s le syste`me
Figure 2.13 – Repre´sentation graphique de
l’e´valuation d’un syste`me de recherche d’in-





Le but de ce chapitre est de de´finir les diffe´rentes me´thodologies utilise´es dans le reste
de ce travail pour construire un moteur de recherche base´ sur une ontologie et voir si ce
syste`me offre de meilleurs re´sultats qu’un moteur de recherche  classique . Ce chapitre
s’articule comme suit :
Construction de l’ontologie Le premier point aborde´ – a` la section 3.2 – de´crit la
me´thodologie qui sera suivie par la suite pour choisir le domaine de l’ontologie ,
faire le choix entre reprendre une ontologie existante ou en de´velopper une et, si
le choix est fait de construire une ontologie , quelle me´thode sera suivie.
Construction du corpus Le deuxie`me point aborde´ – a` la section 3.3 – de´crit la me´-
thodologie qui sera suivie par la suite pour constituer le corpus de documents. En
commenc¸ant par de´finir le domaine et les restrictions sur celui-ci telle que la langue.
Ensuite, on s’attaquera aux diffe´rents types d’emplacements ou` l’on ira chercher les
documents et enfin a` la fac¸on de choisir les documents que l’on va prendre et ceux
que l’on va laisser de coˆte´.
Exploitation Le troisie`me point aborde´ – a` la section 3.4 – met en avant la me´thodologie
qui sera suivie dans le de´veloppement de l’outil a` savoir comment sera cre´e´ l’in-
dexeur, comment sera ajoute´e l’ontologie a` celui-ci, le fait que l’ontologie sera
une option et finalement comment sera cre´er le moteur de recherche exploitant ce
qui aura e´te´ construit jusque la`.
E´valuation Le quatrie`me et dernier point aborde´ dans ce chapitre – a` la section 3.5
– mettra en avant les me´thodes qui seront utilise´es au chapitre 5 pour e´valuer le
syste`me construit.
3.2 Me´thodologie de construction de l’ontologie
Toute la me´thodologie suivie pour le de´veloppement de l’ontologie repose sur [Noy
et al., 2005] tel qu’explique´e a` la section 2.3.2 du chapitre pre´ce´dent.
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3.2.1 Choisir le domaine
La premie`re chose a` faire dans le de´veloppement d’une ontologie est bien e´videment
de de´finir le domaine qui sera couvert par celle-ci. Pour construire une ontologie sur
un domaine spe´cifique, le mieux est d’avoir dans l’e´quipe des spe´cialistes de ce domaine,
donc, en prenant le proble`me a` l’envers, pour choisir le domaine, il semble bien de se
demander les domaines pour lesquels on dispose de spe´cialistes. Pour aider a` de´finir le
domaine, on se reportera a` l’e´tape 11.
Une fois le domaine choisi, il est important de de´finir les limites de l’ontologie et le
niveau de de´tail. Pour ce faire, on se reportera de nouveau a` l’e´tape 11 et principalement
aux questions auxquelles on veut que l’ontologie soit capable d’apporter des re´ponses.
3.2.2 Chercher une ontologie existante
Pour la suite, on passe logiquement a` l’e´tape 21 qui consiste a` chercher dans les on-
tologie s existantes s’il y en a une qui correspond a` ce que l’on cherche a` construire.
L’article [Noy et al., 2005] propose une se´rie d’Uniform Resource Locator (URL) ce
qui semble donc eˆtre une bonne piste pour commencer a` chercher.
3.2.3 Construire sa propre ontologie
S’il n’existe pas d’ontologie ou si celle-ci ne correspond pas comple`tement a` ce dont
on a besoin, il faudra ame´nager l’ontologie ou en cre´er une depuis ze´ro. Pour ce faire,
on va se baser sur l’e´tape 31 et faire une liste la plus comple`te possible de tous les
termes du domaine cible´ par notre ontologie . Apre`s, sur base de l’e´tape 41, on va cre´er
la taxonomie des concepts en attachant une attention toute particulie`re a` la remarque
de [Bachimont, 2000] pour essayer de trouver le bon moment pour diffe´rencier un concept
en plusieurs sous-concepts.
On va ensuite pouvoir enrichir les concepts avec des attributs et des relations en suivant
l’e´tape 51 et caracte´riser le tout avec des facettes comme explique´ a` l’e´tape 61. Lors de
ces deux e´tapes, on fera en sorte de ne pas mettre en place d’e´le´ment d’une complexite´ telle
qu’il ferait basculer l’ontologie dans le non-de´cidable. Autrement dit, il faut que l’on-
tologie soit exprimable en restant dans les limites impose´es par OWL-DL et qu’on ne soit
donc pas oblige´ de tenir compte de l’e´ventualite´ qu’une requeˆte effectue´e sur l’ontologie
boucle a` l’infini.
Pour l’utilisation de l’ontologie par la suite, on a besoin d’un attribut pre´sent dans
chaque instance et qui sera donc place´ dans le concept racine de l’ontologie . Cet attribut
comportera la liste des termes que l’on peut trouver dans un document et qui fait re´fe´rence
a` l’instance en question.
1Les diffe´rentes e´tapes sont celles extraites de la me´thodologie de [Noy et al., 2005]. Elles sont ex-
plique´es a` la section 2.3.2 (page 31, chapitre 2)
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Une fois la structure de l’ontologie termine´e, on peut passer a` l’e´tape 71 et cre´er
des instances de l’ontologie sur les sujets pour lesquels on veut que l’ontologie puisse
trouver des documents. On apportera une attention toute particulie`re a` renseigner tous
les termes pour l’attribut dont on a parle´ au paragraphe pre´ce´dent vu que c’est ce qui sera
utilise´ par le moteur de recherche documentaire pour trouver les documents pertinents.
3.3 Me´thodologie de construction du corpus
3.3.1 Choisir et restreindre le domaine
La premie`re chose a` faire quand on parle de la construction du corpus c’est de se
mettre d’accord sur le(s) domaine(s) des documents qui composeront ce corpus. Le choix
du domaine ici sera de reprendre le meˆme domaine que celui de l’ontologie .
Une fois le proble`me du domaine re´gle´, le suivant sur la liste est le proble`me de la
langue. Comme explique´ dans la partie analyse des documents de la section 2.2.2. Pour le
pre´sent travail, on va se concentrer sur les documents en franc¸ais et donc essayer d’e´viter
tout document re´dige´ dans une langue autre dans le corpus.
3.3.2 Emplacement de la collecte
Comme nous avons vu a` la partie collecte des documents de la section 2.2.2, il est
possible de composer son corpus en collectant des documents depuis des sources tre`s
varie´es. Dans le cadre de l’outil, on ira principalement sur internet en commenc¸ant
par exploiter le moteur de recherche de Yahoo qui met a` disposition une Application
programming interface (API) basique d’interrogation a` l’utilisation gratuite.
3.3.3 Crite`res de se´lection des documents
Dans tous les documents que nous allons collecter, il y aura probablement des documents
qui ne nous conviennent pas. Dans un premier temps, il y a tous ceux qui sont dans un
format qui n’est pas supporte´ par l’outil. Ensuite, meˆme si le format est connu, il y a
quand meˆme un taux d’erreur. Donc dans les faits, on va de´ja` e´liminer tous les documents
que l’outil n’est pas capable de ge´rer.
Ensuite, dans les documents que l’outil est effectivement capable d’analyser, il faut
e´liminer tous les documents qui ne sont pas re´dige´s en franc¸ais conforme´ment a` ce qui
a e´te´ dit a` la section 3.3.1. Pour e´liminer ces documents, on ne peut pas se contenter
d’un filtre comme explique´ a` la section 2.2.2 vu qu’ici on doit regarder le contenu pour
de´terminer la langue du document. Il faudra donc laisser l’outil extraire le contenu du
document, appliquer une me´thode pour de´terminer la langue du document et n’analyser
que les documents correspondant au franc¸ais.
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3.4 Me´thodologie d’exploitation du corpus
L’exploitation du corpus repose sur l’utilisation d’outils. La me´thodologie qui sera suivie
pour le de´veloppement des outils est de commencer par construire un syste`me d’in-
dexation – section 3.4.1 – puis d’y ajouter l’ontologie construite pre´ce´demment –
section 3.4.2 – avec la possibilite´ de couper le lien et de finir par la cre´ation d’un moteur
de recherche – section 3.4.3 – permettant d’exploiter l’index et l’ontologie .
3.4.1 Cre´ation d’un index
La brique de base c’est la construction de l’index et, plus globalement, l’ensemble du
processus d’indexation tel qu’explique´ a` la section 2.2.2.
Le premier niveau c’est la collecte des documents. On a vu a` la section 3.3.2 que la
source principale qui allait eˆtre utilise´e est Internet et particulie`rement l’API du moteur
de recherche Yahoo. Il faut donc au minimum deux collecteurs pour ge´rer ces deux cas.
Le deuxie`me niveau comporte les filtres. On n’a pas releve´ de crite`re simple pouvant
eˆtre utilise´ pour filtrer les documents, il n’y a donc a` priori pas besoin de s’attarder sur
ce niveau dans l’imple´mentation.
Le troisie`me niveau est la de´tection du format du document. Pour ce faire, la me´thode
la plus simple est de regarder l’extension du fichier et de comparer avec une liste interne.
Quatrie`me niveau, les parsers . E´tant donne´ que ce n’est pas l’objectif premier de ce
travail, l’utilisation de librairies existantes sera pre´conise´e pour cette partie. Concernant
les types de format a` ge´rer, vu que l’on va collecter les documents depuis internet, il
semble qu’un parser de page Web est ine´vitable. De meˆme, on pre´voira un parser PDF
vu l’utilisation re´pandue de ce format.
Niveau cinq, une fois le contenu extrait, on peut passer a` l’analyse en commenc¸ant par
la de´tection de la langue. Vu le choix fait a` la section 3.3.3 de ne traiter que les documents
de langue franc¸aise, si la de´tection de langue retourne autre chose, on conside`re juste le
document comme errone´ et on arreˆte le traitement la`.
Enfin, le dernier niveau consiste a` e´crire dans un index les informations relatives aux
documents. On utilisera pour ce faire la librairie Lucene .
Si on reprend le sche´ma de la figure 2.8 et qu’on l’adapte avec ce qui vient d’eˆtre dit,
on obtient la figure 3.1 .
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3.4.2 Couplage de l’index avec l’ontologie
Comment mettre en place le couplage ?
La me´thode la plus simple pour coupler l’index avec l’ontologie est de regarder pour
chaque terme que l’on va e´crire dans l’index les concepts de l’ontologie auquel ce terme
est associe´.
Figure 3.1 – Illustration du processus d’in-
dexation tel qu’il devra eˆtre
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Possibilite´ de comparaison
Pour pouvoir estimer les performances de notre syste`me il faut pouvoir le tester. Pour
ce faire, on s’assurera de pouvoir faire des recherches avec ou sans l’ontologie ce qui
nous permettra de faire des comparaisons des deux syste`mes. La me´thode la plus simple
consiste a` ge´ne´rer l’index une fois avec les informations extraites de l’ontologie et
une deuxie`me fois sans mais cela prendrait beaucoup de temps et d’espace. La me´thode
qu’on mettra en application consiste plutoˆt a` bien identifier les e´le´ments en provenance
de l’ontologie d’une part et les autres d’autre part et de s’assurer qu’elles restent bien
se´pare´es.
3.4.3 Cre´ation du moteur de recherche documentaire
Une fois l’index et l’ontologie cre´e´s, il reste encore a` mettre au point un outil per-
mettant de les exploiter. Il faut donc un syste`me capable de lire et exploiter un index au
format Lucene de meˆme qu’une ontologie au format OWL-DL . De meˆme, pour pouvoir
e´valuer le syste`me d’indexation , on a de´cide´ de bien se´parer les informations propres
a` l’ontologie du reste et on veillera donc dans le moteur de recherche documentaire a`
pouvoir restreindre l’utilisation de l’index aux informations classiques.
3.5 Me´thodologie d’e´valuation du syste`me
La me´thode d’e´valuation qui sera utilise´e pour notre syste`me est celle de´crite a` la
section 2.4.4 . A` savoir qu’on va pre´parer une se´rie d’au moins dix requeˆtes portant sur le
domaine du corpus que l’on aura constitue´ pre´alablement. A` partie de la`, on pourra e´valuer
notre syste`me par rapport a` lui-meˆme en regardant la diffe´rence de re´sultats avant ou sans
l’ontologie , comme explique´ a` la section 3.5.1. Et dans un second temps, on pourra
e´valuer notre syste`me par rapport a` un autre moteur de recherche plus  classique , ce
qui sera explique´ a` la section 3.5.2.
Une petite diffe´rence est a` noter sur la me´thodologie d’e´valuation qui sera suivie. Calcu-
ler le rappel ne´cessite de posse´der une liste des documents pertinents pour chaque requeˆte
re´alise´e par une autre me´thode. Nous ne disposons pas d’une telle liste et la construire
demanderait trop de temps. Au lieu de calculer le rappel sur l’ensemble du corpus, on se
contentera donc de le calculer sur l’ensemble des documents retourne´s par les diffe´rentes
exe´cutions des diffe´rents moteurs de recherches documentaires.
3.5.1 E´valuation interne
La premie`re forme d’e´valuation consiste a` faire des tests avec l’ontologie puis de
refaire les meˆmes tests sans l’ontologie et de comparer les re´sultats.
On soumettra chaque requeˆte au moteur de recherche en spe´cifiant qu’on de´sire utiliser
l’ontologie et qu’on ne veut que le re´sultat le plus pertinents. On fera la meˆme chose sans
utiliser l’ontologie. On calcule ensuite la pre´cision et le rappel.
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On recommence l’ope´ration en demandant les deux re´sultats les plus pertinents, puis
les trois et ainsi de suite jusqu’a` demander autant de documents que le corpus en contient.
On pourra alors tracer les graphiques de pre´cision/rappel pour les deux versions du
syste`me et tenter de de´terminer ce qu’apporte l’ontologie .
3.5.2 E´valuation externe
La deuxie`me forme d’e´valuation consiste, elle, a` comparer les re´sultats de notre syste`me
avec ceux d’un moteur de recherche existant pour voir comment on se situe par rapport
a` lui.
Lors de la premie`re forme d’e´valuation, on aura executer un certain nombre de requeˆte
sur notre syste`me avec l’ontologie active´e, il ne nous reste donc ici qu’a` soumettre les






La partie de´veloppement de ce travail se compose de plusieurs outils pre´vus pour inter-
agir entre eux et construits de manie`re incre´mentale. Le pre´sent chapitre a pour but de
de´crire chaque  niveau  de cette hie´rarchie d’outils et les liens qui existent entre chaque
niveau :
Indexeur La brique de base est l’indexeur de document qui se trouve donc tout au pied de
la hie´rarchie. L’indexeur reprend les diffe´rentes phases identifie´es pour un processus
d’indexation et explique ce qui a e´te´ fait pour chaque phase. Cette partie sera
traite´e a` la section 4.2.
Ontologie La deuxie`me partie du de´veloppement est la conception d’une ontologie
pour un domaine spe´cifique et d’une manie`re telle que l’on puisse en tirer profit
dans un moteur de recherche documentaire sur ce meˆme domaine. Cette partie est
traite´e a` la section 4.3.
Couplage Indexeur et ontologie Une fois l’indexeur et l’ontologie termine´s, il faut
les faire travailler ensemble. La section 4.4 montre comment cela a e´te´ re´alise´ dans
le cadre de ce travail.
Moteur de recherche La dernie`re brique de ce travail est le moteur de recherche qui
a pour but d’utiliser ce qui a e´te´ fait pre´ce´demment pour qu’un utilisateur puisse
trouver l’information qu’il de´sire. La plus grosse partie de cet outil re´side dans les
interfaces graphiques et dans la fac¸on dont il utilise ce qui a e´te´ fait pre´ce´demment.
Tout cela sera traite´ a` la section 4.5.
4.2 Indexeur de documents
Comme dit dans l’introduction de ce chapitre, l’outil de base, celui sur lequel repose
tout le reste du travail est l’indexeur de documents. C’est sur lui que l’on va greffer les
nouvelles fonctionnalite´s et c’est le re´sultat ge´ne´re´ par cet outil qui sera utilise´ comme
ressource dans le moteur de recherche.
47
L’indexeur a e´te´ de´veloppe´ en Java . Il se compose de tous les processus de´crits a` la
section 2.2.2 traitant de l’indexation de document de type texte. On va donc reprendre
chacun de ces processus un par un et expliquer ce qui y correspond dans l’outil.
4.2.1 Processus de collecte
Le fonctionnement de base des collecteurs dans notre outil repose dans un premier
temps sur la spe´cification de deux points importants :
1. Ou` aller chercher les documents ?
2. Comment de´cider quand s’arreˆter ?
Apre`s, le travail du collecteur est d’appeler le constructeur de l’objet repre´sentant un
document et de l’ajouter dans une liste des documents a` traiter. Cette e´tape supporte
de´ja` un premier tri, tous les candidats documents re´cupe´re´s par un collecteur pour lesquels
on est incapable d’extraire des informations de base comme l’extension ou n’e´tant pas
accessibles du tout1 par l’outil sont e´limine´s ici.
L’image B.1 est une capture d’e´cran du processus de collecte de l’indexeur. On peut voir
sur cette image trois graphiques. Le premier, en haut a` gauche, repre´sente la re´partition
des types de documents en pourcentage du nombre total de documents. Le deuxie`me
graphique, en haut a` droite, montre le premier tri des documents, il va montrer le pour-
centage de documents collecte´s qui seront refuse´s a` ce niveau et ne seront donc pas traite´s.
Enfin, le troisie`me et dernier graphique, celui du bas, montre pour chaque collecteur actif
le nombre de documents collecte´s. Ces trois graphiques sont mis a` jour en temps re´el
pendant l’exe´cution de cette phase par l’indexeur.
Les collecteurs sont des e´le´ments indispensable au bon fonctionnement de l’indexeur.
Cependant, ils ne jouent pas un roˆle central dans l’objectif de ce travail dans le sens ou`
les collecteurs n’ont pas le moindre lien avec l’ontologie . Pour cette raison, la cre´ation
de ces collecteurs n’a pas e´te´ re´alise´e par moi mais bien par Fabrice Estie´venart.
FileCollector
Un premier collecteur de documents est le FileCollector. Son but est de parcourir un
disque dur de la machine sur laquelle est lance´e l’outil. Il prend en compte deux pa-
rame`tres.
Pour le premier parame`tre, il s’agit de la cible du collecteur. On peut spe´cifier directe-
ment un fichier ou alors un re´pertoire. Si le collecteur a pour cible l’adresse d’un re´pertoire,
il va alors conside´rer l’ensemble des fichiers et re´pertoires inclus dans celui-ci.
1Un exemple simple de proble`me d’accessibilite´ est d’obtenir l’adresse d’un fichier sur une page Web
d’un intranet mais ne pas avoir la permission d’acce´der au fichier en lui-meˆme.
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Table 4.1 – La liste des collecteurs pre´sents dans l’outil
Nom Description Crite`res
FileCollector Recherche dans un
re´pertoire locale
Choix de parcourir ou non
les sous-re´pertoires.
YahooCollector Utilise l’API de Yahoo
pour interroger son moteur
de recherche
Utilise un parame`tre pour
spe´cifier le nombre maxi-
mum de re´sultats a` ren-
voyer
Web-Crawler Recherche sur le Web On fournit le point de
de´part, le nombre de lien
conse´cutifs que le collec-
teur peut suivre et s’il doit
rester ou non dans le do-
maine d’origine.
RSSCollector Recherche dans les pages
cibles d’un flux RSS
Utilise un parame`tre pour
spe´cifier le nombre maxi-
mum de re´sultats a` ren-
voyer.
Le second parame`tre du collecteur est un boole´en qui donne ou non le droit au collecteur
d’agir de manie`re re´cursive. Cela n’a de sens que si on donne un re´pertoire comme cible.
Dans ce cas, le collecteur re´cupe`re le contenu du re´pertoire y compris d’autres re´pertoires
s’il y en a. Si le boole´en autorise la re´cursivite´, le collecteur va alors recommencer son
travail a` l’inte´rieur de ses sous-re´pertoires. Si, par contre, le boole´en interdit la re´cursivite´,
il se contentera des fichiers du re´pertoire cible et ne regardera pas dans les sous-re´pertoires
e´ventuels.
En ce qui concerne le proble`me d’arreˆt, les disques durs posse`dent un nombre limite´ de
fichiers, le collecteur finira donc pas s’arreˆter meˆme si la re´cursivite´ est active´e.
YahooCollector
Le deuxie`me collecteur de documents est le YahooCollector. Ce collecteur utilise l’API
du moteur de recherche Yahoo. On soumet une requeˆte et on rec¸oit en retour une liste
d’URL . On utilise deux parame`tres de l’API en question.
Le premier parame`tre est la requeˆte que l’on veut soumettre au moteur de recherche.
On formule la requeˆte comme on le ferait en utilisant directement le moteur de recherche
lui-meˆme.
Le second parame`tre de l’API utilise´ est le nombre maximum de re´sultats souhaite´s. Ce
parame`tre est donc tre`s utile pour garantir que le collecteur ne renverra qu’un nombre fini
de documents et, pour peu que le moteur de recherche de Yahoo ne boucle pas infiniment
sur la requeˆte, notre collecteur finira par s’arreˆter e´galement.
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Web-Crawler
Le troisie`me collecteur de documents de l’outil est le Web-Clawler. Comme son nom
l’indique, il s’agit d’un crawler qui parcourt le Web. Il prend trois arguments.
Le premier argument est le point de de´part du collecteur. On lui donne une URL qu’on
de´compose en deux. D’un coˆte´, il y a l’adresse du domaine ou` se trouve le point de de´part
que l’on souhaite et de l’autre le chemin relatif dans ce domaine pour trouver ce point de
de´part. Si on recombine les deux parties, on retrouve donc bien l’URL comple`te du point
de de´part souhaite´. Le choix de de´composer l’URL ainsi a e´te´ fait pour simplifier les tests
relatifs a` l’argument suivant.
Le deuxie`me argument est un boole´en qui de´finit si le collecteur est autorise´ a` suivre des
liens qui le feraient sortir du domaine de de´part ou s’il doit absolument rester dans celui-ci.
Pour illustrer cet argument, prenons une page du site Web des Faculte´s Universitaires
Notre-Dame de la Paix (FUNDP) . Sur celle-ci, supposons qu’il y a trois liens hyper-
texts. Les deux premiers pointent vers deux autres pages du site des FUNDP et le troisie`me
pointe, lui, vers le site de la ville de Namur. Si le boole´en autorise a` quitter le domaine,
le crawler va s’exe´cuter re´cursivement sur les trois liens. Par contre, si le boole´en oblige
le crawler a` rester dans le domaine, il ne s’exe´cutera re´cursivement que sur les deux
premiers liens et ignorera le troisie`me.
Enfin, le troisie`me et dernier argument spe´cifie la profondeur maximale de re´cursivite´.
Pour revenir a` l’exemple pre´ce´dent, si cet argument est a` ze´ro quand on arrive, il va
de´tecter les trois liens sur la page mais n’en suivra aucun. S’il est supe´rieur a` ze´ro, il
suivra le lien (en respectant ou non le domaine suivant la valeur de l’argument deux) et
s’appellera re´cursivement en de´cre´mentant la valeur de l’argument trois d’une unite´. S’il
est toujours supe´rieur a` ze´ro, il s’appellera re´cursivement sur les liens e´ventuels de cette
page jusqu’a` ce qu’il finisse par avoir une valeur nulle qui arreˆtera le processus.
E´tant donne´ que le nombre d’appels re´cursifs est limite´, on n’est pas oblige´ de se pre´oc-
cuper de la pre´sence e´ventuelle de cycle dans les pages2. Cependant, le traitement d’une
page au niveau du collecteur n’e´tant pas forcement sans couˆt, un me´canisme de cache a
e´te´ mis en place qui ve´rifie d’abord qu’une page n’a pas de´ja` e´te´ traite´e. De plus, avoir
plusieurs fois la meˆme page dans le collecteur donnerait deux documents identiques qui
seraient traite´s tous les deux et e´crits tous les deux dans l’index ce qui d’un premier coˆte´
ferait perdre du temps et des ressources et, dans un second temps, pourrait entraˆıner un
biais dans l’utilisation de l’index par la suite. Autant donc s’assurer de`s le de´but de ne
pas cre´er de doublons inutiles et donc de s’assurer que la page qu’on s’appreˆte a` examiner
n’a pas de´ja` e´te´ visite´e plus toˆt.
RSSCollector
Le quatrie`me et dernier collecteur est le RSSCollector. Son but est de consulter un flux
RSS . Il prend en compte deux arguments.
2Une se´rie de lien permettant de partir d’une page et d’y revenir par la suite
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Table 4.2 – La liste des filtres imple´mente´s dans l’outil
Nom Description
SizeFilter Ce filtre prend en argument un nombre de bytes et
rejette tous les documents ayant une taille supe´rieur
a` cet argument
SimpleUrlFilter Ce filtre prend en argument une chaˆıne de caracte`res
et un boole´en et accepte ou rejette en fonction du
boole´en tous les documents qui contiennent la chaˆıne
de caracte`res passe´e en argument.
RegExpFilter Ce filtre fonctionne comme le pre´ce´dent mais en se
basant sur une expression re´gulie`re
Le premier argument du collecteur est l’adresse du flux RSS qu’il doit consulter. A`
partir de la`, en conside´rant que le flux est bien construit, chaque e´le´ment qui le compose
posse`de un lien vers une page Web. Le collecteur va de`s lors re´cupe´rer ces pages et les
renvoyer comme re´sultat.
Le second argument est une limite de re´sultat. C’est a` dire que le collecteur n’e´valuera
pas forcement tous les e´le´ments du flux. S’il le nombre d’e´le´ments est supe´rieur a` la valeur
de l’argument il se contentera d’e´valuer les e´le´ments dans l’ordre jusqu’a` atteindre cette
valeur puis il s’arreˆtera et renverra l’ensemble des pages qu’il aura collecte´ jusque la`.
Cet argument e´tant obligatoire, le collecteur finira toujours par atteindre cette valeur ou
s’arreˆtera meˆme avant s’il n’y a pas assez d’e´le´ments dans le flux RSS . Dans un cas comme
dans l’autre, le collecteur s’arreˆte.
4.2.2 Processus de filtrage
Comme explique´ a` la section 3.4.1 du chapitre sur la me´thodologie, dans notre cas
particulier, on a pas de´tecte´ la ne´cessite´ de mettre en place des filtres. Cependant certains
filtres basiques ont quand meˆme e´te´ de´veloppe´.
Le fonctionnement des filtres est inspire´ d’un me´canisme de filtrage de la librairie
Lucene qui permet la mise en place de filtre sur le flux utilise´ pour indexer le contenu des
documents et e´liminer de celui-ci les termes3 qui ne re´pondraient pas a` certains crite`res.
Le filtre SimpleUrlFilter a e´te´ re´alise´ par Fabrice Estie´venart. Les deux autres filtres
ont e´te´ re´alise´ par mes soins.
SizeFilter
Le premier filtre pre´sent dans l’outil est le SizeFilter. Son but est d’e´liminer tous les
documents qui de´passent un certain poids. Il prend donc un nombre repre´sentant la taille
3En re´alite´, il s’agit de  token  qui consistent en une se´rie d’information dont la premie`re est le
terme, suivi de deux entiers indiquant sa position dans le texte
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limite comme argument. Apre`s, le filtre demande la taille du fichier et compare avec la
valeur de son argument.
SimpleUrlFilter
Le deuxie`me filtre est le SimpleUrlFilter. Son but est de regarder apre`s une certaine
chaˆıne de caracte`res dans l’URL des documents. Ce filtre prend deux arguments.
Le premier argument est la chaˆıne de caracte`res. Le filtre va ensuite regarder dans l’URL
de chaque document si cette chaˆıne est pre´sente ou non. Le choix d’e´liminer ou non le
document ne peut pas eˆtre fait avec juste cet argument.
Le second argument de ce filtre est un boole´en qui de´cide si l’on recherche les documents
qui posse`dent la chaˆıne du premier argument ou si au contraire, ce que l’on recherche ce
sont les documents qui ne posse`dent pas cette chaˆıne.
RegExpFilter
Le dernier filtre qui a e´te´ de´veloppe´ dans l’outil est le RegExpFilter, qui, comme son
nom l’indique est base´ sur l’utilisation d’une RegExp . Il fonctionne exactement comme le
filtre pre´ce´dent excepte´ le fait que l’on ne recherche plus une chaˆıne de caracte`re pre´cise
mais toute chaˆıne respectant un certain pattern repre´sente´ par la RegExp passe´e en
argument.
Comme pour le filtre pre´ce´dent, on peut demander a` garder les documents qui posse`dent
le pattern ou au contraire les exclure et ne garder que les documents qui ne posse`de pas
ce pattern .
4.2.3 Processus de parsing
Les diffe´rents parsers de´veloppe´s dans le cadre de l’outil reposent sur des librairies
ou des API existantes4. Chaque parser est nomme´ en fonction du format qu’il permet
d’exploiter et de la librairie/API sur laquelle il repose. Mon travail dans le cadre du
processus de parsing a e´te´ d’exploiter les librairies existantes pour extraire le contenu
des documents et pouvoir traiter ce contenu de manie`re uniforme par la suite.
L’image B.2 est une capture d’e´cran du processus de parsing de l’indexeur. On peut
y voir trois graphiques. Le premier, en haut a` gauche, repre´sente la re´partition des docu-
ments entre les diffe´rents parsers . Le deuxie`me, en haut a` droite, montre la re´partition
des documents en fonction de leur statut (en attente, traite´, pas traite´ pour cause d’erreur,
...). Enfin, le troisie`me et dernier graphique, en bas, repre´sente le nombre de documents
traite´s en fonction du temps que cela a pris et ce par parser .
4Toutes les librairies et API utilise´es sont soit inte´gre´es directement dans la distribution de Java 1.6
soit distribue´es sous licence libre
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PDFBoxParserPDF
Le premier parser pre´sent dans l’outil utilise la version 0.7.3 de la librairie PDFBox.
Comme son nom l’indique, ce parser permet d’extraire le contenu des documents au
format PDF . Si les me´ta-donne´es comme le titre, le sujet, l’auteur sont pre´sents5, la librairie
les de´tecteras et se chargera de les extraire.
SaxParserXML
Ce deuxie`me parser a e´te´ mis en place pour ge´rer les documents au format XML .
Il utilise Simple API for XML (SAX) qui est pre´sente directement dans la distribution
Java . Il permet donc de re´cupe´rer le contenu des fichiers XML mais il peut e´galement
eˆtre utilise´ pour traiter des documents au format HyperText Markup Language (HTML)
meˆme si cela n’est pas conseille´. En effet, les pages HTML comportent souvent des fautes6
qui produiraient une erreur avec ce parser . Et en plus, ce parser ne cherche pas apre`s
des me´ta-donne´es. Pour ces deux raisons, il vaut mieux utilise´ le NekoParserHTML pour
les documents au format HTML .
POIParserWord et POIParserPPT
Les diffe´rents formats utilise´ par la suite MS Office peuvent eˆtre consulte´ avec la librai-
rie Poor Obfuscation Implementation (POI) Apache de´veloppe´e par la Fondation
Apache. La version utilise´e dans l’outil est la 3.5.1 beta 1. Cette dernie`re ne supporte
pas la version 2007 et supe´rieur des formats de la suite bureautique de MS mais il e´tait
annonce´ que ces formats seraient pris en charge prochainement. Pour plus d’information,
voir [Oliver et al., 2008].
Dans le cadre de l’outil, on a mis en place deux parsers . Un pour les documents textuel
de Word et un autre pour les documents de pre´sentation de Powerpoint . Les documents
re´alise´s a` l’aide du tableur Excel ont e´te´ laisse´s de coˆte´. Ces deux parsers ne re´cupe`rent
pas les me´ta-donne´es e´ventuellement pre´sentes dans les documents.
ParserTXT
Ce parser n’en est pas vraiment un. Il est employe´ sur les documents qui ne sont pas
du tout structure´ aussi appele´ texte brut. Il n’effectue aucun traitement sur le contenu
du fichier et le retourne tel quel.
ParserRTF
Le ParserRFT est un parser qui utilise l’API fournie directement dans la distribution
de base de Java pour extraire le contenu des documents au format Rich Text Format
(RTF) . Il n’y a pas de me´ta-donne´es re´cupe´rables dans ce format.
5Ces donne´es sont renseigne´es dans le pre´sent document sous sa forme e´lectronique. Elles peuvent eˆtre
consulte´es en affichant les proprie´te´s du document dans le visionneur
6Une faute courante dans un fichier HTML est d’oublier une balise fermante ce qui dans le cas pre´sent
fausserait comple`tement le re´sultat du parser
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Table 4.3 – La liste des parsers disponibles dans l’outil
Nom Format(s) supporte´(s) Librairie
PDFBoxParserPDF PDF la librairie externe PDFBox
en version 0.7.3
SaxParserXML XML et HTML la librairie SAX de Java
POIParserWord Word
POIParserPPT Powerpoint
la librairie POI Apache en
version 3.5.1 beta 1
ParserTXT texte brut
ParserRFT RTF librairie interne a` Java
NekoParserHTML toute la famille des formats
HTML
La librairie externe
NekoHTML en version 1.9.9
JOpenDocumentParserODT ODT JOpenDocument en version
1.1
NekoParserHTML
Le parser suivant repose sur la librairie NekoHTML en version 1.9.9 qui a pour but
d’analyser les documents HTML et d’en extraire le contenu. Il est plus robuste que le Sax-
ParserXML car il inte`gre une tole´rance aux erreurs de syntaxe dans les documents qu’il
analyse. Cette librairie permet de ge´rer jusqu’a` la version 4 de HTML . Le parser va cher-
cher dans le document le titre de celui-ci via les balises  <title>  et  </title> .
JOpenDocumentParserODT
Le dernier parser utilise une librairie relativement re´cente pour extraire le contenu
des documents de la suite Libre OpenOffice.Org. Il s’agit de la version 1.1 de la li-
brairie JOpenDocument. La librairie ne permet pas encore de re´cupe´rer les me´ta-donne´es
e´ventuellement pre´sentes dans les documents. Plus d’information sur [jOp, 2008].
La librairie permet de lire et e´crire les documents textes et les documents du tableur
mais seul les documents au format OpenDocument Text (ODT) sont ge`re par l’outil par
un parser .
4.2.4 Processus d’analyse
Une fois le parsing termine´, on a acce`s aux contenus des documents de manie`re ex-
ploitable. Il est alors temps d’examiner le contenu de chaque document pour voir lesquels
sont en franc¸ais et ne garder que ceux la` pour la suite. L’algorithme utilise´ calcul une
probabilite´ pour chaque langage qu’il connaˆıt sur base du nombre de stopwords de la
langue en question pre´sent dans le document sur le nombre total de termes.
L’algorithme utilise´ a e´te´ re´dige´ par Fabrice Estie´venart.
Une fois les documents passe´s en revue pour ne garder que ceux identifie´ comme e´tant
des documents en franc¸ais, on peut faire l’analyse a` proprement parle´. Si on se concentre
sur l’indexeur classique, cette analyse se re´sume a` e´liminer tous les stopwords qui ne
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nous inte´ressent plus une fois la langue de´tecte´e. Cela se fait tre`s facilement en utilisant la
librairie Lucene . La librairie utilise un buffer pour temporiser l’e´criture dans l’index et
fournit un me´canisme pour rajouter des filtres a` ce buffer pour en nettoyer le contenu et
fourni d’ailleurs une se´rie de filtres pre´de´finis. La librairie fournit en particulier un filtre
pour les stopwords de la langue franc¸aise.
4.2.5 Processus d’e´criture
Toute la partie qui correspond au processus d’e´criture de l’index repose entie`rement sur
la librairie Lucene . Il ne reste qu’a` remplir un objet compre´hensible par la librairie avec
toutes les informations sur les documents que l’on souhaite voir pre´sente dans l’index .
La structuration des donne´es se fait sous forme de champs. Dans l’outil, on a des champs
pour le titre, l’auteur, l’URL , la date de dernie`re modification et le contenu. Pour chacun
de ses champs, il nous reste a` pre´ciser a` la librairie la fac¸on dont on veut qu’ils soit stocke´s.
Pour le contenu, on veut clairement qu’il soit pre´sent sous la forme d’un index , pour les
autres champs, on a plutoˆt besoin de la valeur comple`te.
Quand on a fini de spe´cifier ce que l’on voulait a` la librairie, il ne reste plus qu’a` lui
dire d’e´crire le contenu du buffer dans l’emplacement qu’on aura spe´cifie´ pre´alablement
pour l’index .
L’image B.3 est une capture d’e´cran du processus d’e´criture de l’index dans l’indexeur.
L’e´criture de index par la librairie Lucene se re´sume vraiment a` la toute dernie`re e´tape
et se fait dans un temps infe´rieur a` la milliseconde pratiquement dans tous les cas ce qui
rend ce graphique bien moins inte´ressant que ceux des phases pre´ce´dentes.
4.3 Ontologie
Une fois l’indexeur  classique  termine´, on peut alors aborder l’ontologie . Le but de
celle-ci est de venir s’inte´grer dans l’indexeur de´ja` re´alise´ et dans le moteur de recherche
documentaire a` venir.
4.3.1 Association de termes a` des concepts
La premie`re chose a` prendre en compte dans le de´veloppement de l’ontologie est le
but poursuivi dans ce travail. Il a e´te´ de´cide´ au chapitre 3 que l’on utiliserait l’ontologie
en cherchant les concepts de celle-ci associe´s a` un terme particulier.
Il semble donc que la premie`re chose a` mettre dans notre ontologie est une structure
pouvant supporter cette association de termes a` des concepts.
On va donc cre´er un attribut – appele´ Data Property dans OWL – qui aura pour
domaine  Thing  et qui aura comme valeur une chaˆıne de caracte`re.  Thing  e´tant
la racine7 de la hie´rarchie de concepts de l’ontologie , tous les autres concepts de´finis
he´riterons de cet attribut.
7On peut comparer  Thing  de OWL avec la classe  Object  de Java .
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En ce qui concerne les cardinalite´s, l’attribut pourra prendre un nombre quelconque
e´ventuellement nul de valeur. Un concept sans termes associe´s ne serait pas d’une grande
utilite´ pour l’utilisation que l’on souhaite faire de l’ontologie mais par un soucis de
ge´ne´ralite´ et re´utilisabilite´, il vaut mieux ne pas forcer la pre´sence de valeur pour cet
attribut.
On obtient donc le Data Property  terme  tel que repre´sente´ a` la figure 4.1 qui se
trouve a` la page 56.
4.3.2 Choisir le domaine
Comme e´voque´ a` la section 3.2.1, quand on veut se lancer dans la cre´ation d’une on-
tologie , il faut commencer par bien spe´cifier le domaine. Le but de ce travail e´tant de
montrer qu’on peut ame´liorer un moteur de recherche documentaire dans un domaine
particulier, le choix de ce domaine pour l’e´tude de cas n’a pas d’influence sur les re´sultats.
Le choix du domaine est donc principalement dicte´ par mon expertise personnelle, les
documents disponibles et l’utilisation possible du re´sultat.
Figure 4.1 – Capture d’e´cran de l’outil  Prote´ge´  montrant l’attribut
 terme 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En recoupant tous ses parame`tres, le domaine que je maˆıtrise le mieux avec un acce`s
facile a` de nombreux documents de qualite´ est le domaine de Star Wars et plus parti-
culie`rement le contenu du site  Starwars-Holonet.com  qui est l’une des plus grande
encyclope´die en ligne francophone sur ce domaine.
Cependant, l’univers de Star Wars e´tant particulie`rement riche, re´alise´ une ontologie
ge´ne´rale de celui-ci est une taˆche bien trop conse´quente vis-a`-vis de ce travail et nous nous
limiterons donc a` un petit sous-ensemble de cet univers de fiction.
Conforme´ment a` l’e´tape 1 de la me´thodologie choisie pour la construction d’une onto-
logie (voir section 3.2.1), on doit commencer par poser une se´rie de questions de base
pour essayer de cerner plus correctement le domaine. En voici quelques unes :
1. A` quel(s) groupement(s) et/ou organisation(s) appartient un vaisseau ?
2. Quels sont les diffe´rents termes employe´s pour parler de tel personnage ?
3. Quelle(s) espe`ce(s) peuple(nt) telle plane`te/lune/station ?
4. Qui est le chef de tel groupement/organisation ?
4.3.3 Cherche une ontologie existante
L’e´tape suivante dans le de´veloppement d’une ontologie est la recherche de ressources
existantes qui nous e´viteraient de devoir tout construire en partant de ze´ro. Ou meˆme
mieux, de trouver une ontologie existante qui nous permettrait de ne pas devoir la
construire nous-meˆmes.
La recherche d’une ontologie existante dans le domaine c’est avoue´e veine. Que ce
soit par les bibliothe`ques d’ontologies , sur les moteurs de recherche documentaire ou
en passant par la communaute´ Star Wars francophone.
Cependant, le site  Starwars-Holonet.com  fournit un classement de ses fiches
encyclope´diques qui peut eˆtre repris, au moins partiellement, dans notre ontologie . Une
capture d’e´cran de ce classement se trouve a` la figure 4.2.
4.3.4 Construire sa propre ontologie
Maintenant qu’on a le domaine de l’ontologie et qu’on a fait le travail de recherche de
ce qui existait pour ce domaine, il est temps de passer a` la construction de l’ontologie
a` proprement parle´. Cela correspond aux e´tapes trois a` sept de la me´thodologie tire´es
de [Noy et al., 2005] telles qu’elles sont explique´es a` la section 3.2.3.
Il est a` noter que l’outil utilise´ pour la construction de l’ontologie s’appelle Prote´ge´ .
Cet outil est le meˆme que celui utilise´ dans [Noy et al., 2005]. Pour plus d’informations
sur cet outil, consulter [pro, 2009].
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Table 4.4 – Liste des termes importants du domaine de Star Wars
Humain Protocolaire Naboo Le¨ıa
dro¨ıd Empire Re´publique Vador
plane`te lune vaisseau espe`ce
organisation affiliation chef Centerpoint
Palpatine Exe´cutor Alde´raan Skywalker
E´tape trois : lister les termes
La taˆche suivante a` re´aliser est l’e´tape trois qui consiste a` re´diger une liste de termes
lie´s au domaine de notre ontologie et se mettre d’accord sur leur signification. Dans le
domaine de Star Wars, un grand inte´reˆt est attache´ a` bien cate´gorise´ les sources d’in-
formation suivant qu’elles soient conside´re´es comme officielles ou non. Et, lorsque deux
sources officielles parlent d’un meˆme terme, d’un meˆme personnage, d’un meˆme vaisseau,
... de manie`re diffe´rente, un point d’honneur est apporte´ par la communaute´ et par les
responsables de Star Wars pour trouver un moyen de faire cohabiter les deux. La partie
visant a` se mettre d’accord sur la signification des termes n’est de`s lors pas complique´e,
il suffit de reprendre la signification officielle.
Figure 4.2 – Classements des fiches sur le site  Starwars-Holonet.com 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La liste des termes re´alise´e dans le cadre de se travail a e´te´ reproduite a` la table 4.4 qui
se trouve a` la page 58. Cette liste est loin d’eˆtre exhaustive mais fournit une bonne base
pour la suite de la construction.
E´tape quatre : taxonomie
L’e´tape suivante consiste a` extraire les concepts de la liste de la section pre´ce´dente et
a` les organiser de manie`re hie´rarchique pour former ce que l’on appelle une taxonomie .
On obtient alors la figure 4.3.
L’approche suivie est l’approche  top-down . On commence par de´finir les concepts
de plus haut niveau qui sont ici :
Espe`ce Dans ce concept, on regroupe les races et espe`ces d’eˆtre vivants ainsi que les
mode`les de dro¨ıds8.
Lieu L’ensemble des lieux  stellaire  ou` des personnes vivent. (plane`tes, lunes, aste´ro-
ı¨des, stations spatiales, ...)
Organisation Ce concept de´crit les groupements de personnages. (Gouvernements ga-
lactiques, ...)
Personnage Ce concept regroupe tous les personnages.
Transport Ce concept regroupe les objets artificiels permettant de transporter des per-
sonnes ou du mate´riel. (Speeders, vaisseaux spatiaux, stations spatiales meˆme si ces
dernie`res ne se de´placent pas toutes, ...)
Une fois le premier niveau de concept termine´, on peut raffiner e´ventuellement ce qui
vient d’eˆtre fait en introduisant des sous-concepts :
• Espe`ce :
Dro¨ıd Les dro¨ıds sont des formes de vie artificielles. Les personnages qui sont des
dro¨ıds appartiennent a` des personnages qui sont organiques, la se´paration de
ce concept en suivant cette diffe´rence permettra donc de supporter la relation
par la suite.
Organique Ce concept reprend toutes les espe`ces organiques.
• Lieu :
Naturel Ce concept regroupe les lunes, les plane`tes, les aste´ro¨ıdes, ... tout ce qui
n’a pas e´te´ cre´e´ artificiellement.
Station spatiale Ici, c’est tout ce qui n’existe pas naturellement mais a e´te´ cre´e´
par une espe`ce. La se´paration de ce concept de  Lieu  et de  Naturel  se
fait car se concept he´rite du concept de  Transport (spatial)  en plus de celui
de  Lieu  ce qui n’est pas le cas de son concept-fre`re.
8un dro¨ıd est une sorte de robot
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Station spatiale C’est le meˆme concept que dans  Lieu .
E´tape cinq : les proprie´te´s
L’e´tape suivante, la cinquie`me, consiste a` enrichir les diffe´rents concepts de l’e´tape
pre´ce´dente avec des proprie´te´s. Ces proprie´te´s peuvent eˆtre des attributs (valeur simple)
ou des relations (ayant pour valeur des instances de concepts).
Commenc¸ons par les attributs qui sont appele´s ici Data Properties . Comme vu a` la
section 4.3.1, le premier attribut que l’on doit de´finir et le plus important est l’attribut
 Terme  qui sera l’e´le´ment principal utilise´ par la suite. Dans les autres attributs
identifie´s, il y a le  Nom  qui peut caracte´riser l’ensemble des diffe´rents concepts de
la section pre´ce´dente. Le  Pre´nom  qui lui ne caracte´rise que les  Personnages  et
enfin le  Type  qui caracte´rise les  Transports .
Apre`s les attributs, c’est le tour des relations qui sont appele´es, elles, Object Proper-
ties en OWL .
Une premie`re relation —  appartientA  — exprime le fait qu’un  Personnage 
appartient a` une certaine  Espe`ce .
Figure 4.3 – Taxonomie de l’ontologie construite
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Table 4.6 – Liste des relations de l’ontologie
# Nom Domaine Type
1 appartientA Personnage Espe`ce




3 estMembreDe Personnage Organisation
4 aPourMembre Organisation Personnage
5 aPourMembreCle´ Organisation Personnage
6 estPosse´de´Par Transport Organisation
7 estOriginaireDe Personnage Lieu
8 aPourRepre´sentant Lieu Personnage
Une deuxie`me relation —  estLaProprie´te´De  — fixe le fait qu’un dro¨ıd est la pro-
prie´te´ d’une personnage organique. Pour ce faire, on utilise l’infe´rence en mettant comme
domaine (respectivement type) de la relation un concept qui n’existe pas physiquement
mais l’ensemble de ce qui est lie´ a`  Droı¨d  (respectivement  Organique ) par la
relation  appartientA . Vu la de´finition de la relation  appartientA , il s’agit bien
de  Personnage  ce que Prote´ge´ de´tecte et affiche comme montre´ sur la figure 4.4 ou`
les deux cadres avec des bordures en pointille´s9 n’ont pas e´te´ de´finis mais bien infe´re´s par
l’outil.
Une troisie`me relation —  estMembreDe  — met en avant le fait que les  Person-
nages  peuvent eˆtre membre d’ Organisations .
La quatrie`me relation —  aPourMembre  — est la relation inverse de la troisie`me et
relie donc les  Organisations  aux  Personnages .
De meˆme, une cinquie`me relation —  aPourMembreCle´  — repre´sente des membres
importants et est donc un sous-ensemble de la quatrie`me relation. Ces trois relations
sont tre`s lie´es entre elles et l’infe´rence de l’ontologie va nous permettre de ge´rer cela
tre`s proprement. En effet, si on de´finit qu’un  Personnage  est un membre d’une
 Organisation , alors la relation inverse disant que l’ Organisation  a` ce  Per-
sonnage  pour membre est infe´re´e directement par le syste`me. De meˆme, si on de´finit
un  Personnage  comme e´tant un membre cle´ d’une  Organisation , la relation
 aPourMembre  sera automatiquement conside´re´e comme pre´sente sans avoir besoin de
la spe´cifier et la relation inverse  estMembreDe  e´galement.
Ensuite une sixie`me relation —  estPosse´de´Par  — met en avant la proprie´te´ de
possession d’un  Transport  par une  Organisation .
Vient ensuite les relations sept et huit — respectivement  estOriginaireDe  et
 aPourRepre´sentant  — qui mettent en avant le fait qu’un  Personnage  est ori-
ginaire d’un certain  Lieu  et donc qu’un  Lieu  posse`de tout un ensemble de
 Personnages  qui le repre´sentent a` travers la galaxie.
Par le biais de ces huits relations, on a relie´ entre eux tous les concepts de notre onto-
logie .
9Et pre´sente´ avec un fond jaune dans la version e´lectronique
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Table 4.7 – Mise a` jour de la liste des attributs de l’ontologie du ta-
bleau 4.5 avec l’ajout de leurs facettes type, cardinalite´s minimales
et maximales
# Nom Domaine Type Cardinalite´
1 Terme Thing String 0..*
2 Nom Thing String 0..*
3 Pre´nom Personnage String 0..*
4 Type Transport String 1..1
L’outil Prote´ge´ ne permet pas d’afficher sous forme graphique les relations aussi faci-
lement et lisiblement qu’il ne le permet pour la taxonomie ce qui explique l’absence de
sche´ma pour cette e´tape. Les tableaux 4.5 et 4.6 reprennent respectivement l’ensemble
des attributs et celui des relations.
E´tape six : les facettes
L’e´tape six a pour but de pre´ciser les facettes associe´es aux proprie´te´s de´couvertes
dans l’e´tape pre´ce´dente. Dans cette e´tape, on spe´cifie les cardinalite´s et on de´finit plus
pre´cise´ment le domaine et le type.
Figure 4.4 – Exemple d’infe´rence effectue´e par l’outil Prote´ge´ sur notre ontologie de
test
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Reprenons les e´le´ments dans le meˆme ordre que lors de l’e´tape pre´ce´dente et com-
menc¸ons donc par les attributs.
Le premier est l’attribut  Terme  qui a pour type une chaˆıne de caracte`res et prend
un nombre quelconque et e´ventuellement nul de valeurs pour chaque concept.
L’attribut  Nom  dans l’univers Star Wars va de ze´ro valeur pour une chose ou une
personne anonyme a` un pour les cas normaux. Cependant il arrive que certaine personnes
posse`dent plusieurs noms. On ne fixera donc pas de limite supe´rieur pour cet attribut. En
ce qui concerne le type, l’attribut prend pour valeur une chaˆıne de caracte`res.
Pour l’attribut  Pre´nom , c’est de nouveau une chaˆıne de caracte`res. Pour les valeurs,
dans l’univers de Star Wars, on peut ne pas en avoir comme on peut en avoir plusieurs,
on aura donc un nombre quelconque et e´ventuellement nul de valeurs.
Enfin, il y a l’attribut  Type  qui est de nouveau une chaˆıne de caracte`res et qui
a forcement une et une seule valeur pour chaque vaisseau meˆme si cette valeur peut eˆtre
 inconnu .
Ce qui nous permet de comple´ter le tableau 4.5 pour arriver au tableau 4.7.
Il nous reste maintenant a` appliquer le meˆme raisonnement pour les relations. Sauf que
nous ne devons plus de´finir que les cardinalite´s ici.
La premie`re relation,  appartienA  qui relie un  Personnage  a` une  Espe`ce  a
pour cardinalite´ minimale un. Il est impossible dans l’univers de Star Wars de ne pas
appartenir a` une  Espe`ce . Pour la cardinalite´ maximale, on pourrait se contenter de
la mettre a` un e´galement. Le croisement entre  Espe`ce  e´tant dans les faits inexistant.
Cependant cela reste the´oriquement possible, notamment le croisement entre deux types
de  Droı¨ds .
La deuxie`me relation,  estLaProprie´te´De  relie les  Personnages  qui ap-
partiennent a` une instance du concept  Droı¨d  a` des  Personnages  qui appar-
tiennent eux a` une instance du concept  Organique . Dans l’univers de Star Wars,
les  Droı¨ds  appartiennent toujours a` quelqu’un mais on ne connaˆıt pas forcement
cette personne et on mettra donc comme cardinalite´ minimale ze´ro. Pour la cardinalite´
maximale, rien n’oblige un  Droı¨d  a` n’eˆtre la proprie´te´ que d’une personne et on ne
mettra donc pas de limite sur la cardinalite´ maximale.
La troisie`me relation,  estMembreDe , montre le lien qui existe entre des  Per-
sonnages  et des  Organisations . Nous accepterons pour cette relation qu’un
 Personnage  soit relie´ a` un nombre quelconque et e´ventuellement nul d’ Orga-
nisations .
En ce qui concerne la quatrie`me relation,  aPourMembre , qui est en re´alite´ l’inverse
de la troisie`me relation, les cardinalite´s sont les meˆmes. Une  Organisation  peut tre`s
bien ne pas10 avoir de membres tout comme elle peut en avoir un tre`s grand nombre.
La cinquie`me relation,  aPourMembreCle´ , est une  sous-relation11  de la pre´ce´-
dente ce qui signifie que toute valeur de cette relation doit eˆtre pre´sente dans sa  super-
relation . Donc, vu qu’on a de´finit la cardinalite´ minimale a` ze´ro pour la quatrie`me
relation ce qui se traduirait par une absence de membre, la cardinalite´ minimale de cette
relation-ci doit eˆtre e´galement de ze´ro. Si on a pas de membre, aucun d’entre eux ne
10Ce qui correspondrait probablement a` une  Organisation  qui n’existe plus
11L’e´quivalent d’une sous-classe ou d’un sous-concept porte´ au niveau des relations
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Table 4.8 – Mise a` jour de la liste des relations de l’ontologie du ta-
bleau 4.6 avec l’ajout facettes de´crivant leurs cardinalite´s minimales et
maximales
# Nom Domaine Type Cardinalite´
1 appartientA Personnage Espe`ce 1..1





3 estMembreDe Personnage Organisation 0..*
4 aPourMembre Organisation Personnage 0..*
5 aPourMembreCle´ Organisation Personnage 0..*
6 estPosse´de´Par Transport Organisation 0..*
7 estOriginaireDe Personnage Lieu 0..1
8 aPourRepre´sentant Lieu Personnage 0..*
peut eˆtre un membre cle´. Pour la cardinalite´ maximale, c’est le meˆme principe. Tous les
membres peuvent eˆtre des membres cle´s et donc la cardinalite´ maximale est non borne´e
ici aussi.
Ensuite, la sixie`me relation,  estPosse´de´Par , permet de relier les  Transports 
et les  Organisations . Pour des petits transports, ils peuvent appartenir a` un  Per-
sonnage 12 directement, ce qui n’est pas repre´sente´ dans notre ontologie et n’appar-
tiennent donc pas a` une  Organisation  et on a donc une cardinalite´ minimale de
ze´ro. Pour la cardinalite´ maximale, il est envisageable qu’un transport appartiennent a`
plusieurs  Organisations  et on n’a donc pas de limite supe´rieure pour la cardinalite´
maximale de cette relation.
La septie`me relation,  estOriginaireDe , relie un  Personnage  avec le  Lieu 
d’ou` il est originaire. On Peut ne pas connaˆıtre son origine et donc la cardinalite´ minimale
est de ze´ro. Ensuite, on ne peut pas eˆtre ne´ a` plusieurs endroits diffe´rents et donc la
cardinalite´ maximale est de un.
La huitie`me et dernie`re relation,  aPourRepre´sentant , est la relation inverse de la
septie`me. Elle relie un  Lieu  a` l’ensemble des  Personnages  qui en sont originaires.
Il y a donc un nombre quelconque et e´ventuellement nul de repre´sentants d’un  Lieu .
Tout ceci nous permet, comme cela a e´te´ fait pour les attributs, de mettre a` jour le
tableau 4.6 re´alise´ pour l’e´tape pre´ce´dente. Et nous obtenons de`s lors le tableau 4.8.
E´tape sept : les instances
La septie`me et dernie`re e´tape consiste a` cre´er des instances pour peupler notre onto-
logie . Pour commencer, le plus simple consiste a` reprendre les mots de la liste de l’e´tape
trois tel que repris dans le tableau 4.4 en tenant compte toutefois que la majorite´ d’entre
eux ont e´te´ utilise´ au niveau des concepts, des attributs et des relations.
12On peut meˆme aller plus loin et dire qu’il s’agit d’un  Personnage  appartenant a` une
 Espe`ce   Organique 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Reprendre l’inte´gralite´ des instances une par une en les expliquant n’aurait pas un grand
inte´reˆt pour le travail aussi nous nous contenterons d’en de´tailler une : Le¨ıa Organa Solo
en commenc¸ant par pre´ciser qu’une capture d’e´cran de la de´finition de cette instance se
trouve a` la figure 4.6. Un tableau reprend l’ensemble des instances. Il s’agit du tableau 4.9.
La figure 4.5 montre l’ontologie finale avec toutes les instances. Pour e´viter d’avoir
un sche´ma trop charge´, les relations sont montre´es uniquement entre les instances et
seulement celles ne´cessaires (celles qui peuvent eˆtre infe´re´es comme les relations inverses
ne sont pas repre´sente´es). De meˆme les attributs ne sont pas pre´sents.
Le¨ıa est un personnage important dans Star Wars, elle appartient a` la haute sphe`re de
la Nouvelle Re´publique. On peut donc conside´rer que c’est un personnage important de
cette organisation. On va donc commencer par cre´er la relation  aPourMembreCle´  entre
l’instance  Re´publique13  et l’instance  Leı¨a . De ce fait, le moteur d’infe´rence
ajoute qu’il sait que l’instance  Leı¨a  est un  Personnage  et qu’il existe une relation
 estMembreDe  entre elle et l’instance  Re´publique  et une relation  aPourMembre 
dans l’autre sens. Et voila la majorite´ des informations cre´e´es avec une simple relation.
Ensuite, on peut spe´cifier la relation  estOriginaireDe  entre notre instance
 Leı¨a  et l’instance  Alde´raan14 . Et le moteur d’infe´rence en de´duit directement
qu’il existe une relation  aPourRepre´sentant  entre  Alde´raan  et  Leı¨a .
Enfin, spe´cifions une dernie`re relation,  appartientA  pour spe´cifier que  Leı¨a  est
lie´ a` l’instance  Humain  qui est bien entendu une instance de  Espe`ce  (comme
le de´duira le moteur d’infe´rence de l’ontologie ) mais plus pre´cise´ment une instance
d’ (Espe`ce) Organique .
Une fois les relations spe´cifie´es, passons aux attributs. Le¨ıa Organa Solo a un pre´nom :
Le¨ıa et deux noms : Organa et Solo. Pour les termes, on peut reprendre Le¨ıa vu qu’elle
est la seule a` porter ce pre´nom et Organa. Par contre, Solo nous donnerait beaucoup trop
de mauvais re´sultats vu le nombre important d’autres personnes portant ce nom.
4.4 Association indexeur et ontologie
L’ontologie seule n’a pas grand inte´reˆt dans ce travail. Il faut la coupler avec l’indexeur
pour pouvoir en tirer un profit dans le moteur de recherche documentaire par la suite. Le
but de cette section est d’expliquer comment le lien a e´te´ re´alise´ entre les deux pre´ce´dents
outils de´veloppe´s.
4.4.1 Utilisation d’une ontologie en java
Pour pouvoir faire travailler ensemble l’ontologie au format OWL avec l’indexeur
re´alise´ en Java , il faut mettre en place un moyen de lire et comprendre l’ontologie
13l’instance  Re´publique  devient de`s lors obligatoirement une instance du concept
 Organisation 
14l’instance  Alde´raan  devient de`s lors obligatoirement une instance du concept  Lieu 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en Java . Cela a e´te´ fait dans le cadre de ce travail par l’utilisation d’un framework
nomme´ Jena et d’un reasoner nomme´ Pellet qui s’inte`gre tre`s bien avec Jena 15.
15Plus d’information sur Jena sur le site Web : [jen, 2009]
Figure 4.5 – Repre´sentation graphique
de l’ontologie termine´e
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En utilisant le framework Jena seul, il faudrait faire les raisonnements  a` la main  ce
qui prendrait beaucoup de temps, ne serait pas efficace du tout et ferait grimper le risque
d’erreur. Pellet apporte avec lui un me´canisme d’interrogation tre`s avance´ : SPARQL
Protcol and RDF Query Language (SPARQL) 16 qui, comme son nom l’indique, est di-
rectement inspire´ de Structured query language (SQL) .
4.4.2 Principe de couplage
Le couplage entre l’indexeur et l’ontologie est assez basique dans ce travail. Lors de
l’analyse d’un document dans l’indexeur (voir section 4.2.4 page 54) on va regarder terme
16SPARQL n’est pas aborde´ en de´tail dans le pre´sent travail mais plus d’informations peuvent eˆtre
trouve´es dans [Prud’Hommeaux et al., 2006].
Figure 4.6 – Capture d’e´cran de la de´finition de l’instance repre´sentant Le¨ıa Organa
Solo dans l’outil Prote´ge´
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Table 4.9 – La liste des instances de l’ontologie Star Wars
# Nom Concept
1 Le¨ıa Organa Solo Personnage
2 Dark Vador Personnage
3 Palpatine Personnage
4 C3PO Personnage
5 Humain (Espe`ce) Organique
6 Protocolaire (Espe`ce) Dro¨ıd
7 Naboo (Lieu) Naturel
8 Alde´raan (Lieu) Naturel
9 Centerpoint (Lieu)(Transport)Station spatiale
10 Empire Organisation
11 (Nouvelle) Re´publique Organisation




Listing 4.1 – Requeˆte faisant le lien entre l’ontologie et l’indexeur
1 PREFIX doc indexer : <http :// i n f o . fundp . ac . be/˜ not jacqu / doc indexer . owl#
>
2 SELECT DISTINCT ? in s t anc e ? terme
3 WHERE {
4 ? in s t anc e doc indexer : terme ? terme ;
5 doc indexer : terme ? searched .
6 FILTER regex ( str (? searched ) , ” s e p a r a t i s t e ” , ” i ” )
7 }
par terme17 le contenu du document et, pour chaque terme, on regarde dans l’ontologie
si ce terme est rattache´ a` un concept via la relation  terme  justement.
Cette recherche se fait a` l’aide de la requeˆte montre´e dans le listing 4.1 de la page 68.
La syntaxe e´tant tre`s proche de celle de SQL , il n’est pas tre`s complique´ d’expliquer la
requeˆte :
1. On demande des instances et des termes pre´sents dans l’ontologie
2. On spe´cifie que les termes en questions doivent eˆtre lie´s aux instances via l’attribut18
 terme .
17cette lecture terme par terme se fait tre`s facilement a` l’aide de me´canismes mis en place a` l’aide de
la librairie Lucene
18En regardant la ligne 4 uniquement, on ne peut pas dire s’il s’agit d’un attribut ou d’une relation
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3. La ligne suivante (la ligne 5) dit qu’il doit exister une valeur de l’attribut  terme 
pour les instances en question que l’on baptise  searched . Ce nom est de´fini dans
la requeˆte comme l’on de´finirait un alias en SQL .
4. Enfin, la dernie`re ligne dit que  searched  est une chaˆıne de caracte`res et que celle-
ci ne peut avoir une valeur qui ne correspondrait pas a` la RegExp passe´e comme
deuxie`me argument19.
En re´sume´, on spe´cifie une RegExp qui va capturer un mot pre´sent dans le texte, on
va re´cupe´rer toutes les instances qui posse`dent un terme qui re´pond positivement a` cette
RegExp et on va re´cupe´rer l’ensemble des termes associe´s a` ces instances.
Pour chaque mot d’un document, on a donc une liste e´ventuellement vide de termes
associe´s a` celui-ci dans l’ontologie . On peut donc ajouter un nouveau champ dans
l’index avec l’ensemble de ses termes lie´s a` l’ontologie et pas forcement pre´sents dans
le contenu. Ainsi, on pourra faire une recherche sur un terme absent d’un document
mais attache´ a` une instance qui posse`de un autre terme pre´sent dans ce document et le
conside´rer comme un document pertinent.
L’utilisation faite de l’ontologie dans ce travail est assez basique dans le sens ou` elle
ne fait pas vraiment appel a` l’infe´rence et ne tire donc pas avantage de l’ontologie
autant qu’elle le pourrait. Cependant, l’utilisation qui en est faite devrait de´ja` permettre
de voir une ame´lioration dans le moteur de recherche. Avec plus de temps, nous pourrions
travailler sur une meilleur exploitation de l’ontologie en utilisant, par exemple, les
relations de l’ontologie . Actuellement, on arrive a` identifier une instance lie´ a` la requeˆte
de l’utilisateur. Si on pouvait suivre des relations partant de cette instance vers d’autres
et qu’on arrivait a` identifie´ certaines des ces relations comme importantes pour la requeˆte,
on pourrait grandement ame´liorer les re´sultats. Cependant, cette taˆche demande plus de
temps et n’a donc pas e´te´ aborde´e dans ce travail.
4.5 Moteur de recherche documentaire
4.5.1 Introduction
Finalement on en arrive a` la dernie`re brique de de´veloppement, le moteur de recherche
documentaire qui va nous permettre d’exploiter tout ce qu’on a fait jusqu’ici.
Une interface simple et fonctionnelle pour un moteur de recherche est l’utilisation d’une
page Web. L’index e´tant au format Lucene , il serait pre´fe´rable d’utiliser un langage
pourvu d’une librairie pour ce format histoire de ne pas devoir l’imple´menter nous-meˆmes.
Les deux choix de langages les plus naturels sont de`s lors PHP qui posse`de un portage de la
librairie Lucene via le framework Zend d’un coˆte´ et Java de l’autre via des JaveServer
Pages (JSPs) ou des servlets . Vu que tout le reste de l’application est en Java , le
choix se porte donc assez naturellement pour continuer en ce sens.
19le troisie`me argument, le  i , pre´cise que la RegExp est insensible a` la casse
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4.5.2 Interface de recherche
Pour rappel, cet outil doit eˆtre capable de rechercher des documents dans l’index
sur base d’une se´rie de mots-cle´s20 fournie par un utilisateur. On doit pouvoir choisir de
n’utiliser que l’index au sens traditionnel du terme ou de faire usage de l’ontologie
pour enrichir le re´sultat.
De plus, on doit pouvoir spe´cifier le nombre de re´sultat que l’on souhaite obtenir pour
pouvoir calculer pre´cise´ment les indicateurs dans le chapitre 5. On obtient donc l’interface
de l’image 4.7.
4.5.3 Interface d’affichage des re´sultats
Une fois la requeˆte effectue´e, il ne reste qu’a` afficher les re´sultats. Le choix qui a e´te´
fait dans cet outil re´side dans la cre´ation d’un tableau. Chaque ligne correspond a` un
document. Les quatres colonnes de ce tableau correspondent respectivement au rang du
20Ces mots-cle´s peuvent eˆtre enrichis a` l’aide d’expressions boole´ennes comme des ne´gations, des
 ET  et/ou des  OU 
Figure 4.7 – Capture d’e´cran de l’interface de recherche
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document dans les re´sultats, a` son URL , a` son titre (e´ventuellement vide) et a` son score
calcule´ par Lucene sur base de l’indicateur TF-IDF .
Les figures 4.8 et 4.9 sont des captures d’e´cran de l’interface de consultation des
re´sultats. La premie`re recherche sans utiliser l’ontologie alors que la deuxie`me effectue
la meˆme recherche en se basant, elle, sur l’ontologie .
Figure 4.8 – Capture d’e´cran de l’interface de consultation des re´sultats sans l’on-
tologie
71
La diffe´rence entre l’utilisation ou non de l’ontologie joue sur les champs de l’index
qui seront ou non utilise´s par le moteur de recherche documentaire. Deux champs sont
exploitables, le champs  Contenu  et le champ  Ontologie .
Le premier,  Contenu , contient les termes des documents qui ont e´te´ indexe´s. Ce
champ correspond donc au syste`me  classique . Et si on de´sire faire une recherche sans
utiliser l’ontologie , on recherche les termes pre´sents uniquement dans ce champ.
Figure 4.9 – Capture d’e´cran de l’interface de consultation des re´sultats avec l’on-
tologie
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Le second champ,  Ontologie , contient les termes qui ont e´te´ extraits depuis l’on-
tologie comme explique´ a` la section 4.4.2. Ce sont donc tous des termes pre´sents dans
l’ontologie . Si on recherche dans le moteur de recherche avec l’ontologie active´e, il
va regarder dans les deux champs. De cette fac¸on, si on recherche un terme pre´sent dans
l’ontologie , on le trouvera dans le second champ. Et si le terme n’est pas pre´sent dans
l’ontologie , on retombe sur le syste`me classique. Si on ne recherchait que sur le second
champ, le fait de cherche un terme absent de l’ontologie se traduirait par une absence
de re´sultat. L’utilisation des deux champs permet donc d’e´viter ce sce´nario. Cependant,
l’utilisation des deux champs induit un autre comportement. Supposons deux termes lie´s
a` une meˆme instance, l’un pre´sent dans le document, l’autre non. Si l’on se contente
de chercher dans le second champ, chercher l’un ou l’autre n’a aucune influence sur les
re´sultats retourne´s ou sur l’ordre dans lequel ils sont retourne´s vu que si l’un des deux est
pre´sents dans le texte, l’autre sera pre´sent autant de fois par le me´canisme explique´ a` la
section 4.4.2. Cependant, vu que l’on recherche sur les deux champs, le terme re´ellement
pre´sent dans le document aura un poids plus important que l’autre et a` partir de la`,
chercher un terme ou l’autre aura potentiellement un impact sur les re´sultats et sur






Dans ce chapitre, le but est d’e´valuer ce qui a e´te´ re´alise´ pour voir si le moteur de
recherche documentaire que l’on a construit permet d’obtenir de meilleurs re´sultats.
La premie`re e´tape de cette e´valuation, a` la section 5.2, met en avant la  base  de
test. Cela correspond au corpus de documents utilise´ pour les tests, les requeˆtes qui
seront soumises dans chaque configuration et enfin les me´triques qui seront re´cupe´re´es
pour chaque exe´cution.
La deuxie`me e´tape, section 5.3, consiste a` exe´cuter chaque requeˆte sur le moteur de
recherche documentaire re´alise´ au chapitre pre´ce´dent sans utiliser l’ontologie .
La troisie`me e´tape, section 5.4, consiste a` exe´cuter ces meˆmes requeˆtes sur le meˆme
moteur de recherche documentaire mais en utilisant l’ontologie cette fois-ci.
La quatrie`me e´tape, section 5.5, consiste a` exe´cuter toujours les meˆmes requeˆtes mais
cette fois-ci sur deux moteurs de recherches existants. A` savoir celui de Google1 et celui
interne de  Starwars-Holonet.com .
Enfin, la cinquie`me et dernie`re e´tape de cette e´valuation se trouve a` la section 5.6. Elle
a pour but de mettre en avant l’analyse des me´triques obtenues dans les autres sections
de ce chapitre.
5.2  Base  de test
Le but de cette section est de mettre en avant les conditions des tests visant a` e´valuer
le moteur de recherche documentaire re´alise´ au chapitre pre´ce´dent.
1en prenant soin de le restreindre au site  Starwars-Holonet.com 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5.2.1 Corpus de test
Le corpus de test utilise´ pour ces e´valuations est le meˆme pour tous les syste`mes. Il
s’agit des fiches de l’encyclope´die en ligne  Starwars-Holonet.com .
Il est a` noter que certaines fiches bien que n’existant pas encore posse`dent de´ja` une URL
et les liens sont de´ja` pre´sents dans les autres fiches vers celles qui n’existent pas encore.
Notre indexeur a donc atterri sur ses fiches pre´-cre´e´es ou plus pre´cise´ment sur la page
disant que la fiche est pre´vue mais pas encore disponible. Le proble`me est que cette page
affiche un re´sume´ et un lien vers deux autres fiches existantes prises au hasard ce qui va
donc perturber les re´sultats des recherches mais les me´canismes de filtrage disponibles
dans l’outil ne permettent pas de filtrer ces pages la`.
5.2.2 Les requeˆtes de test
Le plus pertinent pour tester l’outil est de prendre des termes pre´sents dans l’ontolo-
gie . Partons sur une base de cinq requeˆtes et prenons donc quatre termes de l’ontologie





4. Sidious (autre nom de Palpatine)
5. csi
Ce qui nous donne deux  Personnages , un  (Lieu) Naturel  et une  Organi-
sation .
5.2.3 Les me´triques
Les me´triques utilise´es dans ce chapitre sont base´es sur les me´triques pre´sente´es a` la
section 2.4.4 et rappele´es a` la section 3.5.
On exe´cutera chaque requeˆte sur chacun des quatre2 moteurs de recherche documen-
taire. En gardant les dix premiers re´sultats. Ce qui nous donnera quatre ensembles de dix
documents.
2Pour simplifier la re´daction, on supposera que le moteur de recherche cre´e´ au chapitre pre´ce´dent
utilise´ sans l’ontologie et avec celle-ci comme deux moteurs diffe´rents
76
Table 5.1 – Le nombre de documents per-
tinents pour chaque requeˆte dans l’ensemble








E : L′ensemble des documents du corpus (5.1)
P : fct I → O|I ⊆ E ∩O = {d ∈ I : d est pertinent} (5.2)
Ri,j : l













La premie`re chose a` faire ensuite est de de´finir quels documents sont pertinents et
lesquels ne le sont pas. Comme explique´ a` la section3.5, nous n’avons pas de liste avec
cette information et nous avons fait le choix de ne pas cre´er cette liste pour tout le corpus.
Nous allons donc prendre l’union des documents retourne´s par les diffe´rents moteurs de
recherche documentaire (comme indique´ a` l’e´quation 5.4) et ne de´finir les documents
pertinents (et donc les non-pertinents par e´limination) que pour ceux-ci.
A` partir de la`, on peut calculer la pre´cision de la meˆme manie`re qu’a` la section 2.4.4
ce qui est illustre´ par l’e´quation 5.5.
Pour le rappel, la formule change un peu vu qu’on ne connaˆıt pas le nombre exact
de documents pertinents pour tout le corpus mais seulement celui d’un sous-ensemble
repre´sentant l’union des re´sultats. On va donc ajuster le rappel pour se baser sur cette
donne´e. E´tant donne´ qu’on utilise la meˆme valeur pour tous les moteurs de recherche, cela
permet toujours de les comparer entre eux. L’e´quation 5.6 montre la formule du rappel
tel que nous venons de le de´finir.
Le rappel e´tant de´fini, il faut maintenant compter le nombre de documents pertinents
pour chaque requeˆte. C’est ce qui est fait au tableau 5.1.
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Table 5.2 – Valeurs en pourcent de l’indicateur
 pre´cision  en fonction du nombre de re´sultats pour
les diffe´rentes requeˆtes exe´cute´es par le moteur classique
5.3 Moteur de recherche documentaire  classique 
Le premier moteur de recherche documentaire est celui de´veloppe´ au chapitre pre´ce´dent
et configure´ pour ne pas utiliser l’ontologie .
Pour la premie`re requeˆte, celle concernant  Vador , seuls les re´sultats cinq et sept ne
sont pas pertinents ce qui nous donne pour les dix documents une pre´cision de 80% et un
rappel de 47%.
Pour la deuxie`me requeˆte, qui concerne, elle, la plane`te  Naboo . Il existe treize
documents pertinents pour cette requeˆte. Le syste`me classique en retourne sept ce qui
nous donne une pre´cision de 70% et un rappel de 54%.
Pour la troisie`me requeˆte, concernant le personnage de  Palpatine , il y a en tout dix-
huit documents pertinents. L’exe´cution de ce moteur de recherche retourne six re´sultats
pertinents (les re´sultats un, deux, trois, quatre, sept et dix). Ce qui nous donne une
pre´cision de 60% et un rappel de 33%.
Pour la quatrie`me requeˆte, il s’agit d’un autre nom du meˆme personnage,  Sidious .
Il y a donc e´galement dix-huit documents pertinents a` trouver. L’exe´cution n’en retourne
plus que trois (les re´sultats trois, cinq et six) soit la moitie´ de la requeˆte pre´ce´dente. Cela
fait chuter la pre´cision a` 30% et le rappel a` 17%.
La cinquie`me requeˆte concerne l’organisation des  csi . Il existe quinze documents
pertinents pour cette requeˆte. Le syste`me classique nous en sort seulement trois ce qui
donne une pre´cision de 30% et un rappel de 20%.
En faisant la moyenne des indicateurs pour les cinq requeˆtes, on obtient 54% pour la
pre´cision moyenne et 34% pour le rappel.
Deux tableaux re´capitulatifs, le 5.2 et le 5.3 reprennent respectivement les diffe´rentes
valeurs l’indicateur de pre´cision et de l’indicateur de rappel pour chaque requeˆte et chaque
nombre de documents.
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Table 5.3 – Valeurs en pourcent de l’indicateur  rappel  en
fonction du nombre de re´sultats pour les diffe´rentes requeˆtes
exe´cute´es par le moteur classique
5.4 Moteur de recherche documentaire couple´ a` l’on-
tologie
Le deuxie`me syste`me a passe´ a` l’e´valuation est le meˆme moteur de recherche que la
section pre´ce´dente, c’est a` dire, celui que nous avons construit mais cette fois parame´tre´
pour utiliser l’ontologie .
Les requeˆtes sont les meˆmes et soumises dans le meˆme ordre. Nous commenc¸ons donc
par la requeˆte  Vador . Cette fois-ci, il y a sept re´sultats positifs soit un de moins que
pour le pre´ce´dent moteur. Ce qui nous donne une pre´cision de 70% et un rappel de 41%.
Vient ensuite la requeˆte sur  Naboo  qui retourne six re´sultats pertinents soit toujours
un de moins que le moteur pre´ce´dent. La pre´cision est ici de 60% et le rappel de 46%.
La troisie`me requeˆte est celle sur  Palpatine  qui retourne six re´sultats soit autant
que le moteur pre´ce´dent. La pre´cision et le rappel sont donc les meˆmes que ceux du moteur
pre´ce´dent pour cette requeˆte a` savoir respectivement 60% et 33%.
La quatrie`me requeˆte est celle sur  Sidious  qui est lie´e au meˆme concept que celui
de la requeˆte pre´ce´dente. Ce moteur retourne cinq re´sultats positifs soit un de moins que
pour  Palpatine  mais deux de mieux que le re´sultat de cette requeˆte avec le moteur
pre´ce´dent. La pre´cision est ici de 50% et le rappel de 28%.
La cinquie`me requeˆte recherche l’organisation  csi . Ce moteur retourne quatre do-
cuments positifs ce qui est mieux que le moteur pre´ce´dent et donne une pre´cision de 40%
et un rappel de 27%.
En faisant la moyenne sur l’ensemble des requeˆtes, on obtient 56% pour la pre´cision et
35% pour le rappel. Ce qui est tout juste supe´rieur a` ce que nous avons obtenu pour le
moteur pre´ce´dent.
Deux tableaux re´capitulatifs, le 5.4 et le 5.5 reprennent respectivement les diffe´rentes
valeurs de l’indicateur de pre´cision et de l’indicateur de rappel pour chaque requeˆte et
chaque nombre de documents.
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Table 5.4 – Valeurs en pourcent de l’indicateur
 pre´cision  en fonction du nombre de re´sultats pour
les diffe´rentes requeˆtes exe´cute´es par le moteur avec ontologie
Table 5.5 – Valeurs en pourcent de l’indicateur  rappel  en
fonction du nombre de re´sultats pour les diffe´rentes requeˆtes
exe´cute´es par le moteur avec ontologie
5.5 Moteurs de recherche documentaire existants
La suite de l’e´valuation a pour but de comparer ce qui a e´te´ re´alise´ avec des mo-
teurs de recherche existants. Nous en avons retenu deux : le moteur de recherche in-
terne de  Starwars-Holonet.com  et le moteur de recherche Google restreint au site
 Starwars-Holonet.com .
La premie`re requeˆte,  Vador  retourne cinq re´sultats positifs pour Holonet et cinq
e´galement pour Google. Ce qui nous donne une pre´cision de 50% et un rappel de 29%
dans les deux cas.
La deuxie`me requeˆte concerne  Naboo . Holonet retourne huit re´sultats positifs, ce
qui donne une pre´cision de 80% et un rappel de 62%. Google, lui, ne retourne que six
re´sultats pertinents ce qui donne 60% pour la pre´cision et 46% pour le rappel.
La troisie`me requeˆte,  Palpatine , retourne cinq re´sultats pour Holonet et sept pour
Google. On a donc une pre´cision et un rappel de respectivement 50% et 28% pour le
premier et 70% et 39% pour le second.
La quatrie`me requeˆte est celle sur  Sidious . Nous obtenons quatre re´sultats pertinents
pour Holonet et pour Google ce qui donne donc une pre´cision de 40% et un rappel de
22% pour les deux.
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Table 5.6 – Valeurs en pourcent de l’indicateur
 pre´cision  en fonction du nombre de re´sultats pour
les diffe´rentes requeˆtes exe´cute´es par le moteur Holonet
Table 5.7 – Valeurs en pourcent de l’indicateur  rappel  en
fonction du nombre de re´sultats pour les diffe´rentes requeˆtes
exe´cute´es par le moteur Holonet
Table 5.8 – Valeurs en pourcent de l’indicateur
 pre´cision  en fonction du nombre de re´sultats pour
les diffe´rentes requeˆtes exe´cute´es par le moteur Google
La cinquie`me requeˆte,  csi  donne six et sept re´sultats respectivement pour Holonet
et Google. On obtient donc une pre´cision et un rappel de 60% et 40 pour le premier et
de 70% et 47 pour le second.
En faisant la moyenne sur l’ensemble des requeˆtes, Holonet obtient 56% pour la perti-
nence et 36% pour le rappel, ce qui est juste 1% de plus que le moteur de recherche avec
l’ontologie .
Pour Google, la pre´cision moyenne est de 58% et le rappel est a` 37% ce qui le place
en premie`re position.
Quatre tableaux re´capitulatifs, le 5.6, le 5.7, le 5.8 et le 5.9 reprennent respectivement
les diffe´rentes valeurs de l’indicateur de pre´cision et de l’indicateur de rappel pour chaque
requeˆte et chaque nombre de documents pour Holonet suivi des meˆmes tableaux pour
Google.
81
Table 5.9 – Valeurs en pourcent de l’indicateur  rappel  en
fonction du nombre de re´sultats pour les diffe´rentes requeˆtes
exe´cute´es par le moteur Google
5.6 Analyse des re´sultats obtenus
On a donc des me´triques pour cinq requeˆtes et quatre moteurs de recherche documen-
taire. Si on prend la moyenne des me´triques pour l’ensemble des requeˆtes, Google sort en
teˆte, suivi de pre`s par Holonet et imme´diatement en dessous notre moteur de recherche
avec l’ontologie et enfin, juste en dessous, notre moteur de recherche sans l’ontologie
qui finit dernier.
En regardant de plus pre`s, on constate que notre moteur de recherche a un tre`s mauvais
re´sultat pour la dernie`re requeˆte et ce que ce soit avec ou sans utiliser l’ontologie . Si on
e´limine cette requeˆte, notre moteur de recherche passe devant les deux moteurs existants
avec une avance de 5% sur la pre´cision et d’un peu plus de 2% pour le rappel.
Il semblerait donc que l’e´chantillon de requeˆtes soit trop petit pour tirer une re´ponse
claire. On constate que pour certaines requeˆtes notre syste`me apporte un plus et que pour
d’autre, il est a` la traˆıne.
Revenons a` la dernie`re requeˆte qui fait chuter les indicateurs de notre moteur de re-
cherche documentaire et tentons d’expliquer a` quoi cela est duˆ. Si on regarde cette requeˆte
en tant qu’expert du domaine de Star Wars, on sait que le terme  csi  de meˆme que
le terme  se´paratiste  qui fait re´fe´rence a` la meˆme organisation est un terme tre`s a`
la mode et tre`s central dans l’univers de Star Wars actuel. L’organisation a` laquelle ces
deux termes font re´fe´rence est un acteur central de toute une partie de la saga et elle
a change´ radicalement la tournure des choses. Pratiquement chaque e´ve`nement, chaque
personne et chaque organisation de cette e´poque a e´te´ influence´ d’une manie`re ou d’une
autre par l’organisation appele´e le  csi . A´ partir de la`, on trouve des re´fe´rences vers
elle un peu partout. Que ce soit dans les diffe´rentes organisations plus petites qui la com-
posent, dans les personnages qui font partie de cette organisation ou qui ont tout perdu
a` cause d’elle, dans les vaisseaux construits par cette organisation ou pour lutter contre
elle, ... Devant cette relation pre´sente entre cette organisation et pratiquement tout ce qui
a eu lieu pendant sa pe´riode d’activite´ ou juste apre`s, nous pourrions donc en conclure
que les termes sont devenus trop ge´ne´riques pour que notre moteur de recherche puisse
faire la diffe´rence entre les fiches qui parlent de choses qui sont vaguement relie´es a` cette




Le but de ce me´moire e´tait de mettre an point un moteur de recherche avec une distance
se´mantique plus faible entre la question de l’utilisateur et la requeˆte qui permettrait au
syste`me d’y re´pondre et de voir si cela apportait une ame´lioration dans l’utilisation du
syste`me. Le choix qui a e´te´ fait est d’utiliser une ontologie pour de´tecter des termes
diffe´rents faisant re´fe´rence a` une meˆme instance et donc a` une meˆme  chose  dans la
teˆte de l’utilisateur.
Nous avons commence´ par faire un tour d’horizon de ce qu’il faut savoir sur l’in-
dexation , sur les moteurs de recherche documentaire et sur les ontologies . Ensuite,
nous avons choisi les me´thodologies a` appliquer pour de´velopper et e´valuer un moteur
de recherche documentaire utilisant une ontologie . Apre`s c¸a, nous avons construit un
indexeur et une ontologie et nous avons cherche´ un moyen de les faire travailler en-
semble. A` partir de c¸a, nous avons utilise´ ce que nous venions d’e´laborer pour obtenir
notre propre moteur de recherche documentaire. Et enfin, nous avons effectue´ une petite
e´tude de cas pour essayer de voir si le syste`me que nous venions tout juste de de´velopper
apporte quelque chose de plus, si notre syste`me permet d’obtenir de meilleurs re´sultats
pour une meˆme requeˆte qu’un syste`me plus classique.
Nous avons re´ussi a` faire travailler ensemble un indexeur de documents et une onto-
logie . Nous avons base´ notre moteur de recherche sur cela. Nous nous sommes contente´
d’une toute petite ontologie et d’une interaction tre`s simple entre l’indexeur et celle-ci
mais l’interaction est la`. Si ce travail e´tait a` refaire, un inte´reˆt plus grand serait porte´ a`
l’interaction pour obtenir quelque chose tirant un meilleur profit de l’ontologie et donc
montrer plus facilement le gain que pourrait apporter un syste`me comme celui que nous
avons de´veloppe´.
La petite e´tude de cas re´alise´e au chapitre 5 ne nous permet pas de montrer que notre
syste`me est meilleur ou plus mauvais qu’un syste`me plus classique. On constate que
d’une requeˆte a` l’autre la balance penche plus d’un coˆte´ ou de l’autre. Si bien qu’il semble
ne´cessaire de faire des tests a` plus grande e´chelle en augmentant le nombre de re´sultats
(qui est ici fixe´ a` dix) et le nombre de requeˆtes (qui est ici de cinq) pour tenter d’apporter
une re´ponse plus claire a` cette question importante.
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Mais si nous regardons de plus pre`s les re´sultats de l’e´tude de cas et que nous les
rapprochons au fait qu’on a qu’une toute petite interaction avec l’ontologie , il semblerait
que cette piste me´riterait d’eˆtre poursuivie. Un exemple d’ame´lioration de notre syste`me
pourrait passer par l’exploitation de relations de l’ontologie pour ne plus se contenter
d’identifier les instances ayant des termes pertinents pour une requeˆte donne´e mais bien
d’essayer de trouver en plus de ces instances la` des relations qui partent d’elles et me`nent
a` d’autres instances elles aussi inte´ressantes pour la requeˆte.
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Annexe A
Term frequency – Inverse document
frequency
La notion de TF-IDF est une me´thode de ponde´ration de la pre´sence d’un terme dans un
document particulier en tenant compte des autres termes de ce document et du nombre
de documents dans lequel le terme apparaˆıt.
A.1 Term frequency
Cette notion repre´sente l’importance d’un terme dans un document particulier inde´pen-
damment des autres documents.





ou` na,b repre´sente le nombre d’occurrences du terme a dans le document db,
lj repre´sente le nombre de termes diffe´rents pre´sents dans le document dj.
A.2 Inverse document frequency
Cette notion repre´sente l’importance ge´ne´rale d’un terme dans l’ensemble des documents.
Pour un terme i :
idfi = log
|D|
|{dj : ti ∈ dj}| (A.2)
ou` |D| repre´sente le nombre total de documents,
|{dj : ti ∈ dj}| repre´sente le nombre de documents ou` apparaˆıt le terme ti (autrement dit
tel que nij 6= 0)
A.3 Term frequency – Inverse document frequency
En multipliant les 2 notions pre´ce´dentes entre elles, on obtient un indicateur qui repre´sente
l’importance d’un terme dans un document particulier tout en tenant compte des autres
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documents. Une valeur e´leve´e de cet indicateur indique que le terme est fre´quent dans le
document tout en e´tant pre´sent dans peu d’autres documents.
tfidfi,j = tfi,j ∗ idfi (A.3)
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Annexe B
Captures d’e´cran de l’exe´cution de
l’indexeur
Cette annexe regroupe l’ensemble des captures d’e´cran de l’interface graphique de l’in-
dexeur de document re´alise´ dans le cadre de ce travail. Les commentaires associe´s aux
diffe´rentes figures sont les meˆmes que ceux de´ja` pre´sents dans le texte de´crivant l’indexeur
a` la section 4.2.
L’image B.1 est une capture d’e´cran du processus de collecte de l’indexeur. On peut voir
sur cette image trois graphiques. Le premier, en haut a` gauche, repre´sente la re´partition
des types de documents en pourcentage du nombre total de documents. Le deuxie`me
graphique, en haut a` droite, montre le premier tri des documents, il va montrer le pour-
centage de documents collecte´s qui seront refuse´s a` ce niveau et ne seront donc pas traite´s.
Enfin, le troisie`me et dernier graphique, celui du bas, montre pour chaque collecteur actif
le nombre de documents collecte´s. Ces trois graphiques sont mis a` jour en temps re´el
pendant l’exe´cution de cette phase par l’indexeur.
L’image B.2 est une capture d’e´cran du processus de parsing de l’indexeur. On peut
y voir trois graphiques. Le premier, en haut a` gauche, repre´sente la re´partition des docu-
ments entre les diffe´rents parsers . Le deuxie`me, en haut a` droite, montre la re´partition
des documents en fonction de leur statut (en attente, traite´, pas traite´ pour cause d’erreur,
...). Enfin, le troisie`me et dernier graphique, en bas, repre´sente le nombre de documents
traite´s en fonction du temps que cela a pris et ce par parser .
L’image B.3 est une capture d’e´cran du processus d’e´criture de l’index dans l’indexeur.
L’e´criture de index par la librairie Lucene se re´sume vraiment a` la toute dernie`re e´tape
et se fait dans un temps infe´rieur a` la milliseconde pratiquement dans tous les cas ce qui
rend ce graphique bien moins inte´ressant que ceux des phases pre´ce´dentes.
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Figure B.1 – Capture d’e´cran du processus de collecte
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Figure B.2 – Capture d’e´cran du processus de parsing






Mon stage s’est de´roule´ au CETIC a` Gosselies dans l’e´quipe Traitement se´mantique
de l’information (TSI) sous la supervision de Fabrice Estie´venart et avec l’aide de
Joseph Roumier. Le premier contact que j’ai eu pour mon stage a consiste´ en une re´union
de´but juillet au CETIC avec mon promoteur, Fabrice Estie´venart et Joseph Roumier.
Nous y avons discute´ de l’e´tat de mes connaissances, de ce qui serait le corps de mon stage
et des dates de de´but et fin effectives de mon stage. Celui-ci devait de´buter re´ellement le 1er
septembre et se terminer le 31 de´cembre avec possibilite´ de de´border jusqu’au 15 janvier
si ne´cessaire. En plus de cela, nous avons convenu d’une se´rie de lectures inte´ressantes
dans le cadre du stage dont deux livres : [Cimiano, 2006,Konchady, 2006].
Le contenu du pre´sent document se base tre`s fortement sur la description des objectifs
de mon stage re´dige´ par Fabrice Estie´venart de`s le de´but de celui-ci.
C.2 Objectifs du stage
Avant meˆme le de´but du stage, 3 objectifs ont e´te´ clairement identifie´s :
1. Comprendre et e´tudier comment un ensemble de connaissances (mode´lise´ sous la
forme d’une ontologie) peut ame´liorer l’efficacite´ d’un processus d’indexation et de
recherche de documents.
2. De´velopper un syste`me d’indexation de documents base´ sur des crite`res se´mantiques.
3. Mettre en pratique le syste`me dans le cadre d’une e´tude de cas.
Une fois le stage commence´, un certain nombre d’autres objectifs sont venus se
rajouter a` la liste :
4. Le CETIC voulait mettre en avant l’Open Source et j’e´tais donc invite´ a` utiliser de
telles composantes aussi souvent que possible.
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5. Mon principal objectif personnel e´tait d’arriver a` un prototype permettant de
montrer les e´ventuels be´ne´fices d’un indexeur se´mantique en faisant abstraction
d’un certain nombre de conside´rations et cela a` donc guider un certain nombre de
choix.
6. Le syste`me a` construire devait eˆtre capable :
(a) de collecter des documents e´lectroniques sur un syste`me de fichiers (unite´ = le
fichier), sur un ensemble de sites web (unite´ = la page), dans une boˆıte aux
lettres e´lectronique (unite´ = l’e´mail et ses pie`ces jointes), a` partir d’un flux
RSS .
(b) d’extraire le contenu textuel des types de documents les plus fre´quents.
(c) d’analyser le contenu des documents afin d’en extraire les termes a` indexer.
(d) d’indexer les termes selon un format permettant une recherche rapide et efficace
(probablement le format Lucene .
(e) de fournir un rapport sur le de´roulement du processus d’indexation.
(f) de proposer un module de recherche  intelligent . Parmi les fonctionnalite´s
avance´es, on peut citer :
i. la suggestion de documents similaires, du point de vue syntaxique
ii. la suggestion de documents similaires, du point de vue se´mantique, i.e.
traitant du meˆme sujet
iii. la suggestion de documents traitant de sujets connexes, i.e. proches sur le
plan se´mantique
iv. le regroupement selon diffe´rents crite`res : auteur, date de modification,
re´pertoire de stockage...
C.3 E´volutions des objectifs au cours du stage
Un autre objectif est venu se rajouter a` la liste dans le courant du stage. En effet, le
CETIC a de´tecte´ un inte´reˆt possible aussi bien en interne qu’en externe pour un moteur
de recherche documentaire personnalise´. Il en re´sultait donc une utilisation potentielle de
mon travail pour fournir un syste`me ope´rationnel ce qui entrait clairement en opposition
avec l’objectif 5 de la section pre´ce´dente. Cela a renforce´ le besoin de documentation de
chaque choix effectue´ dans le cadre du de´veloppement pour pouvoir par la suite revenir
sur ceux-ci et pouvoir les modifier pour produire le syste`me ope´rationnel voulu.
L’e´laboration d’une ontologie prenant plus de temps que pre´vu, nous avons duˆ revoir
les objectifs pour la fin. L’e´tude de cas a e´te´ comple`tement annule´e dans le cadre du stage
et prendra plutoˆt place dans le cadre du me´moire.
Mon chef de stage avait manifeste´ un grand inte´reˆt pour le traitement des boˆıtes aux
lettres e´lectroniques (objectif 6a) mais le traitement de tels documents n’apportait pas
vraiment de plus dans le cadre d’un indexeur se´mantique et nous avons donc de´cide´ de
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ne pas conside´re´ ce point pre´cis comme prioritaire et de le traiter a` la fin s’il restait du
temps ce qui n’a pas e´te´ le cas.
C.4 De´roulement du stage
La premie`re chose a` dire en ce qui concerne le de´roulement du stage est, selon moi,
de pre´ciser que j’ai envoye´ chaque semaine un e´mail succinct a` mon promoteur avec un
re´sume´ de ce que j’avais fait la semaine pre´ce´dente pour l’en tenir informe´.
L’accueil sur mon lieu de stage s’est tre`s bien passe´. En effet, le jour de mon arrive´e,
tout e´tait preˆt. Un bureau et une machine e´tait directement a` ma disposition et le choix
parmi 2 syste`mes d’exploitations : Windows et Linux. Le tout de´ja` configure´ si bien que je
pouvais directement me mettre au travail. En plus de c¸a, le CETIC a mis a` ma disposition
un Syste`me de gestion de versions (SVN) et un Bug Tracker en m’encourageant
a` les utiliser pour rendre mon travail plus propre. A ce propos, la configuration des droits
d’acce`s du Bug Tracker a pose´ quelques proble`mes car je ne pouvais qu’ajouter de nou-
velles taˆches ou de nouveaux bugs. Pour toute autre utilisation de l’outil, je devais passer
par mon supe´rieur, Fabrice Estie´venart pour que lui le fasse ce qui rendait les choses
plus contraignantes et gaˆchait donc un peu les be´ne´fices de l’outil.
Un autre de´tail important a` signaler sur le de´roulement de mon stage est que j’e´tais
convie´ aux re´unions de communications du centre et e´galement a` la journe´e de Team
Building ou` j’ai pu avoir une meilleure vision du CETIC dans son ensemble et me sentir
tre`s bien inte´gre´ dans le centre.
En plus des re´unions de communications, le CETIC organise fre´quemment ce qu’ils
appellent des Technical Information Meeting (TIM) ou` un membre du personnel ou
un stagiaire explique son travail au reste du centre d’une manie`re qui se veut accessible et
interactive. Cela permet d’e´changer des connaissances de manie`re agre´able. J’ai d’ailleurs
pre´sente´ moi-meˆme un TIM pour expliquer les re´sultats de mon stage a` l’ensemble du
centre.
Un autre de´tail utile a` pre´ciser concernant le de´roulement du stage est qu’une proposi-
tion d’e´che´ancier avait e´te´ re´dige´ par Fabrice Estie´venart mais ne correspondait pas du
tout a` mes habitudes de travail et nous ne l’avons donc pas suivi. Quand nous avons revus
les objectifs vers la fin du stage au vu du retard que l’on avait, on a e´galement de´fini un
nouvel e´che´ancier pour le temps restant pour arriver a` un stade satisfaisant pour tout le
monde.
C.5 Activite´ comple´mentaire
En plus d’avoir travaille´ au CETIC j’ai assiste´ a` une confe´rence [Macklovitch, 2008]
organise´e aux FUNDP le jeudi 27 novembre ayant pour the`me le traitement automatique
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de la langue et en particulier l’extraction d’information, le re´sume´ automatique et la tra-
duction automatique. L’orateur de la confe´rence e´tait M. Elliott Macklovitch, coordi-
nateur du Laboratoire de Recherche Applique´e en Linguistique Informatique
(RALI) de l’Universite´ de Montre´al. Le sujet n’entrait pas directement en rapport avec
ce qui allait eˆtre de´veloppe´ dans le cadre de mon stage mais pouvait cependant eˆtre
inte´ressant pour mon futur me´moire et inte´ressait e´galement mon chef de stage, Fabrice
Estie´venart, ce qui nous a pousse´ a` nous rendre a` cette confe´rence ensemble.
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