We compare simple analytical closure models of homogeneous turbulent Boussinesq convection for stellar applications with three-dimensional simulations. We use simple analytical closure models to compute the fluxes of angular momentum and heat as a function of rotation rate measured by the Taylor number. We also investigate cases with varying angles between the angular velocity and gravity vectors, corresponding to locating the computational domain at different latitudes ranging from the pole to the equator of the star. We perform three-dimensional numerical simulations in the same parameter regimes for comparison. The free parameters appearing in the closure models are calibrated by two fitting methods using simulation data. Unique determination of the closure parameters is possible only in the non-rotating case or when the system is placed at the pole. In the other cases the fit procedures yield somewhat differing results. The quality of the closure is tested by substituting the resulting coefficients back into the closure model and comparing with the simulation results. To eliminate the possibilities that the results obtained depend on the aspect ratio of the simulation domain or suffer from too small Rayleigh numbers we performed runs varying these parameters. The simulation data for the Reynolds stress and heat fluxes broadly agree with previous compressible simulations. The closure works fairly well with slow and fast rotation but its quality degrades for intermediate rotation rates. We find that the closure parameters depend not only on rotation rate but also on latitude. The weak dependence on Rayleigh number and the aspect ratio of the domain indicates that our results are generally valid.
Introduction
Turbulent convection is responsible for the transport of angular momentum and heat in stellar convection zones, in particular in that of the Sun. In combination with global rotation, these turbulent flows lead to the generation of largescale differential rotation and meridional circulation (e.g. Rüdiger 1989 ), which on the other hand, play key roles in sustaining the dynamo of the Sun (e.g. Krause & Rädler 1980; Rüdiger & Hollerbach 2004) .
During the last decades, growing computational resources have allowed direct and large-eddy numerical simulations to reach a level of sophistication where many aspects of the solar differential rotation and dynamo can be captured self-consistently (see,e.g. Ghizaru et al. 2010; Käpylä et al. 2012; Miesch et al. 2006; Miesch & Toomre 2009; Warnecke et al. 2013 ). However, these simulations are still computationally very expensive and cannot be employed in performing comprehensive parameter surveys. Furthermore, even the currently highest resolution simulations are still far from real stars in parameter space (e.g. Käpylä 2011 ). An alternate way of dealing with the problem is to parametrize the small scales by turbulent transport coefficients and solve directly only for the large scales. This is often done by approximating higher-order correlations by lower order ones in socalled closure approaches. In general the pitfall lies in the limited validity of the analytical approximations under which the results are derived. Hence finetuning of the model parameters is usually required.
There have been many different closure models proposed and used through the years in astrophysical convection studies (e.g. Canuto et al. 1996; Canuto 1997 Canuto , 2011 Garaud et al. 2010; Xiong 1989) . These models differ from each other by the approximations used (e.g. whether the fluid is considered incompressible, anelastic, or fully compressible), and for which terms and in what way closure approximations are invoked. For instance, the closure studied in this paper (Garaud et al. 2010) , is based on deriving exact time evolution equations for second-order correlations and replacing the third-order ones occurring in those by relaxation terms with a variable relaxation time. Another widely used model was introduced by Canuto et al. (1996) , who started from the evolution equations derived by Yamaguchi (1963) for the spectra of the mean square velocity, mean square temperature perturbation and turbulent heat flux in the Boussinesq approximation. The nonlinear transfer terms corresponding to the triple correlation terms uuu and uθθ (in symbolic notation) were then equated to the spectra of mean square vorticity and mean square temperature gradient, respectively, while the term of the type uuθ was assumed to depend on the two other ones. For the closure "parameters", a k-dependent turbulent viscosity and heat conductivity were introduced. These turbulent diffusivities were considered to be related mutually by a single (constant) free parameter. Finally, the turbulent viscosity was set in relation to the mean square vorticity with a coefficient derived from the requirement that in the inertial range the resulting spectrum is to be of Kolmogorov type. In that way, the (normalized) turbulent heat flux, rms value of the velocity, turbulent pressure etc. can be determined explicitly after having chosen the free paramter.
A promising approach to the problem is to validate or calibrate the turbulent closure models by comparing their results with direct numerical simulations. However, fairly little has been done to accomplish this in the astrophysical context. This is especially true for closures dealing with turbulent convection (see, however, Garaud et al. 2010) .
In this paper we build upon previous studies where simple analytical closure models were compared with simulations of forced or magnetorotationally excited turbulence in fully periodic systems (Käpylä & Brandenburg 2008; Liljeström et al. 2009; Snellman et al. 2009 ). Here we extend this work to turbulent convection in unstratified Rayleigh-Bénard setups, drawing insights especially from the results of Snellman et al. (2012a,b) (hereafter S12a and S12b) where closure parameters were extracted from forced turbulence simulations. Our aim is to compare three-dimensional direct numerical simulations (DNS) with the closure model for convection put forward by Garaud et al. (2010) (hereafter GOMS10) . This closure is an extension of earlier work related to isothermal magnetohydrodynamic turbulence (Ogilvie 2003) . The bulk of GOMS10 is devoted to the derivation and calibration of a closure model for a Boussinesq system. Results of DNS and experiments of bounded and hence inhomogeneous non-rotating Rayleigh-Bénard convection are referred to for the purpose of determining the free parameters of the model. They found that in the statistically stationary state, to a certain extent universal constants can be extracted which moreover coincide partly with those from a corresponding study of the very different situation of shear flows, see Garaud & Ogilvie (2005) .
Similarly, an additional free parameter of the closure for homogeneous non-rotating Rayleigh-Bénard convection was estimated on the basis of DNS results where its universality turned out to be limited by the destabilization of the fluctuations in shallow computational domains. The predictions of the closure model for the same setup, but with rotation included, were set into relation of previous analytical results. However, no direct comparison with corresponding DNS results was performed, in particular, there was no independent calibration of the model parameters.
The emergence of coherent structures covering the whole vertical extent of the domain was quite generally pointed out to be limiting the validity of the essentially local closure. For the case of rotating homogeneous Rayleigh-Bénard convection a further limit was found in the independence of the closure model on the rotation rate when gravitation and rotation are perfectly aligned.
Hence, the goal of the present paper is to scrutinize the potential of the GOMS10 closure model for rotating convection.
Models and methods
We consider a closure model for Boussinesq convection in infinitely extended space following Miller & Garaud (2007) and GOMS10.
The Boussinesq system

Basic equations
In general, the time evolution of the velocity and temperature fields is governed by the Navier-Stokes, continuity, and heat transfer equations
where U is the velocity, ρ is the density, and g is the gravitational acceleration, which is assumed constant. f visc is the viscous force per mass, p is the pressure, T is the temperature, and c V is the specific heat at constant volume, again assumed constant. K is the heat conductivity and D/Dt = ∂/∂t + U · ∇ denotes the advective derivative. The viscous force is given by
with the kinematic viscosity ν, assumed constant. S is the traceless rate of strain tensor, which can be written in component form as
In the Boussinesq approximation, convection is understood as a perturbation to a stationary, purely conductive reference state with constant density ρ 0 which is hence governed by
where the thermal diffusivity χ = K/ρ 0 c V is assumed constant, and a stationary heat source q 0 can be included. In this paper, however, we rely on the simplest case with q 0 = 0 and a consequently uniform temperature gradient ∇T 0 enforced by appropriate boundary conditions. Denoting the deviations of density, pressure and temperature from their reference values caused by convection by ρ ′ , p ′ , and Θ, respectively, that is, ρ = ρ 0 +ρ ′ , p = p 0 +p ′ and T = T 0 +Θ, we obtain from (1) and (6) for the momentum balance
According to the key idea of the Boussinesq approximation, the density deviation ρ ′ from its reference value ρ 0 is assumed to be negligible except in the buoyancy force ρg (see, e.g., Chandrasekhar 1961) . Density and temperature perturbations are interconnected by
where α is the coefficient of thermal volume expansion. Finally, the equations of the Boussinesq approximation read
Here, the reduced pressure Ψ = p ′ /ρ 0 was introduced and the viscous force was simplified for the now incompressible flow. As first pointed out by Spiegel & Veronis (1960) this reasoning has to be modified when being applied to gases rather than (practically incompressible) liquids: While ∇ · U = 0 is retained for the continuity equation and the viscous force, the compression work −p∇ ·U must not simply be omitted in (10). Instead, it gives rise to a twofold correction: For an ideal gas, χ has to be redefined by employing c p instead of c V and the background temperature gradient has to be replaced by the difference ∇T 0 − g/c p with the adiabatic temperature gradient g/c p . Thus we have
with χ being now defined as χ = K/ρ 0 c p . Contributions to the heat budget from viscous heating are omitted in (10), but can easily be taken in to account by restoring the term 2νS 2 /c V . However, in order to guarantee energy conservation, expansion work has then also to be included in the form of a cooling term αΘg · U .
Domain, boundary conditions, control parameters
For the computational domain we consider a rectangular box thought of being cut out at a varying latitude from the convection zone of a rotating star. We choose Cartesian coordinates (x, y, z) such that their directions locally correspond to those of the global spherical coordinates (ϑ, φ, r) having their axis ϑ = 0 aligned with the angular velocity vector Ω. In the local Cartesian coordinates, the latter then reads
where ϑ is the colatitude. Gravity g is always taken to be radial, that is, to coincide with the local z direction. We place the box at seven different positions defined by varying ϑ in equidistant steps of 15 degrees from 0 • (pole) to 90 • (equator). For the dimensions of the box, L x , L y , L z , we set L x = L y while L z may be varied, see Section 3.2.4. For all quantities, periodic boundary conditions in all directions are employed throughout the paper. If now the reference temperature gradient ∇T 0 is assumed constant over the box, that is, in the infinite space, this choice implies that the turbulence is homogeneous (but still anisotropic because vertical gravity introduces a preferred direction). Hence this setup is labelled as homogeneous Rayleigh-Bénard convection. We note that this type of system is not realizable in nature due to the periodic boundaries as discussed in Calzavarini et al. (2006) . However, due to its simplicity this setup is particularly useful in testing closure models. The system (9), (11) is governed by the following three dimensionless parameters: The magnitude of the temperature gradient (and eventually the vigour of the convection) is quantified by the Rayleigh number
where g = g z and d = L z is the vertical extent of the domain. In general, ∆T 0 is the reference temperature difference between its top and bottom. For the homogeneous case considered here, the definition (13) has to be modified properly employing the constant effective (= prescribed minus adiabatic) background temperature gradient G 0 = ∇ z T 0 − g/c p , that is
The ratio of viscosity and thermal diffusivity is given by the Prandtl number
and finally the rotation rate is measured by the Taylor number
Another way to express the strengths of rotation and viscous effects, but in the form of diagnostics rather than of control parameters, is provided by the Coriolis and Reynolds numbers, respectively,
where k f = 2π/d is the wave number corresponding to the vertical extent d and U rms = ( V U 2 dV /V ) 1/2 is the root mean square velocity with the volume of the domain V . The efficiency of the convective heat transfer is measured by the Nusselt number estimating the ratio of the total to the conductive heat flux
where the angle brackets denote volume averaging.
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Closure model
In this section we present the homogenous version of the GOMS10 model. The details of the more general inhomogenous model can be found in Appendix A. First we specify the averaging procedure by which the mean quantities are defined. Given the homogeneity of our model, volume averages are applied to the numerical results throughout this paper. Hence, the mean of a quantity f , indicated by an overbar, is given by
This procedure satisfies all the Reynolds averaging rules. Denoting fluctuating quantities with lowercase letters, we have U = U + u, Θ = Θ + θ etc. When assuming Ω y = 0, and the temperature gradient is defined to be a constant vector parallel to gravity g = ge z , hence ∇T 0 −g/c p = G 0 e z , the equations for the mean velocity and temperature resulting from (9), (11) reaḋ
cf. also (A12), (A13). As a consequence of the chosen average, spatial derivatives vanish and the continuity equation is satisfied automatically. The system (19) does not invoke the Reynolds stress tensor R ij = u i u j , the turbulent heat flux, F i = θu i or the temparature variance Q = θ 2 and is therefore closed. As it is homogeneous, its solutions vanish if the initial conditions do so, but as it possesses unstable solutions, it is necessary to suppress them explicitly in the DNS.
Evolution equations for the Reynolds stress and turbulent heat flux can be derived from the equations for the fluctuating quantities u and θ, see Appendices A and B. In doing so one comes inevitably across higher-order correlations of u and θ. The essential step of the closure procedure as proposed in GOMS10 consists then in replacing these correlations by aggregates of second-order correlations, more specifically, of the quantities R ij and F i themselves. In an analogous way, some second-order correlations which cannot directly be expressed by the components of R = {R ij } and F = {F i } are modelled. In order to obtain a closed system, an additional equation for Q is needed which can be derived using Eq. (11) and which is also subjected to the closure procedure. The details can again be found in Appendix A. Finally, the closed set of equations readṡ
where R = R xx +R yy +R zz is the trace of R, C 1,2,6,7,ν,νχ,χ are the model parameters and L is a characteristic length scale. Note that this system does not invoke U or Θ so their potentially unstable behavior is irrelevant here. In GOMS10 the model parameters were assumed to be universal constants and L was taken to be proportional to the shortest length scale of the simulation box, L = min(L x , L y , L z ). Apart from the isotropic tensor δ ij , the closure terms in (20) contain only the tensor R and thus do not explicitly reflect anisotropies which could be induced by F , or by preferred directions present already in the setup like Ω and g. The same holds mutatis mutandis for the closure terms in (21). A complete formulation would need to be built up from quite a number of tensorial building blocks, each accompanied with a coefficient. Possible terms up to second order in the unit vectorsΩ = Ω/Ω,ĝ = g/g, obeying the constraint that no other pseudoscalar than cos ϑ =ĝ ·Ω is available, further without cross-influences of mean quantities, i.e., without using F in the closure for R and vice versa, are the following forṘ ij :
and forḞ i :
At the pole (where Ω g) a stationary solution of (20)-(22) is given in (B6)-(B9) where only the four quantites R xx = R yy , R zz , F z and Q are different from zero. This solution agrees qualitatively with corresponding DNS results (see Sec. 3.1). Note that a closure, extended by the terms listed in (23), (24), would still allow for such a solution. Several of the terms listed in (23), (24) vanish at the pole and for all the remaining ones there are structurally identical terms within the original closure. Consequently, the coefficients of these additional terms, can all be absorbed in the {C i }. Already in GOMS10, the original closure (20)-(22) was found to miss the reduction of the convective heat flux in the presence of rotation at the pole. This is an inevitable consequence of the assumption of universal closure parameters, as at this location rotation is not showing up explicitly in the closure equations. Hence some modification of the model is clearly necessary. In Miller & Garaud (2007) a corresponding attempt was undertaken by assuming the length scale L of the model to be dependent on the wavelength of the most unstable convective eigenmode λ, which in turn depends on rotation rate, thus making L also a function of rotation rate, or L = L(Ta). Since all model coefficients C * appear in ratios C * /L, a Ta dependence in L can always be transferred to the C * . In Miller & Garaud (2007) only one of the possibilities for L(Ta) was considered, namely a mean of λ and the distance d to the closest boundary, L = 1/d 2 + 2/λ 2 .
In this paper we adopt the view that all closure parameters must in general depend on all control parameters of the setup, namely Ta, ϑ, Ra and Pr. This is a natural lesson from mean field theory where coefficients, parameterizing the turbulence, say, in the Reynolds stress, are obtained from (approximate) solutions for the fluctuating parts of the system quantities, that is in our context, u and θ. Their governing equations contain the control parameters as coefficients, hence the fluctuating parts are in general dependent on them and thus also the mean-field coefficients, see (Krause & Rädler 1980; Moffatt 1978; Rüdiger 1989) . As there is hardly a fundamental difference between mean-field coefficients and closure parameters, the latter can neither be universal constants.
As a first step we retain the original structure of the closure (20)-(22), but allow its coefficients C * to vary with the control parameters, calling this model "minimally extended GOMS10 closure". We will in particular attempt to systematically identify the Taylor number and latitude dependence of the C * and, to a lesser extent, also their dependence on Ra. As a way of extending the original GOMS10 closure to the rotating case, this seems to be most straightforward and rather easy to study, and also less restrictive than the approach of Miller & Garaud (2007) .
The onset of convection and its saturated stage as functions of rotation rate were studied by these authors, but they did not directly relate mean quantities like R from DNS to the corresponding ones from the closure model. Our approach is here, in contrast, to derive the supposed control parameter dependences of the closure parameters referring directly to DNS results.
DNS setups
For the DNS a local Cartesian volume of size L x × L y × L z is used with L x = L y and aspect ratio Γ = L z /L x = 1, 4 with fully periodic boundary conditions and a uniform background temperature gradient as described in Sec. 2.1. Grid sizes ranging from 64 3 and 512 3 are used, with the latter corresponding to runs with the highest Rayleigh numbers.
The numerical simulations were performed with the PEN-CIL CODE 1 , which uses sixth-order accurate finite differences in space, and a third-order accurate time-stepping scheme, see Brandenburg (2003) ; Brandenburg & Dobler (2002) . Originally designed for (weakly) compressible hydrodynamics, it has recently been supplemented by a module implementing the Boussinesq approximation, following a method presented in Bell & Marcus (1992) . In all cases the time integration was advanced until a statistically stationary state was reached. Typically this means at least a few hundred convective turnover times. In addition to the volume averages, time averages over this state are taken because the spatial averages still show strong fluctuations. Errors are estimated by dividing the time series into three equally long parts and computing mean values for each part individually. The largest departure from the mean value computed for the whole time series is taken to represent the error. A representative example is shown in Figure 2 .
Results
DNS Runs
The DNS runs are summarised in Table 1 , for more details see Table B1 in the Online Material. In each of the sets A-G the latitude was kept fixed, but the rotation rate was varied. Z denotes the non-rotating run. The ranges for the Reynolds, Rayleigh, and Coriolis numbers as well as the rms velocity U rms probed by DNS are also listed.
In the DNS runs we had to deal with a numerical stability problem in the transition from the kinematic, exponentially growing, stage to the stationary stage if the Taylor number was too small. To circumvent this we started the runs with high (≈ 10 7 ) values of Ta which allowed a statistically stationary state to be established. Then we gradually lowered Ta until the desired parameter range had been reached. Eventually we were able to successfully perform non-rotating runs using this method. A snapshot of the vertical velocity in this Run Z is pictured in Fig. 1 . In the time series of the statistically stationary state, we observe large fluctuations and intermittent exponential growth, most likely as a manifestation of the so-called "elevator modes", described in Calzavarini et al. (2006) and being exponentially growing solutions of the nonlinear Boussinesq system (9), (11). For a box aspect ratio of unity they are known to be only weakly damped. In our setup, these modes exist uninfluenced by rotation at any latitude in the form When admitting a horizontal velocity component, another type of exponentially growing solutions of the nonlinear equations is possible at the equator, having the form [0, U y (x), U z (x)] ∼ exp(λt + ik x x). The critical Rayleigh number is then given by (dk x ) 4 + Ta. In any case the elevator modes should be affected by rotation, insofar as the secondary instabilities www.an-journal.org which are responsible for their ultimate saturation will also certainly be modified by the Coriolis force.
The qualitative behaviour of the elevator modes can be demonstrated by the rightmost panel of Fig. 1 which shows a rapidly rotating (Ta = 10 10 ) Run at ϑ = 75 • . The depicted large-scale flow pattern appears and disappears regularly in our numerical simulations, coinciding with the large fluctuations mentioned above. Curiously enough, this pattern manifests itself ever more clearly when rotation rate is increased: At the lowest rotation rates, it is only seen blurred by the usual small fluctuations of the system, while in the intermediate rotation rates its periodical appearance and reconfiguration blots the timeseries with periods of exponential growth and decay. At very high rotation rates the stripe feature becomes permament, accompanied by very high values for velocity components and every other quantity measured from the Run. This is why some runs in the rapid rotation regime needed to be omitted, i.e. the flow pattern was completely dominated by the elevator modes and no turbulence was present, see Table B1 for the details.
The DNS were further complicated by convergence issues. Increasing only the spatial resolution had only a minor effect in the results even at largest values of Ta. However, reducing time step δt affected the results more dramatically requiring many of the simulations to run for far longer than initially expected. This problem became more pronounced in the rapid rotation regime. We obtained converged results by halving the time step until the results from the two shortest δt agreed within ten per cent.
The DNS results are qualitatively compatible with the specific solution (B6)-(B9) at the pole for all rotation rates considered insofar to good accuracy R xy,xz,yz , F x,y = 0, see Table B1 in the Online Material.
Calibration of the closure model
In this section we assume at first that the diffusive coefficients C ν,νχ,χ vanish. However, they can be thought to be subsumed by the coefficients C 1,6,7 , see Eq. (32), and we will make an effort to disentangle them in Sec. 3.2.5 in the context of Rayleigh number dependence. Stationary solutions of the closure model Eqs. (B1) result for given {C i } from the corresponding nonlinear algebraic system of equations. This opens up systematic ways of calibrating the parameters and of studying thereby the performance of the "minimally extended GOMS10" model. Two such methods are described here.
Least squares fit
One can ask, whether any set of closure parameters C 1,2,6,7 could be found so that the stationary results from the closure model reproduce exactly the results from a statistically stationary stage of a corresponding DNS run. A straightforward way to check this is to insert the parameters (αg, Ω 0 , G 0 ) used in the DNS together with their (temporally averaged) results for R, F and Q into the time-independent version of the system (B1). Treating the {C i } as unknown variables, a generally overdetermined system of linear equations for them (ten equations vs. four variables) of the form Fig. 3 . Dotted lines/squares: slow rotation (Runs A2-G2 with Ta = 1.6 · 10 5 ), solid lines/diamonds: faster rotation (Runs A4-G4 with Ta = 10 6 ). The error bars associated with the DNS runs are not plotted since their size is, at most of the same order of magnitude as that of the symbols.
only four linearly independent equations in the system (25), making it unambiguously solvable. The solution is given explicitly in Appendix B. At all other latitudes this system can be solved only approximately using the standard linear least squares method, that is, solving the regular system N T N c = N T L, where the superscript "T" denotes transposition. The results for c are shown in Fig. 3 as functions of the Taylor number and colatitude. As a test of the consistency of the Eq. (25) we calculated the residual norm
where the subscript "ls" refers to the least-squares solution and ||·|| denotes the Euclidian norm, see Fig. 3 . The quality of the obtained solution can also be measured by calculating the difference in the stationary solutions for X = (R xx , . . . , R zz , F x , F y , F z , Q) from the closure model (B1) with c = c ls and from the corresponding temporally averaged results of the DNS run, that is, by calculating the resid-
This quantity is also shown in Fig. 3 together with the left hand sides of the realizability condition
given in GOMS10 and the stability condition
for the pole as derived in the Appendix B. The solutions X closure and X DNS are directly compared in Fig. 4 . From Fig. 3 one can see that the derived model coefficients change with colatitude and Taylor number, with following patterns: at the pole they fall with growing Ta, but not so for any other colatitude. Instead, they first grow with Ta and plateau or fall for Ta > 10 6 . Both the growth and the fall become steeper with growing colatitude, and all the curves converge as Ta approaches zero. Although the least squares method has no built-in way of adhering to the conditions (28) and (29), we see that these are fulfilled nevertheless.
Using the (exact) results for the non-rotating run Z we computed the different ratios of the coefficients {C i } and compared them to the corresponding ratios from GOMS10, S12a, and S12b in Table 2 . Also listed in the Table are the ratios resulting from the non-rotating higher Rayleigh number runs that will be discussed in Sec. 3.2.5. These ratios are important because any difference in the non-rotating case in the results for {C i } could be due to a badly chosen lengthscale L, which is canceled by the ratios. In any case, we see that our values are at odds with those of GOMS10. As for the residuals, they unsurprisingly vanish (as long as Ta ≈ 2 · 10 6 ) at the pole, otherwise rise with Taylor number while the colatitude has only a small effect on the residual (26), but a stronger one on (27). The reason why the residuals do not vanish as expected at the pole for high Taylor numbers turns out to be the small deviations of the DNS data from what is theoretically expected from the system. For example, the off-diagonal Reynolds stresses R xy,xz,yz and the temperature fluxes F x,y are not exactly zero as expected. This is due to the fact that very long time integrations are needed for the time-averaged quantities to converge for highly fluctuating quantities. The effect of this discrepancy, however, is minor when compared to the effect of having R xx and R yy diverge. On grounds of symmetry, R xx and R yy should be equal at the pole, but as can be seen in Table B1 , the DNS results for them are somewhat different in the pole at high rotation rates. This is due to the same reason as for the off-diagonal stresses and horizontal heat fluxes. The least squares method can only produce perfect match with the DNS if the amount of linearly independent closure equations equals the number of model parameters, and both of the aforementioned deviations disturb this equivalence, something to which the least squares method seems to be sensitive. At the equator the residual Res X settles at unity for Ta 5 · 10 7 . This is because the analytical results from the closure become very small for all the modeled quantities indicating that the obtained {C i } do not allow for any other than the trivial solution of (B1).
The DNS results X DNS for a slow and a rapid rotation case are compared with the corresponding closure results obtained with the derived model coefficients in Fig. 4 . At slow rotation the DNS and the closure results are visibly closer to each other than at rapid rotation. Further, the fit for small quantities like R xy,xz,yz or F x,y is significantly worse than for the large ones, like R zz , F z or Q.
Optimization approach
The least squares approach clearly shows that the stationary closure equations become increasingly inconsistent with the DNS away from the pole as the rotation rate is increased. However, as a method of calculating the {C i }, it is inflexible: the matrix N and vector L are determined by the DNS- results inserted into them, and the method effectively minimizes Res L rather than Res X . In order to determine the model coefficients while improving the agreement between the closure and the DNS results, we formulate the following optimization problem: minimize the objective function
obeying the constraints C 1,2,6,7 > 0 and (28). The problem was tackled by the Generalized Reduced Gradient Method (Lasdon et al. 1978) as implemented by the IDL routine CON-STRAINED MIN with the nonlinear system from Eqs. (B1) being solved by Newton iteration (IDL routine NEWTON).
The optimum results are shown in Fig. 5 where the upper four panels refer to the {C i } while the lower left panel gives the normalized objective function
and the lower right one shows the value of the quantity 2C 6 − C 7 − C 1 − C 2 from the constraint (28). Along with the dependence on Ta, there is again in general a separate one on ϑ. At the pole (ϑ = 0) the objective function assumes exceptionally low values (not shown). This is a consequence of the already mentioned degeneration which allows to determine the {C i } uniquely from the X DNS . Hence the objective function actually vanishes and the observed values are completely due to the iterative nature of the solution and roundoff errors. Apart from the pole, the quality of the optimum is in general decreasing with growing Ta, yet having only a weak dependence on colatitude. It can be considered good up to Ta = a few times 10 6 or ϑ ≤ 15 • and again for Ta 10 9 . For 10 6 ≤ Ta ≤ 1.6 · 10 7 and Ta dependent ϑ intervals between 45 • and 75 • , the constraint (28) becomes "active" in the sense that the optimum lies then on the margin of the admissible domain, that is, 2C 6 − C 1 − C 2 − C 7 = 0 (red curve sections in Fig. 5 ). For Ta ≈ 10 8 . . . 10 9 , C 1 and C 7 show in general a www.an-journal.org monotonously falling dependence on Ta which is weak as long as Ta 10 6 . The dependences resemble Lorentzians at least for Ta 10 7 and ϑ ≥ 45 • . In these ranges we find also a weak dependence on ϑ. Beyond Ta ≈ 10 8 . . . 10 9 the two coefficients start to grow again at lower latitudes. In contrast, C 2 and C 6 are falling monotonously with Ta only at the pole. At larger ϑ the Ta dependences show maxima in the interval 10 6 < Ta < 10 7 (with some exceptions with saturating behavior). In all, the behavior of the latter two coefficients seems less systematic than that of C 1 and C 7 .
By comparing the normalized objective function (NOF) in Fig. 5 ) and the (square of the) residual Res X in Fig. 3 one sees that although they depict the same deviation, NOF does not become as great as Res X for larger Taylor numbers. This means that the optimization procedure succeeds in finding closure parameters with better matching results for X, as intended.
Given that, apart from the constraint (28), also the stability properties of the closure model should not differ from that of the DNS, we enhanced the optimization problem by the constraint that for the optimum fit the stationary solution corresponding to it should be stable. For that, we linearized the system (B1) about the state X closure , obtaining a system of the form ∂ t (δX) = A · δX for the perturbations δX, and required that the maximum of the real parts of the eigenvalues of A is negative. To avoid influences of numerical noise we set their upper bound to a small negative value instead of zero. The matrix eigenvalue problem was solved by means of the IDL routines LA ELMHES and LA HQR. It turned out that the additional constraint is never active, that is, that stability is already granted if (28) is obeyed.
In Fig. 6 the DNS and closure model results as functions of the colatitude are given for the same two Taylor numbers as in Fig. 4 . Obviously, the dominant variables R zz and Q are very well fitted whereas F z is less accurate for the higher rotation rate. For slow rotation, also the other quantities except R xy , R xz and F x show good fits. At the higher rotation rate, the quantities of intermediate magnitude, R xx,yy,xz,yz , F x,y show different fit qualities. In all, we have to conclude that the incompleteness of the closure ansatz is most clearly visible in the quantities R xz,yz , F x,z while there is apparently nothing important missing in the ansatzes for R zz and Q. Thus, a guideline is found how to improve the ansatzes with the added terms having maximum effect.
Both versions of the optimization approach produce up to roundoff errors identical results as long as neither of the two constraints is active. The dependence of the objective function on latitude is in general weak, and beyond Ta ≈ 10 7 its dependence on Ta is weak too. Again, the ratios C 1 /C 2 and C 6 /C 7 for the non-rotating case are at odds with GOMS10, see Table 3 . When comparing the results of the least-squares and the optimization approaches we find major quantitative differences in C 1,2,7 , in addition differing monotony in C 1,7 while the residuals are clearly smaller for the latter approach, namely ≈ 30% vs. up to 100 % for the former.
Dependence on Ta
For both approaches, the obtained {C i } show a clear dependence on Ta. As long as the fit quality is satisfactory, that is for Ta up to a few times 10 6 for which the effect of the neglect of closure terms constructed from Ω should be small (see Sec. 2.1.3), and again for Ta 10 9 these dependencies might be taken as physical, but we are faced with the ambiguity between the two fitting approaches. At the pole, however, the fit quality is perfect and no ambiguity occurs. As discussed above, the used closure ansatzes are here complete at least up to the level represented by (23), (24). Hence, the Ta dependences of the {C i } are here the more trustworthy. On the one hand, the DNS results are consistent with the specific solution (B6)-(B9) for the pole, which was derived from the closure model, but on the other hand they clearly depend on Ω while there is no explicit occurrence of Ω in the specific solution. We interpret this as a confirmation of our statement in Sec. 2.1.3 that the closure should be extended by making the coefficients Ω (or Ta) dependent. Apart from the pole, the quality of the fit from the optimization approach is gradually worsening with increasing rotation rate up to Ta ≈ 10 8 , but improves again beyond that letting the NOF adopt values < 10 −3 for Ta ≈ 10 10 . We take this as an indication of a most pronounced importance of closure terms constructed from Ω being structurally different from the original ones for medium rotation rates 10 6 Ta 10 9 . In this range the Ω (and ϑ) dependence induced by those terms cannot be adequately "mimicked" by corresponding dependences of the {C i }. In contrast, for slow and rapid rotation the original ansatz performs satisfactorily well.
Dependence on box aspect ratio
The elevator modes are only weakly damped for a box of aspect ratio unity in the non-rotating case (or at the pole). Hence, in order to assess their influence (and that of possibly existing similar weakly damped modes at other latitudes) we performed a series of runs for the chosen set of latitudes with Γ = L z /L x = L z /L y = 4, Ra = 3 · 10 5 and a moderate rotation rate of Ta ≈ 4 · 10 9 or 1.6 · 10 7 defined with d in (16) taken as the z or x = y extent of the computational box, respectively. The runs are listed in Table  B4 .
The results for the {C i }, obtained by the optimizationbased fit, are shown in Fig. 7 in combination with results for Γ = 1 where comparability was ensured by equating the Taylor numbers defined with the horizontal rather than the vertical extent of the box. Apart from the pole and with an exception for C 2 at ϑ = 75 • , there is obviously only a weak influence of the aspect ratio which supposedly does not exceed the general uncertainties in the determination of the {C i }. We interpret the systematically stronger deviations at the pole as an indication of changes in the overall statistical properties of the turbulence due to the Γ dependent damping of the elevator modes. Such changes are visible in the time series of the quantities X: For Γ = 1 both the temporal averages and the magnitudes of the temporal fluctuations are clearly higher than for Γ = 4. The frequency of sharp high-amplitude peaks is higher in the former case and the time series has a somewhat clearer quasiperiodic character. The large deviation in C 6 at the equator cannot be explained by the occurrence of elevator modes given that the Rayleigh number is clearly subcritical for them.
As a spot check we also performed one run with Γ = 0.75 (one of the cases considered in GOMS10) and ϑ = 45 • , Ta ≈ 5 · 10 6 . Again a stationary state was reached albeit with an even stronger quasi-periodicity in its time series compared to Γ = 1. The coefficients are very close to those obtained with Γ = 1 and hence also to those for Γ = 4, see the symbols in Fig. 7 . We conclude that at not too small rotation rates and colatitudes the influence of the box aspect ratio on the coefficient values is not important.
Dependence on Ra
Due to computational constraints that arise as a consequence of the required higher resolution, we have not studied Rayleigh numbers higher than Ra = 3 · 10 5 in detail. This is relevant because the comparison study, GOMS10, employed values up to two orders of magnitude higher. In order to see how our results are influenced by the Rayleigh number we performed two sets of runs with higher Ra and Ta = 0 (up to Ra = 2 · 10 8 ) as well as Ta = 10 6 , ϑ = 0 • (up to Ra = 2.5 · 10 7 ). Since both of these cases are solvable exactly, we use the least squares method to calculate the model www.an-journal.org Fig. 6 : Same as Fig. 4 but with {C i } from the optimization approach and for Ta = 3.6 · 10 5 , 2.56 · 10 6 . Fig. 7 : Closure coefficients {C i } for box aspect ratios Γ = 4 (solid) and Γ = 1 (dashed) both with Ra = 3 · 10 5 , Ta = 1.6 · 10 7 (defined with the horizontal box extent) as functions of colatitude ϑ. Symbols: values for Γ = 0.75 for the same Ta.
coefficients. The Rayleigh numbers were changed by adjusting the diffusivity parameters χ and ν, while keeping the Prandtl and Taylor numbers constant. The results are summarised in Table 1 and shown in Fig. 8 . Table B2 in the Online Material gives more details. The resulting ratios of the coefficients {C i } for the non-rotating case are also listed in Table 2 .
From Fig. 8 we see that the values of the coefficients C 2 and C 6 rise somewhat with increasing Rayleigh number and then fall below their initial values, while the other coefficients fall monotonously. The ratios of the coefficients shown in Table 2 exhibit different behaviors with increasing Ra, from monotonously falling (C 1 /C 6 and C 1 /C 7 ) to first falling and then rising (C 1 /C 2 ) and first rising and then falling (all others).
The parameters obtained from the rotating runs are rather similar to those from the non-rotating runs. C 1,7 as functions of Ra tend to follow similar patterns as obtained for the non-rotating runs, but C 2,6 are monotonously decreasing. The results for the highest Ra = 2.5 · 10 7 are very close to each other for the non-rotating and rotating cases. This is because the rotational influence on the flow, mea- sured by Co, is for constant Ta decreasing with increasing Ra. The behavior of the {C i } from the rotating cases suggests convergence to some constant values at high Ra, but even higher Ra runs would be needed to verify this. In the non-rotating case a tendency towards convergence for higher values of Ra is apparently not yet reached. In any case, the coefficients are not drastically changed by the Rayleigh number.
Nevertheless it seems worth a try to remove the Ra dependence of the C 1,6,7 completely by reinstating the diffusive terms parametrized by the C ν,νχ,χ in the closure. In doing so, we rename the Ra dependent {C i } obtained as described before under the assumption of vanishing diffusion by labelling them with a prime and set according to Eqs. (20) -(22)
We note that it is not possible to write a similar expression for C 2 . Hence, it must here remain Ra dependent. Given N runs with different values of Ra, the two closure coefficients occurring in each of the equalities (32), but now being assumed to be independent of Ra, can be determined by a standard least-squares approach. In the nonrotating case we obtain in this way C 1 = 0.9, C 6 = 2.7, C 7 = 1.7, C ν = 164.7, C χ = 101.6, C νχ = 151.1 .
For giving an impression of the quality of the fit, these values have been employed in (32) to re-calculate the C ′ 1,6,7
and Fig. 8 (left) shows the results in comparison with the original Ra-dependent values. In the Ra interval studied, the assumption of Ra-independence seems well justified for C 1 and to a bit lesser degree also for C 7 , but not for C 6 . Figure 8 (right) presents corresponding data for the rotating case Ta = 10 6 , ϑ = 0. Here, the fit is much better, but we had only three data points to consider.
Dependence of the Nusselt on the Rayleigh number
The results for various Rayleigh numbers allow us to study the dependence of the Nusselt number on Ra as it results from both the closure model and DNS. A similar exercise was done in GOMS10 for the inhomogeneous case. From the closed-form solution (B7) of the closure model one can derive the asymptotic behavior of Nu(Ra) for Ra → ∞ in the cases Ω = 0 or ϑ = 0. Replacing the constants C 1,6,7 in (B7) according to (32) and assuming the Prandtl number to be finite and independent of Ra, it can be seen that the only consistent assumption for R in this limit is R = const. Then we have from (18) and (B8) the relation Nu(Ra) ∼ Ra 1/2 for Ra → ∞ as expected. The same scaling was obtained in Calzavarini et al. (2005) .
In order to compare the closure model results with the numerical ones we need to require C ν,νχ,χ = 0. Otherwise, the diffusivities ν and χ would have no effect rendering the results same for all Ra. To calculate the Nusselt number from the closure we use the constant (Ra-independent) values for C 1,6,7,ν,νχ,χ derived in Section 3.2.5, Eq. (33) and take the average of the least squares results for C 2 illustrated in Fig. 8 .
The resulting Nu(Ra) dependence is shown in Fig. 9 together with the relation obtained with the original GOMS10 closure coefficients. To demonstrate the effect of the diffusive terms on the closure results, we have also plotted the results for the arbitrarily chosen values C ν,χ,νχ = 1000. One can readily see that they contribute only in the low Rayleigh number regime, especially altering the critical Ra. In the asymptotic regime, the values obtained from DNS, plotted with symbols, are in fair agreement with our closure results, and with those of GOMS10. (Note that there L = L x / √ π was used in contrast to our choice L = L x . This effectively means a rescaling of the closure parameters.) Also plotted are the asymptotic Nu ∝ Ra 1/2 (dashtriple-dotted line) and an power law fit Nu ≈ 0.17Ra 0.55 , obtained with linear regression.
Reynolds stress and heat fluxes in comparison to compressible simulations
The off-diagonal Reynolds stresses and the turbulent heat flux are important in generating the differential rotation of stellar convective envelopes (e.g. Rüdiger 1989 ). These quantities have been computed from numerous simulations of compressible convection in Cartesian (e.g. Chan 2001; Käpylä et al. 2004; Pulkkinen et al. 1993; Rüdiger et al. 2005b ) and spherical geometries (e.g. Käpylä et al. 2011; Rieutord et al. 1994) . It is important to compare the results of our homogeneous Boussinesq runs to those in the literature in order to draw conclusions on the robustness of certain features such as the latitude and rotation rate dependence.
We find that R xy , corresponding to latitudinal flux of angular momentum is always positive, i.e. directed towards the equator in accordance with previous DNS and analytical Fig. 9 : Dependence of the Nusselt number on Rayleigh number, Ta = 0, Pr = 1. Symbols: DNS results. Results of the closure model with different model coefficients -solid line: original GOMS10 values C 1,2,6,7 = 0.4, 0.6, 1.4, 1.4, rescaled with π 1/2 , C ν,χ,νχ = 12, 6, 2, rescaled with π; dotted: C 1,2,6,7 = 0.9, 1.4, 2.7, 1.7, C ν,χ,νχ = 164.7, 101.6, 151.1 from (33), with C 2 taken to be the average of the values in Fig. 8 ; dashed: same as dotted, but C ν,χ,νχ = 1000 chosen arbitrarily. Dash-dotted line: power law fit Nu = 0.17Ra 0.55 to the DNS data; dashtriple-dotted: Nu ∼ Ra 1/2 asymptotics. theory (Kichatinov & Rüdiger 1993; Kitchatinov & Rüdiger 2005) . There is a tendency for the maximum of R xy to move toward the equator as the rotation rate is increased in accordance with compressible simulations of Chan (2001) and Käpylä et al. (2004) . Furthermore, the vertical flux corresponding to R yz is always negative. No sign reversal, observed at high Co in compressible runs of Käpylä et al. (2004) , is seen even for the highest Taylor numbers. The third offdiagonal component R xz is mostly negative, although positive values occur at mid-latitudes for rapid rotation. Earlier results suggest that positive values occur at high latitudes only (e.g. Pulkkinen et al. 1993) .
Apart from the equator the latitudinal heat flux F x is always directed towards the pole; the azimuthal heat flux F y is always negative, i.e. in the retrograde direction. These features are broadly in accordance with Cartesian (e.g. Rüdiger et al. 2005a ) and spherical simulations (e.g. Käpylä et al. 2011) . One puzzling feature of our simulations is the monotonously increasing F z at the pole as a function of Taylor number, see Table B1 . At colatitude 15 • , F z is monotonously decreasing throughout, but at all other colatitudes F z has a minimum at Ta = 1.44 · 10 6 . . . 1.3 · 10 7 . We also note that R xz , F x , and F y obtain values of the order of R xx and F z , for Taylor numbers 10 8 . . . 10 10 and 10 10 , respectively, at all latitudes except the pole and the equator. In some of these cases the flow structures are rather laminar which may reflect the fact that convection is only mildly supercritical. The large values of R zz , F z and Q at the pole for the highest Ta might be explainable by a strong dominance of the elevator modes if the secondary instabilities which are limiting their growth are suppressed by rapid rotation.
Conclusions
The closure presented in GOMS10 has been known not to reproduce essential flow features under rotation, at least when the rotation and gravity vectors are aligned. In this study we made an attempt to extend the applicability of the model in the presence of rotation by allowing the model parameters to depend on the rotation rate (or Taylor number). A similar modification to the GOMS10 model can be found in Miller & Garaud (2007) , where the length scale L was assumed to vary as a function of the rotation rate. Our approach is more general because it allows the model parameters to obey individual dependences on Ta.
The main conclusion to be drawn from our investigations with the homogeneous Boussinesq closure model is that the extension described above works perfectly at the pole, while elsewhere the validity of the closure degrades at first as rotation rate and colatitude are increased, as indicated by the growing residuals of the parameter fits (see Figs. 3 and 5 ). For even higher rotation rates, however, the closure validity recovers again. This suggests that even this modified GOMS10 closure is essentially incomplete for intermediate rotation rates. In particular, given the clear anisotropy induced by the direction of rotation, the purely isotropizing character of the closure ansatz should be revised.
However, even in the non-rotating case we were not able to reproduce the ratios of the coefficients {C i } provided in GOMS10, see Table 2 . Increasing the Rayleigh number in the DNS runs did not solve this issue. This might be attributed to the fact that the coefficients in that study were not independently determined from DNS, but instead adopted without change from the inhomogeneous model while only adjusting the length scale L.
We observed that positivity of the parameters and their adherence to the realizability condition alone always guarantees stability of the stationary solutions of the closure model in accordance with the stability of the underlying statistically stationary DNS solution.
In this study we have only briefly explored the influence of the Rayleigh number on the optimum model coefficients. One motivation of this was to see, whether the parameters settle to some constant values with increasing Ra. Apart from some weak signs of convergence in rotating runs, we found no clear asymptotic tendencies, although the acquired parameters do not change dramatically. More systematic efforts are needed to clarify this issue. Future research should also extend the present work to other settings including bounded domains which require a one-dimensional version of the closure as already employed in GOMS10. Moreover, from our inspections conclusions can be drawn which amendments to the model would have the greatest benefit.
We also set out to investigate the effect of changing the aspect ratio of the computational domain. As a result, a weak dependence was found in any other latitudinal location than the pole. This can be explained by the fact that the elevator modes, that are excited in the non-rotating case, are no longer seen away from the pole when rotation is applied. Even at the pole and with aspect ratio unity, these modes are subject to parasitic instabilities that eventually suppress them, having yet a noticeable influence on the turbulence.
The approaches used by (e.g. Canuto et al. 1996; Canuto 1997 Canuto , 2011 Xiong 1989 ) are sufficiently far from the GOMS10 closure so that a comparison can hardly be performed with respect to their theoretical bases, but rather a comparison of the results of the models with each other and with DNS. However, such comparisons are not within the scope of this study.
Acknowledgements. The computations were performed on the facilities hosted by the CSC -IT Center for Science in Espoo, Finland, who are financed by the Finnish ministry of education, and on the FGI and Helsinki University cluster 'Alcyone'. The authors acknowledge financial support from the Academy of Finland grant Nos. 136189, 140970 (PJK), 218159 and 141017 (MJK), and the University of Helsinki research project 'Active Suns'. The authors acknowledge the hospitality of NORDITA. JES acknowledges the financial support from the Finnish Cultural Foundation. We thank Elizabeth Cole for help in improving the language.
A Closure model equations for the inhomogeneous Boussinesq system
Here we describe the closure model for the general inhomogeneous case of Boussinesq convection, first without restricting to a specific mean. Evolution equations for the Reynolds stress and turbulent heat flux can be derived from the equations for the fluctuating quantities u and θ. They read
with ⊗ denoting the dyadic product and G 0 = ∇T 0 −g/c p . For the Reynolds stress R ij , the turbulent heat flux F i and the temperature variance Q we obtaiṅ
Here, the right hand sides contain third order correlations of fluctuating quantities (including the correlations with the pressure ψ) and terms originating from the Laplacians which cannot be expressed by the considered second order correlations. In the closure model of GOMS10 all these are replaced in the following way:
with
Thus, the closure consists of relaxation terms, such as those ∼ R ij , isotropization terms ∼ (R ij − 1 3 Rδ ij ) and terms like νC ν L −2 R ij corresponding with diffusion. For the length scale L, the distance to the closest boundary is adopted, making the closure coefficients explicitly position depenwww.an-journal.org dent. Applying the above ansatzes we arrive at the equationṡ
Assuming now periodicity in the x and y directions we define the mean suitably as the average over x and y, f (z) = Lx Ly f (x, y, z) dxdy/L x L y . Horizontal derivatives vanish and the continuity equation reduces to ∂ z U z = 0, hence U z = const. For a plane layer with impenetrable boundaries this yields U z = 0. With gravity in z direction, the equations for the remaining components of the mean velocity readU
Note that we do not need to solve for the mean reduced pressure Ψ as it does only affect U z . The equation for Θ reduces toΘ
For Eqs. (A9)-(A11) we have now (with U z = 0, g = g z )
with G 0 = G 0z . Note that the stationary version of the autonomous system (A12)-(A23) does have non-trivial solutions as demonstrated in GOMS10. Due to the nonlinearity of the system they exist not only for specific combinations of its parameters like in linear eigenvalue problems, but (at least within wide margins) for any specification of them.
For Ω x = 0, that is, at the pole, there is a special stationary solution of the system (A12)-(A23) characterized by U x,y = R xy,xz,yz = F x,y = 0, R xx = R yy which is not explicitly dependent on Ω z and hence identical with the corresponding solution of the non-rotating case.
B Closure model equations for the homogeneous Boussinesq system
In this case we redefine the average as a volume rather than a horizontal one, making the mean quantities indepedent of z, and obtaiṅ
which is for Ω = 0 equivalent to Eqs. (53) of GOMS10. The resulting equation for R readṡ
and is not explicitly influenced by rotation.
In the non-rotating case the equations forṘ xx ,Ṙ yy , R zz ,Ḟ z andQ form a closed system which can be solved in separation from the remaining equations. Once the solution of the former is known the latter can be solved where one finds again two separate systems: {Ṙ xz ,Ḟ x } and {Ṙ yz ,Ḟ y }. They have the same shape, and when assuming that there is a stationary solution for R from the first system, we arrive at the eigenvalue problem for the growth rate of an ansatz R xz , F x , R yz , F y ∼ exp(λt)
and given that αgG 0 > 0 for convection, unstable solutions cannot completely be ruled out for sufficiently large values of this product, but had most likely to be considered unphysical. Nontrivial closed form stationary solutions can be derived for the special settings Ω = 0 or ϑ = 0 (pole): In both cases we have as in the inhomogeneous case
which coincides with the solution given in GOMS10. In turn it is under these conditions possible to determine the {C i } uniquely when R xx = R yy , R zz , F z and Q are given from a DNS:
Inserting (B7) in (B5) we obtain
the sign of which depends solely on the parameters {C i } and not on αgG 0 . Requiring (B11) to be negative provides an additional constraint. A corresponding generalized condition, ensuring overall stability, is referred to in Sec. 3.2.2. Another special situation is found at the equator (ϑ = 90 • , hence Ω z = 0) where the system (B1) decomposes into a closed one for the quantities R xx , R yy , R yz , R zz , F y , F z and Q and another one for R xy , R xz and F x which can be solved once R from the first system is known. The latter reads in the stationary case
where F x can be eliminated by the last line. The remaining two equations form a homogeneous linear system for R xy and R xz having the determinant
Nontrivial solutions would be possible if R were to assume a special value depending on the parameters. However, this has the unphysical consequence of R xy , R xz and F x becoming dependent on an arbitrary quantity. So we have to conclude, that they either vanish or are time-dependent. In the latter case we have to require stability, so these quantities were bound to decay to zero or to perform stationary oscillations with an arbitrary amplitude. As the only physically meaningful option we assume that they vanish. The remaining system reads
From the first line it follows R = C 12 (R yy + R zz ), C 12 = 3(C 1 + C 2 )/(3C 1 + 2C 2 ), from the last Q = −2G 0 F z /Λ Q leaving a system with five variables only. It can be broken down to a nonlinear equation for R which is (apart from R = 0) solved by the solutions of
completed by
It cannot be guaranteed that (B12) has positive solutions for R for any arbitrary set of parameters, in particular for arbitrary positive {C i }.
In contrast, for Ω = 0 and ϑ = 0, 90 • none of the components of R and F disappear and the determination of the {C i } from DNS results has to deal with an overdetermined system: ten equations vs. four unknowns.
With respect to the realizability constraint (28), an analysis analogous to that of GOMS10, App. A, but with rotation included, leads to the following relation for the temporal derivative of the quantity
Repeating the arguments of GOMS10 here, one finds that the realizability condition is not affected by the presence of rotation, since Ω l in (B13) is multiplied by the vanishing term T ij X j . Similarly, by retaining the model coefficients C ν , C κ and C νκ one can derive the following expression
from which one obtains the realizability criterion
This criterion cannot be formulated as a condition for the model parameters alone, unlike (28). However, we can infer the two sufficient conditions (28) and 2(ν + κ)C νκ − κC κ − νC ν ≥ 0. With Pr = 1 the latter one can be written as 4C νκ −C κ −C ν ≥ 0, which is satisfied by the values C νκ ≈ 6, C ν ≈ 12 and C κ ≈ 2 given in GOMS10 and also by our result (33). Table B3 : Summary of the DNS results with different Rayleigh numbers. The non-primed runs are non-rotating, while for the primed runs Ta = 10 6 and ϑ = 0 • . For normalizations see Table B1 . The grid resolutions are 64 3 (R1-2), 128 3 (R3-4), 256 3 (R5), and 512 3 (R6). Table B4 : Summary of the DNS results with box aspect ratio Γ = 4; Ra = 3 · 10 5 , Ta = 1.6 · 10 7 . For normalizations see Table B1 . The grid resolution is 64 2 × 256 in all cases. 
