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Abstract
In image processing, image noise removal is one of the most important prob-
lems. In this thesis, we study Cauchy noise removal by variational ap-
proaches. Cauchy noise occurs often in engineering applications. However,
because of the non-convexity of the variational model of Cauchy noise, it is
difficult to solve and were not studied much. To denoise Cauchy noise, we use
the non-convex alternating direction method of multipliers and present two
variational models. The first thing is fractional total variation(FTV) model.
FTV is derived by fractional derivative which is an extended version of in-
teger order derivative to real order derivative. The second thing is weighted
nuclear norm model. Weighted nuclear norm has an excellent performance
in low-level vision. We have combined our novel ideas with weighted nuclear
norm minimization to achieve better results than existing models in Cauchy
noise removal. Finally, we show the superiority of the proposed model from
numerical experiments.
Key words: Cauchy noise, image denoising, nonconvex ADMM, fractional
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Image processing is a field of computer science that refers to various forms
of processing using input images. Image processing includes a variety of
processes and there are no clear-cut boundaries. But image processing can
be broadly classified into the following three types: low-level, min-level, and
high-level processing [20]. Low-level processes include denoising, deblurring,
image sharpening, contrast-enhancement etc. The characteristic of low-level
vision is that both input and output data are images. Unlike low-level, mid-
level process has the feature that input data are generally image but output
data are attributes extracted from images. Types of output include, for
example, edges, outlines, and objects inside the image. Lastly, higher-level
processing are concerned with the interpretation of recognized objects or
analysis of a whole image. For example, high-level vision include body pose
classification, face and emotion detection, object detection and recognition.
In this thesis, we will study of image noise removal which is a part of the
low-level field. Noise in image can occur during image transmission, acquisi-
tion, etc. These noise type depend on the type of disturbance in the image
data. More mathematically, noise can be considered as a random variable
and called as a specific noise by which random variable the noise follows.
There are various noise type in image noise. For example, Gaussian noise
(Amplifier noise), Salt-and-pepper noise (Impulse noise), Shot noise, Quan-
tization noise (uniform noise), on-isotropic noise, Speckle noise (Multiplica-
tive noise), etc [23]. Among these various noise, in this thesis, we will study
1
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Cauchy noise which is one of the additive noise.
Cauchy noise is a type of non-Gaussian noise with additive, heavy-tailed
impulsive characteristics and has appeared in atmospheric and underwa-
ter acoustic signals that are used in SAR(Synthetic Aperture Radar) and
SONAR(SOund Navigation And Ranging) applications, power line commu-
nication channels, and biomedical images [11, 15, 25, 26, 27, 48, 49, 61].
Mathematically speaking, we consider following problem:
f = u+ v
where u is the original image defined on a bounded domain Ω ⊂ R2, f is de-
graded image, and v means Cauchy noise which follows Cauchy distribution.
We want to recover u from the given noisy image f .
Recently, Cauchy noise has attracted a lot of researchers. Chang et al.
[57] applied a recursive restoration algorithm based on a Markov random
field to Cauchy noise removal. Loza et al. [32] used non-Gaussian statistical
modelling of wavelet coefficients to noise reduction and multimodal image
fusion. Afterwards, Sciacchitano et al. [45] presented the following convex

















where γ > 0 is the scale parameter that indicates the intensity of Cauchy
noise and BV (Ω) is the space of the functions of bounded domain. λ > 0 is
regularization parameter, which determine the proportion of the regulariza-
tion term and the fidelity term. f0 is obtained by median filtering to f . To
make the convex model, they introduce the Frobenius norm term ‖u− f0‖2F .
If 8µγ2 ≥ 1, equation (1.1) is strictly convex, so, it has the unique solution.
But the ‖u−f0‖2F term pushes the solution similar to the median filter result
f0 which is far from optimal result. With the help of [52], Mei et al. [34]
















They prove that any sequence generated by their algorithm converge to a
stationary point under specific conditions.
On the other hand, Laus et al. [28] has proposed a filter based method
of using myriad filters to Cauchy noise removal. They further suggested a
method to measure the intensity of noise γ, which could be used to achieve
better denoising results.
In this thesis, we propose two models for Cauchy noise removal. The first
model uses fractional total variation. Fractional total variation derived from
fractional derivative and that derivative are considered as a generalization
of the ordinary derivative. We use two popular fractional derivative: the
Riemann-Liouville (RL), and the Grünwald-Letnikov (GL) derivatives. RL
fractional derivative derived from Cauchy formula for repeated integral and










(x− y)k−p−1f(y)dy, (k − 1 ≤ p < k)
where p > 0 means order of derivative.















where p > 0 is order of derivative as in RL. By using these fractional deriva-
tives, we present nonconvex fractional total variation model for Cauchy noise
removal. Especially we analyze the results of each anisotropic and isotropic
fractional total variation models.
The second model is a non-local method which uses weighted nuclear
norm minimization [22, 21]. There are many non-local denoising methods:
block matching 3D filtering (BM3D) and its improved models [13, 35, 46],
non-local means (NLM) [5], non-local total variation (NLTV) [60], trilateral
weighted sparse coding (TWSC) [55], and weighted nuclear norm minimiza-
tion (WNNM) [22] etc. Due to the superiority and usefulness of WNNM, we
applied WNNM to the Cauchy noise removal and as a result we were able to
achieve better results than state-of-the-art Cauchy noise removal models.
3
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This thesis is organized as follows. In chapter 2, we analyze Cauchy dis-
tribution and its property and Cauchy noise. Then we induce variational
model of Cauchy noise by maximum a posteriori. In the last section of chap-
ter 2, we briefly review previous work of Cauchy noise removal. In chapter
3, we define two fractional derivatives and check well-definedness of the two
definitions and propose fractional total variation. We then present noncon-
vex ADMM algorithm with convergence analysis for our model and numer-
ical results of the model. Finally, in chapter 4, we briefly review weighted
nuclear norm and give the weighted nuclear norm model for Cauchy noise
removal. Similar with chapter 3, we present nonconvex ADMM algorithm
for our weighted nuclear norm model and numerical result of our model.
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Chapter 2
The Cauchy distribution and
the Cauchy noise
Our goal in this thesis is to denoise an additive Cauchy noise. The Cauchy
noise follows the Cauchy distribution. Basically, it is necessary to understand
the Cauchy noise and the Cauchy distribution in order to remove an additive
Cauchy noise. In this section, we study the property of Cauchy distribution
and analyze the nature and shape of Cauchy noise. Finally, we briefly review
Cauchy noise removal models studied so far.
2.1 The Cauchy distribution
2.1.1 The alpha-stable distribution
The Cauchy distribution is a special case of the alpha-stable distribution.
The stable distribution means that it is closed under addition. The exact
definition is as follows [39]:
Definition 2.1.1. A random variable X is stable if for X1 and X2 indepen-
dent copies of X and any a > 0 and b > 0,
aX1 + bX2 $ cX + d (2.1)
hold for some positives c, d ∈ R.(The symbol $ means both expressions have
5
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the same probability law.)
There is famous three cases which can be written closed form.
Example 2.1.2. Normal distribution. For a random variable X, we write










, −∞ < x <∞.
Example 2.1.3. Cauchy distribution. We write X ∼ C(x0, γ) if the proba-





γ2 + (x− x0)2
, −∞ < x <∞. (2.2)
Example 2.1.4. Lévy distribution. We write X ∼ Lévy(γ, δ) if the proba-












, δ < x <∞.
Normal distribution and Cauchy distribution are symmetric, bell-shaped
curves but Lévy is not symmetric. Cauchy distribution has thicker tails
than normal distribution. And Lévy distribution has even heavier tail than
Cauchy distribution. And contrary to normal and Cauchy, Lévy distribution
domain is bigger than zero. The Probability density function and Cumulative
distribution function of these three densities ploted in figure 2.1.
For the two random variables X, Y , we call that X, Y have a same type if
there exist constants a1 > 0 and a2 ∈ R with a1X + a2 $ Y . We can restate
that X is stable as aX1 + bX2 has a same type with X.
There is more concrete way to describe all possible stable distribution. The
probability density function of stable distribution cannot be written ana-
lytically. But, we can express the distribution by using the characteristic
function or Fourier transform. (The characteristic function is defined by
φ(u) = E[exp(iuX)] =
´∞
∞ exp(iux)dF (x) for a random variable X with dis-
tribution function F (x).) The equivalence between 2.1.1 and 2.1.5 are given
in [39].
6
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Figure 2.1: probability density function and cumulative distribution function
of normal, Cauchy, Lévy distributions
Definition 2.1.5. A random variable X is stable if X $ aZ + b, where



















where sign function is
sign(u) =

−1 u < 0
0 u = 0
1 u > 1.
When β = 0 and b = 0, the probability distribution of X is symmetric
around zero.
Example 2.1.6. Let α = 2, β = 0, a = σ
√
2, b = µ, then the characteristic
function of X = aZ + b is exp(iuµ − σ2
2
u2). Therefore X ∼ N (µ, σ2). And
for α = 1, β = 0, a = γ, b = δ, the characteristic function of X = aZ + b is
exp(iuδ − γ|u|). Therefore, X follows a Cauchy distribution C(γ, δ).
7
CHAPTER 2. THE CAUCHY NOISE
2.1.2 The Cauchy distribution
As seen above, Cauchy distribution is a special case of alpha-stable distribu-
tion. Cauchy distribution has two parameter x0, γ and probability density













where x0 is the location parameter which indicates the position of the
peak of the distribution and γ is the scale parameter which represents the
half-width at half-maximum (HWHM). Figure 2.2 shows the shape of the
probability density function and cumulative distribution of Cauchy distribu-
tion according to the change of x0 and γ.
(a) (b)
Figure 2.2: PDFs and CDFs of Cauchy distribution for some x0, γ.
Unfortunately, mean, variance or higher moments of the Cauchy distri-
bution has not defined. For the standard Cauchy distribution case, the mean









































The two terms in (2.4) are infinity and opposite sign. Because opposite infin-
ity sum cannot be defined, the mean of the Cauchy distribution is undefined.
The mode and median are well defined. It is easy to see both values are all
x0 through the probability density function of Cauchy.
Cauchy distribution has some interesting property [17]. We present some
of them in this thesis. The first proposition is stable property of the Cauchy
distribution which is described in example 2.1.6. Following proposition veri-
fied by using characteristic function.
Proposition 2.1.7. If X ∼ C(a, γ) and Y = αX + β for some α, β ∈ R,
then it holds Y ∼ C(αa+β, |α|Y ). Further, for independent random variables
X1, . . . , Xn, Xi ∼ C(ai, γi), the relation
∑n






Proposition 2.1.8. The Cauchy distribution has the inverse property. That
is, if X ∼ C(x0, γ) then Y = 1/X also has the Cauchy distribution.






γ2 + (x− x0)2
.
With the exception of X = 0, the random variable Y and X have a one to
one transformation Y = g(X) = 1/X from X = {x| − ∞ < x < ∞} to
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Form the (2.5), the probability density function of Y is



















































Following proposition said the relation between normal distribution and
Cauchy distribution. This proposition can be used for generating Cauchy
distribution.
Proposition 2.1.9. Let X and Y be two independent random variables such
that X ∼ N (0, σ2x) and Y ∼ N (0, σ2y). Then for the random variable Z =

















From [12], the probability density function of the distribution of Z = X/Y
10















































Therefore, according to the (2.2), p(z) is the probability density function of
Cauchy distribution with location parameter 0 and scale parameter σx/σy.
A distribution is said to be right heavy-tailed, if
lim
x→∞
eλxP(X > x) =∞ for ∀λ > 0 (2.6)
and left heavy-tailed also can be defined similarly.
According to (2.6), Cauchy distribution is heavy-tailed. Laplace distribution
is another famous heavy-tailed distribution. Laplace distribution is defined
as follows
Definition 2.1.10. A random variable X has a Laplace distribution if its










and we write X ∼ Lap(µ, b).















Both the Laplacian and Cauchy distribution are heavy-tailed distribution.
But the actual thickness is different. We can compare thickness of three
11
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distributions.[34]
Proposition 2.1.11. Let fN , fC and fLap denote the probability density func-




σ) and Lap(0, σ) respectively. Then, the follow-
ings hold:
1. At x = 0, fN = fC.


















Based on Proposition 2.1.11, we can see that the probability density value
of the normal distribution at a rather small x, saying x = σ , is the largest.
However, at rather large point x, saying x = 3σ , the density of the Laplace
distribution is more than 5 times that of the normal distribution, and the
density of the Cauchy distribution is even more than 7 times.
(a)The plots of the three distributions (b) the zoomed-in [2, 10].






In figure 2.3, we present the probability density functions of normal,
Laplace and Cauchy distributions. From figure 2.3 (a), the normal distri-
bution has the same peak value with the Cauchy distribution and the nor-
mal distribution is slightly higher on near the peak. At the tail (figure 2.3
12
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(b)), however, the Cauchy distribution is highest, followed by the Laplace
distribution and the normal distribution.
2.2 The Cauchy noise
2.2.1 Analysis of the Cauchy noise
For image deblurring and denoising, most of the research consider the restora-
tion problem which is corrupted by additive Gaussian noise [8, 19, 60, 54, 44].
But in many image processing application, there is very impulsive noise prob-
lem exist. One such kind of noise is Cauchy noise, which has been relatively
less studied. Cauchy noise appears in atmospheric and under water acous-
tic noise, for example, images obtained by sound navigation and ranging
(SONAR) or synthetic aperture radar (SAR) images, wireless communica-
tion systems, biomedical images [34, 45, 25, 43, 40]. As shown in figure
2.3, the Cauchy distribution tends to have a thicker tail than the normal
or Laplace distribution. We compare this thickness phenomenon by noisy
image. From the figure 2.4, we can see Gaussian noisy image and Laplace
noisy image are not much different. Actually, in the Laplace noisy image
some pixels are more heavily contaminated than the Gaussian noisy image,
but the Cauchy noise has much more impulsive noisy pixel than the Gaussian
and Laplace noisy image. While in some way, Cauchy noisy image is quite
close to salt and pepper noisy image. For example, Cauchy noise and salt
and pepper noise have some pixels contaminated with white or black. This
pattern is not seen in Gaussian and Laplace noise. On the other hand, there
are some difference between Cauchy and salt and pepper noise. For instance,
in the salt and pepper noisy image has some noise-free pixels, while all the
pixels are corrupted by noise in the Cauchy noisy image. In summary, the
Cauchy noise is similar to a mixture of Gaussian noise and salt and pepper
noise.
13
CHAPTER 2. THE CAUCHY NOISE
(a) Gaussian noise(N (0, 25)) (b) Laplace noise(Lap(0, 25))
(c) Cauchy noise(C(0, 3)) (d) salt and pepper noise(3%)
Figure 2.4: Noisy images comparision.
2.2.2 Variational model of Cauchy noise
In this subsection, we find variational model of Cauchy noise denoising. For
the Cauchy noisy image f defined on Ω ⊂ R2, the clean image u follows the
equation:
f = u+ v
14
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where v is the Cauchy noise. Similar with [34, 45], we get variational model
using the Bayes theorem and the maximum a posteriori(MAP) estimation.
In the following, we write random variables as the capital letter F,U, V and
the respective probability density functions as P (F ), P (U), P (V ).
As in most denoising research, we naturally assume Cauchy noise random




Using MAP, we want to find clean image U by maximizing the conditional




P (U |F ) = arg max
U
P (F |U)P (U)
P (F )
. (2.8)
We take logarithm to remove fraction and take minus to change maximum
to minimum then (2.8) is changed to
arg min
U
− log(P (U |F )) = arg min
U
−(log(P (F |U)) + logP (U)− logP (F ))
= arg min
U
−(log(P (F |U)) + logP (U)). (2.9)
In the above, because the logP (F ) term is independent of random variable
U , we drop the term. For an pixel x ∈ Ω, with Ω the domain of the image,
we have
P (f(x)|u(x)) = γ
π(γ2 + (u(x)− f(x))2)
. (2.10)
Using the property that the pixels x ∈ Ω are mutually independent and
identically distributed, we can get P (U) =
∏
x∈Ω P (U(x)). Therefore, (2.9)
is equivalent to the following:
− arg min
U
log(P (U |F ))




(log(P (F (x)|U(x))) + log(P (U(x)))) dx
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log(γ2 + (u(x)− f(x))2)− log(P (u(x)))
)
. (2.11)
In the second equation, we use (2.10) and in the third equation, we remove
constant term.
To compute log(P (u(x))) term, we need a priori. In [45, 34], they assume





where β is positive number and Z is normalizing factor and J is non-negative
function given by an special feature of natural images. In this thesis, we
assume U follows a Gibbs prior and apply some functions to J that are
effectively used to remove Gaussian noise denoising.
2.3 Previous work
In recent years, many researchers have been interested in Cauchy noise de-
noising and proposed several novel model. According to [1], Achim et. al.
designed a bivariate maximum a posteriori estimator to capture the heavy-
tailed densities. They modeled the interscale dependency of wavelet coef-
ficient which is existed in noisy image and estimate the parameters of the
aplha-stable distribution based on the noisy observation. In [45], Sciacchi-
















where u0 is the image obtained by applying the median filter to the noisy
image f and λ > 0 and µ > 0 are the regularization parameters. Due to the
presence of the log, the (2.13) is generally not a convex model. Because of
the ‖u − u0‖2F term, however, they proved that under some conditions, the
(2.13) becomes a convex model. The theorem is as follows:
16
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Theorem 2.3.1. If 8µγ2 ≥ 1, the model defined in (2.13) is strictly convex.
Therefore there exists a unique solution for the minimization problem.
Because the convergence of Chambolle -Poce algorithm is guaranteed by
[9], they used Chambolle-Pock algorithm for numerical method. This model
was novel at solving the Cauchy noise model by introducing the median filter
term. But median filter term pushes the solution similar to the median filter
result.
After the paper published, some researchers have proved some precious
convergence porperties for solving nonconvex minimization problems [50, 52,
56]. By making use of the results, Mei et. al. proposed a nonconvex TV-









log(γ2 + (u− f)2)dx (2.14)
And they develop the nonconvex alternating direction method of multipli-
ers(ADMM) algorithm to solve the (2.14). They prove that the sequence
generated by ADMM algorithm of (2.14) converges globally to a stationary
point of augmented Lagrangian of (2.14).
In 2018, Laus et. al. [28] proposed new method for Cauchy noise removal
which is based on the myriad filter. They collect similar pixels through local
or nonlocal matching. The local matching based on the assumption that
the small neighborhood pixels have the almost same values. The non-local
approach use the self-similarity assumption of the image. For each pixel
index x ∈ Ω, they collect similar pixels A(x) and estimate clean image pixel
by following maximum likely-hood estimation:








(F (y)− U(x))2 + γ2
)
− log(γ) (2.15)
Also they propose noise intensity γ estimation. By solving the (2.15), they
shown better performance than the total variation based models.
17
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Chapter 3
Fractional order derivatives and
total fractional order
variational model
In this chapter we first look at two famous fractional order derivatives (Grünwald-
Letnikov and Riemann-Liouville) and their properties. Next, we will apply
the fractional order derivatives to the Cauchy noise denoising model and in-
troduce the nonconvex alternating direction method of multipliers which is
used to solve our model. Finally we examine the numerical results of our
fractional total variation model.
3.1 Some fractional derivatives and integrals
Fractional order derivatives can be considered as a generalization of the inte-
ger order derivatives to the real order or complex order. Because the gener-
alization is not unique, there are several fractional derivatives exist. Among
them, we examine two popularly used fractional derivatives: the Grünwald-
Letnikov and the Riemann-Liouville.
19
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3.1.1 Grünwald-Letnikov Fractional Derivatives
Grünwald-Letnikov derivative basically extended from the natural derivative.
Assume y = f(x) is a continuous function. By the ordinary definition, first


















f(x)− 2f(x− h) + f(x− 2h)
h2
.






f(x)− 3f(x− h) + 3f(x− 2h)− f(x− 3h)
h3





















n(n− 1)(n− 2) . . . (n− r + 1)
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for i > p are equal to 0.





p(p+ 1) · · · (p+ r − 1)
r!
.























where p is a positive integer.
If n is fixed, then limh→0 f
(−p)









h (x) := cD
−p
x f(x)
If p = 1,
f
(−1)

















According to [41], we can get the general formula for a positive integer p.
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Proposition 3.1.1. Let us assume that f is a continuous function. For an
positive integer p, the following equation is satisfied:
cD
−p
















Proof. Prove by induction. Let us assume that (3.4) holds for some p. We










For the case p+ 1,
cD
−p−1































f1(x− (i+ 1)h) (3.6)














to the first sum and substituting i for i+ 1 to the second sum in (3.6).
cD
p−1












































































Apply (3.9) and property f1(c) = limn→∞ f1(c− (x− c)/n) = 0 to (3.8) then,
cD
−p−1


















































f(x) dx · · · dx︸ ︷︷ ︸
p times
.
Therefore, the (3.4) is just a p-fold integral.















is the p-th derivative for positive integer p or the −p-fold integral for negative
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integer p.
Until now, we extend ordinary derivative to integer order. Now, let us
extend p to the real number. First, we consider of p < 0. We have to check
the existence of the (3.14). To do this, we need following theorem in [41].







































































































































from integration by parts.
Next, we check the existence of the (3.14) for the case p > 0. For conve-
nience, let us define
f
(p)
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where ∆f(x− ih) = f(x− ih)− f(x− (i+ 1)h). Again, we use the recursive
relation of the binomial coefficients m times,
f
(p)







































By using the relation x− c = nh and (3.9), the limit of the k-th term in the






























Γ(−p+ k + 1)
.
We use theorem 3.1.2 to find limit value of the second sum in (3.12). Let us
26












































































(x− y)m−pf (m+1)(y)dy. (3.13)
Note that the (3.13) holds for f ∈ Cm+1([c, x]) and m+ 1 > p.
Finally, we checked the well-definedness of the (3.14). Now we give formal
definition of the Grünwald-Letnikov fractional derivatives.
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Definition 3.1.3. For an real number p, Grünwald-Letnikov fractional deriva-















Next section, we will study the Riemann-Liouville fractional derivative.
3.1.2 Riemann-Liouville Fractional Derivatives
Riemann-Liouville(RL) fractional derivative starts with Cauchy formula for
repeated integration [16].
Theorem 3.1.4. Let us f is continuous function on R. The Cauchy formula







Proof. We will prove by induction. For the case n = 1, the equation (3.15)











































Therefore the (3.15) holds for n+ 1.
Now extend the integer integrals to integrals of arbitrary order. We re-
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Naturally, we expect the following equation holds:
lim
p→0 c
D−px f(x) = f(x) (3.17)













where we used integration by parts and we take limit
lim
p→0 c
D−px f(x) = f(c) +
ˆ x
c
f ′(y)dy = f(x).
Even if f(x) is only continuous for x ≥ c, equation (3.17) holds. See [41] for
the proof of continuous for x ≥ c case.




Next, we derive following property of composition of operator D.
Proposition 3.1.5. If f(x) is continuous for x ≥ c, p > 0 and q > 0, then


























(x− y)p−1 cD−qy f(y)dy
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(x− y)p−1(y − z)q−1dyf(z)dz,




























where B(p, q) is the beta function and we used the relation
B(p, q) = Γ(p)Γ(q)/Γ(p+ q) [3].




















Now we extended integer order integral to real order. We apply derivative
to real order integral to extend integer order derivative. For a real α > 0, we











Actually, as we defined in (3.16), the only restriction for α in (3.19) is α > 0.
And we can replace the condition α > 0 with the narrower condition 0 < α ≤
1. By denoting p = k − α in (3.19), we define Rienamm-Liouville fractional
derivative.
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Definition 3.1.6. For an positive real p, Riemann-Liouville(RL) fractional










(x− y)k−p−1f(y)dy, (k − 1 ≤ p < k)
Note that if p is an integer, then RL fractional derivative is a conventional
integer-order derivative.
Now we present some properties of the RL fractional derivatives.
Proposition 3.1.7. For p > 0, q > 0 and x > c, RL fractional derivatives






















Proof. i) When p is an integer, the RL fractional derivative is a conventional
derivative, so the equation (3.20) is trivially satisfied. Let us consider the





















































x f(x) = cD
p−q
x f(x)
Now let us assume p > q ≥ 0. Define integers m and n such that 0 ≤ m−1 ≤










































Next proposition shows the non-commutativity of integral and differential
of RL.
Proposition 3.1.8. Suppose cD
p
xf(x) is integrable and k−1 ≤ p < k for an















































































= . . .
=
1
Γ(p− k + 1)
ˆ x
c
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Because of the integrablity of cD
p
xf(x), the fractional derivatives cD
p−i
x f(x)
(i = 1, . . . , k) are all bounded at x = c and the inetgral values in (3.22) exist.


















































ii) To prove this equation, we need the RL fractional derivative formula for
the power function. For those interested in this proof, see [41].
3.2 Proposed model: Cauchy noise removal
model by fractional total variation
Last section, we defined some fractional derivatives. In this section, we define
fractional total variation by using fractional derivatives and study the prop-
erties of the fractional total variation (TV) and propose the fractional TV
model for Cauchy noise removal. To solve the proposed model, we introduce
nonconvex alternating direction method of multipliers (nonconvex ADMM).
Finally, we present algorithm solving the proposed model by using noncon-
vex ADMM and proximal operator. For convenience, we assume a fractional
order α is lie in n−1 < α < n for a positive integer n and a bounded domain
Ω is a subset of Rd (mainly d = 2).
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3.2.1 Fractional total variation and Cauchy noise re-
moval model
Fractional total variation is generalization of conventional total variation.
The solution of conventional TV lies in the function space BV(Ω). The same
is true for fractional TV. To define fractional TV, we introduce the following
definition. [59]
Definition 3.2.1. Let us denote Ck(Ω,Rd) as the space of k-order contin-
uously differentiable functions. And for any φ ∈ Ck(Ω,Rd), assume the
(k + 1)-th order derivative φ(k+1) is integrable and
∂iφ(x)
∂ni
|∂Ω = 0 for all
i = 0, 1, . . . , k, then φ is a compactly supported continuous integrable func-
tion in Ω. And we denote Ck0 (Ω,Rd) as the k-compackly supported continuous-
integrable function space.
By using the space of the test functions, we can define fractional α-order
total variation.





(−u divαφ) dx (3.23)
where S be the domain of some test functions
S :=
{
φ ∈ Ck0 (Ω,Rd)

















b φi (fractional derivative of
φi along the xi direction). Also, if we use TV
α(u), then we can define the




∣∣TVα(u) < +∞} .
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Now we can present our first model for Cauchy noise denoising. In section
2.2, we derive the variational model by using MAP and Gibbs prior. Now








(log(γ2 + (u(x)− f(x))2)dx (3.24)
To slove (3.24), we first need to transform the TVα into a dual form that is
easier to handle. To do this we follow Zhang and Chen’s work [59]. For any
positive integer p, let Wαp (Ω) =
{
u ∈ Lp(Ω)
∣∣||u||Wαp (Ω) < +∞} be a function











































for f ∈ Wα1 ([a, b]), g ∈ Cn−10 ([a, b],R) and in the second equation, we used






∇αu(x) · φ(x)dx, (3.25)
where u ∈ Wα1 (Ω), φ ∈ Cn−10 (Ω,Rd).
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−u(x) divαφ(x)dx = (−1)n−1
ˆ
Ω
∇αu(x) · φ(x)dx (3.26)





if |∇αu(x)| 6= 0
0 otherwise







Introduce mollifying ηε ∈ Cn−10 (Ω,Rd) and define mollified function φε =









Therefore TVα(u) = supφ∈S
´
Ω













(log(γ2 + (u(x)− f(x))2)dx (3.27)
Similar to TV, we can show that fractional TV is convex by using linearity
of fractional-order derivatives, the positively homogeneous and subadditive
properties of fractional TV. But due to the data fidelity term of (3.27), the
model (3.27) is nonconvex that makes hard to solve the minimization prob-
lem. To solve this, we introduce the recent result in [52] which is nonconvex
ADMM algorithm.
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3.2.2 nonconvex ADMM algorithm




subject to Au +Bv = 0
where F is a continuous and G is a differentiable function, and a vector
u = [u1; · · · ;up] ∈ RN , ui ∈ Rni is a variable with corresponding coefficient
A = [A1, · · · , Ap] ∈ RM×N , Ai ∈ RM×ni ,
∑p
i=1 ni = N and B ∈ RM×L is a
linear operator of v ∈ RL. Alternating direction method of multipliers says
that the algorithm 1 (below) converges if F and G are convex functions. Also
Wang et al. proved that if some conditions are satisfied, then the algorithm 1
converges even though F is nonsmooth and nonconvex, and G is nonconvex.
We form the augmented Lagrangian by introducing a Lagrangian multiplier
w ∈ RM of the constraint Au +Bv = 0:




where ρ > 0 is a penalty parameter and 〈·, ·〉 is the inner product. And the
(nonconvex) ADMM algorithm is
Algorithm 1 ADMM algorithm




while the convergence condition is not satisfied do
for i = 1, . . . , p do
uk+1i = arg minui Lρ(u
k+1





vk+1 = arg minv Lρ(uk+1, v, wk)
wk+1 = wk + ρ(Auk+1 +Bvk+1)
k = k + 1
end while.
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Before give the convergence theorem, we need some definitions.
Definition 3.2.4. A function f : Rn → R is called piecewise linear function
if there exist disjoint sets U1, . . . , UK ⊂ Rn (i.e. Ui ∩ Uj = ∅ (i 6= j)) and
vectors a1, . . . , aK ∈ Rn and b1, . . . , bK ∈ R such that ∪Ki=1U i = Rn, and
f(x) = aTi x+ bi for each set Ui (i = 1, . . . , K).
Definition 3.2.5. A lower semi-continuous function f : RN → R is called
restricted prox-regular if, for any M > 0 and bounded set T ⊂ dom(f) (where




‖x− y‖22 ≥ f(x) + 〈d, y − x〉
where
x ∈ T − SM , y ∈ T, d ∈ ∂f(x), ‖d‖ ≤M
SM = {x ∈ dom(f) : ‖d‖ > M, d ∈ ∂f(x)}.
Now we give the convergence conditions of ADMM algorithm under non-
convexity and nonsmoothness in [52].
Theorem 3.2.6. Suppose under the following assumptions are satisfied:
1. Define the set S := {(u, v) ∈ RN+L : Au + Bv = 0}. If ‖(u, v)‖ → ∞
for (u, v) ∈ F , then F(u) + G(v) → ∞ (In such case, F(u) + G(v) is
called coercive over the S).
2. Im(A) ⊂ Im(B), where Im(·) is the image of the given map.
3. (a) For any fixed u and c, arg minv{F(u) + G(v) : Bv = c} has a
unique minimizer. Then H : Im(B) → RL defined by H(c) :=
arg minv{F(u) + G(v) : Bv = c} is a Lipschitz continuous map.
(b) For any fixed u<i, u>i, v (i = 1, . . . , p) and c, arg minui{F(u<i, ui, u>i)+
G(v) : Aixi = c} has a unique minimizer. Then Ji : Im(Ai)→ Rni
defined by Ji(c) := arg minui{F(u<i, ui, u>i) + G(v) : Aixi = c} is
a Lipschitz continuous map.
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and satisfy the followings
(a) g(u) is Lipshitz differentiable with constant Lg.
(b) satisfy one of the followings
i. f1 is lower semi-continuous and fi(ui) is restricted prox-regular
for i = 2, . . . , p.
ii. sup{‖d‖ : u0 ∈ S, d ∈ ∂f1(u1)} is bounend for any bounded set
S, fi(ui) is continuous and piecewise linear for i = 2, . . . , p.
5. G(v) is Lipschitz differentiable with constant LG.
Then for any sufficient large ρ and any starting points u0, v0, w0, algorithm
1 generate a sequence that is bounded and that sequence has at least one limit
point, and each limit point u∗, v∗, w∗ is a stationary point of Lρ (i.e. 0 ∈
Lρ(u∗, v∗, w∗)). Also if Lρ satisfies the Kurdyka-Lojasiewicz (KL) inequality,
then a stationary point turn to the unique global limit point.
3.2.3 The algorithm for solving fractional total varia-
tional model of Cauchy noise
Now let us apply nonconvex ADMM to our variational model (3.27). The
Ω = Rm×n is the domain of image, and F : Ω → R is the noisy image. The






〈log(γ2 + (U − F )2,1〉. (3.29)
where 〈·, ·〉 is inner product for matirx (i.e. 〈U, V 〉 =
∑
i,j Ui,jVi,j for U, V ∈
Rn×m).
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We introduce auxiliary variable V ∈ Rn×n to construct augmented La-






〈log(γ2 + (V − F )2,1〉 s.t. U = V. (3.30)
We substitute ‖∇αU‖1 for F(U) and
λ
2
〈log(γ2 +(V −F )2,1〉 for G(V ) in the
(3.28). Then the augmented Lagrangian of (3.30) is
Lρ(U, V,W ) = ‖∇αU‖1 +
λ
2
〈log(γ2 +(V −F )2,1〉+〈W,U−V 〉+ ρ
2
‖U−V ‖2F .
where ρ > 0, W ∈ Rn×n and ‖·‖F means the Frobenius norm. In the previous
section, we present ADMM algorithm for multivariable U1, . . . , Up, but, U is
one variable in our problem. Therefore, Nonconvex ADMM algorithm has
been simplified as follows:
Algorithm 2 ADMM algorithm for (3.29)
Inputs V 0,W 0.
while the convergence condition is not satisfied do
Uk+1 = arg minU ‖∇αU‖1 +
ρ
2
∥∥∥∥U − V k + W kρ
∥∥∥∥2
F
V k+1 = arg minV
λ
2
〈log(γ2 + (V − F )2,1〉+ ρ
2
∥∥∥∥Uk+1 − V + W kρ
∥∥∥∥2
F
W k+1 = W k + ρ(Uk+1 − V k+1)
k = k + 1
end while.
By giving some conditions of the fractional TV model (3.29), we can
guarantee the convergence of algorithm 2.
Theorem 3.2.7. Let (U0, V 0,W 0) be any starting point and {(Uk, V k,W k)}
be generated sequence points by algorithm 2. If ρ >
λ
γ2
, the {(Uk, V k,W k)}
converges globally to a stationary point (U∗, V ∗,W ∗) of Lρ.
To prove the theorem 3.2.7, we will use some lemmas. Let us define the
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following:
F : Rn×n → R, F(U) = ‖∇αU‖1.
G : Rn×n → R, G(V ) = λ
2
〈log (γ2 + (V − F )2),1〉.
Lemma 3.2.8. The iterates {(Uk, V k,W k)}k∈N in Algorithm 2 satisfies:
1. Lρ(Uk, V k,W k) is lower-bounded and non-increasing for all k ∈ N
2. {(Uk, V k,W k)} is bounded.
Proof. By the definition of Uk+1, we can obtain
Lρ(Uk, V k,W k)− Lρ(Uk+1, V k,W k) ≥ 0.
Furthermore, because
Lρ(Uk+1, V k,W k)− Lρ(Uk+1, V k+1,W k)
= G(V k)− G(V k+1)− 〈W k, V k − V k+1〉
− ρ〈Uk+1 − V k+1, V k − V k+1〉+ ρ
2
‖V k − V k+1‖2
= G(V k)− G(V k+1)− 〈W k+1, V k − V k+1〉+ ρ
2
‖V k − V k+1‖2,
Lρ(Uk+1, V k+1,W k)− Lρ(Uk+1, V k+1,W k+1)
= 〈W k −W k+1, Uk+1 − V k+1〉 = −1
ρ
‖W k −W k+1‖2,
we have the following
Lρ(Uk+1, V k,W k)− Lρ(Uk+1, V k+1,W k+1)
= G(V k)− G(V k+1)− 〈W k+1, V k − V k+1〉
− 1
ρ
‖W k −W k+1‖2 + ρ
2
‖V k − V k+1‖2. (3.31)
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Here, from the first-order optimality condition of line 4 in Algorithm 2
∇G(V k)−W k−1 + ρ(V k − Uk) = 0,
so we have,
∇G(V k) = W k, (3.32)
and the smoothness of G implies
‖W k+1 −W k‖ = ‖∇G(V k+1)−∇G(V k)‖ ≤ L∇G‖V k+1 − V k‖, (3.33)
where the Lipschitz constant L∇G =
λ
γ2




G(V k)− G(V k+1)− 〈∇G(V k+1), V k − V k+1〉
− 1
ρ
‖W k −W k+1‖2 + ρ
2












‖V k − V k+1‖2.
from (3.33) and from the fact that ∇G is Lipschitz continuous.













Lρ(Uk, V k,W k)− Lρ(Uk+1, V k+1,W k+1) ≥ C1‖V k − V k+1‖2, (3.34)
indicating that Lρ(Uk, V k,W k) is non-increasing for k ∈ N.
Now considering that ∇G is Lipschitz continuous,
F(Uk) ≥ 0, G(V k) ≥ λ
2
〈log γ2,1〉,
G(V k) + 〈W k, Uk − V k〉+ ρ
2
‖Uk − V k‖2
= G(V k) + 〈∇G(V k), Uk − V k〉+ ρ
2
‖Uk − V k‖2
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≥ G(Uk)− L∇G
2
‖Uk − V k‖2 + ρ
2




Thus, Lρ(Uk, V k,W k) is lower-bounded. Because Lρ(Uk, V k,W k) is non-
increasing and F is coercive, {(Uk, V k)} is bounded. Additionally, from (3.32),
it is clear that {W k} is bounded.
Lemma 3.2.9. For all k ≥ 1, there exists a constant C2 > 0 and pk+1 ∈
∂Lρ(Uk+1, V k+1,W k+1) such that ‖pk+1‖ ≤ C2‖V k − V k+1‖.
Proof. Here, we denote the partial of Lagrangian ∂Lρ by
∂Lρ(Uk+1, V k+1,W k+1) = (∂ULρ,∇VLρ,∇WLρ)(Uk+1, V k+1,W k+1).
By direct computation and (3.33),
‖∇VLρ(Uk+1, V k+1,W k+1)‖ = ‖W k −W k+1‖ ≤ LG‖V k − V k+1‖.
‖∇WLρ(Uk+1, V k+1,W k+1)‖ =
1
ρ
‖W k −W k+1‖ ≤ LG
ρ
‖V k − V k+1‖.
Furthermore, observe that
∂ULρ(Uk+1, V k+1,W k+1) = ∂UF(Uk+1) +W k+1 + ρ(Uk+1 − V k+1)
= ∂UF(Uk+1) +W k + ρ(Uk+1 − V k)
+ (W k+1 −W k) + ρ(V k − V k+1).
From the optimality condition of line 4 in Algorithm 2, we have 0 ∈ ∂UF(Uk+1)+
W k + ρ(Uk+1 − V k). Therefore if we define pk+1 as follows:
pk+1 :=
(
(W k+1 −W k) + ρ(V k − V k+1), W k −W k+1, 1
ρ
(W k −W k+1)
)
,








‖V k − V k+1‖,
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(Proof of Theorem 3.2.7). Because {(Uk, V k,W k)} is bounded, there exists
a subsequence {(Uks , V ks ,W ks)} which converges to (U∗, V ∗,W ∗) as s→∞.
Because Lρ(Uk, V k,W k) is non-increasing and lower-bounded, it converges
and ‖V k − V k+1‖ → 0 as k → ∞ according to (3.34). From Lemma 3.2.9,
there exists a sequence of subdifferentials pk ∈ ∂Lρ(Uk, V k,W k) that satisfies
‖pk‖ → 0 as k → ∞. In particular, ‖pks‖ → 0 as s → ∞. Continuity of F
implies the continuity of Lρ and lim
s→∞
Lρ(Uks , V ks ,W ks) = Lρ(U∗, V ∗,W ∗).
Consequently, we have 0 ∈ ∂Lρ(U∗, V ∗,W ∗).
In the algorithm 2, u-subproblem and v-subproblem are dominant steps.
v-subproblem can be solved by Newton method, because of the property
of twice continuously differentiable. The following algorithm solves the v-
subproblem.
Algorithm 3 Algorithm for v-subproblem in Algorithm 2
Set N ∈ N and Input V0, Uk+1,W k, F .
for n = 0 to N-1 do
M =
λ(Vn − F )
γ2 + (Vn − F )2
− ρ
(





λ(γ2 − (Vn − F )2)
(γ2 + (Vn − F )2)2
+ ρ




Return VN as V
k+1
As we stated before, fractional TV operator is convex, so, u-subproblem
is convex. To attack the u-subproblem, we apply proximity algorithm [10]
and split-Bregman algorithm [19].
Before get into solving the u-subproblem, we specify which frcational deriva-
tive of this model is. For a vector f = (f0, f1, . . . , fn−1)
T ∈ Rn, the dis-
cretization of the left RL fractional is as follows [42, 41]:
∇αf = (fα0 , fα1 , · · · , fαn−1)T = B̂αn (f0, f1, · · · , fn−1)T (3.35)
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0 · · · 0 ωα0 ωα1
0 0 · · · 0 ωα0

and ωα is obtained recursively from




1− α + 1
i
)
ωαi−1, i = 1, 2, . . . , n− 1.
Similarly, the right sided RL derivative of f = (f0, f1, . . . , fn−1)
T ∈ Rn is:
(fα0 , f
α
1 , · · · , fαn−1)T = R̂αn(f0, f1, · · · , fn−1)T (3.36)
where R̂αn is the lower triangular strip matrix:
R̂αn =

ωα0 0 · · · · · · 0
ωα1 ω
α

















And according to the Podlubny [41], the discretized left and right GL frac-
tional derivative definition is same with (3.35) and (3.36), respectively.
Instead left or right fractional derivative, we use a central fractional deriva-






We apply discretization of the fractional derivative to the two dimensional
case. The discretized (left) RL fractional derivative of (i, j) component of
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U ∈ Rm×n is obtained by
∇αxUi,j = (BαnU∗,j)i, ∇αyUi,j = (Ui,∗(Bαn )T )j
where U∗,j means j-th column vector of U and ui,∗ means i-th row vector of U .
Similar with usual TV model, fractional TV model has two cases which
are the anisotropic and isotropic model. Therefore, we consider the following
two cases of u-subproblem in the algorithm 2:










‖U − η‖22 (3.38)





(∇αxUi,j)2 + (∇αyUi,j)2 +
ρ
2
‖U − η‖22 . (3.39)
For computational convenience, we use the substitution V k −W k/ρ = η.
As we stated before, we will solve u-subproblem using both the proximity
algorithm and the split Bregman iteration. Fortunately, both anisotropic and
isotropic case can be solved by the proximity algorithm or the split Bregman
iteration.
First, we solve the u-subproblem by the proximity algorithm. The prox-
imity algorithm is easy to use and gives a convenient convergence for frac-
tional TV denoising of Gaussian noise model. Proximity operator studied by
Micchelli et al. [36] is given as follows.
Definition 3.2.10. Let Φ : RN → R is convex function. Then the proximity
operator of Φ at p ∈ RN is









Intuitively, proximity operator finds the point that is sufficiently close to
the point p and minimize the value of Φ. For example, if Φ1 =
1
λ
| · |, then
proxΦ1p = max (|p| − 1/λ) sign(p), (3.41)
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i.e. proximity operator is soft thersholding.
Since fractional TV is convex, we can apply proximity operator to (3.38).
Consider u ∈ Rn2 is the vector expression of U ∈ Rn×n and define Aα : Rn2 →
R2n2 . Such that Aαu is a vectorized expression of (BαnU,U(Bαn )T ).
Define Ψ(u) := |∇αxU | + |∇αyU | = | · | ◦ Aαu for anisotropic case and
Ψ(u) :=
√









‖u− η‖22 = prox 1
ρ
Ψη. (3.42)
In order to solve the prox 1
ρ
Ψη, we use the theorem in [36, 10].
Theorem 3.2.11. Let Φ : Rm → R is a convex function, M is an m × d
matrix, g ∈ Rd and λ > 0. Define B : Rm → Rm is linear operator
By := Mg + (Im − λMMT )y for y ∈ Rm
and define H : Rm → Rm by




proxΦ◦Mg = g − λMTω
if and only if ω ∈ Rm is a fixed point of H.
Theorem 3.2.11 says that finding a solution of proximity can be changed
to finding the fixed point of some operator. Therefore, we can solve the
prox 1
ρ
Ψη = prox 1
ρ
|·|◦Aαη by finding the fixed point of H = (I−prox 1
λρ
|·|)◦B
where By = Aαη + (I − λAα(Aα)T )y for a y ∈ R2n2 .
In short, if we apply the proximity algorithm to u-subproblem, we get the
following algorithm:
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Algorithm 4 proximity algorithm for (3.42)
Set error : e > 0, λ > 0, 0 < κ < 1.





τn = Aαη + (I − λAα(Aα)T )ωn




ωn+1 = κωn + (1− κ)(τn − zn)
un+1 = η − λ(Aα)Tωn+1





n is solved as (3.41) for anisotropic and solved by using




























2 + (τny )
2, τn = (τnx , τ
n
y ).
From now, we explained how to solve u-subproblem using the proximity
algorithm. Next, we solve u-subproblem by using split Bregman iteration.


















s.t. D = (Dx, Dy) = (∇αxU,∇αyU)
where |(Dx, Dy)| =
∑
i,j(|Dx,i,j|+|Dy,i,j|) for anisotropic case and |(Dx, Dy)| =∑
i,j
√
(Dx,i,j)2 + (Dy,i,j)2 for isotropic case, D ∈ Rn×2n. In the above equa-
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tion, We split L1 norm and L2 norm components of U . Then, to fit the
constrained condition while solving the (3.44), we add Bregman term R =
(Rx, Ry) ∈ Rn×2n which keep the constrained condition nearly by adding
back the difference D − ∇αU . In summary, we get the following two-phase
iteration:









Rn+1 = Rn +∇αUn+1 −Dn+1.
Also, we perform efficiently by minimizing U and D alternately. Then we
can write (U,D)-subproblem as follows:




‖U − η‖22 +
µ
2
‖Dn −∇αU −Rn‖22 (3.45)






Now U -subproblem and D-subproblem are much easier to solve. To empha-
size linearity of fractional gradient, we use notation BαU and U(Bα)T instead
of ∇αxU and ∇αyU , respectively. Then we can get the solution by satisfying
following optimal condition of U in (3.45):
ρ(U − η)−µ(Bα)T (Dnx −BαU −Rnx)−µ(Dny −U(Bα)T −Rny )Bα = 0 (3.46)
Except U -term, we pass the other terms to the right hand side and arrange
the equation (3.46) as follows:
ρU + µ(Bα)TBαU + µU(Bα)TBα︸ ︷︷ ︸
AU
= ρη + µ(Bα)TDnx − µ(Bα)TRnx + µDnyBα − µRnyBα︸ ︷︷ ︸
K
Then AU = K is a linear problem. There are many ways to solve linear
equations, in here, we use conjugate gradient method to solve AU = K. We
have to check that A is a positive definite and symmetric to apply conjugate
gradient. Because (Bα)TBα is symmetric, A is also symmetric. We show
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positive definite of A by following equations:
〈AU,U〉 = ρ〈U,U〉+ µ〈(Bα)TBαU,U〉+ µ〈U(Bα)TBα, U〉
= ρ〈U,U〉+ µ〈BαU,BαU〉+ µ〈U(Bα)T , U(Bα)T 〉
= ρ‖U‖22 + µ‖BαU‖22 + µ‖U(Bα)T‖22 > 0,
where we use the condition ρ > 0, µ > 0, U 6= 0, and symmetricity of Bα.
The D-subproblem has two cases and these problems are same with
prox 1
µ
◦|·|(∇αUn + Rn). The difference of anisotropic and isotropic case is
whether it’s decoupled or not of (Dx, Dy). Therefore for anisotropic case,


















Kn = (Knx , K
n
y ) = (∇αxUn +Rnx,∇αyUn +Rny ).




















(∇αxUn +Rnx)2 + (∇αyUn +Rny )2.
In conclusion, by applying split Bregman iteration and conjugate gradient
method to (3.39), we get the following algorithm for the anisotropic and
isotropic fractional TV model:
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Algorithm 5 the minimization algorithm for (3.39)
Set error : e > 0, µ > 0.











Get Un+1 of (3.46) by the conjugate gradient method
Dn+1 given from (3.47) or (3.48)
Rn+1 = Rn +∇αUn+1 −Dn+1
n = n+ 1
end while.
3.3 Numerical results of fractional total vari-
ational model
In this section, we present the numerical result of our fractional total varia-
tional model for Cauchy noise. Last section, we presented two models which
are anisotropic and isotropic model and we examine numerical experiments
of both models. We tested twelve 256× 256 gray-scale test images as shown
in figure 3.1. As in chapter 2, for the original image u0, we generated the
noisy image y corrupted by Cauchy noise n which follows the Cauchy distri-
bution C(0, γ):




where we used proposition 2.1.9 and random variables η1, η2 following the
normal distribution N(0, 1) and tested the noise levels γ = 5 and 10.
3.3.1 Parameter and termination condition
Our fractional TV for Cauchy noise model has 3 parameters: ρ, λ, α. Accord-
ing theorem 3.2.7, ρ should be bigger than
λ
γ2




set the α in increments of 0.2 from 1 to 1.8 and in order to find the optimal
λ for each α value, we tested the λ in increments of 5 from 10 to 80.
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For termination condition, we used the energy convergence. We set energy
as the target functional:
E(U) =

|∇αxU |+ |∇αyU |+
λ
2
〈log(γ2 + U − F )2,1〉 for anisotropic case√
(∇αxU)2 + (∇αyU)2 +
λ
2
〈log(γ2 + U − F )2,1〉 for isotropic case
(3.49)
And set termination condition as:
|E(Uk+1)− E(Uk)|
|E(Uk+1)|
< 5× 10−5. (3.50)
We present the peak signal-to-noise ratio (PSNR) and the structural sim-
ilarity index (SSIM) [53] for image recovery comparison which are defined as
follows:

















where U is the restored image, U0 is the original image, µU , µU0 , σU , σU0 are
the means and standard deviations of U,U0 respectively, σUU0 is the cross-
covariance for U,U0 and C1, C2 are positive constants.
Because of non-convexity of our fractional TV model, the result of our
algorithm may depend on the initial points. Mei et. al. [34] used initial
point as max(0,min(255, F )) which means that they knew the maximum
value and the minimum value of images. But we assume that we don’t know
the maximum and minimum values of images. Instead, we applied a 3 × 3
median filter to a noisy image F (median(F )) and get a minimum value and
maximum value of median(F ). As a result, we used following initial point:
V 0 = max(m,min(F,M))
where m and M are minimum and maximum values of median(F ), respec-
tively.
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Figure 3.1: Test images from left to right, from top to bottom: Barbara, Boat,
Cameraman, Couple, House, Man, Mandrill, Peppers, Plane, Synthetic1,
Synthetic2
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3.3.2 Experimental results
First, we analysis anisotropic case result for noise intensity γ = 5. As we
stated previous section, we solve anisotropic case in two ways (proximity
operator and split Bregman iteration) and compare the results. According
to the table 3.1, roughly, the higher order α, the higher PSNR and SSIM in
split Bregman iteration results. Especially, Barbara, Boat, Couple and Man
images have highest PSNR and SSIM in α = 1.8. But Peppers, Synthetic1
and Synthetic2 images have highest PSNR and SSIM in α = 1. Couple,
Peppers, and Cameraman images are difficult to distinguish the difference in
image quality according to a particular order. Figure 3.2 shows the results
of anisotropic case using split Bregman for several α. The PSNR values of
images according to alpha change are not so different, but there is a difference
in how it is restored. For α = 1, the recovered image looks very clean
with little noise, but, the texture in grass is removed and three-dimensional
appearance of car is lost. Overall, the image is restored like a cartoon. As
α increases, the reconstructed images tends to contain texture, while noise
tends not to be removed cleanly. Boat images (figure 3.3) results show similar
characteristic with House. Especially, if you look at the ship’s flagpole, you
can see that the flagpole appears clearer as the α increases. Ocean waves
also clearly visible as α increases.
From the table 3.2, we can see that the use of the proximity algorithm
produce more trendy which is image quality difference due to α than the use
of the split Bregman. In most images, the results of proximity algorithm
have better quality than that of split Bregman itaeration. Figure 3.4 is
the Barbara results of anisotropic case using proximity algorithm. You can
see that the wrinkles of women’s pants and tablecloth pattern in figure 3.4
become clearer as α increases. Figure 3.5 also gives the results of anisotropic
case using proximity algorithm. In this figure, we can see that large α gives
better detail of cloud and mountain valleys.
Now we analyze isotropic fractional TV results for noise intensity γ = 5.
Table 3.3 shows the PSNR and SSIM values of isotropic fractional TV by
using split Bregman method for noise intensity γ = 5. In Table 3.3, PSNR
values were the highest when the α was not 1 except Peppers and synthetic2.
Also, all images except cameraman, House, and Peppers showed the highest
54
CHAPTER 3. FRACTIONAL ORDER DERIVATIVES
PSNR SSIM
α 1 1.2 1.4 1.6 1.8 1 1.2 1.4 1.6 1.8
Barbara 29.01 29.11 29.19 29.32 29.62 0.8398 0.8253 0.8245 0.8277 0.8460
Boat 28.99 29.67 29.67 29.85 29.98 0.8564 0.8458 0.8397 0.8455 0.8650
Cameraman 28.48 28.68 28.49 28.23 28.63 0.8352 0.8005 0.7905 0.7923 0.8142
Couple 29.28 29.39 29.40 29.48 29.54 0.8553 0.8439 0.8439 0.8474 0.8615
House 28.77 29.24 29.30 29.26 29.38 0.8673 0.8488 0.8506 0.8447 0.8669
Lena 30.63 30.69 30.57 30.83 31.47 0.8819 0.8453 0.8343 0.8422 0.8769
Man 28.25 28.85 28.92 28.93 29.11 0.8491 0.8522 0.8524 0.8516 0.8662
Mandrill 25.69 26.97 26.98 26.85 26.23 0.7416 0.8090 0.8131 0.8123 0.7890
Peppers 30.50 30.25 30.13 30.19 30.48 0.8731 0.8427 0.8347 0.8396 0.8694
Plane 29.68 30.11 30.26 30.29 30.61 0.8866 0.8358 0.8365 0.8323 0.8690
Synthetic1 37.84 33.91 33.90 34.21 35.92 0.9116 0.7907 0.7855 0.7930 0.8561
Synthetic2 37.06 33.84 33.60 33.26 34.34 0.9129 0.8122 0.8045 0.7907 0.8544
Table 3.1: PSNR and SSIM results of anisotropic fractional TV by using
split Bregman iteration (γ = 5)
SSIM values when the α was not 1. In particular, most images showed
the highest PSNR values when the α was 1.2. On the other hand, SSIM
seems to have no particularly good α value. Figure 3.6 shows Couple image
denoising results of isotropic fractional TV by using split Bregman. As the
α value increases, the man’s eyes in figure 3.6 become clearer and the three
dimensionality of the image is revived but round artifacts tend to increase.
Mandrill results in figure 3.7 also shows a similar tendency as Couple figure
3.6. Especially in the monkey’s fur, you can see that the texture of the hair
comes clear as the α increases.
Table 3.4 shows the results of isotropic fractional TV by using proximity
algorithm for noise intensity γ = 5. Compared to the split Bregman, proxim-
ity algorithm has the maximum PSNR values at higher α values. Maximum
PSNR and SSIM appeared in all images at α 6= 1 except for Cameraman
image. Also in all images except Boat, Couple, House, and Plane, maximum
PSNR and SSIM appeared at the same α values.
Given the improved quality of the images of split Bregman iteration and
that of proximity algorithm, the proximity algorithm gives better results.
Based on this result, for the case of γ = 10, we only presented proximity
algorithm results. Table 3.5 and 3.6 show the PSNR and SSIM results of
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PSNR SSIM
α 1 1.2 1.4 1.6 1.8 1 1.2 1.4 1.6 1.8
Barbara 28.73 28.90 29.37 29.36 29.70 0.8208 0.8188 0.8385 0.8352 0.8508
Boat 29.22 29.38 29.88 29.64 30.09 0.8363 0.8348 0.8568 0.8481 0.8699
Cameraman 28.50 28.58 28.47 28.73 28.83 0.7975 0.7900 0.8158 0.7994 0.8306
Couple 29.10 29.26 29.67 29.47 29.71 0.8427 0.8410 0.8584 0.8503 0.8662
House 28.86 29.03 29.27 29.16 29.41 0.8423 0.8388 0.8576 0.8522 0.8740
Lena 29.97 30.23 31.04 30.73 31.60 0.8302 0.8286 0.8599 0.8479 0.8864
Man 28.40 28.69 29.01 29.02 29.12 0.8425 0.8471 0.8606 0.8603 0.8680
Mandrill 26.90 26.94 26.74 26.72 26.31 0.8059 0.8093 0.8036 0.8092 0.7881
Peppers 29.87 29.89 30.54 30.42 30.85 0.8387 0.8308 0.8585 0.8535 0.8807
Plane 29.35 29.23 30.24 30.26 30.71 0.8189 0.7945 0.8508 0.8463 0.8816
Synthetic1 32.86 32.82 34.62 34.54 35.69 0.7750 0.7545 0.8191 0.8165 0.8586
Synthetic2 32.88 32.84 34.21 33.77 35.09 0.7967 0.7798 0.8354 0.8233 0.8718
Table 3.2: PSNR and SSIM results of anisotropic fractional TV by using
proximity algorithm (γ = 5)
anisotropic and isotropic total variation, respectively. In the case of γ = 10,
the maximum PSNR and SSIM values occurred mostly at α = 1.2 or 1.4.
Especially, there is no image which has the maximum PSNR and SSIM values
at α = 1.6. And Mandrill image is the only one that has a maximum PSNR
and SSIM values at α = 1.8 in anisotropic fractional TV model. The table
3.6 shows that the trendy of α was more clear in isotropic case. According to
the table 3.6, there is no image with maximum PSNR and SSIM value when
alpha is 1.6 or higher. Figure 3.8 shows Cameraman denoising result for
noise intensity γ = 10. As the α value increases, the texture and volume of
the recovered Cameraman images are improved. On the other hand, you can
see that artifacts on recovered image due to excessive smoothing (α ≥ 1.6)
on strong noise (γ = 10). Finally, figure 3.9 shows Mandrill image results for
isotropic case using proximity algorithm with noise intensity γ = 10. As in
figure 3.8, Mandrill image results also show better texture of the monkey’s
hair as α increases, but at the same time the circle artifacts grow.
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PSNR SSIM
α 1 1.2 1.4 1.6 1.8 1 1.2 1.4 1.6 1.8
Barbara 29.24 29.40 29.30 29.44 29.26 0.8509 0.8473 0.8507 0.8503 0.8512
Boat 29.46 29.90 29.20 29.54 28.81 0.8637 0.8650 0.8625 0.8654 0.8581
Cameraman 27.67 27.93 26.73 27.06 26.23 0.8452 0.8282 0.8324 0.8268 0.8266
Couple 29.15 29.60 28.90 29.15 28.38 0.8592 0.8638 0.8542 0.8576 0.8437
House 28.94 29.34 28.65 28.74 27.82 0.8722 0.8682 0.8673 0.8675 0.8575
Lena 31.09 31.36 31.53 31.51 31.38 0.8871 0.8757 0.8954 0.8917 0.8995
Man 28.60 29.06 28.61 28.72 27.93 0.8568 0.8633 0.8600 0.8632 0.8522
Mandrill 25.75 26.36 25.50 25.86 25.24 0.7500 0.7862 0.7430 0.7684 0.7336
Peppers 30.87 30.70 30.30 30.25 29.10 0.8870 0.8734 0.8879 0.8805 0.8851
Plane 30.01 30.56 30.20 30.09 29.16 0.8891 0.8718 0.8909 0.8846 0.8909
Synthetic1 37.87 36.04 37.82 37.06 38.16 0.9115 0.8630 0.9119 0.8920 0.9218
Synthetic2 36.84 35.21 35.48 34.05 31.88 0.9107 0.8724 0.9156 0.8966 0.9194
Table 3.3: PSNR and SSIM results of isotropic fractional TV by using split
Bregman iteration (γ = 5)
PSNR SSIM
α 1 1.2 1.4 1.6 1.8 1 1.2 1.4 1.6 1.8
Barbara 29.27 29.20 29.41 29.49 29.51 0.8495 0.8506 0.8516 0.8482 0.8539
Boat 29.72 29.14 29.76 29.94 29.76 0.8659 0.8600 0.8685 0.8674 0.8702
Cameraman 28.39 27.75 27.65 27.92 28.31 0.8441 0.8405 0.8355 0.8278 0.8406
Couple 29.39 28.74 29.45 29.48 29.23 0.8630 0.8501 0.8641 0.8609 0.8582
House 29.09 28.61 29.19 29.32 29.02 0.8710 0.8676 0.8740 0.8711 0.8739
Lena 31.05 31.28 31.67 31.64 31.84 0.8818 0.8971 0.8910 0.8821 0.8984
Man 28.75 28.40 28.88 29.09 28.77 0.8602 0.8540 0.8641 0.8669 0.8641
Mandrill 26.20 25.40 26.04 26.33 25.44 0.7763 0.7282 0.7722 0.7924 0.7457
Peppers 30.82 30.83 30.70 30.43 30.56 0.8805 0.8943 0.8838 0.8745 0.8884
Plane 30.25 30.21 30.61 30.67 30.69 0.8728 0.8944 0.8795 0.8748 0.8940
Synthetic1 36.90 38.71 36.99 36.35 37.35 0.8903 0.9325 0.8923 0.8734 0.8999
Synthetic2 36.23 37.07 35.55 34.83 35.08 0.8956 0.9341 0.8983 0.8814 0.9079
Table 3.4: PSNR and SSIM results of isotropic fractional TV by using prox-
imity algorithm (γ = 5)
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(a) noisy image (b) α = 1.0
(c) α = 1.2 (d) α = 1.4
(e) α = 1.6 (f) α = 1.8
Figure 3.2: House image results of anistropic case using split Bregman (γ =
5)
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(a) noisy image (b) α = 1.0
(c) α = 1.2 (d) α = 1.4
(e) α = 1.6 (f) α = 1.8
Figure 3.3: Boat image results of anistropic case using split Bregman (γ = 5)
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(a) noisy image (b) α = 1.0
(c) α = 1.2 (d) α = 1.4
(e) α = 1.6 (f) α = 1.8
Figure 3.4: Barbara image results of anisotropic case using proximity algo-
rithm (γ = 5)
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(a) noisy image (b) α = 1.0
(c) α = 1.2 (d) α = 1.4
(e) α = 1.6 (f) α = 1.8
Figure 3.5: Plane image results of anisotropic case using proximity algorithm
(γ = 5)
61
CHAPTER 3. FRACTIONAL ORDER DERIVATIVES
(a) noisy image (b) α = 1.0
(c) α = 1.2 (d) α = 1.4
(e) α = 1.6 (f) α = 1.8
Figure 3.6: Couple image results of isotropic case using split Bregman itera-
tion (γ = 5)
62
CHAPTER 3. FRACTIONAL ORDER DERIVATIVES
(a) noisy image (b) α = 1.0
(c) α = 1.2 (d) α = 1.4
(e) α = 1.6 (f) α = 1.8
Figure 3.7: Mandrill image results of isotropic case using split Bregman
iteration (γ = 5)
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PSNR SSIM
α 1 1.2 1.4 1.6 1.8 1 1.2 1.4 1.6 1.8
Barbara 27.67 27.89 27.94 27.82 27.62 0.7987 0.8043 0.7991 0.7852 0.7682
Boat 27.38 27.21 27.61 27.34 27.15 0.7933 0.7891 0.7966 0.7731 0.7542
Cameraman 26.18 25.69 26.60 26.45 26.24 0.7928 0.7889 0.7857 0.7355 0.6914
Couple 27.20 27.09 27.48 27.26 27.07 0.7822 0.7778 0.7887 0.7715 0.7564
House 26.88 26.82 27.00 26.69 26.65 0.8084 0.8050 0.8053 0.7760 0.7523
Lena 28.90 29.14 29.28 28.58 28.26 0.8373 0.8467 0.8422 0.8099 0.7774
Man 26.60 26.57 26.81 26.66 26.59 0.7821 0.7794 0.7861 0.7723 0.7633
Mandrill 24.73 24.48 24.66 24.72 24.81 0.6600 0.6395 0.6588 0.6620 0.6750
Peppers 28.47 28.64 28.58 28.24 27.95 0.8436 0.8518 0.8442 0.8173 0.7835
Plane 27.88 27.87 28.32 28.05 27.77 0.8415 0.8442 0.8281 0.7978 0.7586
Synthetic1 35.63 36.57 34.10 33.56 30.26 0.8907 0.9177 0.8469 0.7880 0.6462
Synthetic2 34.56 34.61 33.29 32.07 30.18 0.8899 0.9159 0.8720 0.8026 0.6883
Table 3.5: PSNR and SSIM results of anisotropic fractional TV by using
proximity algorithm (γ = 10)
PSNR SSIM
α 1 1.2 1.4 1.6 1.8 1 1.2 1.4 1.6 1.8
Barbara 27.76 27.84 27.99 27.81 27.64 0.8039 0.8060 0.8055 0.7954 0.7814
Boat 27.06 26.60 27.28 26.45 27.08 0.7874 0.7759 0.7906 0.7651 0.7676
Cameraman 25.77 25.97 26.30 26.22 24.99 0.7943 0.7971 0.7873 0.7598 0.7168
Couple 26.93 26.63 26.49 26.56 26.65 0.7741 0.7622 0.7622 0.7602 0.7553
House 26.73 26.38 26.71 26.57 25.98 0.8069 0.7949 0.8001 0.7861 0.7607
Lena 29.09 29.32 29.38 28.82 29.18 0.8470 0.8535 0.8479 0.8257 0.8075
Man 26.55 26.34 26.82 26.67 26.64 0.7800 0.7715 0.7870 0.7825 0.7781
Mandrill 24.40 24.13 24.64 24.19 24.19 0.6359 0.6109 0.6574 0.6388 0.6459
Peppers 28.86 28.35 27.94 28.07 27.55 0.8531 0.8551 0.8469 0.8320 0.8087
Plane 27.71 27.35 27.84 26.90 26.93 0.8484 0.8442 0.8403 0.8088 0.7839
Synthetic1 36.46 37.32 36.03 34.45 33.15 0.9142 0.9361 0.8970 0.8313 0.7652
Synthetic2 35.19 34.65 32.39 31.72 29.74 0.9098 0.9318 0.8953 0.8340 0.7709
Table 3.6: PSNR and SSIM results of isotropic fractional TV by using prox-
imity algorithm (γ = 10)
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(a) noisy image (b) α = 1.0
(c) α = 1.2 (d) α = 1.4
(e) α = 1.6 (f) α = 1.8
Figure 3.8: Cameraman image results of anisotropic case using proximity
algorithm (γ = 10)
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(a) noisy image (b) α = 1.0
(c) α = 1.2 (d) α = 1.4
(e) α = 1.6 (f) α = 1.8




Nuclear norm minimization and
Cauchy noise denoising model
In this chapter, we examine nuclear norm and weighted nuclear norm which
is more adaptive norm for the rank minimization and explain why weighted
model is appropriate. Then, we apply weighted nuclear norm to Cauchy noise
removal and solve our model based on weighted nuclear norm by nonconvex
ADMM. Lastly, we present some result of our model which is better recovery
quality than the state-of-the-art models in Cauchy noise removal.
4.1 Weighted Nuclear Norm
In general, non-local methods have much better performances than local
methods in the field of image noise removal. It is famous for its non-local
methods such as non-local means(NL-means)[5], Block matching and 3D
filtering(BM3D)[13], non-local total variation(NLTV)[18] and Weighted Nu-
clear Norm Minimization(WNNM)[22], etc. Among them, WNNM performs
very well. Therefore, we start to examine WNNM and apply to Cauchy noise
removal. Before we propose our denoising model, in this section, we first look
at weighted nuclear norm.
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4.1.1 Weighted Nuclear Norm and Its Applications
First, we give the definition.






where σi(X) is the i-th singular value of the matrix X.





where w = [w1, w2, . . . , wk], wi > 0 for 1 ≤ i ≤ k and k = min(n,m).
The nuclear norm is a norm but, in general, weighted nuclear norm is not
a norm.
Proposition 4.1.2. The nuclear norm ‖ · ‖∗ is a norm.
Proof. Two conditions are easily verified.





i |c|σi(X) = |c|‖X‖∗
Last, most non-trivial part is triangular inequality. i.e.
‖X + Y ‖∗ ≤ ‖X‖∗ + ‖Y ‖∗ (4.3)








σi(X) = ‖X‖∗. (4.4)
If (4.4) is satisfied, then
‖X + Y ‖∗ = sup
σmax(R)≤1





〈R, Y 〉 = ‖X‖∗ + ‖Y ‖∗
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This proves the triangular inequality.




i be the singular
value decomposition(SVD) of X, and define Q = UV T = UIV T . Then by
construction, σ1(Q) = 1 and
〈Q,X〉 = 〈UV T , UΣV T 〉
= Tr(V UTUΣV T )



































In the above proof, we used the SVD (X = UΣV T ) and Σ is diagonal
matrix consist of singular values of X. In this thesis, we naturally assume
singular values sorted by descending order in Σ.
By using that every norm is convex operator, we can get the following corol-
lary.
Corollary 4.1.3. The nuclear norm ‖ · ‖∗ is convex.
Because of convexity, nuclear norm is used for low-rank matrix approxi-
mation. Low rank matrix approximation aims to find a matrix with a low-
rank that approximates to the given matrix. Low-rank matrix approxima-
tion is used in many places, such as data compression [24], linear models fit-
ting [33], subspace segmentation [31], collaborative filtering [47]. The nuclear
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norm minimization minimize L1-norm of singular values which is slightly dif-
ferent from low-rank. But according to Cai et al. [6], for Y ∈ Rn×m, the
solution of the minimization problem








where Y = UΣV T is the singular value decomposition(SVD) of Y and softλ is
soft thresholding operator by λ. However, there are disadvantages of nuclear
norm minimization problem. For example, not all singular values have the
same importance. The larger singular values tend to have more principal
data. Therefore, rather than soft thresholding all singular values by the
same value as nuclear norm minimization, it is more reasonable to reduce
the bigger singular value by the smaller value. By applying this tendency,
Gu et al.[22] proposed weighted nuclear norm minimization model as follows:






where Y ∈ Rn×m and w = [w1, . . . , wk], k = min(n,m), wi > 0. Due to
the presence of weights, WNNM is not convex in general, but under some
conditions it is possible to obtain useful theorems [22].
Theorem 4.1.4. Let us denote Y = UΣV T as the SVD of Y ∈ Rn×m. The
solution of (4.5), X̂ is given by X̂ = UB̂V T , where B̂ is the solution of the
following minimization problem:






To prove the theorem 4.1.4, we need the following lemma.
Lemma 4.1.5. If MT1 M2 = 0 for M1,M2 ∈ Rn×m, then the following equa-
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tions holds:
1) ‖M1 +M2‖w,∗ ≥ ‖M1‖w,∗ (4.7)
2) ‖M1 +M2‖F ≥ ‖M1‖F . (4.8)
For those who interest in the proof of the lemma 4.1.5, see [22].
Now we are ready to prove theorem 4.1.4.
(Proof of Theorem 4.1.4). For any X ∈ Rn×m, we can write X = UA+U⊥Ã
where U⊥ is the set of orthogonal bases of the complementary space of U and
A and Ã are components of X in subspace U and U⊥, respectively. Then
UTU⊥ = 0 and
‖Y −X‖2F + ‖X‖w,∗
= ‖UΣV T − UA− U⊥Ã‖2F + ‖UA+ U⊥Ã‖w,∗
≥ ‖UΣV T − UA‖2F + ‖UA‖w,∗
In here, we used lemma 4.1.5. Then split AT = V BT + V B̃T and use lemma
4.1.5 again, we get
‖Y −X‖2F + ‖X‖w,∗ ≥ ‖UΣV T − UBV T‖2F + ‖UBV T‖w,∗
after we use the property that orthogonal matrices are not change frobenius
norm and weighted nuclear norm, then
‖Y −X‖2F + ‖X‖w,∗ ≥ ‖Σ−B‖2F + ‖B‖w,∗
≥ ‖Σ− B̂‖2F + ‖B̂‖w,∗
Therefore, the solution of (4.5) can be obtained from X̂ = UB̂V T .
For the descending order weights (i.e., w1 ≥ · · · ≥ wk ≥ 0), we can get a
globally optimal solution by soft thresholding.
Theorem 4.1.6. Assume weights w = [w1, · · · , wk] satisfy w1 ≥ · · · ≥ wk ≥
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where Y = UΣV T is SVD of Y and softw(Σ)ii = max(Σii − wi, 0).
By using following lemma, we prove theorem 4.1.6.





, M11 ∈ Rm×m, M22 ∈ Rn×n, and
weight w = [w1, . . . , wm+n] are non-negative and in a descending order (i.e.
w1 ≥ · · · ≥ wm+n ≥ 0), then we have
‖M‖w,∗ ≥ ‖M11‖w1,∗ + ‖M22‖w2,∗ (4.10)
where w1 = [w1, . . . , wm] and w2 = [wm+1, . . . , wm+n].
The proof of the lemma 4.1.7 can be found in [31].
(Proof of Theorem 4.1.6). Enough to show that the solution of (4.6) is B̂ =
Sw(Σ). Let DB is a diagonal matrix with (DB)ii = Bii. Then according to
the definition of Frobenius norm,
‖Σ−B‖2F = ‖Σ−DB − (B −DB)‖2F ≥ ‖Σ−DB‖2F .
And by using lemma 4.1.7, iteratively, we can get
‖B‖w,∗ = ‖DB + (B −DB)‖w,∗ ≥ ‖DB‖2F .
Combining the two inequality, we get
‖Σ−B‖2F + ‖B‖w,∗ ≥ ‖Σ−DB‖2F + ‖DB‖w.∗. (4.11)
Both Σ and DB are diagonal matrices, we can get the solution elementwise
by soft-thresholding: softwi(Σii).
According to the [21], we can get the useful theorem. To do this, we
observe the following von Neumanns trace inequality [37].
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where σi(M) is i-th singular value of M . (As we stated above, singular values
of any matrix are sorted by descending order.) The equality satisfied when if
there exist U and V such that
A = UΣAV
T B = UΣBV
T .
Based on the lemma 4.1.8, we get the following important theorem.
Theorem 4.1.9. Let us denote Y = UΣV T as the SVD of Y ∈ Rn×m and
weight w = [w1, . . . , wk] satisfy 0 ≤ w1 ≤ · · · ≤ wk, k = min(n,m), then the
global optimum of (4.5) is X̂ = Usoftw(Σ)V
T .
Proof. For X ∈ Rn×m, let X = QDRT be the SVD of X and denote diagonal





‖X − Y ‖2F =
1
2





















































(di − σi)2 + widi
Now, we can solve the above minimization by soft-thresholding:
di = max (σi − wi, 0) , 1 ≤ i ≤ k (4.12)
Therefore, X̂ = UsoftwV
T is the globally optimal solution of (4.5).
Since the larger singular values of a matrix mostly correspond to the more
important subspace. In the image denoising, Gu et al. [22, 21] has proposed
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a model that shrink small values for large singular values and shrink large
values for small singular values. For Gaussian noise image y ∈ RN×M , they







where weights are in ascending order 0 ≤ w1 ≤ · · · ≤ wk, k = min(n,m).
And the theorem 4.1.9 guarantee that our WNNM problem can be solved
simply by soft-thresholding.
4.1.2 Iteratively Reweighted l1 Minimization
Concretely, Gu et al. [22, 21] has proposed a weight of (4.13) as the inverse







∞ if σi(X∗) = 0
(4.14)
But it is impossible to construct the weight (4.14) without the true signal.
To approximate the weight (4.14), they used iteratively reweighting l1 mini-
mization algorithm [7].
In scientific or engineering problems, we often see more unknown variables
than equations. When the equations are linear, we can write the problem as
y = Φx for an x ∈ Rn, y ∈ Rm and m < n. Obviously, it is impossible to
identify correct solution without some additional information. But in many
situation, the unknown data x depends only on a small number of variables.
Therefore, to find solution of the linear equation y = Φx, it is usually assumed
that the sparsity of the solution x∗. Mathematical expression is as follows:
min
x∈Rn
‖x‖l0 s.t. y = Φx, y ∈ Rm, m < n. (4.15)
where ‖x‖l0 = |{i : xi 6= 0}|. But l0-norm problem is NP-hard problem
[38, 14], so, it is almost impossible to solve. To solve the problem (4.15),
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wi|xi| s.t. y = Φx, (4.16)
where wi > 0. And if the true data x
∗ is k-sparse (i.e. ‖x∗‖l0 ≤ k) for k ≤ m





if x∗i 6= 0
∞ if x∗i = 0,
(4.17)
then (4.16) can find the correct solution. But we cannot set weights as the
inverse of x∗ without knowing the true data x∗. To obtain a valid set of
weights, Candés et al. proposed the following iterative algorithm:
Algorithm 6 Iterative reweighted l1 minimization algorithm
Set l = 1, w
(1)
i = 1, i = 1, . . . , n, and lmax.
for l < lmax or x
(l) converges do
Solve the weighted l1 minimization problem














Update l = l + 1
end for
where ε > 0 prevent numerator from dividing by zero. The above algo-
rithm gradually finds zero coefficient locations of true signal by repeating for
loop.
Figure 4.1 shows the process of sparse signal recovery by the algorithm
6. The (a) in figure 4.1 shows the original signal xori. The original data has
length n = 512 and 130 nonzero values and 382 zero values.
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(a) Original signal (b) 1st iteration
(c) 2nd iteration (d) 3rd iteration
(e) 4th iteration (f) 5th iteration
Figure 4.1: Sparse signal recovery by iterative reweighted l1 minimization
algorithm
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We set the Φ as 256 × 512 matrix by independent standard normal en-
tries and ε = 0.5. Figure 4.1 (b)-(f) show scatter plots of coefficient of
l-th iteration solution xl versus the original signal coefficient. In usual
l1 norm minimization (Fig. 4.1(b)), we see that the large coefficient of
xori are somewhat predicted well in x
1 but the solution x1 and the orig-
inal data are quite different. Actually, the maximum difference between
x1 and xori is ‖x1 − xori‖l∞ = 0.5943. As the reweighted iteration pro-
gresses, the difference between solution xl and xori decrease and the values
are ‖x2 − xori‖l∞ = 0.3601, ‖x3 − xori‖l∞ = 0.0816, ‖x4 − xori‖l∞ = 0.0325,
and ‖x5 − xori‖l∞ = 0.0324. Around fourth iteration, the estimated signal
almost perfectly recover the original signal.
To find optimal weights, therefore, Gu et al. applied algorithm 6 to the
WNNM. For each stacked similar patches Y ∈ Rn×m, they iterated (4.13) by
updating weights to the inverse of the singular values of solution of (4.13).
4.2 Proposed Model: Weighted Nuclear Norm
For Cauchy Noise Denoising
4.2.1 Model and algorithm discription
By the powerfulness of WNNM, we introduce our variational model for
Cauchy noise denoising, which adopts the weighted nuclear norm as a regu-
larizer.





in the noise image y, we grouped similar patches for each yi according to a
specific metric, then vectorized and stacked them to form a two-dimensional
matrix Yi. Figure 4.2 show the process of constructing matrix Yi. Then, for






log (γ2 + (x− y)2) (4.19)
where ‖X‖w,∗ is the weighted nuclear norm of X, and we adopt the discrete
version of fidelity term in (2.11).
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. . .
Figure 4.2: The process of constructing matrix composed of similar patches
We solve the model (4.19) by the nonconvex ADMM algorithm that stated







〈log (γ2 + (X − Y )2),1〉 (4.20)
where stacked similar image patches Y ∈ Rm×n is given and 〈·, ·〉 is the
inner product considering X, Y as vectors with mn elements. We substitute







〈log (γ2 + (V − Y )2),1〉, X = V (4.21)
Now we introduce the corresponding augmented Lagrangian of (4.21) with
Lagrangian multiplier W ∈ Rm×n and penalty parameter β > 0.
Lβ(X, V,W ) = ‖X‖w,∗+
λ
2




Then the nonconvex ADMM states that we can alternatively minimize the
above Lagrangian Lβ with respect to X and V to solve the given constrained
problem (4.21). The corresponding algorithm is given in Algorithm 7.
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Algorithm 7 Nonconvex-ADMM for (4.20)
Given a noisy Y .
Initialize X0, V 0, W 0, set β.
for k=0,1,2,· · · do





∥∥∥∥X − V k + W kβ
∥∥∥∥2
2














∥∥∥∥Xk+1 − V + W kβ
∥∥∥∥2
2
W k+1 = W k + β(Xk+1 − V k+1)
if Xk+1 satisfies the stopping criterion then
return Xk+1 and stop
end if
end for
4.2.2 Convergence of algorithm 7
Following [52, 34], we can prove the convergence results of Algorithm 7 under
suitable conditions.
Theorem 4.2.1. Let {(Xk, V k,W k)}k∈N be the sequence generated by Algo-
rithm 7. If β >
2λ
γ2
, the sequence {(Xk, V k,W k)} has at least one limit point
and each limit point is a stationary point of Lβ.
First, let us define the following:
F : Rm×n → R, F(X) = ‖X‖w,∗.
G : Rm×n → R, G(X) = λ
2
〈log (γ2 + (X − Y )2),1〉.
To prove the theorem 4.2.1, we need the subgradient of weighted nuclear
norm F . A subgradient is defined on a convex function. But, in general,
a weighted nuclear norm is nonconvex. Fortunately, according to [58, 30],
we can get the subgradient of a weighted nuclear norm. For X ∈ Rn×m, let
UΣV T be the SVD of X and r be the rank of X. If we define the weight w
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as [w1, w2, . . . , wl] where l = min(m,n), then the subgradient of F(X) is
∂F(X) =∂‖X‖w,∗ = {UWrV T + Z : Z ∈ Rm×n,
UTZ = 0, ZV = 0, σi(Z) ≤ wr+i, i = 1, . . . , l − r}
where Wr is diagonal matrix whose first r diagonal elements are w1, . . . , wr
and all other elements are zero.
Lemma 4.2.2. For all k ≥ 1, there exists a constant C2 > 0 and pk+1 ∈
∂Lβ(Xk+1, V k+1,W k+1) such that ‖pk+1‖2F ≤ C2‖V k − V k+1‖2F .
Proof. Here, we denote the partial derivatives of Lagrangian ∂Lβ by
∂Lβ(Xk+1, V k+1,W k+1) = (∂XLβ,∇VLβ,∇WLβ)(Xk+1, V k+1,W k+1).
Note that ∂XLβ requires the subgradient of F .
By direct computation and (3.33),
‖∇VLβ(Xk+1, V k+1,W k+1)‖ = ‖W k −W k+1‖ ≤ LG‖V k − V k+1‖.
‖∇WLβ(Xk+1, V k+1,W k+1)‖ =
1
β
‖W k −W k+1‖ ≤ LG
β
‖V k − V k+1‖.
Furthermore, observe that
∂XLβ(Xk+1, V k+1,W k+1) = ∂XF(Xk+1) +W k+1 + β(Xk+1 − V k+1)
= ∂XF(Xk+1) +W k + β(Xk+1 − V k)
+ (W k+1 −W k) + β(V k − V k+1).
From the optimality condition of line 4 in Algorithm 7, we have 0 ∈ ∂XF(Xk+1)+
W k + β(Xk+1 − V k). Therefore if we define pk+1 as follows:
pk+1 :=
(
(W k+1 −W k) + β(V k − V k+1), W k −W k+1, 1
β
(W k −W k+1)
)
,








‖V k − V k+1‖,
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(Proof of Theorem 4.2.1). Like proof of the lemma 3.2.8, we can prove fol-
lowing inequality:
Lβ(Xk+1, V k,W k)− Lβ(Xk, V k,W k) ≥ C1‖V k − V k+1‖2F (4.23)
and by the coercive of F , we can prove the boundedness of {(Xk, V k,W k)}.
Then we can take a subsequence {(Xks , V ks ,W ks)} which converges to (X∗, V ∗,W ∗)
as s → ∞. And also, with the same logic as lemma 3.2.8, we can get that
Lβ(Xk, V k,W k) is non-increasing and lower-bounded. Therefore, Lβ(Xk, V k,W k)
converges. According to 4.23, ‖V k − V k+1‖2F converges to 0.
From lemma 4.2.2, there exists a sequence of subdifferentials pk ∈ ∂Lβ(Xk, V k,W k)
that satisfies ‖pk‖ → 0 as k → ∞. In particular, ‖pks‖ → 0 as s → ∞. Be-
cause the roots of a polynomial depend continuously on its coefficients, F is
continuous. This implies the continuity of Lβ and lim
s→∞
Lβ(Xks , V ks ,W ks) =
Lβ(X∗, V ∗,W ∗). Consequently, we have 0 ∈ ∂Lβ(X∗, V ∗,W ∗).
4.2.3 Block matching method
Basically, we used the Frobenius norm to compute similarity of two patches.
For noisy patches Yi and Yj, we use following metric:
dist(Yi, Yj) = ‖Yi − Yj‖2F
We set a reference patch by moving from the top left to the bottom right
and find similar patches across the image (in practice, in a large local neigh-
borhood of a reference patch). By sorting every distance between the refer-
ence patch and a neighbor patch, we stack the most similar k patches. But
if we apply the Frobenius norm directly to the noisy image and find simi-
lar patches, it’s hard to find similar patches with various noise. This phe-
nomenon is due to the presence of very strong noise pixels that is a charac-
teristic of Cauchy noise.
Figure 4.3 shows example of bad and good patch matching results. The
red box represents a reference patch and the blue boxes represent matched
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similar patches. Figure 4.3 (a) shows white dots in the blue boxes just like the
white one in the red box. Here the white dots represent pixels contaminated
with impulsive Cauchy noise. However, when white dots appear in the same
location in the blue box, our algorithm do not recognize them as noise and
do not erase them.
To fix this problem, we introduce a median filter which is particularly
good for removing impulsive noise from a image. We applied 3 by 3 median
filter to the noisy image then measured the similarity between the filtered
reference patch and a filtered neighbor patch by using the Frobenius norm.
Figure 4.3 (b) shows the result of similar patches found with the Frobenius
norm after applying a median filter to the noisy image. The blue boxes
in figure 4.3 (b) have various noisy patterns that give good noise removal
results. Figure 4.4 (a) and (b) show the denoising results of the bad and
good patch matching in figure 4.3 (a) and (b), respectively. We can see that
noise remains in figure 4.4 (a), and that noise has been clearly removed in
figure 4.4 (b).
(a) Bad patch matching (b) Good patch matching
Figure 4.3: Example of patch matching results
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(a) Bad patch matching result (b) Good patch matching result
Figure 4.4: Example of denoising result of bad and good patch matching
4.3 Numerical Results Of Weighted Nuclear
Norm Denoising Model For Cauchy Noise
We present the results of several experiments to demonstrate the performance
of the proposed algorithm for Cauchy noise removal. We uploaded the code
for our algorithm on https://github.com/sbob25/CauchynoiseWNNM. We
use twelve 256 × 256 gray-scale test images for our experiments, as shown
in Figure 3.1 in chapter 3. As in chapter 3, for the original image u0, we
generate the noisy image y corrupted by Cauchy noise n which follows the
Cauchy distribution C(0, γ):




by using proposition 2.1.9. We test the noise intensity γ = 5 and 10. For
qualitative measures of the restored image, we adopt the PSNR and the SSIM
which are defined in chapter 3.
83
CHAPTER 4. NUCLEAR NORM MINIMIZATION
4.3.1 Parameter setting and truncated weighted nu-
clear norm
In the noisy image y, we set the size of a noisy reference patch yj as 6 × 6.
Then, for a noisy reference patch yj, we make a matrix Yj which is consist
of 70 similar patches of yj by searching within the range of 30× 30 from the
reference patch. Also, we change a reference patch from top left to bottom






〈log (γ2 + (Xj − Yj)2),1〉. (4.24)
To solve the above model, we have to set the weight w. In [22], Gu et al.
used the prior knowledge that the larger singular values of Xj have more






where c > 0 is a constant, n is a patch size yj, and ε = 10
−15 is a small value
to prevent dividing by zero.
In Cauchy noise removal, we found that even small singular values have
some important information. Therefore we define the weight as follows by










i.e. a weight wi cannot be bigger than the Θ
2.
To make the sequence {(Xk, V k,W k)}k∈N converge in the algorithm 7, we
set β to be slightly larger than
2λ
γ2
. And we set λ = 1, c = 23, Θ = 2.7 for
γ = 5 and Θ = 4 for γ = 10 in our experiments.
Initialization is another issue because our model is non-convex. We ob-
tained a starting image x(0) by eliminating noisy pixels that have extreme
values. We applied a 3×3 median filter to a noisy image y to obtain a filtered
image ỹ and truncated y by the minimum and maximum of all pixel values
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of ỹ. In other words,
x(0) = max(m,min(M, y)),
where m,M are minimum and maximum among all pixel values of ỹ respec-
tively.
As we did not conduct an exhaustive search for other possible choices of
parameters such as patch size and number of stacked patches, the perfor-
mance of our algorithm can be further improved.
4.3.2 Termination condition
We define an energy function to be utilized for setting a stopping criterion
of our algorithm. Because the weight of the weighted nuclear norm varies
with respect to iteration, it is inappropriate to set the termination condition
using the objective function (4.19). Instead, we use the nuclear norm for the
energy function E:





log (γ2 + (x− y)2). (4.25)
where X is a stacked matrix of flattened similar patches of the reference patch
in the restored image and Y is the corresponding matrix whose elements are
selected from the noisy image y. Theoretically, we have to compute E(X)
for every reference patch in the image. However, this requires high computa-
tional cost; therefore, we compute E only for the patch p̂, which has the small-
est standard deviation among the patches of filtered image medfilt2(f).




is satisfied for a threshold ε. In the experiments, we set ε = 10−3. Figure 4.5
shows progress of the energy (4.25) of the cameraman and the house image.
As you can see, the energies decrease well according to the iteration, so these
are suitable for use as termination condition.
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(a) (b)
Figure 4.5: Plots of the energy values versus iterations for the noisy images
“Cameraman” and “House” with (a) γ = 5 and (b) 10.
4.3.3 Experimental results
We compare our nonconvex WNNM model with CTV [45], NCTV [34], and
Myriad [28]. Table 4.1 shows the results of CTV, NCTV, Myriad and ours
with noise intensity γ = 5. In table 4.1, we can see that the results of our
model are better than the others in both PSNR and SSIM for all 12 images.
The PSNR values of our WNNM model are about 1.9 higher than that of
the others on average. And the average SSIM value difference between our
WNNM and the others is about 0.04. Figure 4.6 shows that our WNNM
model has better performance than the others without PSNR or SSIM com-
parison. If you look at the back and arms of the person behind of the man in
figure 4.6, you can see that our WNNM model are good at removing noise,
but CTV, NCTV and Myriad are making blur or remaining noise. Also the
men’s sleeve are recovered very clearly in our WNNM model result, unlike
the others. See the figure 4.7. Especially, our WNNM model is effective
to remove noise of texture. Figure 4.8 and figure 4.9 show the textures of
the tablecloth and the woman’s cloths have been improved most sharply in
our WNNM result. Looking at the peppers in figure 4.10, you see that our
WNNM model removes noise clearly, while the others leave noise. Figure
4.11 shows an zoomed view of the top of the bell pepper in figure 4.10. Our
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WNNM model, unlike the other models, removes well the noise at the top of
the bell pepper and does not lose clearity.
PSNR SSIM
Noisy CTV NCTV Myriad Ours Noisy CTV NCTV Myriad Ours
Barbara 19.21 29.41 29.49 30.98 33.17 0.4265 0.8500 0.8533 0.8871 0.9306
Boat 19.19 29.45 29.92 29.53 30.91 0.4058 0.8519 0.8693 0.8523 0.8905
Cameraman 19.23 27.97 28.36 28.96 31.00 0.3563 0.8571 0.8482 0.8376 0.9001
Couple 19.19 28.54 29.55 29.34 30.92 0.4243 0.8190 0.8650 0.8557 0.9004
House 19.13 29.04 29.33 29.55 30.49 0.4333 0.8705 0.8775 0.8699 0.9092
Lena 19.19 30.32 31.24 31.68 33.44 0.3572 0.8721 0.8851 0.8799 0.9330
Man 19.20 28.67 28.84 28.83 29.85 0.4744 0.8422 0.8604 0.8582 0.8781
Mandrill 19.21 26.46 27.00 27.92 28.40 0.5000 0.7499 0.8117 0.8332 0.8525
Peppers 19.24 30.92 31.00 30.67 32.50 0.3859 0.8929 0.8854 0.8712 0.9166
Plane 19.20 30.23 30.47 30.05 31.37 0.3727 0.9021 0.8896 0.8654 0.9228
Synthetic1 19.21 39.36 41.51 35.68 43.81 0.1498 0.9609 0.9728 0.8394 0.9833
Synthetic2 19.25 36.26 36.32 35.47 43.89 0.1896 0.9274 0.8995 0.8278 0.9852
Table 4.1: PSNR and SSIM for the noisy and restored images by different
methods (γ = 5)
PSNR SSIM
Noisy CTV NCTV Myriad Ours Noisy CTV NCTV Myriad Ours
Barbara 16.31 27.57 27.81 27.70 30.48 0.2871 0.7963 0.8027 0.7665 0.8758
Boat 16.30 27.25 27.75 27.11 28.86 0.2738 0.7789 0.7944 0.7245 0.8399
Cameraman 16.33 26.40 26.86 26.86 29.04 0.2427 0.8039 0.7858 0.6910 0.8627
Couple 16.32 26.88 27.27 26.73 28.64 0.2834 0.7567 0.7814 0.7270 0.8378
House 16.26 26.78 27.19 26.83 28.40 0.3026 0.8022 0.8072 0.7424 0.8631
Lena 16.33 28.84 28.53 28.38 30.54 0.2361 0.8446 0.8385 0.7408 0.8879
Man 16.31 26.52 26.96 26.50 27.73 0.3227 0.7627 0.7899 0.7515 0.8049
Mandrill 16.33 24.67 25.23 25.58 26.27 0.3416 0.6279 0.7164 0.7175 0.7513
Peppers 16.36 28.69 29.00 27.79 30.49 0.2629 0.8504 0.8511 0.7419 0.8866
Plane 16.31 27.86 28.21 27.67 29.36 0.2564 0.8528 0.8250 0.7235 0.8924
Synthetic1 16.33 36.48 38.15 30.85 41.39 0.0765 0.9420 0.9523 0.6187 0.9836
Synthetic2 16.34 35.56 36.29 30.24 40.49 0.1016 0.9361 0.9400 0.5998 0.9811
Table 4.2: PSNR and SSIM for the noisy and restored images by different
methods (γ = 10)
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(a) CVT result (b) NCTV result
(c) Myriad result (d) Our WNNM result
Figure 4.6: Man image results of several Cauchy denoising models (γ = 5)
(a) CTV (b) NCTV (c) Myriad (d) Ours
Figure 4.7: Zoomed of 4.6
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(a) CVT result (b) NCTV result
(c) Myriad result (d) Our WNNM result
Figure 4.8: Barbara image results of several Cauchy denoising models (γ = 5)
(a) CTV (b) NCTV (c) Myriad (d) Ours
Figure 4.9: Zoomed of 4.6
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(a) CVT result (b) NCTV result
(c) Myriad result (d) Our WNNM result
Figure 4.10: Pepper image results of several Cauchy denoising models (γ = 5)
(a) CTV (b) NCTV (c) Myriad (d) Ours
Figure 4.11: Zoomed of 4.10
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(a) CVT result (b) NCTV result
(c) Myriad result (d) Our WNNM result
Figure 4.12: Boat image results of several Cauchy denoising models (γ = 10)
(a) CTV (b) NCTV (c) Myriad (d) Ours
Figure 4.13: Zoomed of 4.12
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(a) CVT result (b) NCTV result
(c) Myriad result (d) Our WNNM result
Figure 4.14: Lena image results of several Cauchy denoising models (γ = 10)
(a) CTV (b) NCTV (c) Myriad (d) Ours
Figure 4.15: Zoomed of 4.14
92
CHAPTER 4. NUCLEAR NORM MINIMIZATION
(a) CVT result (b) NCTV result
(c) Myriad result (d) Our WNNM result
Figure 4.16: Synthetic1 image results of several Cauchy denoising models
(γ = 10)
(a) CTV (b) NCTV (c) Myriad (d) Ours
Figure 4.17: Zoomed of 4.16
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For the case of heavy noise γ = 10, table 4.2 shows that the results of
our WNNM model have the highest PSNR and SSIM values in all images.
On average, the PSNR values of our WNNM model and the others differ by
about 1.8 and the differences of SSIM values of our WNNM and the others
are about 0.05. For the synthetic2 image, PSNR values of our WNNM model
are 4 or more higher than that of the others. Also the Mandrill image has
the least PSNR difference between our model and the others. Our model
has about 0.5 higher value than the others for the Mandrill image results.
The boat image denoising results for γ = 10 shown in figure 4.12. The (a)
CVT result were over-smoothed, and (b) NCTV and (c) Myriad results show
remaining noise. But (d) our WNNM model result preserves edges well while
at the same time removing noise as well. Figure 4.14 shows denoising results
of the Lena image of several models for noise intensity γ = 10. Lena’s face
recovered by our model is more clear than that of the others. And our model
recovered well the texture of fur on the hat without blurring. Finally, we
compare the result of the Synthetic1 image (figure 4.16). As you see, our
model removed noise clearly and recovered the surface and the edges well




In this thesis, we studied about Cauchy noise and Cauchy noise removal by
variational models. We presented two models. First model was an local ap-
proach based on fractional TV and second thing used an non-local method
which is based on weighted nuclear norm. For both models, we applied non-
convex ADMM and proved the convergence of a nonconvex ADMM sequence
to an stationary point of the augmented Lagrangian.
Fractional TV model is almost similar with the conventional TV in terms
of computational speed. And the fractional TV model had better denoising
performance than the conventional TV model. In particular, increasing the
volume of the recovered images as the alpha increases shows that it is worth
applying fractional TV. But, because of the similarity of models, the differ-
ence of performance was not much significant. And for heavy noise γ = 10,
as α increased, round artifacts appeared in recovered images, which were
unsatisfactory results. To improve these disadvantages, future work might
lead to the study of various generalization of total variation model (Total
generalized variation [4], Structure tensor total variation [29], etc.).
The second our model, the WNNM denoising model for Cauchy noise, was
excellent enough to yield much better results than state-of-the-art Cauchy
noise removal models. We used median filter and ratio of total variation
to find good similar patches which are showed good results, but the results
was still worse than using the clean (original) image for patch matching.
Further research is expected to find better patch matching methods. Another
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important issue how to define weights of the weighted nuclear norm. In the
original WNNM model, Gu et al. define weights as the reciprocal of singular
values. But in Cauchy noise removal, we have found that truncated weights
are much better performance than Gu’s suggested weights. Thus, if we study
more about weights, we may find weights that are more optimal for Cauchy
noise. Finally, the computation speed is rather slow because our model is
non-local. To improve the speed, we tested several parameter values and
found the values that speed up without loss of recover quality and used
parallel computing. But it is still not fast. The computation using GPU is
expected to speed up and our model will be able to be used effectively even
in the removal of Cauchy noise in the industrial site.
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이미지 처리에서 이미지 잡음 제거는 가장 중요한 문제 중 하나다. 이 논문에
서 우리는 다양한 접근 방식에 의한 코시 잡음 제거를 연구한다. 코시 잡음은
엔지니어링 애플리케이션에서 자주 발생하나 코시 잡음의 변분법적 모델의
비 볼록성으로 인해 해결하기가 어렵고 많이 연구되지 않았다. 코시 노이즈
를 제거하기 위해 우리는 곱셈기의 볼록하지 않은 교류 방향 방법(nonconvex
ADMM)을 사용하였으며 두 가지 변분법적 모델을 제시한다. 첫 번째는 분수
총 변이(FTV)를 이용한 모델이다. 분수 총 변이는 일반적인 정수 도함수를
실수 도함수로 확장 한 분수 도함수에 의해 정의된다. 두 번째는 가중 핵 노
름을 이용한 모델이다. 가중 핵 노름은 저수준 영상처리에서 탁월한 성능을
발휘한다. 우리는가중핵노름이코시잡음제거에서도뛰어난성능을발휘할
것으로 예상하였고, 우리의 새로운 아이디어를 가중 핵 노름 최소화와 결합하
여 현존하는 코시 잡음 제거 최신 모델들보다 더 나은 결과를 얻을 수 있었다.
마지막 장에서 실제 코시 잡음 제거 테스트를 통해 우리 모델이 얼마나 뛰어
난지 확인하며 논문을 마친다.
주요어휘: 코시 잡음, 영상 노이즈제거, 비볼록 승수의 교대방향 방법, 분수적
총변이, 가중 핵 노름, 변분법적 모델
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