While the vast majority of calculations reported on molecular conductance have been based on the static non-equilibrium Green's function formalism combined with density functional theory, in recent years a few time-depedent approaches to transport have started to emerge. Among these, the driven Liouville-von Neumann equation (J. Chem. Phys. 124, 214708 (2006)) is a simple and appealing route relying on a tunable rate parameter, which has been explored in the context of semi-empirical methods. In the present study, we adapt this formulation to a density functional theory framework and analyze its performance. In particular, it is implemented in an efficient all-electron DFT code with Gaussian basis functions, suitable for quantum-dynamics simulations of large molecular systems. At variance with the case of the tight-binding calculations reported in the literature, we find that now the initial perturbation to drive the system out of equilibrium plays a fundamental role in the stability of the electron dynamics, and that the equation of motion used in previous tight-binding implementations has to be modified to conserve the total number of particles during time propagation. Moreover, we propose a procedure to get rid of the dependence of the current-voltage curves on the rate parameter. This method is employed to obtain the currentvoltage characteristic of saturated and unsaturated hydrocarbons of different lenghts, with very promising prospects.
I. INTRODUCTION
Electron transport through molecules and nanostructures has been a field of very active research in the last decades, greatly motivated by the interest in molecular electronics and reinvigorated by the often intriguing lack of agreement between calculations and experiments. [1] [2] [3] [4] Most of the theoretical approaches currently available are based on the Landauer steady state formalism, formulated in terms of the non-equilibrium Green's function (NEGF) for coherent transport. 5 In this context, a usual approximation consists in obtaining the Green function of the system from the Kohn-Sham (KS) single-particle Hamiltonian ground state. The exchange-correlation potential is approximated by the one used in time-independent density functional theory (DFT), and the charge density is calculated self-consistently in the presence of a steady state current. The effects of the leads attached to the system are represented through the corresponding self-energies. [5] [6] [7] This scheme has proved useful to estimate conductance in a variety of molecules and nanoscale structures coupled to semi-infinite leads. 8, 9 An important limitation of these calculations is the fact that the transmission function from static DFT has resonances at the non-interacting Kohn
Sham excitation energies, which more often than not disagree with the true values.
Several developments in open or periodic boundary conditions have gone beyond the static picture. Stefanucci and other authors derived rigorous treatments within time-dependent DFT (TDDFT) for the explicit temporal evolution of the system's wavefunction or density matrix, based on the time-dependent Green's function. [10] [11] [12] [13] Also within DFT, Burke, Car and Gebauer avoided the explicit treatment of semi-infinite leads by using ring boundary conditions. 14,15 All these are elegant, though computationally onerous, routes to nonequilibrium transport properties. Presently, the cost of the computations circumscribes their 3 application to relatively simple models.
On the other hand, the microcanonical dynamics proposed by Di Ventra and Todorov, 16 readdressed and implemented in a different setting by Cheng and co-workers, 17 is an interesting alternative to the methodologies mentioned above. In this treatment the open-boundary conditions are substituted by a closed set of equations of motion in a finite model, where the leads must be large enough to mimic the discharge in the grand-canonical framework. The initial density for the propagation is taken from a standard DFT calculation in the presence of a bias, which is relaxed at time zero to allow the current to flow from regions of high to low potential. Di Ventra and his collaborators showed how a formally exact current between the leads is established in an "instantaneous" or quasi steady state regime. This approach removes the need to implement demanding scattering boundary conditions, but in exchange the size of the leads required to provide reasonable discharge times limits its practical use.
Measurements are thus performed in a quasi steady state occurring in a relatively short time window before the electrons are backscattered from the boundaries of the finite leads.
Somehow in between these two general quantum-dynamics frameworks-the microcanonical and the grand canonical ones-, the open-boundary scheme proposed by Sanchez and co-workers is an appealing and conceptually simple method, in which the standard LiouvilleVon Neumann expression for the time derivative of the density matrix is augmented with a driving term. 18 This term, which depends on a driving rate parameter (Γ), allows to maintain the charge imbalance after the external potential is turned off, by restoring the elements of the density matrix associated with the leads back to the polarized state. Our goal in the present study is to realize a first-principles implementation of the driven Liouville-von Neumann equation discussed in the previous paragraph, suited for transport simulations in realistic molecular systems. We find that when this equation of motion, either in its original or in its modified form, is integrated in a Kohn-Sham setting with Gaussian basis functions, several issues arise which render it inapplicable to transport calculations.
Namely, the trace of the density matrix is not preserved, leading to fluctuations in the total number of particles throughout the propagation, and the steady state current becomes strongly dependent of the Γ value, which remains an arbitrary parameter. In this article we introduce a scheme that circumvents these and other flaws observed when the driven Liouville-von Neumann approach is ported to the realm of first-principles simulations. The method is implemented in an efficient real time TDDFT code developed in our group, designed for computations in graphic processing units (GPU). 21 The result is a powerful methodology free of adjustable parameters, to accede to time-dependent electron transport properties of large molecular structures. The method is illustrated through its application to hydrocarbon polymers.
II. DRIVEN LIOUVILLE-VON NEUMANN APPROACH
In tight-binding implementations of the driven Liouville-von Neumann equation, 18,20 the system is divided in three regions: Source, Drain and Molecule (S,D and M respectively).
In this context, within an atomistic or site representation for a two lead set up, the density matrix and Hamiltonian can be written as in equations 1 and 2 respectively.
The quantum-dynamics originally proposed by Sánchez and co-authors, 18 departs from a ground state density obtained in the presence of an electric field in the Source-Drain direction, which is turned off during the time propagation. In order to avoid the backscattering of the electrons at the boundaries, while keeping a voltage imbalance between the leads, open boundary conditions are introduced by augmenting the standard Liouville Von Neumman equation of motion for the density matrix with a driving term:
where Γ is the driving rate parameter andρ 0 can be defined as follows: 
It was shown in the same study that this expression can be derived from the formalism of complex absorbing potentials, in which context the addition of an imaginary potential to the Hamiltonian provokes a damping of the wavefunction and therefore a depletion of electronic density. 
III. FIRST-PRINCIPLES FORMULATION
Equation 5 was implemented in an all-electron, Gaussian basis-sets DFT code developed in our group. 21, 22 On the basis of GPU parallelization of the most demanding parts of the computation-which include the exchange correlation energy and the commutators between H andρ-and other algorithmic optimizations, this scheme can handle time-dependent simulations of molecular systems above a hundred atoms, propagated for several hundreds of femtoseconds. 21 The present calculations were performed using 6-31G** basis sets in combination with the PBE exchange-correlation functional, with a time-step of 0.1 a.u. to integrate the equation of motion through the Magnus expansion.
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The behavior of the working formula 5 inserted in this density functional scheme, is illustrated by the dotted curve in Figure 1 for the case of a trans-polyacetylene chain of 60 contributions. For sufficiently large lead models, affordable in tight-binding calculations, the impact of these non-diagonal blocks to the overall absorption-injection process may be negligible. However, in first-principles implementations where the computational burden limits the size of the leads, the contribution of non-diagonal elements to the transport process may become important. As a matter of fact, the incorporation of charge injection in the offdiagonal elements according to equation 6, significantly improves the absorption-injection balance in our TDDFT simulations. This effect is visible in Figure 1 , which shows that the drift in the total number of particles associated with expression 5, is largely eliminated when it is replaced by equation 6.
Strictly, the Hamiltonian and density matrix are defined for a fixed number of particles.
Any departure from the initial number along the time-propagation would violate Pauli's exclusion principle, leading to unphysical states. A possible way to suppress these fluctuations altogether, is through the implementation of distinct, time-dependent absorbing and injecting rates, Γ A (t) and Γ I (t), which may be allowed to vary to preserve the total charge in the system. Hence, equation 6 assumes the following form:
whereas charge conservation can be enforced by setting to zero the total number of particles associated with the driving term, which can be computed as the trace of the product between the two matricesD (the driving operator, equal to the second term on the right hand side of equation 7) andŜ (the overlap matrix of non-orthogonal basis functions, S ij = φ i |φ j ):
The later equation provides the ratio between Γ A (t) and Γ I (t) necessary to keep constant the number of electrons. Yet, to univocally determine the values of the rate parameters, a constraint is imposed to their sum,
In this way, Γ A (t) and Γ I (t) are recomputed at every time-step of the dynamics to satisfy simultaneously 8 and 9, which supresses any deviations in the number of electrons (see solid line in Figure 1 ). Condition 9 is somehow arbitrary, and aims at keeping the values of the rate parameters close to the constant Γ. Other artifacts are also possible, for example to fix one of the two parameters, calculating the other from equation 8. In any case, as can be seen in Figure 1 , the constraints in equations 8 and 9 have in practice a negligible impact on the transport process, because Γ I (t) and Γ A (t) remain essentially equal and constant throughout the dynamics.
Expression 7 will be our master equation along this work, with Γ A and Γ I calculated at every time-step according to relations 8 and 9. The driving matrixD is computed in a non-orthonormal atomic basis, and then transformed to an orthonormal representation following the canonical transformation process. Equation of motion 7 is then integrated in this orthonormal basis using the Magnus propagator to first order. 21 We emphasize that, despite the fact that in this scheme the number of particles in the entire system is fixed by virtue of the constraint on the trace of the driving operator, the total charge in the Molecule region can change during the quantum dynamics at the expense of an opposite change in the leads. The current I(t) flowing between the electrodes can be directly computed as the charge associated with the absorbing or the injecting terms,
where L represents either the source or drain lead and ∆t the time-step. The current achieved in the steady-state depends on the value of Γ, as shown in Figure 2 for a fixedρ 0 . In the limit of small Γ, the standard microcanonical picture is recovered and the backscattering effect precludes any net current. The increase of the rate parameter exacerbates both injection and absorption by promoting electron exchange with the reservoirs. There is a relatively broad interval of Γ values which maximize the conductance, above which the damping prevails and the current starts to decay. The same dependence with the rate parameter has been observed for semi-empirical hamiltonians by various authors, including Nitzan, 19 Todorov, 18 and, to a lesser extent, by Zelovich, Kronik and Hod in their model systems. 20 While in the present DFT simulations the steady state current appears to be more sensitive to the rate parameter in comparison to previous tight-binding reports, this dependence is in any case a weakness of the driven Liouville-von Neumann approach. Despite the qualitative insights provided in the literature about the role of the driving rate parameter, 18, 20, 23 there is no rigorous or practical way to determine it univocally. We will come back to this issue in section V, where we discuss a path to obtain the current as a function of the voltage bias, which gets rid of the Γ dependence. 
IV. PERTURBING THE SYSTEM OUT OF EQUILIBRIUM
In these simulations, the densityρ 0 involved in the construction of the driving operator is obtained from a ground-state self-consistent calculation in the presence of an applied bias.
The initial densityρ(t 0 ), instead, and at variance with the practice adopted in reference
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, corresponds to the ground-state in the absence of any external field. While it could be 13 also possible to setρ(t 0 ) =ρ 0 , there is a reason for our particular choice which will be clear below. The upper panel of Figure 3 displays the time evolution of the Mulliken charges in the Source and Drain regions for a dynamics performed according to this procedure in the polyacetylene molecule. Conversely to the expected behavior, the populations do not reach stable values, neither the charge of the Source remains above that of the Drain, but they exhibit an oscillatory and overlapping evolution within this simulation time-scale.
The behavior changes dramatically if the effect of the driving term is incorporated smoothly, by multiplying the driving rate parameter by a time-dependent factor which increases gradually from 0 to 1. In particular, the lower panel of Figure 3 shows a more meaningful behavior when the value of Γ is controlled in the following form:
with the chosen numerical parameters b = 2.419 fs and c = 0.585 fs 2 . It was checked that the specific values of b and c have practically no effect on the final charges and currents in the steady-state. Now, the populations of the leads reach a steady-state in which the charge difference between Source and Drain has the expected sign.
To rationalize these results, it must be recalled that the electron dynamics evolves according to equation 7 in the absence of an electric field. Since the starting density corresponds to the ground-state ofĤ, the value of the commutator [Ĥ,ρ] is initially zero. However, the incorporation of the driving term may produce abrupt variations of the density at the initial stages of the time-propagation, whenρ −ρ 0 can be large. The irruption of the perturbation seemingly excites the accessible resonances of the electron structure, ressembling the application of a step or delta-function potential in a quantum-dynamics. Thus, the resulting pattern reflects the characteristic frequencies of the system, rather than the transport 14 process itself.
The perturbing effect of the driving term could be minimized if the initial density were set equal to ρ 0 . However, in such a caseĤ andρ would not commute, and similar excitations will develop. With the use of a starting density that is a solution ofĤ, a gradual perturbation is easy to implement through the driving rate parameter, while its implementation would not be as straightforward ifρ(t 0 ) =ρ 0 . Noteworthy, previous TDDFT studies of molecular conductance using microcanonical dynamics have reported "transient fluctuations" or "noise" in current and charges, which origin could not be established with certainty.
17,24
The results presented above suggest that the fluctuating nature of those observables might have been a consequence of the sudden incorporation or removal of the bias potential in the time dependent Hamiltonian at time zero. Hence, whereas the initial magnitude of the perturbation does not seem to be an issue for tight-binding models, it appears to be a crucial ingredient in real-time conductance simulations from first-principles.
V. THE BIAS POTENTIAL: DYNAMICAL APPROXIMATION
Up to this point, the bias potential or voltage bias (V ) has not been given explicitly, but has remained implicit inρ 0 , which is the ground-state density in the presence of a uniform electric field of magnitude V /d, with d the separation between Source and Drain. Equation 7 continuously drives the charge in the reservoirs towards the reference density of the system equilibrated with the electric field turned on. Nevertheless, in our simulations the electronic density in the leads,ρ(t), never becomes equal toρ 0 -the difference between the two strongly depends on Γ-and therefore it would be inaccurate to assume that the bias that led toρ 0 in a static calculation is the same as the one developed in dynamical conditions with a driving operator formed withρ 0 . Hereafter, we will refer to these two magnitudes as the static We note that the calibrated I-V curve tends to be coincident with the curves corresponding to rate parameters which optimize the conductance (e.g., Γ=4.134 a.u. or Γ=10 a.u.).
This means that with the use of these parameters, the voltage bias applied statically to polarize the system, is approximately maintained during the transport process. Moreover, this is in line with the analysis in reference 20 , where it is shown that the driven Liouville- 
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Figure 5B shows that, at least for the three different polyacetylene lengths explored in this work, the method reproduces a perfectly exponential decay.
Panel C confronts, for a polyacetylene bridge of 14 carbon atoms, the currents obtained from our time-dependent simulations, with those calculated through the NEGF formalism using the TranSIESTA method. 26 In the later calculations, the polyacetlylene chain is attached to two gold electrodes via sulfur atoms, while in the real time simulations, the leads and the bridge have the same structure. Noteworthy, and despite the distinct molecular junctions, the currents are in very good accord. This suggests that the structure of the elec- This has proved to be an efficient and stable scheme, suitable to perform real-time electron transport simulations on systems above a hundred atoms for several hundreds of femtoseconds. In the molecules explored here, steady states were typically achieved within the first ten or twenty femtoseconds. This methodology opens the door to simulations of charge transport in realistic chemical structures, from conducting polymers to metallic nanowires to biological macromolecules. Aside from the most conventional phenomena, this method allows to explore a multiplicity of challenging and sophisticated conductance experiments, for example time-resolved transport modulated by electric fields or laser pulses. In particular,
although not discussed in the present work, this code offers the possibility to represent large environments through a quantum-mechanics molecular-mechanics approach. 21 This can be useful to model the effect of a solvent or other complex media in the transport process, which will be the subject of future work.
20

VIII. ACKNOWLEDGMENT
The present work is dedicated to the memory of Jorge Luis Morzan.
We thank Dario Estrin and Daniel Murgida for helpful discussions. We express our grat- 21
