A Robust Clustering method using Compositional Data restrictions:
Studying wood properties in the reforestation of Portugal.
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Abstract
Classification of multivariate observations while preserving the data’s natural restriction is a
challenge. Special properties such as identifiability, interpretability, and others need to be cared for to
build a new approach. To avoid these complications, many transformation algorithms have been
developed to use traditional models. In this context, the aim of this work is to propose a robust
probabilistic distance algorithm to classify compositional data. Based on the probabilistic distance
(PD) clustering approach, the proposal identifies clusters minimizing a joint distance function, JDF,
which is part of a dissimilarity measure. This measure combines the PD clustering approach with
the density of the Dirichlet distribution. This procedure allows us to create clusters, and define the
number of clusters by accommodating the data’s natural data compositional restriction. This work
was motivated by the forestry area in the restoration context. The composition dataset of the
populations of Pinus nigra was analyzed via the proposed robust probabilistic distance clustering
algorithm. The proposed method allows us to classify the new physical, chemical, and mechanical
P. nigra’ properties into clusters. The main results identify compositional clusters which provide
support for wider areas’ recognition. In addition, the results can be used in decisions to spread
sustainable forest management.
keywords: Classification, dissimilarity measure, probabilistic distance, multivariate restricted data,

Resumo
A classificação de observações multivariadas preservando a restrição natural dos dados é um
desafio. Propriedades especiais como identificabilidade, interpretabilidade e outras precisam ser
cuidadas para construir uma nova abordagem. Para evitar essas complicações, muitos algoritmos de
transformação foram desenvolvidos para usar modelos tradicionais. Nesse contexto, o objetivo deste
trabalho é propor um algoritmo robusto de distância probabilística para classificar dados
composicionais. Com base na abordagem de agrupamento de distância probabilística (DP), a proposta
identifica agrupamentos que minimizam uma função de distância conjunta, FDC, que faz parte de uma
medida de dissimilaridade. Esta medida combina a abordagem de agrupamento DP com a densidade
da distribuição Dirichlet. Esse procedimento nos permite criar clusters e definir o número de clusters
acomodando a restrição de composição natural dos dados. O trabalho foi motivado pela área florestal
no contexto da restauração. O conjunto de dados de composição das populações de Pinus nigra foi
analisado por meio do algoritmo robusto de agrupamento de distância probabilística. A proposta nos
permite classificar as novas propriedades físicas, químicas e mecânicas do P. nigra em clusters. Os
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principais resultados identificam clusters composicionais que dão suporte ao reconhecimento de áreas
mais amplas. Além disso, os resultados podem ser utilizados na análise de decisão para difundir o
manejo florestal sustentável.
Palavras chave: Classificação, medida de dissimilaridade, distância probabilística, dados
multivariados com restrição.
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Introduction
Despite difficulties collecting data, researchers extract relevant information which has
enormous potential to help us better understand the natural world. Statistical methods
need to address the most important questions in these data to obtain accurate estimates
and interpretations.
In the multivariate context, compositional Data (CoDa) is characterized by the fact
that each observation is a vector that occupies a restricted space. The vector length
indicates the number of variables containing only relative information where the
vector’ elements sum to one or any constant. Formality, the CoDa is given by a vector
xi = (xi1, . . ., xiC)′ where each component represents proportions xic ∈ (0, 1) at
observation 𝑖𝑖 = 1, … , 𝑁𝑁 , of component 𝑐𝑐 = 1, … , 𝐶𝐶 , with N observations. The peculiarity in
this kind of data consists in the relationship between each column or component of the
vector for each observation i. This random vector Xi is distributed in C ≥ 2 dimensions
subject to ∑𝐶𝐶𝑐𝑐=1 𝑥𝑥𝑖𝑖𝑖𝑖 = 1. These peculiarities in CoDa suggest that classical multivariate
statistical techniques should not be used directly (Aitchison, 1982, 1986; PawlowskyGlahn and Egozcue, 2006).
CoDa’ classification problems have not been widely studied; there are many classes of
transformations such as additive log-ratio and the multivariate Box-Cox transformations
which are available to apply clustering techniques for traditional data. In this context,
an enormous number of approaches are attractive to implement, detect heterogeneous
groups with similar units and predict where allocated a new observation given its
properties (Rachev et al., 2013).
This work proposes a method to classify compositional observations without giving up the
data’s natural restriction. The proposal extends the method developed by Tortora et al.
(2020) which is based on the probabilistic distance (PD) clustering including a new
dissimilarity metric and clusters of different sizes.
The probabilistic distance (PD) clustering assumes that we have a data matrix X with
N units and C components, and considers K (non-empty) clusters. The PD clustering
principle assumes that the product of the probability of a point belonging to a cluster
and the distance of the point from the center of the cluster is constant, and this
constant is a measure of the classificability of the point (Ben-Israel and Iyigun, 2008).
The extension of the work of Ben-Israel and Iyigun (2008) permits the inclusion of the
cluster size. It is based on three quantities:
(1) the distance of each data point 𝑥𝑥𝑖𝑖 from each cluster center 𝜇𝜇𝑘𝑘 , denoted 𝑑𝑑𝑖𝑖𝑖𝑖 =
𝑑𝑑(𝑥𝑥𝑖𝑖 , 𝜇𝜇𝑘𝑘 ), (more on this later), (2) the probability of each point belonging to a cluster,
i.e., 𝑝𝑝𝑖𝑖𝑖𝑖 = 𝑝𝑝(𝑥𝑥𝑖𝑖 , 𝜇𝜇𝑘𝑘 ), for 𝑘𝑘 = 1, … , 𝐾𝐾 and 𝑖𝑖 = 1, … , 𝑁𝑁 , and (3) the cluster size 𝑞𝑞𝑘𝑘 .

A new dissimilarity measure was proposed by Tortora et al. (2020) which improves the
PDQ clustering considering symmetric density functions. This approach has the
advantage of considering the variability and the correlation among the variables.

In this framework, the dissimilarity metric is based on compositional data peculiarities
and the Bayesian approach is invoked to make inference on the unknown quantities.
Following this introduction, the proposal, PDQ including Dirichlet density following the
Tortora’ idea and the inference procedure based on the Bayesian approach is developed in
Section 2. The application in Section 3 presents the performance of the proposed method
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on a forestry data set. The conclusion and future works, advantages, and limitations of
the proposed methodology are discussed in Section 4.

Robust probabilistic distance algorithm to classify compositional data:
PD- Clustering-Coda Method
PD-clustering is based on the principle that (1) function 𝐹𝐹(𝑥𝑥𝑖𝑖 ), which represents a product of the
distance between a point xi and cluster center 𝑐𝑐𝑘𝑘 (𝑑𝑑𝑖𝑖𝑖𝑖 ) and the probabilities of 𝑥𝑥𝑖𝑖 belonging to 𝑐𝑐𝑘𝑘 (𝑝𝑝𝑖𝑖𝑖𝑖 )
depends only on 𝑥𝑥𝑖𝑖 (Ben-Israel and Iyigun, 2008), (2) 𝐹𝐹(𝑥𝑥𝑖𝑖 ) does not depend on the clusters. Iyigun
and Ben-Israel (2008) suggest a smoothed version of the PD-clustering adjusted for cluster size
(PDQ). They assume a definition for 𝐹𝐹(𝑥𝑥𝑖𝑖 ) as in Equation (1) with the constraint that ∑𝐾𝐾𝑘𝑘=1 𝑞𝑞𝑘𝑘 = 𝑁𝑁,
where N is the number of points and 𝑞𝑞𝑘𝑘 is related to the number of points that belong to cluster k.
2
𝑝𝑝𝑖𝑖𝑖𝑖
𝑑𝑑𝑖𝑖𝑖𝑖

= 𝐹𝐹(𝑥𝑥𝑖𝑖 ).

(1)

𝛿𝛿𝑖𝑖𝑖𝑖 = log(𝑀𝑀𝑘𝑘 𝑓𝑓(𝑥𝑥𝑖𝑖 ; 𝜃𝜃𝑘𝑘 )−1 ),

(2)

𝑞𝑞𝑘𝑘

Conforming to intuitive notions, as the distance from the cluster center decreases the probability
of a point belonging to that cluster increases. A solution is to minimize the joint distance function
(JDF) given by 𝐽𝐽𝐽𝐽𝐽𝐽 = ∑𝑁𝑁𝑖𝑖=1 𝐹𝐹(𝑥𝑥𝑖𝑖 ) based on the measure from Tortora et al. (2020). This measure is
𝛿𝛿𝑖𝑖𝑖𝑖 defined in Equation (2).
given a density function 𝑓𝑓(𝑥𝑥𝑖𝑖 ; 𝜃𝜃𝑘𝑘 ) parameterized by 𝜃𝜃𝑘𝑘 and its maximum Mk for cluster k.

Our PD-Clustering-Coda Method has two steps: (1) Calculate all values of 𝑝𝑝𝑘𝑘 =
(𝑝𝑝1𝑘𝑘 , … , 𝑝𝑝𝑁𝑁𝑁𝑁 )′ and 𝑞𝑞𝑘𝑘 using the same method as Tortora et al. (2020), where f (·) is a
normal density, benefiting from the closed form solution which yields fast results. (2)
Estimate all distribution parameters µk (cluster centroids) and 𝜙𝜙𝑘𝑘 (precision parameter)
based on their posterior distribution, conditional to the data, 𝑝𝑝𝑘𝑘 and 𝑞𝑞𝑘𝑘 , as detailed in
Equation (3). This step is achieved via the Hamiltonian Monte Carlo technique
(Carpenter et al., 2017).
𝑝𝑝2

𝑁𝑁
𝑖𝑖𝑖𝑖
𝜋𝜋( 𝜇𝜇𝑘𝑘 , 𝜙𝜙𝑘𝑘 ∣ 𝑥𝑥, 𝑝𝑝, 𝑞𝑞 ) ∝ ∏𝐾𝐾
𝑘𝑘=1 �∏𝑖𝑖=1 𝑞𝑞 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷ℎ𝑙𝑙𝑙𝑙𝑙𝑙( 𝑥𝑥𝑖𝑖 ∣ 𝜇𝜇𝑘𝑘 , 𝜙𝜙𝑘𝑘 )� × 𝜋𝜋(𝜇𝜇𝑘𝑘 , 𝜙𝜙𝑘𝑘 )
𝑘𝑘

(3)

This alternatively parameterized 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷ℎ𝑙𝑙𝑙𝑙𝑙𝑙( 𝑥𝑥𝑖𝑖 ∣ 𝜇𝜇𝑘𝑘 , 𝜙𝜙𝑘𝑘 ) (Maier, 2014) incorporates the
precision information into the Tortola ’dissimilarity measure through the 𝜙𝜙𝑘𝑘 = ∑𝐶𝐶𝑐𝑐=1 𝛼𝛼𝑐𝑐𝑐𝑐
term, where the parameter of the Dirichlet regression is (𝛼𝛼1𝑘𝑘 , … , 𝛼𝛼𝐶𝐶𝐶𝐶 )′ 𝜙𝜙𝑘𝑘 . Since the
precision parameter 𝜙𝜙𝑘𝑘 is a linear combination of the 𝛼𝛼𝑘𝑘 components, it depends on all
𝐶𝐶 parameters for each cluster 𝑘𝑘 . Estimating it alongside all 𝜇𝜇𝑘𝑘 would produce an
unidentifiable model. To avoid this problem a reference component c⋆ must be chosen
to reduce one degree of freedom on the model. Then the new precision parameter 𝜙𝜙𝑘𝑘
can be estimated to quantify the variability of each cluster 𝑘𝑘 .

The aforementioned steps (1) and (2) are implemented in the following way. First step 1
is applied until convergence. Then, step (2) is applied as a typical MCMC problem.
Note that there is no return to step (1) after step (2) has started. This means that there
is an underlying assumption that step (1) is able to find suitable values for all 𝑝𝑝𝑘𝑘 and 𝑞𝑞𝑘𝑘
by itself. Although step (1) is produced using a normal density, not considering the data’s
natural domain, it is the opinion of the authors that this should not pose too much of a
4

problem, since it is only a preliminary step. In other words, step (1) only estimates
auxiliary variables. The greatest interest rests on the cluster centroids and variabilities.
Step (1) also helps with computation time since the iterative procedure from Tortora et al.
(2020) is based on fast analytical gradients.

Application in Pinus Nigra: Wood Composition
According to Dias et al. (2020), the P. nigra populations planted in Portugal presented
qualitative and quantitative properties similar to P. pinaster wood, the main resinous
species in Portugal. Facing the lack of raw material for the wood industry due to
frequent forest fires in the Mediterranean region, P. nigra could be used to reforest
mountainous areas of those regions.
Characterizing the P. nigra population in the context of classification using its wood
chemical and mechanical properties was never studied. This application used the
components of wood data of the P. nigra, which are built by categories such as
dichloromethane, ethanol, and water. Each one of these categories describes the
chemical wood properties and they can be expressed as proportions of the total
extractive content. Information about the design and experiment to collect the
chemical quantification can be found in Dias et al. (2020). All the statistical analyses
were conducted using R (R Development Core Team, 2022).
The main objective of this application is to classify wood data quantifying the
heterogeneity of the multivariate compositional response. To achieve that we applied
the robust probabilistic distance algorithm to classify compositional data, as described
in Section 2.
The data consists of the mean values of wood density components (dichloromethane,
ethanol, and water, 𝐶𝐶 = 3 ) from 96 trees which will be grouped in K = 4 using the
PD-Clustering-Coda method Figure 1A shows the data in an appropriate restricted space.
The algorithm follows that of Tortora et al. (2020), changing the 𝛿𝛿𝑖𝑖𝑖𝑖 measure. The
initial iteration starts with random cluster means 𝜇𝜇𝑘𝑘 .

Classification of the compositional observations: The simplex with 96 observations
classified into four clusters is presented in Figure 1B. Clusters 1 and 2 present some points
far from their cluster’s centers. They showed more heterogeneity. Cluster 3 displayed the
most homogeneous behavior. This could be associated with similar composition
percentages. The slight homogeneity of cluster 4 is due to the high dichloromethane
presence implying a low percentage of ethanol and water. This can be used to justify
analyzing the posterior density of precision and center estimate effects of each cluster in
Figure 2.
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A: Observations distribution

B: Observation classification

Figure 1: The simplex contains the information of the 96 trees for components
dichloromethane as Diclor (%), ethanol as Etan (%) and water (%) related to the 96
trees

Figure 2: Posterior density 𝜇𝜇𝑘𝑘 (centers) and 𝜙𝜙𝑘𝑘 (precision) for each component and cluster

Conclusion
Collecting CoDa is very common in many areas and developing new statistical methods to
analyze and interpret correctly this kind of data is necessary. This work presented a new
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method to classify multivariate restricted data. The proposal, in addition to estimating the
center of each cluster under the Bayesian approach, quantifies the variability by cluster
through the precision effects. This advantage comes from considering the alternative
parametrization (Maier, 2014) which allows us to take heteroscedastic information into
consideration. The method is flexible to include the data’s natural compositional
restriction in the context of probabilistic distance clustering adjusted for cluster size.
Our proposal is based on the PD-clustering’ principle which becomes attractive
because it consists of the identification of the centers that minimize the joint distance
function (Ben-Israel and Iyigun, 2008). The proposal implements advantages from
both deterministic machine learning and Bayesian learning perspectives.
It is altogether a clustering method, but it also provides uncertainty measurements through the
posterior distribution in Equation (3). This brings an added advantage in the sense
that differences and similarities between clusters can be verified through the potential
overlap between their respective centroids’ posteriors.
The classification of an eventual new point, say 𝑥𝑥𝑗𝑗 , would also be done with uncertainty. The
distance to each cluster centroid is calculated inspired in 𝛿𝛿𝑗𝑗𝑗𝑗 , that is, the Dirichlet distribution whose
parameters are uncertain. Therefore, this distance to each centroid would have a posterior
distribution as well, giving the new point a fluid classification. If a hard classification is required,
then the posterior distance can be averaged, and the point is assigned to the cluster with the least
posterior (predictive) mean distance. In future works, properties related to the dissimilarity quantity
when the Dirichlet density is included should be studied. Additionally, the posterior density of the
parameters could motivate automatic number of clusters estimation. In essence, if clusters are too
similar during the posterior sampling, they can be joined into one. Additionally, the precision
parameters 𝜙𝜙𝑘𝑘 are specifically interpreted to measure heterogeneity, which can justify a division of
a cluster into two or more.
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