Background {#Sec1}
==========

The rapid development of computational imaging processing systems has largely benefited the hospitals for image analysis in diagnosis and investigation. Most of these technologies are applied to facilities such as usage in iconography: ultrasonography, CT, SPECT and MRI \[[@CR1]--[@CR4]\], but few of them has been used directly as a computational vision method in bacterial classification. While there are some limitations of the traditional bacterial classification methods which depend on clinical expertise in very diverse colony structures of different bacterial species \[[@CR5]\]. Firstly, they are time-consuming and laborious for staffs \[[@CR6]\]. Secondly, the identification needs enough morphology expertise of bacterial colonies, which is difficult for beginners to tackle with. Therefore, the development of an automatic bacterial colony morphology identification system is helpful for aiding clinical staffs in reducing workload as well as acting as a reference for beginners. Some literatures have presented the useful features to identify different bacterial species such as shape, size, surface, border, opacity and color \[[@CR7]\], with the combination of staining methods, such as Gram Staining \[[@CR8]\]. While the discrimination of bacterial strains from a large amount of samples is still very complicated. The traditional manual discriminations based on expert classifying experience of circular or irregular colony shape, convex or concave colony elevation, etc., require lots of manpower and clinical expertise, especially in the situation with large amount of samples in a tertiary hospital. And a framework based on bacterial colony morphology data can be a convenient way for supplementing the preliminary identification process. It is really necessary to build up this computational vision framework, which can automatically classify lots of bacteria as the preliminary screen preparation results. These results are able to be utilized to narrow down the classification scope in the following more advanced and specific identification procedure such as utilization of VITEK 2 system \[[@CR9]\] and MALDI-TOF mass spectrometry detection system \[[@CR10]\].

Deep learning system is a kind of machine learning method based on learning data representations \[[@CR11]\], and one of its applications is computational vision. For computational vision, it mimics the arrangement of neural network in human brain, which can learn and transport different qualities of information through multiple layers of transformation \[[@CR12]\]. It can get feature representations by automatically learning from raw images without applying human experience, and it can model these abstract features by using constituent multiple non-linear transformations. The convolutional neural network is one of these machine learning methods that mimics the connectivity pattern between neurons of visual cortex \[[@CR13]\]. It can extract hierarchical image feature representations based on multi-layer processing. And the features extracted are able to have a better performance than that from hand-crafted features because they are more general and less subjective.

In this study, feature representations of colonies from 18 bacterial species were learnt to build convolutional neural network. Commonly, preliminary bacterial classification was given out as training labels by human experience of bacterial colonies in clinical laboratory. Then these labels could be aligned with specific features of bacterial species extracted from our networks, which could be recorded and be further applied for our networks prediction. The building of one computational classification model depended on supervised images with standard labels, while the building of the other model relied on unsupervised images which were only for this neural network to extract colonial features. The predicted labels and annotations from both neural networks are quite useful because they can provide some aids for the operation of clinical laboratory and they are able to show inspirations of bacterial colony classification to clinical staffs based on their extracted features.

Methods {#Sec2}
=======

The following image classification techniques are divided into supervised and unsupervised classifications. The supervised classification methods include a traditional convolutional neural network and a special convolutional neural network named AlexNet designed by the SuperVision group for large scare visual recognition \[[@CR14]\]. Besides the input layer and output layer, both these two CNN models are generally consisted of four types of layers, which is convolutional layer, ReLU layer, pooling layer and fully connected layer. The function of each layer and detailed processes of training are given in the following part. Then, a kind of unsupervised method named Autoencoder is introduced, and its general structure and detailed training processes are presented, to make comparison with the supervised methods and to verify the feasibilities of both methods.

Traditional convolutional neural network {#Sec3}
----------------------------------------

**General structure:** Our convolutional neural network has basic architecture built with multiple distinct layers, having their own unique functions to transform input volumes to output volumes. Besides the input and output layer, there are some hidden layers in between that play the most important part in filtering and transporting information. These are convolutional layer, pooling layer and fully connected layer. Convolutional layer has a set of learning filters, and each filter has many receptive fields that expand through the whole filter of the input. Depth of a convolutional layer is the number of neurons in a layer, and each neuron is able to extract a specific feature detected from positions of the input. A 2-dimensional feature map is constructed based on these features, and it will have spatially local correlation with neurons of next adjacent layer by receptive fields, a spatially connectivity pattern. Thus the feature map will act as the input of the next layer, and each output volume can be represented as a neuron output that projects to a small region in the input. In this way, spatial image information is extracted and transported by multiple connective layers. While because of so many parameters and large size of the convolutional network representation, pooling layer is proposed to reduce both values to decrease computational load as well as avoid over-fitting. During the processing of pooling, the number of neurons in each layer, the depth of dimension remains unchanged, only the size of each depth slide will be reduced. Finally, at the end of some convolutional layers and interspersed several pooling layers, all activations are gathered in one layer, the fully connected layer. Considering the input signal, weight and bias together, this fully connected layer can generate the output value. Depending on this, fully connected layer can do the high-level judgement for bacterial classification.

**Each layer:** In our convolutional network classification model, there are totally seven layers which represent different functions successively, and the general scheme of these connected seven layers network is depicted in Fig. [1](#Fig1){ref-type="fig"}. There are image input layer, convolutional layer, rectified linear layer, max pooling layer, fully connected layer, softmax layer and classification layer, respectively. Fig. 1The general structure of the conventional neural network

The first layer is the image input layer, which determines the size, the height and width, of each input image. The point is that the size of each image must be identical in the 3 dimensional scopes. The three dimensions represent the height, width, and RGB color of images, respectively. And here as our input images are colored ones which need the color channel to be set at 3, our input set is 100-by-100-by-3. The next layer is the convolutional layer, and its parameters consist of several filters, which are convolved across the height and width of the input parameter of each image. The size of filter is very important because it determines the height and width the filter utilizes to screen the whole image. Here we use the size 3 which means the size of filters we applies in the convolutional layer is 3-by-3. We choose this small scope of size because the discriminations among different kinds of bacteria is subtle, such as different shape of margin of colonies, for the reason that small scopes of filters can have a better characteristics to highlight the fine variations among bacterial colonies. To fully represent all features of the bacterial colony image, we set the number of filter as 50, which means that there are equivalently 50 neurons that can extract, evaluate and transport 50 kinds of information into the next layer of visualization. When the input volume of images has been transported through the convolutional layer, the dot products are calculated between the entries of filters and the input. From the dot product map, the convolutional layer can detect some specific features at some spatial spaces in the input layer, and these detected features will serve as an activation of filters. We combine all the activated filters together to activation maps, which are able to act as the output volume of this convolutional layer.

The following layer of the convolutional layer is the ReLU layer, which is for rectifying the convolutional output volume by linear function. The processing function in this layer can be written as *f*(*x*)=*x*^+^=*max*(0,*x*), which can help remove negative values in the convolutional output and do linear amplification to positive values \[[@CR15]\].

We set a pooling layer after processing of the rectified linear unit. It is responsible for reducing the spatial dimension from the output of previous convolutional layer, and it aims at decreasing computational overhead and load as well as avoiding over-fitting for lots of parameters to consider. Here the pooling method we utilize is the max pooling algorithm, which can screen the input image with rectangular region and then figure out the maximum element in this region. The height and width of this screening rectangular region is 2, and we also set the stride, number of elements for moving along the image horizontally and vertically, as 2. In this way, as the dimension of stride being equal to that of the screening region, in every period of screening there will be no overlap between these screening regions.

The following fully connected layer will wholly connects to all filters, all neurons, in the previous layer. It can combine all the features learned from previous layers and integrate these information for overall consideration of classification. Here our output size of this layer is 18, that means there are 18 kinds of classification being figured out by the fully connected layer's information integration. When there are more than two classifications in consideration, the output value of the fully connected layer would be activated by a softmax layer's function. Assume there are totally k classifications in this project, and we denote the set of observed data by *x* and the set of parameters by *θ*. The recognized probability of each classification would be: $$\documentclass[12pt]{minimal}
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Here *P*(*c*~*r*~) is the prior probability of class r, and the $\documentclass[12pt]{minimal}
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                \begin{document}${\sum \nolimits }_{j=1}^{k}P(c_{j}|x,\theta)$\end{document}$ is equal to 1 \[[@CR16]\]. Then the returned probabilities by this activation function will be assigned to each exclusive class by final classification layer.

**Detailed training:** The set of parameters for training and the selection of training algorithm are essential for the feasibility of this model building and application. Here we set the algorithm of training as stochastic gradient descent with momentum, the number of circles on the whole training data as 30, and the initial learning rate as 0.0001. When we get the error function that is calculated from the entire training data and the output training prediction after several training iterations, the stochastic gradient descent algorithm is able to minimize the error functions by taking steps in the fastest gradient descent directions \[[@CR17]\]. We assume one parameter of the training model is *a*, the calculated error function is *E*(*a*), and the learning rate is *μ*, thus the i+1 times of modification of this parameter can be expressed as: $$\documentclass[12pt]{minimal}
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And a momentum term, which is how much the parameter from previous step contributes to current iteration, can be added to this equation so as to prevent the error function E(a) from oscillating around several steepest descents to the objective function \[[@CR18]\]. Assume the *σ* as the coefficient of contribution from parameter in previous iterations to the current iterations, so the modified function can be written as: $$\documentclass[12pt]{minimal}
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This momentum term can be explained from an analogy to momentum in physics, that would cause acceleration from the gradient of the force, so as to travel in the direction which is able to reduce oscillation \[[@CR19]\].

Another issue is that we have 18 classifications and 18 dataset of observations, and the whole error function *E*(*a*) can be divided into the sum of error functions from each dataset, $\documentclass[12pt]{minimal}
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                \begin{document}$\frac {1}{k}\sum _{j=1}^{k}E(a_{j})$\end{document}$. In this way the parameters can be updated by minimizing the whole error function through stochastic gradient decent algorithm, and calculating the gradients of the parameter of current iteration with backpropagation algorithm. By getting these gradients as input and updating them to minimize the error functions again and again, the neural network training model can be built to mimic the entire training data in an optimal way.

AlexNet neural network {#Sec4}
----------------------

**General structure:** For the reason that our first convolutional neural network is simple, to achieve a more complicated task of classifying 18 bacteria colonies with similar morphologies, a bigger and deeper convolutional neural network needs to be considered. Here we adopt a pretrained famous convolutional neural network, the AlexNet neural network, to solve this classification problem. As AlexNet neural network is a kind of convolutional neural network, the general structure of this network also consists of image input layer, convolutional layer, pooling layer, fully connected layer, and etc. However, the AlexNet neural network is much deeper compared with common convolutional neural network, which has more channels of convolutional layers and gathering layers of these multi-channel layers to collect and normalize information \[[@CR20]\]. And these specific layers of AlexNet neural network can be called cross channel normalization layer. What is more, as the distributions of convolutional layers are different, there are many convolutional layers from different channels set at the second layer of the AlexNet so as to extract more features from images, and after a set of pooling layers there will be a series of dense convolutional layers, that is these featured convolutional layers will stack on top of each other without any pooling layer inserting in the middle \[[@CR21]\].

**Each layer and detailed training:** We have a total of 25 layers in this AlexNet architecture. The first layer is the image input layer for dimensions of 227×227×3 images. The next are two convolutional-ReLU-cross channel normalization-pooling layers' circles, with following condensed convolutional layers and ReLU layers. The dimensions of convolutional layers in the first two circles are 11×11×3,5×5×48, and 3×3×256, respectively. And dimensions of subsequent dense convolutional layers are 3×3×192,3×3×192 in order. The following are fully connected layers with insertions of ReLU layers and dropout layers. In the end, they are softmax layer and classification layer, which are similar with that in our previous convolutional neural network. The dropout layer in this AlexNet architecture is to dropout half of the trained neurons randomly, which is responsible for reducing the computational load, especially for this multi-channel convolutional neural network, but it will not decrease any parameters calculated from the training process. The multi-channel design coupled with dropout method will effectively prevent over-fitting and long computation time. That is also an essential improvement of the AlexNet to deal with large amount of training data.

The application of this AlexNet network is not to train the network from the very beginning, but to adapt it to our application. Thus after getting the training data from half of the entire data, we choose the 20th layer, the second fully connected layers array, of the network to extract features from our training image data. Because the layer array we choose is the 4096-element fully connected layer, we can get a 4096-element feature from each image, and we set this 4096×2491 feature matrix as the *trainingfeatures* matrix. Next, for this supervised learning model to be built, we label every image from the 2491 with their standard bacterial categories. By combing the *trainingfeatures* matrix and the labeled categorical matrix together, we can build a support vector machine (SVM) classifier. This algorithm can efficiently perform a non-probabilistic binary linear classification as well as a non-linear classification with kernel trick. Based on qualities of AlexNet network and SVM algorithm, a complicated and efficient classifier which is suitable to deal with large amount of data and more classifications is built.

Unsupervised Autoencoder neural network {#Sec5}
---------------------------------------

**General structure:** The morphology variance of bacterial colonies is great, especially for images of bacterial colonies cultured in different agar plates, such as maconkey agar and blood agar. To construct models that can find patterns more accurate and can tolerate anomalies, we use both supervised and unsupervised machine learning methods to tackle with this classification problem. For the unsupervised artificial neural network, we apply the Autoencoder neural network, which can extract features automatically with unlabeled bacterial colony images.

Our Autoencoder has one input layer, one output layer, and some hidden layers connected between them. The number of nodes in the input layer is the same as that in the output layer, with a feedforward, non-recurrent training direction. Another feature of this Autoencoder neural network different from convolutional neural network are the encoder and decoder parts \[[@CR22]\]. In this case, every input value *x* from input space will be weighted with a weight matrix *W* to get the code: $$\documentclass[12pt]{minimal}
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Here *z* is the corresponding code, the latent variable is *x*, *α* is the activation function for this input, and *δ* is the bias vector. After encoding, the decoder layer would transfer the *z* map to the structure of output space of $\documentclass[12pt]{minimal}
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                \begin{document}$\acute x$\end{document}$, which has the same dimension as the input space of *x*. $$\documentclass[12pt]{minimal}
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                \begin{document}$\acute x$\end{document}$ value from output space will be made similar to the *x* value from input space by adjusting the identity function. Thus the error function of *x* and $\documentclass[12pt]{minimal}
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                \begin{document}$\acute x$\end{document}$ can be built as \[[@CR23]\]: $$\documentclass[12pt]{minimal}
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By minimizing the error function and updating the weights, this model can improve its performance continuously.

**Each layer and detailed training:** There are several components for the model constitution. The hidden units in the first hidden layer are 800, which is forced to learn a compressed features from the input. The dimension of our input image 50×50×3 is much larger than 800, which makes the encoder layer be able to learn more significant features for the bacterial colonies discrimination. The training epochs we set in the first hidden layer, in the encoder layer is 400, the weight of each element in the input space as we describe above is 0.004, and the average output of each neuron in the hidden layer is 0.15. After encoding, the decoder layer will try to reverse the mapping to reconstruct the original input.

After getting the extracted data from the hidden layer of the first Autoencoder model, we can build a second Autoencoder model with the similar way. The difference of this second Autoencoder is that it does not utilize the training data but taking use of the features from the first Autoencoder model instead. The input size of the second Autoencoder model is even smaller, and it can give out smaller representative features of the colonies. Here the dimension we reduce by the second Autoencoder is 200, and the final layer is the 18-dimensional layer aiming to classify these 200-dimensional vectors into 18 digit classes.

The final layer is the softmax layer. It will use the 200 extraction features from the second Autoencoder to train with the label matrix, and the epochs of training is 400. Finally, we use these above models to form a stack neural network in order. We apply our test images into this stack neural network and visualize the accuracy with a confusion matrix. We can also use backpropagation manually to improve the tuning of this multilayer network, and it can be seen from the statistical results that the performance becomes much better.

Results and discussion {#Sec6}
======================

In this paper, three popular neural network algorithms have been used for training and testing the bacterial colony classification models. The feasibility of these proposed models has been evaluated in terms of the standard classification of bacterial images from clinical database.

Dataset {#Sec7}
-------

The utilized dataset for these proposed models has been collected from clinical microbiology lab of Peking University First Hospital and classes are given based on the species of these bacterial, such as *Escherichia coli*, *Klebsiella pneumonia*, *Staphylococcus aureus*, *Pseudomonas aeruginosa* and etc. There are totally 18 classes of bacterial colonies in this dataset, which all belong to the most common human pathogenic bacteria. The total number of every bacterial class in this dataset is 4982. And the images from each class have been divided into both training and testing sets. The percentages of images for training set and testing set are both 50%. 2491 images are used in training set and 2491 are used in testing set, respectively. The input images for the convolutional neural network and the AlexNet neural network have the 100×100 dimensions with colors, and the input images for the unsupervised Autoencoder neural network have the dimension of 50×50×3, which would greatly reduce the computational load for this model. And some examples are given in this paper shown as Figs. [2](#Fig2){ref-type="fig"} and [3](#Fig3){ref-type="fig"} which represents the differences among different classifications and variations among individual images of each class. Fig. 2Images from each bacterial class showing the interclass variations Fig. 3Images from *Streptococcus agalactiae* class showing the intra variations

Classification performance {#Sec8}
--------------------------

To evaluate the performance of these three models, we use several parameters, the true positive *T*^+^, the false positive *F*^+^, the true negative *T*^−^ and the false negative *F*^−^. The sensitivity, is the model to correctly classify the bacterial colonies into their species, can be expressed as \[[@CR24]\]: $$\documentclass[12pt]{minimal}
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The specificity for correctly rejecting bacteria to classifications that are not belonging to, has the expression as: $$\documentclass[12pt]{minimal}
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And the precision and accuracy of each model have the expression: $\documentclass[12pt]{minimal}
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                \begin{document}$Accuracy=\frac {1}{18}\sum _{j=1}^{18}\frac {T^{+}+T^{-}}{T^{+}+T^{-}+F^{+}+F^{-}}$\end{document}$, respectively. The accuracy, precision, sensitivity and specificity values of these three models and 18 different bacterial species have been listed in Table [1](#Tab1){ref-type="table"}. From this statistical result, we can obviously see the accuracy and specificity of these neural networks can reach as high as 90%, while the precision and sensitivity are very low. The range of accuracy is from 0.912 to 0.997, reaching the high classification accuracy compared with that classified by naked eye. The high accuracy of classification for each kind of bacteria means these predicted catalogs are highly likely to be true, which verifies the feasibility of our three classification models. While the responding precision values are very low, from 0.080 to 0.960, meaning many bacterial colonies from the same species have certain possibility to be classified into different categories. The bacterial species responding to the lowest precision value is *Enterococcus faecalis*, which may be due to its lowest number of trained images. The lowest number of trained images will lead to insufficient level of learning colony features for description and discrimination, so that the precision and sensitivity can be affected. The misclassification may be generated from our sample variations, which may be introduced from bacteria living in different maconkey agar or blood agar. And it also means the repeatability of our models prediction is limited, maybe due to small number of neurons being integrated for classification. When the number of neurons for judgement is not enough, it will make the features representing for one bacterial species localized, which makes it hard to integrate enough feature weights to give a comprehensive judgement. In addition, these three models have many false negative values and few false positive ones which lead to overall low sensitivity and high specificity \[[@CR25]\]. The range of sensitivity is from 0.069 to 1.000, and the species with lowest sensitivity value is *Enterococcus faecalis*, as excepted. However, the specificity of each bacteria is very high which can commonly reaches more than 0.950. This phenomenon may be because the number of neurons for giving bacterial category in fully connected layer is not enough, the screening process will be less strict to identify many false negative values. In this way, the not excluded false negative values will make the denominator bigger and the sensitivity lower. In another way, this less strict classification models can lead to lower false positive values and higher specificity. Thus they can serve their benefits of alerting clinical staffs to the situation when they classify some colonies into dangerous species. Table 1The statistical results of bacterial colony images classification using the three neural networksAccuracyPrecisionSensitivitySpecificityCNNAlexNetAutoencoderCNNAlexNetAutoencoderCNNAlexNetAutoencoderCNNAlexNetAutoencoder*Streptococcus agalactiae*0.9840.9650.9790.7800.6030.7541.0001.0000.9350.9830.9650.983*Klebsiella oxytoca*0.9380.9390.9540.1890.2990.3260.2380.6550.3370.9640.9500.976*Staphylococcus hominis*0.9970.9930.9890.9380.8810.7730.9000.7400.6800.9990.9980.996*Stenotrophomonas maltophilia*0.9580.9690.9710.7440.7910.7710.5740.6790.8090.9860.9890.984*Escherichia coli*0.9610.9660.9680.7870.7260.8440.7330.9060.7480.9830.9730.988*Staphylococcus capitis*0.9880.9860.9810.7220.6260.6090.8391.0000.6770.9920.9860.989*Proteus mirabilis*0.9380.9740.9510.6590.8700.6830.3150.7220.5670.9870.9930.981*Enterococcus faecium*0.9810.9120.9690.7830.1720.3610.3100.7760.3730.9980.9160.984*Burkholderia cepacia*0.9930.9830.9820.7500.3920.6090.7060.5880.5190.9970.9880.993*Staphylococcus haemolyticus*0.9890.9830.9840.9750.7360.7600.7600.8850.8930.9990.9870.988*Serratia marcescens*0.9810.9220.9770.8440.8890.7350.6630.2480.6490.9950.9970.991*Enterococcus faecalis*0.9920.9900.9790.7780.6430.0800.4670.3000.0690.9980.9980.990*Pseudomonas aeruginosa*0.9220.9710.9540.5460.9600.7480.9290.7140.7860.9280.9970.974*Klebsiella pneumoniae*0.9550.9830.9640.6780.9420.7330.5200.7600.7070.9840.9970.985*Staphylococcus epidermidis*0.9780.9860.9770.8170.9380.7350.7080.7500.8150.9920.9980.986*Staphylococcus aureus*0.9720.9830.9750.8450.9590.9230.9580.9010.8780.9770.9950.990*Enterococcus cloacae*0.9620.9700.9680.4820.5510.5580.6020.5570.4890.9760.9840.986*Acinetobacter baumannii*0.9190.9390.9310.7070.9190.7270.7010.5750.7840.9580.9930.959Average0.9670.9670.9700.7230.7160.6520.6620.7090.6510.9830.9840.985

Comparison {#Sec9}
----------

To evaluate the feasibility of each deep learning based framework, the performance comparison was made among these three neural networks- conventional CNN, AlexNet and Autoencoder. According to accuracy and precision results, CNN and AlexNet methods are comparable, both having better precision performance than Autoencoder. This maybe because unsupervised neural network will extract some features that are not specific for bacterial classification, such as the features of agar background. For sensitivity and specificity, the two supervised networks also work better, and AlexNet has higher sensitivity than conventional CNN which maybe due to its highly compressed convolutional layers. Thus we can conclude that the supervised neural networks have more promising classification characteristics for bacterial colony application, and the unsupervised network should have more advantages in revealing novel characteristics from bacterial colony morphology \[[@CR26]\].

Clinical bacterial colony features {#Sec10}
----------------------------------

The Figs. [4](#Fig4){ref-type="fig"} and [5](#Fig5){ref-type="fig"} are the features learned from the conventional convolutional neural network and the Autoencoder neural network, respectively. It can be seen the features of the first layer are more related to the overall vague impression, like the stain-like texture. But the features from the Autoencoder neural network have some characteristics of shape and edge-like features \[[@CR27]\]. This difference can be reasoned by whether this network training has been supervised or not. Because for clinical recognization, microbiologists are likely to distinguish different kinds of bacteria not only by their morphology of colonies, but also by considering the kind of culture media like the maconkey agar media or blood agar media, which have blue and red color background, respectively. Thus, the supervised convolutional neural network would be more likely to take the background color into consideration, and this recognized feature can be gotten from more than one round of backpropagation modification. On the other hand, the features extracted from the Autoencoder neural network will give us more intuitive discriminations about bacterial colonies, which seems that the shapes and the edge-like information of the bacterial colony are on the foreground of the extracted features that this neural network system is going to take into consideration. And we can learn some classification strategy from this for clinical bacterial colonies recognition. Fig. 4Bacterial colonies' features extraction from the conventional convolutional neural network Fig. 5Bacterial colonies' features extraction from the Autoencoder neural network

Performance evaluation of statistical results {#Sec11}
---------------------------------------------

Statistical results of classification of our unsupervised CNN are shown in Table [1](#Tab1){ref-type="table"}. Because the unsupervised neural network is based on the natural morphologies of colonies' features, we can learn some information about classification from them. There are different classification performances among different bacteria. The *Staphylococcus aureus* has the highest classification accuracy in the output class, while the *Klebsiella oxytoca* has the highest probability to misclassify. This may because *Klebsiella oxytoca* can grow in both maconkey and blood agar, and they can show different colony morphologies in the two different kinds of agar \[[@CR28]\]. The samples we prepared for *Klebsiella oxytoca* includes both of these two morphologies from the same species, which makes the unsupervised network difficult to extract similar features from them, finally leading to low precision and sensitivity of classification.

Sensitivity analysis {#Sec12}
--------------------

There are several issues needed to be considered about our three neural network models. The two critical conditions as the input values having objective influence on the final classification accuracy are sample size (n=4982) and the proportion of training set and testing set. The sample size of 4982 in our experiment is large, which means every species can have average 277 images for training and testing. However, not every bacterial species can have this number of images for simulation. In practice, we took photos in our clinical laboratory for several weeks to get all the data. Thus the number of images of each bacterial species was different from each other, which depended on the frequencies of detection in clinical laboratory in Peking University First Hospital. The more frequently the bacterial species was detected in clinic, the more number of images we can got, and more precise the classification method could be in theory. In this case, our classification method is very useful for practical application in clinic, because the more frequent-occurred species always means the more needs of attention in clinical diagnosis.

The following chart is the number of used images of each bacterial species. From this chart, we can see the numbers of images of *Burkholderia cepacia* and *Enterococcus faecalis* are less than 100, and both of them have relatively low sensitivity values, especially the *Enterococcus faecalis*. The number of available *Enterococcus faecalis* images is only 60, and the homogeneity of its colony is not very good, which are both related to its low sensitivity value. *Enterococcus faecalis* can have circle or elliptical colonies with blurry edges and the color is variable at different place, which may lead to the high probability of misclassification (Table [2](#Tab2){ref-type="table"}). Table 2The number of images of each bacterial speciesBacterial speciesNumber of images*Streptococcus agalactiae*384*Klebsiella oxytoca*168*Staphylococcus hominis*100*Stenotrophomonas maltophilia*324*Escherichia coli*404*Staphylococcus capitis*124*Proteus mirabilis*352*Enterococcus faecium*118*Burkholderia cepacia*68*Staphylococcus haemolyticus*208*Serratia marcescens*196*Enterococcus faecalis*60*Pseudomonas aeruginosa*468*Klebsiella pneumoniae*300*Staphylococcus epidermidis*240*Staphylococcus aureus*624*Enterococcus cloacae*176*Acinetobacter baumannii*668Total4982

Another important input variable that may affect the training performance is the ratio of training set to testing set. As is described above, with certain number of available images, the low proportion of training set means small number of training images, which may lead to bad performance of feature description. To elucidate the effect of proportion changes on these three different neural networks, we made the sensitivity analysis. The ratio has been changed from 0.1 to 0.9, and the accuracy of all bacterial species has been calculated. The trend describing the correlation between the ratio and the total accuracy can be shown in Fig. [6](#Fig6){ref-type="fig"}. Fig. 6Sensitivity analysis of the Train/Test split

From this figure we can clearly see the difference between supervised and unsupervised methods. The CNN and AlexNet neural networks can have an obvious increasing trend together with the ratio of training set to testing set. In contrast, the unsupervised Autoencoder method seems not have a significant relationship with the ratio changes. This may be because with the increasing number of training set images, the supervised neural networks can get more input data to learn more complicated information of specific features of each species, which is a process of data collection and can lead to their better performance. However, for Autoencoder, it does not depend on human experience but totally relies on its own feature extraction technique. The classification process will no longer be a process of data accumulation, thus the relationship between total accuracy and the ratio is not significant.

Conclusion {#Sec13}
==========

This paper presented a computational bacterial colony classification system with three supervised and unsupervised neural networks. The detailed description about general structure, constitution of each layer and training processes are given in this paper. The parameters set in these neural networks could have different affections on the classification performance. The comparisons of classification performance among different neural networks are proposed, which can reflect the advantages of supervised convolutional neural networks over unsupervised ones. While for giving us more classification feature instructions, the unsupervised network is obviously a more dominant method, which can also provide some clinical bacterial colony features to our clinical staffs. And there are some advantages gotten from our computational vision classifier, which can help clinical staffs distinguish vague bacterial colonies without the use of manpower and clinical expertise, and the accuracy for each species of bacteria can reach as high as 90%. In addition, the low false positive values and high specificity of the predicted classification can serve as an alert to clinical staffs when some dangerous bacteria appear. Based on these points, our presented classification networks will have significant values referring to clinical experience and bacterial colony features.
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