Introduction {#Sec1}
============

It is well known that the complexity and nonlinearity of the models are considered as ubiquitous in practical systems. The emergence of this fuzzy modeling approach is based on the Takagi-Sugeno (T-S) fuzzy system (see \[[@CR1]\]), which provides a powerful tool for modeling complex nonlinear systems. The $\documentclass[12pt]{minimal}
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                \begin{document}$H_{\infty}$\end{document}$ output-feedback control problem for the T-S fuzzy system has received considerable attention (see \[[@CR2]--[@CR4]\]). Nevertheless, the nonlinearity of the T-S fuzzy subsystem is inevitable in practical applications, along with the fact, that the T-S fuzzy model has been successfully used in complex nonlinear systems (see \[[@CR5]--[@CR8]\]). The authors of \[[@CR8]\] assumed the nonlinear function in the T-S fuzzy cellular neural networks satisfied the 1-Lipschitz condition and researched the global exponential stability problem for T-S fuzzy cellular neural networks.

In the past decade, networked control systems (NCSs) have played an important role in many engineering applications such as remote militarization, remote medical service, and so on (see \[[@CR9]--[@CR11]\]). However, there are some unavoidable phenomena for the NCSs which may cause poor performance of the controlled systems, for instance, the signal is often transmitted through networks which might be subjected to the occurrence of the phenomenon of incomplete information. The considered incomplete information mainly includes the ROIDs (see \[[@CR12]\]), RONs (see \[[@CR13]\]), channel fadings (see \[[@CR14], [@CR15]\]), and sector nonlinearities (see \[[@CR16], [@CR17]\]). The nonlinear output-feedback controller design for polynomial system has been studied (see \[[@CR18], [@CR19]\]). A full-order dynamic $\documentclass[12pt]{minimal}
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                \begin{document}$H_{\infty}$\end{document}$ output-feedback controller was designed by \[[@CR20]\] for the time-varying delays case when all state variables are not available for the feedback. Further, the author of \[[@CR21]\] has researched the $\documentclass[12pt]{minimal}
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                \begin{document}$H_{\infty}$\end{document}$ output-feedback controller design problem for networked systems with random communication delays by using a linear matrix inequality (LMI) approach. The $\documentclass[12pt]{minimal}
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                \begin{document}$H_{\infty}$\end{document}$ output-feedback control problem for a class of discrete-time systems with RONs has been investigated in \[[@CR22]\], where random variables are adopted to characterize the RONs and satisfy the binary distribution. The designing $\documentclass[12pt]{minimal}
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                \begin{document}$H_{\infty}$\end{document}$ output-feedback controller problems for the T-S fuzzy system with randomly occurring phenomena have been studied in \[[@CR23], [@CR24]\]. However, in the case when ROIDs and RONs appear simultaneously in a controlled system, the designing of the fuzzy $\documentclass[12pt]{minimal}
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                \begin{document}$H_{\infty}$\end{document}$ output-feedback control problem has received little attention by researchers.

In practical applications, the phenomena of the channel fadings and sector nonlinearities based on unreliable communication networks could occur, which should not be ignored. Considering the situation of signal transmission in fading channels, the $\documentclass[12pt]{minimal}
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                \begin{document}$H_{\infty}$\end{document}$ output-feedback control problem with channel fadings has been studied (see \[[@CR25]\]). The channel fading has been modeled as a time-varying stochastic model which can describe the transmitted signal's change in both the amplitude and the phase. The channel fadings with exogenous input disturbance in wireless mobile communications has not been researched extensively (see \[[@CR12], [@CR22]\]). On the other hand, the sector nonlinearities of the sensors are usually in order in practical industrial control systems, and this is the main factor that gives rise to the nonlinearity of control systems (see \[[@CR22]\]). Since the sensor nonlinearity cannot be neglected and often leads to bad performance of the discrete-time control system, it has attracted the attention of researchers (see \[[@CR26]--[@CR28]\]).
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                \begin{document}$H_{\infty}$\end{document}$ output-feedback control problem for a class of discrete-time systems with channel fadings and sector nonlinearities has been studied, and the existence of the desired controllers has been derived via using a combination of the stochastic analysis and Lyapunov function approach. The design of $\documentclass[12pt]{minimal}
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                \begin{document}$H_{\infty}$\end{document}$ fuzzy controller problem for the fuzzy system with the probabilistic infinite-distributed delay and the channel fadings also has been investigated in \[[@CR23]\], where the channel fading model can better reflect the reality of measurement transmission especially through a wireless sensor network. So far, to the best of the authors' knowledge, the fuzzy $\documentclass[12pt]{minimal}
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                \begin{document}$H_{\infty}$\end{document}$ output-feedback control problem for a class of discrete-time T-S fuzzy system with channel fadings, sector nonlinearities, ROIDs and RONs have not been investigated yet, and the main purpose of this paper is to bridge such a gap.

The main contributions of this paper are summarized as follows. (1) Both the probabilistic interval time-varying delays and the randomly occurring nonlinearities are used for describing the discrete-time fuzzy model. (2) Moreover, a newly fuzzy control system as well as measurement model is put forward which can account for the randomly occurring incomplete information phenomena of the sensor saturation and the channel fadings. (3) A new fuzzy $\documentclass[12pt]{minimal}
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                \begin{document}$H_{\infty}$\end{document}$ output-feedback controller has been designed.

Motivated by the above discussion, this paper intends to study the fuzzy $\documentclass[12pt]{minimal}
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                \begin{document}$H_{\infty}$\end{document}$ output-feedback control problem for a class of discrete-time Takagi-Sugeno (T-S) fuzzy model system with channel fadings, sector nonlinearities, ROIDs, and RONs. The rest of this paper is organized as follows. In the next section, the problem descriptions of the discrete-time T-S fuzzy system with ROIDs, RONs, sector nonlinearities, and channel fadings are stated, and the necessary definitions and relevant lemmas are recalled. Section [3](#Sec3){ref-type="sec"} presents the main results of this paper. Illustrative examples are provided in Section [4](#Sec4){ref-type="sec"}. Finally, conclusions are drawn in Section [5](#Sec5){ref-type="sec"}.

Model description and preliminaries {#Sec2}
===================================

In this paper, we consider the following discrete-time fuzzy system with RONs and ROIDs is described by the following fuzzy **IF-THEN** rules:
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                \begin{document}$\theta_{1}(k)$\end{document}$ is $\documentclass[12pt]{minimal}
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                \begin{document}$\mathcal{M}_{i1}$\end{document}$ and $\documentclass[12pt]{minimal}
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                \begin{document}$\theta _{2}(k)$\end{document}$ is $\documentclass[12pt]{minimal}
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                \begin{document}$\mathcal{M}_{i2},\ldots$\end{document}$ , and $\documentclass[12pt]{minimal}
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                \begin{document}$\mathcal{M}_{ir}$\end{document}$, **THEN** $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \left \{ \textstyle\begin{array}{@{}l} x(k+1)=A_{1i}x(k)+A_{2i}\sum_{m}^{h}\beta_{m}(k)x(k-\tau_{m}(k))+B_{i}u(k) +D_{1i}\omega(k)+r(k)f(x(k)),\\ z(k)=E_{i}x(k)+D_{2i}\omega(k),\\ x(s)=\phi(s),\quad s=-h,-h +1,\ldots,1,0, \end{array}\displaystyle \right . $$\end{document}$$ where $\documentclass[12pt]{minimal}
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                \begin{document}$i=1,\ldots,r$\end{document}$, the system ([1](#Equ1){ref-type=""}) is equivalent to a fuzzy combination of *r* subsystems. $\documentclass[12pt]{minimal}
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                \begin{document}$\mathcal{M}_{ij}$\end{document}$ is the fuzzy set, $\documentclass[12pt]{minimal}
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                \begin{document}$\theta(k)=[\theta_{1}(k), \theta_{2}(k), \ldots, \theta_{r}(k)]$\end{document}$ is the premise variable vector. $\documentclass[12pt]{minimal}
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                \begin{document}$x(k)\in\mathbb{R}^{n}$\end{document}$ is the state vector with $\documentclass[12pt]{minimal}
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                \begin{document}$u(k)\in \mathbb{R}^{r}$\end{document}$ is the control input vector, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$z(k)\in\mathbb{R}^{q}$\end{document}$ is the controlled output vector, $\documentclass[12pt]{minimal}
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                \begin{document}$\omega(k)\in l_{2}([0,+\infty),\mathbb {R}^{n})$\end{document}$ is the exogenous disturbance input. $\documentclass[12pt]{minimal}
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                \begin{document}$\phi(s)$\end{document}$ is the initial state. $\documentclass[12pt]{minimal}
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                \begin{document}$A_{1i}, A_{2i}, B_{i}, D_{1i}, E_{i}$\end{document}$, and $\documentclass[12pt]{minimal}
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                \begin{document}$D_{2i}$\end{document}$ are known real matrices with appropriate dimensions.

To characterize the phenomena of randomly occurring interval delays and randomly occurring nonlinearities, we employ the stochastic variables $\documentclass[12pt]{minimal}
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                \begin{document}$m=1,\ldots,h$\end{document}$) and $\documentclass[12pt]{minimal}
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                \begin{document}$r(k)$\end{document}$ in ([1](#Equ1){ref-type=""}), which are mutually independent Bernoulli-distributed white sequences with the following probability distribution: $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned}& \operatorname{Prob}\bigl\{ \beta_{m}(k)=1\bigr\} =\mathbb{E}\bigl\{ \beta_{m}(k)\bigr\} =\bar{\beta}_{m}, \\& \operatorname{Prob}\bigl\{ \beta_{m}(k)=0\bigr\} =1-\bar{ \beta}_{m}, \\& \operatorname{Prob}\bigl\{ r(k)=1\bigr\} =\mathbb{E}\bigl\{ r(k)\bigr\} =\bar{r}, \\& \operatorname{Prob}\bigl\{ r(k)=0\bigr\} =1-\bar{r}. \end{aligned}$$ \end{document}$$ The variable $\documentclass[12pt]{minimal}
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                \begin{document}$m=1,2,\ldots,h$\end{document}$) means the time-varying delays satisfying $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \underline{d}_{m}\leq\tau_{m}(k)\leq \bar{d}_{m}, $$\end{document}$$ where $\documentclass[12pt]{minimal}
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                \begin{document}$\bar{d}_{m}$\end{document}$ are real positive integers representing the lower bounds and the upper bounds on the communication delay, respectively.

Assumption 1 {#FPar1}
------------

The nonlinear vector-valued function $\documentclass[12pt]{minimal}
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                \begin{document}$f(0)=0$\end{document}$ is seen as continuous and satisfies the following sector-bounded condition: $$\documentclass[12pt]{minimal}
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                \begin{document}$\lambda>0$\end{document}$ is a known positive scalar and *G* is a known real matrix.

Remark 1 {#FPar2}
--------

In model ([1](#Equ1){ref-type=""}), the stochastic variables $\documentclass[12pt]{minimal}
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                \begin{document}$r(k)$\end{document}$ is used for characterizing the phenomena of RONs. The T-S fuzzy model with RONs includes the fuzzy model with nonlinearity in \[[@CR6], [@CR8]\] as a special case where the values of $\documentclass[12pt]{minimal}
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                \begin{document}$r(k)$\end{document}$ are 1. Note that RONs is considered for the first time for fuzzy output-feedback control problem. On the other hand, the occurrence of the ROIDs $\documentclass[12pt]{minimal}
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                \begin{document}$x(k-\tau_{m}(k))$\end{document}$ is characterized by the random variables $\documentclass[12pt]{minimal}
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                \begin{document}$\beta_{m}(k)$\end{document}$ in a probabilistic way, which is more suitable for reflecting the network-induced phenomena. Meanwhile, it is worth of note that there are some results concerned with the continuous time-varying delays in \[[@CR29], [@CR30]\] and few results for randomly occurring interval delays, especially when the fuzzy $\documentclass[12pt]{minimal}
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                \begin{document}$H_{\infty}$\end{document}$ output-feedback control problem becomes a research focus.

Let us now consider the case when the phenomena of the sector nonlinearities and the channel fadings may occur in signal transmission, where the system output is subject to sector-like bounds and the sensor signal sent to the actuator subject to channel fadings for the control purpose. The signal received by the actuator is modeled in the following: $$\documentclass[12pt]{minimal}
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                \begin{document}$y(k)\in\mathbb{R}^{n}$\end{document}$ represents the system output with $\documentclass[12pt]{minimal}
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                \begin{document}$\nu(k)\in l_{2}([0,+\infty),\mathbb{R}^{n})$\end{document}$ is an external disturbance. $\documentclass[12pt]{minimal}
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                \begin{document}$l=0,1,\ldots,\ell$\end{document}$) is the channel coefficient which is independent and conform Gaussian random variables distributed with mean $\documentclass[12pt]{minimal}
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Assumption 2 {#FPar3}
------------
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                \begin{document}$g(x(k))$\end{document}$ in ([4](#Equ4){ref-type=""}) represents the sector nonlinearities satisfying the following sector condition: $$\documentclass[12pt]{minimal}
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                \begin{document}$M_{2}>M_{1}\geq0$\end{document}$) are known real matrices with appropriate dimensions.

Remark 2 {#FPar4}
--------

In this paper, the channel fadings and sector nonlinearities of the sensors can be described simultaneously by the model ([4](#Equ4){ref-type=""}) in the measurement. In \[[@CR31]\], this Rice fadings model can properly describe the phenomena of the channel fadings, time-delay, and date dropout, therefore the fadings model can be employed in this paper for the design of the $\documentclass[12pt]{minimal}
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                \begin{document}$H_{\infty}$\end{document}$ fuzzy output-feedback controller of the discrete-time fuzzy system.

Remark 3 {#FPar5}
--------

The sector nonlinearities of the sensors usually occur in practical network control systems and cause poor performance of the controlled system. The analysis and synthesis problems for a series of dynamics systems with sector nonlinearities has been investigated in \[[@CR17], [@CR32]\]. Particularly, the nonlinear function lies inside the sector $\documentclass[12pt]{minimal}
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Assumption 3 {#FPar6}
------------

\[[@CR22]\]
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In this paper, we adopt a full-order fuzzy output-feedback controller for the discrete-time system by the fuzzy **IF-THEN** rules as follows:
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Above all, the T-S fuzzy system ([1](#Equ1){ref-type=""}) model can be constructed as follows: $$\documentclass[12pt]{minimal}
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Combining ([4](#Equ4){ref-type=""}), ([6](#Equ6){ref-type=""}), ([10](#Equ10){ref-type=""}), and ([11](#Equ11){ref-type=""}), the fuzzy control system can be represented by $$\documentclass[12pt]{minimal}
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To describe our main result more precisely, we first introduce the following definition and lemmas.

Definition 1 {#FPar7}
------------

Exponentially mean-square stability \[[@CR33]\]
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(R2) Under the zero-initial condition, the controlled output $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$z(k)$\end{document}$ satisfies $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \sum_{k=0}^{\infty}\mathbb{E} \bigl\{ \bigl\Vert z(k)\bigr\Vert ^{2}\bigr\} \leq \gamma^{2}\sum_{k=0}^{\infty}\mathbb{E} \bigl\{ \bigl\Vert \tilde{\omega}(k)\bigr\Vert ^{2}\bigr\} $$\end{document}$$ for all nonzero $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\tilde{\omega}(k)$\end{document}$, where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\gamma>0$\end{document}$ is a prescribed scalar.

Lemma 1 {#FPar8}
-------

Schur complement \[[@CR34]\]
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Main result {#Sec3}
===========
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Theorem 1 {#FPar11}
---------
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                \begin{document} $$\begin{aligned} \mathbb{E}\bigl\{ \Delta V_{1}(k)\bigr\} ={}&\mathbb{E}\bigl\{ V_{1}\bigl(x(k+1)\bigr)-V_{1}\bigl(x(k)\bigr)\bigr\} =\mathbb{E}\bigl\{ \eta_{k+1}^{T}P\eta_{k+1}- \eta_{k}^{T}P\eta_{k}\bigr\} \\ ={}&\mathbb{E}\Biggl\{ \sum_{i=1}^{r}\sum _{j=1}^{r}\sum_{s=1}^{r} \sum_{t=1}^{n}h_{i}h_{j}h_{s}h_{t} \Biggl[\bar{A}_{1ij}\eta(k)+\bar{A}_{2i}\sum_{m=1}^{h} \bar{\beta}_{m}Z\eta\bigl(k-\tau_{m}(k)\bigr) \\ &{}+\bar {A}_{2i}\sum_{m=1}^{h}\tilde{ \beta}_{m}(k)Z\eta\bigl(k-\tau_{m}(k)\bigr) +\mathcal{D}_{1ij}\tilde{\omega}(k)+\bar{r}\mathcal{F}\bigl(\eta(k) \bigr)+\tilde{r}(k)\mathcal{F}\bigl(\eta(k)\bigr) \\ &{}+\sum _{l=1}^{\ell}\bar{\alpha}_{l} \bar{B}_{j}Z\eta(k-l) +\sum_{l=0}^{\ell}\tilde{ \alpha}_{l}(k)\bar{B}_{(}j)Z\eta(k-l) +\sum_{l=0}^{\ell} \bar{\alpha}_{l}\tilde{B}_{j}g_{v}\bigl(Z \eta(k-l)\bigr) \\ &{} +\sum_{l=0}^{\ell}\tilde{ \alpha}_{l}(k)\tilde{B}_{j}g_{v}\bigl(Z\eta(k-l) \bigr)\Biggr]^{T}P\Biggl[\bar{A}_{1st}\eta(k)+\bar{A}_{2s}\sum _{m=1}^{h}\bar{\beta}_{m}Z\eta \bigl(k-\tau_{m}(k)\bigr) \\ &{} +\bar{A}_{2s}\sum _{m=1}^{h}\tilde{\beta}_{m}(k)Z\eta\bigl(k- \tau_{m}(k)\bigr) +\mathcal{D}_{1st}\tilde{\omega}(k)+\bar{r}\mathcal{F}\bigl(\eta(k) \bigr)+\tilde{r}(k)\mathcal{F}\bigl(\eta(k)\bigr)\\ &{} +\sum _{l=1}^{\ell}\bar{\alpha}_{l} \bar{B}_{t}Z\eta(k-l) +\sum_{l=0}^{\ell}\tilde{ \alpha}_{l}(k)\bar{B}_{t}Z\eta(k-l) +\sum _{l=0}^{\ell}\bar{\alpha}_{l} \tilde{B}_{t}g_{v}\bigl(Z\eta(k-l)\bigr) \\ &{}+\sum_{l=0}^{\ell}\tilde{ \alpha}_{l}(k)\tilde{B}_{t}g_{v}\bigl(Z\eta(k-l) \bigr)\Biggr]-\eta(k)^{T}P\eta(k)\Biggr\} \\ ={}&\mathbb{E}\Biggl\{ \sum_{i=1}^{r}\sum _{j=1}^{r}\sum_{s=1}^{r} \sum_{t=1}^{n}h_{i}h_{j}h_{s}h_{t} \Biggl[\eta(k)^{T}\bar{A}_{1ij}^{T}P\bar {A}_{1st}\eta(k) \\ &{}+2\eta(k)^{T}\bar{A}_{1ij}^{T}P \bar{A}_{2s}\sum_{m=1}^{h}\bar{ \beta}_{m}Z\eta\bigl(k-\tau_{m}(k)\bigr) \\ &{}+2\eta(k)^{T}\bar{A}_{1ij}^{T}P \mathcal{D}_{1st}\tilde{\omega}(k) +2\eta(k)^{T} \bar{A}_{1ij}^{T}P\bar{r}\mathcal{F}\bigl(\eta(k)\bigr) \\ &{}+2\eta(k)^{T}\bar{A}_{1ij}^{T}P\sum _{l=1}^{\ell}\bar{\alpha}_{l}\bar {B}_{t}Z\eta(k-l) +2\eta(k)^{T}\bar{A}_{1ij}^{T}P\sum _{l=0}^{\ell}\bar{\alpha}_{l}\tilde {B}_{t}g_{v}\bigl(Z\eta(k-l)\bigr) \\ &{}+\sum_{m=1}^{h}\bar{ \beta}_{m}Z\eta^{T}\bigl(k-\tau_{m}(k)\bigr) \bar{A}_{2i}^{T}P\bar{A}_{2s}\sum _{m=1}^{h}\bar{\beta}_{m}Z\eta\bigl(k- \tau_{m}(k)\bigr) \\ &{}+2\sum_{m=1}^{h}\bar{ \beta}_{m}Z\eta^{T}\bigl(k-\tau_{m}(k)\bigr) \bar{A}_{2i}^{T}P\mathcal{D}_{1st}\tilde{\omega}(k) \\ &{}+2\sum_{m=1}^{h}\bar{ \beta}_{m}Z\eta^{T}\bigl(k-\tau_{m}(k)\bigr) \bar{A}_{2i}^{T}P\bar{r}\mathcal{F}\bigl(\eta(k)\bigr) \\ &{}+2\sum_{m=1}^{h}\bar{ \beta}_{m}Z\eta^{T}\bigl(k-\tau_{m}(k)\bigr) \bar{A}_{2i}^{T}P\sum_{l=1}^{\ell} \bar{\alpha}_{l}\bar{B}_{t}Z\eta(k-l) \\ &{}+2\sum_{m=1}^{h}\bar{ \beta}_{m}Z\eta^{T}\bigl(k-\tau_{m}(k)\bigr) \bar{A}_{2i}^{T}P\sum_{l=0}^{\ell} \bar{\alpha}_{l}\tilde{B}_{t}g_{v}\bigl(Z \eta(k-l)\bigr) \\ &{}+\sum_{m=1}^{h}\bar{ \beta}_{m}(k)Z\eta^{T}\bigl(k-\tau_{m}(k)\bigr) \bar{A}_{2i}^{T}P\bar{A}_{2s}\sum _{m=1}^{h}\bar{\beta}_{m}(k)Z\eta\bigl(k- \tau_{m}(k)\bigr) \\ &{}+\tilde{\omega}(k)^{T}\mathcal{D}_{1ij}^{T}P \mathcal{D}_{1st}\tilde{\omega}(k) +2\tilde{\omega}(k)^{T} \mathcal{D}_{1ij}^{T}P\bar{r}\mathcal{F}\bigl(\eta(k)\bigr) \\ &{}+2\tilde{\omega}(k)^{T}\mathcal{D}_{1ij}^{T}P \sum_{l=1}^{\ell}\bar{\alpha}_{l} \bar{B}_{t}Z\eta(k-l) \\ &{}+2\tilde{\omega}(k)^{T}\mathcal{D}_{1ij}^{T}P \sum_{l=0}^{\ell}\bar{\alpha}_{l} \tilde{B}_{j}g_{v}\bigl(Z\eta(k-l)\bigr) +\bar{r} \mathcal{F}^{T}\bigl(\eta(k)\bigr)P\bar{r}\mathcal{F}\bigl(\eta(k)\bigr) \\ &{}+2\bar{r}\mathcal{F}^{T}\bigl(\eta(k)\bigr)P\sum _{l=1}^{\ell}\bar{\alpha}_{l}\bar {B}_{t}Z\eta(k-l) +2\bar{r}\mathcal{F}^{T}\bigl(\eta(k) \bigr)P\sum_{l=0}^{\ell}\bar{ \alpha}_{l}\tilde{B}_{t}g_{v}\bigl(Z\eta(k-l) \bigr) \\ &{}+\tilde{r}(k)\mathcal{F}^{T}\bigl(\eta(k)\bigr)P\tilde{r}(k) \mathcal{F}\bigl(\eta(k)\bigr) +\sum_{l=1}^{\ell} \bar{\alpha}_{l}\eta^{T}(k-l)Z^{T} \bar{B}_{t}^{T}P\sum_{l=1}^{\ell} \bar{\alpha}_{l}\bar{B}_{t}Z\eta(k-l) \\ &{}+2\sum_{l=1}^{\ell}\bar{ \alpha}_{l}\eta^{T}(k-l)Z^{T}\bar{B}_{t}^{T}P \sum_{l=0}^{\ell}\bar{\alpha}_{l} \tilde{B}_{t}g_{v}\bigl(Z\eta(k-l)\bigr) \\ &{}+\sum_{l=0}^{\ell}\tilde{ \alpha}_{l}(k)\eta^{T}(k-l)Z^{T} \bar{B}_{t}^{T}P\sum_{l=0}^{\ell} \tilde{\alpha}_{l}(k)\bar{B}_{t}Z\eta(k-l) \\ &{}+2\sum_{l=0}^{\ell}\tilde{ \alpha}_{l}(k)\eta^{T}(k-l)Z^{T} \bar{B}_{t}^{T}P\sum_{l=0}^{\ell} \tilde{\alpha}_{l}(k)\tilde{B}_{t}g_{v}\bigl(Z \eta(k-l)\bigr) \\ &{}+\sum_{l=0}^{\ell}\tilde{ \alpha}_{l}(k)g_{v}^{T}\bigl(Z\eta(k-l)\bigr) \tilde{B}_{t}^{T}P\sum_{l=0}^{\ell} \tilde{\alpha}_{l}(k)\tilde{B}_{t}g_{v}\bigl(Z \eta(k-l)\bigr)\Biggr] -\eta(k)^{T}P\eta(k)\Biggr\} . \end{aligned}$$ \end{document}$$ Considering Lemma [2](#FPar9){ref-type="sec"} and taking the elementary inequality $\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \mathbb{E}\bigl\{ \Delta V_{1}(k)\bigr\} \leq{}& \mathbb{E}\Biggl\{ \sum_{i=1}^{n}\sum _{j=1}^{n}h_{i}h_{j}\Biggl[ \eta(k)^{T}\bigl(\bar{A}_{1ij}^{T}P \bar{A}_{1ij}-P\bigr)\eta(k) \\ &{}+2\eta(k)^{T}\bar{A}_{1ij}^{T}P \bar{A}_{2i}\sum_{m=1}^{h}\bar{ \beta}_{m}Z\eta\bigl(k-\tau_{m}(k)\bigr) +2 \eta(k)^{T}\bar{A}_{1ij}^{T}P\mathcal{D}_{1ij} \tilde{\omega}(k) \\ &{}+2\eta(k)^{T}\bar{A}_{1ij}^{T}P\bar{r} \mathcal{F}\bigl(\eta(k)\bigr) +2\eta(k)^{T}\bar{A}_{1ij}^{T}P \sum_{l=1}^{\ell}\bar{\alpha}_{l} \bar{B}_{j}Z\eta(k-l) \\ &{}+2\eta(k)^{T}\bar{A}_{1ij}^{T}P\sum _{l=0}^{\ell}\bar{\alpha}_{l}\tilde {B}_{j}g_{v}\bigl(Z\eta(k-l)\bigr) \\ &{}+\Biggl(\sum_{m=1}^{h}\bar{ \beta}_{m}Z\eta^{T}\bigl(k-\tau_{m}(k)\bigr) \bar{A}_{2i}\Biggr)^{T}P\bar{A}_{2i}\sum _{m=1}^{h}\bar{\beta}_{m}Z\eta\bigl(k- \tau_{m}(k)\bigr) \\ &{}+2\Biggl(\sum_{m=1}^{h}\bar{ \beta}_{m}Z\eta^{T}\bigl(k-\tau_{m}(k)\bigr)\bar {A}_{2i}\Biggr)^{T}P\mathcal{D}_{1ij}\tilde{ \omega}(k) \\ &{}+2\Biggl(\sum_{m=1}^{h}\bar{ \beta}_{m}Z\eta^{T}\bigl(k-\tau_{m}(k)\bigr) \bar{A}_{2i}\Biggr)^{T}P\bar{r}\mathcal{F}\bigl(\eta(k)\bigr) \\ &{}+2\Biggl(\sum_{m=1}^{h}\bar{ \beta}_{m}Z\eta^{T}\bigl(k-\tau_{m}(k)\bigr) \bar{A}_{2i}\Biggr)^{T}P\sum_{l=1}^{\ell} \bar{\alpha}_{l}\bar{B}_{j}Z\eta(k-l) \\ &{}+2\Biggl(\sum_{m=1}^{h}\bar{ \beta}_{m}Z\eta^{T}\bigl(k-\tau_{m}(k)\bigr) \bar{A}_{2i}\Biggr)^{T}P\sum_{l=0}^{\ell} \bar{\alpha}_{l}\tilde{B}_{j}g_{v}\bigl(Z \eta(k-l)\bigr) \\ &{}+\Biggl(\sum_{m=1}^{h}\bar{ \beta}_{m}(k)Z\eta^{T}\bigl(k-\tau_{m}(k)\bigr) \bar{A}_{2i}\Biggr)^{T}P\bar{A}_{2s}\sum _{m=1}^{h}\bar{\beta}_{m}(k)Z\eta\bigl(k- \tau_{m}(k)\bigr) \\ &{}+\tilde{\omega}(k)^{T}\mathcal{D}_{1ij}^{T}P \mathcal{D}_{1ij}\tilde{\omega}(k) +2\tilde{\omega}(k)^{T} \mathcal{D}_{1ij}^{T}P\bar{r}\mathcal{F}\bigl(\eta(k)\bigr) \\ &{}+2\tilde{\omega}(k)^{T}\mathcal{D}_{1ij}^{T}P \sum_{l=1}^{\ell}\bar{\alpha}_{l} \bar{B}_{j}Z\eta(k-l)+2\tilde{\omega}(k)^{T}\mathcal{D}_{1ij}^{T}P \sum_{l=0}^{\ell}\bar{\alpha}_{l} \tilde{B}_{j}g_{v}\bigl(Z\eta(k-l)\bigr) \\ &{} +\bar{r} \mathcal{F}^{T}\bigl(\eta(k)\bigr)P\bar{r}\mathcal{F}\bigl(\eta(k)\bigr) +2\bar{r}\mathcal{F}^{T}\bigl(\eta(k)\bigr)P\sum _{l=1}^{\ell}\bar{\alpha}_{l}\bar {B}_{j}Z\eta(k-l) \\ &{} +2\bar{r}\mathcal{F}^{T}\bigl(\eta(k) \bigr)P\sum_{l=0}^{\ell}\bar{ \alpha}_{l}\tilde{B}_{j}g_{v}\bigl(Z\eta(k-l) \bigr)+\tilde{r}^{2}\mathcal{F}^{T}\bigl(\eta(k)\bigr)P \mathcal{F}\bigl(\eta(k)\bigr) \\ &{} +\sum_{l=1}^{\ell} \bar{\alpha}_{l}\eta^{T}(k-l)Z^{T} \bar{B}_{j}^{T}P\sum_{l=1}^{\ell} \bar{\alpha}_{l}\bar{B}_{j}Z\eta(k-l)+2\sum_{l=1}^{\ell}\bar{ \alpha}_{l}\eta^{T}(k-l)Z^{T}\bar{B}_{j}^{T} \\ &{}\times P \sum_{l=0}^{\ell}\bar{\alpha}_{l} \tilde{B}_{j}g_{v}\bigl(Z\eta(k-l)\bigr) +\sum_{l=0}^{\ell}\tilde{ \alpha}_{l}^{2}\eta^{T}(k-l)Z^{T} \bar{B}_{j}^{T}P\bar{B}_{j}Z\eta(k-l) \\ &{}+2\sum_{l=0}^{\ell}\tilde{ \alpha}_{l}^{2}\eta^{T}(k-l)Z^{T} \bar{B}_{j}^{T}P\tilde{B}_{j}g_{v} \bigl(Z\eta(k-l)\bigr) \\ &{}+\sum_{l=0}^{\ell}\tilde{ \alpha}_{l}^{2}g_{v}^{T}\bigl(Z\eta(k-l) \bigr)\tilde{B}_{j}^{T}P\tilde{B}_{j}g_{v} \bigl(Z\eta(k-l)\bigr)\Biggr]\Biggr\} . \end{aligned}$$ \end{document}$$ Also, it can be seen that $$\documentclass[12pt]{minimal}
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Along the trajectory of the fuzzy discrete-time system ([12](#Equ12){ref-type=""}) and taking ([25](#Equ25){ref-type=""}) into consideration, we have $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned}& \Gamma_{2ij}=\left [ \textstyle\begin{array}{@{}c@{\quad}c@{\quad}c@{}} \Gamma_{11ij}+\varphi\lambda\mathcal{G}^{T}\mathcal{G} +\mathcal{E}_{i}^{T}\mathcal{E}_{i} & \Gamma_{12ij} & \Gamma_{13ij}\\ {*} & \Gamma_{22ii}+I & \Gamma_{23ij}\\ {*} & * & \Gamma_{33jj}+\psi I_{\ell+1}\otimes(M^{T}M)\\ {*} & * & * \\ {*} & * & * \\ {*} & * & * \end{array}\displaystyle \right . \\& \left . \hphantom{\Gamma_{2ij}=[\Gamma_{2ij}=[\Gamma_{2ij}=[\Gamma_{2ij}=[}{} \textstyle\begin{array}{@{}c@{\quad}c@{\quad}c@{}} \Gamma_{14ij} & \Gamma_{15ij} & \Gamma_{16ij}\\ \Gamma_{24ii} & \Gamma_{25ij} & \Gamma_{26ij}\\ \Gamma_{34jj} & \Gamma_{35jj} & \Gamma_{36ij}\\ \Gamma_{44}-\varphi I & \Gamma_{45jj} & \Gamma_{46ij}\\ {*} & \Gamma_{55jj}-\psi I & \Gamma_{56ij}\\ {*} & * & \Gamma_{66ij}+\mathcal{D}_{2j}^{T}\mathcal{D}_{2j}-\gamma^{2}I \end{array}\displaystyle \right ], \\& \Gamma_{16ij}=\bar{A}_{1ij}^{T}P \mathcal{D}_{1ij},\qquad\Gamma_{26ij}=\bigl(\bar{ \beta}_{1}\mathcal{D}_{1ij}^{T}P \bar{A}_{2i},\ldots,\bar{\beta}_{h}\mathcal{D}_{1ij}^{T}P \bar{A}_{2i}\bigr)^{T}, \\& \Gamma_{36ij}=\bigl(0,\bar{\alpha}_{1}\mathcal{D}_{1ij}^{T}P \bar{B}_{j},\ldots,\bar{\alpha}_{\ell}\mathcal{D}_{1ij}^{T}P \bar{B}_{j}\bigr)^{T},\qquad\Gamma_{46ij}=\bar{r}P \mathcal{D}_{1ij}, \\& \Gamma_{56ij}=\bigl(\bar{\alpha}_{0}\mathcal{D}_{1ij}^{T}P \tilde{B}_{j},\ldots,\bar{\alpha}_{\ell}\mathcal{D}_{1ij}^{T}P \tilde{B}_{j}\bigr),\qquad\Gamma_{66ij}=\mathcal{D}_{1ij}^{T}P \mathcal{D}_{1ij}. \end{aligned}$$ \end{document}$$
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Through the above-mentioned analysis results for the control problem, we will deal with the problem of designing the desired $\documentclass[12pt]{minimal}
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Theorem 2 {#FPar13}
---------
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Proof {#FPar14}
-----

For the purpose of design desired controller parameters $\documentclass[12pt]{minimal}
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Remark 4 {#FPar15}
--------

The model considered in this paper is more general than some existing ones \[[@CR22], [@CR23], [@CR25]\]. For example, when the model does not take into consideration the randomly occurring interval delay and randomly occurring nonlinearities, it reduces to the model in \[[@CR25]\]. The results derived in this paper also contain the two theorems in \[[@CR25]\] as special cases. Moreover, randomly occurring nonlinearities have not been considered in \[[@CR22]\], and sector nonlinearities have not been studied in \[[@CR23]\].

Remark 5 {#FPar16}
--------

The design of controller directly affects the stability and $\documentclass[12pt]{minimal}
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Remark 6 {#FPar17}
--------

In Theorem [2](#FPar13){ref-type="sec"}, the sufficient conditions involved in the randomly occurring nonlinearities, the probabilistic interval delays, sector nonlinearities, and channel fadings were first established for the desired fuzzy output-feedback controller. The fuzzy output-feedback controller is designed such that the discrete-time system ([12](#Equ12){ref-type=""}) is exponentially mean-square stable and, under the zero-initial condition, the proposed $\documentclass[12pt]{minimal}
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Numerical example {#Sec4}
=================

In this section, we present illustrative examples to show the effectiveness of the proposed controller design approach.

Consider the following discrete-time T-S fuzzy model from ([10](#Equ10){ref-type=""}): $$\documentclass[12pt]{minimal}
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                \begin{document}$$\left \{ \textstyle\begin{array}{@{}l} x(k+1)=\sum_{i=1}^{2}h_{i}\{A_{1i}x(k)+A_{2i}\sum_{m}^{2}\beta_{m}(k)x(k-\tau _{m}(k))+B_{i}u(k)\\ \hphantom{x(k+1)=}{}+D_{1i}\omega(k)+r(k)f(x(k))\},\\ z(k)=\sum_{i=1}^{2}h_{i}\{E_{i}x(k)+D_{2i}\omega(k)\}. \end{array}\displaystyle \right . $$\end{document}$$ Consider the model parameters as follows: $$\documentclass[12pt]{minimal}
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In the meantime, the output measurement is described as follows: $$\documentclass[12pt]{minimal}
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To further illustrate the effectiveness of the designed $\documentclass[12pt]{minimal}
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                \begin{document}$$\nu(k)=\frac{0.02\sin(k)}{k},\qquad\omega(k)=\frac{0.01\sin(k)}{k}. $$\end{document}$$ The membership functions are shown in Figure [1](#Fig1){ref-type="fig"}. The formulated T-S fuzzy model is an approximation of the original nonlinear model has been verified in \[[@CR38]\]. In Section [2](#Sec2){ref-type="sec"}, we saw that the premise viable space can be divided into two regions from the partition method, as shown in Figure [1](#Fig1){ref-type="fig"}. Figure 1**Membership function.**

Applying Theorem [2](#FPar13){ref-type="sec"} and the LMI toolbox, we can obtain the desired controller parameter matrices in the form of ([11](#Equ11){ref-type=""}) such that the fuzzy system ([12](#Equ12){ref-type=""}) is exponentially mean-square stable with the $\documentclass[12pt]{minimal}
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The simulation results are shown in Figures [2](#Fig2){ref-type="fig"}-[4](#Fig4){ref-type="fig"} where the states of the system and the fuzzy controller are shown in Figure [2](#Fig2){ref-type="fig"}. We can conclude that although the discrete-time fuzzy system and the full-order output-feedback controller are subject to RONs, ROIDs, and channel fadings as well as sector nonlinearities, respectively, the fuzzy controller can estimate the state well. Moreover, we can conclude that the designed $\documentclass[12pt]{minimal}
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Conclusions {#Sec5}
===========
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                \begin{document}$H_{\infty}$\end{document}$ output-feedback controller has been designed for a class of fuzzy discrete-time systems with sector nonlinearities, channel fadings, randomly occurring interval delays as well as randomly occurring nonlinearities. A sufficient condition for the $\documentclass[12pt]{minimal}
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                \begin{document}$H_{\infty}$\end{document}$ robust exponential stability of the fuzzy discrete-time system has been obtained by a Lyapunov stability analysis approach and stochastic analysis theory. Moreover, by using the LMI technique, a clear expression of the desired $\documentclass[12pt]{minimal}
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                \begin{document}$H_{\infty}$\end{document}$-norm bound constraint has been guaranteed. At last, the developed fuzzy controller design approach has been checked by a numerical simulation example. Further research topics might include the development of our results to more complex and more varied cases with sector nonlinearities and channel fadings by using a stochastic analysis approach, such as multi-agent systems based on the T-S fuzzy model, descriptor systems, and affine fuzzy systems.
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