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a b s t r a c t
Banded Toeplitz systems of linear equations arise in many application areas and have been
well studied in the past. Recently, significant advancement has been made in algorithm
development of fast parallel scalable methods to solve tridiagonal Toeplitz problems. In
this paper we will derive a new algorithm for solving symmetric pentadiagonal Toeplitz
systems of linear equations based upon a technique used in [J.M. McNally, L.E. Garey,
R.E. Shaw, A split-correct parallel algorithm for solving tri-diagonal symmetric Toeplitz
systems, Int. J. Comput. Math. 75 (2000) 303–313] for tridiagonal Toeplitz systems.
A common example which arises in natural quintic spline problems will be used to
demonstrate the algorithm’s effectiveness. Finally computational results and comparisons
will be presented.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Consider the symmetric pentadiagonal Toeplitz system of linear equations Ax = b given by
d α 1
α d α 1
1 α d α 1
. . .
1 α d α 1
1 α d α
1 α d


x1
x2
x3
...
xn−2
xn−1
xn

=

b1
b2
b3
...
bn−2
bn−1
bn

where we assume strict diagonal dominance as given by the condition
|d| > 2|α| + 2.
For notational purposes, we often choose to write this matrix in the single line form [1, α, d, α, 1]. In most applications that
give rise to this type of system, we make the observation that |α| > 2. We refer to this, for future reference, as ‘‘expanding
dominance’’. Systems of this nature are well known in the literature [1–6] and often arise in numerous research areas such
as parallel computing, matrix algebra, statistics, data interpolation, differential equations, engineering, etc.
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A common, well known, application of tridiagonal and pentadiagonal Toeplitz systems is that of natural splines (fitting
smooth piecewise functions through a large number of data points [7]). When fitting a set of n data points to a natural cubic
spline, a necessary system of equations arises that has the coefficientmatrix [1, 4, 1]. Clearly this is tridiagonal, Toeplitz, and
diagonally dominant. When fitting a set of n data points to a natural quintic spline one system of equations that arises has
the coefficient matrix [1, 26, 66, 26, 1] [6] which is pentadiagonal, Toeplitz and diagonally dominant (as well as showing
expanding dominance).
There exist many traditional algorithms for solving general systems of linear equations, and these algorithms can often
be modified to take advantage of the special structures of the coefficient matrix with the goal of reducing computational
complexity. For coefficient matrices of the form [1, d, 1] or [1, α, d, α, 1] these algorithms can result in linear time
complexities.
In Section 2 of this paper we will examine some more recently known sequential and parallel algorithms used to fast
solve diagonally dominant tridiagonal Toeplitz systems of linear equations. These algorithms, also of linear complexity, are
concerned with reducing the coefficient of the linear complexity. To do this, they will often allow the algorithm to produce
a solution that is within a present tolerance  where  is small.
Section 3 derives a new algorithmusing an adaptation of the Section 2 techniques to the case of symmetric pentadiagonal
systems of linear equations. This new algorithm will be presented in full detail with a thorough mathematical analysis of
the maximum error of the solution.
In Section 4wewill showa brief example of our newalgorithmwhich arises in [6] on natural quintic splines. This problem
was a key motivator to the work contained within this paper.
2. Background
The problem of finding fast exact and approximate solutions to tridiagonal Toeplitz systems of equations is well
motivated in modern literature [1–5]. Below we present some key results that are useful in developing our new
algorithm\approach.
2.1. Tridiagonal Toeplitz systems: The method of Rojo
In [3] an algorithm was presented for finding the exact solution to an n× n symmetric diagonally dominant tridiagonal
Toeplitz system of equations with the coefficient matrix A = [1, d, 1]. To do this, Rojo proposed a perturbation of the
coefficient matrix A into an almost tridiagonal Toeplitz matrix (ATTM) such that
A = A′ + C
where A′ is the product LU where both L and U are themselves Toeplitz. This perturbation took the form
A =

1
r1 1
r1 1
. . .
r1 1
r1 1
r1 1


r2 1
r2 1
r2 1
. . .
r2 1
r2 1
r2

+

d− r2 
In this perturbation the values of r1 and r2 can be found in O(1) time using a quadratic equation derived by comparing
coefficients. Rojo then solved the fast Toeplitz factored system
LUx′ = b
in 4n + O(1) operations using standard forward and backward substitution. Finally, he performed an exact correction in
4n+ O(1)more operations to produce the solution to the original system Ax = b (8n+ O(1) operations).
2.2. Tridiagonal Toeplitz systems: The method of Yan and Chung
In [4] the method of Rojo was modified by removing the exact correction step and replacing it with one that achieved
only a tolerably acceptable solution. In this paper it was observed that the non-zero value r1 could always be chosen such
that it satisfies |r1| < 1. It was also observed that
1− dr1 + r21 = 0.
From this Yan and Chung defined a vector p as
p = (−r1, (−r1)2, (−r1)3, . . . , (−r1)t , 0, . . . , 0)T
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where t is chosen to guarantee a desired tolerance since we know that for some value t + 1, (−r1)t+1 ≈ 0. It was shown
in [4] that
Ap ≈ ke1
where k is a constant and ei is the ith identity vector. An approximate solution to the original problem Ax = b using the
solution x′ from the ATTM system LUx′ = b is therefore given by
x˜ = x′ + x
′
1
r2
p.
This solution is determined in 4n + 2t + O(1) operations and it was shown in [4] that any reasonable degree of diagonal
dominance results in t  n.
2.3. Tridiagonal Toeplitz systems: The split & correct algorithm
In [2] a new scalable parallel algorithm (Split & Correct) was presented for solving a diagonally dominant tridiagonal
Toeplitz systemof linear equationswhich required only aminimal amount of processor communication. In the twoprocessor
symmetric case with the size of the system n being even, for example, a perturbation was made which split the problem
into two independent blocks. The perturbation took the form
A =

A′′ 0
0 A′
+
 d− r2 11 d− r2

where A′ is an n2 × n2 ATTM which is the result of the product LU and A′′ is an n2 × n2 ATTM which results from the product
UL. Recall that in each case, both L and U are Toeplitz matrices determined through O(1) operations.
McNally then determined correction vectors p and q (each consisting of only t non-zero elements) such that
Aq ≈ e n
2
and Ap ≈ e n
2+1.
An approximate solution to the original problem was constructed as
x˜ =
[
x′′ + x′1q
x′ + x′′n
2
p
]
where the vectors x′ and x′′ come from the sub-systems
A′′x′′ = b′′ and A′x′ = b′
where b′′ represents the first n2 components of b and b
′ represents the last n2 components. These two sub-systems are solved
and corrected on separate processors.
In this algorithm the values of x′1 and x
′′
n
2
require communicating between the two processors which is considered
a minimal amount of communication. McNally et al. [2] then showed that this algorithm is scalable to any number of
processors (m) provided nm > 2t where once again, given any reasonable degree of diagonal dominance, n t .
3. Solving symmetric pentadiagonal systems
The systemwe are interested in solving is a symmetric pentadiagonal Toeplitz system Ax = bwhere A can be written as
[1, α, d, α, 1] or

d α 1
α d α 1
1 α d α 1
. . .
1 α d α 1
1 α d α
1 α d

.
We note that we pre-assume that the characteristic equation given by
1+ αx+ dx2 + αx3 + x4 = 0
has two distinct sets of non-unity reciprocal roots.
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3.1. Fast Toeplitz factoring the perturbed system
To fast solve this system, we are interested in perturbing the original matrix A in such a way that the resulting system
can be written as
A = LU
where both L and U are Toeplitz matrices. This, however, cannot be done without introducing a perturbation. Consider the
perturbation
A =

1
l2 1
l1 l2 1
. . .
l1 l2 1
l1 l2 1
l1 l2 1


u1 u2 1
u1 u2 1
u1 u2 1
. . .
u1 u2 1
u1 u2
u1

+ C
where
C = (d− u1)e1eT1 + (α − u2)e1eT2 + (α − l2u1)e2eT1 + (d− (l2u2 + u1))e2eT2.
Comparing coefficients results in the four equations
l1u1 = 1 (1)
l2 + u2 = α (2)
l1u2 + l2u1 = α (3)
l1 + l2u2 + u1 = d. (4)
Substituting Eqs. (1) and (2) into Eqs. (3) and (4) results in the two quadratic equations
(α − u2)u21 − αu1 + u2 = 0 (5)
u1u22 − αu1u2 − (1− du1 + u21) = 0. (6)
Solving Eq. (5) for u1 results in the two solutions
u1 = 1 and u1 = u2
α − u2 .
Choosing u1 = 1 results in l1 = 1 and
u2 = α ±
√
α2 − 4(d− 2)
2
and
l2 = α ∓
√
α2 − 4(d− 2)
2
.
This solution, however does not preserve diagonal dominance in L and U and leads to unstable numerical results. Choosing
instead
u1 = u2
α − u2
results in the quartic equation
u42 − 2αu32 + (2+ d+ α2)u22 − (2+ d)αu2 + α2 = 0 (7)
which has four roots given by
u2 =
α ±
√
α2 − (√d+ 2α + 2∓√d− 2α + 2)2
2
provided that d > 0 (we will examine the case of d < 0 later).
d > |u1| > |u2| > 1
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which results in a a numerically stable fast Toeplitz factorization of our perturbed matrix for forward and backward
substitution. With this factorization complete, solve for x′ using
Ly = b
and
Ux′ = y.
From our original perturbation, we can write the original solution vector x as
x = x′ − (l2x′2 + (d− u1)x′1) A−1e1 − (l1x′2 + l2x′1) A−1e2.
In this spirit of Yan and Chung, we require vectors p and q such that
Aq ≈ e1 and Ap ≈ e2.
3.2. Solving the characteristic polynomial of the pentadiagonal system
To determine the components of p and qwe must solve the characteristic polynomial
1+ αx+ dx2 + αx3 + x4 = 0
for its four roots. To do this we divide the above equation by x2. Rearranging this gives(
x2 + 1
x2
)
+ d+ α
(
x+ 1
x
)
= 0.
Substituting
z = x+ 1
x
results in the quadratic equation
z2 + αz + (d− 2) = 0
which has solutions
z = −α ±
√
α2 − 4(d− 2)
2
.
Since our original system was assumed to have diagonal dominance we know that |d| > 2|α| + 2. Also we require that
the discriminant of the above solution is positive which demands that α2−4(d−2) > 0 (recall d > 0 was already required
as part of the Toeplitz factorization). With these restrictions a choice of z is always possible such that |z| > 2. From the
definition of z we get
x2 − zx+ 1 = 0
which has roots
x = z ±
√
z2 − 4
2
.
Since, as observed, at least one value of z satisfies |z| > 2, and since our polynomial is symmetric, at least one pair of
roots of the characteristic quintic polynomial is real (occurring in a reciprocal pair). Let r1 be the root such that |r1| < 1 and
let r2 be its reciprocal root.
3.2.1. Deriving the correction vectors
Since |r1| < 1, we can once again let t represent an integer such that r t+11 ≈ 0. Defining a vector8 as
8 = (r1, r21 , r31 , . . . , r t1, 0, . . . , 0)T
results in the product
A8 = (dr1 + αr21 + r31 )e1 − e2 − r t−11
(
r21et−1 + r21 (α + r1)et − (1+ αr1)et+1 − r1et+2
)
.
Since this term involves both e1 and e2 it is not enough alone to correct the solution. It was assumed earlier, for this purpose,
that all four roots of the characteristic polynomial of the pentadiagonal system are distinct, real and non-unity. Symmetry
tells us the other pair must also have one root, call it r3 such that |r3| < 1. Use this root to define a vector2 as
2 = (r3, r23 , r33 , . . . , r t3, 0, . . . , 0)T
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where we now assume t is an integer such that both r t+11 ≈ 0 and r t+13 ≈ 0. This gives us the product
A2 = (dr3 + αr23 + r33 )e1 − e2 − r t−13
(
r23et−1 + r23 (α + r3)et − (1+ αr3)et+1 − r3et+2
)
.
With these two vectors, we can define p and q as
q = 8−2
(dr1 + αr21 + r31 )− (dr3 + αr23 + r33 )
and
p = (dr3 + αr
2
3 + r33 )8− (dr1 + αr21 + r31 )2
(dr1 + αr21 + r31 )− (dr3 + αr23 + r33 )
,
which results in
Ap ≈ e2 and Aq ≈ e1.
Substituting these into our solution gives us the approximate solution
x˜ = x′ − (l2x′2 + (d− u1)x′1) q− (l1x′2 + l2x′1) p.
which can simplified to
x˜ = x′ −
(
l2x′2 + (d− u1)x′1
)+ (l1x′2 + l2x′1) (dr3 + αr23 + r33 )
(dr1 + αr21 + r31 )− (dr3 + αr23 + r33 )
8
+
(
l2x′2 + (d− u1)x′1
)+ (l1x′2 + l2x′1) (dr1 + αr21 + r31 )
(dr1 + αr21 + r31 )− (dr3 + αr23 + r33 )
2.
Algorithm 1. Given a symmetric pentadiagonal Toeplitz system of linear equations
[1, α, d, α, 1]x = b
where
d > 2+ 2|α| and α2 > 4(d− 2).
Compute: u2 =
α ±
√
α2 − (√d+ 2α + 2±√d− 2α + 2)2
2
u1 = u2/(α − u2)
l1 = 1/u1
l2 = α − u2
such that |u1| > |u2| > 1.
Compute: z =
(
−α ±
√
α2 − 4(d− 2)
)
/2
r1, r3 =
(
z ±
√
z2 − 4
)
/2
such that |r1| < 1, |r3| < 1, r1 6= r3.
Let: g = max{|r1|, |r3|}
F(r) = dr + αr2 + r3
1F = F(r1)− F(r3)
t =

log
(
|1F |(|d|−2|α|−2)
2(1+|α|)(1+|F(r1)|+|F(r3)|+|d−u1|)‖b‖
)
log(g)
+ 1.
If t < n
Compute: y1 = b1
y2 = b2 − l2y1
yi = bi − l2yi−1 − l1yi−2 i = 3(1)n
zn = yn/u1
zn−1 = (yn−1 − u2zn)/u1
zi = (yi − u2zi+1 − zi+2)/u1 i = n− 2(−1)1.
Compute: c1 =
(
l2x′2 + (d− u1)x′1
)+ (l1x′2 + l2x′1) F(r3)
1F
r1
c3 =
(
l2x′2 + (d− u1)x′1
)+ (l1x′2 + l2x′1) F(r1)
1F
r3.
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Compute: For i = 1(1)t
x˜i = zi − c1+ c3
c1 = c1 ∗ r1
c3 = c3 ∗ r3.
Output: x˜.
Theorem 1. Given a symmetric diagonally dominant pentadiagonal Toeplitz system of linear equations Ax = b where A =
[1, α, d, α, 1] with d > 0, α2 > 4(d − 2) and whose characteristic polynomial has four distinct real roots, the solution x˜ as
defined in Algorithm 1 has maximum error
‖Ax˜− b‖ < 
for small  provided t < n where
t ≥

log
(
|1F |(|d|−2|α|−2)
2(1+|α|)(1+|F(r1)|+|F(r3)|+|d−u1|)
)
log(g)
+ 1.
Proof. For simplicity in presenting the proof of this algorithm we define the following quantities
F(r) = dr + αr2 + r3
1F = F(r1)− F(r3).
From this we can write the key equations derived earlier as
x˜ = x′ − (l2x′2 + (d− u1)x′1) q− (l1x′2 + l2x′1) p (8)
A8 = F(r1)e1 − e2 − r t−11
(
r21et−1 + r21 (α + r1)et − (1+ αr1)et+1 − r1et+2
)
(9)
A2 = F(r3)e1 − e2 − r t−13
(
r23et−1 + r23 (α + r3)et − (1+ αr3)et+1 − r3et+2
)
(10)
q = 8−2
1F
(11)
p = F(r3)8− F(r1)2
1F
(12)
as well as observing that
Ax = Ax′ − (l2x′2 + (d− u1)x′1) e1 − (l1x′2 + l2x′1) e2. (13)
Multiplying Eq. (8) by A and substituting Eq. (13) results in:
Ax˜− Ax = (l2x′2 + (d− u1)x′1) (e1 − Aq)− (l1x′2 + l2x′1) (e2 − Ap) .
Naturally Ax = bwhich results in
Ax˜− b = (l2x′2 + (d− u1)x′1) (e1 − Aq)− (l1x′2 + l2x′1) (e2 − Ap) . (14)
The values of Ap and Aq can easily be determined from using Eqs. (12) and (11) in conjunction with Eqs. (10) and (9) to
produce
Aq = e1 − 1
1F
[
r t−11
(
r21et−1 + r21 (α + r1)et − (1+ αr1)et+1 − r1et+2
)
− r t−13
(
r23et−1 + r23 (α + r3)et − (1+ αr3)et+1 − r3et+2
)]
and
Ap = e2 − 1
1F
[
F(r3)r t−11
(
r21et−1 + r21 (α + r1)et − (1+ αr1)et+1 − r1et+2
)
− F(r1)r t−13
(
r23et−1 + r23 (α + r3)et − (1+ αr3)et+1 − r3et+2
)]
.
Substituting these into Eq. (14) results in
Ax˜− b = l2x
′
2 + (d− u1)x′1
1F
[
r t−11
(
r21et−1 + r21 (α + r1)et − (1+ αr1)et+1 − r1et+2
)
− r t−13
(
r23et−1 + r23 (α + r3)et − (1+ αr3)et+1 − r3et+2
)]
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+ l1x
′
2 + l2x′1
1F
[
F(r3)r t−11
(
r21et−1 + r21 (α + r1)et − (1+ αr1)et+1 − r1et+2
)
− F(r1)r t−13
(
r23et−1 + r23 (α + r3)et − (1+ αr3)et+1 − r3et+2
)]
.
Observing that this is a vector inRn with only four non-zero elements, we re-write this into vector notation (showing only
the non-zero rows t − 1 through t + 2).
Ax˜− b = 1
1F
V
where
V =

(l2x′2 + (d− u1)x′1)
(
r t+11 − r t+13
)+ (l1x′2 + l2x′1) (F(r3)r t+11 − F(r1)r t+13 )
(l2x′2 + (d− u1)x′1)
(
r t+11 (α + r1)− r t+13 (α + r3)
)
(l1x′2 + l2x′1)
(
F(r3)r t+11 (α + r1)− F(r1)r t+13 (α + r3)
)
(l2x′2 + (d− u1)x′1)
(
r t−11 (1+ αr1)− r t−13 (1+ αr3)
)+ (l1x′2 + l2x′1) (F(r3)r t1(1+ αr1)− F(r1)r t3(1+ αr3))
−(l2x′2 + (d− u1)x′1)
(
r t1 − r t3
)− (l1x′2 + l2x′1) (F(r3)r t1 − F(r1)r t3)
 .
Taking the norm of both sides of this equation and applying the standard triangle inequality while letting g = max{|r1|, |r3|}
and recalling that |l2| < 1 and |l1| < 1 result in
‖Ax˜− b‖ ≤ 2g t−1 (1+ |α|)(1+ |F(r1)| + |F(r3)| + |d− u1|)|1F | ‖x
′‖.
From the works of Yan and Chung [4], Rojo [3], McNally et al. [8] and Nemani [9] we can deduce that ‖x′‖ < ‖b‖(|d| −
2|α| − 2)−1 (the inverse of the measure of diagonal dominance). Applying this results in
‖Ax˜− b‖ ≤ 2g t−1 (1+ |α|)(1+ |F(r1)| + |F(r3)| + |d− u1|)|1F |(|d| − 2|α| − 2) ‖b‖.
Setting this to be less than the desired tolerance  and solving for t result in
t ≥

log
(
|1F |(|d|−2|α|−2)
2(1+|α|)(1+|F(r1)|+|F(r3)|+|d−u1|)‖b‖
)
log(g)
+ 1. 
3.3. Negative values of d
In the case that the diagonal element of the given system is negative, a slight modification to the algorithm is necessary.
In this case, we re-write the original system A as
d∗ α∗ −1
α∗ d∗ α∗ −1
−1 α∗ d∗ α∗ 1
. . .
−1 α∗ d∗ α∗ −1
−1 α∗ d∗ α∗
−1 α∗ d∗


x1
x2
x3
...
xn−2
xn−1
xn

=

−b1
−b2
−b3
...
−bn−2
−bn−1
−bn

where we now can assume that d∗ = −d > 0 and α∗ = −α. The perturbation and Toeplitz LU factorization of this new
coefficient matrix (for simplicity we label it A∗) can now be expressed as
A∗ =

1
l2 1
l1 l2 1
. . .
l1 l2 1
l1 l2 1
l1 l2 1


u1 u2 −1
u1 u2 −1
u1 u2 −1
. . .
u1 u2 −1
u1 u2
u1

+ C
where once again the matrix C can be represented as
C = (d∗ − u1)e1eT1 + (α∗ − u2)e1eT2 + (α∗ − l2u1)e2eT1 + (d∗ − (l2u2 + u1))e2eT2.
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Comparing coefficients of this system with those of A∗ results in the four equations
l1u1 = −1 (15)
−l2 + u2 = α∗ (16)
l1u2 + l2u1 = α∗ (17)
−l1 + l2u2 + u1 = d∗. (18)
Solving these equations as before results in the four possible values of u2 given by
u2 =
α∗ ±
√
α∗2 + (√d∗ − 2α∗ + 2∓√d∗ − 2α∗ − 2)2
2
.
From these four roots we can again choose the value u2 such that
d∗ > |u1| < |u2| < 1
resulting in a a numerically stable fast Toeplitz factorization of our new system for forward and backward substitution.With
this factorization complete, solve for x′ using
Ly = −b
and
Ux′ = y.
As the correction term C is the essentially the same as before, the only further difference is in solving the characteristic
polynomial of this new system for the two roots r1 and r3 (recall we still have the initial assumption that these roots exist).
In this case this equation is given by the polynomial
−1+ α∗x+ d∗x2 + α∗x3 − x4 = 0.
Using the same technique as before we obtain
z = α
∗ ±√α∗2 + 4(d∗ + 2)
2
where
z = x+ 1
x
which has real solutions for all positive values d∗. Minor modifications (not shown) can therefore be made to Algorithm 1
to account for these changes to handle the case of d < 0. We refer to this modification as Algorithm 2.
3.4. Computational costs
Algorithm 1 and Algorithm 2 essentially have the same operational costs. Given an n × n system of equations of the
indicated form, the costs for obtaining the values of u2, u1, l2, l1, r1 and r3 are negligible under the assumption of n being
a relatively large number. The costs of forward and backward substitution are approximately 4n computations each for a
total of 8n + O(1) computations. The process of making the corrections using both p and q has a computational count of
approximately 4t + O(1)where we assume that t  n. Therefore we have a combined operation count of
8n+ 4t + O(1) ≈ 8n+ O(1)
which compares favorably with other techniques currently available for solving the indicated system of equations [10,8,9].
4. Computational results: Natural quintic splines
In [6] the derivation of a natural quintic spline requires the solution of a symmetric pentadiagonal Toeplitz system given
in shorthand notation by [1, 26, 66, 26, 1]. We will utilize this particular situation as an example case for Algorithm 1.
For this example, we obtain the four values for u2 (and subsequently u1, l2, and l1).
u2 u1 l2 l1
23.63442982 9.991007696 2.365570175 0.100090004
2.365570175 0.100090004 23.63442982 9.991007696
0.473671635 0.018556199 25.52632836 53.8903461
25.52632836 53.8903461 0.473671635 0.018556199
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Wechoose the last of these cases as the onewhich satisfies the requirements of our algorithm (|u1| > |u2| > 1 > |l2| > |l1|).
We also see in this case that the characteristic polynomial
1+ 26x+ 66x2 + 26x3 + x4 = 0
has the real roots (z) computed as
z = −.75309234
z = −23.24695077
which result in the roots r as
r = −0.430575347 r = −0.043096288
r = −2.322473887 r = −23.20385448.
From this we assign
r1 = −0.430575347 r3 = −0.043096288
and determine that
g = 0.043096288.
Finally the values of t for various values of  can be determined as
 10−2 10−4 10−8 10−16
t 16 21 32 54
which are clearly small (negligible) values compared to any significant value of n.
Algorithm 1, for this example, was then executed for various system sizes. The computational time results for this
algorithm are listed below as well as mean computational results (in seconds) for a standard modified Gaussian elimination
(approximately 16n computations)
n Algorithm 1 Gaussian elimination
10,000 4.09958× 10−3 7.4576× 10−3
100,000 4.066628× 10−2 7.85808× 10−2
1,000,000 0.4019138 0.79729415
10,000,000 4.07476109 NA*
We observe that since Gaussian elimination can only take advantage of the pentadiagonal nature of the problem, and not
the Toeplitz nature of the problem, the memory requirements would not permit it to solve a system as large as Algorithm 1
could on the same machine and environment. It did however, take Gaussian elimination approximately 3.95 s to solve a
5000,000 by 5000,000 system, approximately the same time it takes our algorithm to solve a system with twice as many
variables and equations.
5. Conclusion
The algorithms described in this paper present a way to determine an approximate solution to a pentadiagonal Toeplitz
system of linear equations when the system is diagonally dominant. The motivating example is one which arises in many
everyday applications in modern research, but is just one minor example of the numerous areas of research that give rise to
this problem.
The operation count of Algorithm 1 (and subsequently Algorithm 2) is given by 8n+ 4t + O(1) computations. From the
definition of t we can see that, as with [3,4,2,8], any significant degree of diagonal dominance results in a value such that
t < nwhich effectively reduces the computation count to 8n.
Essentially Algorithm 1 and Algorithm 2 are identical with minor modifications to account for the nature of the diagonal
element. These algorithms show a strong potential for parallel processing using the techniques of McNally et al. [2] (a
splitting mechanism) and McNally et al. [8] (a communication-less stacking mechanism). The success of these future works
can already be seen from from thework presented in this paper. Finally, the approach given in the paper should be applicable
to higher (k,k)-band Toeplitz matrices with k non-unity real pairs of root. The key step to developing these methods will lie
in efficiently determining these roots in a manner which can be combined with the presented techniques, with the parallel
goal of low to no inter-processor communication.
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