The essential details of cellular interactions at synaptic level in the brain are still largely unknown. In this issue, Kasthuri et al. report new experimental and computational technologies for large-scale electron microscopy data collection and analysis, and through saturated reconstruction uncover synaptic connectional specificity that cannot be predicted by simple axonal-dendritic proximity.
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All current thinking in neuroscience is grounded in the core concepts of the neuron doctrine-that nerve cells are discrete, autonomous units, that they communicate with each other via their processes, and that they send information through their axons and receive information through their dendrites. This model was formulated over three thrilling decades at the end of the 19 th century, when a generation of anatomists looked into their microscopes and saw the brain anew. Camillo Golgi's ''black reaction,'' introduced in 1873, labeled a sparse, random subset of neurons with an intense black fill. The full morphology of neurons, complex and diverse beyond imagination, was visible for the first time. A legendary age of neuroscience commenced, and from a flood of drawings, inspirations, and many insults, the field's most powerful and enduring theory emerged (Shepard, 1991 Cajal's famously uncanny inferences about neuronal function did not come cheap. Through application of Golgi's method to thousands of samples, he saw both neuronal diversity and the patterns within it. In this issue of Cell, Kasthuri and colleagues present a new opportunity to take a deep, hard look at the brain's structure at an even finer scale (Kasthuri et al., 2015) . By combining highthroughput serial EM with a new suite of image analysis tools, the authors have gathered novel information about how brain cells intermingle at the microscale level. Serial EM is nothing new in neuroscience; it has been three decades since it was used, heroically, to construct a wiring diagram of the nematode nervous system (White et al., 1986) . Until recently though, there has been no efficient means of mining the richness of serial EM datasets.
EM is unique among imaging modalities not only because of its nanoscale resolution, but because every tissue structure is visible. Since all cells are stained without any prior knowledge of their existence, EM delivers unbiased data about their structure and relationships. Serial EM datasets of brain tissue are impossibly dense. A 1,000 mm 3 volume may contain thousands of interactions between hundreds of processes of neurons and glial cells. Since data acquisition is slow and each image must be interpreted and segmented by expert eyes, most serial EM studies target specific structures for analysis (but see Mishchenko et al., 2010) . Kasthuri and colleagues now present some real advances toward efficient generation of large datasets and, more importantly, extraction of comprehensive data from them. Using a custom built robotic sectioning device, the authors cut 0.13 mm 3 of mouse cortical tissue into 2,250 29-nmthick sections. They imaged the sections at multiple resolutions on a high-end scanning electron microscope (SEM), starting with a low resolution overview of the entire volume, then a sub-volume at slightly higher resolution, and finally an 80,000 mm 3 (40 3 40 3 50 mm 3 ) volume at 3 nm/pixel. Relative to recent work in EM connectomics (e.g., Bock et al., 2011; Briggman et al., 2011) , this set of high-resolution volume is not enormous. The amount of meaningful data that can be obtained, however, may be much greater. Unlike serial block face SEM, in which the sample is destroyed by incremental ablation of its surface during imaging, this method transforms the sample into an indexed archive. Since the sections are stable and can be imaged repeatedly, a high-resolution dataset can be collected in the future from any area of interest identified in the overview images. This permits multiple subregions to be located and studied in very large samples. The authors then set out to create a saturated reconstruction of every object within 3 cylinders totaling 1,500 mm 3 of their highest-resolution volume. This is not trivial (Helmstaedter, 2013) . The density and complexity of brain tissue at the ultrastructural level limits the speed of analysis by humans and the accuracy of analysis by computer algorithms. While it will likely take years to fully automate image processing for these massive datasets, the authors have made significant progress in this area. They have developed new tools for computer assisted manual segmentation and semi-automated segmentation, annotation, and proofreading of large image volumes, all of which they have made available, along with their dataset, on a public website. The information contained in this dataset and the many like it that we hope will follow may fundamentally change our understanding of the basic structure of the brain. Until the Golgi stain, there was no means of resolving individual cells in the thicket of brain tissue, and until recently there has been no means of resolving the structures surrounding individual cells. The significance of this is illustrated by some intriguing results that Kasthuri and colleagues mined from their data. By following individual dendrites and axons, they were able to compare the number of times each axon came close enough to potentially form a synapse with a given dendrite, with the number of synapses it actually formed. Contrary to the general assumption, it was impossible to predict the presence of a synapse by proximity. Some axons formed multiple synapses with a dendrite (Figure 1 ) while many others failed to do so despite touching the dendrite numerous times. This is physical evidence of selective connectivity at the single cell level, and indicates that neural connectivity is a function of much more than axonal projection patterns and spatial proximity. Our emerging awareness of the molecular diversity of synapses may be key in untangling this (Micheva et al., 2010) . In addition to this gem, the authors also report and quantify a number of structural features of the tissue, many of which have been previously reported piecemeal in the literature. To collect them all simultaneously and efficiently, however, is an achievement. The brain is above all a tissue built on relationships; neurons seek each other out, and starved of company, degenerate and die. Every interaction a neuron haswhich cells it connects with and which cells it snubs and the features of each, which synapses it bolsters with mitochondria and which ones are wrapped in glia, the surrounding landscape along its barren stretches-contributes to its functional identity, and it is ultimately these interactions that form the brain. This is the kind of information that lies within highresolution datasets such as the one presented here, and it is much more profound than simple cell-to-cell circuit maps. However, far off a truly complete reconstruction of the entire brain may be, if a new generation of neuroscientists devours these data in the spirit of Cajal and his contemporaries a new paradigm may again emerge six decades before it is proven. 
