Abstract. This paper shows that the satisfiability problem for probabilistic CTL (PCTL, for short) is undecidable. By a reduction from 1 1 2 -player games with PCTL winning objectives, we establish that the PCTL satisfiability problem is Σ 1 1 -hard. We present an exponential-time algorithm for the satisfiability of a bounded, negation-closed fragment of PCTL, and show that the satisfiability problem for this fragment is EXPTIME-hard.
Introduction
Probabilistic CTL (PCTL) [10] is a probabilistic extension of the well-known branching-time logic [8] for specifying properties of stochastic systems. In PCTL, the existential and universal path quantifiers of CTL are replaced with the probabilistic operator, which allows to quantify the probability of all runs that satisfy a given path formula. The syntax of PCTL is built upon atomic propositions, using Boolean connectives and operators next and until of the form [Xf ] ⋈p and [f U g] ⋈p , respectively, where ⋈ ∈ {≤, <, ≥, >}, and p ∈ [0, 1] is a rational constant.
Other operators such as F, G and W can be derived from U .
The model checking problem for PCTL formulas over Markov chains has been widely studied and it is known to be solvable in polynomial time. By contrast, satisfiability procedures for PCTL is unknown. It has been shown that the satisfiability problem for the qualitative fragment of PCTL (i.e. p = 0 or p = 1) is EXPTIME-complete [11, 5] . In this paper we show that satisfiability problem of PCTL is Σ -player game with PCTL winning objective to a satisfiability query. The result then follows from [4] , which shows that the existence problem of a winning strategy in a 1 1 2 -player game, where the wining criterion is defined by a PCTL formula, is Σ . This formula has no finite model, yet it is satisfiable. We identify a sub-logic called PCTL X, U n which has a finite model property and provide an NEXPTIME algorithm to decide its satisfiability problem. PCTL X, U n contains the next and bounded until operator. In that respect, existence of finite model property is rather obvious. In this paper we investigate various fragments of PCTL X, U n and give a hierarchical complexity analysis. This leads to the second contribution of the paper: the satisfiability problem of PCTL X, U n without bounded until is PSPACE-complete. We then show that the full PCTL X, U n (with bounded until) is EXPTIME-hard in the encoding of the problem and finally give an NEXPTIME algorithm in the size of the formula. It is important to note that, bounded until have a natural number to define the bound. Thus the size of the encoding (number of tape cells to store the input) is different from the size of the formula which depends on the value of the bound.
As we will see, the satisfiability of PCTL X, U n ultimately leads to the feasibility of non-linear equations in the real closed field. The general problem is PSPACE-complete, as shown in [6] . We have developed a new variable elimination procedure which is custom-designed to solve the special kind of non-linear equations arising from the satisfiability problem. This could be of independent interest since the satisfiability of these type non-linear equation system is in NP.
The bounded satisfiability problem [1] studies the question whether a given formula has a simple model (where transition probabilities are 0, obtained in a standard way. Let (Ω s , F , Pr) be the Borel σ-algebra where Ω s is the set of infinite paths from state s, F is the smallest σ-field on cylinder sets of Ω s , and Pr is the probability measure on F , for a finite path σ,
Definition 2 (Probabilistic CTL [10] ). Formulas in probabilistic CTL (PCTL, for short) adhere to the following syntax:
(1)
Here a ∈ AP, f is a state formula, g is a path formula, ⋈ is a binary comparison operator in {<, ≤, >, ≥, =} and p is a rational number in [0, 1]. As usual, Ff = true U f , ∼Gf = F∼f and f W g = f U g ∨ Gf . Every PCTL-formula can be turned into positive normal form where negations only appear adjacent to atomic propositions. The PCTL semantics is defined on MCs. For a MC M , state s ∈ S, the satisfaction relation of state formulas is defined by:
For infinite path w, the satisfaction relation for path formulas is defined by:
Definition 3 (Markov decision process). A Markov decision process (MDP)
D is a quintuple (S, ∆, AP, L, s in ) where S, AP, L, and s in are as before, and
is a finite set of distributions. We assume S and ∆(s) for each s ∈ S to be finite (unless the contrary is explicitly specified).
A finite path of an MDP is a sequence of states σ = σ 0 . . . σ n such for each 0 < i ≤ n σ i ∈ supp(µ) for some µ ∈ ∆(σ i−1 ). Let path(s) be the set of (finite and infinite) paths from the state s. Let succ(s) = {t t ∈ ⋃ µ∈∆(s) supp(µ)} be the set of successors of s. As usual, we use schedulers to resolve the possible non-determinism in a state.
Definition 4 (Scheduler
These schedulers are history-dependent and deterministic. Let HD(D) denote the set of history-dependent deterministic schedulers of MDP D.
Definition 5 (Probabilistic bisimulation [14] ). Let MC M = (S, P, AP, L, s in ) and H ⊆ AP. The equivalence relation R H ⊆ S × S is a probabilistic bisimulation iff for every (s, s
Let ≈ H denote the largest probabilistic bisimulation on S. Labelling-insensitive partitioning. Before we consider obtaining the formula f D , we prove a useful property for MCs. Let M be the MC (S, P, AP, L, s in ) where AP is finite, but S can be countably infinite.
MDP to PCTL
As AP is finite, such partitioning always exists. This partitioning is said to be labelling insensitive as all states in a block of the partition are equally labelled. Let
Observe that M π and M differ only in their labelling. Now consider the PCTL-formula f (in positive normal form, i.e. negations only occur adjacent to propositions). Let f π be the PCTL-formula where for a ∈ AP, each occurrence of a in f is replaced by ϕ a and each occurrence of ∼a in f is replaced by ϕ∼ a , where:
Note that the conjunction ⋀ Si≠S l ∼b i is superfluous in this setting, but becomes relevant later when we are considering possible models for f π .
PCTL-formulas for finite MDPs. Let MDP D = (S, ∆, AP, L, s in ) with S finite. As S is finite, we can assume that each state s of D has a unique label b s . Let ψ s = b s ∧ ⋀ s ′ ≠s ∼b s ′ for each state s.
Definition 6 (Characteristic PCTL-formula for MDP D). The characteristic PCTL-formula f D for MDP D with uniquely labelled states is defined by:
The following result asserts that f D characterizes the set of MCs (up to probabilistic bisimilarity ≈) that are obtained from MDP D under a historydependent deterministic scheduler. 
Observe that M f D is bisimilar to its unfolding (T , P, AP, L, t in ), where the set of states T ⊆ {σ σ ∈ path(t in )}, the transition probability and labelling functions are extended to T as P (σ, σ⋅t) = P (σ↓, t) and L(σ) = L(σ↓), respectively, where σ↓ is the last state of σ. Henceforth, we only consider the unfolding of M f D , and for the sake of brevity, let M f D denote this unfolding. The proof is now done in several steps. We show that:
1. there is a mapping between states in M f D and state sequences of D; 2. η ∈ HD(D) for some function η on MDP D defined using this mapping; 3. D η and M f D are probabilistically bisimilar.
Every state
Hence, by construction of f 0 , there exists exactly one state s ∈ S (of the MDP D) such that M f D , σ ⊧ ψ s . This implies that the label of σ has only one atomic proposition (namely, b s ). We now define a binary relation ϕ between the states of M f D and the sequences of states of D. Let ϕ ⊆ T × S + be defined as follows:
We show that ϕ(σ) = 1 for every σ ∈ T . This is done by induction on the partial order σ ⊑ σ⋅t. The base case is σ = t in and ρ = s in , which is unique by definition. The induction step goes as follows. Assume ϕ(σ
2. Let η be the function defined by:
We claim that η is a HD-scheduler of the MDP D. To prove this, it suffices to show that η satisfies the following properties for each ρ ∈ dom(η):
a. (Progress.) There is a state s ∈ supp(µ) for some µ ∈ ∆(ρ↓) with ρ⋅s ∈ dom(η).
2.a.) Assume the contrary, i.e., for every (σ⋅t, ρ⋅s) ∈ ϕ, s ∉ ⋃ µ∈∆(ρ↓) supp(µ). 
Hence, σ must have a transition to a state σ⋅t, where ϕ(σ⋅t) = ρ⋅s 1 and ϕ(σ⋅t) = ρ⋅s 2 with s 1 ∈ supp(µ ′ ) and s 2 ∈ supp(µ ′′ ), else the probabilities will not sum up to one. (Figure 1 .) Contradiction. Hence, if ρ⋅s ′ and ρ⋅s ′′ are in dom(η), then s ′ , s ′′ belong to the support of a unique distribution µ ∈ ∆(ρ↓).
• For σ, ρ ∈ S, σRρ if σ = ρ.
•
It is easy to see that R is an equivalence relation. We will show that R is a probabilistic bisimulation. The interesting case is when σ ∈ T and ρ ∈ S and σRρ. This means (σ, ρ) ∈ ϕ, which is equivalent to σ ⊧ ψ s , where s = ρ↓. Hence,
Thus ψ s ′ uniquely identifies the equivalence class restricted to the successors of σ. Let C be the equivalence class containing the successors of σ such that for any σ⋅t
. This establishes that R is a probabilistic bisimulation. -player games with PCTLwinning objectives is defined as 1 
PCTL-game.
We will now show that the above problem can be (effectively) converted into a PCTL satisfiability problem.
Note that the set of states and the transition probability functions of these MCs coincide; the MCs only differ in their labelling. Consider the partitioning π = {S s S s = {σ σ↓ = s}} of S. Hence, D η,π = D η . This partitioning is independent from the chosen scheduler η and it is insensitive to the labelling function of D η for any η. From Proposition 1 it follows: D η , s ⊧ f iff D η , s ⊧ f π . Thus, it suffices to look for a winning strategy in the problem instance (D, f π ) . By Def. 6,
Theorem 2. The satisfiability problem for PCTL is Σ [4] states that the existence of a HD strategy with finite memory is Σ 
PCTL X, U n
As the satisfiability problem for full PCTL is undecidable, our next aim is to take a bounded fragment of PCTL for which PCTL satisfiability is decidable, and determine its complexity. We consider the sub-logic PCTL X, U n .
Definition 8 (Bounded PCTL).
The syntax of PCTL X, U n is as follows:
where a ∈ AP, ⋈ ∈ {<, >, ≤, ≥, =} and n is a natural number. Let ⋈ be the reverse of ⋈; e.g., < is ≥. The satisfaction relation for PCTL X, U n formulas is as in equation (2) except that:
The satisfaction relation for f U n g is defined for infinite path w by:
Thus, an infinite path w satisfies f U n g iff M, w i ⊧ g for some i ≤ n and for every j < i, M, w j ⊧ f . A tree MC is a Markov chain whose underlying digraph is a tree. Every MC can be converted into a tree MC by unfolding. Let the degree of a tree be the supremum over all out-degrees of its nodes. The finite tree MC M s,n is obtained from M by unfolding starting from state s, where each path of the tree is of maximal length n. The node s is the root and n is the depth of the tree. The leaves of the tree are made absorbing by adding self-loops with probability one. Observe that the satisfaction relation is monotonic on the unfolding depth n, i.e., M s,n , s ⊧ f implies M s,m , s ⊧ f for all m ≥ n. For PCTL X, U n -formula f , let ord(f ) be recursively defined as follows:
Proof. The proof is by induction on the structure of the formula f . The details can be found in the appendix.
The set of sub-formulas of PCTL X, U n -formula f is denoted by sub(f ). Let
These definitions are lifted to sets of formulas in the usual way, i.e., sub(H) = ⋃ f ∈H sub(f ) and sub path (H) = ⋃ f ∈H sub path (f ). We will now prove that PCTL X, U n -formulas can be satisfied by MCs of bounded width. A similar result has been obtained in [5] , though the argument here is simpler on the account that we are dealing with bounded until. First we appeal to an elementary result from computational geometry.
Proposition 4 (Dual of Helly's theorem). Let T be a countable set of vectors in an n-dimensional space (R n ). If a vector v is a convex combination of vectors from T , then there exists a set T ′ ⊆ T such that v is a convex combination of vectors from T ′ and T ′ ≤ n+1.
Proof. The vector v is inside the convex polytope defined by T . A triangulation of a polytope is a partitioning of the space inside the convex polytope using (n+1)-simplexes (tetrahedrons) in n-dimensions. Such a triangulation always exists even if the convex polytope is generated by a countable set of points. Thus, v is inside (or on) some n + 1-simplex whose vertices are in T ′ ⊆ T . Thus, v can also be defined as a convex combination of vectors in T ′ .
Proposition 5. If a set H of PCTL X, U n formula is satisfiable, then it is satisfiable by a tree MC with degree at most sub(H) +1.
Proof. Let M be a tree MC rooted as s such that M, s ⊧ H and F denote sub(H) ∪ sub path (H). Consider an enumeration J ∶ F → [1, ⋯, sub(H) ] where:
Consider the vector space R img(J ) and define a vector t for each state t in M :
From the semantics of PCTL X, U n we obtain the following equalities:
) is defined by a linear combination of t(J (f )), for each t ∈ succ(s). We now apply Proposition 4. to select a subset T ′ ⊆ succ(s) such that T ′ ≤ sub(H) + 1 and redistribute the probability P ′ (s, t) on the state t in T ′ in order to get:
This gives us a new tree MC M ′ , such that the out-degree of s is less than sub(H) + 1. Straightforward induction on the structure of the formulas in H shows that ∀f ∈ H, M, s ⊧ f iff M ′ , s ⊧ f . We continue this selection process for every state in M ′ yielding a bounded degree tree.
Form Propositions 3 and 5, we obtain the small model theorem of PCTL X, U n .
Theorem 3. If a PCTL X, U n formula f is satisfiable then it is satisfiable by a finite tree MC of depth ord(f ) and degree sub(f ) + 1.
The size of a PCTL X, U n formula f is defined as size(f ) = ord(f ) + sub(f ) . Note that the small model theorem states that every formula f is satisfiable in a tree MC whose number of nodes is exponential in size(f ), not the space needed to encode f .
Complexity of Px ω satisfiability We will now show that the satisfiability problem for PCTL X, U n without the bounded until is PSPACE-complete. We distinguish the following sub-logics. Let Px 0 be the set of formula defined by the syntax: ϕ ∶∶= a ϕ ∧ ϕ ∼ϕ where a ∈ AP. The logic Px i is defined inductively as follows:
where ψ ∈ Px i−1 , ⋈ ∈ {<, >, ≤, ≥} and p ∈ [0, 1]. Px ω is the set of formula with unbounded number of nested next operators. Px ω coincides with PCTL X, U n without bounded until.
Proposition 6. The satisfiability problem for Px ω is PSPACE-hard.
Proof. The logspace reduction from quantified boolean formula is given in the appendix. The construction is identical to [13] .
Next we present an algorithm to solve the satisfiability problem for formulas in Px i . Let T i be a non-deterministic Turing machine with an oracle Ω i−1 . Oracle Ω j can foretell whether a set of formulas in Px j is satisfiable.
2 Let H, the set of formulas in Px i , be the input to T i . The machine proceeds in the following steps: The above steps are repeated until H cannot be changed any further. This can be done in linear time in the size of the input set H. At the end, H only contains atomic propositions a, negative atomic propositions ∼a or formulas with next operator, [Xψ] ⋈p ∈ Px i . The machine T i executes the following steps:
1. If H ∩ Px 0 is unsatisfiable then T i moves to a reject state. 2. Else, T i chooses a weighted cover C = (C, µ), where C ⊆ 2 Pxi−1 , µ ∈ D C . A valid weighted cover (C, µ) has the following properties:
(
The machine first selects a weighted cover (C, µ) of H and then checks whether C has the properties (1), (2), (3) and (4). By Proposition 5, it suffices to guess a cover where C ≤ H + 1. Clause (1) can be checked in quadratic time in the size of H. Clause (2) and (3) can be checked by solving linear constraints, this can be done in quadratic time. Clause (4) can be checked by asking the oracle Ω i−1 , whether for every s ∈ C, ⋀ g∈s g is satisfiable. This is possible since formulas in the set s are in Px i−1 . T i moves to accept if such a weighted cover exists else it moves to reject.
The correctness of the above algorithm is straight forward. The algorithm accepts H by generating a model (tree MC) based on the feasible solution of the linear in-equations (clause (2), (3)) and the decision of the oracle (clause (4)) if and only if H is satisfiable. We leave the details to the reader. Thus, the satisfiability of a set of Px i formulas can be solved by a non-deterministic Turing machine with an oracle Ω i−1 in polynomial time.
Proposition 7. The satisfiability problem for Px ω is in PSPACE.
Proof. The satisfiability problem for Px ω is in NP
, hence in PSPACE. Theorem 4. The satisfiability for Px ω is PSPACE-complete.
Complexity of PCTL X, U n satisfiability In the reset of the section, we consider the full PCTL X, U n logic (with bounded until).
Proposition 8. The satisfiability of PCTL X, U n formula is EXPTIME-hard in the encoding of the formula.
We will need the following machinery to solve the satisfiability problem.
Proposition 9. Given a finite tree T and a PCTL X, U n formula f , we can decide in NP-time whether there exists a tree MC M satisfying f , with T as the underlying graph.
Proof. The satisfiability problem of PCTL X, U n is converted to a satisfiability problem in the theory of reals. In the appendix, we define the algorithm for the conversion and an NP-time variable elimination method to solve the satisfiability problem for the theory of reals.
Theorem 5. The satisfiability problem for PCTL X, U n is NEXPTIME in the size of the formula.
Proof. Theorem 3. and Proposition 9. suggest the following algorithm to solve the satisfiability problem. We non-deterministically guess a tree T of size 2 O(size(f )) . Then check whether there exists an MC with the underlying graph T that satisfies f . The algorithm works in NTIME(2 O(size(f )) ) ⊆ NEXPTIME in the size of the formula.
Conclusion
We have shown that the PCTL satisfiability problem is Σ -player games with PCTL winning objectives [4] . We have presented the sub-logic PCTL X, U n which possesses the small model property. We have shown that the satisfiability problem for PCTL X, U n is decidable and given an EXP-TIME algorithm in the size of the formula. We have also considered fragments (Px 0 , ⋯, Px ω ) of PCTL X, U n and shown the hierarchical complexity of their satisfiability problem.
We observe that if a PCTL X, U n formula is satisfiable then it is satisfiable in a MC with rational transition probabilities (the variable elimination procedure works with rational). Bertrand et al. [1] show that in the bounded setting (fixing the number of states of a model, a priori) this statement does not hold. The hardness result for PCTL X, U n satisfiability gives us a polynomial reduction from the acceptance problem of an alternating Turing machine to the encoding (space) of the formula. But, the algorithm runs in NEXPTIME in the size of the formula. Reducing this gap is an open problem.
We will use new propositions y 0 , ⋯, y m to uniquely encode the index 0 ≤ i ≤ m. For that purpose, let z 1 , ⋯, z n , where n = ⌈log m⌉ be new propositions such that y i ≡ β i,1 z 1 ∧ ⋯ ∧ β i,n z n for 0 ≤ i ≤ m, where β i,j = ∼ if the j th bit of (binary) i is zero else β i,j is a empty string (1 ≤ j ≤ n). Let g 1 represent the conjunction of all such equivalences. Next we define the Px ω formula g which uses propositions x 1 , ⋯, x m , y 1 , ⋯, y m , z 1 , ⋯, z n . The formula g is a conjunction of the following formulas:
where
h is true at s if h is true at every state reachable from s within m steps. The idea behind the reduction is that any model of g simulates the formula f . Suppose s satisfies g, the variable y i marks the states of the tree (rooted at s) at depth i, (implemented by (F1), (F2) and (F3)). If the i th quantifier is universal, then (F5) guarantees that there are two descendants, one of which makes x i true and the other makes ∼x i true. Once, x i (or ∼x i ) is chosen at a branch, it remains unaltered for every descendant, this is guaranteed by (F4). Finally, we want to evaluate the quantifier free boolean formula ϕ. This is implemented by (F6).
To see that only logspace is sufficient to produce the output g, observe that at each step we need to be able to count the index i (0 ≤ i ≤ m), which can be stored in logspace of the working tape, and write the corresponding string (the formula as defined by (F1), (F2), (F3), (F4), (F5) and (F6)) in the output tape.
C EXPTIME lower bound for PCTL X, U n We will show EXPTIME-hardness by encoding computations of an alternating Turing machine. Similar technique was also used in [9] to show EXPTIME harness for PDL. An alternating Turing machine (ATM) [7] is just like a nondeterministic Turing machine except there is a function in the specification of the machine called type. The function type tells us whether a state is an and-state or an or-state. An ATM with only or-states behaves exactly like a non-deterministic Turing machine. Formally, an ATM is a seven tuple A = (Q, Θ, Γ, δ, q 0 , type, F ). Q is a finite set of states, Θ is a finite set of input symbols, Γ is a finite set of tape symbols (Θ ⊆ Γ ), δ ⊆ Q × Γ × Q × Γ × {L, R} is a transition relation, q 0 is a initial state, type ∶ Q → {∧, ∨}, F ⊆ Q is the set of accepting states.
Configurations σ = xqay ∈ Γ * × Q × Γ + , where the tape content is xay = tape(σ) ∈ Γ + with a ∈ Γ , the head is at position x + 1, presently reading input a and the current state is q = state(σ). A configuration σ is an and-configuration (or-configuration) iff type of state(σ) is ∧ (∨, resp.). σ is accepting iff state(σ) ∈ F . For σ = xqay the next configuration σ ′ = x ′ q ′ a ′ y ′ is defined as follows:
A trace (or a computation) C of A for an input x in is a set of configuration such that, q 0 x in ∈ C and for every σ ∈ C with state(σ) ∈ F , if type(state(σ)) = ∨ then one of the next configuration σ ′ of σ is in C, if type(state(σ)) = ∧ then every next configuration of σ is in C. Pictorially, C is a tree where each node is a configuration and edges are defined by the next relation. A trace C is accepting for an input x if C is finite and only configuration without a next configuration in C are accepting.
there exists an accepting trace C for x } For some function S ∶ N → N, an ATM A is in ASPACE(S(n)) iff for every input x ∈ Θ * , and every configuration of every trace of x requires at most S( x ) space. Furthermore, we assume that no configuration is repeated in any trace C of x. This is ensured by enumerating every reachable configurations and the numbering can be encoded into S( x ) cells of the tape. Thus, the number of steps is less than Γ 2S(n) or in 2 O(S(n)) , where n = x . We will need the following identity [7] : ASPACE(S(n)) = ⋃ k DTIME(2
kS(n)
).
Now consider an input x of length n to an ATM A ∈ ASPACE(S(n)), where m = S(n) + 2 and the maximum number of steps needed by the machine to accept (or reject) is k = 2 m . Observe that k can be encoded in m space. We will construct a PCTL X, U n formula from A and x such that every model of the formula will encode a computation of A with input x iff x ∈ L(A). Each node of the model will encode a configuration of the computation and the relation next will be simulated by ◻ ([X ] =1 ). We will use the following set of propositions AP:
1. Cell proposition: for each a ∈ Γ and 0 ≤ i ≤ m, C a,i ∈ AP. 2. State proposition: for each q ∈ Q, Q q ∈ AP. 3. Head proposition: for each 0 ≤ i ≤ n, H i ∈ AP.
Intuitively, C a,i denotes that the i th cell of the tape contains symbol a, Q q denotes that the current symbol is q and H i denotes that the head is on the i th cell. We will use the following formula to correctly capture the behaviour of A.
-One state proposition Q q is true at every node of the model: -Transition relation for and-states.
-Transition relation for or-states.
-The accepting nodes of the model satisfy the following formula:
-Let the input x = a 0 , ⋯, a n , and b be the symbol for blank space. The initial configuration is defined as follows:
g i . Thus, the required formula is defined as follows:
The correctness of the translation can be checked by inspection, since there is a one-to-one correspondence between the models of f and computations of A on input x. Observe that the encoding takes O(( Γ + Q + δ )S(n)) time. If S(n) is a polynomial function then f is constructed in polynomial time of the size of A and x. Furthermore, if S(n) is polynomial in n then A ∈ EXPTIME (equation (3)). This leads to the Proposition 8.
