Supplementary Text
In addition to the full dynamic topography signal analyzed in the main text we evaluate here the contribution from thermal subsidence of the ocean floor and GIA to the deformation of LIG sea level highstands. We make use of the same database ( fig. S1, S2 ), statistical methods ( fig. S3 ), and data selection (see also fig. S4 ) as is used and described in the main text.
Thermal Subsidence of the Ocean Floor As oceanic lithosphere moves away from the mid-ocean ridge it cools, thickens, and subsides. This behavior can be approximated with a half-space cooling model, which produces the canonical square root age laws that posit that lithospheric thickness and depth below the ridge axis increase with the square root of the age of the oceanic lithosphere. Parsons and Sclater (31) explored this relationship and noted that it was accurate for ocean floor younger than 70Ma; the elevation of older oceanic crust tends to be shallower than the model prediction and can be parameterized by a plate model. Stein and Stein (32) refined the parameters of the equations that describe subsidence of the oceanic lithosphere with age using bathymetric data (see fig. S5A ). We adopt the depth-age relationship by Stein and Stein (32) for the analysis below.
The amount of subsidence that a sea level marker is expected to experience if it were deposited 125kyr ago ranges from -4 to 0 m dependent on the age of the lithosphere ( fig. S5B ). Rates of subsidence are greatest for young lithosphere since the slope in the depth-age relationship is steepest, while the rate of elevation change for old oceanic lithosphere approaches zero. In this model, all oceanic lithosphere experiences subsidence as it cools.
We can determine the lithospheric age underlying the LIG sea-level sites from the age grid by Müller et al. (54,  fig. S5C ). For sites outside the age grid we determined the lithospheric age by choosing the age of the closest available oceanic lithosphere and correcting for any additional aging using the spreading rate of the associated ridge. This correction mainly affects sites in northern Europe that are located far from available age data. Oceanic islands (square markers) are undoubtedly affected by subsidence of the oceanic lithosphere as it cools and they are predicted to subside rapidly relative to most sea level indicators. Passive margins, despite being located at the transition between oceanic and continental crust, are also affected by thermal subsidence due to ocean cooling (55-57), which justifies their inclusion in fig. S5 .
The impact of ocean lithosphere cooling and subsidence is largest (several meters) in the Pacific, a region where the process has been recognized as an important signal in ice age sea level change (34, 58, 59) . In addition to the Pacific, there are sites with LIG records in the Atlantic and Indian Oceans that are substantially influenced by thermal subsidence. Consider, for example, the Seychelles, a group of granitic islands located proximal to oceanic crust of age ~60Myr and one of the two sites adopted by Dutton and Lambeck (5) in their estimate of peak GMSL during MIS 5e. If the island has followed the thermal subsidence pattern of the nearby ocean floor, it has subsided ~1.5m since the LIG. An additional continental site where the effect of thermal subsidence should be considered is southeastern Australia.
Our model for removing the impact of subsidence yields an upward correction for all sites and suggests a potential systematic underestimation of inferred GMSL highstands, although we note that the total correction for DT considered in Fig. 2F does not show this systematic trend relative to Fig. 2A . The correction will increase significantly when considering sea level markers associated with earlier interglacials. For example, Bahamas, Bermuda and South Africa are sites with records of sea level highstands during MIS11. Of these, Bermuda will be most impacted by thermal subsidence. The age of the oceanic lithosphere at this location is 120 Myr, suggesting an upward correction of approximately 1m for sea-level records of MIS11 age.
We next consider the effect of thermal subsidence of the oceanic lithosphere on the highstand distribution of observed sea level indicators ( fig. S6K ). Accounting for this component of DT using results shown in fig. S5 leads to a slight increase of the mean (to 7.7m). The geographic variation in the thermal subsidence signal is significantly correlated with the observed data at the 90% level and the correction marginally reduces the variance of the distribution (to 78 m 2 ). Coral reefs are the only indicator type that lies predominantly within oceans, rather than on continental shelves (see Fig. 1B ). The ocean subsidence correction should be most appropriate at these sites, and this is reflected in the relatively high correlation coefficient of 0.41 computed in this case.
Glacial Isostatic Adjustment (GIA) Modeling and Analysis GIA has been recognized as a significant contaminator of interglacial sea level highstands, and is generally (4-6), but not always (e.g. 33, 60), accounted for in studies aimed at estimating ice volumes during past warm periods. The GIA correction is sensitive to both ice history and viscoelastic Earth structure and it is characterized by considerable uncertainty.
We ran a suite of 70 GIA simulations in which we assumed a 1-D viscosity profile characterized by an elastic (essentially infinite viscosity) lithosphere of prescribed thickness, and constant upper and lower mantle viscosities. These three parameters were respectively varied over the following ranges: 71-96 km, 2-5 x 10 20 Pa s, and 3-50 x 10 21 Pa s. To construct a two-cycle ice history, we adopted the ICE-6G model (61) for both the last and penultimate deglacial period, and the glaciation phase in each cycle was modeled to follow the eustatic curve inferred by Waelbroeck et al. (62) . Note that this ice model has been constructed using the viscosity model VM5a (61) and thus our GIA predictions are not necessarily consistent with the observational constraints adopted by Peltier et al. (61) . The interglacial had a prescribed duration of 10kyr. The GIA calculations were based on the gravitationally self-consistent ice age sea level theory of Kendall et al. (63) . For each simulation and site we assessed whether the GIA predicted highstand occurred at the beginning or the end of the interglacial and corrected the observed highstand elevation with the GIA prediction. This assumes that the highest observed sea level marker at a site formed at the time of the peak GIA signal. Correcting for GIA in this manner will result in a minimum estimate of global mean sea level during the LIG.
In addition to the correction for ongoing adjustment to the ice age cycles one has to account for the geographically variable sea level signal associated with excess melt during the interglacial, which will impact the amplitude and timing of the highstand. This signal can be incorporated into a forward analysis of selected highstand data (64) or in a probabilistic inversion of the distribution of sea level indicators (4). In this study we do not consider this signal because we are predominantly concerned with the magnitude of the dynamic topography correction and not an estimation of the relative timing and magnitude of the mass flux from individual ice sheets and glaciers.
When each of the 70 GIA corrections is applied to the observations, there is a statistically significant correlation (at the 90% level) between the observed elevation and all GIA corrections, and the variance of the distribution is always reduced. We found that the same correlation and variance reduction is achieved when we paired the ice history discussed above with the four viscosity models used in the DT calculations ( fig. S7 ). This supports the notion that GIA is an important driver in post-depositional deformation since the LIG. The four models that show the highest correlation with the observations are characterized by a lithospheric thickness of 96 km, an upper mantle viscosity of 4 x 10 20 Pa s and a lower mantle viscosity that ranges from 25 x 10 21 Pa s to 50 x 10 21 Pa s. These models also show the highest variance reduction.
We next consider the highstand distribution after the observed records are corrected for ice age effects by randomly drawing one of these five GIA corrections each time a site is sampled ( fig.  S6F ). The GIA correction reduces the mean of the distribution to 4.2m. Furthermore, the variance of the distribution is also significantly reduced (from 79 m 2 to 67 m 2 ) and the correlation coefficient between the observations and the model corrections is 0.39, which is significant at the 95% level.
The degree of correlation between the data and the GIA correction varies across different sea level indicators (figs. S6G-J). The corrections at sites with beach deposits show the highest correlation and yield the greatest variance reduction. This result largely reflects sites in northern Europe and Antarctica that were at the edge of, or covered by, ice sheets during the Last Glacial Maximum (see Fig. 1B ); their elevations are explained well by GIA models. Marine terraces are located in the near and far field of past ice sheets and include some raised far field highstands (e.g. in southern South America, Angola and Tasmania) that cannot be explained by GIA models. In addition, data on the peripheral bulge of the former Laurentide and Scandinavian ice sheets are not captured well in the GIA scenarios that are employed here. These sites are very sensitive to the local ice sheet history, an issue that is not explored in this study. An alternative explanation for this poor fit could be an inadequate interpretation of the indicative range of these data. Rovere et al. (30) argue that marine terraces can be formed across a large elevation range that depends mostly on the local wave energy. The correlation coefficients for corals are below the 90% significance level. These indicators are commonly located in the far field of ice sheets and the GIA process does generally not explain the geographic variability in their elevations (e.g., highstands observed at the cluster of Pacific Island sites).
We note that the corrected distributions in fig. S6F -J should not be interpreted as robust estimates of peak global mean sea level (GMSL) during the LIG. The latter would require that we include age constraints, a dynamic topography correction and a larger set of GIA simulations that sample uncertainties in ice history. In addition, one would also have to account for the geographically variable fingerprint signal of excess melting during the LIG (64). Nevertheless it is noteworthy that both the obtained mean and maximum likely elevation of the GIA corrected sea level indicators (4.2m and 2.8m) are lower than the estimate obtained by Kopp et al. (4) . This can in part be attributed to the assumption in our GIA corrections that the sea level indicators record a highstand in local sea level that occurred either at the beginning or the end of the interglacial. Kopp et al. (4) chose a more sophisticated approach by including the age information of sea level indicators in their statistical analysis and did not include the requirement that sea level markers formed as a local sea level highstand. While a more in depth analysis of these different assumptions will be necessary to fully explore its implications, this study highlights the importance of properly dating and documenting the formational setting of sea level indicators as well as including this information in statistical analyses. data (4, 27, 28) , after excluding outliers (8 of 298 data points) and accounting for spatial clustering of the data (see Materials and Methods). We capture the measurement uncertainty at each site by randomly sampling from the uncertainty range given in the database. (B) The observed distribution after correction for the set of four DT simulations that yield the highest correlation between predictions and observations. The mean ( ) and variance (s 2 ) for each distribution is listed in each panel. We also indicate the correlation coefficient (R) between the data and the correction. The orange line indicates the best fitting normal distribution, the black line is a kernel with 1m bandwidth to calculate the maximum likelihood value ( ) listed in these two frames. Note that the characteristics of these histograms don't significantly differ from those shown in Figs. 2A and F. That is, the results are insensitive to whether the mean or maximum value is chosen when multiple observations are available for one site. (4, 27, 28) , after excluding outliers and accounting for the spatial clustering of data (see Materials and Methods). (F)-(J) The observed distribution after correcting for the four preferred GIA models (see text). (K)-(O) The observed distribution after correction for thermal subsidence of the ocean floor. Outliers are identified as sites where for all of the GIA corrections, the GIA and ocean subsidence corrected highstand elevation is further away from the mean elevation than two times the standard deviation (which is above 28m or below -18m). This results in 3% (9 of 298) of the sites being regarded as outliers; these are not identical to the outliers identified for the DT correction. Note that this results in a slight difference when comparing figs. S3A-E to Figs. 2A-E. The maximum likely value ( ), mean ( ) and variance (s 2 ) for each distribution is listed in each panel. We also indicate the correlation coefficient (R) between the data and the correction. The correlations are significant at a level of 90% (95%) if R > 0.24 (0.30) and R > 0.13 (0.16) for the GIA correction and ocean basin subsidence correction, respectively. The blue curve shows the best fitting normal distribution and the orange curve shows a student's t-distribution with one degree of freedom. The variance of the histogram is 17.5 m 2 , which is roughly a third of the remaining variance when the observations are corrected for DT ( Fig. 2F ). (B) Covariance between different model predictions. To produce this figure, we calculated the difference between all possible pairs of DT predictions at the data locations (which for each pair approximates a normal distribution) and calculated the variance of those differences. For each DT model in the figure, the first column corresponds to the no slip plate boundary condition, the second column corresponds to the free slip boundary condition and the last column corresponds to the prescribed plate velocity boundary condition. The relatively low variance among the TX models occurs because TX2008V1 and TX2008V2 only differ in viscosity not in density. Therefore DT predictions based on these models are similar. The model TX2008 with a free slip boundary condition (second column / row from the left / bottom) deviates strongly from all other models because a free slip boundary condition paired with a low viscosity notch in the transition zone (see fig. S7 ) leads to DT predictions of large magnitude. Summing normal distributions with the same variance leads to a normal distribution, while, summing normal distributions with different variances leads to a student's t-distribution. The observed histogram of the differences among DT models (panel A) shows non-normal behavior as a result of the differences in the variance explored in panel B.
