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Introduction
For the purpose of the present paper, we define an I(0) process as a covariance stationary process with spectral density function which is positive and finite at the zero frequency. In this context, we say that x t , t = 0, ±1, …, is I(d) if
where u t is I(0) and where d can be any real number. If d = 0, x t = u t , and a 'weakly' autocorrelated process is allowed for. However, if d > 0, x t is said to be a long memory process, also called strong dependent because of the strong association between observations widely separated in time. This type of model was introduced by Granger and Joyeux (1980 ), Granger (1980 and Hosking (1981) and were justified theoretically in terms of aggregation by Robinson (1978) and Granger (1980) . Robinson (1994) proposed Lagrange Multiplier (LM) tests for testing I(d) statistical models like (1) and most of the empirical applications based on his tests (eg., Gil-Alana and Robinson, 1997 , Gil-Alana, 2000a are based on disturbances which are white noise or autoregressions. In this paper we want to investigate if the tests of Robinson (1994) have power in the presence of moving average (MA) disturbances. The outline of the article is as follows: Section 2 briefly describes Robinson's (1994) tests. In Section 3, several Monte Carlo experiments are conducted to examine the size and the power of the tests when the true model contains MA components. Finally, Section 4 concludes.
2.
The tests of Robinson (1994) Let's suppose that {x t , t = 1, 2, …, T} is the time series we observe. In general, we want to test the null hypothesis:
, :
in (1) for any real value d o . We assume that u t has parametric spectral density f, which is a given function of frequency λ and of unknown parameters, , where φ is the AR polynomial, so that the AR coefficients are functions of τ. Specifically, the test statistic proposed by Robinson (1994) is given by:
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with T * as a suitable subset of the R q Euclidean space. Robinson (1994) showed that under certain regularity conditions,
and also the Pitman efficiency property against local departures from the null. Thus, a test of (2) against
, where the probability that a normal standard variate exceeds z α is α.
Gil-Alana (2000a) studied the size and the power properties of Robinson's (1994 ) tests in finite samples, computing finite-sample critical values for the cases of white noise and AR disturbances. In the following section, we examine if the tests of Robinson (1994) also have power against models which incorporate MA components.
3.
The power of Robinson's (1994) tests with MA components
We look at the size and the power properties of Robinson's (1994) tests when the true model is given by:
with θ = 0.25, 0.5 and 0.75 and white noise ε t . Table 1 reports the rejection frequencies of rˆ in (3) when the alternatives are of form as in (1) observations and in all cases the nominal size is 5%.
(Table 1 about here)
Starting with the size, we see in this table that it is too small against alternatives of form: 
Conclusion
We have shown in this article that the tests of Robinson (1994) for testing I(d) statistical models have very low power when we misspecify the disturbances of the process. Thus, for example, if the true model contains MA disturbances and we perform the tests with white noise or AR(1) u t , the rejection frequencies of the tests are very low against one-sided alternatives. However, correctly assuming MA disturbances, the size and the power of the tests are relatively good, especially if the sample size is large. Thus, we may conclude by saying that before performing the tests of Robinson (1994) for testing I(d) statistical models, we should take some care about the way of modelling the I(0) disturbances underlying the process.
TABLE 1
Rejection frequencies of the tests of Robinson (1994) with MA disturbances
True model: (1 -L) y t = u t ; u t = ε t + θ ε t-1 . 
