We revisit the mechanism of Poole-Frenkel non-ohmic conduction in materials of non-volatile memory. Percolation theory is shown to explain both the Poole and Frenkel dependencies corresponding to the cases of respectively small and large samples compared to the correlation radii of their percolation clusters. The applied bias modifies a limited number of microscopic resistances forming the percolation pathways. That understanding opens a pathway to multi-valued non-volatile memory and related neural network applications.
I. INTRODUCTION
The non-ohmic conductivity in various materials is often described in terms of the Poole 1,2 or Frenkel 3 laws, (or under the unifying names Poole-Frenkel (PF) or Frenkel-Poole) , in the forms, J ∝ exp(C P E/(kT )) Poole law
(1)
where J is the current, E is the electric field, C P and C F are two parameters defined below, k is the Boltzmann's constant, and T is the temperature. The total number of PF related observations exceeds 1300 for the past decade. Recently, phase change memory (PCM) and resistive random access memory (RRAM) structures have been PF objects of significant practical interest. Here, we limit ourselves to their related data. Eq. (2) was originally related to the decrease in the ionization energy of a single coulombic center in the direction of an applied field 3 as illustrated in Fig. 1 (a) . It predicts C F = 2 q 3 /ε where q is the elemental charge and ε is the dielectric permittivity. A similar interpretation of PF law was attempted for hopping conduction. 4 A rigorous analysis 5 shows that Frenkel theory is limited to low T (compared to the characteristic Debye temperature) and weak enough fields E not allowing tunneling ionization.
The existing explanation of Poole law 2, 6, 7 is based on the model of a lattice of equidistant coulomb centers whose overlapping potentials set transport barriers illustrated in Fig. 1 (b) , yielding C P = aq/2 where a is the inter-center distance. It is vulnerable to the effects of random fluctuations in distances a causing variations of barrier heights and exponentially broad distribution of transition rates. Percolation theory forms a proper framework for analyzing these types of systems.
Here, we propose a theory that explains both (1) and (2) in terms of percolation conduction depending on sample size. Its practical application is that bias-induced modifications of the microscopic resistances in a percolation cluster are non-volatile with PCM and RRAM materials, which opens a pathway to multi-valued memory.
II. PERCOLATION ANALYSIS

We recall
8 that the concept of percolation conduction is relevant for disordered systems formed by multiple exponentially different resistors, such as inter-center resistances in hopping transport, barrier resistances in polycrystalline semiconductors, or granular metals. For such systems the conductivity is dominated by the subsystem of minimally strong resistors sufficient to form an everywhere connected cluster ('infinite cluster'). Qualitatively, the electronic conduction in such a cluster is similar to the percolation of water through a system of globally connected channels in a mountain terrain. The cluster is characterized by the correlation radius L c determining its average mesh size as illustrated in Fig. 2 . A system of large linear dimensions L L c is effectively uniform. Each bond of the percolation cluster consists of a large number (i = 1, 2, ..., N 1) of exponentially different random resistors, all exhibiting non-ohmicity due to the field induced suppression of their corresponding activation barriers V i ,
where U i = E i a is the voltage applied to the barrier, a and E i are respectively the barrier width and local electric field. The random quantities ξ i ≡ V i /kT are uniformly distributed in the interval (0, ξ m ) where the maximum barrier V m = kT ξ m is determined by the requirement that resistors with V ≤ V m form the infinite cluster.
In a significantly non-ohmic regime, the current can be represented as
where E = U/l is the macroscopic electric field corresponding to voltage drop U across a sample of length l. The theories of non-ohmic percolation conduction 9, 10 determine the shape of f (E). In the case of strong nonohmicity, the following inequalities must apply,
Here the lower limit reflects the condition of strong nonohmicity, and the upper one guarantees that the conduction barriers are not totally suppressed. Shklovskii 9 analyzed the non-ohmic conduction in a percolation cluster formed by a random potential in a non-crystalline material as illustrated in Fig. 2 . His analysis led to Eq. (2) with C S = √ cqaV 0 instead of C F , where a and V 0 are the characteristic linear and energy scales of the random potential, and c ∼ 1.
An important conceptual point 9 is that the applied voltage concentrates on the strongest resistor of a percolation bond (resistor 1 in Fig. 2) suppressing it to the level of the next strongest resistor (resistor 2 in Fig.  2 ), and that the two equally dominate the entire bond voltage drop. Along the same lines, it then suppresses the next-next strongest resistors (3,4,5,.. in Fig. 2 ), etc.; hence, the percolation cluster changes its structure under electric bias. Specifically,
where L c and ∆V are respectively the field dependent correlation radius and maximum barrier decrease in the percolation cluster. Levin 10 revisited the issue of non-ohmic percolation conduction, negating the conclusion of percolation clusters changing under electric bias. For the strong field regime, he evaluated (7) where angular brackets stand for averaging, and
The averaging is performed with the uniform probabilistic distribution ρ(ξ i ) = 1/ξ m , and in the strong field approximation, sinh −1 u ≈ ln(2u). Replacing voltage drops across each of the L c /a resistors with u leads at the conclusion that the percolation cluster structure remains intact under all practical voltages and the dependence of Eq. (2) does not hold.
III. REVISITING THE PERCOLATION ANALYSIS
Here, we note that the average characteristic u is insufficient because it may be smaller than its corresponding fluctuations. Indeed, one can evaluate the dispersion, (δu) 2 = u 2 − (u) 2 with
As a result, the relative dispersion becomes,
Substituting here J 0 /J from Eq. (4) yields,
where the latter approximation and inequality follow from Eq. (5). We conclude that the characteristic fluctuations in resistor voltages far exceed their average value and thus the consideration 10 based on Eq. (7) lacks validity. It follows that, starting from a certain N 1, a bond of more than N resistors will have its average (increasing proportionally to N ) overweighing the fluctuations (increasing as √ N ). Therefore we can define the sufficient minimum bond length L = aN = 4aξ m /3f. Its corresponding correlation length becomes
where ν ≈ 0.9 is the critical index. In this letter, we neglect for simplicity the difference between ν and 1, following the earlier approximations.
9
The electric field is uniform on the scales exceeding L c and strongly fluctuates across smaller scales. Therefore we accept that the electric field equals its macroscopic value E as measured across length L c . Because of the strong variations between the resistance voltages, most of the voltage will drop across just one resistor making the effective field through it, E eff , stronger than the average by the factor of N 1,
The factor f can now be defined as
Combining the latter with Eq. (10) yields the equation for f , from which one finds,
Eq. (4) with f from Eq. (12) is tantamount to Eq. (2) with the coefficient C = 2qaV m /3 instead of C F . Therefore, our analysis reinstates the original Shklovskii result 9 (V 0 and V m coincide to the accuracy of an insignificant numerical factor 11 ).
IV. SMALL SAMPLES
Consider the case of small samples with thicknesses L below L c , i. e. beyond the domain of percolation theory as depicted in Fig. 2 (right) . Each conductive chain has N = L/a 1 random resistors with total voltage drop U i = U . Using the notations of Sec. II, one gets u i = ξ i + ln(2J/J 0 ), and
Here a sum of large number N of random variables S ≡ i ξ i is a random quantity obeying the central limit theorem. Hence, the Gaussian distribution,
with the average and dispersion given by
where we have taken into account that ξ m 1. Expressing S in terms of J, Eq. (14) yields the lognormal distribution for currents, ρ(J) = f [S(J)]|dS/dJ|,
We observe that the maximum distribution corresponds to the current J m = J u exp(−σ 2 ), which reproduces the Poole law of Eq. (1) including its coefficient 2, 6, 7 C P = aq/2. The latter coincidence takes place in spite of the fact that a is not the next neighbor distance in a lattice of Coulomb centers as suggested earlier 2, 6, 7 , but rather the characteristic linear scale of the random potential. Furthermore, it is straightforward to see that the average (rather than most likely) current J = Jρ(J)dJ also follows the Poole law with the same coefficient C P .
Note that the estimate in Eq. (9) still remains valid, i. e. the dispersion in the affected resistances exceeds its average. Therefore, the scenario of sequential elimination of the top down resistors applies here as well.
Several additional comments are in order. First, the conducting channels of Fig. 2 (right) do not have to be rectilinear. Secondly, our coefficient C P is consistent with the available data and is by the factor a/2L smaller than the one derived earlier 12 for the case of 1D hopping. Thirdly, the characteristic fluctuation of currents for small samples, δJ ∼ J U ξ m a/6L predicted by Eq. (17) exponentially increases with bias, consistent with the observations and opposite to the prediction (for 1D hopping 12 ) of bias suppressed variations.
V. DISCUSSION
According to Sec. IV, small samples should exhibit the Poole type of non-ohmicity, as opposed to the large samples that are expected to obey the Frenkel law. We would like to emphasize that the physics (of disordered systems) underlying the latter conclusions is dramatically different from the original hypotheses behind PF laws.
A number of numerical verifications have been provided in the literature for Poole law leading to the estimates of a in the range of several nanometers, 2,6 which can be reasonably interpreted as the characteristic linear scale of disorder (say, grain radius). For the case of Frenkel law, one can compare the original Frenkel coefficient C F with C ∼ C S of the percolation theory, C F /C ∼ 6q 2 /(aεV m ). Assuming ε ∼ 10 and a ∼ 3 nm yields 6q 2 /(εa) ∼ 0.3 eV, which is comparable to the characteristic disorder amplitudes, V m ∼ 0.3 − 1 eV. Hence, it is hard to decide in favor of Frenkel vs. percolation theory based just on the coefficient values.
We have extracted C F from a number of publications [14] [15] [16] [17] [18] [19] [20] [21] [22] and found these coefficient varying by approximately one order of magnitude between different cases. Such variations are hardly attributable to the effect of ε, while they can be readily explained by the differences in the disorder parameters V m and a. Therefore we can cautiously favor the percolation theory vs. the original Frenkel argument. Also, we note the prediction of log-normal probabilistic distribution of currents in small RRAM and PCM that has been observed (see 13 and references therein). Furthermore, based on the above theory and following the existing approaches to mesoscopic systems 23 one can describe the statistics of currents in small samples vs. bias, temperature, material disorder, and sample dimensions, to be presented elsewhere.
VI. A PATHWAY TO MULTI-VALUED MEMORY
A unique feature of the above described systems is that, in response to the applied bias, they successively modify their constituting microscopic resistors. While this has been long realized for reversible modifications 9 , a variety of new materials in modern technology of PCM and RRAM renders that phenomenon a new twist. The possibility of long-lived structural transformations makes such bias-induced modifications candidate elements of multi-valued nonvolatile memory.
While various architectures can be considered, here, we briefly illustrate the case of large devices having multiple (M 1) electrodes sketched in Fig. 3 . Each electrodes can be connected to several or zero conductive pathways. If a certain bias is applied between any two electrodes, their connecting path will change its resistance to a random, but unique value, as described in Sec. III.
The number of perceptive pathways can be estimated as N = M ! ≈ exp(M ln M ) 1. For example, assuming M = 10 yields an astronomical number of records, N ∼ 10 10 , if implemented with, say, L ∼ 1 cm size sample and ∼ 1 mm size electrodes. Hence, the memory capacity increases exponentially with the size of the model.
Conductive pathways connecting various pairs of the electrodes and sharing the same portion of infinite cluster will be mutually affected by a single bias-induced change. Furthermore, two subsequent pulses (E 1 and E 2 ) applied to a given pair of electrodes produce a unique sequence of resistance changes resulting in an activation energy modification by ∆V 12 = [V m E 2 qa(1 − (V m E 1 qa/V m ) 1/2 ] 1/2 . Therefore, two signals can be isolated sequentially in time. In summary, the system has a potential of recognition of binary spatiotemporal patterns.
The above model remains rather sketchy and lacking multiple details, such as specific algorithms of information processing and record erasing mechanisms (conceivably, by moderate heating). Yet, it introduces a concept of high capacity, distributed, single-trial learning model of storage, retrieval and recognition resembling some properties of the cortex of the mammalian brain.
VII. CONCLUSIONS
We have shown that commonly observed Poole-Frenkel non-ohmic conduction in materials of non-volatile memory can be explained by the percolation theory corresponding to the cases of respectively small and large samples. In this framework, the applied bias modifies a limited number of microscopic resistances forming the percolation cluster. This understanding opens a pathway to multi-valued non-volatile memory and unique types of artificial neural networks with properties resembling that of natural ones.
