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	 本論文は本章を含め 6 章で構成される．各章の概要は次の通りである．第 1 章では，研究
の背景と本研究が目指す目的について述べた．第 2 章では，関連研究を紹介する．第 3 章で























ー，ウォークスルービデオシステム，Microsoft Street Slide などいろんな種類がある． 
グーグルストリートビューのインターフェイス例を図 2.1 に示す．グーグルストリートビュ
ーとは Google Inc.が提供しているグーグルマップ及び Google Earth 上で利用できるサービスの




































































































































	 	 	 対象物への指示動作以外も，相手の注意を引いたり，感情の表現などに使われる． 
l 視線 
	 	 	 相手がどこを注視していることは，相手が何に興味を持っていることを理解するに
必要だと考えられる． 
l 表情 











この共存在空間と双方の現場空間の関係について検討すると，磯らが提案する Com Adapter 




















(b)	  遠隔参加者の片方が相手の空間に表現される 
 
(c)	  遠隔参加者がお互い相手の空間に表現される 
 













スレンダリング (Image-Based Rendering : MBR) 法とモデルベースレンダリング (Model-Based 



















































































































3.3 ハードウェア構成  
 
本研究で使用する移動ロボットと，それに搭載したセンサを表 3.1 に示す．移動ロボットは 2
輪駆動型ロボットを使用する．ロボットには自己位置推定と周囲の歩行者をリアルタイムで認
識するためのレーザーレンジファインダ(以降 LRF)と，遠隔地の映像を取得するためのカメラが
搭載され，センサが取得した情報を IPC(Inter Process Communication)[24]経由してユーザに送信














移動ロボット リバスト（株） PIONEER-3DX 
カメラ SJCAM SJ5000 
レーザレンジファインダ 北陽電機（株） UTM-30LX 
距離画像センサ Microsoft Co. 
Kinect for Windows Ver. 
2.0 
 































を３つ使用することにした．SJ5000 の対角の画角は約 170[deg]で広い範囲を 1 枚の画像に収め
られるが，画像周辺部の歪みが大きく，4.3 節で述べる自由視点の生成に問題がある．そこで
OpenCV 3.0 のカメラキャリブレーション[25]を行い，歪みを修正する．修正した後の水平画角
は約 90[deg]となる．移動ロボットにカメラを 3 台搭載するのは LRF を 1 台使用した時のスキャ












インターフェース USB 2.0 
 














	 SLAM(Simultaneous Localization and Mapping)と歩行者検出するため，図 3.3 に示すようにロボ





































た．表情とジェスチャの取得には Microsoft 社のデバイス Kinect を利用した．Kinect の構成を図












機械名 Kinect for Windows ver.2 
RGB カメラ解像度 1920*1080[p] 


























システムを利用する前に環境地図を作成する必要がある．本システムは MRPT（Mobile Robot 
Programming Toolkit）[31]の ICP-SLAM アルゴリズムを利用し，ロボットに搭載された LRF か
ら周りの障害物距離を使い２次元環境地図を作成する． 














































































4.3.2 SLAM を用いた環境地図と自己位置推定 
 
本システムで取扱う環境モデルは壁の部分のみとする．環境モデルを生成するには環境地図
を作成した．地図作成には ICP-SLAM(Iterative Closest Point - Simultaneous Localization and 

























	 	 	 (a)	 LRF が取得した周囲の距離情報 	 	 	 	 	 	   	  (b)	 地図生成結果 
 














の高さを Y=0 とし，カメラの高さ h は固定で既知，天井から地面までの距離 H も既知のため，
地面の Y 座標は-h，天井の Y 座標は H-h である．環境地図の平面に地図を短い線分の集合に近
似し，１つ線分に地面と天井の高さを加え，１つの 3 次元ポリゴンメッシュを生成する．環境
地図の生成は ICP-SLAM により行い，作成した地図データには，LRF の計測誤差が原因となる
ノイズがたくさん残っているため，モデルを生成する前にノイズと思われる部分を削除し地図

























図 4.6	 カメラのピンホールモデル 
 
 
	 画像面への射影変換には以下の式が成立する	  
 
𝑠	 𝔲𝜐1 = 𝑓3 0 𝑐30 𝑓5 𝑐50 0 1 𝑟77 𝑟78 𝑟79 𝑡7𝑟87 𝑟88 𝑟89 𝑡8𝑟97 𝑟98 𝑟99 𝑡9
𝑋𝑌𝑍1     (1) 
 
略して 
 𝑠𝒎 = 𝑨 𝑹 𝒕 𝑴      	 	 	  (2) 
 
ここで 𝑝CD = (𝑥, 𝑦, 𝑧)はワールド座標系∑𝒘の 3 次元座標を表し，𝑃C = (𝔲, 𝜈)は画像平面に投影さ




呼ばれ，カメラキャリブレーションを行うことにより算出することができる．𝑓3と𝑓5はそれぞれX 軸と Y 軸の焦点距離，(𝑐3, 𝑐5)は∑𝒄の Z軸と画像面の交点である．並進-回転の同次変換行列で
ある 𝑹 𝒕 は外部パラメータ行列，もしくはカメラのビュー行列と呼ばれ，∑𝒘における点𝑀 =(𝑋, 𝑌, 𝑍)を∑𝒄に変換するための行列である． 
	 歪みがない場合，∑𝒄の点 𝑝CD = (𝑥, 𝑦, 𝑧)が画像平面に投影した点𝑃C = (𝔲, 𝜈)は 

















図 4.7	 カメラ画像の歪み修正 
 
 
続いて外部パラメータ行列 𝑹 𝒕 を求める．ICP-SLAM を行うことにより LRF の位置 𝒑𝒍𝒘 と姿
勢 𝑹𝒍𝒘 を取得する．LRF とカメラとの相対位置は固定するため，LRF 座標系∑𝒍におけるカメラ
の位置 𝒑𝒄𝒍 と姿勢 𝑹𝒄𝒍 は既知である．次のビュー変換式で∑𝒘におけるカメラの位置 𝒑𝒄𝒘 と姿勢𝑹𝒄𝒘 が求められる． 
 𝒑𝒄𝒘 = 𝒑𝒍𝒘 	+ 𝑹𝒍𝒘 	 𝒑𝒄𝒍                                            (14) 𝑹𝒄𝒘 = 𝑹𝒍𝒘 𝑹𝒄𝒍                                    (15) 
 
ここで回転行列 𝑹𝒄𝒍 は 
 𝑹𝒄𝒍 = 𝑐𝑜𝑠 𝛼D − 𝑠𝑖𝑛 𝛼D𝑠𝑖𝑛 𝛼D 𝑐𝑜𝑠 𝛼D         	                 (16) 
 
と表せ，𝛼Dはカメラと LRF の相対姿勢角度である．次に∑𝒘におけるとある点 Z の位置 𝒑𝒛𝒘 か
ら∑𝒄における位置 𝒑𝒛𝒄 を計算できる． 







 𝒑𝒛𝒄 = 𝑹𝒄𝒘 𝑻	 𝒑𝒛𝒘 − 𝒑𝒄𝒘 	                            (18) 
 
























図 4.8	 カメラ画像の選択 
	 更新するポリゴンと対応するカメラ画像が決まったら，ポリゴンの 4 つの頂点が画像面での
座標を求める．ポリゴン自体は長方形であるが，画像面に投影すると不規則な四辺形となって








































図 4.10	 LRF による人物追跡 
 
 














同行者顔映像と姿勢の取得に Kinect2.0 の SDK を利用した．Kinect のモーションキャプチャ
で得られるデータは Kinect の Depth 座標系における人体の 25 個の key Joint の座標で構成された
もの．対話する時に使うジェスチャは主に腕の部分と考え，本システムは両腕のデータだけア



















た．廊下の平面図を図 5.1 に示す． 
実験における動作環境を表 5.1 に示す．ロボット側にはカメラ，LRF から情報を所得し，SLAM
を行うための Windows PC を搭載されている．歩行者検出のプログラムは Unix 系の OS で動く
ため，LRF のデータは SLAM に使われると同時に，IPC を通じて OS X	 PC に伝送されている．
使用するライブラリのバージョンを表 5.2 に示す． 












機械名 種類 仕様 その他 
ロボット側 PC 
OS Windows 8 64bits 
 
CPU Intel Core i7-4700MQ 
RAM 8GB 
サーバ PC 
OS OS X EI Capitan 
IPC サーバ 
歩行者検出 
CPU Intel Core i5 2.40GHz 
RAM 8GB 
ユーザ側 PC 
OS Windows 8 64bits 
ユーザ 1 
CPU Intel Core i7-3770K 3.50GHz 
RAM 8GB 
GPU NVIDIA GeForce GTX650M 
ユーザ側 PC 
OS Windows 8 64bits 
ユーザ 2 
CPU Intel Core i7-2630QM 2.20GHz 
RAM 4GB 
GPU NVIDIA GeForce GT 540M 
 
表 5.1	  動作環境 
 
 
SDK 用途 バージョン 
MRPT SLAM 1.3.2 
Aria ロボットの移動制御 2.9.0-1 
IPC データ受送信 3.8.6 
OpenCV 画像処理 3.0.0 
DXlib CG 生成 3.13d 




































システム 1 第 1 人称 あり なし あり 
システム 2 第 1 人称 あり なし なし 
システム 3 第 3 人称 なし あり あり 
システム 4 
(提案手法) 
第 1 人称 あり あり あり 
 
表 5.3	  実験条件の設定 
 
 















5.2.2 システム 2: アバタを利用しない遠隔体験  
 


























5.2.4 システム 4: 実環境の情報を基づき共同体験バーチャル空間を更新する遠隔体
験 
 








被験者は 20 代から 30 代の学生 6 名で行った．被験者に最初実験に関するマニュアルを渡し，
さらに視点の操作，タスクについて口説明を行った．本システムはユーザが最低 2 人が必要で











5.3.1 実験 1  
 
実験は２回に分けて行われた．以下 1 回目の実験手順を説明する． 




開始から 2 人ども色紙を見つけるまでの時間を記録した．  
システム 4 はシステム 3 と同じ，初期視野に色紙がない状態から始め，見つけるまでの時間
を記録した．まだシステム全体はシステム 1 とほぼ変わらないため，練習時間を省けた．色紙
はシステム 3 と違う場所に配置するようにした． 
実験の順番はランダムだが，システム 4 がシステム 1 より前の場合，タスクを始まる前にシ


















図 5.5	 実験タスクの色紙の初期配置 
 
 
5.3.2 実験 2（追加実験） 
 
アバタの使用により，遠隔共同体験への影響を明らかにするため，追加実験を行った．追加






















































































実験のシステム 1 とシステム 2 の実験結果を比べた．タスクの完成時間を表 5.4 に，アンケート




タスク達成時間 第 1 グループ 第 2 グループ 第 3 グループ 
システム 1 52[s] 22[s] 30[s] 
システム 2 73[s] 63[s] 53[s] 
 






     	      	    
 
(a) 臨場感                     	                    (b) 自由度 
	 	 	        	 	  
 
	 	 	 	 	 	 (c) 操作感	 	 	 	 	 	 	 	 	 	 	  	 	  	 	 	 	 	 (d) 視線理解容易性 
	 	 	 	 	 	    	  
 







  (g) 総合好感度 
 




















1 回目のシステム 1 とシステム 4 の実験結果を比べた．各項目の平均値，標準偏差，及び有意差




     	  	 	      
 
(a) 臨場感                     	                  (b) 自由度 
 
	 	 	 	 	 	 	 	  
 
	 	 	 	 	 	 (c) 操作感	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 (d) 視線理解容易性 
 
	 	 	 	 	 	 	 	  
 






	 	 	   (g) 総合好感度 
 
図 5.8	 システム 1 とシステム 4 のアンケートの結果 
 









ユーザ視点を変えない場合，操作感にもたらす影響，また第 1 人称視点と第 3 人称視点が視
線理解への影響を検証するため，システム 3 とシステム 4 の実験結果を比べた．タスクの達成
時間を表 5.5 に，アンケートの結果を図 5.9 に示す 
 
 
タスク達成時間 第 1 グループ 第 2 グループ 第 3 グループ 
システム 3 241[s] 318[s] 205[s] 
システム 4 40[s] 43[s] 48[s] 
 




	 	 	 	 	 	 	 	 	 	 	 	  
 
            (a)臨場感	 	 	 	 	 	 	 	           	 	 	 	 	 	      	 (b) 自由度 
 
            	 	 	 	      
 
	 	 	 	 	 	 (c) 操作感	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	   	 (d) 視線理解容易性 
 
	 	 	 	 	 	 	 	 	 	 	 	  
 







	 	 	     (g) 総合好感度 
 















































































[1] Google Map ストリートビュー，https://www.google.co.jp/intl/ja/maps/streetview/． 
[2] AFTER DARK，http://www.afterdark.io/． 
[3] Oculus Rift，https://www.oculus.com/． 
[4] Sanford Dickert，David Maldow，Esg．Robotic Telepresence．Telepresence Options，Summer，
pp.50-56，2013． 
[5] EarthCam，http://www.earthcam.com/． 
[6] Knapp，Mark，Judith Hall，and Terrence Horgan．Nonverbal communication in human 
interaction．Cengage Learning，2013． 






“ comadapter ”．日本バーチャルリアリティ学会論文誌，Vol. 9：pp.169–178，2004． 
[10] Hideyuki Nakanishi，Chikara Yoshida，Toshikazu Nishimura，Toru Ishida．FreeWalk: 
Supporting Casual Meetings in a Network．Proceedings of the 1996 ACM conference on 
Computer supported cooperative work，pp.308-314，ACM，1996． 
[11] 仮松田智．アウェアネス情報を取り込んだ仮想空間システムの提案．Unisys 技報，29.2：
pp.205-216，2009． 












[17] Reina Aramaki，Makoto Murakami．Investigating appropriate spatial relationship between user 
and ar character agent for communication using AR WoZ system．Proceedings of the 15th ACM 









[20] S. Agarwal， Y. Furukawa，N. Snavely，I. Simon，B. Curless，S. M. Seitz，R. Szeliski．
Building rome in a day．Communications of the ACM，Vol.54，No.10：pp. 105–112，2011． 
[21] Steven M.Seitz，Charles R.Dyer．View morphing: Uniquely predicting scene appearance from 
basis images．Image Understanding Workshop，pp.881-887，1997． 
[22] Marc Levoy，Pat Hanrahan．Light Field Rendering．Proceedings of the 23rd annual conference 
on Computer graphics and interactive techniques，pp.31-42，ACM，1996． 
[23] Abe Davis，Marc Levoy，Fredo Durand．Unstructured light fields．Computer Graphics Forum，
Vol. 31，No. 2pt1：pp.305-314，Blackwell Publishing Ltd，2012． 
[24] Inter Process Communication (IPC)，http://www.cs.cmu.edu/~ipc/. 
[25] Z. Zhang．A flexible new technique for camera calibration．Trans PAMI，Vol. 22，No. 11：
pp. 1330–1334，2000． 
[26] 高木幸子，コミュニケーションにおける表情および身体動作の役割．早稲田大学大学












[33] DX ライブラリー，http://homepage2.nifty.com/natupaji/DxLib/． 
[34] J. Rollo．Tracking for a Roboceptionist．Undergraduate Senior Research Thesis，Carnegie 
Mellon University，2007． 
[35] The Kinect for Windows Software Development Kit，
http://www.microsoft.com/en-us/kinectforwindows/． 
[36] Segal，Aleksandr，Dirk Haehnel，Sebastian Thrun．Generalized-ICP．Robotics：Science and 
Systems，Vol. 2，No. 4，2009． 
[37] ume 式十神白夜，http://sdrv.ms/MnpcdY/． 















































筑波大学大学院 図書館情報メディア研究科  
博士前期課程 2年 曹 暢 (s1421617@u.tsukuba.ac.jp)  
(責任者)  
筑波大学 図書館情報メディア系  








□ 研究の目的  
□ 実験方法  
□ 個人情報とデータの取扱い 
□ 実験対象者の権利について   
□ 問い合わせ、苦情等の連絡先  
□ 研究代表者の氏名、所属、職名  
説明日時:     年    月    日  
説明者:                   
責任者:                   
 私は，以上の説明を理解し，本研究に参加することに同意します． 
年    月   日  
所 属:                   


























































































































すごく 少し どちらでも あんまりない 全然ない 
     
Q： 遠隔地を見ている感じがしましたか 
すごく 少し どちらでも あんまりない 全然ない 




すごく 少し どちらでも あんまりない 全然ない 
     
Q： 自分の行動に制限が多いと感じがしましたか 
すごく 少し どちらでも あんまりない 全然ない 




すごく 少し どちらでも あんまりない 全然ない 
     
Q： 遠隔地を見渡すための操作は容易にできましたか 
すごく 少し どちらでも あんまりない 全然ない 




すごく 少し どちらでも あんまりない 全然ない 
     
Q： 相手と目が合っていると感じましたか  
すごく 少し どちらでも あんまりない 全然ない 




すごく 少し どちらでも あんまりない 全然ない 





Q： 相手と話しやすいと感じましたか   
すごく 少し どちらでも あんまりない 全然ない 




すごく 少し どちらでも あんまりない 全然ない 
     
Q： 相手と同じ場所にいるような感じがしましたか 
すごく 少し どちらでも あんまりない 全然ない 




すごく 少し どちらでも あんまりない 全然ない 
     
Q： 観光地に設置されていたら利用したいと思いますか 
すごく 少し どちらでも あんまりない 全然ない 
     
 
このシステムについて感想を自由にご記入ください： 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
以上で調査は終了です．ご協力ありがとうございました． 
