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あらまし 本稿では、多様体の教師付き問題としての姿勢パラメータ推定手法である「マルチポート固有空間法」[1], [2]
について議論する。これは欠損画素の輝度値を推定して画像を補間する BPLP [3], [4]を基にしており、群の回帰問題
を空間への投影という線形演算で行うものである。まずマルチポート固有空間法の内容を説明し、その主要部分は連
立方程式による最小ノルム推定であることを示す。またその方程式による空間への投影がどのようなものかを説明し、
学習とサンプル数の影響について述べる。
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Abstract In this paper, we discuss on Multi-port Eigenspace Method [1], [2], an supervised manifold learning of
pose parameters. This method is based on BPLP [3], [4], a method of intensity interpolation, and operates a linear
mapping of projection to a subspace as a regression to a group. First we describe the method, and show that the
important part of it is a least norm solution of a system of equations. Then we illustrate the projection by the
system, and the e®ect of the number of learning samples.
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1. は じ め に
画像に写る物体の姿勢パラメータ推定はコンピュータビジョ
ンの重要な問題として多くの研究がなされている。その多くは
既知形状の剛体を仮定し、運動や投影の解析的モデルを採用し
て最適化問題を解くものである。それに対して村瀬ら [5], [6]の
パラメトリック固有空間法は、形状や投影を仮定せず、連続的
に変化するパラメータ列とそれに付随する画像系列を学習セッ
トとし、その画像列が固有空間中に描く軌跡（多様体）を認識
に用いる、いわばパターン認識的姿勢推定問題を提起した。
多様体を描く非線形性の強い画像列のようなデータを扱う手
法は、現在二つある。一つは非線形主成分分析 (kernel PCA,
kPCA) [7], [8] などのカーネルトリックを利用した手法である。
もう一つは、多様体を低次元に展開する多様体学習 (manifold
learning) [9]である。前者は直感的な主成分方向が得られない
のに対して、後者は主観的に意味のありそうな低次元の軸を見
つけることができるとされている。どちらも主な目的は教師な
しのデータ解析である。
パラメトリック固有空間法が扱うのは教師付き問題や回帰
である。しかし、カーネルトリックを用いたものには SVM回
帰 [10]などの回帰手法が提案されているのに対し、多様体学習
で教師付き問題を扱っているものはほとんどない。多様体学習
の火付け役となった LLE(Locally Linear Embedding) [11] や
Isomap [12]は、もともと主成分分析 (PCA, Principal Compo-
nent Analysis)や多次元尺度構成法 (MDS, Multidimensional
Scaling) が非線形データに対処できない問題に対して提案さ
れた教師なし学習である。その後も Hessian Eigenmap [13],
Laplacian eigenmap [14]などが出現しているが、やはり非線形
データである多様体を扱う教師なし学習法である。
本稿で議論する内容は、パラメトリック固有空間法と同様
に、多様体を扱う教師付き問題としての姿勢パラメータ推定
手法「マルチポート固有空間法」である。これは欠損画素の
輝度値を推定して画像を補間する BPLP(Back Projection for
Lost Pixels) [3], [4]を基に、2000年に天野が提案 [1]し、その
後 EbC(Estimation-by-Completion)法 [2]として整理された。
この手法（以下本手法）は次のような性質を持つ。
まず、数直線への回帰ではなく、群の元への回帰問題を扱う
ことである。通常の回帰問題は
y = f(x);x 2 RN ; y 2 R
という形式である。しかし姿勢パラメータは、1軸回転なら S1
（3 次元の回転であれば SO(3)）で表される回転群への回帰で
あり、
y = f(x);x 2 C ,! RN ; y 2 S1
という形式になる。ここで C はRN に埋め込まれた多様体であ
り、,!は埋め込みを表す。多様体と群の対応を見つけ出す手法
には、Gongら [15]によって提案された APD (Anchor Points
Di®usion)がある。しかし APDは semi-supervised の多様体
学習であり、推定された対応関係では位相が保存されないため、
回帰問題を扱うには不向きである。
次に、空間への投影という線形計算で推定できることであ
る。一般に部分空間を用いた認識では、未知サンプルを部分空
間に投影するため、線形計算というメリットがある。しかし、
パラメトリック固有空間法のパラメータ推定にはスプライン
曲線との最近傍探索が必要になってしまう。また多様体学習の
多くは、学習サンプルによる多様体を表現するための手法で
あり、未知サンプルが与えられた場合には基本的には再計算を
行わなければならない。最近になって、再計算をせず逐次的に
学習した多様体を更新する手法 [16], [17] も提案されてはいる
が、更新の必要がない未知サンプル識別ということは考慮され
ていない。未知サンプルと学習された多様体の関係を指摘し
た Heら [18]は、線形計算を用いた教師なし多様体学習である
NPE (Neighborbood Preserving Embedding)を提案している
が、回帰問題を扱うものではない。本手法は部分空間への投影
を用いた線形計算で回帰問題を扱うものである。
図 1に、1軸回転の場合の本手法の概念図を示す。この場合
推定パラメータは回転角度 'の 1パラメータだけであり、これ
はある 2次元平面上の単位円周 S1 上の点で表されるとみなす
ことができる。本手法は、画像列がなす多様体 C から S1 への
線形写像を求めるものである。
本稿ではマルチポート固有空間法について議論するものであ
り、[2]の補遺にあたるものである。以下 2節ではマルチポート
固有空間法を説明し、3節では本手法の主要部分は連立方程式
による最小ノルム推定であることを示す。4節では図 1 で示し
たような平面への投影がどのようなものかを説明し、5節では
図 1 1 パラメータの場合のマルチポート固有空間法の概念図
学習のサンプル数の影響について述べる。
2. 手法の概要
ここではマルチポート固有空間法の概要について述べること
にする。
2. 1 問 題 設 定
ある nin次元入力ベクトルxinが、それに付随するパラメータ
'とともに与えられたとき、そのパラメータを表す nout 次元出
力ベクトル xout を考える。ここで xin は角度 ' 2 S1 = [0; 2¼)
の方向から撮影された学習画像であり、座標 i(i = 1; : : : ; nin)
の輝度値を xin[i] とするベクトルである。また xout は角度 '
の位相を持つ正弦波（注1）であり、以下の式で表される。
xout[i] = K sin(!i¡ ') + o®set (1)
ここで i = 1; : : : ; nout である。
この xout を xin に対するトラック情報と呼ぶ。xout と xin
を対にして固有空間を生成し、xin のみからトラック情報であ
る xout を BPLPにより推定（復元）することがマルチポート
固有空間法である。
2. 2 固有空間の学習
次に学習について説明する。入力ベクトル xin とトラック情
報 xout を対にしたベクトル
x =
Ã
xin
xout
!
(2)
を一つの n次元学習ベクトル (n = nin+nout)として考え、M
個の学習ベクトル fx1;x2; : : : ;xMgから固有空間 E を生成す
る（詳細は省略）。
この固有空間 E の第 i 固有ベクトルを ei(i = 1; 2; : : : ;M)
とすると、学習ベクトルと同様に
ei =
Ã
eini
eouti
!
(3)
と分解できる。
（注1）：周波数は ! = k
nout
¼ とし、通常は k = 2 つまり出力ベクトルの長さ
が波長になるものを用いるが、k = 1 などでもよい。
ここで固有空間 E を表す以下の n £M 0 行列 E （ここで
M 0 <=M）を考える。
E = (e1 e2 : : : eM0) (4)
すると、同様に
E =
Ã
Ein
Eout
!
(5)
と分解できる。ここで、Einは nin£M 0行列、Eoutは nout£M 0
行列である。
2. 3 パラメータの推定
新たな未知データ xin が与えられると、BPLPより
x¤ = E(ET§inE)¡1ET§in
Ã
xin
0
!
(6)
によって復元データ x¤ が得られる。ここで
§in =
Ã
Inin 0
0 0
!
(7)
は n£ n行列であり、Inin は nin 次元の単位行列である。
ここで式 (6)を以下のように変形する。
x¤ = E(ET§inE)¡1ET§in(xin0) (8)
= E(ET§in§inE)¡1Ein
T
xin (9)
= E(ET§in
T
§inE)¡1Ein
T
xin (10)
= E((§inE)T (§inE))¡1Ein
T
xin (11)
= E
Ã
Ein
0
!T Ã
Ein
0
!¡1
Ein
T
xin (12)
= E(Ein
T
Ein)¡1Ein
T
xin (13)
さらに、x¤ のうちトラック情報部分を抽出する n£ n行列
§out =
Ã
0 0
0 Inout
!
(14)
を定義する。すると、
x¤ =
Ã
xin
¤
xout
¤
!
(15)
と分解できるので、
xout
¤
= §outx¤ (16)
= §outE(Ein
T
Ein)¡1Ein
T
xin (17)
= (§outE)(Ein
T
Ein)¡1Ein
T
xin (18)
= Eout(Ein
T
Ein)¡1Ein
T
xin (19)
とトラック情報の推定値 xout¤ が得られる。
2. 4 位相の推定
トラック情報の推定値ベクトル
xout
¤
= (xout
¤
[0];xout
¤
[1]; : : : ;xout
¤
[nout ¡ 1])T (20)
が得られたとき、次のスカラー量 S;C を定義する。
S =
nout¡1X
i=0
xout
¤
[i] sin i! (21)
C =
nout¡1X
i=0
xout
¤
[i] cos i! (22)
すると、位相 'は次式で求めることができる。
' = tan¡1
³
C
S
´
(23)
詳細は付録 1.節を参照。
2. 5 内積による位相推定
前項で示した方法は、一旦 xout を推定してから A;B を計算
するものであった。ここでは、xin から直接 A;B を計算する方
法を示す。
まずベクトル
s = (sin 0; sin!; sin 2!; : : : ; sin((nout ¡ 1)!))T (24)
c = (cos 0; cos!; cos 2!; : : : ; cos((nout ¡ 1)!))T (25)
を定義する。すると、式 (21),(22)を変形して
S =
nout¡1X
i=0
xout
¤
[i] sin i! (26)
= sTxout
¤
(27)
= sTEout(Ein
T
Ein)¡1Ein
T
xin (28)
= s0Txin (29)
ここで s0T = sTEout(EinTEin)¡1EinT とする。同様に
C =
nout¡1X
i=0
xout
¤
[i] cos i! (30)
= cTxout
¤
(31)
= cTEout(Ein
T
Ein)¡1Ein
T
xin (32)
= c0Txin (33)
ここで c0T = cTEout(EinTEin)¡1EinT とする。
s0; c0 はともに nin 次元のベクトルであり、入力された未知
データ xin と s0; c0 の内積をとることで S;C が計算できること
になる。s0; c0 は未知データに依存せず、固有空間を求めた時
点であらかじめ計算しておけるので、未知の入力 xin が変わっ
ても内積だけで計算が可能である。
2. 6 複数パラメータの推定
上記のように、角度 ' だけでなく位置 x; y などの他のパラ
メータも同時に推定するためには、それらに対応するトラック
情報を付加する。
つまり
x =
0BBB@
xin
xout
xout2
xout3
1CCCA (34)
として学習し、推定はそれぞれのパラメータで別々に行う。導
出の詳細と実際の推定実験結果は [2]を参照。
このように、一つのパラメータ (single port)だけでなく、複
数のパラメータ (multi-port)を推定するため、マルチポート固
有空間法と呼ぶ。
3. 連立方程式の最小ノルム推定について
式 (19)は線型方程式であり、
xout
¤
= Axin (35)
と書き直すことができる。つまり、この行列 Aを推定すればよ
いことになる。ここでは、連立方程式の Aを推定することが式
(19)と等価であることを（条件付で）示す。つまり本手法は、
Zout = [xout1;x
out
2; : : : ;x
out
M ] (36)
Z in = [xin1;x
in
2; : : : ;x
in
M ] (37)
を与えて、
Zout = AZin; A = [a1;a2; : : : ;anout ]
T (38)
を満たす nout £ nin の行列 Aを求めることと同じである。こ
こで各 aj は nin 次元の列ベクトルである。
まず列ベクトルを並べた行列 Zout の行を取り
Zout ´ [zout1 ;zout2 ; : : : ; zoutnout ]T (39)
とする。すると式 (38)の j 行目は
zoutj
T
= aTj Z
in (40)
zoutj = Z
inTaj (41)
となる。ここで最小ノルム型一般逆行列を用いると
aj = Z
in(Z in
T
Z in)¡1zoutj (42)
と表せる。したがって、
[a1 a2 ¢ ¢ ¢ ] = Z in(Z inTZ in)¡1[zout1 zout2 ¢ ¢ ¢ ] (43)
AT = Z in(Z in
T
Z in)¡1Zout
T
(44)
A = Zout(Z in
T
Z in)¡TZ in
T
(45)
となる。
ここで
Z =
"
Z in
Zout
#
(46)
なる行列 Z を考える。これを特異値分解して
Z = EDV T (47)
とすると、式 (5)と同様に
E =
Ã
Ein
Eout
!
(48)
と書けるので、
Z in = EinDV T (49)
Zout = EoutDV T (50)
となる。これを式 (45)へ代入すると、
A = EoutDV T¡
(EinDV T )TEinDV T
¢¡T
(EinDV T )T (51)
= EoutDV T³
(DV T )¡1(Ein
T
Ein)¡1(V DT )¡1
´T
V DTEin
T
(52)
= EoutDV T
(V TD)¡T (Ein
T
Ein)¡T (DTV )¡TV DTEin
T
(53)
= Eout(Ein
T
Ein)¡1Ein
T
(54)
したがって、これは式 (19)と同等であり、本手法は入力と出
力のベクトルをノルム最小の線形関係で結びつけるものに等し
い。ただし上記の議論では、M =M 0 > nin > nout、つまり次
元削減がなくサンプル数が入力次元より大きいことを仮定して
いる。
計算コストの比較は [2]を参照。
4. 平面への投影について
前節で示したように、本手法の主要部分は連立方程式であり、
また付録に示すように、複素平面上（もっと一般に R2 平面）
の単位円への投影と見ることができる。ここでは、連立方程式
とそのような投影との関係を、見通しをよくするために 1軸回
転の姿勢パラメータ推定に議論を絞り、本手法の単位円への写
像がどのようなものかを説明する。
式 (38)より、入出力関係は
xouti =
0BBBBBBBBBB@
aT1 x
in
i
aT2 x
in
i
...
aTj x
in
i
...
aTnoutx
in
i
1CCCCCCCCCCA
(55)
である。ここで本手法では、トラック情報 xouti は与えられた
パラメータに対応する位相 'i をもつ周期 ! の正弦波であるの
で、以下のようなベクトルである。
xouti =
³
sin(! ¡ 'i); sin(2! ¡ 'i); : : : ;
sin(j! ¡ 'i); : : : ; sin(N! ¡ 'i)
´T
(56)
=
Ã
sin
³
1
N
¼ ¡ 'i
´
; sin
³
2
N
¼ ¡ 'i
´
; : : : ;
sin
³
j
N
¼ ¡ 'i
´
; : : : ; sin
³
N
N
¼ ¡ 'i
´!T
(57)
ただし情報トラックの長さ nout が半周期分になるような周期
! = ¼
nout
を考え、見易さのため N = nout とおく。
すると、式 (55)の j 行に注目すると
aTj x
in
i = sin
³
j
N
¼ ¡ 'i
´
(58)
である。これは平面の方程式とみなすことができる。すなわち、
法線が aj で、原点からの距離が sin
¡
j
N
¼ ¡ 'i
¢
である超平面
が、点 xini を通る（もしくはその超平面上に xini が乗ってい
る）ことを意味する。（注2）
同様に式 (55) のすべての行を考えると、法線がそれぞれ
a1; : : : ;aN である超平面がすべて点 xini を通り、それぞれの
超平面の原点からの距離が sin
¡
1
N
¼ ¡ 'i
¢
; : : : ; sin
¡
N
N
¼ ¡ 'i
¢
である。
また出力の次元は入力の次元よりも小さい（nin > nout = N）
ため、高々rank(A) = N である。1軸回転の姿勢パラメータ推
定の場合、出力は R2 上の単位円と考えられるため、実際には
rank(A) = 2 である。つまり各法線ベクトル a1; : : : ;aN のう
ち 2つが独立である。
4. 1 N = 2の場合
N = 2、つまり情報トラックのベクトルの要素が 2の場合、
以下のようになる。
aT1 x
in
i = sin
³
1
2
¼ ¡ 'i
´
= cos'i (59)
aT2 x
in
i = sin
³
2
2
¼ ¡ 'i
´
= sin'i (60)
すなわち、行列 Aによって点 xin は法線 a1;a2 が張る平面
に投影される（図 2参照）。また原点からの距離が sin'i; cos'i
であるため、二つの平面は直交する（つまり a1 ? a2）。
4. 2 N > 2の場合
N > 2、つまり情報トラックのベクトルの要素が 2より大き
くても、1軸回転のパラメータだけであれば、図 3のようにな
る。つまり行列 Aによって、点 xin は法線 a1; : : : ;aN が張る
2次元平面（rank(A) = 2)なので）に投影される。また xin を
通る平面群は、原点からの距離が sin に従うため、それぞれ等
角度 ¼
N
で交わる。
4. 3 内積をとった場合
2. 5節において、出力トラック情報ベクトルと s; cとの内積
について述べた。これは N > 2の場合に出力を S;C の 2要素
にする操作であるが、前項と同様に解釈することができる。
まず s; cを以下のようにとる。
（注2）：距離が負になる場合には、法線ベクトルが逆を向くと考えればよい。
図 2 N = 2 の場合
図 3 N > 2 の場合
s =
Ã
sin
1
N
¼; sin
2
N
¼; : : : ; sin
N
N
¼
!T
(61)
c =
Ã
cos
1
N
¼; cos
2
N
¼; : : : ; cos
N
N
¼
!T
(62)
これを式 (55)の両辺にかける。sの場合、まず左辺は
sTxouti =
NX
j
sin
j
N
¼ sin
³
j
N
¼ ¡ 'i
´
(63)
=
1
2
NX
j
n
cos
³
2j
N
¼ ¡ 'i
´
¡ cos'i
o
(64)
= ¡N
2
cos'i (65)
となり、右辺は
sT
0BBBBBBBBBB@
aT1 x
in
i
aT2 x
in
i
...
aTj x
in
i
...
aTnoutx
in
i
1CCCCCCCCCCA
=
NX
j
n
sin
j
N
¼(aTj x
in
i)
o
(66)
=
Ã
NX
j
sin
j
N
¼aTj
!
xini (67)
したがって、
Ã
NX
j
sin
j
N
¼ aTj
!
xini = ¡N
2
cos'i (68)
となる。これは、a1; : : : ;aN の sinによる重み付け和を法線と
し、原点からの距離が N
2
cos'i である平面が点 xin を通るこ
とを意味する。
cの場合も同様にすると、Ã
NX
j
cos
j
N
¼ aTj
!
xini = ¡N
2
sin'i (69)
が得られる。
式 (68) と式 (69)のうち、重み付け法線部分をそれぞれ ;
とおいてこれらの式を書き直すと、以下の式が得られる。
Txin = sin'i; 
Txin = cos'i (70)
これは N = 2 の場合における式 (59)、式 (60) と同じ形式で
ある。
つまり、N > 2の場合であっても、s; cとの内積をとること
によって N = 2と同様の平面への投影を得ている。
5. サンプル数と線形写像の学習について
前節までで、本手法の主要部分は線形連立方程式の最小ノル
ム推定であり、推定されたその線形写像が画像列がなす多様体
上の点を 2次元平面上の単位円に写像することを説明した。こ
こでは、実際にそのような写像が得られるのかどうかを、次元
とサンプル数の点から説明する。
本手法の入出力を関係づける式 (38)は
[xout1; : : : ;x
out
M ] =
0BB@
aT1
...
aTnout
1CCA [xin1; : : : ;xinM ] (71)
であるが、一部分だけに注目すると
xouti = a
T
j x
in
i (72)
である。ここで未知数は nin 次元ベクトル aj なので、式が nin
あれば一意に決まる。しかし i = 1; : : : ;M なので、M < nin
ならば式 (71)を満たす無数の解が存在する。
つまり、学習サンプル数M が、入力画像の次元 nin よりも
小さい場合、学習セットを完全に記述する行列 Aが存在し、こ
の行列により学習画像の多様体上のサンプル点は厳密に 2次元
平面上の単位円に投影される。
学習サンプル数M が、入力画像の次元 nin よりも大きい場
合、学習画像は厳密には 2次元平面上の単位円周上には写像さ
れず、その付近に（最小二乗の意味で）投影される。
[2] の実験に用いている COIL-20 [19] は、画像サイズが
nin = 128 £ 128 であり、サンプル数は M = 72 枚なので、
十分に上記の条件を満たしている。しかし、学習画像は単位円
に厳密に投影できてはいるが、学習セットにない未知サンプル
を投影した場合に単位円周上に乗るという保証はない。ただし
ある条件が満たされる場合には、単位円周上に乗り未知サンプ
ルの推定が行われる（ [2]参照）。
(a) (b)
図 4 サンプル数と学習される投影の関係。(a) M < nin の場合。(b)
M > nin の場合。
6. お わ り に
本稿では、線形写像によって多様体の教師付き学習をおこな
うマルチポート固有空間法について議論した。
本稿での内容をまとめると、以下のようになる。
² マルチポート固有空間法は学習時の入出力ベクトルを連
結して固有空間による学習を行い（2. 2 節）、BPLP により推
定を行う（2. 3節）ものである。出力ベクトルが冗長であって
も、ベクトルの内積により冗長さを除いている（2. 5節）。
² 本手法の処理は、学習時の入出力を線形写像で関係付け
た連立方程式の最小ノルム解推定に等しい（3.節）。
² 1軸回転パラメータの場合、付属する出力ベクトル（情報
トラック）を正弦波として定義しているため、線形写像によって
入力ベクトルは平面上の単位円周 S1 上に投影される（4.節）。
² 学習サンプル数M が入力画像の次元 nin よりも小さい
場合、線形写像 Aは無数に存在し、学習時の入力ベクトルは単
位円への投影は厳密にされる（5.節）。
本手法は、画像補間のための手法である BPLP [4]から出発
している。つまり、欠損画素の輝度値推定を出力ベクトルによ
るパラメータ推定に置き換えたものである。これが学習の入出
力ベクトルを連結するということと同じになっている。学習の
入出力ベクトルを連結するというアイデアは素朴なものであり、
Active Appearance Model [20]やEigen-points [21]などにも同
様のものが見られる。DCCA (Dynamic Coupled component
Analysis) [22] を提案した Torre らは、このようにして関係付
られた場合には一方から他方の推定は最適なものではないと指
摘している [22]。しかし、3. 節で述べたように、この考え方は
（次元を削減しなければ）連立方程式による推定と同じであり、
この意味では最適な推定になっていると思われる。逆に、出口
ら [23]～[25]は入出力を線形写像で結び付けており、こちらも
同様に素朴な考え方である。
次元を削減した場合にはどうなるだろうか。出口ら [24], [25]
は入出力を線形写像で直接関連付けた場合の学習能力とパラメ
トリック固有空間法に対して、本節と同様の議論を行っている。
それによると、固有空間による次元削減が汎化性能を向上させ
ているとされているが、本手法における学習の汎化性能も同様
に議論することができると思われる。また学習サンプル数と入
力の次元についても、本稿と同じ議論がなされており [24], [25]、
学習サンプル数が入力の次元より小さい場合には（当然ながら）
無数の解が存在することを指摘している。
また [2]でも述べているが、式 (13)と式 (19)より、
xin
¤
= Ein(Ein
T
Ein)¡1Ein
T
xin ´ Ein (73)
xout
¤
= Eout(Ein
T
Ein)¡1Ein
T
xin ´ Eout (74)
である。つまり入力の最良近似係数  を用いて、出力を近似し
ていることになる。この考え方は Vetterらの Linear class [26]
に見られる。彼らは 3次元ベクトルに対して剛体変換を行って
も不変であることを利用しているものであるが、細井ら [27]は
2次元の固有画像に対して同様の処理を行っている。このまま
の形では、係数をそのまま用いるという考え方の有効性が見え
にくいが、本稿で示したように、「入力の最良近似係数を出力の
近似に用いる＝入出力を線形で結びつける＝入出力ベクトルを
連結して固有空間を作成する」という形で見通せると思われる。
最後に、画像もしくはベクトルの一部分（入力）から他の部
分（出力）を推定するという本手法の考え方は、もっと一般的
に扱えるということを指摘しておく。Iwamura ら [28] は文字
検出のために部分画像中の基点から特徴点への投票を行ってい
る。投票と連立方程式は異なる処理ではあるが、どちらも入出
力を関係付ける写像とみなすことで、共通した問題を解くこと
ができるかもしれない。
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付 録
1. 位相推定の原理
ここでは、式 (21)と式 (22)で推定される位相 'について考
察する。
1. 1 連続の場合
まず離散的な定式化から一旦離れて、連続的な定式化につい
て見る。
まず式 (21)における xout を、要素の添字 iで表されるベク
トルではなく、時間 tの関数
xout(t) = K sin(!t¡ ') +D (A¢1)
として考える。すると、
S =
Z T
0
xout(t) sin!t dt (A¢2)
ここで T = 2¼
!
である。これを式変形すると、
S =
Z T
0
xout(t) sin!t dt (A¢3)
= K
Z T
0
sin(!t¡ ') sin!t dt+D
Z T
0
sin!t dt (A¢4)
=
¡K
2
Z T
0
cos(2!t¡ ') dt+ K
2
Z T
0
cos' dt (A¢5)
=
¡K
2
h
1
2!
sin(2!t¡ ')
iT
0
+
K
2
cos' [t]T0 (A¢6)
=
¡K
4!
fsin(2!T ¡ ') sin(¡')g+ K
2
T cos' (A¢7)
=
¡K
4!
fsin(4¼ ¡ ') sin(¡')g+ K¼
!
cos' (A¢8)
=
¡K
4!
fsin(¡') sin(¡')g+ K¼
!
cos' (A¢9)
=
K¼
!
cos' (A¢10)
C についても同様に
C =
Z T
0
xout(t) cos!t dt (A¢11)
= K
Z T
0
sin(!t¡ ') cos!t dt
+D
Z T
0
cos!t dt (A¢12)
=
K
2
Z T
0
sin(2!t¡ ') dt
+
K
2
Z T
0
sin(¡')t dt (A¢13)
=
K
4!
[cos(2!t¡ ')] + K
2
sin' [t]T0 (A¢14)
=
K
4!
fcos(4¼ ¡ ')¡ cos(')g+ K¼
!
sin' (A¢15)
=
K
4!
fcos(')¡ cos(')g+ K¼
!
sin' (A¢16)
=
K¼
!
sin' (A¢17)
よって
C
S
=
sin'
cos'
= tan' (A¢18)
したがって
tan¡1
³
C
S
´
= ' (A¢19)
以上のように、位相 'が計算できることが分かる。
1. 2 複素フーリエ変換
S;C は実数なので、複素数 C + jS を考える。ここで j は虚
数単位である。いま、正弦波の周波数を !0 とすると、
xout(t) = K sin(!0t¡ ') +D (A¢20)
である。前項の計算式を用いると、
C + jS =
Z T
0
xout(t) cos!0t dt
+ j
Z T
0
xout(t) sin!0t dt (A¢21)
=
Z T
0
xout(t)(cos!0 + j sin!0t) dt (A¢22)
=
Z T
0
xout(t)e¡j!0t dt (A¢23)
これは xout(t) のフーリエ変換に他ならない。ここで x(t) の
フーリエ変換を F [x(t)](!)とすると、
C + jS = F [xout(t)](!0) (A¢24)
である。また xout は周波数を !0 しか持たないので、
F [xout(t)](!) =
8<:C + jS; ! = !00; ! j= !0 (A¢25)
となる。
以上より、位相 ' = \(C + jS)、つまり複素数 C + jS の偏
角で表されている。
1. 3 離散フーリエ変換
複素フーリエ変換と同様に、離散フーリエ変換も以下のよう
に考える。
S =
nout¡1X
k=0
xout[k] sin k!0 (A¢26)
C =
nout¡1X
k=0
xout[k] cos k!0 (A¢27)
より、
C + jS =
nout¡1X
k=0
xout[k] cos k!0
+ j
nout¡1X
k=0
xout[k] sin k!0 (A¢28)
=
nout¡1X
k=0
n
xout[k] cos k!0
+ jxout[k] sin k!0
o
(A¢29)
=
nout¡1X
k=0
xout[k](cos k!0 + j sin k!0) (A¢30)
=
nout¡1X
k=0
xout[k]e¡jk!0 (A¢31)
=
nout¡1X
k=0
xout[k]e
¡j 2¼kn0
nout (A¢32)
ここで !0 = 2¼ n0nout とおいた。また N = n
out, xk = x
out[k]
とおくと、
C + jS =
N¡1X
k=0
xke
¡j 2¼kn0
N (A¢33)
これは xk の離散フーリエ変換に他ならない。
ここで x[i]の離散フーリエ変換を F [x[i]](n)とすると、
C + jS = F [xout[i]](n0) (A¢34)
である。また xout は周波数を !0 しか持たないので、
F [xout[i]](n) =
8<:C + jS; n = n00; n j= n0 (A¢35)
となる。
