Abstract. We investigate algorithms for computing steady state electromagnetic waves in cavities. The Maxwell equations for the strength of the electric eld are solved by (1) a penalty method using common linear and quadratic node-based nite elements, and (2) a mixed method with linear and quadratic nite edge elements for the eld values and corresponding node-based nite elements for the Lagrange multiplier. These are two approaches that avoid so-called spurious modes which are introduced if the divergence-free condition for the electric eld is not treated properly. The resulting large sparse matrix eigenvalue problems have been solved by various algorithms (1) subspace iteration, (2) block Lanczos algorithm, (3) implicitly restarted Lanczos algorithm and (4) Jacobi-Davidson algorithm. For all nite element approximations we compare the amount of work it takes each solver to compute a few of the smallest positive eigenvalues and corresponding eigenmodes to a given accuracy.
Introduction
Most particle accelerators use standing waves in cavities to produce the high voltage RF elds required for the acceleration of the particles. The mathematical model for these high frequency electromagnetic elds is the eigenvalue problem solving the Maxwell equations in a bounded volume 28] .
Usually, the eigen eld corresponding to the fundamental mode of the cavity is used as the accelerating eld. Due to higher harmonic components contained in the RF (radio frequency) power fed into the cavity, and, through interactions between the accelerated particles and the electromagnetic eld, higher order modes can be excited. The RF engineer designing such an accelerating cavity therefore needs a tool to compute the fundamental and about ten to twenty of the following eigenfrequencies together with the corresponding electromagnetic eigen elds.
Historically, the attempts to solve such Maxwellian eigenvalue problems have very often suffered from so-called spurious modes that disturbed the searched eigenmodes, in particular with nite element approximations in three dimensions. A method invented between 1975 and 1980 by Weiland 59 ] 60], the so called nite integration technique (FIT), could completely avoid the problem of spurious modes, but at the price of going back to a nite di erence scheme.
Real cavities mostly have smooth inner surfaces with exceptions at special points where the surface geometry can have ne structural details like e.g. at a coupling loop for feeding-in the RF power. Such strong variations of scale clearly favour nite element methods against nite di erence schemes. In the rst half of this paper we will review methods to solve the stated problem based on nite elements while avoiding the spurious modes in a proper way. These methods are the penalty method introduced by Leis 38] and the mixed formulation method proposed by Kikuchi 31] . In the former approach the e ect of the penalty term is to shift the spurious eigenfrequencies to the right of the desired part of the spectrum. In the nite element discretization of the penalty method, each component of the electric eld is represented individually by ordinary node-based elements. The nite element discretization of the mixed method is most naturally made up by using N ed elec's edge Cross section of two di erent designs for accelerating cavities. On the left the original design that is presently in operation; on the right the future design. The plane of these two cross sections is perpendicular to the accelerator midplane and tangential to the orbit of the accelerated particles. Both cavities extend prismatically in the radial direction over approximately 3.3 meters.
eld and node elements for the Lagrange multiplier. In this way, the computed approximate eigenmodes are naturally split into (physically meaningless) curl-free and (in a discrete sense) divergence-free modes. In the engineering literature the advantages and disadvantages of the two approaches are discussed intensely 58] 41]. While the edge elements in general situations better re ect the properties of the physical solutions the node-based elements seem to allow more e cient implementations, cf. section 5.
In the second half of the paper we report on our search for fast algorithms to solve the large sparse eigenvalue problems that are obtained when discretizing the above approaches by nite elements. We investigated Rutishauser's subspace iteration 45], the block Lanczos algorithm 24], Sorensen's implicitly restarted Lanczos algorithm 53] and the recently proposed Jacobi-Davidson algorithm 52]. In a rst approach we conducted our experiments by means of the simple model of a rectangular box. This particular model problem can be solved analytically, cf. section 6, a fact that allows to compare the numerical results to an absolute reference. Moreover, as seen in Fig. 1 .1, for separate sector cyclotrons like the 590 MeV ring cyclotron installed at the Paul Scherrer Institute (PSI) in Villigen, Switzerland, the gross shape of a cavity is usually well approximated by a rectangular box. Figure 1 .1 also shows that the future design will deviate from this shape.
The outline of the paper is as follows. In section 2 we will state the problem followed by a mathematical treatment in sections 3 and 4. In section 5 we give an overview of nite element approaches that have been taken to solve the problem numerically. In particular, we will discuss the origin of spurious modes and methods to avoid them. In section 6 we give the analytic solutions of our model problem, the cavity of the shape of a rectangular box. In section 7 we present the four above mentioned algorithms. In section 8 we compare their performance in solving the model problem.
Statement of the problem
Without changing the basic structure of the problem one can assume that the metallic surfaces are perfectly conducting and that the inside volume of the cavity is all in vacuum. We assume
to be an open domain in R 3 with a connected Lipschitz-continuous boundary.
With these assumptions, the electromagnetic eld in the cavity is described by the Maxwell equations 28, p.353], 36], 18, xI .4] ? " c @ @t E(x; t) + curl H(x; t) = 0; (2.1) div E(x; t) = 0; x 2 ; t > 0; (2.2) c @ @t H(x; t) + curl E(x; t) = 0; (2.3) div H(x; t) = 0; (2.4) where E is the electric eld intensity, H is the magnetic eld intensity and c is the speed of light. " and are permittivity and permeability, respectively, of the material in the cavity. In the case of vacuum = " = 1.
The boundary conditions of perfectly conducting surfaces require that the tangential components of the electric eld as well as the normal component of the magnetic eld vanish, n E = 0; n H = 0; x 2 ?; t > 0: (2.5) Here, n is the outward normal vector.
By separating E and H into their spatial and temporal components, E(x; t) = e(x)e i!t and H(x; t) = i h(x)e i!t , the functions e and h, have to satisfy the equations curl e(x) = i!h(x)=c; curl h(x) = ?i!e(x)=c; div e(x) = div h(x) = 0; (2.8) together with div e = 0 equations (2.7) become ? e(x) = e(x); div e(x) = 0; n e = 0; x 2 ; x 2 ? := @ : (2.9) Notice, that instead of eliminating h in (2.1) we could have eliminated e in (2.3) to obtain equations de ning h di ering from (2.7) only in the boundary condition.
The eigenvalue problem (2.7) can be solved analytically for a few particular domains. In section 6 we give the eigenvalues and eigenmodes of the case where is a rectangular box. In 28, p.355] the right circular cylinder is discussed. Torres del Castillo 55] solved the eigenvalue problems in spherical and cylindrical domains.
Basic properties of the eigenvalue problem
We denote by L 2 ( ) 3 the space of 3-vector valued square integrable functions on equipped with the usual inner product 
From a mathematical point of view, this is the simplest weak formulation for (2.7). We will use it to derive the basic properties of the eigenvalue problem. From a practical point of view, the formulation (3.4) has the drawback that the divergence-free condition contained in the de nition of W 0 is in general di cult to implement 31].
As W 0 is continuously embedded in H 1 ( ) 3 from which we see that the corresponding h := curl e satis es the proper boundary condition (2.5).
Alternative formulations for the eigenvalue problem
As mentioned in the previous section, the divergence-free condition makes it very di cult to nd appropriate nite dimensional subspaces of W 0 in which the eigenvalue problem (3.4) can be solved approximately. Therefore, alternative formulations have been seeked that lead to easier numerical implementations. The rst one is to simply omit the divergence-free condition: Find ( ; e) 2 R H 0 (curl; ) such that e 6 = 0 and (curl e; curl ) = (e; ); 8 2 H 0 (curl; ):
In this approach the functions e 2 grad H 1 0 ( ) that were removed in the transition from H 0 (curl; ) to W 0 are reintroduced. As indicated in (3.2) these curl-free functions form an in nite-dimensional subspace of H 0 (curl; ). In (4.1), they become the eigenmodes corresponding to the eigenvalue zero. The hope is that because of their non-zero divergence these functions are easy to detect. Additionally, if ( ; e) is an eigenpair of (4.1) with > 0, then div e = 1 div (curl curl e) = 0. Therefore, the eigenmodes corresponding to positive eigenvalues implicitly satisfy the divergence-free condition (2.7b) and are thus solutions of the eigenvalue problem (2.7). However, if problem (4.1) is approximated by a nite dimensional subspace of H 0 (curl; ) the zero eigenvalues may move away from 0 causing a so-called spectral pollution. Notice that the three components of the functions v h 2 W h are connected only through the boundary condition n v h = 0. case this number is 81 or 51, respectively, depending on whether the row corresponds to a node at a vertex or at an edge midpoint. These numbers are of course smaller for points close to the boundary. The corresponding numbers are three times as big for the matrix A.
To give rates with which eigenvalues h and corresponding eigenmodes u h of (5.3) converge towards the exact solutions we assume that the eigenmodes are contained in H 0 (curl; ) \ H k+1 ( ) 3 . Let h u be the (unique) interpolate of u in W (k) h , k = 1; 2, i.e., h u coincides with u at all the nodal points. Then, because kcurl uk 2 0; + s kdiv uk 2 0; max(2; 3s) From the above, it is not clear, whether linear elements or quadratic elements should be recommended for computing results of a certain accuracy. The convergence rate is of course favorable for the quadratic elements. The number of elementsneeded to get a certain accuracy is smaller for quadratic elements than for linear ones. The matrices obtained with quadratic elements are however more densely populated and the solution of the corresponding matrix eigenvalue problems is more computationally demanding. Therefore, it is not a priori clear from which point on the quadratic elements are to be preferred. (1) h is constant along the x 1 -axis and linear along the x 2 -axis and x 3 -axis. It is uniquely determined by its values on the element edges parallel to the x 1 axis, cf. where A and M are n-by-n and C is n-by-m.
Formally, spaces consisting of common node-based nite elements could have been chosen for V h and X h in (5.7). However, edge elements have some crucial advantages. We rst note that
From this inclusion, the Brezzi-Babu ska condition for (5. 
In particular, the eigenspace corresponding to the eigenvalue 0 has dimension m = dim X (k) h . Remark. Equation (5.12) corresponds to the`non-pollution condition' for the conforming nite element approximation of the model problem by Gruber and Rappaz 25, p.20]. Notice that for the H(curl; ) consistent nite elements more recently introduced by N ed elec 43] no corresponding X h can be constructed that make (5.12) true. These nite elements have equal polynomial degree with each variable, i.e. they are trilinear or triquadratic in the simplest cases. Webb 58] states that only H(curl; ) consistent nite elements with non-equal polynomial degrees are free of spectral pollution.
In a way similar to the continuous case, we can decompose any v h 2 V (k) h in the form v h = (v h ? grad q h ) + grad q h =: w h + grad q h , where q h 2 X (k) h is de ned by (grad q h ; grad ') = (v h ; grad '); 8' 2 X (k) h :
Then, v h = w h + grad q h splits V (k) h , in a discrete sense, into a divergence-free and a curl-free part. In this way, we have obtained for the discrete problem a decomposition similar to (3.2), However, surprisingly, there are some eigenvalues that actually do converge monotonically, see the discussion in subsection 8.1.
In order that u h = P n j=1 j j is in W (k) corresponding to positive eigenvalues. We can therefore compute the desired eigenpairs ( j ; x j ) of (5.10) by means of (5.14) alone. The computed eigenvectors corresponding to positive eigenvalues will automatically satisfy the constraint C T x j = 0. It is however to be expected that the high-dimensional zero eigenspace has a negative e ect on the convergence rates of the solution methods. Remark. With node-based nite elements or also with the more recent N ed elec elements 43] equation (5.10) cannot be simpli ed to (5.14). So, in an actual computation, the eigenvector approximations would have to be kept orthogonal in every iteration step to the m columns of C. This is a huge amount of work as m is very large. This approach appears to be computationally On the other hand, the matrix eigenvalue problem (5.4) for the node elements is simpler than either (5.10) or (5.14). While (5.4) can be solved e ciently with standard solvers the eigenvalue problems for the edge element need particular precautions on order not to be trapped in the high-dimensional zero eigenspace 41] 46]. However, the matrices originating from the node elements are less sparse than those originating from the edge elements 14] 34]. An advantage of the node elements is the availability of software for pre-and post-processing as e.g. generation of the nite element mesh and visualization of the computed results. Remark. Bespalov 7] proposed an approach similar to the penalty method to solve (5.14). If Because e must not be 0, at most one of the k 1 , k 2 , and k 3 can vanish at the same time.
As n equals one of the axis vectors on each face of the box, one easily veri es that these functions satisfy the boundary conditions n e = 0. Let us consider e.g. the case of the face Notice that this argument does not take into account that di erent k triplets may yield the same eigenvalue.
7. Algorithms for solving the matrix eigenvalue problems In this section we survey the numerical methods that we will apply to the model problem in the next section. We will investigate four algorithms for computing a few of the smallest (positive) eigenvalues of the matrix eigenvalue problems (5.4) for the penalty methods and (5.14) for the mixed methods. These algorithms are (i) subspace iteration with shift-and-invert strat- Iteration: for k = 1; 2; : : : do
(vii) Convergence test. Algorithm 
7.1: Subspace iteration
x T My. The spectral transformation leaves the eigenvectors unchanged. The eigenvalues of (7.1) close to the shift become the largest absolute of (7.2). In addition they are relatively wellseparated which improves the speed of convergence of Krylov subspace methods such as subspace iteration or Lanczos algorithm 45]. The cost of the improved convergence rate is the LDL Tfactorization of A ? M. Algorithm 7.1 is an implementation of the subspace iteration that was originally proposed by Rutishauser 47] (see also 45, p.293]) for solving (7.2). We chose the shift close to but below the lowest eigenvalue of (7.1) such that the Cholesky factorization of A ? M exists.
The columns of the matrices Q k in Algorithm 7.1 form an M-orthonormal basis of C k Q 0 , C := (A ? M) ?1 M. If the columns of Q 0 are chosen M-orthogonal to N(A) initially then the columns of Q k stay so, at least in exact arithmetic. The angle between the range R(Q k ) of Q k and the space spanned by the eigenvectors corresponding to the q largest eigenvalues of (7.2) decreases like j q+1 j=j q j. (Here, the eigenvalues are numbered according to decreasing modulus, counting multiplicities.) In steps (iv)-(vi) of Algorithm 7.1 the Ritz vectors of (7.2) in R(Q k ) are computed. This so-called Ritz step improves the convergence rate of the individual columns of Q k to j q+1 j=j i j, i = 1; : : : ; q. Therefore, when computing p eigenvalues the number q of actually iterated vectors should be chosen larger than p. The convergence test usually consists of a check if the angle between the space spanned by the rst p columns of Q k?1 and Q k , respectively, is su ciently small, e.g. k(I ? Q k Q T k M)Q k?1 k < ". Algorithm 7.1 uses space for a triangle of the symmetric sparse matrices for A ? M (or its Cholesky factor, respectively) and for M. As the ve blocks Q k?1 , Q k , MQ k , Y k and Z k are not used at the same time three arrays of size n q su ce to store them. MZ k is a byproduct of the M-orthogonal QR factorization of Y k (implemented as the modi ed GramSchmidt procedure 24]) and can be transformed into MQ k by MQ k = MZ k G k .
Notice that it is not necessary to execute (iii) to (vii) in every iteration step 45, p.294] 47].
It is possible to execute (iii) to (vii) only every m-th iteration step. In the m ? 1-th iteration step the columns of Q k have to be M-orthonormalized. In all other iteration Q k can be set to Y k .
When solving the matrix eigenvalue problem (5.14) originating from the mixed methods the above spectral transformation maps the zero eigenvalue into ? 1 Iteration: for k = 1; 2; : : : do contains a good approximation to some eigenvector of (7.2). In particular, the three term recurrence (7.4) does not su ce to guarantee the orthogonality of Q k+1 against all previous Q j . A number of precautions have been invented to avoid the loss of orthogonality among the be the non-blocked analogue of (7.5). Then, after p + k iterations the Lanczos relation CV p+k = V p+k T p+k + r p+k+1 e T p+k ; C = (A ? M) ?1 M; (7.8) holds. Now, k sweeps of the QR algorithm 45] with shifts 1 ; : : : ; k are applied to T p+k such thatT =Q T T p+kQ ,Q = Q 1 Q k , where Q i represents the QR sweep with shift i .
Multiplication of (7.8) byQ from the right yields CV p+kQ = (V p+kQ )(Q T T p+kQ ) + r p+k+1 e T p+kQ : (7.9) As the orthogonal matrices Q i , i = 1; : : : ; k, are Hessenberg matrices 23],Q has k nonzero subdiagonals. Therefore, the last k + 1 columns of r p+k+1 e T p+kQ (and only these) are nonzero.
LetV p be the rst p columns of V p+kQ andT p the p p principal submatrix ofT =Q T T p+kQ and letr p+1 be the p-th column (i.e. the rst non-zero column) of r p+k+1 e T p+kQ . Then CV p =V pTp +r p+1 e T p (7.10) which is the Lanczos relation obtained if p iteration steps of the Lanczos algorithm (7.6) are executed with starting vectorV p e 1 .
In the above discussion the shifts 1 ; : : : ; k have not been speci ed. In ARPACK they are chosen as the k eigenvalues ofT p+k furthest away from the desired target value . There is a danger that the same eigenvalues and shifts are computed over and over again resulting in slow convergence. Therefore, in 13] the use of Leja points is advocated. This in nite number of points is distributed uniformly on a given interval and can be computed sequentially.
As information is discarded the implicitly restarted Lanczos algorithm converges more slowly than the Lanczos algorithm. where P =qq T M is the M-orthogonal projector onto spanfqg. For computing ( ; u), Jacobi 29] proposed to alternatingly determine # from (7.12) with given v and v with given # from (7.13).
He however considered the particularly simple case whereq = e 1 .
In the Jacobi-Davidson algorithm (~ ;q) is obtained from a Ritz-Galerkin projection of (7.11) onto the space spanned by the columns of V k 2 R n k , V T k MV k = I k ,
(7.14)
Notice, that for any Ritz pair (~ ;q) of (7.14) the residual r := (A ?~ M)q is by construction orthogonal (in the Euclidean sense) to spanfV k g. Setting # = 0, a correction v can be determined by (7.13), which is solved instead of (7.16). If (7.16) is solved exactly, then one step of the algorithm turns out to be a step of the Rayleigh quotient iteration 52] which converges cubically for symmetric eigenvalue problems 45]. If (7.16) is solved only approximately, this high convergence rate gets lost. There is a trade-o between speed of convergence and the amount of work one is willing to spend for solving (7.16) . If (7.16) is solved more accurately fewer iteration steps are needed until convergence 52].
Memory space is needed for the blocksQ,W,Ỹ , and V . Thus, besides the storage for the matrices A ? M and M, (3p + j max )n memory locations are needed. 7.5. A rst comparison of the algorithms. The convergence rate of subspace iteration is linear. This can be observed from a few iteration steps. In the Lanczos algorithm eigenvalues and eigenvectors converge exponentially while the convergence rate is quadratic with the JacobiDavidson algorithm. These are asymptotic convergence rates.
A disadvantage of the Lanczos algorithm is its memory requirement that depends on the number of iterations that have to be executed until convergence. Thus it is somewhat unpredictable. The memory requirement of the other three algorithms is proportional to the order of the problem n and the number p of eigenvalues that are to be computed. In order to reduce the number of accesses to the large sparse matrices it appears to be advantageous to have blocked algorithms.
The shift-and-invert strategy requires the solution of a linear system of equations in each iteration step. These systems can be solved iteratively. It is not yet clear how accurately these systems have to be solved. The methods based on the Lanczos algorithms require a certain accuracy as otherwise the recurrence relations are not satis ed well enough. It is still an open problem how to nd good preconditioners for linear systems originating from eigenvalue problems.
In the design of particle accelerators a sequence of`close' eigenvalue problems have to be solved. It is therefore useful if the solutions of one problem can be reused as initial data for the next problem. This is easy in subspace iteration and in the Jacobi-Davidson algorithm. It is not clear how to reuse data in the Lanczos based procedures. Lehoucq et al. 37] propose to start the Lanczos procedure with the average of the eigenvectors computed in the previous problem.
8. Numerical experiments In this section we consider methods for computing the 15 smallest eigenvalues of (4. The preliminary computational results that we present in this section have been obtained with the four algorithms presented in the previous section. The algorithms have been run on the 8-processor HP Exemplar SPP-2000 at the ETH Zurich. In this paper we present computations that have been executed in single processor mode. The experiments done in multiprocessor mode are reported in 1].
Subspace iteration was implemented according to Algorithm 7.1. To compute the p = 15 smallest eigenvalues and eigenmodes of the discretized eigenvalue problem we iterated with a subspace of dimension 30. The shift was chosen to be 48 < 1 . The Cholesky factorization in step (i) of the algorithm was obtained by a call to the sparse direct solver provided by VECLIB, the scienti c library on the HP Exemplar 27, Ch.6]. This solver computes the Cholesky or LDL T factorization of a matrix which is permuted according to the minimum degree algorithm that is modi ed to collect columns with like structure 4]. The factorization is done by a multifrontal algorithm that processes columns with like structure simultaneously. The same library routine is used with subspace iteration applied to (7.3) and with the block Lanczos algorithm. However, as the shift is within the convex hull of the spectrum, the Cholesky factorization is replaced by the LDL T factorization. The block Lanczos algorithm developed by Grimes et al. 24 ] is included in VECLIB as well 27, Ch.7] . The algorithm works with a dynamic shift-and-invert strategy, i.e., it restarts with a modi ed shift if all the eigenvalues close to the actual shift have been determined. We started with the shift = 48.
In the implicitly restarted Lanczos procedure (ARPACK) the inde nite system of equations (A ? M)x = y is solved iteratively by the algorithm SYMMLQ 44] . The accuracy of the solution of the linear system has to be at least as high as the desired accuracy in the eigenvalue calculation in order that the coe cients of the tridiagonal system (7.7) that is produced by the Lanczos procedure are reasonably accurate 37]. The shift was chosen again to be = 48. We experimented with ILU, SSOR and multigrid-type 11] preconditioners. In general, they reduced the number of iteration steps. But taking the execution times into account we obtained the best results with diagonal preconditioning. In Algorithm 7.3 we chose p = k = 15, i.e., the search space is expanded up to dimension 30 after which it is reduced to dimension 15 in the implicit restart procedure.
In the Jacobi-Davidson algorithm we solved the systems by the conjugate gradient squared (CGS) method 6, p.25] with diagonal preconditioning. (In tests we found that CGS was as e cient as Bi-CGSTAB 6, p.27] for our problems.) We started with the target value = 1 and chose again the shift = 48. There is a trade-o between the accuracy with which the correction equations (7.16) are solved and the number of iterations that are needed until convergence. We stopped the iterative solution of (7.19) in the`-th step if ks`k < (1:5) ?i kr i k wherer i is the right side ands`is the residual of (7.19). We obtained better results with the factor 1:5 than with 2 which is proposed in 21]. Here i indicates the number of times the system (7.19) has been solved to compute a certain eigenvalue. The counter i is reset to zero with each new eigenvalue to compute. For N ed elec elements we successively updated to be as large as the largest eigenvalue converged so far. In this way we prevented the vectors from converging to N(A).
8.1. Accuracy vs. mesh width. In Fig. 8 .1 the relative accuracy of the eigenvalues 1 , 8 , 9 , and 15 is plotted versus the mesh width h. h is the maximum of the mesh width over all the axis directions, h = maxfa=m 1 ; b=m 2 ; c=m 3 g. The m i have been chosen such that the subdomains get as near to a cube as possible. The`steps' in the curves appear if an eigenmode is insensitive against the change of the mesh width in a certain direction. This is certainly the case with unidirectional eigenmodes. The plots con rm the convergence rates given in section 5; the convergence rate is quadratic with linear elements and of fourth order with quadratic elements. The eigenmodes corresponding to the eigenvalues 1 is continuous. So, if E h 2 V (1) then also E h 2 W (1) . As div E h = 0, the penalty term does not spoil the eigenvalue approximation. So, the unidirectional eigenmodes and eigenvalues in V (1) and W (1) coincide. There are (little) di erences for V (2) and W (2) as we have chosen the piecewise quadratic nite elements of the serendipity class for W (2) . If we had chosen piecewise triquadratic nite elements instead, the eigenmodes and eigenvalues would have coincided as well. A consequence of this peculiarity is that the eigenvalues corresponding to triplets k with k 1 k 2 k 3 = 0 converge monotonically from above towards their exact counterparts.
The double eigenvalue 8 = 9 shows a di erent behavior. With the N ed elec elements we get two close eigenvalues that coincide within the accuracy requested by the convergence test. The eigenvalues obtained with the penalty method are higher than the ones with the mixed method. 8 obtained with the former is just slightly above 8 obtained with the latter. The di erence is about one percent with the coarsest meshes and decreases gradually with h. The di erence in 9 is about 10% and decreases with h, too. Apparently, the disturbing e ect of the penalty term varies among di erent eigenvalues and yields a splitting of eigenvalue pairs. 15 the plus-signs lay on the`horizontal' portion of the curves, while they lay on the`vertical' portion of the curves in the plots of 8 .
The reason for this is that 15 corresponds to an unidirectional eigenmode that is insensitive to changes in the grid in z-direction in which the cavity has its shortest extension. The eigenmode associated with 8 in turn is most sensitive to changes in this direction such that its accuracỳ jumps' if the number of elements in the z-direction increases.
The comparison of linear with quadratic element types reveals immediately that it is not worth using the former. The results obtained with the quadratic elements and the coarsest meshes are almost as accurate than those obtained with the linear elements and the nest mesh.
The behavior of the curves in Figs. 8.3 and 8.5 concerning the linear N ed elec elements lead to the following conclusions: The block-Lanczos algorithm is the fastest solver as long as its memory requirements can be met. Block-Lanczos is faster than the other algorithms by a at least a factor two. On the other hand, subspace iteration is always the slowest solution method. Implicitly restarted Lanczos is faster than Jacobi-Davidson by 10-20%. The di erence is more pronounced with very small problems.
For all algorithms, the ratio of execution time to accuracy is about an order of magnitude worse with N ed elec elements than with node elements. This is due to the highly multiple zero eigenvalue. With the edge elements, the block Lanczos algorithm, for instance, performs two runs and needs to factor A ? M with three di erent values of . With the node elements one run and two factorizations su ce, except with the large problem sizes where a second run with a shift to the right of the searched eigenvalues is executed. This latter e ect causes the big performance loss of the Lanczos algorithm that can be observed in Figs. 8.2 and 8.4.
Similar arguments hold for the quadratic elements. Here subspace iteration is surprisingly e ective. The second shift in (7.3) seems to be helpful. The Lanczos algorithm is invariant against linear shifts, so this second shift is unnecessary. The Lanczos algorithm is more than an order of magnitude faster than the rest of the algorithms as long as the memory requirements are modest. The memory consumption is high if either many iteration steps are needed until convergence or the factorization of A ? M causes much ll-in. The good performance of the subspace iteration compared with IRL and Jacobi-Davidson indicates that these two algorithms are not yet implemented in a satisfactory way. This probably is because the linear systems are not solved e ciently as the preconditioners are not well adapted to the problem. A more sophisticated shifting strategy may help improving the convergence rate as well.
Like with the linear elements, the results for quadratic elements obtained with the penalty method are much more accurate than those obtained with the mixed method if the same computational e ort is made.
Conclusions
Our investigations show that the penalty method yields a better price-performance rate than the mixed method, i.e., for a given computation time the results obtained by the former are much more accurate than those obtained with the latter. It must be pointed out, however, that the rectangular box is a very favorable domain for node elements. With non-convex domains we expect an improved performance with the edge elements. The need for the higher computational e ort of the mixed method has two reasons. First, for a xed triangulation, the matrix orders are higher than with the penalty method, at least for the piecewise quadratic nite elements. Second, the high-dimensional eigenspace corresponding to the eigenvalue zero slows down convergence as the starting vectors are not M-orthogonal to it.
In both approaches quadratic nite elements are to be preferred over linear nite elements. Among the algorithms implemented the implicitly restarted Lanczos algorithm and the JacobiDavidson algorithm performed best for the largest cases of our matrix eigenvalue problems having orders around 30'000. In our experiments the IRL algorithm combined with SYMMLQ for solving the symmetric-inde nite linear system of equations in the shift-and-invert approach was about 20% faster than Jacobi-Davidson combined with CGS. The block Lanczos algorithm is by far the fastest and most convenient to use. Its memory requirements however limit its applicability to small and intermediate problem sizes.
We are convinced that the performance of the implicitly restarted Lanczos algorithm as well as of the Jacobi-Davidson algorithm can be considerably improved if better preconditioners are found for the linear systems that have to be solved in each iteration step. This will be one direction of our future research. In subsequent work we will check our ndings with more realistic cavity shapes. We will further investigate the e ect on the convergence of the algorithms if the iteration is started with previously computed eigenvectors of a nearby eigenvalue problem. This can be done in a straightforward way with subspace iteration and with the Jacobi-Davidson algorithm but not with the Lanczos-type methods.
