Theoretical studies have usually been used to explain host-parasitoid persistence in conditions of spatial heterogeneity or in homogeneous environments with specific conditions. In shallow estuaries where spatial heterogeneity is prevented by tides and river input, a common host-parasitoid system (dinoflagellate-Amoebophrya spp.) is able to persist even in the absence of specific conditions described in the literature. Recent observations have revealed that the cyst stage (during which the dinoflagellate host can survive in difficult environmental conditions in a dormant stage) can be infected by the parasitoid. The encystment/excystment process is suspected to be the basis for the long-term persistence of the system. In this work, the coexistence of Amoebophrya spp. and their hosts in homogeneous environments has been tested with an individual-based model of host-parasitoid interactions. Three processes that enable the coexistence were introduced into our model: (1) modifications in infection parameters, (2) a tritrophic food web and (3) a host encystment-excystment process. The persistence of the system was obtained in mixed conditions in all cases; however, the conditions required to obtain persistence with the infection parameter modifications were unrealistic. The tritrophic food web scenario produced short, stable, 10-d-long cycles in which the control of the parasite population in the environment was difficult to observe. The excystment process appears to be responsible for the interannual persistence of the system. Durable cycles with periods of 50 d were produced despite the unstable conditions. Moreover, these cycles did not depend on the proportion of infected cysts as long as a portion of the cysts remained healthy.
Introduction
Parasitism is one of the key types of interactions that can occur between two organisms. A specific category of parasite known as a parasitoid kills its hosts to survive and reproduce.
Mechanisms allowing the host-parasitoid system to persist have been most studied in the insect community , Kraaijeveld & Godfray 1997 , Stiling 1987 . In these systems, experimental and theoretical studies generally predict unstable dynamics without incorporating external interactions or specific conditions in homogeneous environments into the relevant models (Getz and Mills (1996) , May & Hassel, 1981) . Some heterogeneity is needed to enable these systems to persist, a feature that has been principally explained by patchy population distributions and different behvioral patterns of the host and parasitoid (Auger et al. 2000 , Coats & Bockstahler 1994 , Hassell & May 1988 , Hassell 2000 , Murdoch & Briggs 1996 .
However, several of these persistent host-parasitoid systems have been found in mixed environments. Samples taken from mixed shallow estuaries have contained Syndiniales Amoebophrya spp., obligate parasitoids of dinoflagellates , Coats et al. 1996 . Amoebophrya species are widespread intracellular parasites that can infect more than 40 free-living dinoflagellate species (Park et al. 2004 , Salomon et al. 2009 ). However, most isolated parasitoid strains are very specific and can infect only a few species or strains of host species. The infection begins when a dinospore (a biflagellate free-living form of Amoebophrya spp.) encounters and penetrates its host. Inside the host cell, the parasites develop into trophonts and use the cellular material of the host to grow. The trophont develops in the nucleus or in the cytosol of the host (depending on the species of host).
Infection prevents host division and always leads to cell death. Maturation takes approximately two days and produces a multinucleate and multiflagellate stage known as a vermiform. After maturation, the vermiform ruptures through the host cell membrane and produces dozens to thousands of dinospores by cytokinesis after a short time (less than 1 h) , Coats & Park 2002 . A more in-depth description of the life cycle of Amoebophrya spp. was produced by Cachon (1964) , Cachon and Cachon (1987) and Coats and Bockstahler (1994) .
The conditions in which Amoebophrya and its host interact in mixed estuaries are, in theory, incompatible with the persistence of the system. Above all, the high infectivity and reproductive output of Amoebophrya should not allow the host population to maintain itself in the water column. The host can develop each year because it produces cysts that can survive for several years in the sediment. Cysts accumulate in the sediment and germinate in favourable conditions. The dinospores cannot survive without their hosts, yet hosts and parasitoids are observed every year. A more recent study (Chambouvet et al. 2011) suggested that parasitoids such as Amoebophrya spp. could infect their dinoflagellate hosts just before encystment (in the planozygote stage) and enter into dormancy within the host. The cyst stage represents a survival stage for both the host and the parasitoid that might be responsible for the long-term persistence of the system. The aim of this paper was to study the effects of different processes that allow the coexistence of hosts and parasitoids (dinoflagellates and Amoebophrya, respectively) in a homogeneous environment. Three main processes were studied: the modification of infection parameters, the control of the parasite by grazers and the excystment process. An individual-based model (IBM) approach was developed to simulate short synchronous dynamics, thus overcoming the problem of rapid parasite generation time in a non-IBM model (Salomon & Stolte 2010) ; in particular, a parasite maturation time was introduced into a phytoplankton ecophysiological model. The individual approach ensures that complex behviors and intracellular process modifications can be introduced into the model. The representation of the parasitoid-host dynamics (Amoebophrya spp. / dinoflagellate host) was primarily validated with experimental data from Coats and Park (2002) in an initial basic configuration. Three different hosts (Akashiwo sanguinea, Gymnodinium instriatum and Karlodinium veneficum) were used in the validation process. Subsequently, using the best simulated host-parasitoid couple, different processes that enabled coexistence were studied in three different model configurations: the basic configuration (validated with experimental data) with different parameterizations (model A), a configuration with a parasite grazer (model B; tritrophic model) and a configuration with hosts and parasites produced by cysts (model C). The model description follows the ODD (Overview, Design concepts, Details) protocol for describing individual and agent-based models (Grimm et al. 2006 , Grimm et al. 2010 ).
Materials and methods

Purpose.
The purpose of this model was to introduce a precise and unbiased maturation time with stochastic and changing biological processes (i.e., infection) into an ecophysiological model of the host and to simulate infection dynamics. Depending on the model configuration, parasites concentrations (Par -parasites.ml -1 ), grazers concentrations (G -grazers.ml-1) and non-individual host concentrations (H e -hosts.ml-1)
Entities
were also simulated. The time step used in the model is 30 sec. Simulations length ranged from 3.5 d to 150 d.
Process overview and scheduling.
After initialization, at every time step (30 sec), each host cell undergoes an infection test and is subjected to growth and mortality processes. The parasite concentration is modified by parasite mortality and the number of infections. If a host cell becomes infected, its infected state changes, its growth stops and the parasite responsible for the infection is removed from the water concentration. At each time step until maturation, an infected cell can be re-infected (multi-infection) and subjected to the same mortality process as that of a healthy cell (i.e., density-dependent mortality with a carrying capacity). As soon as the maturation time is reached, the infected cell dies and produces p out parasites. The model is summarized in a schematic diagram (Fig. 1) .
Design concepts.
The main parameters and state variables (carbon mass, maximum growth rate, maturation time) of host cells are randomly drawn from an empirical range of values (population parameter ±12.5%) of a uniform distribution at the initiation and during cell division to represent inter-individual variability. This assigned randomization avoids a numerical synchronization of cells (Hellweger & Kianirad 2007 , Kreft et al. 1998 .
Cell infections are the main stochastic processes of the model and are determined at each time step for each host cell using the infection rate. Infections depend on the behavior of the host and parasite and on the infectivity and concentration of parasites. The infection process is further explained in the submodel section.
The outputs of the model were produced every 15 minutes. Host cell states, concentrations and death types and parasite concentrations were recorded.
Initialization.
Initial conditions were modified according to the model configuration and the simulation objective. For clarity reasons, the details about initialization are presented after the description of the different configurations in the section 2.8. Simulations.
Input data.
All of the simulations were carried out in nutrient replete conditions with non-limiting light at a temperature of 20°C.
2.7. Submodels.
Population variables.
Because we assumed nutrient replete conditions, nutrient equations were not described. The changes in free dinospore concentrations (Par) were described by Equation (1):
where m p is the natural mortality rate of free parasites (d -1 ), dt is the time step duration (d), V is the water volume (2 ml), p out is the trophont size (number of dinospores produced by one infected host cell) inside each of the infected dead cells, N mih is the number of mature infected host cells that died from parasite lysis and N i is the number of dinospores that successfully infected host cells.
Host growth.
Host cell growth was estimated using a "deterministic cell size" (m) as proposed by Hellweger and Kianirad (2007) . Cell size was estimated by cell carbon (pmolC.cell -1 ) levels, and cell division occurred when m ≥ 2m 0 (m 0 is the minimal cell size of 75 pmolC.cell -1 ). For each cell, the following system is thus defined:
where μ max is the maximum growth rate (d -1 ) and l h is the maximum limitation threshold.
Host mortality.
Two types of mortality were defined. mort 1 (d -1 ) was estimated by a carrying capacity (c cell ;
hosts.ml -1 ) and represents all of the sources of mortality or population losses not caused by parasites. mort 1 is defined as follows:
where H is the host concentration. A carrying capacity of 10,000 hosts. (Coats & Park 2002 ). An instantaneous cytokinesis was assumed to occur after host cell death, and trophonts were assumed to transform directly into dinospores. The maturation time (t mat ; d), the number of produced parasites per host after maturation (p out ;
parasites.host -1 ) and the dinospore mortality rate (m p ; d -1 ) were set according to the host and parasite species (see Table 1 ).
Encounters and infections.
In our model, for every successful infection, one free-living dinospore was removed from the parasite concentration (integrated during one time step; represented by N i in Eq. 1). Infections were conditioned by the infection rate I (successful parasites.host -1 .time step -1 ) which is defined as follows:
where β is the encounter kernel or host clearance rate (ml.host -1 .d -1 ) and χ is the dinospore fixation probability (the probability of a dinospore infecting a host upon encounter; %; see section 2.6.10). Kiørboe and Saiz (1995) proposed a simple kernel based on the volume in which a predator and its prey can encounter each other. β is used to estimate the probability of encounter of two particles and is associated with the swimming behavior and size of both organisms and the turbulence field. Havskum et al. (2005) applied this kernel to a model of a dinoflagellate prey-predator system (Fragilidium subglobosum/Ceratium tripos). We applied this kernel to our model of similarly sized microalgae. The kernel is defined as follows:
with:
calculated with the radius and velocity of hosts (r h , v h , respectively) and parasites (r p , v p , respectively). During the experiments conducted by Coats & Park, the culture media remained static and turbulence-free most of the time and was only briefly mixed before sampling to obtain representative samples. To simulate experimental conditions in the model, a still water hypothesis (β turbulent = 0) and a homogeneous environment (0 dimension) were set as parameters.
Hosts were assumed to swim in a straight path and parasites were assumed to be unable to swim. The final expression of behavior is:
r p was fixed at 2.5.10 -4 cm and v h was fixed at 0.02 cm.s -1 for the three species because of their fixed size and because of a lack of knowledge of instantaneous swimming speeds.
Infection tests.
Infection tests were carried out at each time step for every host cell with the relevant infection rate (I). For values lower than 1, I can be assimilated to the host infection probability during that time step (i.e., infection probability.host -1 .time step -1 ). A short enough time step ensures infection rates of less than 1. The maximum time step is defined as follows:
p out × c cell is the theoretical maximum parasitic concentration in the model. The minimum dt max is 34.8 s for the species A. sanguinea; as a result, a time step of 30 s was chosen to fulfill the condition I<1 with the parameters and initial conditions used in this work. Subsequently infection was determined stochastically at each step with a random draw. If the uniform random draw (Ω = ]0;1[) was inferior to the infection probability (infection rate I), the tested cell became infected.
Multi-infections.
Multi-infections were observed in some experiments (Coats & Park 2002) and are thought to have different effects on the development of the parasite; for example, such infections could increase or decrease the vermiform maturation time depending on the infected species (Coats & Park 2002) . We considered that parasites could not develop when the cell was already infected because it was unclear what effects multi-infection had on infection and maturation time. Thus, multi-infection does not affect the host infection and only results in the death of other multi-infecting dinospores. Based on microscopic observations, a maximum of four multi-infections (ni max ; infection.host -1 ) could occur.
Model B: Incorporation of a parasite grazer.
The impact of grazing on Amoebophrya was tested with a tritrophic configuration. Predator pressure was added to the parasite population with Lotka-Volterra type equations. The chosen predator was a ciliate species (i.e., Strobilidium sp.) that was able to graze Amoebophrya spp.
(Johansson & Coats 2002). As a new state variable, the concentration of grazers (G;
grazers.ml -1 ) was introduced in model A with the following equations:
where g is the grazer clearance rate (0.864 ml.d -1 .grazer -1 ), m g is the grazer mortality (0.56
μ gmax is the maximum grazer growth rate (1.8 d -1 ) and k g is the parameter that defined the slope of the growth rate function (6.26.10 -5 ml.parasites -1 ). All of the parameters were provided by Johansson and Coats (2002) and Montagnes (1996) .
Model C: Excystment.
In this configuration, excystment is added to model A. According to Chambouvet et al. 2011) , some cysts are infected and produce parasites instead of healthy cells at cyst germination.
Among the three species studied, only G. instriatum produced cysts; this species was thus used for all of the simulations of model C. Because of the chosen excystment rate, the small simulated volume (5 and 10 ml) and the IBM approach of the hosts, an intermediate state 
where h e is the excystment rate (4000 to 8000 hosts.m -2 .d -1 ) and c p is the parasitic prevalence in the cysts (10 to 20%).
When H e exceeds 1 cell.V -1 (i.e., the minimum host concentration for individual simulation) one individual cell is created:
and
Excystment rates were found in the literature (Ishikawa and Taniguchi (1996) , Ishikawa and Taniguchi (1997) ) and the prevalence was set to values that corresponded to an advanced in situ infection of vegetative cells. The excystment rate was assumed to be constant because the influence of the parasite on encystment dynamics and the parasite's ability to "infect" cysts (i.e., planozygote infection just before encystment) are unknown.
Experimental data and parameterization.
Coats and Park (2002) provided an advanced analysis of the host-parasite dynamics of three host species (A. sanguinea, G. instriatum and K .veneficum) and their specific parasites of the same genus (Amoebophrya spp.) using data obtained from laboratory experiments. These experimental data were used to test the ability of our model to reproduce the maturation time and host-parasite dynamics for different host species. The parameterization was performed as independently as possible from the data used for the validation; however, some parameters had to be estimated from the infection dynamics (i.e., p out , μ max and t mat ). The independent parameters were derived from one part of the experiments conducted by Coats and Park (2002) and from the literature (Nielsen (1996) , Salomon and Stolte (2010) ) at a temperature of 20°C and a salinity of 15. Several parameters had to be calculated or modified because of the individual and stochastic nature of the model. The specific parameter sets are presented in Table 1 .
The maturation time was modified to match the model specifications. Because of random modifications (± 12.5%) in the model, the minimum time required for an infected host to produce parasites is t mat /1.125. Consequently, we estimated the maturation time differently from Coats and Park (2002) or Salomon and Stolte (2009) . Using data from Coats and Park (2002), we estimated the minimum time required for the parasite density to surpass 10 3 parasites.ml -1 . The results are presented in Table 1 .
Salomon and Stolte (2010) estimated parasitoid reproductive outputs using data from the dynamics experiments conducted by Coats and Park (2002) without taking into account parasite mortality. Their outputs were thus greatly underestimated. In this study, an equation describing parasite concentrations taking parasite mortality into account was used to determine a new estimate of the parasite production (p out ). At the beginning of parasite production (after the first wave of infection), this equation is as follows:
where p tot is the total parasite production for one generation of infected cells (number of dinospores) and k is a host death rate ( The dinospore fixation probability (χ) is a parameter that is very specific to the individual nature of the model and had to be calculated because it was never measured. The value of this probability was indirectly estimated from data produced by Coats and Park with a similar quantity, namely the dinospore population infection success (s exp ). This dinospore population infection success, or the percentage of successful parasites among the total population, was used as follows to calculate χ with the final equivalence relationship (Eq. 20): 
Par is integrated during the infection and before the maturation of the infected cells; thus Par was defined without parasite production as follows:
we hypothesize a linear host population infection with Table 1 .
Simulations.
Five types of simulations were performed in this study: validation simulations, sensitivity tests and coexistence simulations with model A, model B and model C configurations.
Validation simulations were run with A. sanguinea, G. instriatum and K. veneficum parameterizations for 3.5 d. Initial host and parasitoid concentrations were identical to the mean experimental densities (Table 2) .
A sensitivity test was conducted to identify the main parameters controlling the population dynamics. Oscillation tests were then carried out by modifying these parameters. The extinction time of the host population was modified to identify the parameters that maximize the life span of the host population and allow potential coexistence. Each simulation was run ten times for a duration of 20 days with initial host and parasite concentrations of 1,000 cells.ml -1 . G. instriatum was used for all simulations.
In the model A coexistence tests, two parameters (χ and p out ) were independently modified to assume values equal to 0.5% to 100% of their reference value (i.e., G. instriatum parameters).
Simulations were run ten times for 150 days for each set of values. Initial host and parasite concentrations were set at 1,000 cells.ml -1 (Table 2 ). The carrying capacity was lowered to 5,000 hosts.ml -1 , a concentration closer to in situ values.
In the tritrophic configuration (model B), the system persistence was tested with three different grazer growth rates for 30 days. Three increasing values of k g were used to change and improve grazer growth. Values ranged from 6.26×10 -5 to 6.26×10 -4 ml.parasites -1 . All simulations were performed with G. instriatum parameterization. The initial grazer concentration was arbitrarily fixed at 100 grazers.ml -1 because of the lack of relevant experimental data. Standard initial conditions did not provide enough resources to sustain the grazer concentration during the first maturation time. The initial prevalence of parasites was thus set at 10% to prevent infection synchronization and the large decline in the concentration of grazers at the beginning of the simulations. The carrying capacity was lowered to 5,000 hosts.ml -1 .
In the excystment configuration (model C), different simulated volumes (5 and 10 ml) were tested to identify the simulations that were most consistent with the hypothesis of unlimited cysts in sediment. Initial concentrations were fixed at 0. Host and parasite populations originated only from cysts. All simulations were performed with G. instriatum parameterization. Dynamics were simulated for 90 days.
Results
Model response to experimental parameters and validation
The model simulations and experimental data (Coats & Park 2002) for each species are presented in Fig. 2, 3 and 4. In all cases, the principal dynamic events fit the experimental data. All of the simulations respect the parasite maturation time; no parasites were produced prematurely (Fig. 2c, 3c and 4c ) and the different cohorts of parasites and infected hosts were clearly separated. The two waves of infection at a low parasite-host ratio (1:1) were correctly simulated (Fig. 2b, 3b and 4b ). The host concentrations had similar orders of magnitude. The R 2 for the infection concentration varied from 0.66 to 0.96. The total infection of A. sanguinea and G. instriatum with a prevalence of 100% ( Fig. 2e; 3e ) and the strong but incomplete infection (96 % at 48 h) of K. veneficum (Fig. 4e) with high initial parasite concentrations were also represented in the simulations.
The differences between the model output and experimental results of all species are represented by the over-or under-estimation of the parasite concentrations (c and f graphics of Fig. 2, 3 and 4); these differences are associated with different production rates (slope) and a time lag (approximately 6 h) in infection at the beginning of each infection. The time lag is particularly noticeable during the first ten hours ( Fig. 2e; 3e ) and at the beginning of the second wave of infection of A. sanguinea (1:1) ( Fig. 2b ; 60 h). The model also underestimates the prevalence of parasites in A. sanguinea (1:1) at 24 h by 1/3 (288 instead of 464 cells infected.ml -1 ; Fig. 2b ). Healthy cells remain at a ratio of 20:1 after 24 h (Fig. 2d ). An unexpected wave of mortality, that is most likely the result of infection, strikes the hosts during the second wave of infection at a low ratio and decreases the population by half (i.e., 790 instead of 1,560 hosts.ml -1 ). The parasite concentration in K. veneficum was underestimated at a low ratio and overestimated at a ratio of 40:1. Computed values are 20 times greater than experimental values at 40 h because of a lower predicted mortality (22.55×10 3 instead of 1.5×10 3 parasites.ml -1 ; Fig. 4f ). At a ratio of 40:1 (as was observed in the experiments), the model does not predict the infection of the entire population during the first wave of infection (96 % at 48 h); however, the prevalence of the parasite is higher (87 % vs. 74 % for experiments at 24 h), and as soon as new parasites are produced, all of the remaining healthy hosts become infected (Fig. 4e ). These differences suggest that the best parameterization is achieved with G. instriatum.
Sensitivity test
Results of the sensitivity test for the six tested parameters are shown in Fig. 5 . The maximum growth rate (μ max ), the parasite mortality (m p ) and the maximum number of multi-infections (ni max ) did not affect (or only very slightly affected) the host extinction time. The trophont maturation time (t mat ) has a positive and linear influence on the criterion (host extinction time). The parasite fixation probability (χ) and the dinospore production (p out ) also have significant influence on the host extinction time but with negatively exponential relation.
Only χ and p out were used in the coexistence tests because they naturally present more variability among the studied species.
Coexistence in a basic system: Model A
When the main two parameters χ and p out are modified, the model can simulate a total of five different dynamics (Fig. 6 ). Fig. 7 shows the transition among these five dynamics as a function of the variations in parameter. Parameters were assigned values ranging from 0.5% to 100% of their initial values. If the parameter value surpassed 100% of its reference value, the simulated outcome did not change. The most common scenario was the host extinction, which occurred when only one parameter was assigned values ranging from 3% to 100% of its reference value (Fig. 7) . The other four dynamics appeared for lower values. The dynamics obtained were two types of unstable oscillations (i.e., the host extinction; Fig. 6a and the parasite extinction post-infection; Fig. 6b ), stable oscillation ( Fig. 6c) , coexistence without oscillation ( Fig. 6d ) and parasite extinction (Fig. 6e) . Values of p out lower than 1% of the original value or of χ lower than 0.7% of the original value were necessary to obtain persistence in the system.
Coexistence with a grazer: Model B
The introduction of a parasite grazer lowered the maximum parasite concentration and increased the maximum host concentrations in function of the grazer growth rate (modified through k g ; Fig. 8 (Fig. 8b) , the parasite production levels and concentrations were high enough to completely infect the hosts (100% parasite prevalence). With higher grazer growth rates, coexistence arose for periods of 10 to 12 days (Fig. 8c) . At its highest value, k g yielded concentrations that converged and oscillated around stable mean values for a short period (~52 h ; Fig. 8d ); this outcome is likely linked to the parasite maturation time.
Coexistence with excystment: Model C
The configuration with a production of hosts and parasites by excystment generates a nonconverging cyclic coexistence in all of the 500 simulations at 5 ml. The mean cycle duration is 44.8 ± 5.0 days in 5 ml of water, with 8,000 hosts excysted.m -2 .day -1 and a prevalence of 20%. Strong heterogeneous blooms were simulated with maximum concentrations ranging from 46.8 to 8,772.8 hosts.ml -1 and a mean concentration of 2,286 ± 1,919 hosts.ml -1 . This variability is associated with the stochasticity of the initial infection time (37 ± 6.1 days after the first host appearance) and explains the non-converging nature of this cycle. In the excystment model, all of the dynamics have similar values at the beginning of each development (i.e., 0 host.ml -1 and low parasite concentrations; point PE, Fig. 9 ). The initial infection time conditions the maximum concentration reached during the bloom: blooms with early initial infections will produce lower host concentrations, whereas blooms with late initial infections will reach high host concentrations.
An example infection cycle is presented in a phase diagram in Fig The host concentration reaches its maximum value (i.e., 6,640 hosts.ml -1 ) during the infection of the second generation of parasites. During the maturation time of each wave of infection, parasite production ceases and the concentration of parasites decreases. A decline in the host concentration without parasite production during the maturation of the third generation occurred because of unbalance between the growth rate (μ max ) and the natural mortality (mort 1 ) of the host. Most of the infected hosts are unable to reproduce; therefore, the net population growth rate decreases and the mortality of the host population (which is close to its carrying capacity) increases. After the third generation is produced and all of the hosts die, parasite concentrations return to equilibrium (PE) and a new cycle begins as soon as a host is produced by excystment.
A greater simulated volume decreases the initial infection times (33.8 ± 5.9 days at 10 ml) and thus the mean maximum host concentrations (from 2,286 ± 1,919 hosts.ml -1 in 5 ml to 1,371 ± 1,121 hosts.ml -1 in 10 ml) without interrupting the cyclic coexistence. The same result is obtained with an increased prevalence of the cyst population (increasing the infection probability); however, as long as some cysts remain uninfected, cyclic dynamics will occur.
Discussion
In this paper, the persistence of the host-parasitoid system on relatively short time-scale (< 2 years) in a homogeneous estuarine ecosystem was investigated by modifying three different oscillatory factors. For this purpose, an IBM model was developed and parameterized for specific species. These species as well as some other dinoflagellates are well studied and known to be recurrently infected by the same parasite , Coats et al. 1996 , Velo-Suàrez et al. 2013 ). In the first step of this study, the model accurately simulated the different dynamics observed in laboratory experiments. Subsequently, the different model configurations produced oscillating dynamics in spite of the homogeneous environment.
Simulation of in vitro dynamics, validation with experimental data
The introduction of the parasite maturation time into an IBM ecophysiological model of the host was successful. The resultant model produced distinct waves of infection and no premature production of parasites. Moreover, the model was able to simulate the host and The simple simulation of encounters was able to recreate all of the effects of density dependence observed in natural pathogen-host dynamics (Murdoch & Briggs 1996) . All of the simulated dynamics were influenced by this density dependence. First, modifications in cell density at a constant host:parasite ratio produced variations in the duration of the dynamics.
Second, parasite mortality increased with multi-infections. Lastly, minimal host and/or parasite densities were needed to maintain the infections. All of the density-dependent effects were tested in the model (results not presented) and were found to be controlled by biological parameters (i.e., principally χ, β and p out ). Density dependence was realistically applied in all of the simulations and contributed to the good correspondence between model outputs and observed experimental dynamics. The small remaining biases presented in the results section were associated with inaccuracies in the encounter simulation and/or parameterization and with non-simulated biological processes.
The delay in infection observed at the beginning of each infection wave is the main biological process that was not represented in the model. In experiments, a time lapse is observed in parasite concentrations (at the end of the first infection) and in prevalence (during the second wave of infection). Coats and Park (2002) refer to this gap as an external maturation time during which parasites cannot infect hosts. For example, experimental parasite production in A. sanguinea (Fig. 2) began at 57 h; in contrast, the experimental prevalence of the parasite increased only after 64 h. For seven hours, newly formed parasites were not able to infect hosts and/or early infections could not be identified by the chosen staining techniques (Park et al. 2004) . Because the high concentrations of parasites (~10 6 parasites.ml -1 ) rendered the simulation of individual parasites impossible, it was difficult to rigorously treat this time lag in the model.
The remaining differences between the model output and the experimental data arise from the parameterization. In particular the parameters that could not be estimated experimentally (χ and p out ). Both were calculated from population parameters (s exp and m p ) and experimental data (see Eq. 10 and 12). This process thus compounded the uncertainty associated with all of the parameters used in the relevant equations and, because they are directly used in the encounter model, small estimation errors greatly affect the simulated dynamics. Other species-specific biases may be produced by inaccurate parameter estimates that are difficult to estimate experimentally. For example, the overestimation of the parasite concentration in K. veneficum (Fig 4f) could be explained by an underestimation of parasite mortality.
Coexistence processes
With appropriate parameterization, the model with the simplest configuration (model A) was able to simulate stable oscillations with periods of approximately 44 days. The parameter sets that produce these oscillations encompass a range of values in which the parasite growth rate is higher than the host growth rate (Getz and Mills (1996) but not high enough to cause unstable oscillations and host or parasite extinctions. These results show that even a parasite species with weak infectivity can persist in a system. However, the length of the oscillation periods is much longer than the observed in situ blooming window , Mazzillo et al. 2011 and Wang et al. 2007 ); furthermore, the parameter values required to obtain stable oscillations are not realistic (Fig. 7) for the specific parasites used in this study (although they are encountered with certain strains of Amoebophrya that are able to infect suboptimal hosts). If the infection efficiency associated with a suboptimal host is low enough, the parasite could maintain a minimal concentration of infective units in the water column and coexist with this host with a low infection rate. The parasite could thus occupy the suboptimal host while waiting for its main host to develop.
The tritrophic configuration of the IBM model also enabled the coexistence of host and parasitoid species under realistic conditions and parameterizations. Only one type of tritrophic food web was tested in this study; however, other interactions such as host grazing (Rosenheim et al. 1995) or parasite/parasitoid competition (May & Hassel 1981 , Hogarth & Diamond 1984 ) could lead to system persistence. The introduction of a parasite grazer also resulted in an extended intensity and duration of the host bloom (Fig. 8 ). These two results are consistent with observations made by other investigators (e.g., Johansson & Coats 2002) , with simulations of other marine models (Montagnes et al. 2008 ) and with theoretical tritrophic host-parasitoid-hyperparasitoid models (Beddington & Hammond 1977 and Hassell 1981 ). Short oscillations created by the addition of a grazer can thus be considered realistic.
This phenomenon could explain the origin of oscillations ranging from 8 to 15 days that can be observed in a mixed shallow estuary such as the Penzé river. However, this type of oscillation can only be observed when the grazer growth is high enough to respond to changes in the parasite population.
The excystment process can also represent a source of oscillation, and even the strong infection of cyst populations can produce cycle dynamics from any initial conditions. The cycle is constituted by a host bloom of variable intensity followed by the bloom decay caused by infections and finally by a dormancy period of healthy and infected encysted hosts (not simulated). The encysted minimum residence time (several months according to Anderson; 1980) and the density dependence of the system are key factors that produce varying cycle dynamics as long as a portion of the cyst population remains healthy. The long residence time of the cysts ensures the removal of most of the parasite population by depriving them of their host. Then during the excystment, the hosts can develop because of the low encounter rate with parasites (proportional refuge; Hochberg & Holt 1995) . The host population can thus reach high concentrations before being infected. The encystment, triggered in situ by stressful conditions (e.g., high host concentrations, predation, nutrient limitation; Chambouvet et al. 2011 , Toth et al. 2004 , Wang et al. 2007 ) and the ability of the parasite to enter a dormancy period within its host (Chambouvet et al. 2011 ) allows parasites to survive during periods of low host abundance and cease propagation as soon as the cysts are formed. Encystment represents a refuge during conditions of poor host and parasite growth and causes inter-annual oscillatory dynamics. Some temporary cysts that may be resistant to the infection (Bravo & Figueroa 2014) or not (Chambouvet et al. 2011) can also be produced. Although their residence time in the sediment is shorter than resting cyst (Bravo et al. 2010 ) it could be long enough to start a second infection cycle if the temporary cysts are resistant to parasites infections. However the mean bloom length (45 days) is too long and prevents successive development in the same year. The excystment process therefore cannot be the source of short in situ oscillations during the dinoflagellate bloom periods. Moreover, the minimum residence time of the resting cyst stage enables the inter-annual coexistence of the host-parasitoid system in an estuary, even when strong infection and host vegetative cell extinction occurs.
Conclusion
In this study, we investigated the influence of three parameters that allow host-parasitoid coexistence in homogeneous environments. Two sources (parameter modifications and tritrophic interactions) were previously studied in non-IBM models and similar results as those produced by our model were observed. Short-term coexistences were caused by agents or phenomena external to the host-parasitoid system that controlled the parasitoid population or weakly infective parasites. In this paper, the coexistence of these species of hosts was impossible with the range of parameter values estimated from experimental data without a parasite control. Because of the high decline in host concentrations during winter, classical processes (parameter modification and tritrophic interactions included) cannot explain the interannual persistence of the host-parasite system in homogeneous environments. However, the encystment-excystment process (during which the parasite does not divide or infect the host) allows the host and parasite to passively survive during the winter. To our knowledge, this process has not been investigated in previous theoretical studies. This process appears to effectively maintain the system with very infective parasites and represents a strategy commonly encountered in the marine dinoflagellate community. The sharing of a resistant form or the ability of a host-parasite couples to enter into dormancy at the same time (for example: dinoflagellate-Parvilucifera spp. system) should enable the persistence of several host-parasitoid systems and should be investigated in different hosts with a resting stage similar to the cyst stage of dinoflagellates.
Tables. Table 1 : Parameter sets used to validate the dynamics of different host-parasite couples and other calculations. Some of the parameters were derived from data produced by Coats and Park (2002) , Salomon and Stolte (2010) and Nielsen (1996) . parasite-host ratio. Six different parameters were tested: parasite fixation probability (χ), dinospore production (p out ), dinospore mortality (m p ), host maximum growth rate (μ max ), trophont maturation time (t mat ) and maximum number of multi infections (ni max ). between production by excystment and mortality is attained. i n corresponds to the n th wave of infection.
Parameter
