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Abstract. Upcoming weak lensing surveys will probe large fractions of the sky with unprece-
dented accuracy. To infer cosmological constraints, a large ensemble of survey simulations
are required to accurately model cosmological observables and their covariances. We develop
a parallelized multi-lens-plane pipeline called UFalcon, designed to generate full-sky weak
lensing maps from lightcones within a minimal runtime. It makes use of L-PICOLA (Howlett
et al. [1]), an approximate numerical code, which provides a fast and accurate alternative to
cosmological N -Body simulations. The UFalcon maps are constructed by nesting 2 simula-
tions with mass resolution of about 5 × 1012 and 2 × 1013 h−1 M covering a redshift-range
from z = 0.1 to 1.5 without replicating the simulation volume. We compute the convergence
and projected overdensity maps for L-PICOLA in the lightcone or snapshot mode. The gen-
eration of such a map, including the L-PICOLA simulation, takes about 3 hours walltime
on 220 cores. We use the maps to calculate the spherical harmonic power spectra, which we
compare to theoretical predictions and to UFalcon results generated using the full N -Body
code GADGET-2. We then compute the covariance matrix of the full-sky spherical harmonic
power spectra using 150 UFalcon maps based on L-PICOLA in lightcone mode. We con-
sider the PDF, the higher-order moments and the variance of the smoothed field variance to
quantify the accuracy of the covariance matrix, which we find to be a few percent for scales
` ∼ 102 to 103. We test the impact of this level of accuracy on cosmological constraints
using an optimistic survey configuration, and find that the final results are robust to this
level of uncertainty. The speed and accuracy of our developed pipeline provides a basis to
also include further important features such as masking, varying noise and will allow us to
compute covariance matrices for models beyond ΛCDM.
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1 Introduction
The standard model of cosmology predicts the formation of large-scale structures through
gravitational amplification of density perturbations. It describes our universe as a spatially
flat ΛCDM cosmology, which is mostly filled with dark energy and dark matter. The advent of
modern cosmological surveys such as the cosmic microwave background (CMB) measurement
(e.g. Planck Collaboration [2]) and large-scale structure surveys established the standard
model of cosmology. Understanding the nature of the model and its main constituents, namely
dark energy and dark matter, is thus one of the greatest challenges in physics today. Numerous
surveys pursue this goal by probing large cosmic volumes and with increased sensitivity, such
as the Dark Energy Survey (DES1), the Dark Energy Spectroscopic Instrument (DESI2), the
Large Synoptic Survey Telescope (LSST3), Euclid4, the Wide Field Infrared Survey Telescope
(WFIRST5) and the Kilo-Degree Survey (KiDS6). In particular, the results of the DES science
verification data (DES SV) [3–5] and from the first year survey (DES Y1) [6–15] just mark
the beginning of the era of precision large-scale structure surveys.
The effort is based on analyzing different cosmological probes such as weak gravitational
lensing, which probes the matter structure between the observer and background light sources
that act as lenses and thus alter photons geodesics (e.g. Bartelmann & Schneider [19]; Kil-
binger [17]; Bartelmann & Maturi [16] for a review). The measured signal consists of deformed
shapes of distant galaxies, which allows us to infer the density fluctuations in the foreground
matter distribution. The distance to the sources and the growth rate of the density fluctu-
ations also gives information about dark energy. Understanding the properties of structure
1http://www.darkenergysurvey.org
2http://desi.lbl.gov
3http://lsst.org
4http://sci.esa.int/euclid/
5http://wfirst.gsfc.nasa.gov
6http://kids.strw.leidenuniv.nl/
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formation and accelerated expansion gives thus direct information about the nature of dark
matter and dark energy, respectively.
The amount of information retrievable from large-scale structure surveys scales as the
cube of the largest wavenumber reliably observable. Given the high accuracy of present and
future weak lensing surveys, it is thus of increasing importance to have an accurate analytical
prediction of large-scale structure formation at the smallest scales possible in order to correctly
interpret the data and to obtain unbiased constraints on cosmological parameters. While
numerous analytical attempts at using high-order perturbation theory (e.g. Bernardeau et
al. [20] for a review) give accurate results in the mildly-nonlinear regime, they are typically
not adapted to describe the small scales resolved by modern surveys. The current lack of
high-precision analytical methods to accurately describe the nonlinear regime of structure
formation thus makes high-resolution cosmological N -Body simulations the main tool at hand
for this purpose. Such numerical simulations need to have a high resolution to correctly
describe scales probed by surveys (e.g. the MICE Grand Challenge simulation [21–23]; the
blind cosmology challenge (BCC) [24]).
High accuracy is not only necessary for the power spectrum but also for its covariance
(Takahashi et al. [27]). The covariance matrix encodes the statistical uncertainty of the power
spectrum, which for the case of Gaussian density fluctuations has only diagonal elements for
the case of a full-sky survey. On small scales, the covariance matrix develops non-vanishing
off-diagonal elements due to mode coupling in the non-linear regime of structure formation,
which is described by the correlation between different modes (e.g. Scoccimarro et al. [28];
Meiksin & White [29]; Smith [30]). Non-Gaussian contributions to the covariance matrix are
known to affect the precision of cosmological parameter estimation and therefore need to be
taken into account in large-scale structure surveys (Cooray & Hu [31]). In order to obtain
a well-converged estimate of the covariance matrix, a large sample of simulations is needed
(Dodelson & Schneider [32]; Taylor et al. [33]; Percival et al. [34]). Since the generation of
such a large sample of mocks is limited by the computational power available, various faster
alternative methods to fully realized N -Body codes have been developed. Analytical methods
based on the halo model have been developed und used to generate mock catalogues for DES
(Eifler et al. [35]; Krause & Eifler [36]). Further alternative methods include PINOCCHIO
(Taffoni et al. [37]), Quick Particle Mesh Simulations (White et al. [38]) or the Comoving
Lagrangian Acceleration method (COLA; Tassev et al. [39]; Koda et al. [40]). In fact, it has
been shown in Howlett et al. [1] that the approximate code L-PICOLA based on the COLA
method is able to reproduce the matter power spectrum generated using the full N -Body
code GADGET-2 (Springel et al. [41, 42]) in a much shorter runtime.
Cosmological probes such as weak gravitational lensing led to the establishment of past-
lightcone algorithms applied to N -Body simulations (e.g. Teyssier et al. [53]; Vale et al.
[43]; Hilbert et al. [44]; Takahashi et al. [45]). The obtained weak lensing maps are then
analyzed by computing statistical quantities such as the spherical harmonic power spectrum
of the convergence (e.g. Sato et al. [46]; Kiessling et al. [47]; Harnois-Déraps et al. [48];
Patton et al. [49]; Giocoli et al. [50]; Izard et al. [51]), the 1-point probability distribution
(e.g. Takahashi et al. [52]; Patton et al. [49]) and higher-order statistics.
The goal of this paper is to introduce a fast past-lightcone pipeline called UFalcon
(Ultra Fast Lightcone), which produces full-sky weak lensing maps based on the approximate
code L-PICOLA. Our pipeline is primarily designed to resolve angular scales up to ` ∼ 103
for wide field surveys such as DES [3–15] and cover large areas (e.g. 5000 deg2 for DES) and
has a runtime of ∼ 3 hours walltime for one realization of the matter density field and its
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corresponding full-sky weak lensing map.
A discussion of the N -Body simulations used and our UFalcon-pipeline is presented
in section 2. In section 2.3 we review the derivation of the convergence mass and overdensity
map, which are the two weak lensing maps used for our statistical analysis. We perform
a statistical analysis in section 3 of our results by computing the spherical harmonic power
spectrum, the covariance matrix, the probability distribution function and higher-order statis-
tics. The power spectra and covariance matrix are then used to constrain the cosmological
parameters in section 3.4. A discussion of our analysis is given in section 4.
2 Numerical Methods
The gravitational collapse of matter on small scales (. 10 Mpc) and late times is a highly
nonlinear process. Linear perturbation theory is thus insufficient at describing this complex
process. Even predictions from modern higher-order perturbation theories and approaches
based on a halo-model have limited accuracy in describing nonlinear scales. Cosmological
N -Body simulations are thus currently the most accurate method available to describe dif-
ferent dynamical ranges of structure formation, which is crucial to correctly interpret the
data obtained by modern surveys. Furthermore, a large number of realizations are needed to
reduce the statistical error in the estimation of the covariance of weak lensing observables.
Thus, depending on the desired resolution of the simulation and number of realizations, the
limiting factor usually is the available computing power.
2.1 N-Body Simulations
Cosmological N -Body simulations come in numerous variations. Particle-Mesh (PM) codes
(e.g. Klypin et al. [56, 58]; Hockney et al. [57]) rely on solving the Poisson equation
in Fourier space to easily obtain the gravitational potential and force (Bagla et al. [63]).
The use of only one mesh in the simulation for both the density and the potential lowers
the number of operations per particle per timestep for long-range force calculations. More
complex simulations such as TREE-PM codes (e.g. Bode et al. [60]; Appel et al. [59]; Barnes
et al. [61]; Hernquist et al. [62]) combine the PM approach with the more accurate TREE
code: In this way the simulation volume is divided into cells, subcells and particles. Each
cell has its total mass and center of mass, which is used for the force calculation if the cell is
sufficiently far away and can be treated as a single entity (Bagla et al. [63]).
Further approximate simulations for solving for large-scale structure are known as COLA
methods (Tassev et al. [39]; Koda et al. [40]), which are based on a modified leapfrog point-
mesh algorithm using first- and second-order Lagrangian Perturbation Theory (LPT) and
perform the calculations in a frame comoving with the trajectories. In this framework, the
linear growth factor is directly computed for large scales, while the dynamics on small scales
are computed using a PM code. The N -Body code COLA allows us to trade accuracy on
small scales by using only a few timesteps to gain computational speed, while using the exact
second-order LPT result on large scales.
Recent developments gave rise to the N -Body code L-PICOLA (lightcone-enabled par-
allel integration COLA; Howlett et al. [1]) and first applications thereof (e.g. Izard et al.
[51, 64]; Patton et al. [49]). We use the L-PICOLA code for the present work, which has
been shown to be several orders of magnitude faster than conventional N -Body codes such
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LBox NPart NMesh mass resolution z-range zinit
(h−1 Mpc) (h−1 M)
4200 1024 2048 5.2 × 1012 0.1 - 0.8 9
6300 1024 2048 1.8 × 1013 0.8 - 1.5 9
Table 1. Parameters used to simulate the matter density field.
as GADGET-2.
2.2 Simulation Setup
We compare the results from applying our new gravitational lensing lightcone pipeline using
L-PICOLA to the ones using the N -Body code GADGET-2. This starts by choosing ΛCDM
cosmological parameters h = 0.7, Ωm = 0.276, Ωb = 0.045, ns = 0.961 and σ8 = 0.811
to generate the initial conditions at an initial redshift zinit = 9 for both simulation suites.
This specific choice for the initial redshift works particularly well for COLA and has been
suggested by Howlett et al. [1]. We use the modified COLA timestepping for kick and drift
with the value nLPT = −2.5 as suggested by Tassev et al. [39]. The initial conditions
for L-PICOLA are generated by the code itself before the gravitational evolution of the dark
matter particles begin, whereas we use the publicly available code MUSIC (MUlti-Scale Initial
Conditions; Hahn et al. [66]) to generate the initial conditions used for GADGET-2. Both
simulations are set up using an Eisenstein & Hu [65] transfer function. We run 150 L-PICOLA
simulations in the lightcone mode for each of the two simulation setups given in Table 1. This
should allow us to reach the precision regime of 1 − 10% and the runtimes are comparable
to what is needed for roughly four comparable GADGET-2 runs. We construct the full-sky
past-lightcone by nesting the two simulation volumes (see section 2.4). Furthermore, we also
produce one GADGET-2 and one L-PICOLA realization in the usual snapshot output mode
for the two simulation setups, where the positions and velocities of all the particles in the
simulation volume are stored at a desired redshift. Here we choose the simulation to output
snapshots at a redshift spacing of δz = 0.02.
2.3 Convergence and Overdensity Maps
The following treatment of the convergence and galaxy overdensity mass map in the Born
approximation is based on the work done in Teyssier et al. [53], Pires et al. [55] and Schmelzle
et al. [54]. The overdensity can be related to the projected convergence field for a single source
redshift located at zs through
κ(nˆ) =
3
2
Ωm
∫ zs
0
dz
E(z)
D(z)D(z, zs)
D(zs)
1
a(z)
δ
(
c
H0
D(z)nˆ, z
)
, (2.1)
where the dimensionless comoving (and radial) distance is given by D(z) = (H0/c)χ(z).
Invoking the Born approximation and the fact that one has to compute the convergence from
the matter field coming from simulations at discrete redshifts, one can approximate the above
equation as a discrete sum over redshift slices
κ(θpix) ≈ 3
2
Ωm
∑
b
Wb
H0
c
∫
∆zb
c dz
H0E(z)
δ
(
c
H0
D(z)nˆpix, z
)
, (2.2)
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where θpix is the position on the pixelized sphere and the slice-related weights of the conver-
gence Wb contain the source redshifts. In the case of a single delta-distributed source redshift
at zs, the weight can be written as
W deltab =
(∫
∆zb
dz
E(z)
D(z)D(z, zs)
D(zs)
1
a(z)
)
/
(∫
∆zb
dz
E(z)
)
. (2.3)
The integral over the density contrast can be recast as an integral over comoving distance∫
∆χb
dχδ (χnˆpix, χ) =
∫
∆χb
dχ
ρ (χnˆpix, χ)
ρ¯
−∆χb . (2.4)
Integrating out the length of one shell ∆χb along the line of sight in the density gives an
expression for the surface density∫
∆χb
dχρ (χnˆpix, χ) = σ (χnˆpix, χ) =
mp · np (pix,∆χb)
l2χb
, (2.5)
where, in the last step, we used the fact that we are considering discrete particles on a pixelized
sphere: The mass of a particle is given by mp, whereas np represents the number of particles
in a specific pixel on the shell ∆χb. The area of a pixel on the sphere with radius χb is given
by l2χb = 4piχ
2
b/Npix, where Npix is the number of pixels. Furthermore, the average density
can be written as the total mass of all particles in the simulation divided by the simulation
volume ρ¯ ≈ mp ·N simpart/Vsim. The convergence map given by equation (2.2) can now be written
as
κ(θpix) ≈ 3
2
Ωm
∑
b
Wb
H0
c
[
Npix
4pi
Vsim
N simpart
(
H0
c
)2 np(θpix,∆χb)
D2(zb) −
(
c
H0
∆Db
)]
, (2.6)
and the overdensity is given by
δ(θpix) ≈
∑
b
[
Npix
4pi
Vsim
N simpart
(
H0
c
)2 np(θpix,∆χb)
D2(zb) −
(
c
H0
∆Db
)]
/
∑
b
(
c
H0
∆Db
)
, (2.7)
where ∆Db is the thickness of a redshift-slice in dimensionless comoving coordinates.
2.4 Past-Lightcone Construction
The computation of the full-sky convergence map is based on the past-lightcone, which rep-
resents the lensed photons traveling from the source at redshift zs to the observer located at
z = 0, i.e. the photon geodesics through large-scale structure. Therefore, the construction
of the lightcone needs to take into account the matter field at different past times acting as
gravitational lenses for the photons. In order to build an all-sky past-lightcone from N -body
simulation outputs, we begin by fixing the observer at the center of the simulation volume
at z = 0. This allows us to construct a lightcone up to our desired source redshift, which we
choose to be the edge of the simulation volume. In this way, we avoid the construction of
the lightcone by replicating smaller boxes, which would result in sampling the same modes
multiple times. Depending on the simulation configuration, such replication effects could have
an impact on the spherical harmonic power spectrum and covariance matrix, even when the
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replicated boxes are randomized in order to break the artificial correlation (e.g. Howlett et al.
[1]). Furthermore, using large enough boxes ensures that super-survey modes are correctly
captured, i.e. that no issues concerning super-sample covariance occur (Takada et al. [67]).
The volume between the observer and the source is sliced without gaps into comoving
concentric spherical shells of thickness ∆χb = χ(zb + ∆z)−χ(zb), which contain the particles
with radial coordinates
χ(zb) ≤ rp ≤ χ(zb + ∆z) , (2.8)
where we choose a redshift-shell thickness of ∆z = 0.01 and all the particles in the snapshot
b correspond to redshift zb. Running L-PICOLA in the lightcone-mode generates one output
consisting of the past-lightcone of the observer, i.e. a spherical arrangement of the particles
at desired output-redshifts.
In our current implementation, we construct an all-sky past-lightcone from us up to a
single source located at redshift zs = 1.5 or for sources with a specific redshift distribution
n(z). The high z source imposes the need for a large simulation volume, which suggests
the use of a large number of particles and mesh-size in order to reach a desired resolution
of ` ∼ 103. This would increase the needed computational requirements for a large number
of realizations, which is difficult in practice. Instead, a nesting scheme (e.g. White & Hu
et al. [68]; Busha et al. [24]) is adopted to maintain acceptable computational costs and
high resolution up to certain source redshifts without having to replicate the volume: Smaller
boxes are placed within larger boxes, while maintaining the same number of particles and
mesh-size. When the lightcone, starting at the observer, reaches the edge of the smallest box,
it continues by using concentric shells in the next larger box. A sketch of the used nesting
scheme is shown in Figure 1.
Figure 1. Left: As a first step the lightcone is constructed by using the smaller box with side-length
L1. Right: Once the edge of the smaller box is reached, the construction is continued in a bigger box
with side-length L2 (> L1). The observer is located at the center of the boxes.
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In order to find a trade-off between the needed accuracy and computational cost, we
construct the lightcone by nesting the simulations with two box-sizes L1 = 4200h−1 Mpc and
L2 = 6300h
−1 Mpc (see Table 1), which allows us to cover a redshift range from z = 0.1 to
zs = 1.5. This range is sliced into shells of thickness ∆z = 0.01, which is thin enough for the
Born approximation to hold. We find that the use of thinner redshift-slices do not provide
more accuracy as far as the spherical harmonic power spectrum is concerned. Both the run-
time for simulating the density field (∼ 2 hours for a mass resolution of ∼ 1013 h−1 M using
220 cores) and for the past-lightcone construction (∼ 1 hour) are greatly enhanced through
parallelization on high-performance clusters. The parallelization of the lightcone construc-
tion is achieved by dividing the obtained simulation volume into subvolumes, which can be
processed individually to construct the past-lightcone. Since the subvolumes contain less
particles than the full simulation volume, the construction is computationally less expensive.
The lightcone is thus computed for each subvolume simultaneously and the obtained maps are
then combined together. The pixelization procedure on the sphere is done using HEALPix7,
which returns 12 · NSIDE2 pixels for a given resolution NSIDE. Figure 2 shows an example of
a full-sky map of the convergence using our UFalcon-pipeline described above.
Figure 2. Full-sky convergence map computed using the UFalcon-pipeline by nesting two L-
PICOLA simulations with box-sizes L1 = 4200h−1Mpc and L2 = 6300h−1Mpc (see Table 1) covering
the redshift range z = 0.1− 1.5. The zoom-in quadrant shows the filamentary, nonlinear structure on
smaller scales.
3 Statistical Analysis
3.1 Power Spectrum
We first study the spherical harmonic power spectrum defined as
〈q`mq∗`′m′〉 = δ``′δmm′Cq` , (3.1)
where we choose the fields q = κ or δ and q`m is the spherical harmonic coefficient. The
multipole moment ` corresponds to the inverse of the angular scale and the integerm lies in the
range −` < m < `. The brackets 〈...〉 represent an ensemble average. The harmonic analysis
7http://healpix.sourceforge.net
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on the sphere is performed using ANAFAST, which discretizes the spherical harmonics up
to `max = 3 · NSIDE− 1. Using a resolution of NSIDE=1024 returns us modes up to ` < 3071,
which is sufficient for our purposes. We compare the full-sky convergence spherical harmonic
power spectrum from L-PICOLA computed in the lightcone mode (mean of 150 realizations)
and snapshot mode with those from high-resolution GADGET-2 simulations (in snapshot
mode) using the same relevant simulation parameters (see Table 1), initial conditions, seed
and nesting-scheme. The results for a single source redshift at zs = 1.5 are plotted in Figure 3
for the convergence and the overdensity and a multipole binning of ∆` = 4 together with the
revised nonlinear HALOFIT power spectrum predictions (Takahashi et al. [70]; Smith et al.
[71]) computed within PyCosmo (Refregier et al. [72]) based on the Limber approximation.
Our result drawn from the L-PICOLA lightcone simulations Cκκlightcone agrees with the
theoretical prediction to within 5% on scales 102 < ` < 103. The power spectrum computed
for the overdensity Cδδlightcone also agrees to within 5% of the theory prediction for multipoles
102 < ` < 1600. We see that the L-PICOLA power spectra slightly exceed the theory predic-
tion and the GADGET-2 power spectra for scales 102 < ` < 700, whereas they underestimate
the power on smaller scales. The steep divergence of all power spectra computed from N -
Body simulations around ` ∼ 1200 for Cκκ` and around ` ∼ 103 for Cδδ` is due to the shot
noise arising in the simulation at the mass resolution we are working at.
In order to exclude effects coming from our past-lightcone construction in the compar-
ison, i.e. effects arising due to the Born-approximation, we also compare the spherical har-
monic power spectrum from the L-PICOLA simulation to the one from GADGET-2. We find
that the results for the convergence and overdensity power spectra based on the L-PICOLA
lightcone mode agree within 5% for 102 < ` < 103 to the result drawn from the GADGET-2
simulation.
3.2 Covariance Matrix
We compute the covariance of the power spectra using 150 full-sky L-PICOLA simulations,
which can be written as (e.g. Nicola et al. [73])
cov(`, `′) =
〈
Cq` −
〈
Cq`
〉〉 〈
Cq`′ −
〈
Cq`′
〉〉
, (3.2)
where 〈...〉 represents the average over all 150 L-PICOLA realizations in the lightcone mode.
In order to better quantify the correlation between different multipoles it is useful to use the
correlation coefficient defined as (Blot et al. [75])
corr(`, `′) =
cov(`, `′)√
cov(`, `)cov(`′, `′)
, (3.3)
such that the correlation between different modes ranges between corr = +1 (maximum
correlation) and corr = −1 (maximum anti-correlation). Figure 4 shows the correlation
coefficient matrices for the power spectum C` calculated using the L-PICOLA lightcone mode
for a multipole binning of ∆` = 10. The mode coupling caused by the non-linearities at small
scales and late times is captured by the off-diagonal elements of the covariance matrix. As
visible in the figures, the correlation of different multipoles is small for multipoles smaller
than ` ∼ 2 × 102. However, the convergence shows a larger correlation than the overdensity
in this regime. For scales larger than ` ∼ 2.5 × 102, stronger correlations of different angular
modes appear.
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Note that in the case of a realistic survey setup one could use one full-sky map multiple
times to obtain several realizations of the survey area. The use of 150 full-sky maps would
thus be enough to obtain a well-converged estimate of the covariance matrix depending on
the survey area.
Figure 3. Full-Sky spherical harmonic power spectrum for the convergence (upper panel) and the
galaxy overdensity (lower panel) with a ∆` = 4 binning. The mean of 150 L-PICOLA realizations
in the lightcone mode (red dashed) is compared to one L-PICOLA snapshot mode run (green dot-
dashed) and one GADGET-2 run (blue solid). All three power spectra from simulations are divided
by the nonlinear HALOFIT prediction (black solid) in the lower subpanels. The red area represents
the 1σ-error of the 150 L-PICOLA lightcone mode simulations.
– 9 –
Figure 4. Correlation coefficient matrix of the power spectrum C` for angular scales 102 < ` < 103
calculated from 150 L-PICOLA realizations for zs = 1.5 and a binning of ∆` = 10. The left plot
corresponds to the convergence, while the right plot corresponds to the overdensity.
3.3 Probability Distribution Function
To assess the accuracy of our covariance matrix estimate, we compare the probability distri-
bution function (PDF, i.e. 1-point distribution) of the constructed maps from L-PICOLA to
the ones from GADGET-2. We analyze our computed weak lensing maps on angular scales of
our interest 102 < ` < 103. Figure 5 shows the PDF of the convergence and overdensity maps
after smoothing using a Gaussian beam with an r.m.s. radius of 10.8 arcmin corresponding
to multipole ` ∼ 103 on the sphere. We find that the maps generated using L-PICOLA and
GADGET-2 smoothed on this scale show very similar distributions.
Next we compute moments as a function of smoothing scale θ to further quantify the
differences between the maps. The variance is given by
s2 =
1
N
N∑
i=1
(qi − q¯) , (3.4)
where q¯ is the sample mean for elements qi = κi or δi within a sample of size N . Important
for our analysis are the expectation value and the variance of this quantity. The expectation
value is then given by
〈
s2
〉
= (N−1)µ2/N , where µ2 is the second moment of the distribution.
We compute the variance of the variance estimator given by (Kenney & Keeping [76])
σ2s2 =
(N − 1)2
N3
µ4 − (N − 1)(N − 3)
N3
µ22 ∼
1
N
(µ4 − µ22) , (3.5)
where µ2 and µ4 are the second and fourth moment of the distribution respectively. Equation
(3.5) can be used to describe the non-Gaussianity of the distribution. In Figure 6 we plot
the relative difference of the quantity s2/σ2s2 between maps computed using L-PICOLA and
using GADGET-2 as a function of smoothing scale in arcmin. We find that s2/σ2s2 for the
convergence computed in the L-PICOLA lightcone and snapshot mode agrees within 2% to
GADGET-2 between smoothing scales corresponding to ` ∼ 102 and ` ∼ 103. The same
quantity for the overdensity agrees within 2% in the L-PICOLA lightcone mode and within
5% in the L-PICOLA snapshot mode to GADGET-2.
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Figure 5. Normalized convergence (upper plot) and overdensity (lower plot) PDF using L-PICOLA
lightcone mode (red dashed) and snapshot mode (green dot-dashed) compared to using GADGET-2
(blue solid). All three maps have been smoothed using a Gaussian beam with an r.m.s. of 10.8 arcmin,
which corresponds to ` ∼ 103.
– 11 –
Figure 6. Ratio s2/σ2s2 for L-PICOLA maps over s
2/σ2s2 for GADGET-2 maps for the convergence
(upper plot) and overdensity (lower plot). The results computed using the L-PICOLA lightcone mode
represent the mean over 150 realizations together with their 1σ-error. The dark-red area represent
2% and the light-red area represents 5% deviation from GADGET-2 and the vertical dot-dashed line
marks a smoothing scale corresponding to ` = 102 and ` = 103.
3.4 Cosmological Parameter Estimation
To further validate the accuracy of the covariance matrix we obtained, we constrain cosmolog-
ical parameters with a Monte Carlo Markov Chain (MCMC) using CosmoHammer (Akeret
et al. [78]). We vary the two cosmological parameters Ωm and σ8 by fitting one realization
of the convergence power spectrum Cκκ` presented in section 3.1 to a theoretical HALOFIT
prediction for angular scales 102 < ` < 103 and using our estimated covariance matrix com-
puted using 150 UFalcon maps based on L-PICOLA simulations in the lightcone mode.
This test corresponds to an optimistic case of a full sky survey, without measurement noise
and with only 2 free model parameters. It is performed to assess whether the accuracy of our
covariance matrix is sufficient to derive cosmological parameter constraints. Furthermore, we
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modify our estimated covariance matrix by multiplying it with the angular scale-dependent
ratio between the convergence power spectra based on L-PICOLA in the lightcone mode and
GADGET-2. In this way, we obtain an estimate about how much our obtained constraints
on Ωm and σ8 vary when the covariance matrix is rescaled in such a way by a few percent.
The analysis is done in the context of our fiducial cosmology with the parameters h = 0.7,
Ωb = 0.045 and ns = 0.961 and with the likelihood (e.g. Nicola et al. [73])
L(D|θ) = 1
[(2pi)d det cov]1/2
e−
1
2
(Csim` −Ctheory` )Tcov−1(Csim` −Ctheory` ) , (3.6)
where Ctheory` is the theoretical HALOFIT prediction for the spherical harmonic power spec-
trum computed within PyCosmo of dimension d and cov denotes the covariance matrix of
the convergence power spectrum presented in section 3.2.
The convergence power spectra Cκκ` computed in the L-PICOLA lightcone mode used
for Csim` and the covariance matrix have cosmic variance and shot noise contributions only
and are computed from full-sky maps, such that effects of mask regions do not need to be
taken into account. Note that since we vary only two cosmological parameters and do not
add shape noise to the convergence power spectra entering the covariance matrix and to Csim`
and Ctheory` , this setup represents an optimistic case.
We choose wide flat priors for the cosmological parameters 0.05 < Ωm < 0.9 and 0.2 <
σ8 < 1.6. This is motivated by the choice of priors for the cosmological constraints analysis
performed by the DES collaboration on the DES SV data [5], which are close to those used in
the DES Y1 analysis [7]. Furthermore, we set the the multiplicative bias parameter to m = 0.
The spherical harmonic power spectra vectors have been binned with ∆` = 24.
Moreover, we stress-test the obtained constraints by modifying the used covariance ma-
trix through the ansatz:
c˜ov(`, `′) ≡ f(`)f(`′)cov(`, `′) , (3.7)
where f(`) = CGADGET−2` /C
L−PICOLA
` . In this way we modify the covariance matrix through
a scale dependent function corresponding to the difference between the convergence power
spectrum obtained using GADGET-2 and L-PICOLA in lightcone mode. In Figure 7 we
show the constraints on Ωm and σ8 by using the covariance matrix from section 3.2 and
the modified covariance matrix given by equation (3.7). The resulting constraints using
the modified covariance matrix (blue) are only slightly smaller compared to the constraints
obtained when using our originally estimated covariance matrix calculated from power spectra
in the L-PICOLA lightcone mode (red). We conclude that such a rescaling of the covariance
matrix does only minimally affect the constraints on Ωm and σ8, even for this optimistic
case, and that the covariance matrix calculated using L-PICOLA is robust to changes on the
percent level.
4 Conclusion
In this paper, we implemented a new framework to generate weak gravitational lensing maps
in a fast, parallel way. Our pipeline is mainly optimized to estimate covariance matrices at
the required resolution for scales between 102 < ` < 103 for wide field surveys such as the
DES survey. The parallelized UFalcon code has been developed by using simulated matter
density fields from the numerical code L-PICOLA, and then creates the all-sky past-lightcone
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Figure 7. Cosmological parameter constraints by varying Ωm and σ8 for weak lensing convergence for
scales 102 < ` < 103 using a Monte Carlo Markov Chain. The two sets of contours depict the 68% and
95% confidence interval for the covariance matrix calculated from 150 convergence power spectra in the
L-PICOLA lightcone mode (red) and for the covariance matrix modified by CGADGET−2` /C
L−PICOLA
`
(blue). The red star shows the fiducial values Ωm = 0.276 and σ8 = 0.811.
by projecting the matter field at different redshifts onto the sphere. The code can also use
GADGET-2 simulations for comparison. In order to optimize the mass resolution of the used
simulation and thus the angular resolution of the created weak lensing maps, we adopted a
nesting scheme to construct the lightcone.
In the present treatment, we calculated the convergence and galaxy overdensity maps
using a single source redshift at zs = 1.5. We compared the generated maps using L-PICOLA
in different operating modes to the N -Body code GADGET-2 by considering the spherical
harmonic power spectra, the PDF and higher-order statistics. The convergence power spec-
trum agrees with the nonlinear theory prediction within 5% on angular scales 102 < ` < 103,
whereas the overdensity power spectrum agrees within 5% on 102 < ` < 1600. Compared
to our results from using GADGET-2 simulated density fields, we find that the convergence
and the overdensity power spectra from L-PICOLA agree within 5% for 102 < ` < 103 to
GADGET-2. Our results for the spherical harmonic power spectra are in good agreement
with the findings from Izard et al. [51] and capture nonlinear structures on slightly smaller
angular scales than the Cκκ` computed by Patton et al. [49], although this is probably due
to the higher value of NSIDE used in our work. Since our code is parallelized on all steps of
the pipeline, an acceptable runtime of ∼ 3 hours walltime is required to simulate the matter
density field and construct the past-lightcone. This makes our framework suitable for gener-
ating a large number of weak lensing maps, as required to reduce the statistical noise in the
covariance matrix. We computed the covariance of the spherical harmonic power spectrum
based on 150 realizations using L-PICOLA. We observe off-diagonal clustering starting at
` ∼ 2.5 × 102, indicating the onset non-Gaussian features of structure formation.
– 14 –
We extend the analysis of our constructed weak lensing maps by computing the PDF
and the variance of the sample variance of the maps as a function of smoothing scale. We
find a 2% agreement between L-PICOLA and GADGET-2 for the variance of the sample
variance for maps smoothed on scales 102 < ` < 103. We derive an estimator for the co-
variance matrix computed using the full-sky spherical harmonic power spectra without shape
noise. To test the obtained covariance matrix, we derive cosmological parameter constraints
for a flat ΛCDM cosmology. We derive constraints for the parameters Ωm and σ8 from the
convergence auto power spectrum and compare the results with the constraints obtained by
applying a scale-dependent rescaling CGADGET−2` /C
L−PICOLA
` of the used covariance matrix.
The two obtained constraints do not show significant differences in our optimistic setup of
only varying two cosmological parameters. We conclude that our UFalcon lightcone frame-
work combined with the approximate code L-PICOLA is able to quickly produce sufficiently
accurate convergence covariance matrices for angular scales in the range 102 < ` < 103 and
can produce stable constraints in the Ωm-σ8-plane for optimistic survey configurations.
Our past-lightcone framework thus opens a broad range of further possibilities. Fore-
most, it will be essential to include additional cosmological probes for the analysis of upcoming
surveys. Moreover, it will be interesting to apply the pipeline presented here to models beyond
ΛCDM.
Acknowledgments
We would like to thank Jorit Schmelzle, Janis Fluri, Tomasz Kacprzak, Risa Wechsler and
Matthew Becker for very helpful discussions concerning the lightcone pipeline. Furthermore,
we thank Uwe Schmitt for his help with the computing implementation. This research made
use of IPython, NumPy, SciPy,Matplotlib, Healpy, PyCosmo, CosmoHammer and
Corner. We acknowledge support by SNF grant 200021_169130.
References
[1] Howlett C., Manera M. & Percival W.J., L-PICOLA: A Parallel Code for Fast Dark Matter
Simulation, arXiv:1506.03737.
[2] Planck Collaboration Ade P.A.R., Aghanim N., Arnaud M., Ashdown M., Aumont J. et al.,
Planck 2015 results. XIII. Cosmological parameters, A & A 594 (2015) 63.
[3] Jarvis M., Sheldon E., Zuntz J., Kacprzak T., Bridle S.L., Amara A. et al., The DES Science
Verification Weak Lensing Shear Catalogues, MNRAS 460 (2016) 2245-2281.
[4] Becker M.R., Troxel M.A., MacCrann N., Krause E., Eifler T.F., Friedrich et al., Cosmic Shear
Measurements with Dark Energy Survey Science Verification Data, Phys. Rev. D 94 (2016)
022002.
[5] Abdalla F.B., Allam S., Amara A., Annis J., Armstrong et al., Cosmology from Cosmic Shear
with Dark Energy Survey Science Verification Data, Phys. Rev. D 94 (2016) 022001.
[6] DES Collaboration T.M.C. Abbott, F.B. Abdalla, A. Alarcon et al., Dark Energy Survey Year
1 Results: Cosmological Constraints from Galaxy Clustering and Weak Lensing,
arXiv:1708.01530.
[7] M.A. Troxel, N. MacCrann, J. Zuntz et al., Dark Energy Survey Year 1 Results: Cosmological
Constraints from Cosmic Shear, arXiv:1708.01538.
[8] J. Elvin-Poole, M. Crocce, A.J. Ross et al., Dark Energy Survey Year 1 Results: Galaxy
clustering for combined probes, arXiv:1708.01536.
– 15 –
[9] J. Prat, C. Sanchez, Y. Fang et al., Dark Energy Survey Year 1 Results: Galaxy-Galaxy
Lensing, arXiv:1708.01537.
[10] J. Zuntz, E. Sheldon, S. Samuroff et al., Dark Energy Survey Year 1 Results: Weak Lensing
Shape Catalogues, arXiv:1708.01533.
[11] B. Hoyle, D. Gruen, G.M. Bernstein et al., Dark Energy Survey Year 1 Results: Redshift
distributions of weak lensing source galaxies, arXiv:1708.01532.
[12] S. Samuroff, S.L. Bridle, J. Zuntz et al., Dark Energy Survey Year 1 Results: The Impact of
Galaxy Neighbors on Weak Lensing Cosmology with im3shape, arXiv:1708.01534.
[13] E. Krause, T.F. Eifler, J. Zuntz et al., Dark Energy Survey Year 1 Results: Multi-Probe
Methodology and Simulated Likelihood Analyses, arXiv:1706.09359.
[14] C. Chang, A. Pujol, B. Mawdsley et al., Dark Energy Survey Year 1 Results: Curved-Sky Weak
Lensing Mass Map, arXiv:1708.01535.
[15] A. Drlica-Wagner, I. Sevilla-Noarbe, E. S. Rykoff et al., Dark Energy Survey Year 1 Results:
Photometric Data Set for Cosmology, arXiv:1708.01531.
[16] Bartelmann M. & Maturi M., Weak Gravitational Lensing, arXiv:1612.06535.
[17] Kilbinger M., Cosmology with cosmic shear observations: a review, Reports and Progress in
Physics 78 (2015) 086901.
[18] Uitert van E., Joachimi B., Joudaki S., Heymans C., Köhlinger F., Asgari M., Blake C., Choi
A., Erben T., Farrow D.J., Harnois-Déraps J., Hildebrandt H., Hoekstra H., Kitching T.D.,
Klaes D., Kuijken K., Merten J., Miller L., Nakajima R., Schneider P., Valentijn E. & Viola
M., , KiDS+GAMA: Cosmology constraints from a joint analysis of cosmic shear,
galaxy-galaxy lensing and angular clustering, arXiv:1706.05004.
[19] Bartelmann M. & Schneider P., Weak Gravitational Lensing, Physics Report 340 (2001)
291-472.
[20] Bernardeau F., Colombi S., Gaztanaga E. & Scoccimarro R., Large-Scale Structure of the
Universe and Cosmological Perturbation Theory, Physics Report 367 (2002) 1-248.
[21] Fosalba P., Crocce M., Gaztanaga & Castanger F.J., The MICE Grand Challenge Lightcone
Simulation - I. Dark Matter Clustering, MNRAS 448 (2015) 2987-3000.
[22] Crocce M., Castander F.J., Gaztanaga E., Fosalba P. & Carretero J., The MICE Grand
Challenge Lightcone Simulation - II. Halo and galaxy catalogues, MNRAS 453 (2015)
1513-1530.
[23] Fosalba P., Gaztanaga E., Castander F.J. & Crocce M., The MICE Grand Challenge Lightcone
Simulation - II. Galaxy lensing mocks from all-sky lensing maps, MNRAS 447 (2015)
1329-1332.
[24] Busha M.T., Wechsler R.T., Becker M.R., Erickson B. & Evrard A.E., Catalog Production for
the DES Blind Cosmology Challenge, American Astronomical Society Meeting 221 (2013)
341.07.
[25] Chang C., Busha M.T., Wechsler R.H., Refregier A., Amara A., Rykoff E., Becker M.R.,
Bruderer C., Gamper L. & Leistedt B., Modeling the Transfer Function for the Dark Matter
Energy Survey, ApJ 801 (2015) 2.
[26] Doré O., Lu T. & Pen U.-L., The Non-Linear Fisher Information Content of Cosmic Shear
Surveys, arXiv:0905.0501.
[27] Takahashi R., Yoshida N., Takada M., Matsubara T., Sugiyama N., Kayo I., Nishizawa A.J.,
Nishimichi T., Saito S., Taruya A., Simulations of Baryon Acoustic Oscillations II: Covariance
matrix of the matter power spectrum, ApJ 700 (2009) 479.
– 16 –
[28] Scoccimarro R., Zaldarriaga & Hui L., Power Spectrum Correlations Induced by Nonlinear
Clustering, ApJ 527 (1999) 1-15.
[29] Meiksin A. & White M., The growth of correlations in the matter power spectrum, MNRAS
308 (1999) 1179-1184.
[30] Smith R.E, Covariance of cross-correlations: towards efficient measures for large-scale
structure, MNRAS 400 (2009) 851.
[31] Cooray A. & Hu W., Power Spectrum Covariance of Weak Gravitational Lensing, ApJ 554
(2001) 56-66.
[32] Dodelson S. & Schneider M.D., The effect of covariance estimator error on cosmological
parameter constraints, Phys. Rev. D 88 (2013) 063537.
[33] Taylor A., Joachimi B. & Kitching T., Putting the precision in precision cosmology: How
accurate should your data covariance matrix be?, MNRAS 432 (2013) 1928-1946.
[34] Percival W.J., Ross A.J & Sanchez A.G., The clustering of Galaxies in the SDSS-III Baryon
Oscillation Spectroscopic Survey: including covariance matrix errors, MNRAS 439 (2014)
2531-2541.
[35] Eifler T., Krause E., Schneider P. & Honscheid K., Combining Probes of Large-Scale Structure
with CosmoLike, MNRAS 000 (2010) 1-12.
[36] Krause E. & Eifler T., CosmoLike - Cosmological Likelihood Analyses for Photometric Galaxy
Surveys, MNRAS 000 (2014) 1-13.
[37] Taffoni G., Monaco P. & Theuns T., PINOCCHIO and the hierarchical build-up of dark matter
halos, MNRAS 333 (2002) 623-632.
[38] White M., Tinker J.L. & McBride C.K., Mock galaxy catalogues using the quick particle mesh
method, MNRAS 437 (2014) 2594-2606.
[39] Tassev S., Zaldarriaga M. & Eisenstein D., Solving Large Scale Structure in Ten Easy Steps
with COLA, JCAP 06 (2013) 036.
[40] Koda J., Blake C., Beutler F., Kazin E. & Marin F., Fast and accurate mock catalogue
generation for low-mass galaxies, MNRAS 459 2 (2016) 2118-2129.
[41] Springel V., Yoshida N. & White S.D.M., GADGET: A Code for Collisionless and
Gasdynamical Cosmological Simulations, New Astronomy 6 (2001) 79-117.
[42] Springel V., The Cosmological Simulation Code GADGET-2, MNRAS 364 (2005) 1105-1134.
[43] Vale C. & White M., Simulating weak lensing by large scale structure, ApJ 592 (2) 699.
[44] Hilbert S., Hartlap J. & White S.D.M., Ray-tracing through the Millennium Simulation: Born
corrections and lens-lens coupling in cosmic shear and galaxy-galaxy lensing, A&A 499 (2009)
31.
[45] Takahashi R., Hamana T., Shirasaki M., Namikawa T., Nishimichi T., Osato K. & Shiroyama
K., Full-Sky Gravitational Lensing Simulation for Large-Are Galaxy Survey and Cosmic
Microwave Background Experiments, arXiv:1706.01472.
[46] Sato M., Hamana T., Takahashi R., Takada M., Yoshida N., Matsubara T. and Sugiyama N.,
Simulations of Wide-Field Weak Lensing Surveys. I. Basic Statistics and Non-Gaussian
Effects, ApJ 701 (2009) 945-954.
[47] Kiessling A., Heavens A.V., Taylor A.N. & Joachimi B., Simulating weak gravitational lensing
for cosmology, MNRAS 414 (2011) 2235.
[48] Harnois-Déraps J., Vafaei S. & Van Waerbeke L., Gravitational Lensing Simulations I:
Covariance Matrices and Halo Catalogues, MNRAS 426 (2012) 1262.
– 17 –
[49] Patton K., Blazek J., Honscheid K., Huff E., Melchior P., Ross A.J. & Suchyta E., Cosmological
Constraints from the Convergence 1-point Probability Distribution, arXiv:1611.01486.
[50] Giocoli C., Di Meo S., Meneghetti M., Jullo E., de la Torre S., Moscardini L., Baldi M. &
Mazzotta P., Fast Weak Lensing Simulation with Halo Model, MNRAS 470 3 (2017) 3574-3590.
[51] Izard A., Fosalba P. & Crocce M., ICE-COLA: fast simulations for weak lensing observables,
arXiv:1707.06312.
[52] Takahashi R., Oguri M., Sato M. & Hamana T., Probability Distribution Functions of
Cosmological Lensing: Convergence, Shear and Magnification, ApJ 742 1 (2011) 15.
[53] Teyssier R., Pires S., Prunet S., Aubert D., Pichon C., Amara A., Benabed K., Colombi S.,
Refregier A. & Starck J.-L., Full-Sky Weak-Lensing Simulation with 70 Billion Particles, A&A
497 (2009) 335-341.
[54] Schmelzle J., Lucchi A., Kacprzak T., Amara A., Sgier R., Refregier A. & Hofmann T.,
Cosmological model discrimination with Deep Learning, arXiv:1707.05167.
[55] Pires S., Starck J.-L., Amara A., Refregier A. & Teyssier R., Cosmological model
discrimination from weak lensing data, AIP Conference Proceedings 1241 (2010) 1118.
[56] Klypin A. A. & Shandarin S. F., Three-Dimensional Numerical Model of the Formation of
Large-Scale Structure in the Universe, MNRAS 204 (1983) 891- 907.
[57] Hockney R. W. & Eastwood J. W., Computer Simulation using Particles, (1988).
[58] Klypin A. A. & Holtzmann S. F., Particle-Mesh Code for Cosmological Simulations,
arXiv:astro-ph/9712217.
[59] Appel A., An Efficient Program for Many-Body Simulation, SIAM J. Sci. Stat. Comput. 6
(1985) 85.
[60] Bode P., Ostriker J.P. & Xu G., The Tree Particle-Mesh N -Body Gravity Solver, ApJ 128
(2000) 561-569.
[61] Barnes J. & Hut P., A hierarchical O(N log N) force-calculation algorithm, Nature 324 (1986)
446.
[62] Hernquist L., Performance Characteristics of Tree Codes, ApJS 64 (1987) 715.
[63] Bagla J.S., TreePM: A code for Cosmological N-Body Simulations, A&A 23 (2002) 1-14.
[64] Izard A., Crocce M. & Fosalba P., ICE-COLA: Towards fast and accurate synthetic galaxy
catalogues optimizing a quasi N -body method, arXiv:1707.06312.
[65] Eisenstein D.J. & Hu W., Baryonic Features in the Matter Transfer Function, ApJ 496 (1998)
605-614.
[66] Hahn A. & Abel T., Multi-Scale Initial Conditions for Cosmological Simulations,
arXiv:1103.6031.
[67] Takada M. & Hu W., Power Spectrum Super-Sample Covariance, arXiv:1302.6994.
[68] White M. & Hu W., A new Algorithm for Computing Statistics of Weak Lensing by Large-Scale
Structure, ApJ 537 (2000) 1-11.
[69] Petri A., Haiman Z. & May M., On the validity of the Born approximation for beyond-Gaussian
weak lensing observables, Phys. Rev. D 95 (2017) 123503.
[70] Takahashi R., Sato M., Nishimichi T., Taruya A. & Oguri M., Revising the Halofit Model for
the Nonlinear Matter Power Spectrum, ApJ 761 (2012) 152.
[71] Smith R.E., Peacock J.A., Jenkins A., White S.D.M., Frenk C.S., Pearce F.R., Thomas P.A.,
Efstathiou G., Couchmann H.M.P. & the Virgo Consortium, Stable clustering, the halo model
and nonlinear cosmological power spectrum, MNRAS 341 (2003) 1311-1332.
– 18 –
[72] Refregier A., Gamper L., Amara A. & Heisenberg L., PyCosmo: An Integrated Cosmological
Boltzmann Solver, arXiv:1708.05177.
[73] Nicola A., Refregier A. & Amara A., Integrated Approach to Cosmology: Combining CMB,
Large-Scale Structure and Weak Lensing, arXiv:1607.01014.
[74] Coles P. & Chiang L., Characterizing the Nonlinear Growth of Large-Scale Structure in the
Universe, Nature 406 (2000) 376-378.
[75] Blot L., Corasaniti P.S., Alimi J.-M., Reverdy V. & Rasera Y., Matter Power Spectrum
Covariance Matrix from the DEUS-PUR ΛCDM Simulations: Mass Resolution and
non-Gaussian Errors, MNRAS 446 (2015) 1756-1764.
[76] Kenney J.F. & Keeping E.S., Mathematics of Statistics part I, Princeton, N.J. : D. Van
Nostrand (1951) 164.
[77] Blot L., Corasaniti P.S., Amendola L. & Kitching T.D., Non-linear matter power spectrum
covariance matrix errors and cosmological parameter uncertainties, MNRAS 258 (2016)
4462-4470.
[78] Akeret J, Seehars, S., Amara A., Refregier A. and Csillaghy A., CosmoHammer: Cosmological
parameter estimation with the MCMC Hammer, Astronomy and Computing 2 (2013) 27.
– 19 –
