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ASYMPTOTIC BEHAVIOR OF SOLUTIONS TO
A HIGHER-ORDER KDV-TYPE EQUATION
WITH CRITICAL NONLINEARITY
MAMORU OKAMOTO
Abstract. We consider the Cauchy problem of the higher-order KdV-type
equation:
∂tu+
1
m
|∂x|
m−1
∂xu = ∂x(u
m)
where m ≥ 4. The nonlinearity is critical in the sense of long-time behavior.
Using the method of testing by wave packets, we prove that there exists a
unique global solution of the Cauchy problem satisfying the same time decay
estimate as that of linear solutions. Moreover, we divide the long-time behavior
of the solution into three distinct regions.
1. Introduction
We consider the Cauchy problem for the higher-order Korteweg-de Vries (KdV)
type equation
(1.1) ∂tu+
1
m
|∂x|m−1∂xu = ∂x(um),
where u is a real valued function, |∂x| = (−∂2x)
1
2 , and m ∈ Z≥3. This equation
describes the propagation of nonlinear waves in a dispersive medium. In partic-
ular, (1.1) with m = 3, 5 are called the modified KdV (mKdV) and the modified
Kawahara equations, respectively.
If u is a solution to (1.1), then the total mass, the momentum, and the energy
are conserved: ∫
R
u(t, x)dx,
∫
R
u(t, x)2dx,∫
R
{
1
2m
∣∣∣|∂x|m−12 u(t, x)∣∣∣2 − 1
m+ 1
u(t, x)m+1
}
dx.
Local-in-time well-posedness of the Cauchy problem for (1.1) follows from the same
argument as in [19] (see also [17, 18, 4] and references therein). Owing to the
conserved quantities, the local-in-time solution can be extended to the global-in-
time one if the values of the initial data are small. Thus, it is of interest to obtain
the asymptotic behavior of solutions to (1.1).
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Sidi et al. [27] studied the long-time behavior of solutions to the generalized
KdV equations
(1.2) ∂tu+
1
α
|∂x|α−1∂xu = ∂x(up)
for α ∈ R, α ≥ 1, and p ∈ Z≥2. More precisely, they proved that when the initial
data values are small, the global-in-time solution scatters to a linear solution if α ≥ 1
and p > α+
√
α2+4α
2 + 1. Kenig et al. [18] improved the results in [27], that is the
scattering for small initial data values holds true if α ≥ 1 and p > max(α+1, α2 +3).
Because there exists a blow up solution in some cases when initial data values are
large ([21, 23]), the assumption of small initial data values is essential.
The asymptotic behavior for (1.2) with α = 3 has been studied by several re-
searchers (see [1, 7, 8, 9, 28, 22, 13, 5, 3, 2] and references therein). In particular,
p = 3 is critical in the sense of long-time behavior. In other words, while the so-
lutions scatter for p > 3, asymptotic behavior of the solution differs from that of
the linear solutions when p = 3. Moreover, Hayashi and Naumkin [10, 12] showed
the criticality of the quartic derivative fourth-order nonlinear Schro¨dinger equation
(see also [11, 14]), which is related to (1.1) with m = 4.
From these results, we expect that the nonlinearity of (1.1) is critical in the
sense of long-time behavior. However, there is a gap between the exponent of
nonlinearity in previous results and that to be critical in general. In this paper,
we study the asymptotic behavior of solutions to (1.1) for m ≥ 4. Even though we
used um in (1.1) in our study, the same asymptotic behavior is obtained for (1.1)
with short-range perturbations (see Remark 1.3).
To explain the critical phenomenon, we roughly derive the asymptotic behavior
of linear solutions for Schwartz initial data u0 ∈ S(R). Let U(t) denote the linear
propagator, i.e., U(t) := e− 1m t|∂x|m−1∂x . We note that, for t > 0, the linear solution
is written as follows:
U(t)u0(x) = t− 1m
∫
R
Q0
(
t−
1
m (x− y)
)
u0(y)dy,
where Q0 is defined by Q0(y) :=
1
2pi
∫
R
ei(yξ−
1
m
|ξ|m−1ξ)dξ, that is, Q0 satisfies the
ordinary differential equation ∣∣∣∣ ddy
∣∣∣∣m−1Q0 − yQ0 = 0.
Sidi et al. [27] proved the following estimate for Q0:∣∣∣∣dkQ0dyk (y)
∣∣∣∣ . 〈y〉 km−1− m−22(m−1) ,
where 〈y〉 := (1 + |y|2) 12 .
The Hamiltonian flow corresponding to the linear equation is given by
(x, ξ) 7→ (x+ t|ξ|m−1, ξ).
We expect that, for v > 0, solutions initially localized spatially near zero and at
frequencies near ±ξv, where ξv := v 1m−1 , travel along the ray Γv := {x = vt}.
Hence, the linear solution U(t)u0(x) decays rapidly as t− 1mx→ −∞ and oscillates
as t−
1
m x→ +∞. In particular, the stationary phase method shows that, as t− 1mx→
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+∞, there exists a constant c0 such that
U(t)u0(x) = c0t− 1m (t− 1mx)−
m−2
2(m−1)ℜ
{
û0
(
t−
1
m−1x
1
m−1
)
eiφ(t,x)
}
+ error,
where the phase function is given by
(1.3) φ(t, x) :=
m− 1
m
t−
1
m−1 |x| mm−1 − π
4
.
Moreover, in the self-similar region |t− 1mx| . 1,
U(t)u0(x) = t− 1mQ0(t− 1mx)
∫
R
u0(y)dy + error.
This observation implies that if ‖u0‖L2 + ‖xu0‖L2 ≤ ε then we have∣∣∂kxU(t)u0(x)∣∣ . εt−k+1m 〈t− 1mx〉 km−1− m−22(m−1)
for k = 0, 1, . . . ,m− 2. We expect that solutions to (1.1) satisfy the same pointwise
estimates as linear solutions above when the initial data values are small. Then,
‖u(t)‖L2x . ‖u(1)‖L2 + εm−1
∫ t
1
‖u(t′)‖L2x
dt′
t′
.
Because the integral is not bounded by supt≥1 ‖u(t)‖L2, we only expect that the
solution behaves like a linear solution up to t ∼ exp(ε−m+1). Especially, the as-
ymptotic behavior of the solution differs from that of linear solutions.
1.1. Main result. To state our results precisely, we introduce notation and func-
tion spaces. We denote the set of positive and negative real numbers by R+ and
R−, respectively. We denote the usual Sobolev space by Hs(R). For s ∈ R, we
denote the weighted Sobolev spaces by Σs(R) equipped with the norm ‖f‖Σs :=
‖f‖Hs + ‖xf‖L2.
Theorem 1.1. Let m ≥ 4. Assume that the initial datum u0 at time 0 satisfies
‖u0‖
Σ
m−1
2m
≤ ε≪ 1.
Then, there exists a unique global solution u to (1.1) with U(−t)u ∈ C(R; Σm−12m (R))
satisfying the estimates
(1.4)
∥∥∥〈t− 1m x〉− km−1+ m−22(m−1) ∂kxu(t)∥∥∥
L∞
. εt−
k+1
m
for t ≥ 1 and k = 0, 1, . . . ,m − 2. Moreover, we have the following asymptotic
behavior as t→ +∞.
In the decaying region X−(t) := {x ∈ R− : t− 1m |x| & t(m−1)ρ}, where ρ := 1m ( 12m−
ε), we have∥∥∥t 1m 〈t− 1mx〉 2m−32(m−1) u∥∥∥
L∞(X−(t))
+
∥∥∥t 12m 〈t− 1mx〉u∥∥∥
L2(X−(t))
. ε.
In the self-similar region X0(t) := {x ∈ R : t− 1m |x| . t(m−1)ρ}, there exists a solu-
tion Q = Q(y) to the nonlinear ordinary differential equation
(1.5)
∣∣∣∣ ddy
∣∣∣∣m−1Q− yQ−mQm = 0,
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satisfying ‖Q‖L∞y . ε and∥∥∥u(t)− t− 1mQ(t− 1mx)∥∥∥
L∞(X0(t))
. εt−
1
m
−(m− 32 )ρ,∥∥∥u(t)− t− 1mQ(t− 1mx)∥∥∥
L2(X0(t))
. εt−
1
2m−(m−1)ρ.
In the oscillatory region X+(t) := {x ∈ R+ : t− 1m |x| & t(m−1)ρ}, there exists a
unique complex-valued function W satisfying W (ξ) = W (−ξ) and ‖W‖L∞∩L2 . ε
such that
u(t) =
2√
m− 1 t
− 1
m (t−
1
mx)−
m−2
2(m−1)ℜ
{
W
(
t−
1
m−1 |x| 1m−1
)
eiφ(t,x)
}
+ errx,
where the error, errx, satisfied the estimates∥∥∥t 1m (t− 1m x) 3(m−2)4(m−1) errx∥∥∥
L∞(X+(t))
+
∥∥∥t 12m (t− 1m x) m−22(m−1) errx∥∥∥
L2(X+(t))
. ε.
In the corresponding frequency region X̂+(t) := {ξ ∈ R+ : t 1m |ξ| & t 1m ( 12m−ε)}, we
have
û(t, ξ) = W (ξ)e
1
m
itξm + errξ,
where the error, errξ, satisfies∥∥∥(t 1m ξ)m−24 errξ∥∥∥
L∞(X̂+(t))
+
∥∥∥t 12m (t 1m ξ)m−22 errξ∥∥∥
L2(X̂+(t))
. ε.
As (1.1) has time reversal symmetry given by u(t, x) 7→ u(−t,−x), we get the
corresponding asymptotic behavior as t→ −∞.
Theorem 1.1 presents the leading asymptotic term not only in L∞(R), but also
in L2(R). In addition, as with linear solutions, we divide the long-time behavior of
the solution to (1.1) into three distinct regions. Moreover, Theorem (1.1) says that
there is a difference between u and linear solutions in X0(t), while the leading term
of u in X+(t) behaves like a linear solution.
The regularity assumption u0 ∈ H 2mm−1 (R) needs to show the existence of a local-
in-time solution u with U(−t)u ∈ C([−T, T ]; Σ0(R)) (see Remark 1.5 below). In
other words, regularity is no longer required in the proof of the global existence
and asymptotic behavior.
Remark 1.2. Because Q satisfies (1.5), u(t, x) := t−
1
mQ(t−
1
mx) is a solution to
(1.1) with the initial datum u(0) =
∫
R
u0(x)dxδ0, where δ0 denotes the Dirac delta
measure concentrated at the origin. Moreover, by (5.2) below, we can roughly state
that
‖u(t)− u(t)‖L∞(R) . εt−
1
m
−ε.
If
∫
R
u0(x)dx = 0, then the self-similar solution vanishes, and the solution u to (1.1)
decays faster than t−
1
m . Accordingly, the nonlinearity of (1.1) is not critical in the
long-time behavior in this case.
Remark 1.3. Theorem (1.1) is also true for short-range perturbations of the form
(1.6) ∂tu+
1
m
|∂x|m−1∂xu = ∂x(um + F (u)),
where there exists a real number p > m such that F ∈ C3(R) and∣∣∣∣ djduj F (u)
∣∣∣∣ . |u|p−j
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for j = 0, 1, 2, 3. In fact, if u0 ∈ Σ
p−1
2p (R) with ‖u0‖
Σ
p−1
2p
≤ ε, then there exists
a unique global solution u to (1.6) with U(−t)u ∈ C(R; Σ p−12p (R)) satisfying the
estimate (1.4). Moreover, the global solution has the same asymptotic behavior as
in Theorem 1.1, as long as ρ = 1
m
( 12m − ε) is replaced with ρ˜ := 1m( 12m − a − ε),
where a := max(2m+1−2p2m , 0) <
1
2m . For completeness, we briefly outline these
modifications in Appendix B.
1.2. Outline of the proof. We give an outline of the proof of Theorem 1.1. Let
L denote the linear operator of (1.1):
L := ∂t + 1
m
|∂x|m−1∂x.
To obtain pointwise estimates of solutions, we use the “vector field”
J := U(t)xU(−t) = x− t|∂x|m−1.
However, J does not behave well with respect to the nonlinearity, so as in [7, 8, 5]
we instead work with
Λ := ∂−1x (mt∂t + x∂x + 1).
Here, S := mt∂t + x∂x + 1 is the generator of the scaling transformation for (1.1):
(1.7) u(t, x) 7→ λu(λmt, λx)
for any λ > 0. Moreover, S is related to L and J as follows:
(1.8) S = mtL+ J ∂x + 1.
We introduce the norm with respect to the spatial variable as follows:
‖u(t)‖X :=
(
‖u(t)‖2
H
m−1
2m
+ ‖Λu(t)‖2L2
) 1
2
.
We note that
‖u0‖X ∼ ‖u0‖
H
m−1
2m
+ ‖xu0‖L2 ∼ ‖u0‖
Σ
m−1
2m
.
Well-posedness in X follows from a similar argument as in [19].
Proposition 1.4. Let m ≥ 4. If u0 ∈ Σm−12m (R), then there exists a time T =
T
(‖u0‖
Σ
m−1
2m
)
> 0 and a unique solution u ∈ C([−T, T ];X) to (1.1) satisfying
sup
t∈[−T,T ]
‖u(t)‖X . ‖u0‖
Σ
m−1
2m
.
Moreover, the flow map u0 ∈ Σm−12m (R) 7→ u ∈ C([−T, T ];X) is locally Lipschitz
continuous.
We give a proof of this well-posedness result in Appendix A.
Remark 1.5. Because (1.8) implies
(1.9) J u = Λu−mt∂−1x Lu = Λu−mtum,
the regularity u0 ∈ H m−12m (R) ensures J u ∈ C
(
[−T, T ];L2(R)), which is equivalent
to U(−t)u ∈ C ([−T, T ]; Σ0(R)).
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For initial data u0 with ‖u0‖
Σ
m−1
2m
≪ 1, we can find an existence time T > 1
and a unique solution u ∈ C([−T, T ];X) to (1.1). Moreover, Proposition 1.4 says
that the existence of a global solution u ∈ C(R;X) follows from the decay estimate
(1.4).
Because (1.1) is time reversal invariant, it suffices to consider the case t ≥ 0. We
then make the bootstrap assumption that u satisfies the linear pointwise estimates:
there exists a constant D with 1≪ D ≪ ε− 12 such that
(1.10)
∥∥∥〈t− 1mx〉− km−1+ m−22(m−1) ∂kxu(t)∥∥∥
L∞
≤ Dεt−k+1m
for t ∈ [1, T ] and k = 0, 1, . . . ,m− 2.
In §2, under this assumption, for ε > 0 sufficiently small, we have the energy
estimate
sup
0≤t≤T
‖u(t)‖X ≤ Cε〈T 〉ε,
where C is a constant independent of D and T . To complete the proof of global
existence, we need to close the bootstrap estimate (1.10).
In §3, we prove decay estimates in L∞(R) and L2(R) that allow us to reduce
closing the bootstrap argument to considering the behavior of u along the ray Γv.
We also observe that (1.10) holds true at t = 1.
To close the bootstrap argument, we use the method of testing by wave packets
as in [5, 6, 15, 25]. Here, a wave packet is an approximate solution localized in both
space and frequency on the scale of the uncertainty principle. Our main task in
§4 is to construct a wave packet Ψv(t, x) to the corresponding linear equation and
observe its properties. Here, to show that Ψv(t, x) is a good approximate solution to
the linear solution, we use the fact that m is a natural number. Because Ψv(t, x) is
essentially frequency localized near ξv = v
1
m−1 (see Lemma 4.1), the linear operator
L acts on Ψv as ∂t+ i(−i∂x)m. Hence, we can avoid applying the nonlocal operator
|∂x| directly in the calculation of LΨv (see (4.9)).
To observe decay of u along the ray Γv, we use the function
(1.11) γ(t, v) :=
∫
R
u(t, x)Ψv(t, x)dx.
In §4, we also prove that γ is a reasonable approximation of u. We then reduce
closing the bootstrap estimate (1.10) to proving global bounds for γ.
In §5, we show that γ is the leading asymptotic term of u in X+(t). Moreover,
we prove existence of a solution Q to (1.5).
1.3. Notation. We summarize the notation used throughout this paper. We set
N0 := N∪{0}. We denote the space of all rapidly decaying functions on R by S(R).
We define the Fourier transform of f by F [f ] or f̂ .
In estimates, we use C to denote a positive constant that can change from line
to line. If C is absolute or depends only on parameters that are considered fixed,
then we often write X . Y , which means X ≤ CY . When an implicit constant
depends on a parameter a, we sometimes write X .a Y . We define X ≪ Y to
mean X ≤ C−1Y and X ∼ Y to mean C−1Y ≤ X ≤ CY . We write X = Y +O(Z)
when |X − Y | . Z.
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Let σ be a smooth even function with 0 ≤ σ ≤ 1 and σ(ξ) =
{
1, if |ξ| ≤ 1,
0, if |ξ| ≥ 2. For
any R, R1, R2 > 0 with R1 < R2, we set
σ≤R(ξ) := σ
(
ξ
R
)
, σ>R(ξ) := 1− σ≤R(ξ),
σ<R(ξ) := σ≤R2 (ξ), σ≥R(ξ) := 1− σ<R(ξ), σR(ξ) := σ≤R(ξ)− σ<R(ξ),
σR1≤·≤R2(ξ) := σ≤R2(ξ)− σ<R1(ξ), σR1<·<R2(ξ) := σ<R2(ξ)− σ≤R1(ξ).
For any N, N1, N2 ∈ 2Z with N1 < N2, we define
PNf := F−1[σN f̂ ], PN1≤·≤N2f := F−1[σN1≤·≤N2 f̂ ].
We denote the characteristic function of an interval I by 1I . For N ∈ 2Z, we define
P±f := F−1[1R± f̂ ], P±N := P±PN .
2. Energy estimates
We show energy estimates for solutions u to (1.1) under (1.10).
Lemma 2.1. Assume m ≥ 4. Let u be a solution to (1.1) in a time interval [0, T ]
satisfying
‖u0‖
Σ
m−1
2m
≤ ε≪ 1
and (1.10). Then,
‖u(t)‖X . ε〈t〉ε,
where the implicit constant is independent of D, T , and ε.
To treat the fractional derivatives, we use the Kato-Ponce commutator estimate
(see [16, 19]):
Lemma 2.2. For 0 < s < 1, we have
‖|∂x|s(fg)− f |∂x|sg‖L2 . ‖|∂x|sf‖L2‖g‖L∞.
Proof of Lemma 2.1. Because the desired bound for 0 ≤ t ≤ 1 follows from Propo-
sition 1.4, we consider the case t ≥ 1.
Integration by parts yields
1
2
∂t‖u(t)‖2L2 =
∫
R
∂x(u
m)udx = 0.
By Lemma 2.2 and (1.10), we have
1
2
∂t
∥∥∥|∂x|m−12m u(t)∥∥∥2
L2
= m
∫
R
|∂x|
m−1
2m u · |∂x|
m−1
2m (um−1∂xu)dx
= m
∫
R
|∂x|
m−1
2m u · um−1|∂x|
m−1
2m ∂xudx+O
(
‖u(t)‖2
H
m−1
2m
‖u(t)‖m−2L∞ ‖∂xu(t)‖L∞
)
= −m(m− 1)
2
∫
R
um−2∂xu
(
|∂x|
m−1
2m u
)2
dx+O
(
(Dε)m−1t−1‖u(t)‖2
H
m−1
2m
)
. (Dε)m−1t−1‖u(t)‖2
H
m−1
2m
.
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From [|∂x|m−1∂x, x] = m|∂x|m−1, a simple calculation yields
[L,S] = mL, [S, ∂x] = −∂x,
which imply that for solutions u to (1.1)
(2.1) LΛu = ∂−1x (S +m)Lu = mum−1∂xΛu.
From (2.1), integration by parts, and (1.10), we obtain
1
2
∂t‖Λu(t)‖2L2 = −
m(m− 1)
2
∫
R
um−2∂xu(Λu)2dx . (Dε)m−1t−1‖Λu(t)‖2L2.
From (Dε)m−1 ≪ ε, Gronwall’s inequality with the above estimates implies
‖u(t)‖X ≤ 10‖u(1)‖Xtε . εtε. 
We define the auxiliary space
‖u(t)‖
X˜
:= ‖J u(t)‖L2 + t
1
m
∥∥∥〈t 1m ∂x〉−1u(t)∥∥∥
L2
.
Lemma 2.3. Let u be a solution to (1.1) which satisfies ‖u0‖
Σ
m−1
2m
≤ ε ≪ 1 and
(1.10). Then, for t ≥ 1, we have
‖u(t)‖
X˜
. εt
1
2m ,
where the implicit constant is independent of D, T , and ε
Proof. By (1.10), we see that
‖um‖L2 ≤ (Dε)mt−1
(∫
|x|≤t 1m
dx+
∫
|x|≥t 1m
(
t−
1
m |x|
)−mm−2
m−1
dx
) 1
2
. εt−1+
1
2m .
From (1.9) and Lemma 2.1, we therefore have
‖J u(t)‖L2 . ‖Λu(t)‖L2 + t ‖um‖L2 . εt
1
2m .
We use a self-similar change of variables by defining
(2.2) U(t, y) := t
1
mu(t, t
1
m y).
A direct calculation shows
(2.3) ∂tU(t, y) =
1
m
t−1+
1
m (Su)(t, t 1m y) = 1
m
t−1∂y
(
(Λu)(t, t
1
m y)
)
.
Hence, we have
(2.4) ∂t
∥∥〈∂y〉−1U(t)∥∥L2y . t−1− 12m ‖Λu(t)‖L2x . εt−1− 12m+ε.
By integrating this with respect to t, we have∥∥〈∂y〉−1U(t)∥∥L2y . ε.
From
∥∥〈∂y〉−1U(t)∥∥L2y = t 12m ∥∥∥〈t 1m ∂x〉−1u(t)∥∥∥L2x , we obtain the desired bound. 
ASYMPTOTIC BEHAVIOR FOR A KDV-TYPE EQUATION 9
Remark 2.4. The estimate ‖u(t)‖
X˜
. ε for 0 < t < 1 holds true. Indeed, by
Proposition 1.4, Remark 1.5, and a sufficiently small value of ε > 0, we have
sup
0≤t≤1
‖u(t)‖
X˜
. sup
0≤t≤1
(‖Λu(t)‖L2 + ‖u(t)m‖L2 + ‖u(t)‖L2)
. sup
0≤t≤1
(‖u(t)‖X + ‖u(t)‖mX)
. ε.
3. Decay estimates
In this section, we prove a number of estimates for u without assuming (1.10).
We divide u into two parts on which J acts hyperbolically and elliptically. For
simplicity, we use the following notation:
uN := PNu, u
± := P±u, u+N := P
+
N u.
Since J uN = PN (J u) + iF−1[∂ξσN û] and u is real valued, we have
(3.1) ‖u(t)‖
X˜
∼
(∥∥∥u≤t− 1m (t)∥∥∥2X˜ + ∑
N∈2Z
N>t
− 1
m
∥∥u+N(t)∥∥2X˜
) 1
2
, u≤t− 1m :=
∑
N∈2Z
N≤t− 1m
uN .
For t ≥ 1 and N > t− 1m , we define the hyperbolic and elliptic parts of u+N as follows:
uhyp,+N := σ
hyp
N u
+
N , u
ell,+
N := u
+
N − uhyp,+N ,
where σhypN (t, x) := σ 1κ tNm−1≤·≤κtNm−1(x)1R+(x) and κ := 2
2m+3. This large con-
stant κ is needed to show (3.6) in Lemma 3.3 below. Moreover, we define
uhyp,+ =
∑
N∈2Z
N>t
− 1
m
uhyp,+N , u
ell = u− 2ℜuhyp,+.
We note that uhyp,+ is supported in {x ∈ R+ : t− 1mx ≥ 12κ}. For (t, x) ∈ R2 with
t−
1
m |x| ≥ 12κ , the number of dyadic numbers N ∈ 2Z satisfying 12κ tNm−1 ≤ |x| ≤
2κtNm−1 is less than 10. Hence, uhyp,+(t, x) is a finite sum of uhyp,+N (t, x)’s.
The functions uhyp,+N and u
ell,+
N are essentially localized at frequency N in the
following sense: For any a ≥ 0, b ∈ R, and c ≥ 0,∥∥∥(1− P+N
2 ≤·≤2N
)
|∂x|a
(
|x|buhyp,+N
)∥∥∥
L2
.a,b,c t
−a−b
m
(
t
1
mN
)−c
‖uN‖L2,(3.2) ∥∥∥(1− P+N
2 ≤·≤2N
)
|∂x|auell,+N
∥∥∥
L2
.a,c,n t
− a
m
(
t
1
mN
)−c
‖uN‖L2 ,(3.3)
∥∥∥(1− P+N
2 ≤·≤2N
)
|∂x|a
(
|x|bσ
>t
1
m
(x)uell,+N
)∥∥∥
L2
.a,b,c t
−a−b
m
(
t
1
mN
)−c
‖uN‖L2.
(3.4)
These estimates are consequences of the following lemma (see, for example, [24, 25]):
Lemma 3.1. For 2 ≤ p ≤ ∞, any a, b, c ∈ R with a ≥ 0 and a+ c ≥ 0, and any
R > 0, we have∥∥∥(1− P+N
2 ≤·≤2N
)
|∂x|a(|x|bσRP+N f)
∥∥∥
Lp
.a,b,c N
−c+ 12− 1pR−a+b−c‖P+N f‖L2 .
10 M. OKAMOTO
Moreover, we may replace σR on the left hand side by σ>R if a+ c > b+ 1 and by
σ<R if a+ c ≥ 0 and b = 0.
3.1. Frequency localized estimates. Since
J u+ = (x− t(−i∂x)m−1)u+,
by factorizing out the term x− tξm−1, we define
J+ := |x| 1m−1 + it 1m−1 ∂x, J− :=
m−2∑
j=0
|x|m−2−jm−1
(
−it 1m−1 ∂x
)j
.
These operators are useful in our analysis.
We begin with the following preliminary observation.
Lemma 3.2. Let a be a real number and let g be a (C-valued) smooth function
supported in R+ or R−. For any integer k > 0, the following equations hold:
ℜ
∫
R±
|x|ag(x)∂2k−1x g(x)dx =
k∑
l=1
Ca,±2k−1,l
∫
R±
∣∣∣|x| a+12 −l∂k−lx g(x)∣∣∣2 dx,
ℜ
∫
R±
|x|ag(x)∂2kx g(x)dx =
k∑
l=0
Ca,±2k,l
∫
R±
∣∣|x| a2−l∂k−lx g(x)∣∣2 dx,
ℑ
∫
R±
|x|ag(x)∂2k−1x g(x)dx =
k−1∑
l=0
Da,±2k−1,l
∫
R
ξ
∣∣F [| · | a2−l∂k−1−lx g] (ξ)∣∣2 dξ,
ℑ
∫
R±
|x|ag(x)∂2kx g(x)dx =
k∑
l=1
Da,±2k,l
∫
R
ξ
∣∣∣F [| · | a+12 −l∂k−lx g] (ξ)∣∣∣2 dξ,
where Ca,±k,l and D
a,±
k,l are real constants depending on a, k, and l. In particular,
Ca,±2k,0 = D
a,±
2k−1,0 = (−1)k.
Proof. For k = 1, integration by parts yields
ℜ
∫
R±
|x|ag(x)∂xg(x)dx = ∓a
2
∫
R±
∣∣∣|x| a−12 g(x)∣∣∣2 dx,
ℜ
∫
R±
|x|ag(x)∂2xg(x)dx
= −ℜ
∫
R±
(|x|a∂xg(x)± a|x|a−1g(x)) ∂xg(x)dx
= −
∫
R±
∣∣|x| a2 |∂xg(x)∣∣2 dx+ 1
2
a(a− 1)
∫
R±
∣∣|x| a2−1g(x)∣∣2 dx.
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Similarly, we have
ℑ
∫
R±
|x|ag(x)∂xg(x)dx = ℑ
∫
R±
|x| a2 g(x)∂x
(| · | a2 g) (x)dx
= −
∫
R
ξ
∣∣F [| · | a2 g] (ξ)∣∣2 dξ,
ℑ
∫
R±
|x|ag(x)∂2xg(x)dx = −ℑ
∫
R±
(|x|a∂xg(x)± a|x|a−1g(x)) ∂xg(x)dx
= ±a
∫
R
ξ
∣∣∣F [| · | a−12 g] (ξ)∣∣∣2 dξ.
Hence, the equations hold when k = 1 with Ca,±1,1 = ∓a2 , Ca,±2,0 = −1, Ca,±2,1 =
1
2a(a− 1), Da,±1,0 = −1, and Da,±2,1 = ±a.
Next, we assume that these equalities hold up to k − 1. Integration by parts
yields
ℜ
∫
R±
|x|ag(x)∂2k−1x g(x)dx
= −ℜ
∫
R±
|x|a∂xg(x)∂2(k−1)−1x ∂xg(x)dx∓ aℜ
∫
R±
|x|a−1g(x)∂2(k−1)x g(x)dx
= −
k−1∑
l=1
Ca,±2k−3,l
∫
R±
∣∣∣|x| a+12 −l∂k−lx g(x)∣∣∣2 dx
∓ a
k−1∑
l=0
Ca−1,±2k−2,l
∫
R±
∣∣∣|x| a−12 −l∂k−1−lx g](x)∣∣∣2 dx
=
k−1∑
l=1
(
−Ca,±2k−3,l ∓ aCa−1,±2k−2,l−1
)∫
R±
∣∣∣|x| a+12 −l∂k−lx g(x)∣∣∣2 dx
∓ aCa−1,±2k−2,k−1
∫
R±
∣∣∣|x| a+12 −kg(x)∣∣∣2 dx,
ℜ
∫
R±
|x|ag(x)∂2kx g(x)dx
= −ℜ
∫
R±
|x|a∂xg(x)∂2(k−1)x ∂xg(x)dx∓ aℜ
∫
R±
|x|a−1g(x)∂2k−1x g(x)dx
= −
k−1∑
l=0
Ca,±2k−2,l
∫
R±
∣∣|x| a2−l∂k−lx g(x)∣∣2 dx
∓ a
k∑
l=1
Ca−1,±2k−1,l
∫
R±
∣∣|x| a2−l∂k−lx g](x)∣∣2 dx
= −Ca,±2k−2,0
∫
R±
∣∣|x| a2 ∂kxg(x)∣∣2 dx ∓ aCa−1,±2k−1,k ∫
R±
∣∣|x| a2−kg(x)∣∣2 dx
+
k−1∑
l=1
(
−Ca,±2k−2,l ∓ aCa−1,±2k−1,l
)∫
R±
∣∣|x| a2−l∂k−lx g(x)∣∣2 dx.
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Hence, by setting
Ca,±2k−1,l :=
{
−Ca,±2k−3,l ∓ aCa−1,±2k−2,l−1, if l = 1, 2, . . . , k − 1,
∓aCa−1,±2k−2,k−1, if l = k,
Ca,±2k,l :=

−Ca,±2k−2,0, if l = 0,
−Ca,±2k−2,l ∓ aCa−1,±2k−1,l , if l = 1, 2, . . . , k − 1,
∓aCa,±2k−1,k, if l = k,
we obtain the equations for the real part. Similarly, by setting
Da,±2k−1,l :=

−Da,±2k−3,0, if l = 0,
−Da,±2k−3,l ∓ aDa−1,±2k−2,l, if l = 1, 2, . . . , k − 2,
∓aDa,±2k−2,k−1, if l = k − 1,
Da,±2k,l :=
{
−Da,±2k−2,l ∓ aDa−1,±2k−1,l−1, if l = 1, 2, . . . , k − 1,
∓aDa−1,±2k−1,k−1, if l = k,
we obtain the equations for the imaginary part. From the recurrence relations with
Ca,±2,0 = D
a,±
1,0 = −1, we have Ca,±2k,0 = Da,±2k−1,0 = (−1)k. 
We show the frequency localized estimates.
Lemma 3.3. For t ≥ 1 and N > t− 1m , we have∥∥∥(|x|m−2m−1 + tm−2m−1Nm−2)J+uhyp,+N (t)∥∥∥
L2
. ‖uN (t)‖X˜ ,(3.5) ∥∥∥(|x|+ tNm−1)uell,+N (t)∥∥∥
L2
. ‖uN (t)‖X˜ .(3.6)
Proof. Set f := J+uhyp,+N . We apply Lemma 3.2 to obtain
‖J−f‖2L2 −
m−2∑
j=0
∥∥∥t jm−1 |x|m−2−jm−1 ∂jxf∥∥∥2
L2
= 2
m−3∑
j=0
m−2−j∑
k=1
ℜ
∫
R
ikt
2j+k
m−1 |x|2− 2j+k+2m−1 ∂jxf(x)∂j+kx f(x)dx
= 2
m−3∑
j=0
∑
1≤k≤m−2−j
k: even
ℜ
∫
R
(−1) k2 t 2j+km−1 |x|2− 2j+k+2m−1 ∂jxf(x)∂j+kx f(x)dx
+ 2
m−3∑
j=0
∑
1≤k≤m−2−j
k: odd
ℑ
∫
R
(−1) k+12 t 2j+km−1 |x|2− 2j+k+2m−1 ∂jxf(x)∂j+kx f(x)dx
= 2
m−3∑
j=0
∑
1≤k≤m−2−j
k: even
k
2∑
l=0
(−1) k2C2−
2j+k+2
m−1 ,+
k,l t
2j+k
m−1
∫
R
∣∣∣|x|1− 2j+k+22(m−1)−l∂j+ k2−lx f(x)∣∣∣2 dx
+ 2
m−3∑
j=0
∑
1≤k≤m−2−j
k: odd
k−1
2∑
l=0
(−1) k+12 D2−
2j+k+2
m−1 ,+
k,l t
2j+k
m−1
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×
∫
R
ξ
∣∣∣F [| · |1− 2j+k+22(m−1)−l∂j+ k−12 −lx f] (ξ)∣∣∣2 dx
& −
m−3∑
j=0
∑
1≤k≤m−2−j
k: even
k
2∑
l=1
t
2j+k
m−1
∫
R
∣∣∣|x|1− 2j+k+22(m−1)−l∂j+ k2−lx f(x)∣∣∣2 dx
−
m−3∑
j=0
∑
1≤k≤m−2−j
k: odd
(
t
2j+k
m−1
∫
R−
|ξ|
∣∣∣F [| · |1− 2j+k+22(m−1) ∂j+ k−12x f] (ξ)∣∣∣2 dx
+
2k−1
2∑
l=1
t
2j+k
m−1
∫
R
|ξ|
∣∣∣F [| · |1− 2j+k+22(m−1)−l∂j+ k−12 −lx f] (ξ)∣∣∣2 dx).
Here, (3.2) yields that for j ≥ 1
t
2j+k
m−1
∫
R
∣∣∣|x|1− 2j+k+22(m−1)−l∂j+ k2−lx f(x)∣∣∣2 dx
. t
2j+k
m−1 (tNm−1)2−
2j+k+2
m−1 −2l‖∂j+
k
2−l
x J+uhyp,+N ‖2L2
. (tNm)2(1−l)−
2
m−1N−2j−k+2l−2+
2
m−1
(
N2j+k−2l
∥∥∥P+N
2 ≤·≤2N
J+uhyp,+N
∥∥∥2
L2
+
∥∥∥(1− P+N
2 ≤·≤2N
)
∂
j+ k2−l
x J+uhyp,+N
∥∥∥2
L2
)
. (tNm)2(1−l)N−2‖uN‖2L2 +N−2‖uN‖2L2
. N−2‖uN‖2L2,
t
2j+k
m−1
∫
R
|ξ|
∣∣∣F [| · |1− 2j+k+22(m−1)−l∂j+ k−12 −lx f] (ξ)∣∣∣2 dx
. t
2j+k
m−1 N
∥∥∥P+N
2 ≤·≤2N
(
|x|1− 2j+k+22(m−1)−l∂j+
k−1
2 −l
x J+uhyp,+N
)∥∥∥2
L2
+ t
2j+k
m−1
∥∥∥(1− P+N
2 ≤·≤2N
)
|∂x| 12
(
|x|1− 2j+k+22(m−1)−l∂j+
k−1
2 −l
x J+uhyp,+N
)∥∥∥2
L2
. (tNm)2(1−l)N−2‖uN‖2L2 +N−2‖uN‖2L2
. N−2‖uN‖2L2.
Similarly, we get
t
2j+k
m−1
∫
R−
|ξ|
∣∣∣F [| · |1− 2j+k+22(m−1) ∂j+ k−12x f] (ξ)∣∣∣2 dx
≤ t 2j+km−1
∥∥∥P−|∂x| 12 (|x|1− 2j+k+22(m−1) ∂j+ k−12x J+uhyp,+N )∥∥∥2
L2
. N−2‖uN‖2L2 .
Hence, we have
(3.7) ‖J−f‖2L2 &
m−2∑
j=0
∥∥∥t jm−1 |x|m−2−jm−1 ∂jxf∥∥∥2
L2
−N−2‖uN‖2L2 .
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On the other hand, because
(J−J+uhyp,+N )(x) =
(
x− t(−i∂x)m−1
)
uhyp,+N (x)
+
m−2∑
j=1
(−it 1m−1 )j |x|m−2−jm−1
j−1∑
k=0
(
j
k
)
∂j−kx
(
x
1
m−1
)
∂kxu
hyp,+
N ,(
x− t(−i∂x)m−1
)
uhyp,±N = J uhyp,+N − t
(
(−i∂x)m−1 − |∂x|m−1
)
uhyp,+N ,
(3.2) and tNm > 1 yield
‖J−f‖L2 .
∥∥∥(x− t(−i∂x)m−1)uhyp,+N ∥∥∥
L2
+
m−2∑
j=1
j−1∑
k=0
t
j
m−1
∥∥∥|x|1− mjm−1+k∂kxuhyp,+N ∥∥∥
L2
. ‖J uhyp,+N ‖L2 +
m−2∑
j=1
j−1∑
k=0
(tNm)1−j+kN−1‖uN‖L2 +N−1‖uN‖L2
. ‖uN(t)‖X˜ .
Combining this with (3.7), we obtain (3.5).
For the elliptic bound, we decompose uell,+N into three parts
uell,+N = σ≤ 1κ tNm−1u
ell,+
N + σ 1κ tNm−1<·<κtNm−1u
ell,+
N + σ≥κtNm−1u
ell,+
N .
We observe that the equation
(3.8) ‖xf‖2L2 +
∥∥t|∂x|m−1f∥∥2L2 = ‖J f‖2L2 + 2 ∫
R
tx
∣∣∣∂ m−12x f(x)∣∣∣2 dx
holds for any smooth function f and odd m. Similarly, for even m,
(3.9)
∥∥∥x|∂x| 32 f∥∥∥2
L2
+
∥∥∥t|∂x|m+ 12 f∥∥∥2
L2
=
∥∥∥J |∂x| 32 f∥∥∥2
L2
+ 2
∫
R
tx
∣∣∣∂ m2 +1x f(x)∣∣∣2 dx
holds for any smooth function f .
In what follows, we only consider the case when m is even, because the case when
m is odd can be similarly handled.
Since [x, ∂
m
2 +1
x |∂x|− 32 ] = −(m2 + 1)∂
m
2
x |∂x|− 32 − 32∂
m
2 +2
x |∂x|− 72 and κ = 22m+3,
(3.4) implies∣∣∣∣∫
R
tx
∣∣∣∂ m2 +1x (σ≥κtNm−1uell,+N ) (t, x)∣∣∣2 dx∣∣∣∣
≤ 2
κ
N−m+1
∥∥∥x∂ m2 +1x (σ≥κtNm−1uell,+N (t))∥∥∥2
L2
≤ 4
κ
N−m+1
∥∥∥|∂x|m−12 {x|∂x| 32 (σ≥κtNm−1uell,+N (t))}∥∥∥2
L2
+ CN−m+1
∥∥∥∂ m2x (σ≥κtNm−1uell,+N (t))∥∥∥2
L2
≤ 2
2m+1
κ
∥∥∥x|∂x| 32 (σ≥κtNm−1uell,+N (t))∥∥∥2
L2
+ CN−m+1
∥∥∥(1− P+N
2 ≤·≤2N
)
|∂x|
m−1
2
(
x|∂x| 32σ≥κtNm−1uell,+N (t)
)∥∥∥2
L2
+ CN‖uN(t)‖2L2
≤ 1
4
∥∥∥x|∂x| 32 (σ≥κtNm−1uell,+N (t))∥∥∥2
L2
+ CN‖uN(t)‖2L2 .
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Taking f = σ≥κtNm−1u
ell,+
N in (3.9), we have∥∥∥x|∂x| 32 (σ≥κtNm−1uell,+N (t))∥∥∥
L2
.
∥∥∥J |∂x| 32 (σ≥κtNm−1uell,+N (t))∥∥∥
L2
+N
1
2 ‖uN(t)‖L2 ,
which shows ∥∥∥xσ≥κtNm−1uell,+N (t)∥∥∥
L2
. ‖uN(t)‖X˜ .
By (3.3), we have∣∣∣∣∫
R
tx
∣∣∣∂ m2 +1x (σ≤ 1
κ
tNm−1u
ell,+
N
)
(t, x)
∣∣∣2 dx∣∣∣∣
≤ 2
κ
Nm−1
∥∥∥t∂ m2 +1x (σ≤ 1
κ
tNm−1u
ell,+
N (t)
)∥∥∥2
L2
≤ 2
2m
κ
∥∥∥P+N
2 ≤·≤2N
t|∂x|m+ 12
(
σ≤ 1
κ
tNm−1u
ell,+
N (t)
)∥∥∥2
L2
+ CNm−1
∥∥∥(1− P+N
2 ≤·≤2N
)
t∂
m
2 +1
x
(
σ≤ 1
κ
tNm−1u
ell,+
N (t)
)∥∥∥2
L2
≤ 1
8
∥∥∥t|∂x|m+ 12 (σ< 1
κ
tNm−1u
ell,+
N (t)
)∥∥∥2
L2
+ CN‖uN(t)‖2L2 .
Taking f = σ≤ 1
κ
tNm−1u
ell,+
N in (3.9), we have∥∥∥t|∂x|m+ 12 (σ≤ 1
κ
tNm−1u
ell,+
N (t)
)∥∥∥
L2
.
∥∥∥J |∂x| 32 (σ≤ 1
κ
tNm−1u
ell,+
N (t)
)∥∥∥
L2
+N
1
2 ‖uN(t)‖L2 ,
which shows that∥∥∥t|∂x|m−1 (σ≤ 1
κ
tNm−1u
ell,+
N (t)
)∥∥∥
L2
. ‖uN(t)‖X˜ .
From ∫
R
tx
∣∣∣∂ m2 +1x (σ 1
κ
tNm−1<·<κtNm−1(x)u
ell,+
N (t, x)
)∣∣∣2 dx < 0,
taking f = σ 1
κ
tNm−1<·<κtNm−1u
ell,+
N in (3.9), we have
tNm−1
∥∥∥σ 1
κ
tNm−1<·<κtNm−1u
ell,+
N (t)
∥∥∥
L2
. ‖uN(t)‖X˜ . 
3.2. Decay estimates in L2(R) and L∞(R). First, by summing up the frequency
localized estimates, we show the L2-estimates.
Corollary 3.4. For t ≥ 1, we have
m−2∑
k=0
k∑
l=0
∥∥∥t k+1m−1 |x|−mk+1m−1 +l∂lxuhyp,+∥∥∥
L2
. ‖u(t)‖
X˜
,(3.10)
m−2∑
k=0
∥∥∥t km−1 |x|− k−m+2m−1 J+∂kxuhyp,+∥∥∥
L2
. ‖u(t)‖
X˜
,(3.11)
m−2∑
k=0
∥∥∥t k+1m 〈t− 1mx〉− km−1+1∂kxuell∥∥∥
L2
. ‖u(t)‖
X˜
.(3.12)
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Proof. By (3.1) and (3.2), we have
m−2∑
k=0
k∑
l=0
∥∥∥t k+1m−1 |x|−mk+1m−1 +l∂lxuhyp,+∥∥∥
L2
.
m−2∑
k=0
k∑
l=0
( ∑
N∈2Z
N>t
− 1
m
∥∥∥t k+1m−1 |x|−mk+1m−1 +l∂lxuhyp,+N (t)∥∥∥2
L2
) 1
2
+
m−2∑
k=0
k∑
l=0
∑
N∈2Z
N>t
− 1
m
∥∥∥(1− PN
2 ≤·≤2N
)
t
k+1
m−1 |x|−mk+1m−1 +l∂lxuhyp,+N
∥∥∥
L2
.
m−2∑
k=0
k∑
l=0
( ∑
N∈2Z
N>t
− 1
m
∥∥∥t−k+lN−mk+(m−1)l−1∂lxuhyp,+N (t)∥∥∥2
L2
) 1
2
+ ‖u(t)‖
X˜
. ‖u(t)‖
X˜
.
We use (3.1), (3.2), and (3.5) to obtain
m−2∑
k=0
∥∥∥t km−1 |x|− k−m+2m−1 ∂kxJ+uhyp,+∥∥∥
L2
.
m−2∑
k=0
( ∑
N∈2Z
N>t
− 1
m
∥∥∥t km−1 |x|− k−m+2m−1 ∂kxJ+uhyp,+N (t)∥∥∥2
L2
) 1
2
+
m−2∑
k=0
∑
N∈2Z
N>t
− 1
m
∥∥∥(1− PN
2 ≤·≤2N
)
t
k
m−1 |x|− k−m+2m−1 ∂kxJ+uhyp,+N (t)
∥∥∥
L2
. ‖u(t)‖
X˜
.
This gives (3.11) with k = 0. For k ≥ 1, because
J+∂kxuhyp,+
= ∂kx
(J+uhyp,+)+ t− km−1 |x| k−m+2m−1 k−1∑
l=0
Ck,lt
(k−1)+1
m−1 |x|−m(k−1)+1m−1 +l∂lxuhyp,+,
the estimate (3.11) follows from (3.5) and (3.10).
For the elliptic bound, we note that
(3.13) uell = u≤t− 1m + 2ℜ
∑
N∈2Z
N>t
− 1
m
uell,+N .
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We use (3.1), (3.3), and (3.6) to obtain
m−2∑
k=0
∥∥∥t k+1m ∂kxuell∥∥∥
L2
. t
1
m ‖u≤t− 1m ‖L2 +
m−2∑
k=0
( ∑
N∈2Z
N>t
− 1
m
(
t
k+1
m Nk
∥∥∥uell,+N ∥∥∥
L2
)2) 12
+
m−2∑
k=0
∑
N∈2Z
N>t
− 1
m
t
k+1
m
∥∥∥(1− PN
2 ≤·≤2N
)
∂kxu
ell,+
N
∥∥∥
L2
. ‖u(t)‖
X˜
.
From t
k
m−1 |x|− km−1+1Nk . |x|+ tNm−1 and (3.4), we have
t
k
m−1
∥∥∥|x|− km−1+1∂kxuell,+N ∥∥∥
L2(|x|≥t 1m )
. N−k
∥∥∥(|x| + tNm−1)σ
>t
1
m
(x)∂kxu
ell,+
N
∥∥∥
L2
.
∥∥∥(|x|+ tNm−1)uell,+N ∥∥∥
L2
+ t−
1
mN−2‖uN‖L2 .
Because
t
k
m−1
∥∥∥|x|− km−1+1∂kxu≤t− 1m ∥∥∥L2(|x|≥t 1m ) . t km ∥∥∥x∂kxu≤t− 1m ∥∥∥L2(|x|≥t 1m )
.
∥∥∥J u≤t− 1m ∥∥∥+ t 1m ∥∥∥u≤t− 1m ∥∥∥L2
. ‖u(t)‖
X˜
,
by (3.1), (3.4), and (3.6), we obtain∥∥∥t k+1m (t− 1m |x|)− km−1+1∂kxuell∥∥∥
L2(|x|≥t 1m )
. ‖u(t)‖
X˜
+
( ∑
N∈2Z
N>t
− 1
m
∥∥∥(|x| + tNm−1)uell,+N ∥∥∥2
L2
) 1
2
+
∑
N∈2Z
N>t
− 1
m
t−
1
mN−2‖uN‖L2
+
∑
N∈2Z
N>t
− 1
m
∥∥∥(1− PN
2 ≤·≤2N
)
t
k+1
m (t−
1
m |x|)− km−1+1σ
>t
1
m
(x)∂kxu
ell,+
N
∥∥∥
L2
. ‖u(t)‖
X˜
. 
Second, we show the pointwise decay estimates.
Proposition 3.5. For t ≥ 1 and k = 0, 1, . . . ,m− 2, we have∣∣∣t k+1m 〈t− 1m x〉− km−1+ m−32(m−1) ∂kxuhyp,+(t, x)∣∣∣ . t− 12m ‖u(t)‖X˜ ,(3.14) ∣∣∣t k+1m 〈t− 1m x〉− km−1+ 2m−32(m−1) ∂kxuell(t, x)∣∣∣ . t− 12m ‖u(t)‖X˜ .(3.15)
Proof. The Gagliardo-Nirenberg inequality
|f | . ‖f‖
1
2
L2
‖∂xf‖
1
2
L2
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with f = e−iφuhyp,+N , ∂x(e
−iφuhyp,+) = −it− 1m−1 e−iφJ+uhyp,+, Lemma 3.3, and
(3.2) imply∣∣∣t k+1m 〈t− 1m x〉− km−1+ m−32(m−1) ∂kxuhyp,+N (t, x)∣∣∣
. t
m−1
2m N
m−3
2 −k
∥∥∥∂kxuhyp,+N (t)∥∥∥
L∞
. t
m
2−3m+1
2m(m−1) N
m−3
2 −k
∥∥∥∂kxuhyp,+N (t)∥∥∥ 12
L2
∥∥∥J+∂kxuhyp,+N (t)∥∥∥ 12
L2
. t−
1
2m ‖N−1uN(t)‖
1
2
L2
∥∥∥tm−2m−1Nm−2J+uhyp,+N (t)∥∥∥ 12
L2
+ t−
1
2m ‖u(t)‖
X˜
. t−
1
2m ‖u(t)‖
X˜
.
Because uhyp,+(t, x) is a finite sum of uhyp,+N (t, x)’s, this yields the desired hyper-
bolic bound (3.14).
Next, we show the elliptic bound. First, we consider the low frequency part. For
|x| ≤ t 1m , Bernstein’s inequality implies∣∣∣t k+1m 〈t− 1mx〉− km−1+ 2m−32(m−1) ∂kxu≤t− 1m (t, x)∣∣∣ . t 12m ∥∥∥u≤t− 1m (t)∥∥∥L2 . t− 12m ‖u(t)‖X˜ .
Similarly, for |x| ≥ t 1m , we have∣∣∣t k+1m 〈t− 1mx〉− km−1+ 2m−32(m−1) ∂kxu≤t− 1m (t, x)∣∣∣
. t
k
m
∥∥∥x∂kxu≤t− 1m (t)∥∥∥L∞
. t−
1
2m
∥∥∥J u≤t− 1m (t)∥∥∥L2 + t 12m ∥∥∥u≤t− 1m (t)∥∥∥L2
. t−
1
2m ‖u(t)‖
X˜
.
Second, we consider the high frequency part. For |x| ≤ t 1m , the Gagliardo-
Nirenberg inequality and (3.3) yield∣∣∣t k+1m 〈t− 1m x〉− km−1+ 2m−32(m−1) ∂kxuell,+N (t, x)∣∣∣
. t
k+1
m Nk
∥∥∥uell,+N (t, x)∥∥∥
L2
+ t
1
2m (t
1
mN)−2‖uN(t)‖L2
= t
k−m+1
m Nk−m+1
∥∥∥tNm−1uell,+N (t, x)∥∥∥
L2
+ t
1
2m (t
1
mN)−2‖uN(t)‖L2 .
Thus, by (3.6), we have∑
N∈2Z
N>t
− 1
m
∣∣∣t k+1m 〈t− 1m x〉− km−1+ 2m−32(m−1) ∂kxuell,+N (t, x)∣∣∣ . t− 12m ‖u(t)‖X˜ .
For |x| > t 1m , there exists M ∈ 2Z such that
uell,+N (t, x) = σtMm−1 (x)u
ell,+
N (t, x).
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Then, the Gagliardo-Nirenberg inequality and Lemma 3.1 lead to∣∣∣t k+1m 〈t− 1mx〉− km−1+ 2m−32(m−1) ∂kxuell,+N (t, x)∣∣∣
. t
2m−1
2m M
2m−3
2 −k
∣∣∣σtMm−1(x)∂kxuell,+N (t, x)∣∣∣
. t
2m−1
2m M
2m−3
2 −kNk+
1
2
∥∥∥σtMm−1 (x)uell,+N (t)∥∥∥
L2
+ t−k+
2m−1
2m N
1
2M
2m−3
2 −mkmax
(
1, tNMm−1
)−2 ‖uN(t)‖L2 .
Hence, we have∑
N∈2Z
N>t
− 1
m
∣∣∣t k+1m 〈t− 1m x〉− km−1+ 2m−32(m−1) ∂kxuell,+N (t, x)∣∣∣
.
∑
N∈2Z
t
− 1
m <N≤M
t−
1
2mM−k−
1
2Nk+
1
2
∥∥∥xuell,+N (t)∥∥∥
L2
+
∑
N∈2Z
N>M
t−
1
2mM
2m−3
2 −kN−
2m−3
2 +k
∥∥∥tNm−1uell,+N (t)∥∥∥
L2
+ t−
1
2m ‖u(t)‖
X˜
. t−
1
2m ‖u(t)‖
X˜
. 
Remark 3.6. For t ≥ 1, the estimate∣∣∣t km+ 34m 〈t− 1mx〉− km−1+ m−22(m−1) ∂kxuhyp,+(t, x)∣∣∣ . ‖u(t)‖L2 + t− 12m ‖u(t)‖X˜
holds true. Indeed, the Gagliardo-Nirenberg inequality, (3.2), and (3.5) yield∣∣∣t km+ 34m 〈t− 1mx〉− km−1+ m−22(m−1) ∂kxuhyp,+N (t, x)∣∣∣
. t
2m−1
4m N
m−2
2 −k
∥∥∥∂kxuhyp,+N (t)∥∥∥
L∞
. t
2m2−5m+1
4m(m−1) N
m−2
2 −k
∥∥∥∂kxuhyp,+N (t)∥∥∥ 12
L2
∥∥∥J+∂kxuhyp,+N (t)∥∥∥ 12
L2
. t−
1
4m ‖uN(t)‖
1
2
L2
∥∥∥tm−2m−1Nm−2J+uhyp,+N (t)∥∥∥ 12
L2
+ t−
1
2m ‖u(t)‖
X˜
. ‖u(t)‖L2 + t−
1
2m ‖u(t)‖
X˜
.
Accordingly, by combining this estimate with (3.15) and Remark 2.4, we obtain
(1.4) at t = 1.
4. Wave packets
4.1. Construction of wave packets. Let t ≥ 1. Setting
(4.1) λ := t−
1
2 v−
m−2
2(m−1) = t−
1
m (t
m−1
m v)−
m−2
2(m−1) ,
we define, for v ≥ t−m−1m ,
Ψv(t, x) := χ (λ(x − vt)) eiφ(t,x),
where χ is a smooth function with suppχ ⊂ [− 12 , 12 ] and
∫
R
χ(z)dz = 1, and φ is
defined by (1.3). The spatial support of Ψv is included in [
vt
2 ,
3
2vt].
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We show that Ψv(t, x) is essentially localized at frequency ξv := v
1
m−1 in the
following sense:
Lemma 4.1. For t ≥ 1 and v ≥ t−m−1m , we have
F [Ψv](t, ξ) = 1√
m− 1λ
−1χ1
(
λ−1(ξ − ξv), λ−1ξv
)
e−
1
m
itξm ,
where χ1(·, α) ∈ S(R) satisfies
(4.2) sup
α≥1
sup
ζ∈R
∣∣〈ζ〉k∂lζχ1(ζ, α)∣∣ .k,l 1
for any k, l ∈ N0. Moreover, there exists a constant C1 > 0 such that for any α ≥ 1,
(4.3)
∣∣∣∣∫
R
χ1(ζ, α)dζ − 1
∣∣∣∣ ≤ C1α .
Proof. From Taylor’s theorem, we can write for x > 0
φ(t, x)
= φ(t, vt) + ∂xφ(t, vt)(x − vt) + 1
2
∂2xφ(t, vt)(x − vt)2 +
∫ x
vt
(x− y)2
2
∂3xφ(t, y)dy
= −π
4
+
m− 1
m
tξmv + ξv(x − vt) +
1
2(m− 1)λ
2(x− vt)2 +R (λ(x − vt), λ−1ξv) ,
where
R(z, α) := − m− 2
2(m− 1)2
z3
α
∫ 1
0
(1 − θ)2
(
θ
z
α
+ 1
)− 2m−3
m−1
dθ.
We note that R(z, α) is well-defined provided that z > −α. By a change of variables
using z = λ(x− vt), we have
F [Ψv](t, ξ)
=
1√
2π
∫
R
e−ixξχ(λ(x − vt))eiφ(t,x)dx
= e−i
pi
4 λ−1e
1
m
it(−mξξm−1v +(m−1)ξmv ) 1√
2π
∫
R
e−izλ
−1(ξ−ξv)e
i
2(m−1)
z2+iR(z,λ−1ξv)χ(z)dz
=
1√
m− 1λ
−1χ1
(
λ−1(ξ − ξv), λ−1ξv
)
e−
1
m
itξm ,
where
χ1(ζ, α) := (1− i)
√
m− 1
2
e
i
m
∑
m−2
l=0 (
m
l )ζ
m−lα−m+l+2F [e i2(m−1) z2+iR(z,α)χ](ζ).
By definition, χ1(·, α) ∈ S(R) for α ≥ 1. From the Fresnel integrals,
(1− i)
√
π
2
=
∫
R
e
−i
(
η+
√
m−1
2 (ζ− zm−1 )
)2
dη
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holds for any z, ζ ∈ R. Accordingly, we have
F [e i2(m−1) z2+iR(z,α)χ](ζ)
= e−i
m−1
2 ζ
2 1√
2π
∫
R
ei
m−1
2 (ζ− zm−1 )2+iR(z,α)χ(z)dz
=
1
1− i
√
2
π
e−
m−1
2 iζ
2 1√
2π
∫
R
∫
R
e
−i
(
η2+
√
2(m−1)η(ζ− z
m−1 )
)
eiR(z,α)χ(z)dηdz
=
1
1− i
√
2
π
e−
m−1
2 iζ
2
∫
R
e−iη
2
e−i
√
2(m−1)ηζ χ̂2
(
−
√
2
m− 1η, α
)
dη,
where
χ2(·, α) := χeiR(·,α) ∈ S(R)
for α ≥ 1. Hence, we can write
(4.4)
χ1(ζ, α) =
m− 1
2
√
2
π
e
i
m
∑
m−3
l=0 (
m
l )ζ
m−lα−m+l+2
∫
R
e−i
m−1
2 η
2
ei(m−1)ηζ χ̂2 (η, α) dη.
As χ2(·, α) ∈ S(R), e im
∑
m−3
l=0 (
m
l )ζ
m−lα−m+l+2 = 1 +O
(
|ζ|3
α
〈ζ〉m−3
)
, and
(4.5) sup
α≥1
sup
η∈R
|〈η〉k∂lηχ̂2(η, α)| .k,l 1,
we obtain ∫
R
χ1(ζ, α)dζ =
√
2πχ̂2(0, α) +O
(
1
α
)
.
Because eiR(z,α) = 1 +O( 1
α
) for |z| < 1 and α ≥ 1, we have
√
2πχ̂2(0, α) =
∫
R
χ(z)eiR(z,α)dz = 1 +O
(
1
α
)
.
Finally, (4.2) follows from (4.4) and (4.5). 
For v ≥ t−m−1m , we define the nearest dyadic number to ξv by Nv ∈ 2Z. Then,
ξv
2 < Nv < 2ξv holds.
Integration by parts with (4.2) yields∣∣∣(1− P+Nv
2 ≤·≤2Nv
)
|∂x|aΨv(t, x)
∣∣∣ .a,l t− am (tm−1m v)−lmin(1, |x|−1tv)2
for any a, l ≥ 0, which implies
(4.6)
∥∥∥(1− P+Nv
2 ≤·≤2Nv
)
|∂x|aΨv(t)
∥∥∥
L1x
.a,c t
1−a
m
(
t
m−1
m v
)−c
for v ≥ t−m−1m and any a, c ≥ 0.
Next, we show that Ψv is a good approximate solution for the linear equation.
We begin with the following preliminary observation. Set
Sj := {k = (k1, . . . , kj) ∈ N0 : 0 ≤ k1 ≤ · · · ≤ kj ≤ j, k1 + · · ·+ kj = j}
for j ∈ N.
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Lemma 4.2. Let f be a smooth function. For any j ∈ N, we have
(4.7)
dj
dxj
ef(x) =
∑
k∈Sj
C
(j)
k e
f(x)
j∏
l=1
f (kl)(x),
where
f (l) :=
{
1, if l = 0,
dlf
dxl
, otherwise,
and C
(j)
k is a constant depending on j ∈ N, k ∈ Sj. In particular,
C
(j)
(1,...,1) = 1, C
(j)
(0,1,...,1,2) =
(
j
2
)
.
Proof. A direct calculation shows
d
dx
ef(x) = ef(x)f ′(x),
d2
dx2
ef(x) = ef(x)
(
f ′(x)2 + f ′′(x)
)
,
d3
dx3
ef(x) = ef(x)
(
f ′(x)3 + 3f ′(x)f ′′(x) + f ′′′(x)
)
.
Hence, we have
(4.8) C
(1)
(1) = C
(2)
(1,1) = C
(2)
(0,2) = C
(3)
(1,1,1) = C
(3)
(0,0,3) = 1, C
(3)
(0,1,2) = 3.
We assume that (4.7) holds up to j − 1. Because
dj
dxj
ef(x)
=
d
dx
 ∑
k∈Sj−1
C
(j−1)
k e
f
j−1∏
l=1
f (kl)
 (x)
=
∑
k∈Sj−1
C
(j−1)
k e
f(x)
(
f ′(x)
j−1∏
l=1
f (kl)(x) +
∑
n∈{1,...,j−1}
kn 6=0
f (kn+1)(x)
∏
l 6=n
f (kl)(x)
)
,
the constants C
(j)
k are determined by C
(j−1)
k , which shows (4.7).
In particular, the following recurrence equations hold true:
C
(j)
(1,...,1) = C
(j−1)
(1,...,1), C
(j)
(0,1,...,1,2) = C
(j−1)
(0,1,...,1,2) + (j − 1)C
(j−1)
(1,...,1).
By (4.8), we obtain C
(j)
(1,...,1) = 1 and C
(j)
(0,1,...,1,2) =
(
j
2
)
. 
Set
S′j := Sj \ {(1, . . . , 1)}, S′′j := S′j \ {(0, 1, . . . , 1, 2)}.
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Lemma 4.2 and ∂tφ = − 1m (∂xφ)m yield
(
∂t +
i
m
(−i∂x)m
)
Ψv(t, x)
= −x+ vt
2t
λχ′eiφ + i∂tφχeiφ
+
i
m
(−i)m
{
χ∂mx
(
eiφ
)
+mλχ′∂m−1x
(
eiφ
)
+
m(m− 1)
2
λ2χ′′∂m−2x
(
eiφ
)
+
m(m− 1)(m− 2)
6
λ3χ′′′∂m−3x
(
eiφ
)
+
m−4∑
j=0
(
m
j
)
λm−jχ(m−j)∂jx
(
eiφ
)}
= −x+ vt
2t
λχ′eiφ + i∂tφχeiφ
+
i
m
χ
{
(∂xφ)
m − i
(
m
2
)
(∂xφ)
m−2∂2xφ+ (−i)m
∑
k∈S′′
m
C
(m)
k
m∏
l=1
(iφ)(kl)
}
eiφ
+ λχ′
{
(∂xφ)
m−1 − i
(
m− 1
2
)
(∂xφ)
m−3∂2xφ
+ (−i)m−1
∑
k∈S′′
m−1
C
(m−1)
k
m−1∏
l=1
(iφ)(kl)
}
eiφ
− im− 1
2
λ2χ′′
{
(∂xφ)
m−2 − i
(
m− 2
2
)
(∂xφ)
m−4∂2xφ
+ (−i)m−2
∑
k∈S′′
m−2
C
(m−2)
k
m−2∏
l=1
(iφ)(kl)
}
eiφ
− (m− 1)(m− 2)
6
λ3χ′′′
{
(∂xφ)
m−3 + (−i)m−3
∑
k∈S′
m−3
C
(m−3)
k
m−3∏
l=1
(iφ)(kl)
}
eiφ
+
i
m
(−i)m
m−4∑
j=0
(
m
j
)
λm−jχ(m−j)∂jx
(
eiφ
)
=
{
∂x
(
x− vt
2t
χ
)
− im− 1
2
t−
m−2
m−1 ∂x
(
| · |m−2m−1λχ′
)
− (m− 1)(m− 2)
6
t−
m−3
m−1 ∂x
(
| · |m−3m−1 λ2χ′′
)
− (m− 2)(m− 3)
12
t−
m−3
m−1 |x|− 2m−1λ2χ′′
+
i
m
(−i)mχ
∑
k∈S′′
m
C
(m)
k
m∏
l=1
(iφ)(kl) + (−i)m−1λχ′
∑
k∈S′′
m−1
C
(m−1)
k
m−1∏
l=1
(iφ)(kl)
− im− 1
2
(−i)m−2λ2χ′′
∑
k∈S′′
m−2
C
(m−2)
k
m−2∏
l=1
(iφ)(kl)
− (m− 1)(m− 2)
6
(−i)m−3λ3χ′′′
∑
k∈S′
m−3
C
(m−3)
k
m−3∏
l=1
(iφ)(kl)
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+
i
m
(−i)m
m−4∑
j=0
(
m
j
)
λm−jχ(m−j)
∑
k∈Sj
C
(j)
k
j∏
l=1
(iφ)(kl)
}
eiφ
=
eiφ
tλ
∂xχ˜+O
(
t−1(t
m−1
m v)−
m
m−1X(λ(x − vt))
)
,
where
χ˜(t, x) :=λ
x− vt
2
χ(λ(x − vt))− im− 1
2
λ2t
1
m−1 |x|m−2m−1χ′(λ(x − vt))
− (m− 1)(m− 2)
6
λ3t
2
m−1 |x|m−3m−1χ′′(λ(x − vt))
and X is a nonnegative continuous function supported in [− 12 , 12 ]. Therefore, we
obtain the following:
(4.9)
(LΨv)(t, x) =e
iφ
tλ
∂xχ˜+
1
m
(|∂x|m−1∂x − i(−i∂x)m)P−Ψv(t, x)
+O
(
t−1(t
m−1
m v)−
m
m−1X(λ(x − vt))
)
.
Because χ˜ has the same localization as χ, the first term on the right hand side of
(4.9) is essentially localized at frequency ξv. For the sake of completeness, we give
a proof here, although the proof is similar to that of Lemma 4.1.
Lemma 4.3. For t ≥ 1 and v ≥ t−m−1m and any a, c ≥ 0, we have
(4.10)
∥∥∥(1− P+Nv
2 ≤·≤2Nv
)
|∂x|a(eiφχ˜)
∥∥∥
L1x
.a,c t
1−a
m
(
t
m−1
m v
)−c
.
Proof. We write
χ˜(t, x) := χ˜0(λ(x − vt), λvt),
where
χ˜0(z, α) :=
z
2
χ(z)− im− 1
2
α−
m−2
m−1 |z + α|m−2m−1χ′(z)
− (m− 1)(m− 2)
6
α−
2(m−2)
m−1 |z + α|m−3m−1χ′′(z).
The same calculation as in the proof of Lemma 4.1 yields
F [eiφχ˜](t, ξ) := 1√
m− 1λ
−1χ˜1
(
λ−1(ξ − ξv), λ−1ξv
)
e−
1
m
itξm ,
where
χ˜1(ζ, α) := (1− i)
√
m− 1
2
e
i
m
∑
m−2
l=0 (
m
l )ζ
m−lα−m+l+2F [e i2(m−1) z2+iR(z,α)χ˜0(·, α)](ζ).
Since χ˜0(·, α) ∈ S(R) for α ≥ 1, we have
sup
α≥1
sup
ζ∈R
|〈ζ〉k∂lζ χ˜1(ζ, α)| .k,l 1.
From |ξ − ξv| ≥ ξv2 provided that ξ /∈ [Nv4 , 4Nv], integration by parts yields∣∣∣(1− P+Nv
2 ≤·≤2Nv
)
|∂x|a(eiφχ˜)(x)
∣∣∣ .l t− am (tm−1m v)−lmin(1, |x|−1tv)2,
which implies the desired bound. 
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4.2. Testing by wave packets. Let C2 > 0 be the constant appearing in (4.2)
with k = 2 and l = 0, that is,
sup
α≥1
sup
ζ∈R
∣∣〈ζ〉2χ1(ζ, α)∣∣ ≤ C2.
For t ≥ 1, we define
Ω(t) :=
{
v ∈ R+ : v ≥ C∗t−
m−1
m
}
,
where
(4.11) C∗ := (2(C1 + C2 + 1))
2(m−1)
m .
Here, C1 is the constant appearing in (4.3). The large constant C∗ is needed to
show the pointwise estimate (4.13) in the frequency space.
We observe that the output γ(t, v) defined by (1.11) is a “good” approximation
of u for v ∈ Ω(t).
Proposition 4.4. For t ≥ 1 and k = 0, 1, . . . ,m− 2, we have the bounds
(4.12) ∂kxu
+(t, vt) = ikλv
k
m−1 eiφ(t,vt)γ(t, v) +Rk(t, v),
where Rk is a function satisfying∥∥∥t k+1m (tm−1m v)− km−1+ 3(m−2)4(m−1)Rk(t, v)∥∥∥
L∞v (Ω(t))
. t−
1
2m ‖u(t)‖
X˜
,∥∥∥t km+m+12m (tm−1m v)− km−1+ m−22(m−1)Rk(t, v)∥∥∥
L2v(Ω(t))
. t−
1
2m ‖u(t)‖
X˜
.
Moreover, in the frequency space, we have
(4.13) û(t, ξv) =
√
m− 1e− 1m itξmv γ(t, v) +Rξ(t, v),
where Rξ is a function satisfying∥∥∥(tm−1m v) m−24(m−1)Rξ(t, v)∥∥∥
L∞v (Ω(t))
. t−
1
2m ‖u(t)‖
X˜
,∥∥∥tm−12m Rξ(t, v)∥∥∥
L2v(Ω(t))
. t−
1
2m ‖u(t)‖
X˜
.
Proof. First, we show that
(4.14)
∥∥∥∥v− m−22(m−1) ∫
R
f(t, x)χ(λ(x − vt))dx
∥∥∥∥
L2v(Ω(t))
. ‖f(t, ·)‖
L2x([t
1
m ,∞))
holds true. By a change of variables using z = λ(x− vt),
L.H.S. of (4.14) = t
1
2
∥∥∥∥∫
R
f
(
t, t
1
2 v
m−2
2(m−1) z + vt
)
χ(z)dz
∥∥∥∥
L2v(Ω(t))
.
Setting v˜ = t
1
2 v
m−2
2(m−1) z + vt, we note that
t−
1
m v˜ = t
m−1
m v
{
1 + (t
m−1
m v)−
m
2(m−1) z
}
≥ 1,
dv˜
dv
= t
{
1 +
m− 2
2(m− 1)(t
m−1
m v)−
m
2(m−1) z
}
≥ t
2
,
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for v ∈ Ω(t) and |z| ≤ 12 . Then, we have
L.H.S. of (4.14) . t
1
2
∫
R
∥∥∥f (t, t 12 v m−22(m−1) z + vt)∥∥∥
L2v(Ω(t))
χ(z)dz
. ‖f(t, ·)‖
L2x([t
1
m ,∞)).
Second, we show that u in the definition of γ is replaced with uhyp,+ up to error
terms;
(4.15) ikλv
k
m−1 γ(t, v) = ikλv
k
m−1
∫
R
uhyp,+(t, x)Ψv(t, x)dx+Rk(t, v).
In fact, Proposition 3.5 and (4.6) imply
(4.16)
∣∣∣ ∫
R
u+(t, x)Ψv(t, x)dx
∣∣∣ ≤ ‖u‖L∞ ∥∥P−Ψv(t)∥∥L1 . (tm−1m v)−1 ·t− 12m ‖u(t)‖X˜ .
Moreover, (3.15) yields∣∣∣ ∫
R
uell(t, x)Ψv(t, x)dx
∣∣∣ . λ−1(tm−1m v)− 2m−32(m−1) ∥∥∥(t− 1m |x|) 2m−32(m−1) uell(t)∥∥∥
L∞
. (t
m−1
m v)−
1
2 · t− 12m ‖u(t)‖
X˜
.
In addition, by (4.14) and (3.12), we have∥∥∥∥∫
R
uell(t, x)Ψv(t, x)dx
∥∥∥∥
L2v(Ω(t))
. t−
m−2
2(m−1)
∥∥∥|x| m−22(m−1) uell(t)∥∥∥
L2x([t
1
m ,∞))
. t−
m−2
2m
∥∥∥〈t− 1mx〉 m−22(m−1) uell(t)∥∥∥
L2
. t−
m−1
2m · t− 12m ‖u(t)‖
X˜
.
Hence, from λv
k
m−1 = t−
k+1
m (t
m−1
m v)
k
m−1− m−22(m−1) , we obtain (4.15).
Third, we observe that the equation
(4.17) ikλv
k
m−1 γ(t, v) = λ
∫
R
∂kxu
hyp,+(t, x)Ψv(t, x)dx+Rk(t, v).
holds true. We note that
uhyp,+(t, x)Ψv(t, x) =− iv− 1m−1 ∂xuhyp,+(t, x)Ψv(t, x)
− it 1m−1
(
x−
1
m−1 − (vt)− 1m−1
)
∂xu
hyp,+(t, x)Ψv(t, v)
+ it
1
m−1 x−
1
m−1 ∂x(u
hyp,+e−iφ)(t, x)χ(λ(x − vt)).
Here, (3.14) yields
v−
k−1
m−1
∣∣∣∣∫
R
t
1
m−1
(
x−
1
m−1 − (vt)− 1m−1
)
∂kxu
hyp,+(t, x)Ψv(t, x)dx
∣∣∣∣
. t
k
m (t
m−1
m v)−
k
m−1− m2(m−1)
∫
R
∣∣∂kxuhyp,+(t, x)χ(λ(x − vt))∣∣ dx
. (t
m−1
m v)−
1
2 · t− 12m ‖u(t)‖
X˜
.
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By (4.14) and (3.10), we have∥∥∥∥v− k−1m−1 ∫
R
t
1
m−1
(
x−
1
m−1 − (vt)− 1m−1
)
∂kxu
hyp,+(t, x)Ψv(t, x)dx
∥∥∥∥
L2v(Ω(t))
. t−
1
2
∥∥∥∥v− km−1− m2(m−1) ∫
R
∂kxu
hyp,+(t, x)χ(λ(x − vt))dx
∥∥∥∥
L2v(Ω(t))
. t−
1
2
∥∥∥∥(xt )−
k+1
m−1
∂kxu
hyp,+
∥∥∥∥
L2x
. t−
m−1
2m · t− 12m ‖u(t)‖
X˜
.
Moreover, (3.11) implies∣∣∣∣v− km−1 ∫
R
t
1
m−1 x−
1
m−1 ∂x
(
e−iφ∂kxu
hyp,+
)
(t, x)χ(λ(x − vt))dx
∣∣∣∣
. t
k
m−1 (tv)−1λ−
1
2
∥∥∥|x|− k−m+2m−1 J+∂kxuhyp,+∥∥∥
L2
. (t
m−1
m v)−
3m−2
4(m−1) · t− 12m ‖u(t)‖
X˜
and ∥∥∥∥v− km−1 ∫
R
t
1
m−1 x−
1
m−1 ∂x(e
−iφ∂kxu
hyp,+)(t, x)χ(λ(x − vt))dx
∥∥∥∥
L2v(Ω(t))
.
∥∥∥(tm−1m v)− 3m−24(m−1) ∥∥∥
L2v(Ω(t))
· t− 12m ‖u(t)‖
X˜
. t−
m−1
2m · t− 12m ‖u(t)‖
X˜
.
These estimates and (4.15) show (4.17).
We are now in position to prove (4.12). We set wk(t, x) := e
−iφ(t,x)∂kxu
hyp,+(t, x).
By (3.12), (3.15), and (4.17), we have
∂kxu
+(t, vt) − ikλv km−1 eiφ(t,vt)γ(t, v)
= ∂kxu
hyp,+(t, vt)− λeiφ(t,vt)
∫
R
∂kxu
hyp,+(t, x)Ψv(t, v)dx+Rk(t, v)
= eiφ(t,vt)λ
∫
R
(wk(t, vt)− wk(t, x))χ(λ(x− vt))dx+Rk(t, v).
With a change of variables using z = λ(x− vt) and (3.11), we see that∫
R
|(wk(t, vt)− wk(t, x))χ(λ(x − vt))| dx
≤ λ−1
∫
R
∣∣(wk(t, vt)− wk(t, λ−1z + vt))χ(z)∣∣ dz
= λ−2
∫
R
∣∣∣∣∫ 1
0
∂xwk(t, vt+ (1 − θ)λ−1z)dθ · zχ(z)
∣∣∣∣dz
. t−
1
m−1λ−
3
2 (tv)
k−m+2
m−1
∥∥∥|x|− k−m+2m−1 J+∂kxuhyp,+(t)∥∥∥
L2
. t−
k
m (t
m−1
m v)
k
m−1− m−24(m−1) · t− 12m ‖u(t)‖
X˜
.
From (4.1), we obtain the L∞-estimate in (4.12).
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A change of variables usingz = λ(x − vt) and v˜ = vt + (1 − θ)λ−1z, and (3.11)
give∥∥∥∥t km+m+12m (tm−1m v)− km−1+ m−22(m−1) λ∫
R
|wk(t, vt)− wk(t, x)|χ(λ(x − vt))dx
∥∥∥∥
L2v(Ω(t))
≤ t 3m
2−6m+1
2m(m−1)
∫
R
∫ 1
0
∥∥∥v− k−m+2m−1 (J+∂kxuhyp,+) (t, vt+ (1 − θ)λ−1z)∥∥∥
L2v(Ω(t))
|zχ(z)|dθdz
≤ t km−1− 12m
∥∥∥v˜− k−m+2m−1 (J+∂kxuhyp,+) (t, v˜)∥∥∥
L2
v˜
. t−
1
2m ‖u(t)‖
X˜
,
which shows the L2-estimate in (4.12).
Next, we consider the estimates in the frequency spaces. Because∣∣∣∣∫ 0−∞ λ−1χ1(λ−1(ξ − ξv), λ−1ξv)dξ
∣∣∣∣ =
∣∣∣∣∣
∫ −λ−1ξv
−∞
χ1(ζ, λ
−1ξv)dζ
∣∣∣∣∣
≤ C2(t
m−1
m v)−
m
2(m−1) ,
Proposition 3.5, Lemma 4.1, (4.6), and (4.16) yield∣∣∣û(t, ξv)−√m− 1e− 1m itξmv γ(t, v)∣∣∣
≤
∣∣∣∣∣
∫
R+
(
û(t, ξv)e
1
m
itξmv − û(t, ξ)e 1m itξm
)
λ−1χ1(λ−1(ξ − ξv), λ−1ξv)dξ
∣∣∣∣∣
+ (C1 + C2)(t
m−1
m v)−
m
2(m−1) |û(t, ξv)|+ C(t
m−1
m v)−1 · t− 12m ‖u(t)‖
X˜
.
With a change of variables using ζ = λ−1(ξ − ξv), we have
(4.18)
∣∣∣∣∣
∫
R+
(
û(t, ξv)e
1
m
itξmv − û(t, ξ)e 1m itξm
)
λ−1χ1(λ−1(ξ − ξv), λ−1ξv)dξ
∣∣∣∣∣
≤
∫
R
|ξ − ξv|
∫ 1
0
∣∣∣Ĵ u(t, θ(ξv − ξ) + ξ)∣∣∣ dθλ−1|χ1(λ−1(ξ − ξv), λ−1ξv)|dξ
= λ
∫
R
∫ 1
0
∣∣∣Ĵ u(t, ξv + λζ(1 − θ))∣∣∣ dθ|ζχ1(ζ, λ−1ξv)|dζ.
Because
|û(t, ξv)| ≤
∣∣∣û(t, ξv)−√m− 1e− 1m itξmv γ(t, v)∣∣∣+√m− 1|γ(t, v)|
and χ1(·, α) ∈ S(R) for α ≥ 1, by Proposition 3.5, (4.1), and (4.11), we have∣∣∣û(t, ξv)−√m− 1e− 1m itξmv γ(t, v)∣∣∣
. λ
1
2 ‖J u(t)‖L2 + (t
m−1
m v)−
m
2(m−1) |γ(t, v)|+ (tm−1m v)−1 · t− 12m ‖u(t)‖
X˜
.
. (t
m−1
m v)−
m−2
4(m−1) · t− 12m ‖u(t)‖
X˜
,
which shows the L∞-estimate in (4.13).
ASYMPTOTIC BEHAVIOR FOR A KDV-TYPE EQUATION 29
For the L2-estimate in the frequency space, we change variables using v˜ = ξv +
λζ(1 − θ). Because
dv˜
dv
=
1
m− 1v
−m−2
m−1
{
1− m− 2
2
ζ(1− θ)t− 12 v− m2(m−1)
}
,
(4.18) yields∥∥∥û(t, ξv)−√m− 1e− 1m itξmv γ(t, v)∥∥∥
L2v(Ω(t))
.
∫ 1
0
∥∥∥∥λ∫
R
∣∣∣Ĵ u(t, ξv + λζ(1 − θ))∣∣∣ ∣∣ζχ1(ζ, λ−1ξv)∣∣ dζ∥∥∥∥
L2v(Ω(t))
dθ
+
∥∥∥(tm−1m v)− m2(m−1) û(t, ξv)∥∥∥
L2v(Ω(t))
+ t−
m−1
2m · t− 12m ‖u(t)‖
X˜
. t−
1
2 ‖(J u)(t, v˜)‖L2
v˜
+ t−
m−1
2m · t− 12m ‖u(t)‖
X˜
. t−
m−1
2m · t− 12m ‖u(t)‖
X˜
,
which concludes the L2-estimate in (4.13) 
5. Proof of the main theorem
We show the following estimate for γ˙.
Proposition 5.1. Let u be a solution to (1.1) that satisfies (1.10). Then, for t ≥ 1,
we have ∥∥∥t(tm−1m v) m−24(m−1) γ˙(t)∥∥∥
L∞v (Ω(t))
+
∥∥∥t 3m−12m γ˙(t)∥∥∥
L2v(Ω(t))
. ε,
where the implicit constant is independent of D, T , and ε.
Proof. A direct calculation yields
γ˙(t, v) =
∫
R
(Lu ·Ψv + uLΨv) (t, x)dx
= −
∫
R
(
um∂xΨv
)
(t, x)dx +
∫
R
(
uLΨv
)
(t, x)dx.
The bootstrap assumption (1.10) yields∣∣∣∣∫
R
(
um∂xΨv
)
(t, x)dx
∣∣∣∣ . t−1(tm−1m v)−m(m−3)2(m−1) (Dε)m ≤ t−1(tm−1m v)−m(m−3)2(m−1) ε.
Moreover, from (4.9), (4.6), Lemma 4.3, and Proposition 3.5, we have∣∣∣∣∫
R
(
uLΨv
)
(t, x)dx
∣∣∣∣
.
1
tλ
∣∣∣∣∫
R
(
e−iφuhyp,+∂xχ˜
)
(t, x)dx
∣∣∣∣ + 1tλ
∣∣∣∣∫
R
(
e−iφ
(
uhyp,+ + uell
)
∂xχ˜
)
(t, x)dx
∣∣∣∣
+
∫
R
∣∣(u∂mx P−Ψv)(t, x)∣∣ dx+ t−1(tm−1m v)− mm−1 ∫
R
|u(t, x)X(λ(x − vt))|dx
. t−
m
2−m+1
m(m−1) (t
m−1
m v)
m−2
2(m−1)
∫
R
∣∣J+uhyp,+(t, x)χ˜(t, x)∣∣ dx
+ t−1(t
m−1
m v)−
2m−1
2(m−1) · t− 12m ‖u(t)‖
X˜
.
30 M. OKAMOTO
Here, from (3.11), we obtain
t−
m
2−m+1
m(m−1) (t
m−1
m v)
m−2
2(m−1)
∫
R
∣∣J+uhyp,+(t, x)χ˜(t, x)∣∣ dx
. t−
m+1
m (t
m−1
m v)−
m−2
2(m−1)
∥∥∥|x|m−2m−1J+uhyp,+(t)∥∥∥
L2
‖χ˜(t)‖L2
. t−1(t
m−1
m v)−
m−2
4(m−1) · t− 12m ‖u(t)‖
X˜
.
In addition, we use (3.11) and (4.14) to obtain∥∥∥∥t−m2−m+1m(m−1) (tm−1m v) m−22(m−1) ∫
R
∣∣J+uhyp,+(t, x)χ˜(t, x)∣∣ dx∥∥∥∥
L2v(Ω(t))
. t−
3
2
∥∥∥|x|m−2m−1J+uhyp,+∥∥∥
L2
. t−
3m−1
2m · t− 12m ‖u(t)‖
X˜
. 
First, we prove global existence of the solution to (1.1). From Proposition 1.4
and Lemma 2.1, this is equivalent to showing (1.4), that is to say, to closing the
bootstrap estimate (1.10). When t−
1
m |x| . 1, Lemma 2.3 and Proposition 3.5 yield∥∥∥〈t− 1mx〉− km−1+ m−22(m−1) ∂kxu(t)∥∥∥
L∞(t−
1
m |x|.1)
. εt−
k+1
m .
When t−
1
m |x| & 1, owing to (4.12), we only need to show that
‖γ(t)‖L∞v (Ω(t)) . ε,
where the implicit constant is independent of D, T , and ε.
For v ≥ C∗, where C∗ is defined by (4.11), the Gagliardo-Nirenberg inequality,
Proposition 1.4 and Lemma 4.1 lead to
|γ(1, v)| . ‖û(1)‖L∞ =
∥∥∥e 1m i|ξ|m−1ξû(1)∥∥∥
L∞
. ‖u(1)‖
1
2
L2
‖J u(1)‖
1
2
L2
. ε.
The fundamental theorem of calculus and Proposition 5.1 yield
γ(t, v) = γ(1, v) +O
(
ε(t
m−1
m v)−
m−2
4(m−1)
)
,
which implies
|γ(t, v)| . ε
for t ∈ [1, T ].
When 0 < v < C∗, set t0 := (C∗v−1)
m
m−1 > 1. Note that v ∈ Ω(t) for t ≥ t0.
Then, Bernstein’s inequality, (4.6), Proposition 3.5, and Lemma 2.3 yield
|γ(t0, v)| . t
1
2m
0
∑
N∈2Z
N∼t−
1
m
0
‖uN(t0)‖L2 + ε . ε.
The fundamental theorem of calculus and Proposition 5.1 lead to
γ(t, v) = γ(t0, v) +O (ε) ,
which implies
|γ(t, v)| . ε
for t ∈ [t0, T ]. Accordingly, we conclude that (1.4) holds for any t ∈ [1, T ].
Second, we show the existence of a self-similar solution. We use the self-similar
change of variables (2.2). Let ρ > 0 be a constant specified later. We set Y(t) :=
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{y ∈ R : |y| ≤ C∗t(m−1)ρ} and C := 4(κC∗) 1m−1 . For k = 0, 1, . . . ,m − 2, estimates
(2.4) and (3.6) and Lemmas 2.1 and 2.3 imply that∥∥∂t (P≤Ctρ∂kyU)∥∥L∞y (Y(t))
. t(k+
1
2 )ρ ‖P≤Ctρ∂tU‖L2y + t
−1‖PCtρ∂kyU‖L∞y (Y(t))
. t(k+
3
2 )ρ− 12m−1‖Λu‖L2x + t(k+
1
2 )ρ+
1
2m−1
∑
N∈2Z
N∼Ctρ− 1m
‖uell,+N ‖L2
. εt−1+(k+
3
2 )ρ−min( 12m−ε,mρ).
Furthermore, (3.3), (3.6), and Lemma 2.3 yield∥∥P>Ctρ∂kyU∥∥L∞y (Y(t)) . t k+1m ∑
N∈2Z
N>Ct
ρ− 1
m
Nk+
1
2 ‖uell,+N ‖L2
+ t
k+1
m
∑
N∈2Z
N>Ct
ρ− 1
m
∥∥∥(1− PN
2 ≤·≤2N
)
|∂x|k+ 12 uell,+N
∥∥∥
L2
. t(k−m+
3
2 )ρε,
‖P>Ctρ∂kxU‖L2y(Y(t)) . t
k
m
+ 12m
∑
N∈2Z
N>Ct
ρ− 1
m
Nk‖uell,+N ‖L2
+ t
k
m
+ 12m
∑
N∈2Z
N>Ct
ρ− 1
m
∥∥∥(1− PN
2 ≤·≤2N
)
|∂x|kuell,+N
∥∥∥
L2
. t(k−m+1)ρε.
By setting ρ := 1
m
( 12m − ε), there exists Q = Q(y) ∈ L∞y (R) such that
(5.1)
‖∂kyU(t)− ∂kyQ‖L∞y (Y(t)) . εt(k−m+
3
2 )ρ, ‖∂kxU(t)− ∂kxQ‖L2y(Y(t)) . εt(k−m+1)ρ.
By (1.4) and the first estimate in (5.1), we see that
(5.2)∥∥∥〈·〉 m−22(m−1)Q∥∥∥
L∞(R)
≤ lim
t→∞
(
t
m−2
2 ρ ‖Q− U(t)‖L∞(Y(t)) +
∥∥∥〈·〉 m−22(m−1)U(t)∥∥∥
L∞(R)
)
. ε.
Because Lemma 2.3 implies that
(5.3)
∥∥|∂y|m−1U − yU −mUm∥∥L2y = ∥∥∥(Λu)(t, t 1m y)∥∥∥L2y . t− 12m+ε,
by taking the limit as t→∞, we have that Q is a solution to (1.5). Moreover, (5.1)
and the mass conservation law yield∫
R
Q(y)dy = lim
t→∞
∫
R
U(t, y)dy =
∫
R
u0(x)dx.
Therefore, u(t, x) := t−
1
mQ(t−
1
mx) is a solution to (1.1) with u(0) =
∫
R
u0(x)dxδ0,
where δ0 denotes the Dirac delta measure concentrated at the origin.
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Finally, we prove the asymptotic behavior of the global solution. The estimates
in the self-similar region X0(t) follow from (5.1). Moreover, the estimates in the
decaying region X−(t) are consequences of Lemma 2.3, (3.12), and (3.15). Hence,
we only need to show the estimates in the oscillatory region X+(t). Proposition 5.1
yields
(5.4) γ(t, v) = γ(1, v) + R˜(t, v),
where ∥∥∥(tm−1m v) m−24(m−1) R˜(t, v)∥∥∥
L∞(Ω(t))
+
∥∥∥tm−12m R˜(t, v)∥∥∥
L2(Ω(t))
. ε.
Here, we set
W (ξ) :=
√
m− 1γ(1, ξm−1),
and extend W to R by defining
W (−ξ) = W (ξ), W (0) =
∫
R
u0(x)dx.
Then, from (1.4) and (4.14), we see that
‖W‖L∞∩L2 . ‖u(1)‖L∞∩L2 . ε.
Proposition 4.4 and (5.4) show the estimates in X+(t).
Appendix A. Well-posedness
In this appendix, we show the local-in-time well-posedness of the Cauchy problem
of (1.6) as well as (1.1). Here, we assume p ≥ m ≥ 3.
To show well-posedness for (1.1), we can apply the Fourier restriction norm
method. In fact, Gru¨nrock [4] proved well-posedness for (1.1) in Hs(R) for odd
values of m ≥ 5 and s > − 12 . On the other hand, because F may not be a
polynomial with respect to u, some regularity is needed to be well-posed for (1.6).
We need to introduce some notation. Let 1 ≤ p, q ≤ ∞ and T > 0. Define
‖f‖LpxLqT :=
∫ ∞
−∞
(∫ T
−T
|f(t, x)|qdt
) p
q
dx
 1p ,
‖f‖Lq
T
L
p
x
:=
(∫ T
−T
(∫ ∞
−∞
|f(t, x)|pdt
) q
p
dx
) 1
q
,
with T = t to indicate the case when T =∞.
The maximal function estimate and the local smoothing estimate are the main
tools in the proof (see Theorems 2.5 and 4.1 in [18] respectively).
Theorem A.1.
‖U(t)u0‖L4xL∞t .
∥∥∥|∂x| 14u0∥∥∥
L2
,
∥∥∥|∂x|m−12 U(t)u0∥∥∥
L∞x L
2
t
. ‖u0‖L2.
Stein’s interpolation [26] and Theorem A.1 yield the following.
Lemma A.2. For any value of α where − 14 ≤ α ≤ m−12 , we have
‖|∂x|αU(t)u0‖
L
2(2m−1)
m−1−2α
x L
2(2m−1)
1+4α
t
. ‖u0‖L2 .
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In particular, by setting α = 0 or α = 1, it follows that
(A.1) ‖U(t)u0‖
L
2(2m−1)
m−1
x L
2(2m−1)
t
+ ‖∂xU(t)u0‖
L
2(2m−1)
m−3
x L
2(2m−1)
5
t
. ‖u0‖L2 .
Moreover, setting α = p+m−32(p−1) , we have
(A.2) ‖∂xU(t)u0‖Lp0x Lq0t .
∥∥∥|∂x| p−m+12(p−1) u0∥∥∥
L2
,
where (p0, q0) :=
(
2(2m−1)(p−1)
(m−2)(p−2) ,
2(2m−1)(p−1)
3p+2m−7
)
.
Our next result is a Sobolev type of estimate (the proof is the same as that of
Lemma 3.15 in [19]).
Lemma A.3. For any q ∈ R with max
(
−p+2m−3
2(2m−1)(p−1) , 0
)
< 1
q
< m−22m(p−1) , we have
‖g‖
L
r(q)
x L
q
t
.
∥∥∥|∂x|α(q)g∥∥∥
L
4q
q−2
x L
q
t
,
where 1
r(q) := −mq + m−22(p−1) and α(q) := 2m−12q − m−22(p−1) + 14 .
Proof. The assumption implies that 0 < α(q) < 1. Fix t now and use the fractional
integration in x to obtain the representation
g(t, x) = cq
∫ ∞
−∞
1
|x− y|1−α(q)
(
|∂x|α(q)g
)
(t, y)dy.
By Minkowski’s inequality, we have
‖g(x)‖Lqt .
∫ ∞
−∞
1
|x− y|1−α(q)
∥∥∥(|∂x|α(q)g) (y)∥∥∥
L
q
t
dy.
From α(q) = q−24q − 1r(q) , Hardy-Littlewood-Sobolev’s inequality yields the desired
bound. 
Lemma A.2 with α = 2m−12q − 14 implies
(A.3)
∥∥∥|∂x|α(q)U(t)u0∥∥∥
L
4q
q−2
x L
q
t
.
∥∥∥|∂x| p−m+12(p−1) u0∥∥∥
L2
provided that q ∈ [2,∞].
Setting q1 :=
(2m−1)(p−1)
m−3 , q2 :=
2(2m−1)(p−1)(p−2)
(2m−5)p−4m+9 , and q3 :=
2mp(p−1)
(m−3)p+1 , we define
‖u‖YT := ‖u‖L∞T L2x + ‖u‖
L
2(2m−1)
m−1
x L
2(2m−1)
T
+ ‖∂xu‖
L
2(2m−1)
m−3
x L
2(2m−1)
5
T
,
‖u‖
Y˜T
:= ‖∂xu‖Lp0x Lq0T +
3∑
j=1
∥∥∥|∂x|α(qj)u∥∥∥
L
4qj
qj−2
x L
qj
T
,
‖u‖Zs
T
:= ‖〈∂x〉su‖YT + ‖Λu‖YT + ‖u‖Y˜T ,
ZsT := {u ∈ C([−T, T ];Hs(R)) : ‖u‖ZsT <∞}
for p ≥ m ≥ 3, s ∈ R, and T > 0.
The linear estimates (A.1), (A.2), and (A.3) lead to
(A.4) ‖U(t)u0‖YT . ‖u0‖L2 , ‖U(t)u0‖Y˜T . ‖u0‖H p−m+12(p−1) .
We note that if u is a solution to (1.6), then
(A.5) LΛu = (mum−1 + F ′(u)) ∂xΛu+mF (u)− F ′(u)u.
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Proposition A.4. Let p ≥ m ≥ 3 and p−m+12(p−1) ≤ s < 1. If u0 ∈ Σs(R), then there
exists a value T > 0 that depends on ‖u0‖
Σ
p−m+1
2(p−1)
and a unique solution u ∈ ZsT to
(1.6) satisfying
sup
t∈[−T,T ]
(‖u(t)‖Hs + ‖Λu(t)‖L2) . ‖u0‖Σs .
Moreover, the flow map u0 ∈ Σs(R) 7→ u ∈ ZsT is locally Lipschitz continuous.
Proof. The fractional Leibnitz and chain rules (see Appendix in [19]) and Lemma
A.3 yield
(A.6)
‖|∂x|s(F ′(u)∂xu)‖L2
T,x
. ‖|∂x|s∂xu‖
L
2(2m−1)
m−3
x L
2(2m−1)
5
T
∥∥|u|p−1∥∥
L
2(2m−1)
m+2
x L
2m−1
m−3
T
+ ‖|∂x|su‖
L
2(2m−1)
m−1
x L
2(2m−1)
T
‖∂xu‖Lp0x Lq0t
∥∥|u|p−2∥∥
L
2(2m−1)(p−1)
2p+m−4
x L
2(2m−1)(p−1)
(2m−5)p−4m+9
t
. ‖|∂x|su‖YT
(
‖u‖p−1
L
r(q1)
x L
q1
T
+ ‖∂xu‖Lp0x Lq0t ‖u‖
p−2
L
r(q2)
x L
q2
t
)
. ‖|∂x|su‖YT ‖u‖
p−1
Y˜T
.
In addition, Ho¨lder’s inequality and Lemma A.3 imply
(A.7) ‖|u|p‖L2
T,x
= ‖u‖p
L
2p
T,x
. T
1
2− pq3 ‖u‖p
L
r(q3)
x L
q3
T
. T
1
2− pq3 ‖u‖p
Y˜T
.
We define the operator Ku0(u) by
Ku0(u) = U(t)u0 +
∫ t
0
U(t− t′)∂x (um + F (u)) (t′)dt′.
By (A.5), the estimates (A.4), (A.6), and (A.7) show that
‖Ku0(t)‖ZsT
. ‖U(t)u0‖Zs
T
+
∫ T
−T
(∥∥um−1∂xu∥∥Hsx + ∥∥um−1∂xΛu∥∥L2x
+ ‖F ′(u)∂xu‖Hsx + ‖F
′(u)∂xΛu‖L2x + ‖|u|
p‖L2x
)
(t)dt
. ‖u0‖Hs + ‖xu0‖L2 + T
1
2
(∥∥〈∂x〉s(um−1∂xu)∥∥L2
T,x
+
∥∥um−1∂xΛu∥∥L2
T,x
+ ‖〈∂x〉s(F ′(u)∂xu)‖L2
T,x
+ ‖F ′(u)∂xΛu‖L2
T,x
+ ‖|u|p‖L2
T,x
)
≤ C‖u0‖Σs + CT 12 ‖u‖Zs
T
(
‖u‖m−1
Y˜T
+ ‖u‖p−1
Y˜T
)
.
A similar calculation as above yields
‖Ku0(u1)−Ku0(u2)‖ZsT
≤ CT 12
(
‖u1‖m−1
Y˜T
+ ‖u2‖m−1
Y˜T
+ ‖u1‖p−1
Y˜T
+ ‖u2‖p−1
Y˜T
)
‖u1 − u2‖Zs
T
.
Hence, taking T > 0 with
10CT
1
2
{(
2C‖u0‖
Σ
p−m+1
2(p−1)
)m−1
+
(
2C‖u0‖
Σ
p−m+1
2(p−1)
)p−1}
≤ 1,
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we find that the mapping Ku0 is a contraction on the ball
B(2C‖u0‖Σs) := {u ∈ ZsT : ‖u‖ZsT ≤ 2C‖u0‖Σs}.
Accordingly, there exists a unique solution u ∈ B(2C‖u0‖Σs) to (1.6). 
Appendix B. Short-range perturbations
In this appendix, we outline some modifications to Theorem 1.1 in the case of
short-range perturbations (1.6). The main differences appear in the energy esti-
mate.
Let p be a real number with p > m. The existence of a local-in-time solution u
with U(−t)u(t) ∈ Σ p−12p (R) follows from Proposition A.4 and H p−12p (R) →֒ L2p(R).
We need some modifications in the energy estimate for Λu when p ∈ (m,m+ 12 ),
because the second and third terms on the right hand side of (A.5) do not have
enough decay. Set a := max(2m+1−2p2m , 0). Because (1.10) yields
‖mF (u)− F ′(u)u‖L2 . ‖|u|p‖L2
. (Dε)pt−
p
m
(∫
|x|≤t 1m
dx+
∫
|x|≥t 1m
〈t− 1mx〉− p(m−2)m−1 dx
) 1
2
. (Dε)pt−
2p−1
2m ,
we have
1
2
∂t
(
t−a‖Λu(t)‖L2
)2
= −at−2a−1‖Λu(t)‖2L2 −
m(m− 1)
2
t−2a
∫
R
um−2∂xu(Λu)2dx
− 1
2
t−2a
∫
R
F ′′(u)∂xu(Λu)2dx+O
(
(Dε)pt−2a−
2p−1
2m ‖Λu(t)‖L2
)
. (Dε)m−1t−1
(
t−a‖Λu(t)‖L2
)2
+ (Dε)2p−m+1t−2a+1−
2p−1
m .
Hence, Gronwall’s inequality shows
‖u(t)‖X . ε〈t〉a+ε.
From a < 12m , Lemma 2.3 holds true as long as ‖u0‖Σp−12p ≤ ε≪ 1.
Moreover, (5.3) is replaced with∥∥|∂y|m−1U − yU −mUm∥∥L2y = ∥∥∥(Λu)(t, t 1m y) + tF (u(t, t 1m y))∥∥∥L2y . t− 12m+a+ε.
The remaining arguments in §5 are unchanged as long as ρ = 1
m
( 12m −ε) is replaced
with ρ˜ := 1
m
( 12m − a− ε).
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