In this article, we propose Multiclass Bayesian Additive Classification Trees (MBACT) as a nonparametric procedure to deal with multiclass classification problems. MBACT is a multiclass extension of BART: Bayesian Additive Regression Trees [Chipman et al., 2010] . In a range of data generating schemes and real data applications, MBACT is shown to have good predictive performance, competitive to existing procedures, and in particular it outperforms most procedures when the relationship between the response and predictors is nonlinear.
Introduction
Multiclass classification deals with classifying or discriminating units into either one of K classes; Here K ∈ Z + = {1, 2, . . .} with K ≥ 3. Multiclass classification problems are encountered in multiple disciplines. For instance, in a bio-medical application, [Khan et al., 2001 ] used artificial neural networks to classify small round blue cell tumors into four tumor sub-types: ferent data generating schemes, BART enjoys good predictive performance and robustness. The binary classification extension of BART was used in [Zhang and Härdle, 2010 ] to classify credit risks of German financial institutions. A work most related to this article [Agarwal et al., 2013] utilized BART for the purposes of satellite image classification. Their multiclass classification methodology combined binary BART , and one-versus-all technique of transforming a multiclass problem to a series of binary classification problems.
We utilize a Bayesian probit model formulation (cf. [Albert and Chib, 1993] ) in conjunction with the idea of ensemble of trees as in [Chipman et al., 2010] , to propose MBACT: Multiclass Bayesian Additive Classification Trees for unordered and ordered multinomial response regression. MBACT gives a way to estimate posterior class probabilities in nonparametric and nonlinear manner. In a comprehensive simulation study with various data generating schemes, MBACT is shown to be robust, and we argue that MBACT is a serious contender in its predictive performance to widely used multiclass classification methods. Its ability to retrieve the signal when a nonlinear relationship exists between the predictors and response is noteworthy. Moreover, MBACT allows us to measure the relative importance of each predictor hence, incorporating an important tool for variable selection within the model. This article is organized as follows. The introduction proceeds with a brief review of some existing multiclass classification procedures; Sections 2 and 3 deal with setting up the priors and posterior updating schemes of MBACT for unordered and ordered responses respectively; in Section 4, we outline a general framework for a multiclass classification problem and model evaluation which take into account the cost of misclassification; Sections 5 and 6 involve comparison of unordered and ordered MBACT to other procedures through simulation studies; Section 7 applies MBACT to real data sets; and concluding remarks are given in Section 8.
Review of Some Existing Methods
In this subsection, we outline a brief review of existing multiclass classification methods. The methods described here are either widely used non-linear multiclass classification methods, or that they are known to have very good predictive ability. Classification and Regression Trees (CART) [Breiman et al., 1984] , works by creating recursive binary partitions of the predictor space that take the form {x j > c(x j )} versus {x j ≤ c(x j )}, where x j is the j th predictor, and c(x j ) a constant that lies within the range of x j . The partitioning of the space is followed by fitting simple functions (e.g., constant function) within each resulting partition. For each recursive split, the selection of a predictor and splitting value is done so that a pre-specified loss is minimized (i.e., maximum information gain is obtained). CART is considered one of the earliest nonlinear and nonparametric classification and regression methods that handles both binary and multiclass classification problems. KNN, k-Nearest Neighbors [Fix and Hodges Jr, 1952, Cover and Hart, 1967] , is one of the oldest nonparametric classification techniques based on the intuition that, as described by Thomas Cover in [Cover, 20, March 1982] , "things that look alike must be alike." For each unit in the test data set, KNN picks the most represented class of the k closest/nearest training predictors as the predicted class, where k is an integer and the closeness of a point is measured in terms of Euclidean distance. The use and properties of KNN in multiclass classification have been studied in [Cover and Hart, 1967 , Bay, 1998 , Athitsos and Sclaroff, 2005 . Quadratic Discriminant Analysis (QDA) is based on the assumptions that the prior probability that a unit belongs to class k is π k with K k=1 π k = 1, and that, given class y = k, the vector of predictors x follows a multivariate normal distribution,
Applying Bayes Theorem, the posterior probability of belonging to class k is obtained by
Linear Discriminant Analysis (LDA) is a special case of QDA obtained by setting Σ k = Σ for all k = 1, . . . , K. Details on LDA and QDA are found in [Duda et al., 2012 , Hastie et al., 2001 . In binary response classification, Support Vector Machines (SVM) [Cortes and Vapnik, 1995, Vapnik, 1999] finds an optimal hyperplane in the predictor space that seeks to separate one response class from the other. When the data are separable, a unique hyperplane is obtained when the distance between the closest two points (support points) in either class is maximized. When the data are not completely separable, some perturbation is induced so that some points are allowed to be on the wrong side of the hyperplane. Nonlinear hyperplanes are induced in the predictor space by projecting linear hyperplanes obtained in an extended predictor space with the extension done via basis expansions which include the use of polynomial, spline, wavelet, and reproducing kernel Hilbert space expansions among others. Extensive study of SVM is found in [Vapnik, 1999 , Hastie et al., 2001 . The multiclass extension of SVM is often implemented by reduction of the multiclass problem into a sequence of binary classification problems. [Hsu and Lin, 2002 , Lee et al., 2004 , Zhang, 2004 have studied the theoretical and application aspects of multi-category support vector machines which does not reduce the problem into binary classification problems. Random Forest, [Breiman, 2001 [Breiman, , 2000 , is considered among the best multiclass classifiers. Random Forest is an ensemble learning method in which each classifier is a classification tree generated in the following manner.
i. A bootstrap sample of the training data is selected to fit a CART like model without pruning. The partitions of the training data are termed as "bootstrap" and "out of bootstrap" samples.
ii. At each node, a subset of the predictors is randomly selected and the best predictor within that specific subset is chosen as a variable to split the tree node.
Each learner (tree) votes on the class membership of a test unit, and the majority vote is taken as the Random Forest prediction. Recently [Biau et al., 2008 , Biau, 2012 have studied the consistency of Random Forest. However, the statistical and mathematical underpinnings as to why Random Forest has very good predictive ability are yet to be extensively studied.
Multiclass Bayesian Additive Classification Trees for Unordered Response
Suppose we have a training data set (y i , x i ) for i = 1, . . . , n, where y i ∈ Y = {1, . . . , K} and x i ∈ X = p denote the observed class and predictors for the i th individual or unit, respectively. We make the assumption that (y i , x i ) , i = 1, . . . , n are observations from independent and identical random variables (Y i , X i ) , i = 1, . . . , n that are governed by the probability distribution P (Y, X). Our goal is to classify a new test unit with a vector of predictors x ∈ X into one of K classes.
The observed response y ∈ Y can be considered to arise from an unobserved vector of latent variables z ∈ K−1 [Albert and Chib, 1993, Geweke et al., 1994] . If none of the entries of the vector z are greater than zero, the class y = 1 is observed. On the other hand, if the k th element is the largest positive entry of z, the class y = k + 1 is observed, for k = 1, . . . , K − 1. Suppose that for the observed training data {(y i , x i ) , i = 1, . . . , n}, there are corresponding latent vectors z i = (z i1 , . . . , z i,K−1 ) T , i = 1, . . . , n with z ik defined as
for k = 1, . . . , K − 1, and i = 1, . . . , n where
is a sum of n T regression trees with tree parameters Θ k = (θ k1 , . . . , θ kn T ). Note that g kj (x i , θ kj ) is the j th tree in the sum G k (x, Θ k ) that subdivides the predictor space into b partitions (or terminal nodes) assigning terminal node l to the parameter θ kjl , l ∈ {1, . . . , b}. The partitioning of the predictor space is done by recursive two way (i.e., binary) splits of the form {x < s} versus {x ≥ s} where x is one of the predictors, and s is a value in the range of x. Details on the tree generating scheme is provided in Section 2.1.1. Multiclass Bayesian Additive Classification Trees is, thus, a multiclass probit model summarized as
where Θ = (Θ 1 , . . . , Θ K−1 ), is the collection of all terminal node parameters of (K − 1) × 1 vector of sum of classification trees,
We take a simplifying assumption that the covariance matrix Σ in (3) to be the K − 1 identity matrix I indicating that each sum of classification trees is independent of the other. With this simplifying assumption in place, the parameters of this model are
Observe that the trees are also considered as parameters and a Bayesian proceeds with specification of prior distributions on all the parameters of the model.
Prior Specification
By taking Σ = I, we impose an independence assumption on the prior that
With further assumption that given a single tree in a sum of trees, the terminal node parameters are independent, for fixed k, we take priors of the form
where the prior on terminal node parameters θ kj = (θ jk1 , . . . , θ jkb ) given the j th tree in the k th sum of trees is taken as p (θ kj |g kj ) = b l=1 p (θ kjl |g kj ). The prior specification for a single tree, p (g kj ), is described in detail in Section 2.1.1.
The g kj prior
As in [Chipman et al., 1998 [Chipman et al., , 2010 , the prior on a single tree g kj is specified in terms of a "tree-generating stochastic process." The tree generation begins with a trivial initial node followed by splitting of the form {x < s} versus {x ≥ s} where x is randomly selected from x 1 , x 2 , . . . , x p . Each of the p predictors have an equal probability of being selected as the splitting predictor x indicating that this prior specification places equal level of importance to each predictor, analogous to the usual assignment of uniform prior on parameters. The level of importance placed on the predictors changes as the prior gets updated in the posterior updating process. Let d η be the depth (the number of parent nodes) of a terminal node η. The probability that the terminal node is split is given by
A lower value of α, and a higher value of β result in a tree with small number of terminal nodes. In other words, influence of individual trees in the sum can be controlled by carefully choosing α and β. The values α = 0.95, and β = 2 are taken as default values, but they can also be chosen via cross validation. Given a splitting predictor, the splitting value s is taken to be a random sample from discrete uniform distribution of the set of observed values of the selected predictor provided that such a value does not result in an empty partition. Note that this prior specification is impartial to importance of the predictors. The observed response vector will be utilized while updating the prior as described in Section 2.2.
The θ kji |g kj Prior
Given a tree g kj with b terminal nodes, the prior distribution on the terminal node parameters is taken to be
and highly likely to take values in the interval (−3, 3). We can, thus, select µ k and τ k in such a way that the cumulative effect of the prior on all θ kj |g kj s in the k th sum of trees assigns high probability to the interval (−3, 3). This requirement can be captured by choosing µ k = 0 and τ k = 3.0 r √ n T where r > 0 and n T the number of trees in the k th sum of trees. The hyper-parameters r, and n T play the role of adjusting the level of shrinkage on the contribution of each individual tree. Default values r = 2, and n T = 200 are recommended. Again, these can be chosen via cross validation, thus, including the parameters discussed in Section 2.1, the set of tuning parameters of this model are α, β, r, and n T .
Posterior Computation for Unordered Multiclass Bayesian Additive Classification Trees
The assumption in (5) that each of the K − 1 sum of trees are independent of one another, allows us to write the posterior
in the form
Since direct computation of joint posterior distribution (8) is a difficult undertaking, we make use of the MCMC algorithm based on the idea of data augmentation for posterior sampling proposed in [Tanner and Wong, 1987] . Specifically, the Gibbs sampling algorithm outlined below is implemented.
For each k, n T successive draws of (g kj , θ kj ) are sampled from the condi-
followed by a draw from
The draw in (11) is from truncated multivariate normal distribution which can be done through a sequence of univariate normal sampling. The sampling scheme for the (l + 1) th iteration is done via either one of the following two bullets depending on whether the multiclass response y = 1, or y = 1.
• When y i = 1, for all k, z
, and
Here, G (l) is vector of K − 1 sum of trees in the l th iteration.
• When y i = 1, for k = 1, . . . , K − 1, the following two steps are used.
Turning our attention to (10), we proceed by rewriting (1) as
Now, the left hand side of (12) can be considered as a form of residuals R ik(j) associated with the j th tree in the sum of trees. This quantity is used as the response vector of a single tree model with g kj taken as an initial value of the tree structure. The tree structure can then updated by undertaking one of the actions GROW, PRUNE, CHANGE, or SWAP with the MetropolisHastings algorithm described in [Chipman et al., 1998 ]. However, we resort to taking the actions GROW, or PRUNE only as described in [Pratola et al., 2012] for the sake of computational efficiency. Aside from the computational efficiency, the proposal by [Pratola et al., 2012] is not inferior to that of [Chipman et al., 1998 ] since each individual tree tends to be shallow in our model setup, and that we have a sum of trees in contrast to the single tree model of [Chipman et al., 1998 ].
Once the tree is updated, the vector θ kj representing the terminal node parameters is sampled from θ kj |g kj , R k(j) which is again a draw from normal distribution. After sufficient burn-in, with a posterior sample of size S, p k (x i ) can be calculated using
for k = 1, . . . , K − 1. A test data feature x is run down all the trees in each sum of trees and in all posterior iterations after burn-in to calculate p k (x) for k = 1, . . . , K.
Multiclass Bayesian Additive Classification Trees for Ordered Response
Sometimes a natural ordering is exhibited by the response variable. For example, a college student may be classified into one of the ordered gradations: Freshman, Sophomore, Junior, or Senior. A corporate bond can be classified into one of the ordered gradations: Junk grade, Low grade, Medium grade, or High grade. When such ordering in the response vector exists, define
where p j (x i ) is as defined in the preceding section, Φ (.) the standard normal CDF, and G (x i , Θ) a sum of classification trees,
The parameter Θ is the collection of all tree parameters θ 1 , . . . , θ n T where θ j = (θ j1 , . . . , θ jb ) is the vector of terminal node parameters of the j th tree in the sum. The model in (14) can be motivated by assuming that the values taken by the response y arise from an unobserved latent variable z. Specifically,
Here, we take γ 0 = −∞, γ K = +∞, and γ 1 = 0 for the sake of identifiability. Thus, the parameters of ordered multiclass Bayesian additive classification trees are the bin/threshold parameters γ = (γ 0 , . . . , γ K ), the tree structures G ≡ (g 1 , . . . , g n T ), and the terminal node parameters corresponding to all the trees in the sum Θ = (θ 1 , . . . , θ n T ). The prior specifications on these parameters are a uniform non informative prior on the threshold parameters γ; and priors of the form specified in Sections 2.1.1, and 2.1.2 for tree priors, and the corresponding terminal node parameter priors, respectively.
Posterior Computation for Ordered Multiclass Bayesian Additive Classification Trees
We now seek to find the posterior distribution of the parameters which are governed by the model in (14). The joint posterior distribution of all the parameters in the model, p (G, Θ, γ|x, y), up to a proportionality constant is given by
(16) where p (G, Θ) is the joint prior of the tree structure and the terminal node parameters, and p (γ) the prior on the bin parameters γ. Again, since the computation of the joint posterior (16) is difficult, we implement a Gibbs sampling algorithm. Note that the joint distribution p (G, Θ, γ, z|x, y) after placing a non-informative prior on γ is proportional to
Thus, the conditional posterior distributions of z 1 , . . . , z n given G, Θ, γ, x, y are
and the conditional density of γ k given {γ j , j = k}, G, Θ, γ, x, y is proportional to
The Gibbs sampler is implemented by cycling through draws from (19), (18), and n T successive draws of (g j , θ j ) | {(g l , θ l ) , l = j} , z, y, x enumerated below.
i. Observe from (19) that γ k given {γ j , j = k}, G, Θ, γ, x, y can be sampled from a uniform distribution with the upper bound b = min (min i {z i : y i = k + 1} , γ k+1 ), and lower bound a = max (max i {z i :
ii. Draws of z i , i = 1, . . . , n, from truncated normal distribution given in (18).
iii. The n T successive draws of
are done by rewriting (14) as
and further rearranging to obtain
Now, the left hand side of (21) can be considered as a residual R (j) associated with the j th tree in the sum of trees. Hence, we can sample from (20) as described in Section 2.2.
Mathematical Formulation and Model Evaluation
In this section, we outline a mathematical formulation to a multiclass classification problem. Suppose we have the data structure described in the first paragraph of Section 2. A multiclass classification problem deals with developing a classifier or function ρ(x) = ρ (x; Y, X) : X → Y. Suppose that y ∈ Y is the unobserved true class of a test unit that has features x. If we know p k (x) = P (y = k|x), the probability that it belongs to class k given its features, for k = 1, . . . , K, or have a "good" estimatorp k (x) of p k (x), we can utilize these probabilities to make "cost-efficient" class prediction. Our multiclass classification method involves estimation of posterior class probabilities using Bayesian additive classification trees followed by "cost-efficient" class prediction.
The remaining part of this section delves into the description of "costefficient" class prediction. Suppose that if the prediction or action ρ(x) = a ∈ Y is taken when, in fact, the true class is y = l, a pre-specified cost C la ≥ 0 is incurred. That is, there is a cost function C(y, a) that assigns a pre-specified loss to every combination of action a ∈ Y and true class y ∈ Y; C(y, a) : Y × Y → [0, ∞). The pre-specified cost combinations are described in Table 1 . The idea behind "cost-efficient" decision is to utilize the class Action/Decision a True Class y Table 1 : Pre-specified costs probability estimates so that the overall average cost is minimized. Table 1 can equivalently be expressed via the loss function
where I (.) is the usual indicator function. If the misclassification costs are all equal, and the correct classification costs are all 0 (i.e., C lm = C > 0 for l = m, and C ll = 0; l, m ∈ {1, . . . , K}), the loss function simplifies to L (y, a)) = C I (y = a).
In order to arrive at the classification (prediction) of the test unit, we seek to minimize the average loss associated with the decision ρ (x). That is, we minimize E (Y,X) L (Y, ρ (X)) which we can rewrite as
The optimal action, in this case, is the class that minimizes the inner sum
Hence, with a "good" estimatorp l (x) of p l (x) obtained by learning on the training data set, we predict the test unit to belong to the clasŝ
5 Simulation Studies and Variable Selection for Unordered MBACT
Simulated Data 1
In this simulation study, we generate a 3-class multiclass problem with 15 predictors, all of which are important. We utilize the nonlinear function f : [0, 1] 5 → R used in [Friedman, 1991] which takes arguments that are independent and identical standard uniform random variables. The function is given by f (x 1 , . . . , x 5 ) = 10 sin (πx 1 x 2 ) + 20(x 3 − 1 2 ) 2 + 10x 4 + 5x 5 .
Define y 1 = f (x 1 , . . . , x 5 ), y 2 = f (x 6 , . . . , x 10 ), y 3 = f (x 11 , . . . , x 15 ), and the multiclass response y = arg max 
where ω i is the actual class andω i the predicted class of the i th observation in a given test data set. Note that this makes use of the loss function defined in (23) with C = 1. A set of tuning parameters that results in the lowest outof-sample average error rate is selected. The tuning parameters are described in Table 2 .
In this data generating scheme, Unordered-MBACT yields the lowest misclassification rate (26), and standard error in out-of-sample prediction. The average training and test error rates along with their respective standard errors in parentheses displayed in Table 3 . Box plots of the fifty replication test misclassification rates, for each methodology, are displayed in Figure 1 .
The code for the implementation of our procedure which is adapted from BayesTree package in R implementing BART [Chipman et al., 2010] , and the C++ code of PBART [Pratola et al., 2012] . It is then modified to suit our multiclass classification setting. It can be found on the website http://www.stat.sc.edu/˜kindo/research/ with the simulation study in this section used as an illustration. One of the aspects that a practitioner considers in choosing among competing statistical methodologies is computational efficiency. From 50 independent replications of the simulation example in this section, we obtain the minimum, lower quartile, median, upper quartile, and maximum computation time in seconds as 7. 658, 8.379, 10.464, 13.146, and 16.430 , respectively. This is done using a personal laptop computer with the following specifica- tions. Windows 7 -Service Pack 1 operating system, Intel(R) Core(TM) i3 CPU 2.13 GHz processor, and 4.00GB RAM. For a work that deals with improving the computational efficiency of BART ( [Chipman et al., 2010] ), we refer to [Pratola et al., 2012] in which a parallel computing framework for BART is developed. Sum of trees model gives a relative measure of importance of each predictor in the feature space. This is done by finding the number of times (or the proportion of times) each predictor is used in forming or updating a tree. Following [Chipman et al., 2010] , a good measure of importance is obtained if the posterior sample size is set to a high number (≥ 10, 000) with small number of trees in each sum of trees (e.g., 8 -15) . When the number of trees are few, the variables compete to form or update a tree with the important predictors succeeding more often than the others. To illustrate this predictor selection feature of MBACT, we augment the predictor space by adding 10 i.i.d standard uniform noise predictors which do not influence the response in any way. Figure 2 summarizes the relative importance of each of the 25 predictors in the augmented data set. MBACT is able to identify some of the useful predictors. The predictor selection process can be repeated several times with an intention of using the average proportion of times a specific predictor is used in forming or updating a tree as a better estimate of predictor importance. Furthermore, MBACT is robust to addition of unimportant 
Methodology

Waveform Recognition Simulation Study
A simulation study is conducted using the popular three class waveform recognition problem of [Breiman et al., 1984] . Waveform recognition problem is considered as a difficult multinomial classification problem used as benchmark artificial data in many papers (see [Gama et al., 2003 , Hastie and Tibshirani, 1996 , Keerthi et al., 2005 ) dealing with multiclass classification problem. Two of the three wave form functions h 1 (i) = max(6 − |i − 11|, 0), h 2 (i) = h 1 (i − 4), and h 3 (i) = h 1 (i + 4) are randomly weighted to generate 21 predictors. Specifically, the predictors generated by a contaminated random combination of waveform functions h 1 (.) and h 2 (.) are taken to be the features of class label 1. Similarly, waveform functions h 1 (.) and h 3 (.) are used for class label 2, and waveform functions h 2 (.) and h 3 (.) for class label 3.
where u is a uniform(0, 1) random variable and i ∼ N (0, 1). Table 4 summarizes the average error rates (26) with the corresponding standard errors in parentheses based on 50 simulations each with a training data set of size 300 and test data set of size 500. Among the procedures we performed, MBACT gives the lowest average misclassification rate. Although it is not significantly lower than that of RF and SVMRadial, it is among the best for this data generating scheme. A lower average error rate of 0.157(0.005) on test data set is obtained in [Hastie and Tibshirani, 1996] (26) and standard errors (in parentheses) based on 50 different training and test data set combinations for each procedure under comparison. The abbreviations in the first column are and their meanings are listed in the first paragraph of Section 5.1.
6 Simulation Study for Ordered MBACT
Nonlinear Ordered Simulated Data
In this section, we simulate a 5-class data set in which the response is ordered, and nonlinearly related to the predictors. Only twenty of the fifty predictors that are independent and identically distributed standard normal random variables, x 1 , . . . x 50 , are related to the multiclass response. The simulation setup is as follows: Define random variables X * 1 , X * 2 , and Y as X * 1 = max {min {x 1 , x 2 , x 3 } , min {x 4 , x 5 , x 6 } , min {x 7 , x 8 , x 9 }} , X * 2 = min {max {x 11 , x 12 , x 13 } , max {x 14 , x 15 , x 16 } , max {x 17 , x 18 , x 19 }} , and
where a, b, c, and d are real numbers. Y is then discretized using monotone class boundary points in order to obtain ordered multiclass responses. The boundary points that separate class labels are calculated using the Y values in the training data in such a way that the number of observations belonging to each of the classes are nearly equal. For the simulation study in this section, we used data generating parameters: a = 0.25, b = 0.30, c = 0.20, d = 0.10, and 500 instances in the training as well as the test data sets.
The predictive performance of each procedure is evaluated using the Mean Absolute Deviation (MAD) criterion defined as
whereω j and ω j are the predicted and actual ordered classes of the j th observation in a given test data set, respectively. This makes use of the loss function defined in (22) with C lm = |l − m|. The idea is that the cost of making a prediction error is higher for those predictions farther from the truth. The test error rates and standard errors (in parentheses) in Table 5 are based on 50 replications of training-test pairs. As we see from the results of this simulation study and real data applications of Section 7.2, ordered MBACT has a good predictive performance as measured by MAD when the response is ordinal. In this section, we apply our procedure, U-MBACT, to some real data sets and compare its performance with other procedures. We use Forensic Glass Classification, and Seeds data sets which are available for download from University of California at Irvine (UCI) machine learning data repository [Bache and Lichman, 2013] . In the forensic glass classification data, 9 features of 214 glass samples are measured and each unit is classified as either of the seven glass types: building windows float processed, building windows nonfloat processed, vehicle windows float processed, vehicle windows non-float processed, containers, tableware, or headlamps. This is a 6-class classification problem since none of the units are classified as vehicle windows non-float processed. In our analysis we split the data so that 50 units are in the test data and the remaining 164 in the training. The results in Table 6 show the average classification error rate (28) and standard errors for the different classification methods over 50 random repetitions of training and test splits. QDA could not be implemented in this data set since one of the classes has very small representation. Unordered MBACT and RF are the two top performing procedures in terms of having the lowest misclassification rate.
In the Seeds data set [Charytanowicz et al., 2010] , seven characteristics of X-ray images of wheat kernels are used to predict whether the kernel is for a wheat that belongs to Kama, Rosa, or Canadian wheat classification. The seven attributes are area, perimeter, compactness, length of kernel, width of kernel, asymmetry coefficient, and length of kernel groove. The data set consists of 210 measurements. Table 7 displays the training and test error rates with their respective standard errors over 50 replications with the data split such that there are 90 observations in the test data set. In this data set, the parametric procedures with the exception of neural networks perform better than the nonparametric procedures.
Real Data Application with Ordered Response
In this section, we compare the predictive performance of ordered MBACT, and other competitive methodologies on modified real data sets. The data sets are modified so that the response vector is ordinal. That is, the data sets in their original form had continuous numerical responses, but we discretize the continuous responses using bins/buckets by creating monotone class boundaries as described in [Chu and Ghahramani, 2005] .
Four data sets used for comparing O-MBACT with some existing classification methodologies are Ailerons, Triazines, Wisconsin breast cancer, and Abalone from UCI machine learning repository [Bache and Lichman, 2013] the control when flying the F16 aircraft based on attributes that describe the status of the aircraft. Triazines data set was used to study the quantitative structure-activity relationship of 2,3-diamino-6,6-dimethyl-5-phenyldihydrotriazine derivatives and their inhibition of dihydrofolate reductase (see [Hirst et al., 1994] for details). The data set Wisconsin breast cancer has 32 predictors and a response which is either time to recurrence if a breast cancer patient returns due to a recurrence of the disease, or time to being free of cancer if the disease does not recur. Abalone data set relates the age of abalone to the attributes of a mollusk such as gender, weight, shell weight, and so forth. An accurate measure of the age involves observing the number of rings which is done after cutting the shell through the cone. A summary of the data sets is described in Table 8 . The response vector for each data set is discretized in order to obtain a 5-class ordered classification problem. The results in Table 9 are the average mean absolute deviations(MADs) (28) and standard errors on the test data sets over the number of replications mentioned in the last row of 
Conclusions
In this article, we have introduced Bayesian classification methodologies U-MBACT: Unordered Multiclass Bayesian Additive Classification Trees and O-MBACT: Ordered Multiclass Bayesian Additive Classification Trees as multiclass classification (i.e., the number of classes K ≥ 3) extension of BART: Bayesian Additive Regression Trees, and binary BART [Chipman et al., 2010, Zhang and Härdle, 2010] . While U-MBACT can be used as a general purpose multiclass classifier, O-MBACT is suitable for modeling response vectors which exhibit inherent ordering. Our methodologies are nonparametric and perform particularly well when the relationship between the predictors and the response is nonlinear. Across a range of simulation settings and real data illustrations, U-MBACT and O-MBACT are shown as having good predictive performances comparable to existing powerful classification methodologies and procedures. Aside from the competitive predictive performances exhibited by U-MBACT and O-MBACT, other desirable features of our procedures include retrieval of variable importance measures, and robustness to the existence of unimportant predictors. Through simulation studies and real data applications, we have demonstrated that U-MBACT and O-MBACT are important additions to multiclass classification toolbox.
