We apply the Chebyshev polynomial-based differential quadrature method to the solution of a fractional-order Riccati differential equation. The fractional derivative is described in the Caputo sense. We derive and utilize explicit expressions of weighting coefficients for approximation of fractional derivatives to reduce a Riccati differential equation to a system of algebraic equations. We present numerical examples to verify the efficiency and accuracy of the proposed method. The results reveal that the method is accurate and easy to implement.
Introduction
The fractional differential equations have received considerable interest in recent years. In many applications, fractional derivatives and fractional integrals provide more accurate models of the systems than ordinary derivatives and integrals do. Many applications of fractional differential equations in the areas of solid mechanics and modeling of viscoelastic damping, electrochemical processes, dielectric polarization, colored noise, bioengineering, and various branches of science and engineering could be found, among others, in [] .
The existence and uniqueness of solutions of fractional differential equations have been investigated in [, ] . In general, most of the fractional differential equations have no exact solutions. Therefore, there has been significant interest in developing approximate methods for solving this kind of equations. Several methods have recently been proposed to solve these equations. These methods include the Adomian decomposition method [] , the homotopy analysis method [] , the Adams-Bashforth-Moulton method [, ] , the Laplace transform method [] , the Bessel function method [-], and so on. However, few papers reported applications of the differential quadrature method to solve fractionalorder differential equations.
The differential quadrature method was introduced by Richard Bellman and his associates in the early s, following the idea of integral quadrature [] . The basic idea of the differential quadrature method is that any derivative at a mesh point can be approximated by a weighted linear sum of all the functional values along a mesh line. The key procedure in the differential quadrature method is the determination of weighting coefficients. Fung [] introduced a modified differential quadrature method to incorporate initial conditions. He also discussed at length the stability of various grid patterns in the differential quadrature method.
In this study, we use the differential quadrature method to numerically solve the fractional-order Riccati differential equation
with initial condition
where  < α ≤ , B(x), C(x), and D(x) are known functions, and c is a constant. When α = , the fractional-order Riccati equation is the classic Riccati differential equation. The importance of the equation usually arises in the optimal control problems.
Preliminaries and notation
In this section, we present some notation, definitions, and preliminary facts.
Basic definitions of fractional integration and differentiation
There are various definitions of fractional integration and derivatives. The widely used definition of a fractional integral is the Riemann-Liouville definition, and that of a fractional derivative is the Caputo definition.
Definition  The Riemann-Liouville fractional integral operator of order α >  of a function y ∈ C μ , μ ≥ -, is defined as
Definition  The fractional derivative D α of y(x) in the Caputo sense is defined as
for n - < α ≤ n, n ∈ N , t > , and y(x) ∈ C n - .
For the Caputo derivative, we have
for β ∈ N  and β ≥ α or for β / ∈ N  and β > α .
We use the ceiling function α to denote the smallest integer greater than or equal to α and the floor function α to denote the largest integer less than or equal to α. Also, N = {, , , . . . }.
Chebyshev polynomials and their properties
The well-known Chebyshev polynomials are defined on the interval [-, ] and are obtained by expanding the formulae
They have the following properties:
• The three-term recurrence relation
where
• Discrete orthogonality relation with the extrema of T n (x) as nodes. Let n > , r, s ≤ n, and
The double prime indicates that the terms with suffixes i =  and i = n are to be halved. This discrete orthogonality property leads us to a very efficient interpolation formula. For later use, we write the interpolation polynomial I N y(x) interpolating y(x) at the points x i = -cos(iπ/N), i = , , . . . , N , as a sum of Chebyshev polynomials in the form
The coefficients c k in () are given by the explicit formula []
Calculation of weighting coefficients of fractional-order derivatives
To apply the Chebyshev polynomials in the interval [, ], we used the shifted Chebyshev polynomials T * n (x) defined in terms of the Chebyshev polynomials T n (x) by the relation
is approximated by means of the shifted Chebyshev polynomials as
and
According to the definition of the Caputo fractional derivative, we can write
where α > . The Caputo fractional derivative of the vector T * (x) in () can be expressed as
Using () with  < α < , we have
.
Employing () and (), we get
Then the weighting coefficient of the fractional derivative can be written in the matrix form
The weighting coefficients can be written collectively in the matrix form as
Applications to fractional differential equation
To show the fundamental importance of weighting coefficients of fractional-order derivatives in the last section, we apply it for solving fractional-order Riccati differential equations. To solve the problem, we first consider incorporation of initial conditions. With the weighting coefficients D * (α) ,  < α ≤ , the initial condition is incorporated easily into the differential quadrature adopting the strategy of []:
This equation can be rewritten in the matrix form as follows:
In equation (), the initial condition is naturally incorporated into the differential quadrature rule. By substituting the approximation () into () and using the initial condition () we get the system of algebraic equations
. . .
Solving the system of algebraic equations, we can obtain the vector [y i ]. Then, using (), we can get the approximate solutions
Some useful lemmas
In this section, we give some useful lemmas, which later play a significant role in the convergence analysis. We first introduce some notation. The Lagrange interpolating polynomial can be written in the form
where F i (x) is the Lagrange interpolation basis function associated with {x i } N i= .
Lemma  ([]) Assume that v ∈ H m ω c and denote by I N v its interpolation polynomial associated with the Gauss-Lobatto points {x
i } N i= , namely, I N v(x i ) = v(x i ).
Then we have the estimates
Convergence analysis
In this section, we provide an error estimate of the applied method for the smooth solutions of fractional Riccati differential equations. To simplify the notation, without loss of generality, we let C(x) =  and use the change of variables to convert () and the initial conditions to the form
with initial conditions
where 
Theorem  Let u(x) be the exact solution of the Riccati differential equation ()
We use u i ,  ≤ i ≤ N , to approximate the function value u(x i ),  ≤ i ≤ N , and use
to approximate the function u(x), namely, u(x i ) ≈ u i and u(x) ≈ u N (x). Then, the numerical scheme () can be rewritten as
Subtracting () from () gives the error equations
Multiplying by F i (x) both sides of () and summing up from i =  to i = N yield
denote the error function. Then, () can be written as
Then we can write
Applying Lemma  to u(x), we have
Now we begin to estimate J  ω c . Also, from [, ] we can conclude that
We now estimate the third term J  ω c . By () we have
By simple calculation we can rewrite J  as
As in [], applying Banach algebra theory, we can obtain
Due to Lemma , we have
Therefore, a combination of (), (), and () yields estimate ().
Illustrative examples
To illustrate the effectiveness of the proposed method, we carry out some test examples.
The results obtained by this method reveal that it is very effective and convenient for fractional differential equations.
Example  As the first example, we consider the fractional Riccati differential equation
The exact solution of the problem is y(x) = x  . Applying the differential quadrature method
where x  = , x  = /, and x  = . Therefore, using () and (), we obtain
Finally, by solving () we get
Then, using (), we have y(x) = x  , which is the exact solution.
Example  In this example, we consider the equation Clearly, the approximations obtained by the differential quadrature method are in agreement with those obtained with the above-mentioned numerical methods. Table  
Conclusion
A general formulation for the Chebyshev polynomial-based weighting coefficient matrix for approximation of fractional derivatives has been derived. The fractional derivatives are described in the Caputo sense. The matrix is used to get approximate numerical solutions of fractional Riccati differential equations. Our numerical results are compared with the solutions obtained by the wavelet and artificial neural network methods. The solution obtained using the present method shows that this approach can effectively solve the problem.
