Crowd counting aims to count the number of instantaneous people in a crowded space, which plays an increasingly important role in the field of public safety. More and more researchers have already proposed many promising solutions to the crowd counting task on the image. With the continuous extension of the application of crowd counting, how to apply the technique to video content has become an urgent problem. At present, although researchers have collected and labeled some video clips, less attention has been drawn to the spatiotemporal characteristics of videos. In order to solve this problem, this paper proposes a novel framework based on dynamic temporal modeling of the relationship between video frames. We model the relationship between adjacent features by constructing a set of dilated residual blocks for crowd counting task, with each phase having an expanded set of time convolutions to generate an initial prediction which is then improved by the next prediction. We extract features from the density map as we find the adjacent density maps share more similar information than original video frames. We also propose a smaller basic network structure to balance the computational cost with a good feature representation. We conduct experiments using the proposed framework on five crowd counting datasets and demonstrate its superiority in terms of effectiveness and efficiency over previous approaches.
Abstract-Crowd counting aims to count the number of instantaneous people in a crowded space, which plays an increasingly important role in the field of public safety. More and more researchers have already proposed many promising solutions to the crowd counting task on the image. With the continuous extension of the application of crowd counting, how to apply the technique to video content has become an urgent problem. At present, although researchers have collected and labeled some video clips, less attention has been drawn to the spatiotemporal characteristics of videos. In order to solve this problem, this paper proposes a novel framework based on dynamic temporal modeling of the relationship between video frames. We model the relationship between adjacent features by constructing a set of dilated residual blocks for crowd counting task, with each phase having an expanded set of time convolutions to generate an initial prediction which is then improved by the next prediction. We extract features from the density map as we find the adjacent density maps share more similar information than original video frames. We also propose a smaller basic network structure to balance the computational cost with a good feature representation. We conduct experiments using the proposed framework on five crowd counting datasets and demonstrate its superiority in terms of effectiveness and efficiency over previous approaches.
I. INTRODUCTION
Rapid development of surveillance devices has led to an explosive growth of images and videos, which creates a demand for analyzing visual content. In addition to object recognition, crowd counting, which focuses on estimating the number of people in a still image or a video clip, has received increasing interests in recent years. Many researchers have explored crowd counting task on still images [1] - [14] , while limited efforts have been focused on videos. Nevertheless, crown counting in videos has many real-world applications, such as video surveillance, traffic monitoring, and emergency management.
Despite the attention that the crowd counting problem has received, it still remains a challenging task. Challenges arise from the non-uniform distribution of people, complex illumination, distortion of camera and occlusion. Although many studies have proposed multiple columns/branches network to learn more contextual information and achieve excellent X. Wu performance [4] , [7] , [13] , these existing methods may ignore the temporal relations between nearby frame since crowd counting data often collected by surveillance videos. Furthermore, the regression-based or CNN based frameworks have explored variance model to generate a density map, while the strong correlation between neighboring density maps and video frames is also overlooked.
To cope with these difficulties, we employ a novel framework to take advantage of temporal information extracted by continuously frames and the architecture is illustrated in Fig.  1 . We model the relationship between adjacent features by constructing a multi-stage architecture for time segmentation tasks, with each phase having an expanded set of time convolutions to generate an initial prediction that is then improved by the next prediction. We also introduce density map as another branch of our architecture. The density map reports the distribution of people, which can be regarded as attention map. As we observe, the adjacent video frames may have different visual content due to the background and occlusion, while the adjacent density maps demonstrate more similar content with each other. The contextual information between consequent frames and density maps would benefit the current counting state. Comprehensive experiments on public datasets show the improvement with the help of temporal and contextual information.
The main contributions of this work are summarized as follows.
• We propose a novel but lightweight architecture combing both spatial and temporal features for crowd counting in videos, by dynamic temporal modeling of the continuously video frames. • Our framework also utilize information from density maps to boost accuracy. The neighboring density maps would share more similar features than video frames. • Extensive experiments and evaluations on benchmark datasets demonstrate the superior performance of our proposed method. Notably, we achieve state-of-the-art results on the video datasets comparing with the existing video-based methods. Further, our network achieves 25 FPS crowd counting speed on a moderate commercial CPU.
The rest of this paper is organized as follows. Section II introduces background of crowd counting in images and videos. Section III discusses the model design, network architecture and training process in detail. In Section IV, we demonstrate the qualitative and quantitative study of the proposed framework. We conclude our work in Section V. 
II. RELATED WORK

A. Crowd Counting in Still Images
Over the past few years, researchers have attempted to solve crowd counting in images using a variety of approaches. Early works focused on detection methods to recognize specific body parts or full body using hand-crafted features [15] , [16] . While detection based methods are difficult to deal with dense crowds because of occlusion. Some studies investigated to learn a mapping function between features to the number of peoples [17] . Furthermore, Lempitsky et al. [18] proposed local features for the density map to exploit spatial information. However, the hand-crafted features are not enough facing the clutter and low resolution of images.
Recently, the convolutional neural network has shown great success in computer vision fields. Inspired by the promising performance of the neural network, many researchers have explored CNN-based methods in crowd counting. Zhang et al. [4] proposed a multi-column CNN with different sizes of filters to deal with the variations of density differences. Similarly, two parallel pathways architecture with the different receptive field was introduced by [13] and achieved good results on benchmark datasets. [5] used pyramid images to extract density signatures on multiple scales. Sam et al. [19] and Sindagi et al. [6] have achieved remarkable results in a multi-subnet structure. Li et al. [7] used an expanded kernel to provide larger receive fields and replace pooling operations to further improve the accuracy. To address the problem of limited training data, Kang et al. [20] introduced side information such as camera angle and hight to boost the network performance. Due to limited training data, Liu et al. [9] investigated enhance data such as collect scene datasets from Google using keyword searches and query-byexample image retrieval and then applying a learning-to-rank method. Shi et al. [8] considered that the adaptation of the previous method to the crowd relying on a single image is still in its infancy. They proposed the D-ConvNet structure that can be end-to-end trained and can be independent of the backbone full convolutional neural network. Sam et al. [10] proposed a framework named TDF-CNN with top-down feedback to correct the initial prediction of the CNN that is very limited for detecting the space background of people. These methods are all designed for image crowd counting, thus treating videos as image sequences would ignore the important temporal information in videos.
B. Crowd Counting in Videos
There are fewer researchers studied on video crowd counting compared with still images. Brostow et al. [21] and Chan et al. [22] proposed to use the Bayesian function to detect individuals using motion information. Rodriguez et al. [23] further proposed optimization of energy function combing crowd density estimation and individual tracking. Chen et al. [24] proposed an error-driven iteration framework aiming to cope with the noisy input videos.
Although these methods based on motion or hand-crafted features showed satisfactory performance on the pedestrian or football datasets, they are still lack of the generalization ability when applying them to extremely dense crowds. More recently, Xiong et al. [25] proposed the convLSTM framework to capture both spatial and temporal dependencies. The CNN-based method demonstrated the effectiveness of benchmark crowd counting datasets, such as UCF CC 50 [26] and UCSD [17] . However, due to the limited training data of videos and various scenes, it is usually difficult to train the complex and deeper networks for effective crowd counting. In this paper, we propose a novel framework considering temporal information and density maps as well. Even though using a lightweight network architecture, our method can achieve promising results on multiple datasets, with the help of the auxiliary information extracted from temporal dependencies and density maps.
III. FRAMEWORK
In this section, we will introduce the dynamic temporal modeling with the convolutional network for the crowd counting task in the video. We describe the basic network in Section III-A and architecture of dynamic temporal modeling in Section III-B. The implementation details will be described in Section III-C. 
A. Basic Network
The basic network in our framework is the convolutional neural network for crowd counting of a still image or single video frame. As mentioned in the previous section, networks with multiple subnets and single branch are employed. Since we focus on video crowd counting problem in this paper, the inference speed is an important issue and our goal is to use a small enough architecture to win a competitive result. Here the single branch network with few parameters is preferred. We design a lightweight convolutional neural network (LCNN), and the overall structure of LCNN is illustrated in Fig. 2 . We do not use a lot of sophisticated architecture, and the network consists of convolutional blocks with the convolution kernel of 3 and max-pooling layer, which is good for network acceleration. The network is with an end-to-end architecture that is easy to train. In our preliminarily experiments, we find that using more convolutional layers with small kernels is more efficient than using fewer layers with larger kernels for crowd counting, which is consistent with the observations from recent research on image recognition [27] . Max pooling is applied for each 2 × 2 region, and Rectified linear unit (ReLU) is adopted as the activation function for its good performance for CNN. To reduce the computational complexity, we limit the number of filters on each layer. Finally, we adopt filters with a size of 1 × 1 to generate the features vector. As will be shown in the experiments, within a small size of parameters, our model can achieve state-of-the-art effects. The overall network parameter size is 0.03M, and the experiments will show that it can obtain real-time speed under the CPU environment.
The loss function of LCNN is defined as
where N is the number of training images, and F i is the ground truth density map of image x i , and f (x i , Θ) is the estimated density map parameterized with Θ for x i .
B. Dynamic Temporal Modeling
The selection of a temporal modeling approach is important to the success of the video crowd counting system. Ideally, we want a comprehensive collection of both long-term and shortterm frame correlations so that we can have accurate counting under any scene setting. However, video processing is timeconsuming and the training video dataset for crowd counting is also limited. With these in mind, we design the dynamic temporal LCNN (DT-LCNN) with the dilated convolution to fully utilize the context and content information of the video, and the architecture is shown in Figure 1 .
Formally, let X = (x 1 , ..., x T ) be a video with T frames. Each frame x i go through the LCNN to produce the corresponding density map f (x i ), which is then transformed into a one-dimensional vector v i . Vectors from several neighboring video frames are concatenated as the inputs of the first dilated block.
There are a few alternative choices to model the context with dilated convolution, such as dilated temporal convolution [28] , dilation with densely connection [29] , and dilated residual unit [30] . In this paper, we employ the design of dilated residual layer [30] for its computation efficiency.
Let w 1,i and b 1,i be the filter weights and bias associated with the i-th dilated residual layer and v i be the input, the output for location l after the 1D dilation is defined aŝ
where R d = {−d, 0, d} construct the 1D filters with kernel size of 3 and d = 2 i−1 . The output of the whole dilated residual layer is
where v i+1 is the output of layer i, w 2,i and b 2,i are the weights and bias of the dilated convolution filters. A dilated residual block consists of three dilated residual layer, and we use this architecture to help to provide more context to predict the result at each frame. Furthermore, our model can capture dependencies between this frame and the other video sequences, which helps smooth the prediction errors in the same video sequences. In order to learn the parameters within the block, we use the loss function with two terms. The first is the MSE loss defined as
where N is the total amount of video frames, C p is the predicted counting value, and C gt is ground-truth. While the MSE loss already performs well, we observe that the predictions for some of the videos contain a few oversegmentation errors. To further improve the quality of the predictions, we use an additional smoothing loss to reduce such over-segmentation issue. Here a Smooth-L 1 loss is employed: The block loss function for a dilated residual block is a combination of these losses:
where λ is a model hyper-parameter to determine the contribution of the different terms. Several blocks will be applied in the DT-LCNN framework, and the loss function is the sum of L block in each block.
To utilize the context information gain more effectively, we normalize the output of the dynamic model and obtain a set of weight vectors. To keep the context of the original video frame, we reinput the continuous video frame into the network and deal with it uses the weight gain of the network output. We obtain the weight gain as follows,
where V ij is the final output vector after the dynamic modeling, m × n is the vector size, and W O j is the information gain corresponding to the original video frame. We represent the information of n frames before and after the original continuous video as: F r = {F t−n , ..., F, ..., F t+n }. The final output is computed by
C. Implementation Details
Ground Truth Generation. There is significate diversity among different crowd counting datasets (see Figure 3 ). Thus, we use the geometry-adaptive kernels to generate density maps from the ground truth. The geometry-adaptive kernels are defined as
Given object o i in the target set {o 1 , o 2 , ..., o Nt }, we calculate k nearest neighbors to determine d i . For the pixel position i in the image, we use a Gaussian kernel with a parameter of σ i = βd i generate the density map F (x).
In our experiments, we create density maps with the fixed kernel of 17 for UCSD dataset and 15 for others. We also follow the previous work [31] create density maps with using Region of Interest (ROI) and the perspective map deal with the WorldExpo'10 dataset.
Data Augmentation. We consider data augmentation based on the actual information of the data. For the image dataset, exists a problem that the insufficient number of single samples, we follow the data enhancement method in [7] . Nine color patches are cut from each image in different positions and the size is 1 4 of the original image. The first four tiles contain three-quarters of the images without overlapping, while the other five tiles are randomly cropped from the input image. After that, we mirrored the patch to double the training set. We do not apply any data enhancement for the video dataset, as we would like to consider more context information of the video frames within our model.
Training Details. Our dynamic temporal model is implemented using PyTorch [32] . To train the LCNN, we first initialize the layers of the network using a Gaussian distribution from 0.01 standard deviation and then use different learning rates training the model for each dataset. We set the learning rate of 10 −5 for all the datasets, and use Adam [33] for training. For the training of DT-LCNN, we also use Adam optimizer with the learning rate of 0.0005.
IV. EXPERIMENTS
We evaluate the proposed framework with five challenging benchmarks, i.e., ShanghaiTech [4] , UCF CC 50 [26] , Mall [40] , UCSD [17] , and WorldExpo'10 [31] . Some statistics of these datasets are summarized in Table I . For Shang-haiTech and UCF CC 50 datasets, as there is no time-related information, we focus on the basic network LCNN and consider the image-level analysis. We evaluate the dynamic temporal modeling on Mall, UCSD, and WorldExpo'10 dataset.
Following existing state-of-the-art methods, we use the mean absolute error (MAE) and mean squared error (MSE) to evaluate the performance of the testing datasets, which are defined as Here N is the number of testing images, C i and C GT i are the estimated people count and ground truth people count in the i-th image respectively. We also report the number of neural networks parameters (Params) for the comparison.
A. Results on Still Images
We first evaluate the performance of LCNN and compare it with several state-of-the-art approaches.
ShanghaiTech Dataset. Table II -Left summarizes the MSE and MAE in both parts of the ShanghaiTech dataset. We compare LCNN with several baselines and state-of-the-art approaches. Among them, the first group are the state-of-the-art methods with pre-trained models [7] , [9] , [13] , [19] or more complex network designs [6] , [8] , [34] - [38] . Our results are comparable with these approaches, while the parameter size of the LCNN is order-of-magnitude smaller than all of these methods. The second group contains several networks with compact structure, including MCNN [41] , Hydra-CNN [5] , BSAD [39] , and TDF-CNN [10] . From the table we see that LCNN outperforms all these approaches. Fig. 4(a) and (b) illustrates some crowd images, their predicted density maps, and the counting results using LCNN.
UCF CC 50 Dataset. We also study the performance of LCNN on UCF CC 50 with both the state-of-the-art and compact approach. Results are also given in Table II . Similar to the experiments on ShanghaiTech, LCNN shows better results than the other four approaches with a compact network. We also notice that the parameter size of SANet [35] is also small, by using the Inception unit. We believe that LCNN may be also complementary to such structure, however, the structure still 30x parameter size comparing with our model. Fig. 4(c) shows the sample crowd images and their predicted results with LCNN on UCF CC 50.
B. Results on Videos
There are a few parameters in DT-LCNN, including the number of video frames for dynamic temporal modeling and dilated residual blocks. In this set of experiments, we use 5 video frames for the temporal modeling and 3 blocks as the default setting. The effect of these parameters will be evaluated in the next subsection. Mall Dataset. We now report results on the Mall dataset, as summarized in Table III -Left. The experiments follow the same setting as [40] , which use the first 800 frames for training and the remaining 1,200 frames for the test. we compare the DT-LCNN with the methods which also make use of spatialtemporal information, including the regression-based methods [17] , [40] , [42] and the LSTM-based methods [25] . As shown in the table, using the proposed dynamic temporal modeling leads to the MAE of 2.03 and MSE of 2.6, which is significantly higher than the baseline approaches. We list some predicted density maps as well as their corresponding counting results with DT-LCNN in Fig. 5 .
UCSD Dataset. Following the convention of the existing works [17] , we use frames 601-1400 as the training data and the remaining 1200 frames as the test data. We generate ground truth density maps with fixed spread Gaussian kernel. As the region of interest (ROI) and perspective map are provided, the intensities of pixels out of ROI is set to zero, and we also use ROI to revise the last convolution layer. Results on the UCSD dataset are presented in Table III Table IV lists the per-scene performance of DT-LCNN and previous approaches. Here we also compare with two groups of approaches. The first contains methods with state-of-the-art performance [7] , [8] , [36] , [37] , and the second group is the temporal modeling approach. Ours are comparable with the state-of-the-arts for four scenes (except in scene 2), while our model and pruning speed may be more suitable for inference. And the results of DT-LCNN is significantly better than that of the LSTM-based methods. The qualitative results on different scenes are illustrated in Fig. 7 . 
C. Ablation Study
In this section, we evaluate some parameters and alternative implementations of the proposed framework.
Number of Video Frames for Dynamic
Modeling. We compare the performance of our framework with a varying number of video frames for dynamic modeling, as shown in Fig. 8(a) . One intuitive way to add the temporal information is to smooth the density maps or counting numbers of neighboring frames, however, in some scenarios (such as WorldExpo'10), the MAE value is lower than using only single frames. We observe significant performance gains when the number of considered video frames increases from three to five. Using more frames does not improve performance. Number of Dilated Residual Blocks. We also evaluate the effect of dilated residual block numbers in the DT-LCNN model. As shown in Fig. 8(b) , the best trade-off is obtained by using three dilated residual blocks. Compared to using a single block, more blocks can boost performance. However, when the number gets larger, in some case the performances are decreased. This is probably because complex neural networks lead to underfitting when the scale of training data is limited.
Temporal Modelling. We compare our dynamic temporal modeling approach with previous LSTM based approaches by incorporating LCNN with them. As shown in Table V , the results of DT-LCNN are better than LCNN with LSTM or Bi-directional LSTM.
Timing. Recall that our goal is to build a compact model for effective crowd counting in the videos, based on the proposed lightweight network. The parameter number of LCNN and DT-LCNN are 0.032M and 0.047M, respectively. For a video with the resolution of 320 × 240 pixels, the DT-LCNN model achieves 120 FPS detection speed on an Nvidia GTX TITAN X GPU and during inference it only consumes less than 500M GPU memory. Our approach can produce realtime (25FPS) crowd counting speed with a moderate Intel Core-i5 desktop CPU.
V. CONCLUSIONS We propose DT-LCNN, a new dynamic temporal modeling system with the LCNN unit to solve crowd counting in the video. Highlights are two-fold: (1) the novel lightweight architecture to produce good performance with the compact network, and (2) we explicitly model the temporal information with both crowd images and the predicted density maps. We show that by leverage contexture information of the video contents, promising results are achieved for crowd counting. The runtime speed is 25 FPS on a moderate commercial CPU. For future work, we plan to incorporate the proposed framework with the edge computing device to support the rapid decision for real-world scenarios.
