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Chapter 1.
Introduction
In “phase-change memories”, the information (“zero”/“one”) is associated with the structural
phase (amorphous or crystalline) of a tiny volume of a so-called “phase-change material”
(PCM) [1–5]. A simplistic presentation of an electrical phase-change memory-cell and its
switching operations is presented in Figure 1.1. The situation depicted on the left-hand side,
where a thin layer of crystalline phase-change material is located between two electrodes,
is usually referred to as “SET” state. Of course, electrical current flow between the two
electrodes results in Joule heating, where, as a consequence of the electrode geometry, most
heat dissipates in the region close to the bottom electrode. Thus, the application of a sharp
voltage pulse, which is sufficiently high to heat the material above the melting tempera-
ture Tm, melt-quenches (melts and subsequently quenches) the phase-change material and,
thereby, produces an amorphous region at the bottom electrode. As a result, the cell has
been switched to the so-called “RESET” state, which is illustrated on the right-hand side.
The cell can be switched back to the SET state by applying a voltage pulse sufficiently
high to heat above the crystallization temperature Tc and sufficiently long to facilitate the
recrystallization of the entire amorphous volume. Hence, the cell can be reversibly switched
between the two states by applying appropriate voltage pulses. Moreover, as the resistivity of
phase-change materials typically drops by more than 3 orders of magnitude on crystallization
[1], the state of the memory cell can be conveniently read by probing the device resistance.
The basic concept of electrical phase-change memories goes back to Ovshinsky’s 1968
work [8] on “reversible electrical switching phenomena in disordered structures” [1, 2, 9, 10].
Shortly later in 1971, a group of scientists, again involving Ovshinky, demonstrated that,
instead of electrical current pulses, also short laser pulses can be utilized for reversibly
switching (crystallizing and amorphizing) and probing (reflectance) the structural phase of
certain materials [9–11].
However, despite the simplicity and the elegance of the underlying concept, the fact that
early prototype devices suffered from low switching speeds (µs .. ms [3]) initially prevented
the technological breakthrough [1, 2]. Only when fast switching (ns regime) phase-change
alloys were discovered in the late 1980s [12, 13], the situation changed drastically [1, 3].
On the one hand, this discovery paved the way for the commercially successful rewritable
optical-storage-media, such as the CD-RW, the DVD-RW, and the Blue-ray disc, which were
introduced in the 1990s and 2000s. On the other hand, it revived the interest in electrical
phase-change-based random-access memories (PCRAM) [1].
Due to recent advancements, electrical phase-change memories are deemed to be compet-
itive with other present memory technologies1. In 2009 Bruns et al. [6] first demonstrated
that GeTe-based devices can be switched on a nanosecond timescale. According to Loke
et al., even sub-nanosecond switching can be realized in GeSbTe-based alloys [14]. Thus,
electrical phase-change memories can operate at typical DRAM-memory speed. In contrast
to DRAM, however, electrical phase-change memories are non-volatile, i.e. no power sup-
ply is required to guarantee data retention. Electrical phase-change memories, therefore,
1The interested reader is referred to [3–5] for extensive discussions of applicability issues, such as scalability,
power consumption, speed, cyclability, etc., of electrical phase-change memories.
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Figure 1.1.: The working principle of a mushroom-type phase-change memory cell is
sketched (see for instance [1, 3, 4, 6, 7]). In the “SET” state (left-hand side),
a layer of crystalline phase-change material (c-PCM) is located between two
electrodes. By applying an electrical pulse heating the phase-change material
above the melting temperature Tm, the cell can be switched to the “RESET”
state, where a region of highly resistive amorphous phase-change material (a-
PCM) surrounds the bottom electrode. Through a longer electrical pulse heat-
ing just above the crystallization temperature Tc, the amorphous volume can
be recrystallized. Due to the fact that the resistivities of both phases differ
by orders of magnitude, the state of the memory cell can easily be determined
from the device resistance.
bear the potential of combing the advantages of fast but volatile working-memories, such as
DRAM, and slow but non-volatile long-term-memory technologies such as Flash or hard disk
drives. It is obvious that especially mobile applications, such as smart phones, tablet PCs,
or laptops, would benefit from the realization of this “universal memory” concept [2]. While
merging working memory and long-term memory renders boot processes obsolete and, thus,
drastically reduces the power-up time, the inherent non-volatility ensures that no power is
wasted on energy expensive refresh cycles, which are indispensable for preserving information
in present DRAM memories.
The developments of optical and electrical phase-change memories can resort to a com-
mon knowledge base in terms of crystallization kinetics. Nevertheless, despite the common
foundation, the paradigm shift towards electrical memories suddenly brings the electrical
properties into the focus. The goal of optimal device performance can only be attained
if the electrical properties of both phases can be tailored to match the technical require-
ments imposed by the cell geometry and the driver circuitry. For instance it is pointed out
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in [10], that finding phase-change materials which display higher resistivities in the crys-
talline state would help lowering the power required for memory switching. In addition,
phenomena called “threshold switch” and “resistance drift” have been observed in the amor-
phous phases of phase-change materials (see section 1.4). While the former effect is essential
to the practical feasibility of the concept sketched in Figure 1.1, the latter impedes the re-
alization of multilevel devices [10] and, thereby, presently impairs the competitiveness with
flash memories. However, not even the charge transport mechanisms in both phases are
properly understood at present; theoretical frameworks enabling quantitative descriptions
or even predictions of transport properties are still lacking. Against this background, it is
not surprising that the factors controlling the conductivity in both phases have not been pin
pointed yet.
Besides the realization of optical and electrical memory devices, new fields of application
of phase-change materials are looming. It was recently shown by Torricelli et al. that the
pronounced property contrast between the amorphous and the crystalline phases of phase-
change materials also gives rise to a contrast in Casimir force, which is the force originating
from the quantum fluctuations of the electromagnetic field [15]. As phase-change materials
can be reversibly switched, this effect might be exploited in micro- or nanoelectromechanical
actuators [16]. However, it was emphasized by Torricelli et al. [16] that the contribution of
free charge carriers to the dielectric function of the crystalline state accounts for roughly
50% of the force contrast. Thus, the optimization with respect to Casimir-force contrast is,
at least indirectly, related to the electrical charge transport.
Moreover, it will be emphasized in section 1.5 that there is a strong link between thermo-
electric materials and phase-change materials. As the term “thermoelectric” already suggests,
the prospect of finding phase-change alloys which can also be exploited for thermoelectric
applications further fuels the interest in the electrical charge-transport of phase-change ma-
terials.
For these reasons, the investigations carried out in the course of this thesis aim at obtaining
a better understanding of the charge transport mechanisms in both phases of phase-change
materials. The results of three research projects will be presented:
1. temperature dependent conductivity and thermopower measurements, which were per-
formed to gain insight into the charge transport mechanisms in a representative selec-
tion of amorphous phase-change materials.
2. a study of an annealing effect that seems to be present in all crystalline (GeTe)x-
(Sb2Te3)1−x alloys between Ge1Sb4Te7 (x = 1/3) and Ge3Sb2Te6 (x = 3/4) and that
turned out to originate from a true metal-insulator transition.
3. an investigation of the electrical properties of crystalline (GeTe)x-(Sb2Te3)1−x alloys
between Ge3Sb2Te6 (x = 3/4) and GeTe (x = 1) aiming at gaining further insights into
the already mentioned metal-insulator transition as well as at evaluating the thermo-
electric performance of the corresponding compositions.
The remaining sections of this chapter briefly summarize the essentials of phase-change
materials (typical stoichiometries, crystal structures, chemical bonding, unexplained phe-
nomena in the amorphous phases, and the link between phase-change materials and thermo-
electrics). The theoretical concepts that will be invoked to account for the charge transport
in both phases are addressed in Chapter 2. Chapter 3 deals with details on the sample
preparation and the experimental equipment. The three research projects mentioned above
are presented in chapters 4 to 6. Each of these chapters starts with a concise introduction
elaborating on the particular motivation behind the corresponding project and closes with a
brief summary of the most salient points. Eventually, Chapter 7 recalls the main conclusions
and presents suggestions for future experiments.
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Figure 1.2.: With the exception of In3SbTe2, the main families of phase-change materials
can be presented in a ternary phase-diagram.
1.1. Phase-change materials
From the working principle sketched in Figure 1.1, the basic requirements for phase-change
materials (PCMs) can be deduced [1, 17]:
1. Elevated crystallization temperature (& 100 ◦C) to ensure the stability of the
amorphous state at typical application temperatures (data retention).
2. Fast phase transitions (' ns) to facilitate high-speed write operations.
3. Pronounced optical (reflectivity) and/or electrical (resistivity) contrast be-
tween both phases to enable fast and reliable readouts.
4. High chemical stability to ensure cyclability and endurance.
It is common practice to present the stoichiometries featuring this exceptional combination
of properties in the so-called “ternary phase-diagram” depicted in Figure 1.2 [1,17,18]. Most
technologically relevant phase-change alloys can be assigned to one of the following families:
1. (GeTe)x(Sb2Te3)1−x based alloys: Alloys from the pseudo-binary line between
GeTe and Sb2Te3 have been employed in rewritable optical storage media [1, 18].
Sb2Te3-rich compositions, such as Ge1Sb4Te7, suffer from low crystallization temper-
atures, which probably preclude the application in memory devices [19].
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2. Sb2Te-based systems: Adding Ag, In, and Ge dopants to the base material results in
compositions such as Ge4In3Sb67Te26 (abbr. GIST) and Ag4In3Sb67Te26 (abbr. AIST).
A stoichiometry close to the latter is employed in rewritable DVDs [1].
3. Ge doped Sb: Compositions from this class include Ge15Sb85 and GeSbMnSn alloys
[18].
4. (GeTe)y(SnTe)1−y based alloys: It was recently demonstrated that Ge2Sn2Te4
(y = 1/2) and Ge3Sn2Te4 (y = 3/4) display the properties required for the application
in phase-change memories [20, 21]. Again, low crystallization temperatures preclude
the use of the SnTe-rich alloys and SnTe in particular.
5. In3SbTe2 [1, 22]. This composition is in a class of its own.
1.2. Crystal structures
As Chapter 5 and Chapter 6 discuss the electrical properties of the crystalline phases of
pseudo-binary (GeTe)x-(Sb2Te3)1−x alloys between Ge1Sb4Te7 and Ge3Sb2Te6 (x = 1/3 .. 3/4)
and between Ge3Sb2Te6 and GeTe (x = 3/4 .. 1), the corresponding crystal structures will
be addressed in this section.
It is convenient to start with the discussion of GeTe (x = 1). Crystalline GeTe trans-
forms reversibly between a low-temperature α-phase and a high-temperature β-phase at
approximately 670K [23]. As is illustrated in Figure 1.3, the high-temperature β-phase may
be regarded as a cubic rock-salt structure, in which the tellurium atoms occupy the anion
sublattice while the germanium atoms occupy the cation sublattice. The structure of the
low-temperature α-phase differs from the β-phase rock-salt structure in two respects [24]:
1. While the two fcc sublattices in a rock salt structure are shifted by exactly half the
diagonal of the cubic unit cell (1/2; 1/2; 1/2), the offset between the two sublattices is
slightly smaller than one half in the α-phase structure (⇒ (x;x;x) with x < 1/2).
2. While the angle γ between the three fcc basis-vectors of a rock salt structure is exactly
60◦, the corresponding angle is a bit smaller in the α-phase structure (γ < 60◦).
Hence, the low-temperature α-phase displays a rhombohedral lattice (see Figure 1.3). The
transition between the rhombohedral α-phase and the cubic β-phase has often been at-
tributed to a soft phonon mode and discussed in terms of a displacive transition [23,25,26].
However, this picture has recently been questioned by Fons et al., who claim that the
transition was not of displacive type but of order-disorder type [27]. The point of differ-
ence is what happens to the distortions of the low-temperature α-phase, when the transition
temperature is exceeded. In the traditional picture of a displacive transition, the distor-
tions simply vanish and, thus, an undistorted rock-salt structure is formed. In contrast, the
order-disorder picture suggests that the distortions do not disappear but become spatially
uncorrelated. Consequently, according to the order-disorder picture, the long-ranged period-
icity of the high-temperature β-phase is compromised by uncorrelated random distortions.
Having also performed EXAFS2 and XANES3 measurements, Fons et al. argue that the pres-
ence of uncorrelated distortions in the high-temperature β-phase has eluded earlier studies
because the local nature of the random distortions renders them undetectable to non-local
techniques such as x-ray diffraction or neutron diffraction. At the moment, the nature of
the transition is still subject to discussion [28,29].
2x-ray absorption fine structure
3x-ray absorption near-edge structure
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According to Matsunaga et al. [30], Ge8Sb2Te11 (x = 8/9) behaves very much like GeTe, i.e.
it also displays a reversible transition between a low-temperature rhombohedrally distorted
rock-salt-like structure and a high-temperature cubic rock-salt structure at approximately
100 ◦C. Due to the addition of Sb2Te3, 1/11 of the cation sublattice-sites in both structures
are now empty. The empty lattice sites simply result from the fact that there are more
tellurium atoms in the anion sublattice than germanium and antimony atoms in the cation
sublattice.
With increasing Sb2Te3 content, the behavior changes. In the region between Ge1Sb4Te7
(x = 1/3) and Ge3Sb2Te6 (x = 3/4), the compositions display an irreversible structural
transition in the crystalline state: On crystallization a metastable cubic structure forms,
which transforms into a stable hexagonal structure at higher annealing temperatures [17,
19, 31]. The cubic structure may, again, be regarded as a rock-salt like structure, where
the tellurium atoms occupy the anion sublattice and the cation sublattice is filled with
germanium atoms, antimony atoms, and empty lattice sites [1]. Note that the concentration
of empty lattice sites in the cation sublattices of the Sb2Te3-rich alloys, such as Ge1Sb4Te7,
amounts to up to 29%. The occupation of the cation sublattice is usually assumed to be
random [1]. Moreover, the cubic structure features pronounced static and temperature-
induced distortions [1]. The structural disorder evoked by the random occupation of the
lattice sites and the displacements will be addressed in section 5.6, as it turns out to have a
profound impact on the charge transport in these systems.
In the stable hexagonal structures, not only the tellurium anions but also the cations
(germanium, antimony, empty lattice sites) are arranged in layers. The 21-layered hexagonal
structure of Ge1Sb2Te4 along with the corresponding cubic structure is exemplified in Figure
1.4. The interested reader is referred to [17] for a discussion of the multi-layered hexagonal
structures of Ge1Sb4Te7, Ge2Sb2Te5, and Ge3Sb2Te6.
In addition, it is noteworthy that the crystallization of as-deposited amorphous films of
phase-change material produces polycrystalline samples with negligible texture. Typical
grain sizes are of the order of a few 10 nm.4
1.3. Resonant bonding and the “map” for phase-change
materials
Two particularly remarkable facets of the property contrast between the amorphous and
the crystalline phases of phase-change materials are related to the dielectric function: The
optical bandgap significantly decreases on crystallization (typically 20 .. 70%) and, at the
same time, the optical dielectric constant ∞, i.e. the dielectric constant above the phonon
frequencies and below the interband transitions, roughly doubles [32]. Both ∞ and the
optical bandgap are governed by the local bonding configuration. As amorphization and
crystallization do not alter the chemical bonding in ordinary semiconductors such as SiO2
or silicon, the phase transformation hardly affects the optical properties of these systems.
It was first pointed out by Shportko et al. [32] that the exceptional changes observed for
phase-change materials originate from a change of the bonding mechanism on crystalliza-
tion. While the amorphous phases of phase-change materials may be regarded as ordinary
covalently-bonded amorphous semiconductors, the chemical bonding in the crystalline states
is based on a mechanism called “resonant bonding”. Figure 1.5 illustrates the concept of res-
onant bonding by a simplistic example. Consider a linear chain of atoms, where each atom
contributes exactly one bonding electron and where the bonds between adjacent atoms are
facilitated by p-orbitals. Thus, the valence electrons occupy a half filled p-band.
4This number refers to films which have been crystallized in a tube furnace (see for instance section 3.2).
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high-T β-phase  
(rock salt)
low-T α-phase  
(rhombohedral)
Figure 1.3.: High and low temperature phases of crystalline GeTe. The pictures haven been
taken from [17]. The high-temperature β-phase is a rock salt structure, where
the tellurium and germanium atoms occupy the anion and cation sublattices.
The atomic arrangement in the low-temperature α-phase is very similar but
the unit cell is rhombohedrally distorted and the atom positions are displaced
along the cubic (111)-direction.
Figure 1.4.: Reprinted from [31]:The atomic arrangements in the cubic rock-salt-like struc-
ture and in the hexagonal structure of Ge1Sb2Te4 are shown. In the 21-layered
hexagonal structure, also the cations are arranged in layers. The operations
Aˆ and Aˆ−1 indicate changes in the stacking sequence originating from the
formation of vacancy layers (empty lattice sites).
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+
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Figure 1.5.: Simplistic presentation of the concept of resonant bonding by the example of
a linear chain of atoms: The color code indicates whether the corresponding
orbitals are occupied (reddish) or unoccupied (grayish). Two diametrically op-
posite configurations of covalent bonding are shown, where, as a consequence
of the lack of electrons, only every second bond is realized. The bottommost
configuration, which corresponds to the superposition of the two former config-
urations, is called “resonant bonding”. This figure follows a schematic diagram
presented in [32].
As ordinary covalent bonds require two electrons per bond [33], each atom can only form
a covalent bond to one of its two neighbors. The two limiting cases of ordinary covalent
bonding, where only every second bond is realized, are sketched in Figure 1.5. In reality, the
asymmetric distribution of electrons (and bonds) will induce atomic displacements, which
give rise to alternating atomic distances along the chain. Thus, these two configurations are
prone to periodic lattice-distortions, such as the Peierls distortion, which reduce the size of
the 1st Brillouin zone and open a bandgap at the Fermi level.
However, as is also sketched in Figure 1.5, the ground state of the system can also be
constructed from the superposition of the two former configurations. This new configuration,
where a half-filled p-band facilitates bonds between all adjacent atoms is called “resonant
bonding”5. In stark contrast to ordinary covalent bonding, resonant bonding requires a
minimum degree of medium-range order [32, 35]. Consequently, resonant bonding can only
take effect in the crystalline states.
It can be shown that resonant bonding is associated with an enhanced electronic polariz-
ability giving rise to large optical dielectric constants [32]. Thus, the presence of resonant
bonding in crystalline phase-change materials can readily account for the dramatic increase
in ∞ observed on crystallization. Moreover, the fact that resonant bonding and lattice dis-
tortions are competing effects explains, why the onset of resonant bonding is accompanied
by a shrinkage of the bandgap [32].
It is noteworthy that Shportko et al. demonstrated that resonant bonding is a generic
feature of all crystalline phase-change materials. Consequently, the interrelation between
resonant bonding and phase-change properties can guide the search for even better phase-
change alloys. This concept was first put into practice by Lencer et al. [36], who suggested
organizing relevant stoichiometries according to a 2d coordinate scheme, a “map”, which
reflects the nature of the chemical bonding. Lencer et al. started from the assumption that
there are on average approximately three p-electrons per lattice site, a situation encountered
in a larger number of phase-change materials. In the absence of lattice distortions, these p-
electrons give rise to half-filled p-bands (three dimensional crystal). The two map-coordinates
r′σ and r−1pi can be readily calculated from the atomic densities ni and the valence radii rs,i
5According to [32], the term “resonant bonding” goes back to L. Pauling [34].
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Figure 1.6.: Reprinted from [10]. Phase-change and non-phase-change stoichiometries are
presented in the 2d coordinate scheme, which was proposed by Lencer et al. and
reflects the nature of the chemical bonding. As expected, phase-change mate-
rials are characterized by low tendencies towards hybridization and ionization.
Interestingly, well established thermoelectric materials can be found in direct
proximity.
and rp,i of the s- and p-orbitals of the constituents i = 1 .. N :
r′σ =
(∑
i nirp,i∑
i ni
)
︸ ︷︷ ︸
anions
−
(∑
i nirp,i∑
i ni
)
︸ ︷︷ ︸
cations
r−1pi =

(∑
i ni(rp,i − rs,i)∑
i ni
)
︸ ︷︷ ︸
anions
+
(∑
i ni(rp,i − rs,i)∑
i ni
)
︸ ︷︷ ︸
cations

−1
. (1.1)
The coordinate r′σ reflects the ionicity of the bonds, whereas r−1pi is a measure of the tendency
towards sp3-hybridization (see [36–38] for details). As both sp3-hybridization, which induces
atomic displacements, and ionization, which leads to charge accumulation at the cores, sup-
press resonant bonding, one expects phase-change materials to be situated in the lower left
corner (small r′σ and small r−1pi ). As can be seen from Figure 1.6, this expectation is clearly
met. In contrast to the ternary phase-diagram depicted in Figure 1.2, all phase-change alloys
are located in a simply connected domain, a clear corroboration of the superiority of this
new coordinate scheme. However, one should keep in mind that exclusively compositions
featuring three p-electrons per site may be plotted on the “map” proposed by Lencer et al.
1.4. Threshold switch and resistance drift
The phenomena of “threshold switch” and “resistance drift” are essential with respect to
the charge transport in the amorphous states of phase-change materials but, at present,
insufficiently understood.
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Figure 1.7.: Both figures were reprinted from [7].
Left: The threshold switch in a Ge2Sb2Te5 memory cell is shown. On passing
the threshold voltage of 1.32V, the device resistance drops dramatically.
Right: A typical time-resolved resistance drift experiment: The sheet re-
sistance of films of amorphous GeTe obeys the power-law behavior given by
equation (1.3).
Figure 1.7 (left) depicts the I-V characteristic of a Ge2Sb2Te5 memory cell in the RESET
state. Due to the huge resistivity of amorphous Ge2Sb2Te5, the electrical current increases
extremely slowly on rising the applied voltage. However, on passing the “threshold voltage”,
the material suddenly switches to the low resistive “amorphous ON state” [7]. Note that the
threshold switch is different from and does not necessarily induce the crystallization of the
cell.
This non-linear behavior is crucial to the realization of the electrical-memory concept: The
recrystallization of the amorphous volume requires a certain heating power P = U2 ·R. Given
the high resistivity of the amorphous OFF state, the voltages necessary for crystallizing
the cell would exceed the voltages available in typical memory applications by orders of
magnitude [1]. Fortunately, the presence of threshold switching reduces the required voltages
to ' 1V.
A probably non-exhaustive list of theoretical frameworks that have been invoked to ac-
count for threshold switching includes thermal instabilities, impact ionization and avalanche
multiplication, Poole-Frenkel effect and tunneling, and small-polaron hopping. The inter-
ested reader is referred to [4, 7, 39] for reviews on this subject. As the small-polaron model
makes clear predictions for the low-field transport (conductivity, thermopower, and Hall ef-
fect), which can be tested by the experiments discussed in Chapter 4, this framework will
be presented in section 2.3.6.
The term “resistance drift” denotes the phenomenon that the resistivity of amorphous
phase-change materials always increases with time. Figure 1.7 (right) illustrates a typical
time-resolved resistance-drift experiment. Often the time evolution can be modeled by a
power law behavior of the form [40–42]
ρ(t) ∝ tv, (1.2)
where the parameter ν is called “drift exponent”. If the amorphous state is created by
melt-quenching (memory cell), the time t refers to time elapsed since the amorphization. If
the resistance drift in as-deposited amorphous films is studied, there is no such thing as a
10
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distinct starting point. This can be taken into account by adding an additional time offset
t0 to equation (1.2) [7]:
ρ(t) = ρ0
(
1 +
t
t0
)ν
. (1.3)
As resistance drift enhances the electrical contrast between both phases, it does not im-
pair data retention in two-level memory cells. However, it poses a serious problem to the
realization of multi-level memory cells [3, 10].
It is evident that the effect of resistance drift must originate from structural relaxation
processes, such as defect annihilation or stress relaxation. Nevertheless, as long as the mech-
anism of charge transport is poorly understood, it is impossible to link structural changes
to the increase in resistivity.
1.5. Phase-change materials and thermoelectrics
Thermoelectics or thermoelectric materials are compositions which can be employed in ther-
moelectric generators [43] or Peltier elements [44]. While the Seebeck effect [43, 45] is em-
ployed for harvesting electricity from heat flows in the former case, the Peltier effect [43,45] is
exploited for inducing heat flows by electrical currents in the latter case. Although thermo-
electric devices display lower energy-conversion efficiencies than fluid-based thermodynamic
cycle processes [46], they bear the advantages of being maintenance-free, mechanically ro-
bust (no moving parts), silent, and scalable [47,48]. These advantages render thermoelectric
devices ideally suited for niche applications, such as the power generation in space probes
or the cooling of semiconductor devices [49]. Recent developments include the recovery
of waste-heat from exhaust-gases to enhance the fuel efficiency of vehicles [46, 50, 51] and
thin-film micro-Peltier coolers for controlling the temperature of integrated-circuits [52].
The suitability of a material with respect to thermoelectric applications can be evaluated
by the so-called figure of merit
Z · T = σS
2
κ
· T, (1.4)
which depends on the electrical conductivity σ, the thermopower (Seebeck coefficient) S, the
thermal conductivity κ, and the temperature T [46–49]. Compositions that are employed in
practical applications display figures of merit of ZT & 0.5 (see for instance [47]).
Phase-change materials and thermoelectric materials belong to the same class of ma-
terials. Just like phase-change materials, many well established thermoelectric materi-
als are tellurium-based IV-VI or V-VI semiconductors (for instance SnTe, PbTe, Bi2Te3,
Sb2Te3 [47]). The close connection is also evident from the coordinate scheme presented in
Figure 1.6, where well-tried thermoelectric materials are located in the direct vicinity of the
phase-change alloys. In addition, owing to high defect concentrations and their polycrys-
talline nature, phase-change materials are renowned for low thermal conductivities [53], a
property advantageous with respect to equation (1.4).
The thermoelectric properties of pseudo-binary GeTe-Sb2Te3 alloys have already been
studied by a multitude of investigations6. However, as most studies look only into the
properties of bulk alloys, the analysis of thin-film properties, which also provides easy access
to metastable intermediate phases, is still a promising field of research.
6See for instance [54–61]. See also [62] and [63] for comparisons between different stoichiometries and
comparisons of results from different studies.
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Chapter 2.
Theory of charge transport
This chapter introduces the theoretical concepts of charge transport that will be invoked
in the analyses presented in Chapter 4 to Chapter 6. For reviews on these subjects, see
[64,71,75–77,80,91,92,105,113,114]. Note that the order in which the concepts are introduced
does not mirror the order in which they will be employed in the course of the data analysis.
For the purpose of attaining a more concise presentation of the theoretical frameworks, the
arrangement of the content was chosen such that successive sections build upon one another
whenever possible.
The first section starts with a brief review of the Bloch-wave-based model of electronic
conduction in crystals, a topic covered in almost all textbooks on solid state physics. Subse-
quently, the discussion of the limits and the breakdown of this framework leads to the subject
of metal-insulator transitions (section 2.2), the second major topic in this chapter. Especially
the concepts envisioned for disorder-induced metal-insulator transitions (Anderson transi-
tion) are then reused in section 2.3, which addresses the specifics of charge transport in
amorphous solids.
2.1. Bloch theory of electronic conduction
2.1.1. General formalism
In the one-electron approximation, the interactions between the electron and the ions as well
as the interactions between the electron and the other electrons are combined in a so-called
“effective potential”. If the ions are arranged in a lattice, the effective potential is periodic
and the solutions to the one-electron Schrödinger equation can be written as Bloch waves
Ψj(k), where k denotes the quasi-momentum and j refers to the band index. As the group
velocity of Bloch states vj(k) can be derived from the band structure Ej(k), the electrical
current density of a solid can be expressed in the following way [45]:
j =
∫
1. BZ
d3k
∑
j
2e2
8pi3
(
1
~
∇kEj(k)
)
︸ ︷︷ ︸
=vj(k)
f(k, j,T). (2.1)
Here, f(k, j, T ) denotes the probability of occupation of the corresponding state (k, j). In
equilibrium (without external fields and without temperature gradients), f equals the Fermi
distribution f0 =
(
exp
[
Ej(k)−EF
kBT
]
+ 1
)−1
. If an external electrical field in x-direction Ex is
applied, the stationary Boltzmann equation in relaxation time approximation can be utilized
to approximate f [45]:
f(k, j, T ) ≈ f0(k, j, T ) + e~τj(k)Ex
∂f0(k, j, T )
∂kx
, (2.2)
13
Chapter 2. Theory of charge transport
Figure 2.1.: First Brillouin zone of an fcc lattice. The isoenergetic surfaces of valleys at the
L points are displayed in greenish color. Only the hemispherical parts inside the
first Brillouin zone are depicted. Two oppositely situated hemispheres always
make up one complete valley.
where τj(k) denotes the relaxation time. The electrical current density in x-direction is then
given by jx = σx · Ex with
σx :=
∫
1. BZ
d3k
∑
j
2e2
8pi3
(
1
~
∂Ej(k)
∂kx
)2
τj(k)
(
−
[
∂f0(E, T )
∂E
]
E=Ej(k)
)
︸ ︷︷ ︸
=:σx,j(k)
. (2.3)
This expression for the electrical conductivity can be simplified by exploiting the following
standard-approximations of the band structure Ej(k), the relaxation time τj(k), and the
Fermi distribution f0.
In the most simple scenario, only one band extremum close to the Fermi level is relevant.
If the corresponding band is assumed to be isotropic and parabolically shaped in the vicinity
of the relevant extremum, the energy dispersion can be approximated by
E(k) = E(k0)± ~
2
2m∗
(k − k0)2, (2.4)
where m∗ denotes the effective mass and k0 is the position of the extremum in reziprocal
space. Unless the relevant band extremum is located exactly at the center of the Brillouin
zone (k0 ≡ Γ), there are always several equivalent extrema in the first Brillouin zone. This
can be taken into account by introducing the valley degeneracyM , which counts the number
of equivalent extrema. An example is illustrated in Figure 2.1. If the relevant extrema are
at the L points, there are 8 equivalent valleys exactly on the surfaces of the first Brillouin
zone. However, as can be seen from the hemispherical isoenergetic surfaces, only “one half”
of each valley is actually within the first Brillouin zone. Two oppositely situated hemispheres
constitute one isotropic valley. Thus, there are M = 4 independent and complete valleys
within the first Brillouin zone.
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The energy dependence of the relaxation time in the vicinity of a band extremum is
often modeled by a power law τ(E) = τ0
(
E
kBT
)r
. The exponent depends on the scattering
mechanism: For acoustic deformation potential scattering (phonon scattering), it is r = −1/2,
whereas, for ionized impurity scattering, it is r = +3/2 [64].
If the Fermi energy is located in the bandgap and the energetic separation between the
Fermi energy and the closest band is larger than 4kBT , the system is called a “nondegenerate
semiconductor” and the Fermi distribution f0 may be approximated by Maxwell-Boltzmann
statistics [64], i.e. f0(E) ≈ exp
(
− |E−EF |kBT
)
. In the opposite case, if the Fermi energy
intersects with one or more bands, the system is referred to as “degenerate semiconductor”
and the Sommerfeld expansion must be used for approximating f0.
Taking advantage of these simplifications leads to the following relations for the conduc-
tivity σ = e · n · µ of nondegenerate and degenerate semiconductors [64]:
concentration n mobility µ
nondeg. semicond. 2
(
m∗kBT
2pi~2
) 3
2 e
m∗
4
3
√
pi
(
r + 32
)
τ0 (2.5)
deg. semicond. (Bloch metal) 2
8pi3
4pi
3
(
2mEF
~2
) 3
2 e
m∗ τ0
(
EF
kBT
)r
︸ ︷︷ ︸
τF
(2.6)
In the context of this thesis, the term “Bloch metal” will be employed to distinguish the
situation in which the states at the Fermi level are Bloch states and the charge transport can
be understood in terms of the Boltzmann equation and the approximations detailed in this
section. Note that not all “degenerate semiconductors” are “Bloch metals”. Though the term
“degenerate semiconductor” implies a non-vanishing density of states at the Fermi level, it
entails no information about the nature of these states. The states at the Fermi level may be
extended Bloch waves as in high-purity crystals, localized states as in disordered Anderson
insulators, or extended but non-periodic states as in amorphous metals. In the last two
cases, the concepts detailed in this section are obviously inapplicable.
2.1.2. Transport parameter analysis in Bloch metals
Within the limits of the approximations outlined for Bloch metals in the previous section
(the Fermi level intersects one band at an parabolically shaped and isotropic extremum),
the following transport parameters can be determined from electrical (van-der-Pauw, Hall
effect) and optical (FT-IR) experiments.
1. conductivity σ
electrical conductivity σvdP from van-der-Pauw measurements
optical conductivity σFTIR from FT-IR reflectance spectra (Drude part)
2. carrier density n from Hall effect
3. mobility µ from electrical conductivity and Hall effect
µ =
σvdP
enHall
4. scattering time τF from FT-IR reflectance spectra (Drude damping)
5. effective mass m∗ from FT-IR reflectance spectra (plasma frequency) and Hall effect
m∗ = nHall/
[ n
m∗
]
FTIR
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6. Fermi wave vector kF from Hall effect
kF =
(
3pi2
nHall
M
) 1
3
7. Fermi energy EF from kF and m∗ as calculated above
EF =
~2k2F
2m∗
8. Fermi velocity vF from kF and m∗ as calculated above
vF = ~
kF
m∗
9. mean free path λ from electrical conductivity and Hall effect
λ =
~
e2
σvdP
(
3pi2
n2HallM
) 1
3
This scheme will be applied for ascertaining the transport parameters of crystalline (GeTe)x-
(Sb2Te3)1−x alloys in Chapter 5 and Chapter 6.
2.1.3. Limits to the Bloch-metal model
The assumption that the electron wave-functions can be expressed as Bloch states was at the
very beginning of the considerations presented in sections 2.1.1 and 2.1.2. Strictly speaking,
the solutions to the Schrödinger equation are Bloch states only if the potential is time-
independent and periodic. In real solids, even in single crystals of high purity, both conditions
will never be perfectly met. Therefore, the relaxation time (or scattering time) τ(k) was
introduced during the derivation of the conductivity to account for perturbations such as
defects and phonons.
While relaxation times of the order of 100 ps can be achieved in high-quality single crystals
of PbTe at LHe temperatures1, the room-temperature relaxation times in typical pure and
crystalline metals are of the order of 10 fs.2 Even though it is obvious that the perturbation of
the periodic atomic potential must be much smaller in single crystals of PbTe than in ordinary
metals, both systems can be readily understood in terms of the Bloch-metal framework.
Against this background, one may wonder what happens when perturbations or disorder
become very strong. Can the relaxation time and the mean free path assume arbitrarily
small numbers or do the aforementioned concepts break down?
Ioffe and Regel [70] were the first to put forward that the concept of a free particle with a
mean free path λ looses its meaning if λ becomes smaller than the atomic spacing a or the
Fermi wavelength λF . The relevance of the Fermi wavelength can be easily understood: λF
is the spatial period of the corresponding Bloch waves. If scattering disrupts the wavelike
nature of the states on a length scale smaller than one period, the concept of (Bloch) waves
is no longer applicable [71]. As kF ∼ 1/λF , the comparison between λ and λF is often
1The relaxation time of n-type PbTe was estimated from µ(4.2 K) = 0.8 · 106 cm2
Vs
[65,66] and m∗ ≈ 0.2me
[67]. According to [68], the highest mobility in a semiconductor was observed in PbTe at LHe temperatures
(5 ·106 cm2
Vs
). Note that using the mobility value from [68] instead of that from [65,66] would have yielded
an even larger value of τ .
2According to [69], the resistivity of pure metals at room temperature is typically &1 µΩcm. Assuming
carrier densities of approximately 1023 cm−3 and effective electron masses of 1me then yields the stated
order of magnitude.
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expressed in terms of the product kFλ. The inequality kFλ & 1 is frequently referred to as
“Ioffe-Regel criterion” [71,72].
In conclusion, only if the following two conditions for the mean free path are fulfilled, it
makes sense to analyze charge transport in the framework of Bloch metals:
λ & a mean free path vs. interatomic spacing (2.7)
kFλ & 1 mean free path vs. Fermi wavelength (Ioffe-Regel criterion) (2.8)
The Ioffe-Regel criterion can be rewritten as a lower limit to the conductivity. Starting from
the following expression for the conductivity
σ =
ne2τ
m∗
=
e2
3pi2~
Mk2Fλ, (2.9)
substituting kFλ ≡ 1 results in
σmin =
e2
3pi2~
MkF . (2.10)
One then easily finds that the ratio between the measured conductivity σ and σmin equals
kFλ, i.e.
rσ :=
σ
σmin
≡ kFλ. (2.11)
Hence, the relations kFλ > 1, σ > σmin, and rσ > 1 are formally identical.
Moreover, the expression for σmin is also formally identical to Mott’s famous minimum
metallic conductivity (MMC). The concept of the minimum metallic conductivity, its validity,
and the corresponding literature will be addressed in section 2.2.6. At this point, however,
it is important to note that, according to Mott’s original idea of the minimum metallic
conductivity, the value of σmin has a different meaning. While the boundary σ ≈ σmin has
hitherto been associated with the breakdown of Bloch waves and Boltzmann equation, Mott
claimed that all systems with σ < σmin must be insulators.
Besides small mean free paths and the Ioffe-Regel criterion, the temperature coefficient
of the resistivity (dρ/dT) may also point at the failure of the Bloch-metal model. As the
carrier density in degenerate semiconductors is not significantly temperature dependent, the
temperature dependence of the resistivity is governed by the relaxation time. The increase in
phonon scattering at high temperatures always gives rise to a positive dρ/dT. Consequently,
if a system exhibits a negative dρ/dT, the applicability of the Bloch-metal framework is
questionable.3
2.1.4. Thermopower
Within the framework leading to equation (2.3), the thermopower (Seebeck coefficient) for
a temperature gradient in x-direction can be expressed as follows [43]:
S = − 1
eT
∫
1. BZ
d3k
∑
j σx,j(k)(Ej(k)− EF)∫
1. BZ
d3k
∑
j σx,j
. (2.12)
Often σx,j(k) can be transformed to a scalar function that depends only on the energy of
the electronic states∫
1. BZ
d3k
∑
j
σx,j(k)→
∫
dE · σ(E). (2.13)
3 Note that non-degenerately doped crystalline semiconductors, where the concept of Bloch states is appli-
cable but the Fermi level is located in the bandgap (insulator), do not belong to the class of Bloch-metals.
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The thermopower then reads [43]
S = − 1
eT
∫
dE σ(E)(E− EF)∫
dE σ(E)
. (2.14)
From this expression, it is even more evident that the thermopower probes the conductivity
of the states in the vicinity of the Fermi level. The sign of the thermopower always indicates
whether charge transport is dominated by carriers above (electrons, S < 0) or below (holes,
S > 0) the Fermi level.
If the system is a degenerate semiconductor, the Sommerfeld expansion can be employed
to derive the following expression:
S = −kB
e
pi2
3
kBT
d lnσ(E)
dE
∣∣∣∣∣
E=EF
. (2.15)
Moreover, if the other assumptions discussed in section 2.1.1 (one parabolically shaped,
isotropic band, τ ∝ Er) hold, the expression can be simplified to [64]
S = ±kB
e
pi2
3
(
3
2
+ r
)
kBT
|EF | , (2.16)
where the position of the Fermi level is measured with respect to the bandedge and the sign
depends on the type of the carriers (holes +, electrons -).
In the opposite case, if the system is a non-degenerate semiconductor, the same assump-
tions lead to [64]
S = ±kB
e
[ |EF − Ev,c|
kBT
+
5
2
+ r
]
. (2.17)
2.2. Metal-insulator transitions
2.2.1. Definition of “metal” and “insulator”
Depending on the zero-Kelvin limit of the resistivity all solids can be categorized as either
metals or insulators. If the resistivity diverges at zero temperature, the material is called an
“insulator”. If the resistivity converges to a finite, positive value, the material belongs to the
class of “metals”.
ρ(0 K) <∞ ⇔ metal
ρ(0 K) =∞ ⇔ insulator
(
general
definition
)
(2.18)
As long as exclusively charge transport via Bloch waves is considered, a system is
metallic if and only if the Fermi level lies in a band. Thus, the question whether a system is
an insulator or a metal depends only on the position of the Fermi level. Moreover, on this
understanding, phonon scattering always leads to a positive temperature coefficient of the
resistivity (dρ/dT > 0) if the Fermi level is in a band, whereas the thermally activated carrier
concentration always gives rise to a negative dρ/dT if the Fermi level is in the bandgap. Hence,
under the condition that only charge transport via Bloch states is considered the
following relations are valid:
ρ(0 K) <∞ ⇔ metal ⇔ EF in a band ⇔ dρ/dT > 0
ρ(0 K)→∞ ⇔ insulator ⇔ EF in the gap ⇔ dρ/dT < 0
(
Bloch waves
only!
)
For this reason, positive dρ/dT are often referred to as “metallic temperature coefficients”
whereas negative dρ/dT are called “insulating temperature coefficients”. Defining the terms
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“metal” and “insulator” based on the sign of dρ/dT is tempting. However, it should be noted
that, as soon as phenomena beyond the simple Bloch-wave picture such as electron local-
ization or electron-electron interaction are taken into account, the above relations break
down and the classification according to the sign of dρ/dT is, in general, different from the
classification based on the zero-temperature limit. Therefore, the vast majority of the
literature dealing with metal-insulator transitions accepts exclusively the zero-
temperature-limit-based definition of “metal” and “insulator”, which is given by
(2.18).
2.2.2. Types of metal-insulator transitions
It has already been mentioned in the previous section that, according to the Bloch framework
of charge transport, a system is insulating, if the Fermi level is in the bandgap, or metallic,
if the Fermi level intersects a band. As a result, changes of the bandstructure evoked by
structural transitions can induce metal-insulator transitions. The Peierls transition [68,71,73]
is a good example of such a structural metal-insulator transition: As a consequence of the
Peierls distortion, an energy gap opening at the Fermi level renders the distorted system
insulating.
Besides such structural transitions, a metal-insulator transition can occur without struc-
tural changes if the framework of charge transport via Bloch states breaks down. The concept
of Bloch states rests on a periodic potential and the one-electron approximation. Hence, it
is no longer valid when disorder or electron-electron interaction effects become essential.
Taking into account a disordered atomic potential leads to the concept of Anderson localiza-
tion whereas the consideration of electron-electron interaction effects gives rise to the Mott
transition. As these two concepts are highly important in the context of this thesis, their
fundamentals will be sketched in the following two sections.
2.2.3. Anderson transition
In his famous work of 1958 [74], Anderson studied electron states in a disordered atomic
potential. His model is based on the tight-binding Hamiltonian [71,75–77]:
H =
∑
iσ
Einiσ +
∑
ijσ
tijc
†
iσcjσ. (2.19)
c†iσ, ciσ, and niσ are the creation, the annihilation, and the number operators for electrons
with spin σ at the lattice site i. Ei is the energy eigenvalue of the atomic orbital at the
lattice site i and tij is the transfer energy arising from the overlap between the orbitals at
sites i and j. In the original tight-binding model, the energy eigenvalues and the transfer
energies tij are either constant (Ei = cst., tij = cst.) or chosen according to a regular pattern
reflecting the periodicity of the lattice. For a disordered atomic potential, however, Ei and
tij are random variables.
The variation of tij is called “off-diagonal disorder” or “structural disorder” and was studied
in the Lifshitz model (see [71, 77, 78]). Only “diagonal disorder” is considered in Anderson’s
original model, i.e. Ei are random numbers from a uniform distribution of width W and the
transfer energy is constant for nearest neighbors (tij = t) and zero otherwise. As sketched in
Figure 2.2, the resulting potential consists of regularly arranged wells of randomly varying
depth.
Although the concepts of reciprocal space and band structure can no longer be applied in
the case of disordered atomic potentials, the density of states is still a well defined quantity.
Figure 2.3 (left) depicts a schematic presentation of the density of states in the Anderson
model. Turning on disorder gives rise to two important modifications: First, the density
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E
P(E)
W
Figure 2.2.: Redrawn from [71]. The potential in Anderson’s model consists of regularly
arranged wells. The depth of the wells is chosen from a uniform distribution
of width W .
Eµ Eµ'
Figure 2.3.: Left: Adapted from [79]. A schematic presentation of the density of states
in the Anderson model. Due to the presence of disorder, the band edges are
blurred and localized states (shaded areas) appear at the band edges. The
mobility edges Eµ and E′µ separate the localized from the delocalized states.
In the case of pronounced disorder, the entire band consists of localized states.
Right: Reprinted from [75]. Localized and delocalized states. While the wave
function of an extended state (top) extends over the entire volume, the wave
function of a localized state (bottom) declines exponentially with increasing
distance from its center.
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of states at the band edges now declines exponentially instead of obeying the typical
√
E
behavior and dropping sharply to zero. These exponential extensions are frequently called
“band tails”. Second, while the states at the center of the band are still extended, the states
near the band edges are “localized”. As can be seen from the illustration in Figure 2.3
(right), the wave function of localized states is concentrated at a certain location r0 and
decays exponentially at large distances
|Ψ(r)| ∝ e−
|r−r0|
ξ , (2.20)
where the parameter ξ is called “localization length” [71, 80]. The energies separating the
extended states from the localized states are denoted “mobility edges” [81–83]. Mott argued
that localized and extended states must be sharply separated as hybridization precludes
the coexistence of localized and extended states at the same energy [83]. With increasing
disorder, the mobility edges shift towards the center of the band. Thus, if the disorder is
sufficiently large, localized states constitute the entire band.
The position of the Fermi level with respect to the mobility edges controls the electrical
properties at low temperatures. If the Fermi level is located in the extended states (between
the mobility edges), the system is a metal. However, if the Fermi level lies in the localized
states or in the bandgap, no charge transport is possible at zero temperature. In the former
case, i.e. if the Fermi level resides in the localized states, the system is called an “Anderson
insulator”. Apparently, a metal-insulator transition can be induced either by shifting the
mobility edges (varying disorder) or by moving the Fermi level (e.g. via doping). The
concept of Anderson localization, therefore, gives rise to a special type of metal-insulator
transition, which is called “Anderson transition”.
The phenomenon of Anderson localization is not restricted to electrons. Localization
effects have also been observed in other systems such as electromagnetic waves [84].
2.2.4. Mott transition
In 1949 Mott proposed a metal-insulator transition that is based on electron-electron in-
teraction effects [85, 86]. The role of interaction effects is often illustrated by the example
of doped semiconductors. When dopant atoms are included in a crystalline host matrix,
the extra charge at the dopant ions give rise to hydrogen-like 1/r potentials. Thus, if the
doping concentration is low and the temperature is close to zero, the additional electrons
introduced with the dopant atoms are bound in hydrogen-like wave functions located at the
dopant atoms. As these bound states are localized, the system is an insulator. The spatial
extent of the wave functions is determined by the effective Bohr radius
a∗B =
4pi0~2
e2
st
me
m∗
= 0.53 st
me
m∗
, (2.21)
where st and m∗ denote the static dielectric constant and the effective mass of the host
matrix.
At elevated doping concentrations, the attractive potential between an electron and the
corresponding dopant ion-core is weakened by the presence of other electrons, i.e. the elec-
trons screen the Coulomb potentials of the ion cores. This electronic screening effect can be
taken into account by replacing the Coulomb potentials with screened Coulomb potentials
V (r) ∝ 1
r
→ V (r) ∝
exp
[
− rrTF
]
r
with rTF =
1
2
(
a∗Bn
− 1
3
) 1
2
, (2.22)
where n denotes the electron concentration due to doping. The parameter rTF is called
“Thomas-Fermi screening length”. As long as the screening length is much larger than the
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spatial extent of the impurity states (rTF  a∗B), the screening is inessential. In the opposite
case (rTF  a∗B), however, the ion potentials are screened so efficiently that the bound states
become unstable. As a result, the electrons are delocalized and the system is a metal. From
a∗B = rTF, it follows that the transition to the metallic state occurs at a critical carrier
concentration nc given by the so-called “Mott criterion”
n
1
3
c a
∗
B = 0.25. (2.23)
By the presentation reprinted in Figure 2.4, Edwards and Sienko demonstrated that the
Mott criterion holds for a multitude of systems [87].
Later, Hubbard studied short-range interaction-effects by the following Hamiltonian [75,
88,89]
H =
∑
iσ
Einiσ +
∑
ijσ
tijc
†
iσcjσ + U
∑
i
ni↑ni↓. (2.24)
The first two terms can be recognized from the Anderson Hamiltonian (equation (2.19)). If
the energy levels Ei and the transfer energies tij are chosen to be random variables, effects
of disorder can be added to the model. The last term accounts for the Coulomb repulsion
between two electrons occupying the same site. As can be readily seen from the equation,
the double occupancy of a single site increments the total energy by the Hubbard repulsion
energy U . The Hubbard Hamiltonian considers only interactions between electrons on the
same site (on-site interaction) and, thereby, neglects long-range Coulomb interactions. Note
that the number of sites in the Hubbard Hamiltonian is not necessarily equal to the total
number of atoms. If the doping of semiconductors is considered, the sites in the Hubbard
Hamiltonian correspond to the positions of the dopant atoms. Accordingly, the concentration
of sites equals the concentration of dopant atoms.
In the following considerations it will be assumed that the number of electrons in the sites
equals the number of sites. Without electron-electron interaction effects (U = 0) and with
negligible disorder (Ei = cst., tij = cst.), the Hamiltonian equals the standard tight-binding
Hamiltonian. This scenario yields a half-filled band of Bloch states and, thus, metallic
properties.
However, if electron-electron interaction effects are turned on (U > 0), multi-particle wave
functions must be considered and the situation is quite different. At low concentrations of
sites, the overlap between adjacent orbitals is small and, consequently, the transfer energies
are negligible (tij → 0). Thus, in the multi-paricle ground state each site is occupied with
exactly one electron. As any excitation from this ground state involves the double occupancy
of at least one site, the first excited state is separated from the ground state by the on-site-
interaction energy U . Since excitations require a finite energy, the system is an insulator.
When the concentration of sites is increased, the transfer energies tij become relevant and
the levels broaden out into bands. A schematic presentation is given in Figure 2.5. Above
the critical concentration nc, the bands merge and excitations of electrons no longer require
a finite energy. Thus, the system becomes a metal.
2.2.5. Anderson transition vs. Mott transition
From a conceptual point of view, Anderson’s and Mott’s models can be clearly separated.
Disorder is the crucial parameter in the Anderson framework. As Anderson’s approach starts
from the one-electron approximation, electron-electron interaction effects cannot be taken
into account at all. By contrast, as electron-electron interaction is the driving force in Mott’s
concept, the Mott transition can only be treated as a multi-particle effect and disorder is
inessential. The inessentiality of disorder becomes evident from the fact that Mott’s model
22
2.2. Metal-insulator transitions
Figure 2.4.: Reprinted from [87]. The Mott criterion (equation (2.23)) can accurately
predict the critical carrier concentration nc at the metal-insulator transition
from the effective Bohr radius a∗H in a vast number of systems.
Figure 2.5.: Reprinted from [75]. Energy spectrum as function of the site concentration
n in the Hubbard model. The lower band relates to multi-particle states with
one electron per site on average. At low concentrations, the Hubbard repulsion
energy U separates the first excitation from the ground state. With increasing
concentration, the bands broaden. Above the critical concentation nc, the
bands merge and the system features metallic properties.
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was originally conceived to account for the insulating properties of well-ordered crystalline
NiO. Today, it is established that crystalline NiO is a Mott-Hubbard insulator [75,90].
Despite these strong conceptual differences, it is often difficult to attribute a particular
metal-insulator transition to solely one of the two concepts. This issue can be seen from
the example of doped semiconductors. This example was already employed to illustrate the
electron-electron-interaction-driven Mott transition in section 2.2.4. However, as the dopant
atoms certainly do not form a superlattice, their random arrangement leads to a disordered
atomic potential. Hence, a change in the doping concentration not only modifies the electron
concentration and, thus, the electron screening but also affects the disorder in the system.
Moreover, changing the arrangement of the dopant atoms (disorder) has an impact on the
electronic screening. Thus, disorder and electron-electron interaction are often interrelated.
For these reasons, the transition in doped semiconductors is often referred to as “Anderson-
Mott transition” [71, 91].
According to [71], the interrelation between disorder and electron-electron interaction ef-
fects can also be seen from the following considerations: At high degrees of disorder, the
motions of the carriers are not ballistic but diffusive. As the distance between two carriers
increases more slowly in the diffusive regime, it is evident that electron-electron interaction
effects are more pronounced in highly disordered (diffusive) systems. Hence, by rendering
the carrier motion diffusive, disorder promotes or even enables electron-electron interaction
effects (see for instance the discussion of the “Aronov-Altshuler effect” in [71]).
It is pointed out in [71] that a criterion, which is similar to the Mott criterion, can also be
derived from the Anderson framework. According to [75], Mott has estimated the following
criterion for the 3d Anderson transition:
n
1
3
c a
∗
B = 0.3. (2.25)
Hence, from the compliance with the Mott criterion alone (equation (2.23)), it cannot be
unambiguously inferred that the transition is solely driven by electron-electron interaction
effects. Additional means need to be applied to conclude on the nature of the transition.
For example, the relevance of electron-electron interaction effects in a 3d system can be
estimated from the ratio between the Fermi energy EF and the Coulomb energy U [91]:
EF =
~2
2m∗
(
3pi2n
) 2
3 ; U =
e2
4pi0st
n
1
3 . (2.26)
At low electron concentrations when the Coulomb energy is comparable to or even exceeds
the Fermi energy, electron-electron interaction effects are deemed to be relevant.
2.2.6. The minimum metallic conductivity
In disordered systems, the wave vector k is no longer a good quantum number. Nevertheless,
following the transformation (2.13), the conductivity integral in k-space (see equation (2.3))
can be rewritten as an integral over the differential conductivity σ(E) of the electronic
states [92]:
σ =
∫
dE
(
−∂f0
∂E
)
σ(E). (2.27)
This generalized version of expression (2.3) is not limited to periodic systems and, therefore,
also valid in disordered systems [92,93].
At zero temperature, it follows from the definition of the mobility edge in section 2.2.3
that σ(E) must be non-zero in the delocalized states and drop to zero at Eµ. However, as
sketched in Figure 2.6, two fundamentally different scenarios for the drop of σ(E) at Eµ are
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E
D(E) σ(E)
Eµ
σmin
Figure 2.6.: Redrawn and adapted from [80, 92]. The density of states D(E) and the
differential conductivity σ(E) in the vicinity of the mobility edge Eµ at the
top of the valence band. σ(E) can drop either continuously (solid line) or
discontinuously (dashed line) to zero.
conceivable. When approaching Eµ from the delocalized states, σ(E) can either continuously
decline to zero or jump discontinuously to zero. In the latter case, if σ(E) declines smoothly
to a minimum of σ(Eµ) = σmin > 0 and then jumps to zero, all systems on the metallic
side of the transition must feature a zero-temperature conductivity of at least σmin. Or in
other words: There is no metallic solid with σ(T = 0 K) < σmin. The quantity σmin is
therefore called “minimum metallic conductivity” [80,92]. Apparently, the question whether
σ(E) changes discontinuously or continuously, the question whether σmin > 0 exists or not,
and the question whether the transition between the metallic and the insulating phase is of
first order (discontinuous) or of second order (continuous) are equivalent.
Already in 1967, Mott argued in favor of a discontinuous transition and a finite minimum
metallic conductivity σmin > 0 [82, 94, 95]. Following the thoughts already presented in
section 2.1.3, i.e. starting from equation (2.9) and assuming that the lowest possible mean
free path was λ ∼ k−1F , he inferred that σmin can be estimated from equation (2.10). However,
Mott’s treatment of localization effects (quantum corrections) is inconsistent. As the Bloch-
metal framework is invoked for derivation σmin, localization effects are completely neglected
on the metallic side of the transition. By contrast, it is assumed that, on passing the
transition point, localization effects suddenly become sufficiently pronounced to render the
system insulating [80].
Although earlier experiments seemed to confirm the existence of a finite minimum metallic
conductivity,4 recent measurements performed at even lower temperatures revealed metallic
conductivities several orders of magnitude lower than Mott’s estimate of σmin (see for in-
stance [96, 97]). Moreover, the scaling theory of localization (see [71, 77, 91, 98]), a powerful
framework resting on only a few plausible assumptions, predicts a continuous transition.5
4The quantum corrections, which Mott treated inconsistently, become insignificant with increasing temper-
ature [71]. This may be the reason why the failure of the minimum-metallic-conductivity concept at zero
temperature eluded the early experiments.
5There are, however, cases where the scaling theory is apparently inapplicable. For instance, although the
scaling theory predicts the absence of metals in 2d, some 2d systems feature metallic states [99, 100].
According to [99, 101], the inapplicability of the scaling theory in these systems may arise from the
25
Chapter 2. Theory of charge transport
Therefore, it is now generally accepted that the transition is continuous and that there is no
minimum metallic conductivity [71,80].
However, as already mentioned in section 2.1.3, the quantity σmin is yet significant: Al-
though σmin does not mark the transition between insulating and metallic behavior, it still
marks the point where the Bloch metal framework breaks down and localization phenomena
become important [71,102].
2.2.7. Extrapolating to zero temperature
According to the classification presented in section 2.2.1, the answer to the question whether
a system is metallic or insulating depends solely on the zero-temperature conductivity. How-
ever, even if demanding experiments providing data at extremely low temperatures are per-
formed, the indispensable extrapolation to zero temperature is by no means trivial. The
basis of any extrapolation is a mathematical model that adequately fits the experimentally
accessible temperature range and is, therefore, believed to remain valid at even lower temper-
atures. For this reason, the typical formulas employed for extrapolations at low temperatures
will be reviewed in the following. The discussion starts with the two limiting cases far away
from the transition, i.e. with the situations far on the metallic side and far on the insulating
side. Subsequently, extrapolations in the vicinity of the transition will be addressed.
Far on the metallic side (σ  σmin), the Bloch-metal framework is applicable. Hence,
the resistivity exhibits a positive temperature coefficient and obeys the Grüneisen formula
[45,103]:
ρ(T ) = ρ0 + ρ1 ·
(
T
TD
)5 ∫ T
TD
0
x5dx
(ex − 1)(1− e−x) , (2.28)
where TD denotes the Debye temperature. Note that, at extremely low measurement tem-
peratures, it can be necessary to include quantum corrections to the conductivity (see for
instance [71]). As quantum corrections far on the metallic side are not relevant for the data
analyzed in the context of this thesis, any further discussion of this phenomenon is omitted
at this point.
On the insulating side (if the Fermi energy is located in the localized states or in the
bandgap), thermally excited carriers in extended states at the mobility edge can facilitate
conduction at sufficiently high temperatures. In this case, the probability of occupation of
the states at Eµ determines the temperature dependence. As a consequence, this mechanism
leads to an Arrhenius-law conductivity:
σ = σ0 exp
[
−|Eµ − EF |
kBT
]
. (2.29)
Far on the insulating side and at low temperatures, conduction can only be facilitated by
carriers hopping between localized states. The energies of these localized states, however,
are postulated being dissimilar, i.e. two states with the same energy are infinitely far away
from one another. As a consequence, hops must always be phonon assisted, i.e. involve the
creation or annihilation of a phonon, to satisfy energy conservation [71]. Hopping conduction
generally gives rise to a temperature dependence of the following type
σ = σx exp
[
−
(
Tx
T
)x]
, (2.30)
where the parameter x depends on the particular hopping mechanism.
presence of strong electron-electron interaction effects.
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• Nearest-neighbor hopping (also "Miller-Abrahams hopping"): This scenario can
be realized in doped semiconductors if carriers hop between nearest neighbors in an
impurity band located at E0. Again, the temperature dependence is governed by
the probability of occupation. Thus, this mechanism yields an Arrhenius law with
[71,104,105]
x = 1 ∧ kBTx = |EF − E0|.
• Mott variable-range hopping: At very low temperatures, only states in the direct
proximity of the Fermi level are accessible. Sites with similar energies are located at
larges distances. However, both large hopping distances and large energy differences
reduce the hopping probability. As a result, the average hopping distance reflecting
the tradeoff between spatial distance and energy difference varies strongly with tem-
perature (→ “variable-range hopping”). Assuming a constant density of states D(E)
in the vicinity of the Fermi level, Mott obtained [71,105–107]:
x =
1
4
∧ Tx ≈ [D(EF )a∗B]−1.
• Efros-Shklovskii hopping: Starting again from the variable-range hopping ansatz,
Efros and Shklovskii assumed a gap instead of a constant density of states at the Fermi
level to take the effects of the Coulomb interaction (Coulomb gap) into account. They
obtained [71,108]
x =
1
2
,
where kBTx does not equal the size of the Coulomb gap.
According to [71], one expects the following order of temperature dependences on the in-
sulating side of the transition: Efros-Shklovskii hopping occurs at the lowest temperatures.
Then, at sufficiently large temperatures, the x = 1/2 behavior changes to Mott variable-range
hopping (x = 1/4) as the energy range accessible exceeds the Coulomb gap [109]. At even
higher temperatures, a transition to nearest-neighbor hopping takes place. At the highest
temperatures, the conduction is dominated by carriers in the extended states at the mobility
edge.
In the vicinity of the transition (close to the transition point and at low temperatures),
the temperature dependence assumes the form
σ = α+ βT y, (2.31)
where either y = 1/3 or y = 1/2 are commonly employed in zero-temperature extrapola-
tions [71]. If α is positive, the system is metallic, i.e. σ(0 K) = α > 0. If α is negative,
the conductivity cannot follow equation (2.31) down to zero temperature. At lowest tem-
peratures (often below the experimentally accessible range), the behavior must eventually
change to equation (2.30). Thus, in this case, the system is an insulator (σ(0 K) = 0).
2.3. Amorphous semiconductors
In contrast to their crystalline counterparts, amorphous semiconductors feature pronounced
disorder instead of a periodic potential. Therefore, the situation in amorphous semiconduc-
tors is similar to the scenario that was invoked to derive Anderson localization. Indeed,
concepts from the previous sections, such as “band tails” and “mobility edges”, can also be
applied in amorphous semiconductors. However, it should be noted that, even though this
section on amorphous semiconductors and the preceding section on metal-insulator transi-
tions apparently share a common ground, the foci of both sections differ considerably. The
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section on metal-insulator transitions focused on the region close to the transition point,
which, as a consequence of the zero-temperature definition, can only be studied in the zero-
temperature limit. By contrast, amorphous semiconductors are usually far on the insulating
side of the transition, i.e. the Fermi level is deep in the bandgap and well separated from
the extended states. The resistivity usually obeys an Arrhenius-like behavior and often al-
ready exceeds 103 Ωcm at room temperature. Hence, the exponential increase in resistivity
precludes an analysis in the zero-temperature limit. For this reason, amorphous semicon-
ductors are typically studied at elevated temperatures (&100K), a clear difference from the
zero-temperature investigations of metal-insulator transitions. In amorphous silicon, which
features a high crystallization temperature, the concepts that will be introduced in the fol-
lowing sections have been employed at temperatures of up to 500K [110].
The electrical properties of amorphous semiconductors are usually studied by conductivity,
thermopower, Hall-effect, and field-effect6 measurements. Conductivity and thermopower
data on amorphous phase-change materials have been collected in the course of this thesis.
Therefore, the following sections mainly aim at presenting theoretical concepts for modeling
these two quantities. However, as the conductivity and the thermopower data will be linked
to Hall-effect data gathered in the course of the Master thesis of Matthias Kaes [111], theo-
retical predictions regarding the Hall effect in amorphous semiconductors will also be briefly
addressed.
Following the book of Overhof and Thomas [76], the term “standard transport model” will
be used for distinguishing the theoretical foundation presented in the vast majority of liter-
ature (see for instance [92, 105, 112, 113]) from the more recent “revised standard transport
model” promoted by Overhof and Thomas. The discussion starts by reviewing the predic-
tions of the standard transport model with respect to conductivity, thermopower, and Hall
effect (section 2.3.1). Further complexity is then added by taking temperature dependent ac-
tivation energies (section 2.3.2), simultaneous conduction of localized and delocalized carriers
(section 2.3.3), and long-ranged potential fluctuations (section 2.3.4) into account. These
concepts may be regarded as extensions to the standard transport model as they add further
complexity without abandoning the central model assumptions. In particular, the standard
model neglects the effects of phonon-induced delocalization on the states in the vicinity of
the mobility edge. This phenomenon is explicitly taken into account in the revised standard
transport model (section 2.3.5). The standard transport model, its extensions, and the re-
vised standard transport model draw on the mobility edge picture. In contrast to models
from the mobility-edge family, the small-polaron model outlined in section 2.3.6 considers the
motion of quasi-particles comprised of carriers and associated atomic displacements. Finally,
the predictions of the different models will be compared in section 2.3.7.
2.3.1. Standard transport model
It was already stated in section 2.2.6 that the conductivity of disordered solids can be
expressed in terms of the differential conductivity σ(E) (compare equation (2.27)). As was
first pointed out by Fritzsche, a similar expression exists for the thermopower [93]:
σ =
∫
dE
(
−∂f0
∂E
)
σ(E)
S = − 1
eT
∫
dE σ(E)(E− EF)∫
dEσ(E)
, (2.32)
6Although the corresponding data will not be discussed in the course of this thesis, it is noteworthy that
Hanno Volker [39] and Matthias Kaes [111] performed first field-effect experiments on amorphous phase-
change materials.
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Eµ
EF
D(E) µ(E) f0(E) - df0(E)/dE  - σ(E)∙df0(E)/dE
Figure 2.7.: Adapted from [92]. Simplistic presentation of the density of states D(E), the
mobility µ(E), the Fermi distribution f(E), and the differential conductivity
σ(E) in an amorphous semiconductor. On lowering the temperature T1 →
T2 → T3, the transport mechanism changes from conduction in extended
states (T1) via hopping in the band tail (T2) to hopping at the Fermi level
(T3).
where the differential conductivity is governed by the density D(E) and the mobility µ(E)
of the electronic states [92, 114]
σ(E) = kBTeD(E)µ(E). (2.33)
A rigorous justification of (2.32) can also be obtained from the Kubo-Greenwood formalism
[76]. The expressions (2.32) are deemed to be valid as long as the following assumptions are
correct [92,93,114]:
1. The one particle approximation holds, i.e. electron-electron interaction effects can be
neglected.
2. Charge transport processes at different energies can be treated separately, i.e. con-
duction does not interconnect states of different energies. If energy exchange between
the electronic system and the lattice is allowed (e.g. phonon-assisted hopping), this
assumption becomes questionable. In [76], it is argued that the relations (2.32) are
still valid approximations if the typical energy transfer in inelastic processes is of the
order of kBT or less.
3. The solid is homogeneous, i.e. the potential experienced by the electrons features no
long-ranged but exclusively local fluctuations. A model taking long-ranged fluctuations
into account will be presented in section 2.3.4.
As none of the above assumptions rests on a periodic atomic arrangement, the expressions
(2.32) hold true for crystalline as well as for non-crystalline (disordered) solids. Hence, it
is not surprising that they are formally identical to the expressions derived from the Bloch
framework for crystalline solids (see equations (2.3), (2.13), and (2.14)).
According to (2.32), the conductivity and the thermopower can be calculated as functions
of temperature if density of states and the mobility of the electronic states are known. A very
simplistic scenario is depicted in Figure 2.7. The model of the density of states incorporates
the two main results of the Anderson model outlined in section 2.2.3: exponential band tails
and localized states at the band edges, which are separated from the extended states by
mobility edges. Moreover, the Fermi level is surrounded by localized states.
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Figure 2.8.: Adapted from [112]. Quite elaborate models of the density of states of amor-
phous semiconductors have been suggested. In addition to the features in-
troduced by the Anderson model, various constellations of defect states have
been suggested to reproduce experimental observations. (a) CFO model after
Cohen, Fritzsche, and Ovshinsky [81]; (b) Davis and Mott model [115]; (c)
Mott model [116]; (d) Marshall and Owen model [117].
The localized states (in the band tail and at the Fermi level) display mobilities, which are
much lower than the mobility of the extended states above the mobility edge Eµ. Corre-
spondingly, the dominant transport mechanism depends on the temperature. The situation
is sketched for three different temperatures (T1 > T2 > T3). At high temperatures (T1), the
states at the mobility edge are thermally accessible and conduction occurs predominantly in
the extended states closely above Eµ. On lowering the temperature (T2), only states closer to
the Fermi level are thermally accessible. However, the states in the band tails still outweigh
the states at the Fermi level and the charge transport is dominated by hopping transport
in the tail states. At lowest temperatures (T1), only hopping between localized states at
the Fermi level is possible. The theoretical predictions for extended state conduction and
hopping conduction will be presented in sections 2.3.1 and 2.3.1.
In practice, much more elaborate models of the density of states have often been invoked
to account for experimental results obtained from various techniques. Figure 2.8 displays
four different models. Although this compilation is by no means exhaustive, it can serve
as a starting point for the discussion of the features commonly considered in amorphous
semiconductors. In addition to the features already included in the Anderson model, the
30
2.3. Amorphous semiconductors
models consider so-called “gap states”, which arise from defects such as dangling bonds,
impurities, vacancies, and other deviations from the random network structure [105,112,118].
As the numerous models that have been proposed for the density of states are always closely
tied to one particular system and extremely sensitive to minor details of the deposition
technique, a comprehensive discussion would not only be beyond the scope of this thesis but
would also be of little help for the analysis presented in Chapter 4.
Owing to high defect-state concentrations in the bandgap, amorphous semiconductors,
compared to crystalline semiconductors, are rather insensitive to doping. A lot of efforts
were made to elucidate the effect of doping on amorphous silicon. It was demonstrated that
the incorporation of hydrogen, which is believed to reduce the defect concentration, greatly
enhances the impact of doping in this system [119–121].
In the vicinity of the metal-insulator transition and in the zero-temperature limit (EF ≈
Eµ ∧ T → 0), it is obvious that only states close to EF and Eµ can contribute to the
charge transport. For that reason, the discussion of defect states was omitted in section 2.2.
However, for amorphous semiconductors the situation is different: At elevated temperatures,
electronic states farer away from the Fermi level become thermally accessible and, as the
Fermi level is usually energetically well separated from the extended states, the dominant
contribution to charge transport can also originate from defect states.
Extended state conduction
As was already implied, the calculation of conductivity and thermopower starts from the
differential conductivity σ(E). The standard transport model chooses an ansatz conform
to Mott’s idea of a sharp mobility edge and a finite minimum metallic conductivity, i.e. it
assumes that σ(E) jumps from zero to σmin on passing Eµ (compare section 2.2.6 and Figure
2.6). The evaluation of (2.32) then yields
σext = σ0 exp
(
− Eσ
kBT
)
Sext = ±kB
e
(
ES
kBT
+A
)
, (2.34)
where the activation energies equal the energetic distance between the Fermi level and the
mobility edge, the pre-exponential factor of the conductivity corresponds to the minimum
metallic conductivity, and the heat-of-transport constant is one
Eσ = ES = |EF − Eµ| ∧ σ0 = σmin ∧ A = 1. (2.35)
The sign of the thermopower depends on whether the mobility edge above (electrons,“-”) or
below (holes,“+”) the Fermi level is considered [92,93,113].
As it is nowadays generally accepted that there is no discontinuous jump of the differen-
tial conductivity in three-dimensional solids (no minimum metallic conductivity, see section
2.2.6), the ansatz leading to (2.34) and (2.35) appears questionable. However, it can be
shown that, besides minor modifications of σ0 and A, (2.34) and (2.35) remain valid as long
as σ(E) rises steeply within a small energy interval [113]. For instance, if the conductivity
at the mobility edge follows a σ(E) ∝ (E − Eµ)m behavior, the pre-exponential factor of
the conductivity becomes weakly temperature dependent: σ0 ∝ (kBT )m [92]. In particular,
the activation energies are not affected by the details of the increase in σ(E) at the mobility
edge.
Owing to the robustness of (2.34), these expressions have been deemed to be an appropriate
approximation in amorphous semiconductors [92, 113]. Nevertheless, one should mention in
advance that the revised standard transport model, that will be discussed in section 2.3.5,
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challenges the notion that σ(E) increases sharply at the mobility edge and, therefore, arrives
at a different prediction for the activation energies Eσ and ES .
Due to the inapplicability of the Boltzmann equation, the Hall effect in amorphous semi-
conductors is much less understood than its counterpart in crystalline semiconductors. While
magnitude and sign of the Hall coefficient RH in crystalline semiconductors are directly re-
lated to carrier concentration and carrier type, even explaining the sign poses a substantial
problem in amorphous systems. Apart from a few exceptions, the Hall coefficient and the
thermopower display always opposite signs. Thus, holes induce negative and electrons pos-
itive Hall coefficients (see for instance [122]). This phenomenon is called “sign anomaly”.
From a calculation based on the random-phase model, Friedman [123] concluded that the
Hall mobility of extended states should be temperature independent and of the order of
0.1 cm
2
Vs [92, 113, 114]. However, as Friedman’s theory predicts exclusively negative signs,
it cannot reproduce the sign anomaly for n-type conduction [92]. Nevertheless, the vast
majority of experimental studies analyze the data in terms of Friedman’s theory. A theo-
retical framework devised by Emin offers more degrees of freedom for explaining the sign
anomaly [92,124].
Hopping transport
Hopping transport in amorphous semiconductors is commonly considered as either nearest-
neighbor hopping or variable-range hopping. The corresponding temperature dependences
of the conductivity have already been introduced in section 2.2.7.
In the analysis of experimental data, hopping in the band tails is frequently assumed to be
nearest-neighbor hopping. However, in addition to the considerations presented in section
2.2.7, the hopping mobility is presumed to be thermally activated
µhop = µ0 exp
(
− ∆
kBT
)
, (2.36)
where the activation energy ∆ corresponds to the energy difference between the hopping
sites [92]. In this scenario, the temperature dependences of conductivity and thermopower
again follow expressions of type (2.34) but the activation energies are now dissimilar. While
the activation energy of the thermopower ES corresponds to the energetic distance between
the Fermi level EF and the conducting states at E0, the activation energy of the conductivity
exceeds ES by the activation energy of the mobility [92,105,114]:
σhop = σ0 exp
(
− Eσ
kBT
)
∧ Eσ = ES + ∆ > ES
Shop = ±kB
e
(
ES
kBT
+A
)
∧ ES = |EF − E0|. (2.37)
The heat-of-transport constant A can be different from the expectation for extended state
conduction [92]; sometimes A ≈ 0 is assumed. The nearest-neighbor-hopping model has
frequently been invoked because it can conveniently explain the inequality of the activation
energies (Eσ > ES), which is often observed.
Nevertheless, as pointed out in [92], it is questionable whether nearest-neighbor hopping
is relevant as variable-range hopping is considered to be much likelier. The temperature
dependence of the conductivity in the case of variable-range hopping is given by
σ ∝ exp
[
− (T0/T )1/4
]
. (2.38)
According to Overhof [125], the thermopower for variable-range hopping at the Fermi level
gives rise to S ∝ T x, where the choice of the exponent (x = {12 ;±14}) depends on the partic-
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ular assumptions made during the derivation. The problem of estimating the thermopower
in the variable-range hopping regime is also reviewed in [126].
As hopping transport is associated with very small carrier mobilities, the corresponding
Hall mobilities are expected to be tiny (∼ 10−4 cm2Vs @ room temperature [92]) and, therefore,
often neglected (µH,hop ≈ 0).
2.3.2. Temperature dependent activation energies
The activation energies Eσ and ES introduced in the preceding sections are associated with
the energy difference between the Fermi level and the energy of the states dominating the
charge transport. There are several factors that render this energy difference explicitly
temperature dependent [113]:
1. The statistical shift of the Fermi level: As the probability of occupation varies
with temperature, the position of the Fermi level has to be adapted to preserve charge
neutrality, if the density of states is asymmetric with respect to EF .
2. The shift of the transport energy: As the probability of occupation and the mo-
bility of a particular electronic state strongly depend on temperature, the conductivity
is not necessarily governed by exactly the same states in the entire temperature range.
Thus, the transport energy, which is defined as the average energy of the conducting
states [113], depends on temperature. It may be mentioned in this context that Spear
et al. estimated the temperature dependence of the mobility edge and emphasized the
importance of this factor [127].
3. The temperature dependence of the energy levels: The optical bandgap usually
shrinks with increasing temperature. Consequently, the energies of the electronic states
in and around the bandgap move together.
Though the temperature dependence of the activation energies does not compromise the
validity of the expressions presented for conductivity and thermopower, inserting tempera-
ture dependent activation energies in (2.34) and (2.37) dramatically affects the temperature
dependence of σ(T ) and S(T ). In general, plots of lnσ(T ) and S(T ) vs. 1/T will not yield
straight lines for complex temperature dependences of Eσ(T ) and ES(T ).
In the majority of analyses, a linear temperature dependence of the activation energies is
taken into account (see for instance [105,114]):
Eσ(T ) = E
0
σ + γT +O(T )
ES(T ) = E
0
S + γT +O(T ). (2.39)
Inserting these activation energies in (2.34) or (2.37) then yields
σ(T ) = σ0 exp
(
− γ
kB
)
exp
(
− E
0
σ
kBT
)
≡ σ′0 exp
(
− E
0
σ
kBT
)
and
S(T ) = ±kB
e
(
E0S
kBT
+
γ
kB
+A
)
≡± kB
e
(
E0S
kBT
+A′
)
. (2.40)
Apparently, a linear temperature dependence of the activation energies does not change
the qualitative behavior: the conductivity is still Arrhenius-like and the thermopower again
obeys a ∝ ( 1T + cst.) behavior. While the pre-exponential factor and the heat-of-transport
constant which are experimentally observed are modified
σ′0 = σ0 exp
(
− γ
kB
)
A′ = A+
γ
kB
, (2.41)
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the observed activation energies are not affected. However, one should keep in mind that
E0σ and E0S are, in the best case, zero-temperature extrapolations and the actual activation
energies at a particular temperature are given by (2.39). By assuming that the actual heat-
of-transport constant is approximately one (A = 1), the temperature coefficient γ can be
estimated from the observed heat-of-transport constant A′. If the concept of the minimum
metallic conductivity was not questionable, the same analysis could be performed with the
pre-exponential factor of the conductivity.
It is often found that the activation energies decrease with increasing temperature (γ < 0).
In many cases, the magnitude of γ is approximately one half of the temperature coefficient
of the optical bandgap, a very plausible scenario if the Fermi level is located near midgap.
In order to check whether ES(T ) is given by a fraction α of the optical bandgap Eg(T )
ES(T )
Eg(T )
= α = cst., (2.42)
the normalized temperature coefficients
ΓES (T0) :=
1
ES(T0)
dES(T)
dT
∣∣∣∣
T=T0
=
kB(A
′ −A)
E0S − kB(A′ −A)T0
ΓEg(T0) :=
1
Eg(T0)
dEg(T)
dT
∣∣∣∣
T=T0
(2.43)
will be compared in Chapter 4 (see Table 4.5). Here, T0 denotes a temperature within
the range of measurement temperatures. One can readily see that ΓES (T0) = ΓEg(T0), if
equation (2.42) holds in the vicinity of T0.
A non-linear temperature dependence of the activation energies gives rise to complexly
shaped σ(T ) and S(T ). It was first pointed out by Beyer and coworkers [128–131] that, as
long as there is only one transport channel, the experimental data can be analyzed in terms
of the so-called “Q-function”
Q(T ) := ln (σ(T ) · Ωcm)± e
kB
S(T ), (2.44)
where the sign depends on the carrier type (“+” = holes, “-” = electrons). Inserting (2.34)
or (2.37) in (2.44) then yields
Q(T ) = ln(σ0 · Ωcm) + A− Eσ(T)− ES(T)
kBT
≡ Q0 − EQ(T)
kBT
. (2.45)
For extended state conduction, Eσ(T ) and ES(T ) are expected to be equal whereas, for
hopping transport, they differ by the activation energy of the mobility ∆, which is assumed
to be temperature independent. Thus, in both cases, plotting Q(T ) vs. 1kBT should result
in a straight line, where the slope corresponds to the difference of the activation energies
EQ := Eσ(T )− ES(T ) =
{
0 extended state conduction
∆ hopping transport (2.46)
and the intersect is given by
Q0 = ln (σ0 · Ωcm) +A. (2.47)
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2.3.3. Two-channel conduction
Apart from assuming non-linear temperature dependences of the activation energies, allow-
ing for a second conduction channel is the simplest way of adding further complexity to the
model. This approach was already implicit in the discussion of Figure 2.7 at the very begin-
ning of section 2.3. If the conduction path gradually changes on reducing the temperature
from T1 (extended states) to T2 (band tail hopping), it is natural that, at some temperature
between T1 and T2, both transport channels (extended states and tail hopping) will signifi-
cantly contribute to the total conductivity. Thus, in the intermediate temperature regime,
a two-channel model needs to be invoked.
Let σi and Si be the conductivity and thermopower of the ith channel in a multi-channel
model. As can be readily seen from (2.32), the total conductivity and the total thermopower
are then given by
σ =
∑
i
σi ∧ S = 1
σ
∑
i
σiSi. (2.48)
According to [92], the total Hall mobility can be obtained in analogy to the thermopower
µH =
1
σ
∑
i
σiµH,i. (2.49)
Though, in principle, any number of transport channels can be combined, typical models
include only two channels. However, even if only one additional channel is taken into account,
there are still several possibilities of combination for choosing the carrier types (electrons,
holes) and the transport mechanisms (extended state conduction, band tail hopping, hopping
at EF ) of the two channels. In the following, only the model of Nagels et al. [132] will be
presented to illustrate the typical procedure.
Nagels et al. probed conductivity, thermopower, and Hall effect of AsTe1.5Six glasses.
With respect to the single-channel model, their data, which is depicted in Figure 2.9, shows
two apparently problematic features:
1. The graphs of lnσ vs. 1/T and S vs. 1/T are slightly curved though one would expect
straight lines.
2. The Hall coefficient is thermally activated though, according to section 2.3.1, it should
be temperature independent.
While a non-linear temperature dependence of the activation energies could in principle
account for the first point, it cannot explain the second one. Following the concept presented
in Figure 2.7, Nagels et al. concluded that, on lowering the temperature, the transport
mechanism changes from extended state conduction at the valence-band mobility-edge to
hopping transport in the valence band-tail. Taking a linear temperature dependence of the
activation energies into account, they model the conductivities and the thermopowers of
both channels by the following equations
σext = σ0,ext exp
(
− γ
kB
)
exp
(
−E
0
σ,ext
kBT
)
Sext =
kB
e
(
E0σ,ext
kBT
+
γ
kB
+ 1
)
σloc = σ0,loc exp
(
− γ
kB
)
exp
(
−E
0
σ,loc
kBT
)
Sloc =
kB
e
(
E0σ,loc −∆loc
kBT
+
γ
kB
)
,
(2.50)
where the index “i” refers to either localized states (i = loc) or extended states (i = ext).
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Figure 2.9.: Reprinted from [132]. From top to bottom the electrical conductivity, the
thermopower, and the Hall coefficient of AsTe1.5Six glasses are depicted. The
conductivity and thermopower data do not follow straight lines. In addition,
the Hall coefficient is thermally activated. The solid lines correspond to the
model defined by (2.50).36
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The relations for the thermopower differ in that the heat-of-transport constants for ex-
tended state conduction and hopping conduction have been set to 1 and 0, respectively.
For localized state conduction, the activation energy of the conductivity exceeds the activa-
tion energy of the thermopower by the activation energy of the mobility ∆loc, which Nagels
et al. set to 0.03 eV. Moreover, Nagels et al. assumed that the temperature coefficients of
the activation energies of both channels equal half the temperature coefficient of the op-
tical bandgap: γ = γext = γloc = −2.5 · 10−4 eVK−1. With γ and ∆loc fixed, only the
two pre-exponential factors σ0,i and the two activation energies Eσ,i were varied to fit the
experimental data.
As can be seen from Figure 2.9, this model can reproduce the experimental conductivity
and thermopower data of various samples. Moreover, by assuming a temperature indepen-
dent Hall mobility for the extended states µH,ext = cst. and neglecting the Hall mobility of
the localized states µH,loc = 0, the activated behavior of the Hall mobility can be explained
in terms of equation (2.49).
2.3.4. Long-ranged potential fluctuations
The concepts presented hitherto are based on the assumption that amorphous solids, though
disordered, are isotropic and homogeneous. Obviously, these assumptions are no longer valid
if the presence of a long-ranged random potential is taken into account. According to [76], the
existence of a long-ranged random potential in amorphous semiconductors was first proposed
by Tauc [133] in order to explain the exponential part of the absorption edge. Since then,
the idea of long-ranged random potentials was taken up numerous times by different authors
(see [76] for an exhaustive review). In this section, the theoretical treatment originally
proposed by Overhof and Beyer [131] will be outlined as their model addresses the effects of
a long-ranged random potential on conductivity, thermopower, and Hall effect.
As pointed out in [134], the existence of a long-ranged random potential in doped amor-
phous semiconductors can be readily justified by the following considerations. Consider an
amorphous semiconductor that, in the absence of doping, exhibits no charged centers. In the
undoped system, the density of states in the gap shall be non-vanishing and the Fermi level
shall be close to midgap, a scenario frequently encountered in amorphous semiconductors.
The inclusion of donor atoms adds electrons and positively charged ions. However, owing
to the non-zero density of states in the gap, the donor electrons will occupy states close to
the Fermi level instead of the donor states associated with and located at the donor atoms.
Thus, the donor atoms will always be ionized. Furthermore, as the donor atoms and the gap
states occupied by the donor electrons shall not be spatially correlated, immobile positive
and immobile negative charges are randomly distributed over the entire solid. If the solid is
divided into cubes of length L, the average number of positive charges in one cube N+ is
related to the average density of positive charges n+ by
N+ = n+ · L3. (2.51)
As a consequence of Poisson statistics, the fluctuation of this quantity is given by
∆N+ =
√
N+ =
√
n+L3. (2.52)
These fluctuations induce a random electrostatic potential in the neighboring cubes:
∆V =
e2
4pi0st
∆N+
L
=
e2
4pi0st
√
n+L, (2.53)
which diverges with increasing cube size L. Hence, although the solid is still electrically
neutral as a whole, because the average density of positive charges equals the average density
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of negative charges, statistical charge density fluctuations give rise to random potential
fluctuations.
In reality, the divergence is eliminated by the screening of mobile charge carriers (see [76]).
Nevertheless, an in-depth discussion of this problem (see [76, 134]) reveals that fluctuations
of the doping concentration can evoke potential fluctuations. These fluctuations are termed
long-ranged, as the typical length scale of such fluctuations is expected to be of the order of
500Å [76]. This length scale, clearly above the inelastic scattering length, justifies the semi-
classical approach sketched in the following. Note that the fluctuations of the local doping
concentration do not require imperfect sample preparation as they arise simply from the ran-
dom distribution of dopant atoms. Nevertheless, it is pointed out in [131] and [135] that also
density fluctuations, internal strain fields, space charges, hydrogenated dangling bonds, and
structural inhomogeneities can give rise to long-ranged potential fluctuations. Agarwal [136]
argues that “charge centers associated with over- or under-coordinated atoms” evoke long-
ranged potential fluctuations in amorphous phase-change materials such as Ge2Sb2Te5.
The numerical treatment of the long-ranged potential proposed by Overhof and Beyer [131]
starts by dividing the sample into small cubes. It is assumed that extended states at the
mobility-edge dominate the charge transport. Thus, following (2.32), the conductivity and
the thermopower in the ith cube are given by:
σi = σ0 exp
(
−Eσ,i
kBT
)
Si =
kB
e
(
ES,i
kBT
+A
)
. (2.54)
While σ0 and A are assumed to be constant, the activation energies are modulated by the
long-ranged electrostatic potential Vi:
Eσi ≡ ES,i = Eµ − EF + Vi. (2.55)
If the conductance connecting two adjacent cubes i and j reads
g−1ij =
1
2
(
g−1i + g
−1
j
)
, (2.56)
the conductance of the entire sample and, thus, the average conductivity can be determined
by solving Kirchhoff’s equations. It can be readily seen that the introduction of random
Vi leads to a percolation scenario and charge transport will predominately take place in
the more conducting regions. Details on the numerical procedure and the determination of
thermopower and Hall mobility are described in [131,135,137].
Two different methods for constructing the random potential have been implemented. In
the original work of 1981 [131,137], the random potential was created from a random distri-
bution of Coulomb potentials. In the later work of 2000 [135], the potential was generated by
assigning random numbers from a Gaussian distribution to the cubes. Subsequent averaging
over adjacent cubes smoothens the potential and gives rise to spatial correlations. As both
approaches yield qualitatively the same result, only the results of the later study will be
reviewed at this point.
The results presented in [135] are summarized in Figure 2.10. The temperature has been
normalized to the energy δ, which is proportional to the amplitude of the potential fluc-
tuations.7 Moreover, in order to emphasize the consequences of the random potential, not
the parameters themselves but their changes with respect to the situation without random
potential (δ = 0) are shown. Owing to the simplicity of the model, δkBT is indeed a scaling
7Note that δ cannot be identified with ∆V from equation (2.53).
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Figure 2.10.: Impact of long-ranged potential fluctuations on conductivity, thermopower, Q
function, and Hall mobility. The data points were taken from the numerical
studies of Overhof and Schmidtke [135] and the red lines correspond to the
linear approximations given by the relations (2.57). The parameter δ is a
measure of the strength of the potential fluctuations. Note that not the
electrical parameters themselves but their changes evoked by the presence of
the long-ranged potential fluctuations are shown.
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parameter, i.e. doubling δ or halving the temperature has exactly the same effect on the
changes of the transport parameters. Apparently, at low temperatures, the temperature de-
pendences in the four graphs can be approximated by straight lines. Overhof and Schmidtke
state:
ln
σ(δ)
σ(0)
= −0.6 + 0.82 δ
kBT
e
kB
[S(δ)− S(0)] = 1.6− 2.1 δ
kBT
Q(δ)−Q(0) = 1.0− 1.28 δ
kBT
ln
µH(δ)
µH(0)
= 0.07− 0.5 δ
kBT
. (2.57)
In the regime where (2.57) are valid approximations ( δkBT & 1, i.e. sufficiently low tem-
peratures or sufficiently strong fluctuations), one can readily see that the random potential
has no qualitative effect on the temperature dependence of conductivity, i.e. if σ(δ = 0, T )
obeys an Arrhenius law, σ(δ = cst.,T) will still be Arrhenius. The same holds for the
∝ ( 1T + cst.) behavior of the thermopower. However, the corrections (2.57) do affect the
activation energies of conductivity and thermopower in a way that the activation energy
observed for the thermopower is now less than the activation energy observed for the con-
ductivity ⇒ EQ = Eσ − ES > 0.
Moreover, as a consequence of the long-ranged potential, the Hall mobility is thermally
activated. However, as a calculation of the open-circuit voltage arising from the Hall effect
is impeded by numerical instabilities, the Hall mobility was estimated from the short-circuit
current. It is pointed out by Overhof [137] that this procedure might severely underestimate
µH in inhomogeneous samples. Thus, although the calculations reveal that long-ranged
potential fluctuations can give rise to thermally activated Hall mobilities, the quantitative
validity of the Hall mobility calculations is questionable.
In summary, a long-ranged random potential can account for differences between the acti-
vation energies of conductivity and thermopower and for thermally activated Hall mobilities.
2.3.5. Revised standard transport model
The derivation of the standard transport model in section 2.3.1 started by adopting concepts
from the preceding section on metal-insulator transitions (section 2.2). However, “Anderson
localization” and “mobility edge” are zero-temperature concepts, which completely neglect
inelastic processes. Thus, the discussion of the density of states D(E) and the differential
conductivity σ(E) at the mobility edge tacitly employed zero-temperature concepts at ele-
vated temperatures. Inelastic processes were only added to the model in a second step, when
phonon-assisted hopping in the band tails was considered.
The basic idea behind the “revised standard transport model” is that inelastic processes
must be included from the very beginning. Consequently, the revised standard transport
model starts from a Hamiltonian that extends the purely electronic Anderson Hamiltonian
He by two terms accounting for the phonon system Hp and the electron-phonon interactions
Hep:
H = He +Hp +Hep. (2.58)
This approach facilitates a consistent treatment of extended state conduction and hopping
conduction in the very same framework. An in-depth discussion of the mathematical formal-
ism will be skipped as it is beyond the scope of this thesis. The interested reader is referred
to [76,134,138–140].
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Figure 2.11.: Adapted from [76]. The differential conductivity σ(E) as obtained from the
revised standard transport model is depicted. Without loss of generality, the
situation at the conduction-band mobility-edge Eµ is sketched. The energy
has been normalized to the disorder parameterW introduced in the Anderson
model (see section 2.2.3 and Figure 2.2). Also the density of states D(E) is
shown. If inelastic interactions are neglected (Θ = 0), σ(E) drops sharply to
zero on passing the mobility edge. However, if inelastic interactions are taken
into account (Θ > 0), the variation of σ(E) becomes smoother.
The effect of inelastic phonon interactions on the differential conductivity at elevated
temperatures is illustrated in Figure 2.11, where the parameter Θ acts as a dimensionless
temperature. In the absence of inelastic processes (Θ = 0), the differential conductivity
rises sharply at the mobility edge Eµ. Thus, σ(E) follows exactly the behavior that was
assumed in the standard transport model. However, if electron-phonon coupling is switched
on (Θ > 0), the sharp drop of σ(E) at Eµ is smeared out.
This effect can be understood from the following consideration [76]: As discussed in section
2.2.3, the spatial extension of localized states is characterized by the localization length ξ(E),
which is defined by equation (2.20). On approaching the mobility edge from the localized
states, ξ(E) increases monotonically and eventually diverges at Eµ. Thus, at some energy, the
localization length exceeds the finite inelastic-scattering length. In this regime (ξ(E) & Li),
inelastic scattering removes a carrier from a particular localized state, before the carrier can
sense the finite spatial extension of the state. Hence, at least in terms of charge transport, it
makes no difference whether the state is localized or extended. The strict separation between
localized and delocalized states, therefore, becomes meaningless and there is no qualitative
difference between charge transport closely above and charge transport closely below Eµ [76].
In this way, the revised standard transport model avoids the artificial separation between
extended state conduction and hopping conduction that was initially introduced by the
standard transport model (section 2.3.1).
As was stressed in section 2.3.1, the predictions obtained for the conductivity and the
thermopower in the standard transport model rested on the assumption that σ(E) rises
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sharply in the vicinity of Eµ. The smoother σ(E) obtained from the revised standard
transport model, therefore, yields to slightly different predictions. According to [134], the
revised standard transport model leads to the following expressions for the conductivity and
the thermopower:
σ = σ0 exp
(
− Eσ
kBT
)
S = ±kB
e
(
ES
kBT
+A
)
Q = Q0 − EQ
kBT
with Q0 = ln (σ0 · Ωcm) + A ∧ EQ = Eσ − ES. (2.59)
These expressions are formally identical to the expressions obtained from the standard trans-
port model (compare (2.34)). However, the revised standard transport model arrives at
different conclusions regarding the activation energies and the intercepts8:
1. The activation energies of the conductivity and the thermopower must differ by at
least 0.05 eV. According to [76], the model can account for differences of up to 0.1 eV.
EQ = 0.05 .. 0.1 eV
2. The activation energy of the conductivity slightly differs from |Eµ − EF |:
∆Eσ = Eσ − |Eµ − EF | = −0.05 .. + 0.05 eV
3. The heat-of-transport constant is given by
A ' 2 .. 3.
4. The pre-exponential factor is of the same order of magnitude as the minimum metallic
conductivity
σ0 ' σmin ≈ 150 S/cm.
By contrast, the standard transport model predicts
Eσ = ES = |Eµ − EF | (2.60)
for extended state conduction. In the original formulation of the standard transport model,
the application of Mott’s concept of the minimum metallic conductivity already lead to the
conclusion that the pre-exponential factor should be given by σmin. As the concept of the
minimum metallic conductivity is nowadays considered disproved, no statement regarding
the magnitude of σ0 can be obtained from the standard transport model. Against this
background, it is remarkable that the revised standard transport model again arrives at the
conclusion that σ0 cannot become arbitrarily small.
Analog to the standard transport model, the revised standard transport model can be ex-
tended by taking temperature-dependent activation energies into account (see section 2.3.2).
This effect obscures the heat-of-transport constants and pre-exponential factors determined
from experimental data. However, as the Q-function is not affected by such temperature de-
pendences, the predictions with respect to A and σ0 can be verified in terms of Q0. Taking
8The error bars on the obtained results arise from the uncertainties on some of the parameters employed
in the calculations.
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e-
Figure 2.12.: Redrawn and adapted from [92, 141]. A small electron-polaron is depicted.
Owing to the presence of the strongly localized electron, the surrounding
atoms rearrange and form a binding potential for the electron. The entity
consisting of the bound electron and the local atomic displacements is called
“polaron”.
the uncertainties of A and σ0 into account, one arrives at the conclusion that Q0 should be
given by
Q0 = ln (σ0 · Ωcm)︸ ︷︷ ︸
'3 .. 7
+ A︸︷︷︸
'2 .. 3
' 5 .. 10. (2.61)
Indeed, it is pointed out in [134] that Q0 is close to 10.5 in a-Si:H, in a-Ge:H, and in the
chalcogenides. This observation supports the notion that the assumption of a universal σ0
is valid and that variations in the experimentally observed σ0 arise chiefly from temperature
dependent activation energies.
As the revised standard transport model eliminates the strict separation between extended
state conduction and hopping conduction, an extension in terms of the two-channel approach
(section 2.3.3) would be inconsistent. However, the revised standard transport model can
be combined with the concept of long-ranged potential fluctuations (see section 2.3.4) to
account for EQ > 0.1 eV.
2.3.6. Small polaron hopping
According to [141], the concept of “small polarons” was first envisaged by Landau in 1933.
The basic idea is illustrated in Figure 2.12. If an additional strongly localized charge (electron
or hole) is added to a solid, the system will accommodate to the presence of the additional
charge by displacing the adjacent atoms. Displacements of the atoms can only occur if
they are energetically favorable. That, however, implies that separating the charge from
the displacements will cost energy, as the local displacements become unfavorable again
when the charge is removed. As a consequence, there is an attractive potential between
the charge and the displacements. Under certain circumstances, this potential can become
strong enough to bind the charge to the displacements. As the trapping potential originates
from the presence of trapped charge, this process is called “self-trapping” [142, 143]. The
charge and the displacements evoked by its presence then form a quasi-particle, which is
called “polaron”. It pointed out in [142] that localization stimulates the formation of local
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displacements, which in turn promote localization. Hence, self-trapping can become a self-
reinforcing process.
The term “polaron” reflects the fact that the mechanism of self trapping was first conceived
for polar and ionic solids. However, as polarons can also form in non-polar systems such as
covalent systems, the term is misleading [141]. Moreover, a distinction is made between “large
polarons” and “small polarons”. A polaron is considered small if the spatial extent of the
wave function of the charge carrier is smaller than or similar to the interatomic spacing [141].
The following discussion focuses on the case of the small polarons.
The density of small polarons is of the same order of magnitude as the atomic density.
However, the mobility is extremely low ( 1 cm2Vs ) as not only the carrier but also the
corresponding displacements have to be moved. Charge transport occurs by phonon-assisted
hopping (see [141]) and involves a thermally activated mobility [142]
µ ∝ exp
(
− ∆
kBT
)
. (2.62)
Under certain circumstances9, one finds that the activation energy ∆ is one half of the
so-called “polaron energy” Wp, which is the binding energy of the polarons. In order to
study the transport properties of small polarons, both the motion of the carriers and the
motion of the surrounding atoms must be considered. In the so-called “adiabatic regime”,
the wave function of the carrier adapts instantaneously to the motion of the atoms. Thus,
the Born-Oppenheimer approximation is valid [92]. In the adiabatic regime and at high
temperatures10, the conductivity obeys an Arrhenius law
σ = σ0 exp
(
−E + ∆
kBT
)
, (2.63)
where the pre-exponential factor is given by σ0 ' 102 .. 103 Scm and the activation energy
corresponds to the sum of the activation energy of the mobility ∆ and the energy E charac-
terizing the thermal production of charge carriers [92,142,144,145]. The thermopower then
reads
S = ±kB
e
(
E
kBT
+A
)
, (2.64)
where the sign reflects the carrier type and the heat-of-transport constant A is of the order
of 1 to 10 [92]. Note that, as the activation energy of the hopping mobility does not appear
in the thermopower, the activation energy of the conductivity exceeds the activation energy
of the thermopower by ∆ [92].
The Hall effect for small polarons can be anormalous. The Hall mobility is low ( 1 cm2Vs )
and thermally activated
µH = µH,0 exp
(
− EH
kBT
)
, (2.65)
where the activation energy of the Hall mobility is one third the activation energy of the
mobility [92,142]
EH =
1
3
∆. (2.66)
9 If the energies of adjacent sites are equal and if there is no overlap between the polaronic distortions of
adjacent sites. [92]
10The temperature exceeds at least a fraction of the characteristic phonon temperature Θ. In the case of
acoustic phonons, Θ is of the same order of magnitude as the Debye temperature [141].
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As ∆ can be obtained from the activation energies of conductivity and thermopower (∆ =
Eσ − ES), a combination of conductivity, thermopower, and Hall effect measurements was
employed in a number of cases to corroborate the assertion that conduction occurs by small-
polaron hopping [142,144,145].11 According to [43], ∆ is typically between 0.1 and 0.3 eV.
It has been pointed out by Emin that the phenomenon of threshold switching, which
is observed in amorphous phase-change materials, can be explained in terms of the small-
polaron framework. In the following, only the basic idea will be sketched, for an extensive
discussion including a numerical study see [146].
Electrical contact materials (e.g. metals) usually exhibit carrier mobilities much larger
than the mobility of small polarons ( 1 cm2Vs ). If a small-polaron conductor is placed between
two high-mobility leads, the high-mobility carriers collapse into low-mobility small polarons
on entering the polaron conductor. This effect induces a surge in the polaron density in the
polaron conductor, where the polaron density grows with increasing current. However, when
a critical threshold density is exceeded, the polarons start interfering destructively, i.e. the
displacements arising from different polarons offset each other and the polarons eventually
collapse. As a consequence, the carriers turn into free carriers and the conductivity abruptly
increases.
2.3.7. Comparison of the models
As long as the charge transport is clearly dominated by only one type of charge carrier
(either electrons or holes), the standard transport model, the long-ranged potential fluctu-
ations model, the revised standard transport model, and the small-polaron model predict
expressions of the following type for the conductivity and the thermopower:
σ = σ0 exp
(
− Eσ
kBT
)
S =
kB
e
(
ES
kBT
+A
)
Q = Q0 − EQ
kBT
. (2.67)
Thus, plots of lnσ, S, and Q vs. 1/T should yield straight lines. The predictions for the
slopes (Eσ, ES , EQ) and the intercepts (lnσ0, A, andQ0) depend on the particular model. As
pointed out in section 2.3.2, a non-linear temperature dependence of the activation energies
Eσ(T ) and ES(T ) may obscure the behavior of σ(T ) and S(T ) but should not affect Q(T ).
The experimental data are almost never perfectly conform with the predictions of the
standard transport model. The main problems are:
1. Plots of Q(T ) vs. 1/T frequently display curved lines.
2. The activation energy of the conductivity exceeds the activation energy of the ther-
mopower at least slightly.
3. The Hall mobility is often thermally activated although is should be temperature in-
dependent according to Friedman’s ansatz [123].
As these discrepancies between the experimental data and the standard transport model
fueled the development of the two-channel model, the long-ranged fluctuations model, and
the revised standard transport model, it is not surprising that all three extensions can cope
with at least some of the challenges. An attempt to condense the properties of the various
models in a comparative manner is shown in Table 2.1.
11The results obtained by these studies are also included in Table 4.1.
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Table 2.1.: The “standard transport model”, the “two-channel model”, the “long-ranged po-
tential fluctuations model”, the “revised standard transport model”, and the
“small-polaron model” are compared in terms of their abilities to account for
curved Q-functions, dissimilar activation energies of conductivity and ther-
mopower (EQ > 0), and thermally activated Hall mobilities EH > 0. Most
models do not address curved Q-functions. Nevertheless, in some cases (“(no)”),
one might still be able to reproduce this feature by picking unusual model pa-
rameters or modifying the model assumptions. See section 2.3.7 for a detailed
discussion.
Model Curved Q( 1T ) EQ > 0 EH > 0 Comments
Standard no no no
Two-channel yes yes yes largest flexibility; but ambiguous/
inconsistent fit parameters
Fluctuations (no) yes yes EH = 0.39 EQ; but computation of
µH rests on a questionable ansatz
Revised (no) yes no only EQ = 0.05 .. 0.10 eVin addition: Q0 ' 5 .. 10
Small polaron (no) yes yes EH =
1
3EQ and
σ0 ' 102 .. 103 Scm
The two-channel model was historically the first extension to the standard transport model.
It can account for all three points and offers probably the largest flexibility. However, the
addition of a second transport channel roughly doubles the number of free parameters. As
a result, an unambiguous determination of the fit parameters is often impossible. Experi-
mentalists often dealt with this problem by fixing some of the fit parameters to “reasonable
estimates” (see the discussion in section 2.3.3). Nevertheless, the fit parameters obtained
from the model are, according to Overhof [76], often inconsistent (e.g. extremely large
heat-of-transport constants). Moreover, it is implausible that, in almost all cases, just the
temperature range in which the contributions of both channels are significant is experimen-
tally accessible [147]. Finally, in light of the revised standard transport model, the strict
separation between extended state conduction and hopping transport in the vicinity of the
mobility edge appears questionable.
The long-ranged potential-fluctuations model can explain a non-vanishing difference of
the activation energies EQ and a thermally activated Hall mobility. As the numerical proce-
dure employed for estimating the Hall mobility is questionable [137], the prediction for the
Hall mobility is of limited quantitative significance. Nevertheless, according to (2.57), the
activation energy of the Hall mobility EH should be given by
EH =
0.5
1.28
EQ = 0.39EQ ≈ 1
3
EQ, (2.68)
which is extremely close to the prediction of the small-poralon model (compare equation
(2.66)). The long-ranged fluctuations model does not explicitly address the problem of curved
Q functions. However, as can be seen from Figure 2.10, σ(T ), S(T ), and Q(T ) depart from
the low-temperature linear-behaviors given by (2.57) at high temperatures ( δkBT → 0).
The revised standard transport model does not make any statements regarding the Hall
mobility. However, it predicts a limited range for the value of EQ and, in addition, it provides
a clear expectation regarding the numerical value of Q0. Although the model does not aim
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at explaining curved Q-functions, it can be seen from [138] that curved Q-functions can be
produced by choosing more exotic parameters in the course of the computations. As there
is no contradiction in the underlying assumptions, the revised standard transport model can
be combined with the long-ranged fluctuations model to account for EQ > 0.1 eV.
In contrast to the aforementioned models that start from the mobility edge concept, the
small-polaron model assumes that conduction involves the transport of quasi-particles con-
sisting of charge carriers and associated displacements. Consequently, it cannot be combined
with the aforementioned models. It predicts EH ≈ 1/3EQ > 0 and makes a statement re-
garding the magnitude of the pre-exponential factor σ0. One should also keep in mind that
(2.63), (2.64), and (2.65) were derived under conditions such as “adiabatic regime” and “high
temperatures”. Pushing these approximations to their limits will most probably provide the
flexibility to account for curved Q-functions.
Against the background that the long-ranged fluctuations model yields an expression quite
similar to (2.66), one may wonder whether the validity or the invalidity of (2.66) may still
be employed as a strong argument in favor of or against the small-polaron framework. As
was mentioned in section 2.3.4, the numerical treatment leading to (2.66) rests on some
questionable assumptions. Moreover, according to [76], all mobility-edge-based models lack
a “satisfactory” explanation of the sign anomaly in the case of extended state conduction.
Thus, in contrast to the small-polaron framework, which comes with a quite devised Hall-
effect theory, the mobility-edge based models provide a rather insufficient explanation of the
Hall effect [76].
As the derivation of (2.68) is questionable, the validity or the invalidity of (2.68) is rather
insignificant with respect to the long-ranged potential fluctuations model. By contrast, the
validity or the invalidity of (2.66) is a big success or a serious problem for the small-polaron
model. In the present author’s opinion, the validity or the invalidity of (2.66) is, therefore,
still significant with respect to the applicability of the small-polaron model.
Owing to the fact that all models make quite similar predictions, deciding in favor of a
particular model is usually difficult. Some experimentalists explained their data in terms
of the two-channel model (a-Si [148]; a-As-Te-Si [132]; a-Si:B [110]; a-Si:As [149]; a-Si:P
[150, 151]; a-GexSe1−x [152]) while others clearly favored the small-polaron model (As-Te,
a-As-Te-I, and a-As-Te-Ge glasses [145, 153]; a-As2Se3 [154]; a-Ge2Sb2Te5 [144]; a-Sb2Te3
[142]). In a few cases such as As2(S,Se,Te)3 glasses [155], both models were discussed and
no firm conclusion was drawn.
From the literature cited so far, it appears that doped semiconductors were mostly de-
scribed in terms of the mobility-edge framework whereas chalcogenide glasses were often
analyzed in terms of the small-polaron model. Nevertheless, Emin [43] claims that small-
polaron hopping was also demonstrated in transition-metal oxide glasses (e.g. Fe and V),
amorphous semiconductors (a-Si, a-Ge, a-As), and transition metal oxides (MnO, LaMnO3).
According to [144], also the data of one of the pioneering two-channel works (As-Te-Si [132])
should be reinterpreted in terms of the small-polaron model. According to [92], it is generally
accepted that small-polaron conduction is observed in V2O5-P2O5 and FeO-P2O5 glasses.
By contrast, Overhof argues that, in doped semiconductors (such as a-Si) as well as in
chalcogenide glasses, both the two-channel analysis and the small-polaron model are inap-
propriate [147]. He suggests interpreting the corresponding data in terms of the revised
standard transport model and the long-ranged fluctuations model [76].
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Experimental Details
In this chapter, details on the experimental equipment and the experimental procedures are
briefly reviewed. As many techniques have already been presented in preceding PhD theses
written at the I. Institute of Physics, the corresponding discussions are kept as concise as
possible. The Seebeck setup was devised and constructed by Carl Schlockermann [156]
and the present author during the present author’s diploma thesis [157]. However, only
due to efforts in the course of this PhD thesis, a reliable measurement procedure could
be established. As the setup has been operated exclusively by the present author, the
experimental procedure has not been described in preceding PhD theses yet. For these
reasons, the discussion of the Seebeck setup (section 3.5), the instrument which provided the
foundation of the investigation presented in Chapter 4, constitutes the biggest part of this
chapter.
3.1. Sputter deposition
All phase-change films that were analyzed in the course of this thesis were prepared by DC
magnetron sputtering. As the Von Ardenne LS 320S sputter system used for producing the
samples was already detailed in [158], only the most important aspects will be stated in the
following. The sputter system is equipped with one Ø5 cm and two Ø10 cm magnetrons.
While the positions of the magnetrons are fixed, the samples are mounted on a rotating disc-
like sample holder. The rotation of the sample holder enables the simultaneous deposition on
multiple substrates and homogenizes the films in tangential direction. The use of a specially
shaped aperture further enhances the homogeneity.
Unless otherwise stated, the films were produced by sputtering from stoichiometric targets.
The set powers for the depositions of the phase-change films were 25W for the Ø5 cm cathode
and 20W for the Ø10 cm cathodes. All deposition processes started at a background pressure
of 2 · 10−6 mbar or better. During the depositions, the Argon flow was adjusted to 20 sccm
leading to process pressures in the 10−3 mbar range. With these settings, the deposition
rates are typically of the order of 0.13 nm/s [63].
One of the Ø10 cm magnetrons can also be operated in RF mode to add an optional
(ZnS)80-(SiO2)20 capping layer. In the course of the cosputtering investigation discussed
in Chapter 6, the two Ø10 cm magnetrons were operated simultaneously (DC mode). The
corresponding parameters will be presented in section 6.1.
3.2. Crystallization and annealing
Chapter 5 and Chapter 6 discuss the electrical properties of crystalline phase-change films.
Prior to the measurements, the crystallization of the as-deposited amorphous films and
subsequent annealings were carried out in a Lindberg/Blue tube furnace (see for instance [63]
for details). A constant argon flow of 200 sccm through the Ø3 cm tube prevented the
oxidation of the phase-change films. Unless otherwise stated, the set-point was approached
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by a heating rate of 5K/min and a holding time of 30min was chosen. The annealing
temperatures that are given in Chapter 5 and Chapter 6 always refer to the set-points.
Note that a different method of annealing was used for the measurements presented in
Chapter 4. Due to the fact that this chapter addresses solely the properties of the amor-
phous state, the maximum annealing temperatures were low enough for all annealings to be
performed in the Seebeck setup (see section 3.5). The corresponding procedure is outlined
in section 4.1.
3.3. Determination of the optical properties
The optical properties of phase-change thin films can be derived from FT-IR and ellipsometry
measurements. The corresponding spectra were recorded by a Bruker Optics IFS 66 v/S IR-
spectrometer (0.05 .. 1 eV) and a J.A. Woollam 2000-UI ellipsometer (0.7 .. 5.2 eV).
The standard procedure is described in [32] and [159]: An optically-thick layer of aluminum
is deposited on the substrate prior to the deposition of the phase-change material. The
thickness of the phase-change films is typically of the order of '500 .. 1000 nm. The layer of
aluminum acts as a mirror and, thus, decouples the optical measurements from the particular
properties of the substrate. It is obvious that this type of sample precludes transmission
experiments.
An IR-reflectance spectrum (angle of incidence 10 ◦) and ellipsometry spectra (angles be-
tween 65 ◦ and 75 ◦) are then analyzed by use of the SCOUT software1. The SCOUT
software-package allows for simulating the reflectance and transmittance spectra of a model
layer-stack system. The optical properties of the aluminum layer have been determined in
advance (see [159]). As was shown in [32], the dielectric function of phase-change materials in
the IR range can be readily approximated by an ansatz comprised of a constant background,
a Tauc-Lorentz interband transition [160], and a Drude model [161] (free carrier absorption):
(ω) = cst. + Tauc−Lorentz(ω;A,ω0, ωτ , ωg) + Drude(ω;ωp,Γ).︸ ︷︷ ︸
only in the crystalline state
(3.1)
Note that the Drude model is omitted in the case of the amorphous phase. A fit of the
reflectance spectrum and ellipsometry spectra to equation (3.1) then yields the dielectric
function of the phase-change material.
The dielectric functions that will be discussed in Chapter 5 were obtained by applying
exactly the procedure described above. Due to the fact that the optical bandgaps of phase-
change materials are clearly below 1 eV [32,159], the infrared regime is the most interesting
part of the spectrum. Against this background, a weakness of the approach outlined above is
that the infrared regime is only covered by a single FT-IR reflectance spectrum. In addition,
it was demonstrated in the course of this thesis (see [162]) that the gradual buildup of an
oxide layer on top of the phase-change material obscures the ellipsometry data. This aging
effect complicates the analysis of ellipsometry data that were recorded on old samples.
1See W. Theiss Hard- and Software – http://www.wtheiss.com
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For these reasons, an enhanced approach (see [163] for an in-depth discussion) was em-
ployed in the analysis presented in Chapter 6. Instead of combining a single FT-IR reflectance
spectrum with ellipsometry spectra, 5 independent FT-IR spectra but no ellipsometry data
were fitted to equation (3.1):
1. reflection and transmission on a glass substrate
2. reflection and transmission on a double-side-polished silicon substrate
3. reflection on a single-side polished silicon substrate
The fact that the very same dielectric function can excellently reproduce 5 independent
FT-IR spectra underlines the reliability of this method.
As the parameterization of the dielectric function given by equation (3.1) does not take
phonons into account, the optical dielectric constant ∞ (see section 1.3) was determined
from the low-frequency limit of (3.1). The optical bandgap Eg was identified with the energy
at which the absorption coefficient passes 104 cm−1 [32,164]. In the case of crystalline phase-
change materials, the Drude contribution had to be subtracted prior to the determination
of ∞ and Eg.
The two parameters of the Drude contribution [161]
plasma frequency ωp =
√
ne2
0m∗
and damping Γ = τ−1, (3.2)
are linked to the carrier concentration n, the effective mass m∗, and the relaxation time τ .
Hence, the optical conductivity can be calculated from
σ =
e2nτ
m∗
= 0ω
2
pτ. (3.3)
3.4. Impedance spectroscopy on crystalline Ge1Sb2Te4-films
Impedance spectra of crystalline Ge1Sb2Te4-films will be discussed in section 5.8. These
data were collected by a Rohde & Schwarz ZVL3 vector network analyzer (9 kHz .. 3GHz).
The conductivity of crystalline Ge1Sb2Te4-films is roughly 3 orders of magnitude larger
than the conductivity of amorphous phase-change materials. Thus, the capacitor structures
described in [29, 165] cannot be employed as they would feature resistances much smaller
than the contact resistance.
In order to realize more appropriate device resistances, an in-plane geometry was chosen.
The sample design and the sample holder are depicted in Figure 3.1. The width of the active
area is 10mm. The length is defined by the spacing between the two gold electrodes, which
is approximately 5mm. The DC conductivity of the crystalline state under investigation
is in the range of 5 .. 20 S/cm. Hence, a film of 500 nm exhibits an impedance of 500
to 2000Ω, which is sufficiently close to the characteristic impedance of 50Ω. Note that,
as an improvised shadow mask was used for the deposition of the gold electrodes (thermal
evaporation), the distance between the electrodes is less well defined. This circumstance gives
rise to a conductivity error of a few 10 percent but has no impact on frequency dependence
of the conductivity. Considering that solely the latter was of interest, further improvements
would have been without purpose.
The calibration was performed in two steps: First, a standard TOSM2 calibration with
the calibration kit at the two connectors shown in Figure 3.1 was carried out. Second, the
2Thru-Open-Short-Match – see for instance [166].
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Sample Sample holder
Figure 3.1.: Sample and sample holder for impedance spectroscopy measurements on crys-
talline Ge1Sb2Te4-films.
Left: The substrate is a 20×20mm2 glass. The phase-change film
(10×10mm2) is deposited on top of two gold electrodes. The spacing be-
tween the electrodes is approximately 5mm.
Right: The sample is mounted between two SMA connectors.
empty sample holder was attached and a phase correction was added to account for the extra
length in the sample holder. Eventually, the calibration was validated. For this purpose,
a glass substrate equipped with electrodes but without phase-change material and a glass
substrate covered with a gold film shorting both electrodes were measured. While the first
configuration corresponds to an “open”, the latter acts a “short”. As can be seen in Figure 3.2
and Figure 3.3, the spectra are in good agreement with the expectations for ideal “open” and
“short” configurations up to frequencies of about 10MHz.3 The accessible dynamic-ranges
are -30 .. 0 dB in reflection and -50 .. 0 dB in transmission measurements.
3.5. Seebeck setup
The “Seebeck effect” describes an interrelation between temperature gradients and electric
fields [43, 45, 48, 167]. A temperature gradient ∇T in a semiconductor or in a metal evokes
an electric field E, which is proportional to the temperature gradient
E = SM ·∇T. (3.4)
The constant of proportionality SM is called “Seebeck coefficient” or “thermopower” and is
a property, which depends on the sample material M . Hence, as is illustrated in Figure 3.4
(left), a finite temperature difference between the two ends of a sample gives rise to a finite
voltage drop. In the absence of electrical current flow, this voltage drop reads:
UL→R = UR − UL = −
∫ TR
TL
dT · SM(T) ≈ −SM · (TR − TL). (3.5)
However, as also the thermoelectric voltages in the wires W , which are caused by the tem-
perature differences between TL/R and the voltmeter temperature T0, have to be taken into
account, the voltmeter depicted in Figure 3.4 (left) senses
Usense = U0→L + UL→R + UR→0
= (SW − SM )︸ ︷︷ ︸
∆S
· (TR − TL)︸ ︷︷ ︸
∆T
(3.6)
3The wavelength shrinks with increasing frequency. Thus, at frequencies exceeding 10MHz, the geometrical
imperfections of the sample holder become discernible.
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Figure 3.2.: Scattering parameters in the “open” configuration. A glass substrate with
gold contacts but without phase-change material was employed to emulate an
“open”. Up to approximately 10MHz, the measurements are conform with the
expectation for an ideal “open”, i.e. Srefl ≡ 1 ∧ Strans ≡ 0 . Where feasible,
the expected results are indicated by red lines.
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Figure 3.3.: Scattering parameters in the “short” configuration. A glass substrate with gold
contacts shorting both sides was employed. Again, the expectations for an
ideal “short” (Srefl ≡ 0 ∧ Strans ≡ 1) are met up to frequencies of 10MHz.
Where feasible, the expected results are indicated by red lines.
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sample →  SM
V
wires
cold side
TL, UL
hot side
TR, UR
T0
SW
sample →  SM
heat bath heat bath
heat bath
voltage measurement system→ U1→2, U3→4, U2→3, U1→4
1 2 3 4
Cu wire →  SCu constantan wire →  SCon
ΔT
Figure 3.4.: Left: The Seebeck effect gives rise to a thermoelectric voltage-drop between
the hot and the cold side of the sample: TL 6= TR ⇒ UL 6= UR. However, the
voltage sensed by the voltmeter is also affected by thermoelectric voltages in
the wires.
Right: The most typical method for thermopower measurements. The sample
is connected with two heat baths. Two thermocouple junctions are used for
probing the surface temperatures and measuring the thermoelectric voltage-
drop across the sample.
instead of UL→R. As a consequence, the Seebeck effect allows only for determining the
difference of the thermopowers ∆S = (SW − SM ). The individual thermopower of the wire
material SW has to be known to derive the thermopower of the sample SM from ∆S.
3.5.1. Concept of the setup
The concept which is typically employed in thermopower measurements (see for instance
[168–171]) is sketched in Figure 3.4 (right). Two thermocouple junctions are pressed against
the surface of the sample. The voltages between the legs of the thermocouples are then given
by:
U2→3 = (SCu − SM ) ·∆T
U1→4 = (SCon − SM ) ·∆T. (3.7)
Consequently, if the properties of the thermocouples are known, the temperature difference
∆T and the thermopower SM can be obtained just from the voltages U2→3 and U1→4. Due
to the fact that no additional temperature sensors are required, this approach offers a simple
yet accurate way of determining the thermopower.
However, especially if highly resistive samples need to be probed, the combination of tem-
perature measurements and voltage measurements is disadvantageous. The basic problem
arises from the inevitable offset-imperfections of measurement amplifiers. The total input-
offset-voltage of a voltmeter depends on the input offset-voltage U eloff , the input current Ii,
and resistance R of the sample connected to the instrument:
U tot,eloff = U
el
off +R · Ii. (3.8)
The superscript “el” indicates that exclusively electrical contributions to the offset voltage
are considered at this point. Typical operation amplifiers feature input offset-voltages in the
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Figure 3.5.: The core components of the Seebeck setup are shown. The sample, a glass
substrate with 3 phase-change stripes on its surface, is mounted on two copper
blocks. The sample holder can be covered with two heat shields. Only the left-
hand-side heat-shield is visible in the picture. The measurement amplifiers are
located next to the sample. All core components are installed within a vacuum
chamber.
range of 1µV .. 1mV and input currents in the range of 100 fA .. 1 nA (see for instance [172]).
While the first term is clearly dominant in thermocoulpe-based temperature measurements
(R . 1 Ω), the second term prevails if highly resistive samples (R  1 GΩ) are probed.
However, U eloff and Ii cannot be tuned independently because amplifiers featuring lower in-
put currents tend to display larger input offset-voltages and vice versa. Thus, the combina-
tion between thermocouple-based temperature measurements and voltage measurements on
highly resistive samples imposes conflicting electrical requirements on the voltmeter.
For this reason, an approach where the temperature measurement is explicitly separated
from the measurement of the thermoelectric voltage was chosen. The core components are
sketched in Figure 3.5: A sample consisting of a substrate with three stripes of phase-
change material on the surface is mounted on two heat baths (copper blocks). The stripes
of phase-change material are located between two metal contact-pads (see Figure 3.5 and
Figure 3.6). The two outer stripes of phase-change material are connected to voltmeters
whereas the inner stripe is attached to an ohmmeter. Contact needles, which are soldered
on boards, and copper wires (legs from type-T thermocouples) are used for the connections
between the measurement electronics and the sample. The temperatures of the heat baths
are monitored by AD590-M temperature transducers located in the copper blocks. A stack-
like arrangement of Peltier elements allows for varying the average sample temperature
T :=
TL + TR
2
(3.9)
between -60 ◦C and +120 ◦C. The temperature difference between the two ends of the sample
∆T := TR − TL (3.10)
can be freely adjusted in the range between -10 ◦C and +10 ◦C. The interested reader
is referred to [157] for a detailed description of the Peltier subsystem. In addition, all
components depicted in Figure 3.5 are installed in a vacuum chamber to prevent oxidation
and icing.
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Figure 3.6.: Drawings of the two sample geometries used in the course of this thesis are
shown. On the right-hand side, the stacking sequence of the different layers
is sketched. The metal contacts (gold & chromium) were prepared by ther-
mal evaporation whereas the phase-change material was produced by sputter
deposition. In some cases, the phase-change material was sealed by a sputter
deposited layer of (ZnS)80-(SiO2)20.
Due to the fact that the temperature measurements are completely separated from the
voltage measurements, the voltmeters can be optimized exclusively with respect to the re-
quirements of highly resisitive thin film samples. The precision and long-term stability of
the Peltier-element-based temperature control facilitates long integration times, which are
necessary to overcome thermal noise. Moreover, the measurement amplifiers were installed
in direct proximity of the sample. Consequently, the cable lengths are much shorter than in
cryostat-based solutions. Installing the amplifiers within the vacuum chamber comes with
the additional benefit of electromagnetic shielding from external sources.
The two sample designs employed in the course of this thesis are sketched in Figure 3.6.
Metal contact-pads and stripes of phase-change material were deposited on the surfaces of
cleaned glass substrates (either 76×26×1mm3-sized microscope slides or 75×25×1.1mm3-
sized Corning 1737 slides). The contact pads consisted of a 5 nm chromium adhesion-layer
and a 100 nm layer of gold; both layers were produced by thermal evaporation. Subsequently,
the phase-change material and, in some cases, an optional capping layer of (ZnS)80-(SiO2)20
were added by sputter deposition. Note that contact pads made of sputtered chromium were
used in the initial test measurements presented in [157].
In all measurements performed on amorphous phase-change materials, the two ther-
mopower stripes on a substrate always yielded exactly the same result. However, in the
crystalline state, which can only be obtained by annealing the samples in the tube furnace,
the electrical properties of the two stripes sometimes differed slightly. By rotating the sam-
ples in the sample holder, it was verified that these minor variations are not an artifact
of the electrical measurements but arise, indeed, from sample inhomogeneities, which were
probably introduced during the annealing in the furnace. Owing to the smaller size of the
active area, the 20mm-geometry may be advantageous with respect to such inhomogeneities
originating from the sample preparation process.
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3.5.2. Finalization and calibration
Although first test measurements were already carried out at the very end of the present
author’s diploma thesis [157], the test and calibration efforts conducted in the course of this
PhD thesis revealed that the measurement error in the original configuration was probably of
the order of 10%. In particular, the very large timespans required for the equilibration after
temperature changes and the fact that the results obtained for the thermopower depended
on the background pressure in the vacuum chamber hinted at insufficient thermal contact
between the copper blocks (heat baths) and the substrate. The following modifications were
implemented to cope with these issues:
1. In order to improve the thermal contact, the type of the thermal interface pads, which
are located between the copper blocks and the substrate, was changed. The Sil-Pad
800 interface pads were replaced Gap Pad 3000S30 pads (thickness 0.5mm, Bergquist
company). The Gap Pad 3000S30 pads are thicker and softer than the former ones and
they are soaked with a silicone-based oil. Therefore, they facilitate excellent thermal
contact even if the contact pressure is low and the surfaces are not perfectly parallel.
2. The material of the metal contact-pads on the substrate (see Figure 3.6) was changed
from sputtered chromium to evaporated gold. The thermopowers of gold and copper
differ by less than 0.15 µVK in the entire range of measurement temperatures accessible
with the Seebeck setup [173,174]. By matching the thermopowers of the copper cables
and the contact pads, the thermopower in the entire wiring system (copper cables,
contact boards, contact pads) becomes homogeneous and the thermoelectric junctions
between the phase-change material and the wiring (see Figure 3.6) become well-defined.
3. The substrate was changed from microscope slides (soda-lime glass) to Corning 1737
glass slides. It turned out that galvanic reactions through the silicone-oil-based inter-
face pads give rise to voltage buildups between the electrically-grounded copper blocks
and the bottom side of the glass substrate. Owing to the ionic conduction in micro-
scope slides, this electrical potential induces leakage currents of the order of a few
nA, which obscure measurements on highly resistive samples. Due to the lower metal
content, the resistivity of Corning-1737 glass-slides exceeds that of microscope slides
by several decades, which is sufficient for eliminating the leakage currents.
4. For the purpose of blocking thermal radiation, a heat shield (see Figure 3.5), which
covers the sample holder, was tested. As the presence or the absence of the heat shield
has no effect on the experimental results, it can be concluded that the effects of thermal
radiation must be negligible.
The nearly instantaneous equilibration after temperature changes and the fact that the
results no longer depended on the background pressure (see also section 3.5.3) indicated
that the exchange of the interface pads had lead to substantial improvements of the thermal
contact. Nevertheless, calibration experiments were required for verifying that the substrate
temperatures really equal the temperatures of the underlying copper blocks.
Accurately probing the temperature on the surface of a glass substrate is by no means
trivial. Owing to the extraordinarily low thermal conductivity of glass ≈1 WmK [177], the heat
flow through the cables of a temperature sensor often induces a significant distortion of the
surface temperature in the vicinity of the sensor. This issue especially precludes the use of
Pt100 sensors, which need to be connected by four cables. For this reason, unsheathed fine
gage thermocouples with a wire thickness of 0.075mm (type K, model number CHAL-003,
produced by OMEGA Engineering) were employed.
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Figure 3.7.: A test sample, which can be used for verifying the temperature difference on the
surface of the substrate (Corning 1737), and the corresponding experimental
results are shown. The two legs of a type-K fine-wire thermocouple (CHAL-
003, OMEGA Engineering) substitute the stripes of phase-change material
(compare Figure 3.6). As can be seen from the graph, the temperature error,
which corresponds to the difference between the experimental results and the
type-K-thermocouple reference-data (from [175, 176]), is less than 1% in the
entire temperature range.
In a first test, two thermocouple junctions were attached to the substrate by a special high-
temperature cement (OMEGABOND 400 ). Measurements performed at ambient pressure
between 10 ◦C and 30 ◦C demonstrated that the substrate temperatures and the copper block
temperatures differ by less than 1%. However, due to the fact that the thermocouples were
directly connected to a multimeter, the lid of the vacuum chamber had to remain open
during these experiments.
In order to validate the surface temperatures in a wider temperature range and under
vacuum conditions, the test sample sketched in Figure 3.7 was fabricated. Instead of phase-
change films, two legs (1 × chromel, 1 × alumel) of the already mentioned thin-wire ther-
mocouples were connected to the gold contact-pads on a substrate. The thermocouple wires
were again fixed with cement to ensure good thermal contact and the electrical connections
between the contact pads and the wires were supported by the usage of silver paint. In
this configuration, the two thermopower channels of the Seebeck setup probe the following
differences
∆S1 = SCu − Schromel
∆S2 = SCu − Salumel, (3.11)
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Figure 3.8.: A gold reference-sample, which can be used for testing the thermoelectric
properties of the wiring system, and the corresponding experimental results
are shown. According to literature data [173, 174], the thermopowers of gold
(sample) and copper (wiring system) differ by less than 0.15 µVK . Thus, the
measurement clearly demonstrates that the wiring system, indeed, behaves like
ideal copper wires.
where SCu is the thermopower of the copper cables. Hence, the difference of the measured
quantities
∆S2 −∆S1 = Schromel − Salumel (3.12)
corresponds to the thermopower of type-K thermocouples, a quantity precisely known from
reference tables (see for instance [175,176]). Figure 3.7 presents the results of a typical test
measurement. The excellent agreement between the experimental data and the reference
data confirms that the surface temperatures and the copper-block temperatures differ by
less than 1% in the entire range of measurement temperatures.
Equation (3.6) already revealed that, as only the difference ∆S = (SW − SM ) can be
probed, the thermopower of the sample material SM can only be determined if the ther-
mopower of the wire material SW is well defined. Any ambiguity SerrW in SW leads to an
offset error:
SM︸︷︷︸
result
= (SW ± SerrW )︸ ︷︷ ︸
assumption
− ∆S︸︷︷︸
measurement
. (3.13)
For the most part, copper wires are used for the electrical connections (W = Cu). However,
the entire wiring system also includes the boards shown in Figure 3.5, the contact needles,
and the gold metal-pads on the substrate. Thus, the assumption that the entire wiring
system behaves as if it was made of ideal copper wires needs to be tested. This test was
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Figure 3.9.: Left: A sweep of the temperature difference ∆T is shown. The quantities
∆S and Uoff can be determined by fitting equation (3.15) to the data. Note
that, despite the fact that the resistance of the sample (a-GeTe @ -40 ◦C) was
of the order of 80GΩ, it is hardly possible to detect any noise in the voltage
measurement. At each value of ∆T (0, ±3K), 8000 data points are shown.
Right: The thermopower of pure copper is of the order of 2 µVK . The data
have been taken from [173,174].
carried out by probing the thermopower of the gold reference-sample sketched in Figure 3.8.
The sample is an ordinary 20mm-geometry sample, where not only the contact pads but
also the sample material is made of thermally evaporated gold (M = Au). According to
equation (3.6), the measurements should yield
∆S = SW − SM = SCu − SAu. (3.14)
In the temperature range that is accessible to the Seebeck setup, the thermopowers of pure
copper and pure gold differ by less than 0.15 µVK [173,174]. As can be seen in Figure 3.8, the
experimental result (|∆S| < 0.2 µVK ) is perfectly in line with this expectation. Hence, the
wiring system, indeed, behaves like copper wires and SerrW must be clearly less than 1
µV
K .
In summary, the calibration experiments presented in Figure 3.7 and Figure 3.8 indicate
relative errors less than 1% and absolute errors less than 1 µVK .
3.5.3. Measurement procedure
All thermopower measurements presented in Chapter 4, Chapter 5, and Chapter 6 were
performed under vacuum conditions. Either the sample chamber was flushed with argon gas
for a few times and then evacuated by a diaphragm pump (' 1mbar) or a turbomolecular
pump (' 10−4 .. 10−5 mbar) was used for evacuating the chamber. However, it was verified
that the results do not depend on the background pressure in the entire range between
ambient pressure and 10−5 mbar.
At each measurement temperature, the temperature difference between the two ends of
the sample ∆T was swept between ±5K or between ±3K. The sweep direction was always
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Figure 3.10.: The offset voltages obtained from fitting the Usense vs. ∆T data to equa-
tion (3.15) are presented as function of the sample temperature (left-hand
side) and as function of the sample resistance (right-hand side). The data
correspond to a measurement of amorphous GeTe. As can be expected from
equation (3.8), the input currents govern the offset characteristics at low tem-
peratures/high resistances. The linear fits indicate that the input currents are
approximately +3 fA (channel 1) and -7 fA (channel 2).
reversed, e.g.
−5 K → 0 K → 5 K → 0 K → −5 K,
to verify that drift effects are absent. A typical Usense vs. ∆T measurement is depicted in
Figure 3.9 (left). The parameter ∆S, as defined by equation (3.6), was obtained by fitting
Usense = ∆S ·∆T + Uoff (3.15)
to the data. Following equation (3.6), the thermopower of the sample material SM was then
determined from
SM = SCu −∆S, (3.16)
where the thermopower of the copper wiring was modeled by the literature data presented in
Figure 3.9 (right). Note that, even in the case of crystalline phase-change materials, where
the thermopower is of the order of ' 50 .. 300 µVK , SCu is an almost negligible correction.
The offset parameter Uoff in equation (3.15) includes the electrical offset-contributions
defined by equation (3.8) as well as the offset-error of the temperature sensors. However, if
the resistance of the sample R becomes huge, the offset originating from the input current
clearly dominates (compare equation (3.8)). This effect is illustrated in Figure 3.10, where
it is used for characterizing the input currents of both thermopower measurement-channels.
The extremely low values of 3 fA and -7 fA, which could only be achieved by separating the
temperature measurements from the voltage measurements and optimizing the measurement
electronics exclusively with respect to the high resistance of the samples, facilitate reliable
measurements up to sample resistances of a few hundred GΩs.
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As the ohmmeter (center stripe) is only suitable for highly-resistive amorphous phase-
change materials, an 34410A digital-multimeter from Agilent Technologies was connected
to the center stripe in the measurements of crystalline phase-change materials presented
in Chapter 5 and Chapter 6. Due to the fact that the digital multimeter can be switched
between resistance mode and voltage mode, this configuration allows for simultaneously ob-
taining the resistance and the thermopower of the very same stripe of phase-change material.
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Charge transport in amorphous
phase-change materials
Explaining the phenomena of threshold switching and resistance drift (see section 1.4) would
be of great value with respect to the application of phase-change materials in electrical
random-access memories. As these phenomena manifest themselves in changes in the elec-
trical conductivity, all efforts of explaining them are impeded by the fact that not even the
charge transport mechanism is properly understood.
Despite the fact that the mobility-edge picture and the small-polaron framework are abso-
lutely incompatible (see section 2.3.7), both concepts have already been applied to amorphous
phase-change materials. However, if one of these transport mechanisms can be excluded, all
models that are based on this particular framework can be discarded. Thus, the identifica-
tion of the transport mechanism would immediately allow for narrowing down the choice of
potential threshold-switching and resistance-drift models.
It is generally accepted that the combination of conductivity, thermopower, and Hall-effect
experiments is the means of choice for gaining insights into the charge transport mechanisms
of amorphous semiconductors. However, probably due to the extremely unfavorable mea-
surement conditions encountered in amorphous phase-change materials, such experiments
have rarely been performed so far. A survey of literature data is presented in Table 4.1. As
there are almost no data on amorphous phase-change materials, most of the stoichiometries
are only remotely related to phase-change materials, i.e. they are also based on elements
from the groups IV, V, and VI or they are isoelectronic to main constituents of phase-change
materials such as for instance Sb2Te3. In fact, only Ge2Sb2Te5 and some of the GeSbTe alloys
analyzed by Bapanayya et al. are actual phase-change materials.
Apparently, quite different conclusions regarding the transport mechanism have been
drawn for the systems listed in the table. Hence, drawing conclusions by analogy is ob-
viously not possible. The three studies performed on Ge2Sb2Te5 (Baily et al., Kato et al.,
and Bapanayya et al.) agree only in that the thermopower, as in almost all chalcogenide
glasses, is positive. As can be seen from the different values of ES , the data on the activation
energy of thermopower are conflicting. With an extremely low heat-of-transport constant of
A = −30 and a huge activation energy of the thermopower of ES = 1 eV, which even exceeds
the activation energy of the conductivity, the results of Baily et al. are difficult to explain
in any model. Therefore, Baily et al. claim that both electrons and holes contribute to the
charge transport but they omit proposing a quantitative model which can reproduce their
data. Moreover, they suggest that the formation of small polarons might also be relevant in
Ge2Sb2Te5.
Bapanayya et al. obtain large differences between the activation energies of conductivity
and thermopower. They explain the large values of EQ in terms of the long-ranged potential
fluctuations model. Their values of EQ, however, are of the same order of magnitude as
those observed in the As-Te glasses by Emin et al. and Seager et al. (EQ '0.2 eV). (The
same holds for the results of Kato et al.) Partly for the reason that the activation energy of
the Hall mobility is roughly one third of EQ (see equation (2.66)), Emin et al. and Seager et
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al. suggested that the conduction in As-Te glasses is governed by small-polaron hopping. As
Bapanayya et al. do not present any Hall data, one may wonder whether the same argument
applies to the GeSbTe systems as well.
The data of Baily et al. and the data of Bapanayya et al. are depicted in Figure 4.1.
Probably owing to the high resistance of the phase-change thin-films, both groups collected
noisy data. Besides that, even the investigation of Bapanayya et al. is limited to only a
few stoichiometries, which are closely related. As the electrical properties of amorphous
semiconductors depend on details of the sample preparation (or at least on the preparation
technique: melt quenching, evaporation, sputter deposition), one may wonder to what degree
differences in the sample preparation can account for the conflicting results obtained by the
different groups. Against this background, an investigation covering a large and representa-
tive compilation of phase-change materials (stoichiometries), where all samples are prepared
under exactly the same conditions and probed by suitable measurement equipment, appears
highly desirable.
The shortcomings of the existing investigations motivated the temperature-dependent con-
ductivity, thermopower, and Hall-effect measurements that will be presented in the follow-
ing sections. The present author recorded the conductivity and the thermopower data by
using the Seebeck setup (section 3.5). The Hall-effect data were collected by Matthias
Kaes and Hanno Volker, who employed a custom-built AC-Hall setup, which is detailed
in [111, 156, 184, 185]. As both setups have been designed to meet the challenges of prob-
ing amorphous phase-change materials, reliable data on highly-resisitive thin-films were ob-
tained. Moreover, due to the fact that a large number of sputter targets was available at
the I. Institute of Physics, a quite comprehensive compilation of phase-change materials was
studied. The stoichiometries that were investigated include Ge15Sb85, Ge15Te851 as well as
the GeTe-Sb2Te3 systems, the GeTe-SnTe systems, and the Sb2Te systems. As was already
mentioned, most of these stoichiometries have not been analyzed before.
All samples were produced by DC magnetron sputtering, the technique of choice for de-
positing phase-change materials [18]. The film thickness varied in the range between 80 nm
and 2 µm. Some films were prepared in the 20mm-geometry while others were prepared in
the 50mm-geometry (compare Figure 3.6). In some cases, a (ZnS)80-(SiO2)20 capping layer
was deposited on top of the film of phase-change material. However, it was explicitly verified
for Ge1Sb2Te4 that neither the presence of capping layers nor the sample geometry (20 vs.
50mm) has an impact on the conductivity and thermopower results. Since the same settings
were employed in all depositions, comparisons between different alloys are not complicated
by variations in the deposition process. Owing to the excellent comparability and due to the
fact that the investigation covers almost all2 relevant families of phase-change materials (see
Figure 1.2), generic patterns, which have not been recognized so far, could be identified.
The following discussion starts with the data obtained for Ge2Sb2Te5. First, the effects of
annealing and resistance drift on conductivity and thermopower will be addressed (section
4.1). Then, the measurements carried out in the course of this thesis will be compared with
the existing literature data (section 4.2). Subsequently, conductivity and thermopower data
on the other p-type phase-change alloys will be analyzed in order to identify generic patterns
(section 4.3). The applicability of the charge-transport models introduced in section 2.3 will
be discussed in sections 4.4 to 4.7. After the discussion of the p-type alloys, the special
case of Ge15Sb85, the only n-type material in the field, will be examined (section 4.8).
Finally, the main conclusions on charge transport in amorphous phase-change materials will
be summarized in section 4.9.
1Note that, owing to the slow crystallization, Ge15Te85 does not qualify as phase-change material [13].
Nevertheless, it was recently pointed out that a-Ge15Te85 could be employed as selector [186].
2Only the class formed by In3SbTe2 was not examined.
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Figure 4.1.: Literature data on amorphous phase-change materials. The topmost graph
(reprinted from [144]) displays the thermopower data on Ge2Sb2Te5 which were
collected by Baily et al. The three plots below (reprinted from [183]) present
conductivities, thermopowers and Q-functions as obtained by Bapanayya et
al. Owing to the challenging measurement conditions, the thermopower data
of both groups are noisy. For the purpose of comparison, the straight-line fit
obtained by Bapanayya et al. for Ge2Sb2Te5 has been added to the graph of
Baily et al. (red line). Despite the fact that both groups have studied the
same composition (Ge2Sb2Te5), the thermopower data of Bapanayya et al. are
obviously not fully in line with the data of Baily et al.
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4.1. Annealing and resistance drift
As a consequence of the resistance-drift phenomenon, the electrical resistivity of as-prepared
amorphous phase-change materials increases slowly when the films are stored at ambient
temperature. At elevated temperatures, the effect of resistance drift proceeds much more
rapidly. Thus, when temperature dependent measurements covering temperatures above
room temperature are performed, the impact of resistance drift must be considered. As
recording a single thermopower data-point takes about 50 min, special care has to be taken
to ensure that the data acquisition is well separated from drift effects. For this reason, the
following probing-annealing procedure was applied:
1. Measurement of σ(T ) and S(T ) below ambient temperature, i.e. T ≤ T0 ≈ 300 K.
This first measurement probes the “as-prepared” or “as-deposited” state of the sample.
2. Annealing at T1 > T0 for at least three hours
3. Measurement of σ(T ) and S(T ) at T ≤ T1
4. Annealing at T2 > T1 for at least three hours
5. Measurement of σ(T ) and S(T ) at T ≤ T2
6. ...
The idea behind annealing the sample at a temperature Ti is to separate the relaxation pro-
cesses from the data acquisition by triggering the bulk of the relaxation processes thermally
accessible at Ti prior to the measurements. In addition, when the temperature dependences
of σ(T ) and S(T ) were probed, the direction of the temperature sweep was always chosen
such that the high-temperature data were collected first. The thermally-activated relaxation
processes dramatically slow down with decreasing temperature. Thus, even if minor changes
of the electrical properties had occurred during the acquisition of the high-temperature data,
such changes would not have obscured the temperature dependences of σ(T ) and S(T ), which
were always recorded on lowering the sample temperature. The data that will be presented
are, therefore, not mixed up with irreversible changes caused by relaxation and drift effects
but reflect exclusively the reversible temperature dependences of σ(T ) and S(T ).
Figure 4.2 illustrates the typical effects of annealing and resistance drift on the conductivity
and on the thermopower by the example of amorphous Ge2Sb2Te5. Following the annealing-
probing sequence outlined above, the sample was first probed in the as-deposited state.
Prior to the measurements denoted by 80 ◦C and 120 ◦C, the sample was annealed at the
corresponding temperatures for three hours. While the conductivity decreases on annealing,
the thermopower increases slightly. Apparently, in this particular case, the most pronounced
changes occurred during the first annealing at 80 ◦C.
The data have been fitted to the relations (2.67). As discussed in section 2.3.7, all models,
except for the two-channel model, lead to relations of type (2.67), i.e. the conductivity follows
an Arrhenius law while the thermopower and the Q-function obey ∝ 1/T + cst. behaviors.
Note that, owing to their universality, the expressions given by (2.67) will be the basis of
a large part of the discussions in this chapter. As the data do not follow straight lines in
the entire temperature range, each data set was approximated by a high-temperature and a
low-temperature fit. The fit parameters are presented in Table 4.2. Apparently, annealing
tends to increase the activation energies of conductivity and thermopower. It turns out that
these observations can be generalized to other phase-change alloys, i.e. the decrease in the
conductivity on annealing is usually accompanied by an increase in the thermopower and an
increase in the activation energies of conductivity and thermopower. The annealing data on
the other alloys are presented in section A.1 of the appendix.
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Figure 4.2.: Conductivity, thermopower, and Q-function as functions of sample temperature
for amorphous Ge2Sb2Te5. The color code refers to the annealing temperature,
where “as-dep.” denotes the measurement prior to any annealing. The straight
lines correspond to fits according to (2.67). The fit parameters are listed in
Table 4.2.
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Figure 4.3.: Time-resolved resistance-drift experiments on amorphous Ge2Sb2Te5. The
green lines indicate the best fits according to equation (1.3). While the power-
law behavior fits well at 80 ◦C (top), it fails to describe the data recorded at
120 ◦C (bottom).
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Table 4.2.: The fit parameters obtained from fitting the conductivity and the thermopower
data on Ge2Sb2Te5 (Figure 4.2) to the relations (2.67) are presented. The
color code indicates whether the parameters refer to the high-temperature or to
the low-temperature regime (red/blue). In addition, the last column states the
conductivity at room temperature (300K).
Slopes Intercepts
State Eσ ES EQ σ0 A Q0 σ300K
(eV) (eV) (eV) (S/cm) (S/cm)
as-dep. 0.37 0.34 0.03 1.5 · 103 -2.6 4.7 9.0 · 10−4
0.35 0.27 0.08 6.0 · 102 0.2 6.6
80 ◦C 0.39 0.38 0.02 2.2 · 103 -3.8 3.9 5.6 · 10−4
0.36 0.29 0.07 5.9 · 102 -0.4 6.0
120 ◦C 0.40 0.39 0.01 2.7 · 103 -4.2 3.7 5.0 · 10−4
0.36 0.29 0.07 5.8 · 102 -0.0 6.3
Due to its precise temperature control, the Seebeck setup is also well-suited for the common
time-resolved resistance-drift experiment that was already introduced in Figure 1.7 (ρ vs. t
at a fixed temperature). Indeed, the Seebeck setup was successfully employed for transient
resistance-drift measurements on a-GexTe1−x films, which are detailed in the Bachelor thesis
of Andreas Olk [187] and in the PhD thesis of Jennifer Luckas [188]. Data of this type were
also collected in the course of the probing-annealing sequences mentioned above.
Figure 4.3 exemplifies the time-resolved resistance-drift data which were recorded during
the annealings of the Ge2Sb2Te5 sample. Apparently, the empiric law given by equation
(1.3) holds for the drift process at 80 ◦C (Figure 4.3 (top)) but fails at 120 ◦C (Figure 4.3
(bottom)). Time-resolved resistance-drift data on more phase-change materials are shown in
section A.2 in the appendix. It appears that the behavior observed in Figure 4.3 (bottom)
is not a unique feature of Ge2Sb2Te5. There are several other cases (for instance Ge1Sb2Te4
and Ge15Te85) where clear deviations from the power-law behavior are discernible.
At this point, an in-depth discussion of the time-resolved drift data will be omitted because
these data are only a byproduct of the probing-annealing sequences3. As a consequence of
the fact that the choice of the annealing parameters was driven by the intention of enlarging
the temperature range utilizable for temperature-dependent conductivity and thermopower
measurements, the selected parameters are not optimally suited for systematically studying
the resistance-drift. For this purpose, selecting exactly the same annealing temperature for all
alloys (e.g. 50 ◦C) and increasing the holding would have been advantageous. Nevertheless,
the data in the appendix, though only a byproduct of the probing-annealing sequences,
are an excellent starting point for a measurement campaign focusing more rigorously on
time-resolved drift-experiments.
4.2. Comparison with literature data
At this point a comparison with the sparse literature data on amorphous phase-change mate-
rials, which are summarized in Table 4.1, immediately suggests itself. From the comparison
between Figure 4.2 and Figure 4.1, it is evident that the literature data are noisier than the
data obtained in the course of this thesis. Note that both figures show measurements on
3As the software routine for logging time-resolved data during the annealings was added in the course
of the measurement campaign, no time-resolved data have been recorded for those materials that were
investigated at the very beginning.
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the same composition: Ge2Sb2Te5. In addition, the measurements carried out in the course
of this thesis extend over a much wider temperature range. In fact, as Baily et al. probed
only at temperatures below room temperature and as Bapanayya et al. focused exclusively
on temperatures above room temperature, the measurements carried out in the course of
this thesis extend over the union of the temperatures ranges probed by Bapanayya et al. and
Baily et al. One may wonder whether the fact that Bapanayya et al. were able to fit their
data to straight lines in the entire temperature range is just a consequence of the narrow
temperature window and the high noise-level.
Nevertheless, the fit parameters listed in Table 4.2 can be compared to the literature values
presented in Table 4.1. Given the fact that the existing literature data on Ge2Sb2Te5 are
already conflicting, it is not surprising that the results obtained in the course of this thesis
are again different. Because of the large uncertainties of the numbers reported by Baily et al.,
any further discussion of these data will be skipped. Compared to the results of Bapanayya
et al. and Kato et al., the measurements performed in the course of this thesis indicate
smaller activation energies of the conductivity Eσ and, at the same time, larger activation
energies of the thermopower ES . As a consequence, the differences of the activation energies
EQ are significantly smaller than those stated by Bapanayya et al. and by Kato et al. While
Bapanayya et al., who have only probed the high-temperature regime of some GeSbTe alloys,
find EQ & 0.14 eV (compare Table 4.1), the measurements carried out in the course of this
thesis yield EQ ≈ 0 in the same temperature range and EQ ' 0.10 eV at low temperatures
(see Table 4.2).
Despite the poor data quality of some studies, the discrepancies between the results
obtained by the different groups are probably not just the consequence of incorrect mea-
surements but are evidence of the sensitivity of the electrical properties to details of the
sample fabrication. As the conductivity and its activation energy, in contrast to the ther-
mopower, can be readily determined by quite simple experimental means, it is unlikely that
the measurements of Eσ are incorrect. However, Bapanayya et al. and Kato et al. report
Eσ = 0.45 .. 0.49 eV for Ge2Sb2Te5, while the measurements performed in the course of
this thesis yield Eσ = 0.36 .. 0.40 eV. This observation clearly supports the notion that the
sample fabrication has a profound impact on the electrical properties. Note that the values
of Eσ presented in Table 4.2 are perfectly in line with other data on samples produced by
sputter deposition in Aachen (see for instance [39,189]). Hence, preparing samples with the
same technique yields reproducible results.
Apart from Ge2Sb2Te5, Ge1Sb2Te4 is the only phase-change material investigated by Ba-
panayya et al. which was also studied in the course of this thesis. At this point, a detailed
discussion of Ge1Sb2Te4 will be skipped, as a comparison between the Ge1Sb2Te4 data of
Bapanayya et al. and the Ge1Sb2Te4 data that will be presented in the following sections
leads to essentially the same results as the comparison of the Ge2Sb2Te5 data sets.
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4.3. Generic behavior
The measurements performed in the as-deposited states yielded qualitatively the same results
as those carried out after the annealings at elevated temperatures. However, because of the
smaller temperature range, the as-deposited-state data are less informative. For this reason,
only the conductivity and the thermopower data that were recorded after the last annealing
steps of the probing-annealing sequences will be discussed in the following. Nevertheless, as
was already mentioned, all data including the measurements performed in the as-deposited
and in the intermediate annealing-states are presented in section A.1 of the appendix.
The data obtained for the p-type materials after annealing at the highest temperatures
are depicted in Figure 4.4 and Figure 4.5. Equal y-axis scalings have been chosen in both
figures to facilitate the comparison between the different materials. Figure 4.4 presents the
data on the pseudo-binary GeTe-Sb2Te3 and the pseudo-binary GeTe-SnTe systems. As the
crystallization temperature decreases on moving towards Sb2Te3 in the GeTe-Sb2Te3 system,
Sb2Te3-rich compositions, such as Ge1Sb4Te74 and Sb2Te3 [19], are crystalline-as-deposited.
The same holds for the SnTe-rich GeTe-SnTe systems [20].
The discussion of the Ge2Sb2Te5 data in the previous section already revealed that straight
lines do not fit the conductivity and the thermopower data on Ge2Sb2Te5 in the entire
temperature range. The same problem occurs for all other alloys from the pseudo-binary
GeTe-Sb2Te3 system. While the conductivity and the thermopower plots display only a very
weak and smooth curvature, the Q-functions clearly level out at high temperatures. Although
neither the conductivity data nor the thermopower data follow systematic stoichiometric
trends in the pseudo-binary GeTe-Sb2Te3 system, the Q-function decreases monotonically
on moving from Ge1Sb2Te4 to GeTe. It even appears that the position of the kink in the
Q-function shifts towards lower temperatures with increasing Sb2Te3 content. The addition
of SnTe to GeTe induces marked changes. On the one hand, the conductivity increases
drastically: The room-temperature conductivity of Ge2Sn2Te4 exceeds that of GeTe by a
factor of 250. On the other hand, the data on Ge2Sn2Te4 and Ge3Sn1Te4 follow straight
lines in the entire range of measurement temperatures.
As can be seen from Figure 4.5, there are only minor variations between the Sb2Te-based
systems. Compared to the base material, Ag4In3Sb67Te26 and Ge4In3Sb67Te26 display lower
conductivities (factor of 2) and marginally larger thermopowers. Although the Q-functions
of these systems are also bent, the curvature is less pronounced than in the GeTe-Sb2Te3
systems. Ge15Te85 features by far the smallest conductivity and the highest activation energy.
Interestingly, the conductivity and the thermopower can be described by straight-line fits in
the entire temperature range.
In the following discussion, the conductivity and the thermopower data will be linked to
Hall-effect measurements. As was already mentioned, such experiments have been performed
by Hanno Volker and Matthias Kaes (see [111, 185]). So far, temperature dependent Hall-
effect data are only available for two stoichiometries from the GeTe-Sb2Te3 system. The
results are presented in Table 4.4. Given the limited temperature-range accessible with the
Hall setup, the parameterizations of the conductivity data are in reasonable agreement with
the data collected with the Seebeck setup. The Hall mobilities of both alloys display weak
temperature dependences, which can be modeled by Arrhenius behaviors.
The above discussion revealed that there are some cases, such as Ge2Sb2Te5, where the
straight-line fits fail, while there are other cases, such as Ge15Te85 or GemSnnTe4, where the
data obey the straight-line behavior in the entire range of measurement temperatures. In
the following discussion, it will be convenient to classify the compositions based on whether
4Ge1Sb4Te7 seems to be exactly at the boundary between crystalline-as-deposited and amorphous-as-
deposited compositions. Except for the sputterruns studied in [19,63], the sputter deposition of Ge1Sb4Te7
always yielded at least partly crystalline samples (see for instance [190]).
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Table 4.3.: The fit parameters obtained from fitting the conductivity and the thermopower
data on various amorphous phase-change materials (see Figures 4.4 and 4.5) to
the expressions (2.67) are listed. Again, the color code indicates whether the
parameters refer to only high/low-temperature fits (red/blue) or to fits over the
entire range of measurement temperatures (black). The column “state” gives
the maximum annealing temperature prior to the measurements (see section
4.1). For comparison, also values of the optical bandgaps Eg, which were taken
from [19, 20, 159, 187] are shown. The conductivities at room temperature
(300K) are presented in the last column.
Slopes Intercepts
Material State Eg Eσ ES EQ σ0 A Q0 σ300K
(eV) (eV) (eV) (eV) (S/cm) (S/cm)
Ge2Sn2Te4 80 ◦C 0.68 0.24 0.16 0.09 8.3 · 102 1.7 8.4 6.3 · 10−2
Ge3Sn1Te4 100 ◦C 0.75 0.31 0.21 0.10 9.6 · 102 1.1 8.0 6.8 · 10−3
GeTe 120 ◦C 0.78 0.40 0.36 0.04 1.1 · 103 -4.2 2.8 2.5 · 10−4
0.35 0.25 0.11 1.8 · 102 0.3 5.6
Ge8Sb2Te11 120 ◦C 0.81 0.42 0.42 0.00 1.7 · 103 -5.8 1.6 1.4 · 10−4
0.38 0.30 0.09 3.3 · 102 -0.8 5.2
Ge3Sb2Te6 120 ◦C 0.87 0.42 0.42 0.00 2.4 · 103 -5.2 2.6 1.8 · 10−4
0.38 0.31 0.07 4.3 · 102 -0.7 5.4
Ge2Sb2Te5 120 ◦C 0.77 0.40 0.39 0.01 2.7 · 103 -4.2 3.7 5.0 · 10−4
0.36 0.29 0.07 5.8 · 102 -0.0 6.3
Ge1Sb2Te4 100 ◦C 0.78 0.38 0.36 0.02 3.6 · 103 -3.3 4.9 1.7 · 10−3
0.34 0.28 0.07 8.7 · 102 0.2 7.0
Sb2Te 65 ◦C n/a 0.27 0.26 0.01 4.1 · 103 -2.8 5.6 1.0 · 10−1
0.25 0.20 0.05 1.7 · 103 -0.3 7.1
AIST 120 ◦C 0.64 0.30 0.31 -0.01 4.0 · 103 -4.1 4.2 3.6 · 10−2
0.27 0.22 0.05 1.2 · 103 -0.4 6.7
GIST 120 ◦C 0.55 0.29 0.29 0.00 3.5 · 103 -3.2 4.9 5.2 · 10−2
0.25 0.18 0.07 8.2 · 102 1.2 7.9
Ge15Te85 120 ◦C 0.97 0.46 0.35 0.12 2.1 · 103 1.2 9.0 3.3 · 10−5
Table 4.4.: Conductivity and Hall effect data from [111]. The temperature range of the
measurements and the fit parameters obtained from fitting the conductivity
data to (2.67) and the Hall-mobility data to (2.65) are listed. In addition, the
activation energies of the Hall mobility have been calculated from the values of
EQ presented in Table 4.3 by employing the long-ranged potential fluctuations
model (LRPF.) and the small-polaron model (see equations (2.68) and (2.66)).
“HT” and “LT” indicate whether the high-temperature or the low-temperature
values of EQ were assumed in the calculations.
Conductivity Hall Mobility LRPF. Small-Polaron
Material T Range Eσ σ0 EH µH,0 EH(HT) EH(LT) EH(HT) EH(LT)
(K) (eV) ( Scm ) (eV) (
cm2
Vs ) (eV) (eV) (eV) (eV)
Ge2Sb2Te5 290 .. 345 0.40 1.7 · 103 0.05 0.46 0.00 0.03 0.00 0.02
Ge8Sb2Te11 298 .. 329 0.40 9.4 · 102 0.04 0.17 0.00 0.04 0.00 0.03
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Figure 4.4.: Conductivity, thermopower, and Q-function as functions of sample tempera-
ture for various stoichiometries from the pseudo-binary GeTe-Sb2Te3 and the
pseudo-binary GeTe-SnTe systems. The straight lines correspond to fits ac-
cording to (2.67). The corresponding fit parameters are listed in Table 4.3.
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Figure 4.5.: Conductivity, thermopower, and Q-function as functions of sample temperature
for Ge15Te85 and three Sb2Te-based phase-change materials. The straight lines
correspond to fits according to (2.67). The corresponding fit parameters are
again listed in Table 4.3.
75
Chapter 4. Charge transport in amorphous phase-change materials
−0.02 0 0.02 0.04 0.06 0.08 0.1 0.12
−6
−4
−2
0
2
4
A
EQ / eV
 
 
"straight" − all temperatures
"curved" − high temperatures
"curved" − low temperatures
Figure 4.6.: Correlation between the fit parameters EQ and A from Table 4.3. The color
code follows the convention used in Table 4.3, i.e. it indicates whether the
corresponding straight-line fits are limited to either high or low temperatures
or extend over the entire temperature range. It appears that the parameters
obtained from the low-temperature fits of the “curved” materials match those
obtained for the “straight” materials, whereas the high-temperature regime of
the “curved” alloys seems to be special.
the conductivity data and the thermopower data follow the straight-line behavior:
1. class of “curved” materials:
Ge1Sb2Te4, Ge2Sb2Te5, Ge3Sb2Te6, Ge8Sb2Te11, GeTe, Sb2Te, Ag4In3Sb67Te26 (AIST),
and Ge4In3Sb67Te26 (GIST)
2. class of “straight” materials:
Ge3Sn1Te4, Ge2Sn2Te4, and Ge15Te85
Analog to the approach already mentioned in section 4.1, high and low-temperature fits were
performed for “curved” materials, while the “straight” alloys were analyzed by straight-line
fits covering the entire temperature range. The corresponding fit parameters are presented
in Table 4.3. Figure 4.6 illustrates correlations between EQ and A and, thereby, reveals a
quite interesting pattern:
1. “Curved” materials at low temperatures: The activation energy of the conductiv-
ity clearly exceeds the activation energy of the thermopower and the heat-of-transport
constant is close to zero
⇒ EQ ' 0.10 eV ∧ A ' 0.
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2. “Curved” materials at high temperatures: As expected from the flattening of
the Q-function at high temperatures, the activation energies of conductivity and ther-
mopower are roughly equal. Moreover, the heat-of-transport constant is clearly nega-
tive
⇒ EQ ' 0 ∧ A ' −4.
3. “Straight” materials: It appears that the behavior of the “straight” materials resem-
bles the low-temperature behavior of the “curved” materials. Thus, at low tempera-
tures, all alloys show the same pattern. By contrast, the high-temperature regime of
the “curved” materials is clearly different.
The third observation suggests that the “straight” materials and the low-temperature regime
of the “curved” materials can be discussed simultaneously, while the high-temperature regime
of the “curved” materials should be addressed separately.
It is frequently observed that the activation energy of the conductivity is about half the
optical bandgap. Figure 4.7 (top) demonstrates that there is indeed a correlation between
Eg and Eσ. However, the activation energy is usually smaller than 12Eg, where the difference
is of the order of 0.05 .. 0.10 eV. Note that, for the “curved” materials, only those values of
Eσ that were derived from the low-temperature fits are shown.
Moreover, while the room-temperature conductivity varies by four orders of magnitude,
the pre-exponential factors of the conductivity σ0 are always of the order of 102 .. 103 Scm .
Hence, the variation of the room-temperature conductivity originates almost exclusively
from the diversity of the activation energies. This is illustrated in Figure 4.7 (bottom): the
room-temperature conductivity can be estimated just from the knowledge of Eσ.
Based on these preluding considerations, the following sections discuss the applicabilities
of the theoretical frameworks presented in section 2.3.
4.4. Standard transport model and its extensions
According to the standard transport model outlined in section 2.3.1, the non-vanishing differ-
ences between the activation energies of conductivity and thermopower (EQ > 0) which are
observed for the “straight” materials and for the “curved” materials at low temperatures, are
a clear evidence of hopping transport. Following this interpretation, the activation energy
of the carrier mobility is given by ∆ = EQ ' 0.10 eV.
At high temperatures, the “curved” materials display EQ ≈ 0, i.e. the activation energies
of conductivity and thermopower are equal. This behavior can be understood in terms of
extended state conduction at the mobility edge. The negative heat-of-transport constants
then indicate that the activation energies decrease with increasing temperature. A compar-
ison between the normalized temperature coefficients of the optical bandgap ΓEg and the
normalized temperature coefficients of the thermopower ΓES is presented in Table 4.5. The
values of ΓES estimated from the standard transport model (A = 1) exceed the correspond-
ing values of ΓEg by almost a factor of 2. This finding implies that the energetic distance
between Eµ and EF is not a constant faction of the optical bandgap, i.e. condition (2.42) is
invalid.
Moreover, the two-channel model can, at least qualitatively, explain the deviations from
the straight-line behavior which are discernible for the “curved” materials. The two-channel
model presumes that high-temperature charge-transport is governed by extended state con-
duction, which according to the standard transport model demands EQ = 0, and that low-
temperature conduction is facilitated by hopping (EQ > 0). Thus, the two-channel model
attributes the flattening of the Q-function at high-temperatures to the transition from hop-
ping transport to extended state conduction. Of course, fitting the data to the two-channel
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Figure 4.7.: Correlations between the optical bandgap Eg, the activation energy of the
conductivity Eσ, and the room-temperature conductivity σ300 K are shown
for the p-type alloys listed in Table 4.3. In those cases where high and low-
temperature fits were performed (“curved” materials), the values of Eσ ob-
tained from the low-temperature fits were plotted. The literature sources of
the optical bandgaps are presented in the caption of Table 4.3.
Top: The activation energy of the conductivity Eσ is always marginally smaller
than half the optical bandgap Eg.
Bottom: As the pre-exponential factor of the conductivity σ0 depends only
insignificantly on the stoichiometry, it may be approximated by 7.2 · 102 Scm .
Thus, the variation of the room-temperature conductivity (4 orders of magni-
tude) is predominantly caused by the diversity of the activation energies Eσ.
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Table 4.5.: The normalized temperature coefficients of the optical bandgap ΓEg and of the
thermopower activation-energy ΓES are presented (see section 2.3.2 and equa-
tions 2.43). The reference temperature T0 has been set to room temperature
(300K). The normalized temperature coefficient of the ES(T ) has be calculated
according to (2.43), where the values of E0S and A
′ haven been taken from Ta-
ble 4.3. The color code again indicates whether the corresponding numbers
refer to only high-temperatures (red), to only low-temperatures (blue), or to
the entire temperature range (black). The standard transport model predicts
A = 1 whereas the revised standard transport model predicts A ' 2 .. 3 in
the absence of temperature dependent activation energies. Therefore, ΓES was
estimated for A = {1; 2; 3}.
Standard Revised
Material ΓEg(T0) ΓES (T0)
∣∣∣∣
A=1
ΓES (T0)
∣∣∣∣
A=2
ΓES (T0)
∣∣∣∣
A=3
(10−6/K) (10−6/K) (10−6/K) (10−6/K)
Ge2Sn2Te4 -1348 [162] -170 -886
Ge3Sn1Te4 -1283 [162] -415 -1018
GeTe -950 [159] -1987 -711 -1291
Ge2Sb2Te5 -1071 [159] -1753 -723 -1217
Ge1Sb2Te4 -987 [159] -1489 -664 -1162
model is tempting. For this purpose, the following ansatz was chosen:
σext = σ0,ext exp
(
−ES,ext
kBT
)
∧ Sext = kB
e
(
ES,ext
kBT
+Aext
)
σloc = σ0,loc exp
(
−ES,loc + ∆
kBT
)
∧ Sloc = kB
e
(
ES,loc
kBT
+Aloc
)
. (4.1)
As discussed in section 2.3.3, the two-channel model incorporates the notion of a linear
temperature dependence of the activation energies. Assuming that the heat-of-transport
constants in the absence of any temperature dependence are given by Aext = 1 and Aloc ≈ 0
(see section 2.3.2), the temperature dependence of the activation energies can be calculated
from the fit parameters ES and A in (4.1):
ES,ext(T ) = ES,ext + γextT ∧ γext = kB (Aext − 1)
ES,loc(T ) = ES,loc + γlocT ∧ γloc = kB (Aloc − 0) . (4.2)
The main difference from the approach chosen by Nagels et al. is that they assumed γext =
γloc. If all possible parameters in (4.1) (3 parameters for extended state conduction + 4
parameters for hopping conduction) are varied during the fit process, the two-channel model
can provide an excellent parameterization of the data obtained for the GeTe-Sb2Te3 alloys.
However, the fits tend to result in Aext < −6. From equation (4.2), it then follows that
ES,ext(T ) drastically shrinks as the temperature is increased. While ES,ext(T ) corresponds to
the energetic difference between the Fermi level and the mobility edge, ES,loc(T ) corresponds
to the energetic difference between the Fermi level and the localized band-tail states involved
in hopping transport. The basic notion of separating between extended state conduction and
hopping conduction, therefore, requires
ES,ext(T ) > ES,loc(T ), (4.3)
79
Chapter 4. Charge transport in amorphous phase-change materials
i.e. the distance from the Fermi-level to the mobility edge ES,ext(T ) must be larger than the
distance from the Fermi-level to the localized states in the band tail. It turns out that, owing
to the large negative values of Aext, the shrinking of ES,ext(T ) is so strong that condition
(4.3) is violated within the temperature range accessible by the measurements. Hence, the
resulting fit parameters are inconsistent with basic assumptions of the model.
To some degree, the ambiguity of the fit parameters can be exploited to enforce more
appropriate heat-of-transport constants. However, the fit quality rapidly deteriorates on im-
posing Aext  −6. As a consequence, the violation of (4.3) can only barely be avoided within
the range of measurement temperatures. The fit results obtained under these conditions are
presented in section A.3 of the appendix. Note that, owing to the inherent ambiguity, the
numbers obtained for the fit parameters are of little significance. Nevertheless, these fits
demonstrate that sets of fit parameters can be constructed, which do not lead to apparent
inconsistencies and reproduce the experimental data reasonably well. Thus, there is at least
no flagrant contradiction which would allow for rejecting the model.
Parameterizing the data obtained for the Sb2Te-based systems by the two-channel model
is even more difficult. The results are again presented in section A.3 of the appendix. As
can be seen from Figure 4.5, the Q-functions of these systems display a maximum at high
temperatures. This feature, though weak, is incompatible with the two-channel model and
may evoke the problems with modeling the data.
Incorporating the existing Hall-effect data on Ge8Sb2Te11 and Ge2Sb2Te5 into the two-
channel analysis was also attempted. Although it was also possible to generate fit-parameter
sets, which can excellently reproduce conductivity, thermopower, and Hall mobility, all these
parameter sets suffered again from the aforementioned violation of condition (4.3). As enforc-
ing the validity of condition (4.3) immediately resulted in poor fit qualities, no satisfactory
results could be obtained.
As was pointed out in section 2.3.4, finite differences between the activation energies of
conductivity and thermopower (EQ > 0) can also be explained in terms of extended state
conduction if the concept of a long-ranged random potential is incorporated into the standard
transport model. Thus, also the long-ranged potential fluctuations model can account for
the non-vanishing EQ ' 0.1 eV observed for the “straight” materials and for the “curved”
materials at low temperatures. In fact, this is precisely the interpretation Bapanayya et
al. suggest for their conductivity and thermopower data. One should keep in mind, however,
that Bapanayya et al. have only probed the high-temperature regime and obtained values
of EQ much larger than those presented in Table 4.3. From (2.57), the model parameter δ,
a measure of the amplitude of the long-ranged potential, can be estimated for the “straight”
materials and for the “curved” materials at low temperatures:5
δ =
EQ
1.28
' 0.08 eV. (4.4)
As was already mentioned in section 2.3.7, the predictions of the long-ranged potential
fluctuations model also deviate from the straight-line behavior in the limit of small δkBT
(see Figure 2.10). However, the existing numerical data [135] provides only very few data
points in the direct vicinity of δkBT = 0. Nevertheless, it appears that the kink in the Q-
function predicted by the long-ranged potential fluctuations model is too soft to account for
the curved Q-functions of the GeTe-Sb2Te3 alloys and the Sb2Te-based systems.
Moreover, the long-ranged potential fluctuations model predicts a thermally-activated Hall
mobility, where the activation energy EH is proportional to EQ (see equation (2.68)). Un-
fortunately, the comparison is complicated by the fact that only Hall-effect data on composi-
5Note that δ is only provided for reasons of completeness. Unless the actual random potential features
exactly the same spatial correlations as Overhof’s and Schmidtke’s model potential [135], the particular
value of δ is of little significance.
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tions displaying curved Q-functions are available so far. Thus, one can pick either the high-
temperature or the low-temperature EQ for the calculation of EH . The results obtained in
both cases along with the predictions of the small-polaron model, which will also be discussed
in the following, are presented in Table 4.4. If EH is estimated from the high-temperature
numbers of EQ, one finds EH ≈ 0 for Ge2Sb2Te5 and Ge8Sb2Te11, a clear contradiction to
the experimental Hall-effect data. Employing the low-temperature numbers of EQ (see Table
4.3) yields EH = 0.03 eV for Ge2Sb2Te5 and EH = 0.04 eV for Ge8Sb2Te11, which is close
to the actual Hall-mobility activation-energies listed in Table 4.4. However, due to the fact
that the experimental Hall-effect data covers only temperatures above room-temperature,
referring to the high-temperature EQ seems more natural. Against this background, the
Hall-effect data neither supports nor disproves the validity of the long-ranged fluctuations
model.
4.5. Revised standard transport model
The fit parameters obtained for the “straight” materials in the entire temperature range and
for the “curved” materials at low temperatures are perfectly in line with the predictions of the
revised standard transport model introduced in section 2.3.5: As postulated by this model,
the activation energies of conductivity and thermopower differ by at least EQ = 0.05 eV.
Although it was pointed out in [76] that the revised standard transport model can only
account for EQ ≤ 0.10 eV, the values of EQ marginally exceed this threshold in some cases,
such as Ge15Te85 (EQ = 0.12 eV). In principle, the revised standard transport model can
be combined with the long-ranged potential fluctuations model to account for EQ > 0.10 eV
but it is questionable whether the exceedance of the EQ-limit is really significant.
Moreover, the revised standard transport model demands that the intercept of the Q-
function is between 5 and 10. This condition reflects the predictions of the revised standard
transport model in terms of σ0 and A. As can be seen from Table 4.3, the experimentally
obtained numbers of Q0 are in reasonable agreement with this condition. In addition, the
heat-of-transport constant A may be employed for estimating the temperature coefficient
of ES . As the revised standard transport model predicts A ' 2 .. 3 in the absence of
temperature dependent activation energies, the normalized temperature coefficient ΓES has
been estimated for A = 2 and for A = 3. The corresponding numbers are again presented
in Table 4.5. Apparently, the values of ΓES obtained for A = 3 are in good agreement with
ΓEg . This coincidence suggests that the temperature dependence of ES(T ) may originate
from the temperature dependence of the optical bandgap.
As the revised standard transport model can cope with neither curved Q-functions nor
EQ < 0.05 eV, it cannot explain the high-temperature behavior of the “curved” materials.
It also does not make any statements regarding the Hall effect.
4.6. Small-polaron model
According to the small-polaron model (see section 2.3.6), the difference between the acti-
vation energies of conductivity and thermopower is linked to the polaron-binding energy.
Thus, the model can explain the non-zero values of EQ ' 0.10 eV observed for the “straight”
materials and the “curved” materials at low temperatures. As the small-polaron model can-
not deal with the flattening of the Q-function leading to EQ ≈ 0, it cannot account for the
high-temperature regime of the “curved” materials.
Moreover, the small-polaron model predicts heat-of-transport constants and pre-exponential
factors in the range of A ' 1 .. 10 and σ0 ' 102 .. 103 Scm . As can be seen from Table 4.3, the
pre-exponential factors obtained for the “straight” materials and the “curved” materials at
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low temperatures are perfectly in line with this prediction. The same holds for the heat-of-
transport constants of the “straight” materials. The heat-of-transport constants found in the
low-temperature regimes of the “curved” materials tend to be close to zero or even negative.
However, if the formalism outlined in section 2.3.2 is applied to the small-polaron model, the
negative values of A can be explained in terms of weakly temperature-dependent activation
energies.
Another vital statement of the small-polaron model is that the activation energy of the
Hall mobility EH is related to EQ by equation (2.66). The studies proposing small-polaron
hopping in the As-Te systems [145, 153] and in Sb2Te3 [142] draw significant support for
their hypothesis from the validity of this condition. As the relation between EH and EQ
predicted by the small-polaron model (equation (2.66)) is almost identical to the corre-
sponding prediction of the long-ranged potential-fluctuations model (equation (2.68)), the
situation is virtually the same. The corresponding estimates of EH , which have been cal-
culated from the high-temperature and the low-temperature values of EQ are presented
in Table 4.4. Condition (2.66) is only fulfilled, if the values of EH obtained from high-
temperature Hall-effect data are compared to the those numbers of EQ that were obtained
from low-temperature conductivity and thermopower data. As it appears that some sort of
temperature-dependent transition takes place in the two compositions that have been stud-
ied by temperature-dependent Hall-effect measurements, no conclusion can be drawn from
the Hall-effect data, yet.
4.7. Comparison of the models
Given the fact that the predictions of all transport models differ only in details (see the
discussion in section 2.3.7), it is not surprising that all models can at least partly account
for the experimental data. An overview is presented in Table 4.6. Only the standard trans-
port model and its extensions can account for the high-temperature regime of the “curved”
materials (EQ = 0). And only the two-channel can reproduce the experimental conductivity
and thermopower data of the “curved” materials in the entire temperature range.
According to the original formulation of the standard transport model and according
to the two-channel model, extended state conduction is relevant exclusively in the high-
temperature regime of the “curved” materials and hopping transport is dominant in all other
cases. It is difficult to see why extended state conduction should be absent from the high-
temperature regime of the GemSnnTe4 systems although these compositions display the
highest conductivities and small activation-energies.
Adding the concept of long-ranged potential fluctuations to the standard transport model
offers an alternative interpretation of the non-zero values of EQ. In this picture, extended
state conduction dominates in all cases but the systems differ in whether long-ranged po-
tential fluctuations are important (EQ > 0) or negligible EQ = 0). Again, it is difficult to
explain why fluctuations should be negligible only in the high-temperature regime of the
“curved” materials.
The revised standard transport model and the small-polaron model can readily explain the
conductivity and thermopower data of the “straight” materials and the “curved” materials at
low temperatures. As they demand EQ > 0, they can cope with neither the high-temperature
regime of the “curved” materials nor the curved Q-functions.
Although the standard transport model and the two-channel model are the only models
that can account for the high-temperature regime of the “curved” alloys, this does not neces-
sarily mean that these models reflect the correct physics. One should keep in mind that the
tendency towards inconsistent fit parameters is perfectly in line with Overhof’s and Thomas’s
criticism [76] of two-channel model and gives rise to doubts about the physical validity of
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Table 4.6.: The table compares the interpretations of the experimental data in terms of the
“standard transport model”, the “two-channel model”, the “long-ranged potential
fluctuations model”, the “revised standard transport model”, and the “small-
polaron model”. While the second and third columns present the transport
mechanisms suggested by the five models, the last two columns address the
abilities of the models to explain the curved Q-functions and the experimental
Hall-effect data.
Model “Straight” & “Curved” at high T Curved Q( 1T ) Hall effect
“curved” at low T
Standard hopping ext. state cond. no no
Two-channel hopping ext. state cond. yes no
L.-r. fluct. ext. state cond. ext. state cond. no no
Revised loc.& deloc. states n/a no no
Small polaron s. polarons n/a no no
the model. Thus, the experimental data do not allow for a conclusion on which of the two
mobility-edge-based frameworks, i.e. the “standard transport model” or the more recent “re-
vised standard transport model”, describes the underlying physics more appropriately. This
question probably remains a problem of theoretical physics.
Deciding between the mobility-edge-based frameworks and the small-polaron model is also
difficult. In this context, more temperature-dependent Hall-effect data would be extremely
helpful. At the moment, none of the models can provide a quantitative description of the
existing Hall-effect data. However, so far, temperature-dependent Hall-effect data exist only
for Ge2Sb2Te5 and Ge8Sb2Te11, two composition belonging to the class of “curved” materials.
As most of the models already fail at explaining the high-temperature conductivity and
thermopower data of these alloys, it is probably not surprising that they cannot account
for the high-temperature Hall-effect data as-well. Against this background, temperature
dependent Hall-effect measurements on “straight” materials, such as the GemSnnTe4 systems,
appear extremely promising. The validity or invalidity of (2.66) would be a strong argument
in favor of or against small-polaron hopping.
4.8. Special case of Ge15Sb85
So far, it appears that all amorphous phase-change materials are clearly p-type, i.e. from
the positive thermopowers it can be inferred that holes are the dominant carriers. Until
now, Ge15Sb85 is the only exception from this rule. Conductivity and thermopower data
on Ge15Sb85 are presented in Figure 4.8. Apparently, the thermopower is negative at high
temperatures but positive at low temperatures. The conversion occurs at approximately
220K. The n→p transition with decreasing temperature was first observed in field-effect-
transistor experiments performed by Hanno Volker [39]. As can be seen from Figure 4.8, the
n-type character becomes more pronounced with increasing annealing temperature and the
exact temperature of the p-n transition, thus, depends weakly on the thermal history of the
sample.
The marked curvature discernible in the lnσ vs. 1/T plot indicates that the conductivity
cannot be analyzed in terms of a single Arrhenius contribution. In addition, there is not even
a small temperature window, where the thermopower obeys the |S| ∝ ( 1T + cst.) behavior,
which is characteristic for unipolar semiconductors. Consequently, a quantitative description
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Figure 4.8.: Conductivity and thermopower of Ge15Sb85 as functions of temperature. The
color code indicates the maximum annealing temperature of the sample. Nei-
ther the conductivity nor the thermopower follows relations of type (2.67). The
thermopower is clearly negative at ambient temperatures but reverses its sign
at about -50 ◦C. The data were fitted to ansatz (4.5) (solid lines); the corre-
sponding fit parameters are listed in Table 4.7. The individual contributions of
electrons and holes to the total conductivity were derived from the fits and are
shown in the bottommost graph.84
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Table 4.7.: Parameters obtained from fitting the conductivity and the thermopower data
on Ge15Sb85 (see Figure 4.8) to ansatz (4.5).
Holes (+) Electrons (-)
State E+σ E
+
S σ
+
0 A
+ E−σ E
−
S σ
−
0 A
− σ300K
(eV) (eV) ( Scm) (eV) (eV) (
S
cm) (
S
cm)
as-dep. 0.13 0.05 4.3 · 101 -2.2 0.32 0.42 2.6 · 104 -11.1 n/a
50 ◦C 0.13 0.08 5.0 · 101 -3.8 0.37 0.48 1.5 · 105 -13.7 3.8 · 10−1
80 ◦C 0.14 0.09 4.2 · 101 -4.5 0.36 0.36 9.3 · 104 -8.8 2.6 · 10−1
100 ◦C 0.15 0.10 4.0 · 101 -4.8 0.36 0.37 5.9 · 104 -8.5 1.8 · 10−1
120 ◦C 0.12 0.08 6.8 · 100 -4.1 0.33 0.18 2.6 · 104 -2.5 1.2 · 10−1
of the experimental data must incorporate the contributions of both electrons and holes.
For this purpose, the contributions of electrons and holes to the conductivity σ± and the
corresponding thermopowers S± can be modeled by
σ± = σ±0 exp
(
− E
±
σ
kBT
)
∧ S± = ±kB
e
(
E±S
kBT
+A±
)
. (4.5)
Following the formalism that was employed for deducing the two-channel model in section
2.3.3, the total conductivity and the total thermopower can be obtained from (2.48). Al-
though ansatz (4.5) is quite similar to the two-channel model outlined in section 2.3.3, there
is one striking difference: While two-channels of the same polarity (e.g. holes) but of different
transport mechanisms (extended state conduction and band tail hopping) were considered in
section 2.3.3, ansatz (4.5) describes two channels of opposite polarity (electrons and holes).
It is noteworthy that ansatz (4.5) is not limited to one particular charge-transport model
but is generic. As was pointed out in section 2.3.7, all charge-transport models predict rela-
tions of type (2.67) for the conductivity and the thermopower of a single conduction-channel.
Thus, as long as no further constraints between or on the 8 free parameters in ansatz (4.5)
are imposed, the ansatz is compatible with the standard transport model (extended state
conduction or hopping conduction), the long-ranged potential fluctuations model, the revised
standard transport model, and the small-polaron model.
As can be seen from Figure 4.8, ansatz (4.5) (solid lines) leads to a nearly perfect parame-
terization of the experimental data. The corresponding fit parameters are listed in Table 4.7.
Some of the fit parameters, such as the heat-of-transport constant, seem to depend strongly
on the annealing temperature. However, one should keep in mind that a broader temper-
ature range becomes accessible with increasing annealing temperature. At low annealing
temperatures, the temperature range is probably too narrow to allow for an unambiguous
determination of all fit parameters. For this reason, the following discussion will only focus
on the data recorded for the 120 ◦C-annealed sample.
Despite the excellent fit quality, a closer inspection of the fit results reveals severe in-
consistencies. According to Table 4.7, the thermopower arising from the holes is given by
S+ =
kB
e
(
0.08 eV
kBT
− 4.1
)
. (4.6)
One can readily see that, owing to the combination between the small activation energy
and the strongly negative heat-of-transport constant, S+ reverses its sign at approximately
225K. Thus, the fit parameters suggest that the holes give rise to negative thermopowers in
almost the entire range of measurement temperatures. As the thermopower of holes must
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always be positive, this outcome clearly contradicts the notion behind the introduction of
the hole channel. The individual contributions of electrons and holes σ± are compared in
the bottommost graph of Figure 4.8. Apparently, the hole contribution dominates over the
electron contribution at temperatures below room temperature. Thus, the model attributes
the sign reversal of the thermopower exclusively to the hole channel, which is a contradiction
in terms.
As all attempts of removing the inconsistencies of the fit parameters by enforcing additional
constraints failed, the model is probably just too simple. On the one hand, ansatz (4.5)
only allows for linear temperature dependences of the activation energies. In principle, more
complex functions might be required to reproduce the temperature dependences in the entire
range of measurement temperatures. On the other hand, ansatz (4.5) employs relations of
type (2.67) for describing the contributions of both channels. However, the analysis of the
p-type alloys in section 4.3 already revealed that the conductivities and the thermopowers
of various phase-change materials cannot be appropriately described by these relations in
the entire temperature range. As the Q-functions were curved in these cases, this behavior
cannot originate from non-linear temperature dependences of the activation energies. Thus,
as relations of type (2.67) cannot properly describe the hole system in some p-type phase-
change alloys, they may also fail at reproducing the two contributions of the electron system
and the hole system in Ge15Sb85.
4.9. Summary
As was already pointed out in the introduction, there is only little literature data on the
thermopower of amorphous phase-change materials. In the few cases, such as Ge2Sb2Te5,
where redundant data exist, different studies often report conflicting results. The contradict-
ing literature data on Ge2Sb2Te5 also conflicts with the corresponding data obtained in the
course of this thesis. These discrepancies between different studies probably result at least
partly from the sensitivity of the electrical properties to the details of the sample prepara-
tion. Thus, the impact of stoichiometry can only be elucidated if all samples are prepared in
the same way. In addition, due to the high resistivity of amorphous phase-change materials,
the data quality often leaves room for improvements.
The data collected in the course of this thesis do not suffer from these shortcomings. For
the first time a large number of phase-change materials was analyzed under exactly the same
preparation and probing conditions. As the setup that was employed for the measurements
was optimized for meeting the challenges of highly-resistive thin-film samples, high quality
thermopower and conductivity data could be recorded in a wide temperature range.
The effects of resistance drift and annealing were also studied. Time-resolved resistance-
drift experiments were performed on a large number of stoichiometries. These data revealed
that there are at least some systems where the empirical power-law (1.3) cannot be applied.
Though only a byproduct of the σ(T ) and S(T ) measurements, the ρ(t) data constitutes
an excellent starting point for a measurement campaign focusing solely on analyzing the
time-resolved resistance drift as a function of stoichiometry. On annealing/drifting, the
conductivity decreases while the thermopower increases. As a result of these changes, the
activation energies of conductivity and thermopower tend to become larger.
At low measurement temperatures, all compositions seems to obey a common pattern:
1. The conductivity and the thermopower data can be modeled by the characteristic
relations for unipolar charge transport (see (2.67)).
2. There is always a finite difference between the activation energies of conductivity and
thermopower of EQ ' 0.10 eV.
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3. The heat-of-transport constants are close to A ' 0 .. 1.
4. The pre-exponential factors are of the order of 102 .. 103 Scm .
Thus, it appears that the differences between the dissimilar stoichiometries originate mainly
from the spread of the activation energies of the conductivity. As a consequence, the knowl-
edge of Eσ is sufficient to give a rough estimate of the room-temperature conductivity.
Moreover, as Eσ is always only marginally smaller than half the optical bandgap Eg, one
might even try to estimate the room-temperature conductivity from Eg.
When not just the low-temperature data but the data in the entire range of measurement
temperatures are considered, the situation becomes more complex. In some cases, such
as Ge15Te85 and the GemSnnTe4 systems, the low-temperature behavior simply continues
at high temperatures, i.e. the conductivity and the thermopower data follow relations of
type (2.67) in the entire range of measurement temperatures. However, in the GeTe-Sb2Te3
systems and in the Sb2Te-based systems, plots of S and Q vs. 1T yield curved lines. Conse-
quently, fits of the high-temperature data to relations of type (2.67) lead to quite different
results: In contrast to the low-temperature fits, the high-temperature fits indicate clearly
negative heat-of-transport constants (A ' −4) and, most importantly, equal activation en-
ergies of conductivity and thermopower (EQ ≈ 0). Due to the fact that the Q-functions are
bent, this behavior cannot be attributed to non-linear temperature dependences of the acti-
vation energies. In order to simplify the discussion, a classification based on the behavior of
the Q-function (straight vs. curved) was suggested. As the low-temperature behavior of the
“curved” materials resembles very much that which is displayed by the “straight” materials
in the entire temperature range, the high-temperature behavior of the “curved” materials
appears to be exceptional.
The data were discussed in terms of the standard transport model, the two-channel model,
the long-ranged potential fluctuations model, the revised standard transport model, and the
small-polaron model. All models can more or less explain the behavior of the “straight”
materials in the entire temperature range and the behavior of the “curved” materials at low
temperatures. The high-temperature regime of the “curved” materials and the curved Q-
functions can only be understood and modeled in terms of the standard transport model and
its extension the two-channel model. However, this observation does not necessarily imply
that the corresponding models reproduce the correct physics. The notion of a strict sepa-
ration between extended state conduction and hopping transport at non-zero temperatures,
a fundamental concept of these models, has been criticized by Overhof and Thomas [76].
In addition, the attempts of applying the two-channel model to the experimental data on
amorphous phase-change materials vindicate the claims of Overhof and Thomas [76] that
the two-channel model tends to yield inconsistent fit parameters. Thus, an answer to the
question which of the two mobility-edge-based frameworks (the standard transport model
or the revised standard transport model) describes the correct physics more appropriately
cannot be given solely on the basis of the experimental data.
Nevertheless, if additional temperature-dependent Hall-effect data become available in
the future, this should facilitate a decision between the mobility-edge-based frameworks
and the small-polaron concept. So far, only temperature dependent Hall-effect data on the
high-temperature regime of Ge2Sb2Te5 and Ge8Sb2Te11, two compositions displaying curved
Q-functions, exist. As almost all models fail to account for the curved Q-functions, it is not
surprising that none of the models can explain the corresponding Hall-effect data. If Hall-
effect measurements on one of those materials displaying straight Q-functions are available,
a comparison between EQ and the activation energy of the Hall mobility EH would produce
a strong argument in favor of (EH = 13EQ) or against (EH 6= 13EQ) small-polaron hopping.
Especially the GemSnnTe4 systems appear to be excellent candidates for such an experiment.
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They display straight Q-functions and high conductivities. The latter feature should allow
for high-quality Hall-effect measurements in a wide temperature range.
Ge15Sb85 is the only system which is clearly different from all other systems that have
been discussed above. While all other amorphous phase-change materials are clearly p-type,
the thermopower data indicate that Ge15Sb85 is n-type above 220K and p-type below 220K.
Consequently, a two-carrier (bipolar) analysis is mandatory. A simple model comprised
of two channels was tested. Though this model can perfectly reproduce the experimental
conductivity and thermopower data, severe inconsistencies indicate that it does not reflect
the correct physics. Clearly, a more sophisticated model is required. The failure of the
simple two-carrier model might be related to the phenomenon of curved Q-functions which
was observed for some of the purely p-type alloys: As, in some cases, relations of type (2.67)
are insufficient for properly modeling a single hole channel, a more complex ansatz might be
required for modeling the two channels of the bipolar model as well.
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Disorder-induced localization in crystalline
(GeTe)x-(Sb2Te3)1−x alloys
This chapter deals with a particular annealing effect, which is present in some crystalline
Ge-Sb-Te alloys from the pseudo-binary GeTe-Sb2Te3 system. The annealing experiment
depicted in Figure 5.1 offers a very intuitive introduction to the phenomenon.
The upper part of the figure displays the sheet resistance of an amorphous film of GeTe
during a heating experiment with a constant heating-rate of 5K/min. Initially, the film is
in the as-deposited amorphous state. As was already discussed in Chapter 4, this phase is
an amorphous semiconductor. Hence, the resistance is large and decreases with increasing
temperature (dρ/dT < 0). On crystallization (at 192 ◦C), a rhombohedral structure forms
and, as a consequence, the resistance drops sharply. Once the crystalline structure has
formed, only minor changes in the resistance are discernible on further annealing. Subsequent
cooling down to room temperature reveals a small and metallic temperature-coefficient of the
resistivity (dρ/dT > 0). As crystalline GeTe is renowned for being a degenerate semiconductor
and can be explained in terms of the Bloch-metal framework, the high conductivity and the
metallic temperature-coefficient of the crystalline state are not surprising.
As can be seen in Figure 5.1 (bottom), the very same experiment performed on a thin film
of initially amorphous Ge1Sb2Te4 produces a totally different result. Again the crystalliza-
tion (at about 150 ◦C) is accompanied by a sudden drop of the resistivity. However, in con-
trast to the situation in GeTe, the resistivity of crystalline Ge1Sb2Te4 depends strongly on the
annealing temperature: On increasing the annealing temperature from 150 ◦C to 325 ◦C, the
room-temperature resistivity reduces by more than 2 orders of magnitude. Simultaneously,
the temperature coefficient evolves from negative values at low annealing-temperatures to
positive values at high annealing-temperatures. This sign reversal already hints at a change
of the transport mechanism.
On the one hand, identifying the transport mechanism and the origin of the annealing phe-
nomenon is scientifically interesting. It will be demonstrated in the course of this chapter
that the atypical electrical properties of Ge1Sb2Te4 originate from disorder-induced localiza-
tion effects. Consequently, Ge1Sb2Te4 may be employed for studying fundamental questions
on electron localization. On the other hand, as the annealing effect directly affects the elec-
trical contrast between both phases, its relevance with respect to the realization of electrical
phase-change memories is also obvious.
Similar annealing phenomena have been reported for Ge1Sb2Te4 and Ge2Sb2Te5 be-
fore [164,182,193–195]. Yet, these studies do not aim at explaining the annealing phenomena
or are limited to far too few experimental techniques. Consequently, a systematic investi-
gation of the annealing effect as well as a convincing picture of underlying physics and the
transport mechanism is still lacking. For these reasons, a comprehensive investigation was
carried out at the I. Institute of Physics at RWTH Aachen University. The cooperative work
of several PhD students enabled the combination of multiple experimental techniques. Table
5.1 gives an overview on the techniques and on the people who were involved.1 The project
1See also [63,156,157,159,185,192].
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Figure 5.1.: The figure has been adapted from [191,192].
Top: Sheet resistance of an initially amorphous film of GeTe (film thickness
80 nm) on heating with a constant heating-rate of 5K/min and subsequent
cooling. The crystallization at 192 ◦C is accompanied by a sharp drop of the
resistance. Once the film is in the crystalline state, no pronounced changes are
discernible on annealing.
Bottom: As the very same experiment conducted on an initially amorphous
film of Ge1Sb2Te4 (thickness 100 nm) demonstrates, the resistivity of crystalline
Ge1Sb2Te4 is less well defined. Increasing the annealing temperature from
150 ◦C to 325 ◦C reduces the room-temperature resistance by more than 2
orders of magnitude. The reduction of the resistance is concomitant with
a sign reversal of the temperature coefficient (slope). The outlined region
(dotted line) highlights those data points that have been obtained on cooling
(see Figure 5.22).
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Table 5.1.: Overview on the joint efforts made at the I. Institute of Physics to elucidate
the annealing effect and the transport mechanism in pseudo-binary (GeTe)x-
(Sb2Te3)1−x systems. The experiments listed in the second block go beyond
the analysis already published in [191].
Experiment/task Sample preparation Measurements
XRD M. Woda, P. Merkelbach P. Merkelbach
ρ(T ) (high-T) M. Woda, P. Merkelbach M. Woda
FT-IR, ellipsometry (300 K) M. Woda, P. Merkelbach S. Kremers, P. Jost
ρ(T ) (low-T), Hall effecta M. Woda, P. Merkelbach H. Volker
data analysis P. Jost
FT-IR (low T) S. Grothe, F. Riederer, M. Klein S. Grothe, H. Koch, P. Jost
AC conductivity P. Jost P. Jost
Thermopower P. Jost P. Jost
aC. Schlockermann [156], M. Reiners [184], and H. Volker [185] built the setup.
was directed by the two senior scientists Prof. Dr. Matthias Wuttig and Prof. Dr. Theo
Siegrist and gave rise to a publication in Nature Materials [191].
The experiments conducted in the course of this project were performed on thin films of
Ge1Sb2Te4 and GeTe, which had been annealed at temperatures in the range between 150 ◦C
and 325 ◦C prior to the measurements.2 For the purpose of simplifying the distinction be-
tween measurement temperatures and annealing temperatures, the former will be stated in
Kelvin whereas the latter will given in degree Celsius. As GeTe is comparatively well un-
derstood and does not display a significant annealing effect, it serves a reference system. In
the following sections, the results of the experiments will be discussed to derive a consistent
picture of the charge transport in pseudo-binary phase-change materials. In doing so, it will
also be pointed out where the explanations suggested by other groups fall short.
5.1. Crystal structure
X-ray diffraction (XRD) measurements on step-annealed films of GeTe and Ge1Sb2Te4 were
carried out to determine the crystallographic structure as function of annealing temperature.
The annealing temperature was incremented in steps of 25 ◦C. This analysis facilitated the
exclusion of partially-crystalline samples from the investigation and allowed for elucidating
the role of the crystal structure in the annealing effect.
As can be seen from Figure 5.1, the crystallization temperature of GeTe is approximately
190 ◦C. XRD measurements performed on the step-annealed samples demonstrate that an-
nealing at 225 ◦C yields a rhombohedral structure (compare section 1.2) without amorphous
residues. On increasing the annealing temperature to 250 ◦C, small amounts of segregated
germanium crystallize and, then, give rise to additional germanium reflexes. Annealing at
temperatures above 250 ◦C does not induce further structural changes.
It was already discussed in section 1.2 that Ge1Sb2Te4 forms a metastable cubic structure
on crystallization, which transforms into a stable hexagonal structure at higher annealing
temperatures. As a detailed discussion of the XRD data is given in [192], only the salient
points will be summarized here. According to XRD, annealing at 150 ◦C yields fully crys-
talline films (no amorphous remains). As expected, the peak pattern corresponds to the
metastable cubic structure. On increasing the annealing temperature in steps of 25 ◦C, the
2See section 3.2 for details.
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cubic peak pattern persists up to 200 ◦C. At 225 ◦C, additional reflexes originating from the
stable hexagonal structure become discernible. Finally, at annealing temperatures equal or
above 250 ◦C, only the hexagonal XRD pattern is present.
It is noteworthy that only marginal effects of grain growth can be observed throughout the
entire annealing process. Regardless of the annealing temperature, the grain size remains
always in the range of 10 to 30 nm.
5.2. Conductivity and Hall effect at room temperature
Figure 5.2 and Table 5.2 present the conductivity, the Hall carrier-concentration, and the
Hall carrier-mobility as functions of annealing temperature. All data were taken at room
temperature.
In GeTe, the crystallization of segregated germanium between 225 ◦C and 250 ◦C (see
section 5.1) is accompanied by a conductivity enhancement of approximately 15%, which
apparently arises from an increase in the carrier concentration. At annealing temperatures
above 250 ◦C, pronounced annealing effects are absent.
The conductivity of Ge1Sb2Te4 gradually improves by more than 2 orders of magnitude
on annealing. The increase in the conductivity appears to be steeper in the vicinity of
the crystallographic transition from the cubic to the hexagonal structure. However, the
conductivity already increases by factor of 4 in the purely-cubic regime (150 .. 200 ◦C) and
it increases again by factor of 6 in the purely-hexagonal regime, although no changes in
the XRD pattern can be detected in these respective regions (see section 5.1). Hence, the
transition between the two crystallographic phases cannot be at the root of the electrical
annealing effect.
The carrier concentration in Ge1Sb2Te4 is always of the order of 1020 cm−3. On annealing,
it increases only by a factor of 3. Consequently, the increase in the conductivity originates
mainly from an improvement of the carrier mobility. This result is contradictory to the
findings of Zhang et al., who reported a marked surge in the carrier concentration on an-
nealing [194].
5.3. Optical properties at room temperature
Reflectance data on step-annealed films of GeTe and Ge1Sb2Te4 are presented in Figure 5.3.
The spectra were analyzed by the standard approach for phase-change materials (see section
3.3) to derive the Drude parameters, the bandgap, and the optical dielectric constant.
Figure 5.3 (top) displays the reflectance data on GeTe. Owing to the high conductiv-
ity, the spectra feature strong Drude contributions at low frequencies. The conductivity
enhancement arising from the crystallization of segregated germanium between 225 ◦C and
250 ◦C (see section 5.2) manifests itself in the damping of the interference fringes. Except
for the germanium segregation, however, no pronounced annealing effect can be observed.
The raw data on Ge1Sb2Te4 are depicted in Figure 5.3 (bottom). The gradually shrinking
interference fringes at low frequencies are a clear fingerprint of the emerging free-electron con-
tribution (Drude feature), i.e. the optical conductivity increases continuously on annealing.
As can be seen from Figure 5.2, the optical conductivity and the electrical conductivity are in
excellent agreement at high annealing temperatures but differ significantly at low annealing
temperatures (factor of 6). Nevertheless, both conductivities follow the same trend. As the
optical conductivity is not sensitive to grain-boundary effects, this observation already hints
at an intra-grain effect. Moreover, in accordance with the small carrier mobilities derived
from Hall-effect measurements, the scattering times are of the order of femptoseconds and
rise with increasing annealing temperature – see Table 5.2. At annealing temperatures .
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Figure 5.2.: Transport parameters of Ge1Sb2Te4 and GeTe as functions of annealing tem-
perature. From top to bottom the electrical and optical conductivities (van-der-
Pauw and FT-IR), the Hall carrier concentration, the Hall mobility, the carrier
mean free path, and the normalized temperature coefficient of the resistivity
(TCR∗) are presented. The dashed horizontal lines mark the lower limits with
respect to the Bloch-metal framework (σ & σmin, λ & a, and TCR∗ > 0 –
see section 2.1.3). The optical and electrical conductivities of Ge1Sb2Te4 rise
constantly on annealing, whereas the carrier concentration is almost constant.
Clearly, the Bloch-metal framework breaks down at low annealing tempera-
tures. For GeTe, by contrast, no significant annealing effects can be observed
and all transport parameters are in agreement with the Bloch-metal framework.
See also [191].
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Figure 5.3.: Adapted from [191] (supplementary information). FT-IR reflectance spectra of
GeTe (660 nm) and Ge1Sb2Te4 (1050 nm) thin films on aluminum reflectors.
Prior to the measurements, the films were annealed at the temperatures indi-
cated by the color code. All spectra were taken at room temperature.
Top: Except for the step from 225 ◦C to 250 ◦C (crystallization of segregated
germanium), no changes occur on annealing.
Bottom: In contrast to the data on GeTe, the reflectance spectra of
Ge1Sb2Te4 change gradually on annealing. The shrinking of the amplitude
of the interference fringes at low frequencies results from the emerging optical
conductivity. Simultaneously, the absorption edge (bandgap) shifts to lower
energies.
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Table 5.2.: Transport parameters of Ge1Sb2Te4 and GeTe as functions of annealing tem-
perature. The electrical conductivity σvdP, the carrier concentration n, and the
carrier mobility µ have been probed by van-der-Pauw and Hall-effect measure-
ments whereas the optical conductivity σFTIR, n nm∗ , and the relaxation time τ
have been obtained from FT-IR reflectance data (Drude part). The remaining
parameters such as the effective mass m∗, the Fermi wavevector kF , the Fermi
energy EF , the mean free path λ, and the conductivity ratio (or Ioffe-Regel
product) rσ = σ/σmin = kFλ were calculated from the aforementioned ex-
perimentally determined figures according to the relations derived within the
Bloch-metal framework in section 2.1.2. The normalized temperature coeffi-
cient of the resistivity TCR∗ := 1ρ
dρ
dT |T=270 K was determined by temperature
dependent van-der-Pauw measurements and the crystallographic structure was
inferred from XRD spectra (see section 5.1). See also [191].
Ge1Sb2Te4 GeTe
T/◦C 150 175 200 225 250 275 300 325 225 250 325
σvdP/
S
cm 2.6 6.7 10.1 24.8 170 370 794 962 1799 2074 2319
σFTIR/
S
cm 15 26 52 114 414 531 711 885 1012 1339 1352
n/10
20
cm3
0.8 1.2 1.2 1.2 1.4 2.0 2.2 2.2 5.3 5.7 5.1
nmem∗ /
1020
cm3
& 0.5 & 0.9 & 2.3 ∼ 3.2 4.4 5.2 5.0 5.8 14.7 19.5 20.2
µ/ cm
2
Vs 0.2 0.4 0.5 1.3 7.5 11.4 22.6 27.5 21.1 22.5 28.3
τ/fs . 1.0 . 1.0 . 0.8 ∼ 1.3 3.4 3.6 5.1 5.5 2.5 2.4 2.4
m∗/me . 1.5 . 1.2 . 0.5 ∼ 0.4 0.3 0.4 0.4 0.4 0.4 0.3 0.3
kF /
107
cm 0.83 0.95 0.95 0.96 1.01 1.14 1.17 1.17 1.58 1.62 1.56
EF /eV 0.02 0.03 0.07 0.09 0.12 0.13 0.12 0.14 0.26 0.34 0.37
λe/ Å 0.11 0.23 0.34 0.81 5.00 8.60 17.5 21.3 21.9 24.0 29.0
rσ 0.01 0.02 0.03 0.08 0.51 0.98 2.05 2.49 3.46 3.89 4.52
TCR∗/10
−3
K -8.8 -6.8 -5.7 -3.3 -0.7 0.1 0.9 1.0 0.7 0.8 n.a.
Phase CUB CUB CUB C+H HEX HEX HEX HEX RHO RHO RHO
225 ◦C, the scattering times are so small that the two Drude parameters ω2p =
ne2
0m∗ and
Γ = 1τ cannot be determined independently. In this case, only upper/lower limits can be
derived for τ and nmem∗ .
Figure 5.4 presents the optical dielectric constant and the bandgap as functions of anneal-
ing temperature. Due to the presence of resonant bonding, the optical dielectric constant
is much larger than in ordinary semiconductors (see section 1.3). ∞ is virtually constant
within the purely-cubic regime but increases when the transformation to the hexagonal struc-
ture sets in. Thus, as far as ∞ is considered a measure of resonant bonding, the reduction
of the resistivity in the purely-cubic regime (factor of 4, see Table 5.2) cannot be linked to
variations in the strength of resonant bonding.
This finding is interesting with respect to a recent publication of Krbal et al. [196], which
addresses the corresponding annealing effect in Ge2Sb2Te5. Having performed simulations,
x-ray absorption experiments, and x-ray scattering experiments, Krbal et al. claim that
the resonantly-bonded crystalline structure is disrupted by inclusions of covalently-bonded
fragments. According to their hypothesis, the gradual elimination of the these fragments
is responsible for the reduction of the resistivity on annealing. Krbal et al. estimate that
there are up to 30% of covalently-bonded configurations in the crystalline state. However, as
the optical dielectric constant of covalently-bonded amorphous Ge1Sb2Te4 is approximately
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Figure 5.4.: The optical dielectric constant ∞ and the optical bandgap Eg of
Ge1Sb2Te4 are shown as functions of annealing temperature. The data were
derived from the room-temperature FT-IR reflectance measurements presented
in Figure 5.3. While the optical dielectric constant does not change prior to
the onset of the transition to the hexagonal phase, the bandgap shrinks con-
tinuously (even in the purely-cubic regime). See also [157,159].
17 [32], only half the crystalline-state value, it is hard to imagine that eliminating such large
amounts of covalently-bonded fragments in the resonantly-bonded lattice does not affect the
optical dielectric constant. Therefore, the fact that the reduction of the resistivity in cubic
Ge1Sb2Te4 (factor of 4) is not concomitant with an increase in the optical dielectric constant
raises serious doubts about the validity of the theory of Krbal et al.
It is noteworthy that it was demonstrated that the optical dielectric constant in cubic
Ge2Sb2Te5 does also not depend on the annealing temperature [157]. Hence, the contradic-
tion between the optical data and the hypothesis of Krbal et al. cannot be attributed to the
difference in stoichiometry.
The bandgap gradually shrinks on annealing (Figure 5.4). As distortions account for the
opening of the bandgap at least to some extent, this observation might hint at a reduction
of distortions. This interpretation would be in line with neutron-pair-distribution-function
data pointing at a reduction of the atomic-displacement parameter along the (1 1 1) direction
on annealing [192].
5.4. Analysis in terms of the Bloch-metal framework
It is well established that the electrical properties of crystalline GeTe can be explained in
terms of the Bloch-metal framework. So far, GeTe has been presented solely as a reference
phase-change material which does not display an annealing effect. However, on inspecting ba-
sic electrical parameters such as conductivity, carrier density, and mobility, one realizes that
crystalline GeTe and highly-annealed Ge1Sb2Te4 are quite similar. As can be see from Figure
5.2, the transport parameters of Ge1Sb2Te4 seem to converge to those of GeTe on anneal-
ing. This similarity suggests that the transport mechanisms in GeTe and in highly-annealed
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Ge1Sb2Te4 could be the same. Therefore, in the following, the Bloch-metal framework will
be reviewed for GeTe and subsequently transferred to Ge1Sb2Te4. The analysis of highly-
annealed Ge1Sb2Te4 in terms of the Bloch-metal framework will serve as a starting point for
revealing the charge-transport mechanisms in the entire range of annealing temperatures.
Due to the low resistivity, its metallic temperature dependence (dρ/dT > 0), and the high
carrier concentration, there is no doubt that GeTe is a degenerate semiconductor, that may
be regarded as a Bloch metal. As Hall-effect and thermopower measurements indicate p-type
conduction, the Fermi energy must intersect the valence bands. However, although the first
studies of the electrical properties of GeTe date back to the 1950s [197], details such as what
valence-band maxima are relevant or how many valence bands are involved in the charge
transport remained subject of discussion. By analogy with other IV-VI semicondcutors such
as PbTe and SnTe, the valence-band maximum is often assumed to be located a the L
point [198–201]. As was pointed out in section 2.1.1, this gives rise to a valley degeneracy
of M = 4.
From the fact that electrical transport parameters such as Hall coefficient, thermopower,
and resistivity depend on the Ge-to-Te ratio in a nontrivial manner, Lewis et al. inferred that
two differently-curved valence bands contribute to the charge transport [202]. In accordance
with Kolomoets et al. [203], they assumed that only an upper valence subband is occupied at
low carrier concentrations whereas also a second subband, 0.27 eV below the upper subband,
becomes accessible at high carrier concentrations. The effective masses of the upper and the
lower subband were determined to be 1.2me and 5.0me. Later, Bahl and Chopra pointed
out that the electrical properties of GeTe can be readily explained in a much simpler one-
band model if the valence-band maximum is assumed to be non-parabolic. Their one-band
analysis yields effective masses in the range between 0.16 and 0.35me.
Since the unnecessary complexity of the two-band model precludes its application to
Ge1Sb2Te4, only the one-band model will be employed in the course of the following anal-
ysis3. To be exact, for both GeTe and Ge1Sb2Te4, it will be assumed that the Fermi en-
ergy intersects an isotropic and parabolic valence-band maximum located at the L point
(M = 4). Based on these assumptions, the relations derived for Bloch metals in section
2.1.2 have been employed for calculating the effective masses m∗, the Fermi wave vectors kF ,
the Fermi energies EF , the electron mean-free paths λ, and the conductivity ratios rσ. The
corresponding numbers are presented in Table 5.2 and Figure 5.2. The quantities derived
for GeTe are in agreement with the results of Bahl and Chopra (m∗ ≈ 0.16 .. 0.35 me,
EF ≈ 0.3 .. 0.5 eV, [199]).
The minimum metallic conductivities were estimated from equation (2.10) assuming 5.5 ·
1020 cm−3 and 2.0 · 1020 cm−3 for carrier concentrations of GeTe and Ge1Sb2Te4.
GeTe: σmin = 530 Scm =̂ 1.9 mΩcm
Ge1Sb2Te4: σmin = 375 Scm =̂ 2.7 mΩcm
Conditions for the applicability of the Bloch-metal framework have been formulated in
section 2.1.3. The data presented in Figure 5.2 and Table 5.2 clearly demonstrate that GeTe
and Ge1Sb2Te4 annealed at temperatures above 275 ◦C comply with these criteria:
1. The temperature coefficient of the resistivity is positive/metallic (dρ/dT > 0).
2. The mean free path is clearly larger than the interatomic spacing (a ≈3Å).
3. The Ioffe-Regel product rσ = kFλ evidently exceeds one. Or in other words: The
conductivity is larger than σmin.
3As two independent sets of electrical transport parameters need to be determined, a measurement series
including various stoichiometries close to Ge1Sb2Te4 would be required for revealing the correlations
between the electrical transport parameters and doping concentration.
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Thus, Ge1Sb2Te4 annealed at temperatures above 275 ◦C can be regarded as a Bloch metal
as well. The Fermi energy lies approximately 0.14 eV below the valence-band edge and
the valence-band effective mass is approximately 0.4 me. Interestingly enough, the carrier
mobilities in Ge1Sb2Te4 and GeTe are virtually the same and the difference in conductivity
arises chiefly from the higher carrier concentration in GeTe (factor of 2).
At low annealing temperatures, Ge1Sb2Te4 displays exactly the opposite behavior, i.e.
the temperature coefficient of the resistivity is negative (non-metallic), the mean free path is
smaller than the interatomic spacing, and, considering that the conductivity is clearly below
σmin, the Ioffe-Regel criterion is violated. Hence, at low annealing temperatures, the Bloch-
metal framework fails and another transport mechanism must be invoked. The sign of dρ/dT
and the Ioffe-Regel criterion (σ ≈ σmin or rσ = kFλ = 1) coherently indicate the breakdown
of the Bloch-metal framework at an annealing temperature of 275 ◦C. Consequently, at
annealing temperatures below 275 ◦C, the transport parameters calculated within the Bloch-
metal framework (such as the unphysically short mean free paths) are not reliable and their
discussion is pointless.
5.5. Low temperature conductivity
The sign reversal of the temperature coefficient and the breakdown of the Bloch-metal frame-
work hint at a change of the transport mechanism. As changes of the transport mechanism
are often concomitant with metal-insulator transitions, low-temperature conductivity mea-
surements were carried out to explore the possible existence of a metal-insulator transition
in crystalline Ge1Sb2Te4.
Figure 5.5 displays the low temperature resistivities of step-annealed films of GeTe and
Ge1Sb2Te4 as functions of annealing temperature. As could be expected from the applica-
bility of the Bloch-metal framework, the resistivities of the GeTe films and the resistivities
of the well conducting Ge1Sb2Te4 films decrease on cooling and eventually saturate in the
zero-Kelvin limit. Hence, these films are metallic. Nonetheless, at low annealing tempera-
tures, the Ge1Sb2Te4 films show the opposite behavior, i.e. the resistivity rises sharply on
cooling.
At this point, proper extrapolations are required to decide whether these films are metallic
(resistivity at zero temperature is finite) or insulating (resistivity diverges). As discussed in
section 2.2.7, the functions commonly employed for low temperature extrapolations can we
expressed by either
σ(T ) = σ0 exp
[
−
(
T0
T
)x]
(5.1)
or
σ(T ) = σ0 + (γT )
y . (5.2)
As the magnitude of the deviations between theory and model depends on the coordinate
scheme of the graphical presentation, comparing the quality of different parameterizations
is not trivial. Therefore, the parameter χ2 was introduced as a quantitative measure of the
deviations between the data σi(Ti) and the model σmod(Ti). As the log T vs. log σ graph
appears to be the most unbiased presentation, χ2 has been chosen such that it weights the
deviations in exactly the same way as they would appear in a log-log graph:
χ2 :=
1
N
N∑
i=1
[log σi(Ti)− log σmod(Ti)]2 with Ti equidistant on a logarithmic scale.
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Figure 5.5.: Adapted from [191, 192]. Low-temperature resistivities of GeTe (top) and
Ge1Sb2Te4 (bottom) films annealed at various temperatures (color code). In
line with the Bloch-metal framework, the GeTe films feature always metallic
properties: The temperature coefficients are metallic (dρ/dT > 0) and the resis-
tivities extrapolate to finite values in the zero-Kelvin limit. The same applies
to the Ge1Sb2Te4 films that were annealed at temperatures above 275 ◦C.
Hence, these films are metallic, too. At annealing temperatures below 275 ◦C,
however, the Ge1Sb2Te4 films display non-metallic temperature coefficients
(dρ/dT < 0). Appropriate extrapolations (see Figure 5.7 to Figure 5.9) are
required to decide whether these films are insulating or metallic.
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(5.3)
Figure 5.6 depicts χ2 for the ρ(T ) curves of the 150 ◦C- to 250 ◦C-annealed films. Appar-
ently, the 150 ◦C-annealed film can be described best by equation (5.1), where the optimal
exponent is reminiscent of variable range hopping (x ≈ 1/4). At 175 ◦C and at 250 ◦C, non
of the models is obviously preferable. However, at 200 ◦C and at 225 ◦C, equation (5.2) with
y ≈ 1/2 seems to be a salient combination.
Fits of the conductivity data of the 150 ◦C-, the 200 ◦C-, and the 225 ◦C-annealed films
to the most appropriate models are shown in Figures 5.7 to 5.9. A fit of the variable-
range-hopping model to the conductivity of the 150 ◦C-annealed film is presented in Figure
5.7. Indeed, this model is in excellent agreement with the data up to temperatures of
approximately 50K. Consequently, Ge1Sb2Te4 annealed at 150 ◦C is insulating. As can be
seen from Figure 5.8 and Figure 5.9, equation (5.2) with y = 1/2 yields satisfactory results
for the 200 ◦C- and the 225 ◦C-annealed films. According to these extrapolations, both films
exhibit positive and finite conductivities at zero temperature. Hence, these films are metallic.
In summary, the low-temperature conductivity data clearly demonstrate that the annealing
effect in crystalline Ge1Sb2Te4 is closely linked to a transition from insulating to metallic
behavior. The metal-insulator transition takes place at annealing temperatures below 200 ◦C.
It is noteworthy that additional low-temperature data sets have recently been recorded by
Hanno Volker. As these data cover a temperature range extending down to 0.3K, they can
provide further insight into the behavior close to the transition. The interested reader is
referred to the PhD thesis of Hanno Volker [185].
5.6. Microscopic mechanism
In the preceding sections, it has been demonstrated that the properties crystalline Ge1Sb2Te4
films which were annealed at high temperatures can be understood in terms of the Bloch-
metal framework (section 5.4) and that the annealing effect is concomitant with an insulator
to metal transition (section 5.5). Nevertheless, the transport mechanism at low annealing
temperatures (150 ◦C ≤ T < 275 ◦C) and the microscopic mechanism behind the metal-
insulator transition still need to be elucidated.
In section 5.2, it was already pointed out that the change of crystallographic phase accom-
panying the annealing effect cannot be the origin of the observed increase in conductivity.
At this point, it is noteworthy that also the breakdown of the Bloch-metal framework is
well separated from the crystallographic transition. While the crystallographic transition
already takes place at 225 ◦C, the breakdown of the Bloch metal framework (dρ/dT & Ioffe-
Regel criterion) occurs at 275 ◦C, well within the hexagonal phase. To illustrate this point,
the structural phase boundaries and the breakdown of the Bloch-metal framework are em-
phasized in Figure 5.2 by the colored areas and the vertical line. For these reasons, any
attempt of explaining the observed phenomena solely in terms of the crystallographic tran-
sition clearly fails.
Attributing conductivity enhancements occurring on annealing to a reduction of grain
boundary effects, such as grain boundary scattering, is always tempting. Indeed, having
conducted experiments on step-annealed films of Ge1Sb2Te4, Prokhorov et al. arrived at
the conclusion that insulating barriers at the grain boundaries are responsible for the poor
conductivity at low annealing temperatures [195]. Yet, their inference in favor of grain
boundary effects mainly rests on impedance spectroscopy experiments. In section 5.8, it will
be demonstrated that such experiments, when performed on samples prepared in Aachen,
lead to completely different results. Hence, in contrast to the conclusions of Prokhorov et
al., impedance spectroscopy does not provide any evidence in favor of the relevance of grain
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Figure 5.6.: The χ2 parameters obtained from fitting the low-temperature conductivity data
on Ge1Sb2Te4 to equations (5.1) and (5.2) are presented. The annealing
temperatures are indicated in the y-axis labels. The color code refers to the
highest measurement temperature that was taken into account. Obviously,
equation (5.1) with x close to 1/4 is the optical choice for the 150 ◦C-annealed
film whereas equation (5.2) with y ≈ 1/2 yields the best results for the 200 ◦C-
annealed and the 225 ◦C-annealed films.
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Figure 5.7.: The low temperature conductivity of the 150 ◦C-annealed film of Ge1Sb2Te4 is
in excellent agreement with the variable-range-hopping model (red line). Con-
sequently, the film is insulating.
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Figure 5.8.: The low temperature conductivity of the 200 ◦C-annealed film of
Ge1Sb2Te4 can be fitted to equation (5.2) with y = 1/2. As the fit func-
tion (red line) extrapolates to a finite conductivity at zero temperature, the
film is metallic.
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Figure 5.9.: The same analysis as in Figure 5.8 but for the 225 ◦C-annealed film of
Ge1Sb2Te4. Again, equation (5.2) with y = 1/2 yields satisfactory results.
The film is clearly metallic.
boundary effects in crystalline Ge1Sb2Te4. In addition, the following points also suggest that
grain boundary effects are inessential:
1. The grain size in Ge1Sb2Te4 as estimated from XRD spectra is always in the range of
10 nm to 30 nm and does not show significant changes on annealing (see [191], supple-
mentary information to [191], [192], and [204]).
2. Although the grain sizes in GeTe are similar to those in Ge1Sb2Te4 (see supplementary
information to [191]), the annealing effect is absent from GeTe.
3. Although the optical conductivity is not affected by grain boundary effects, the optical
and the electrical conductivity follow the same trend on annealing (see Figure 5.2).
4. As the mean free path can only increase on annealing, the largest value must be
attained at the highest annealing temperature. However, even λ(325 ◦C) is by one
order of magnitude smaller than the grain size (see Table 5.2).
max{λ} = λ(325 ◦C) = 1.75 nm 10 .. 30 nm = grain size
Thus, even at the highest annealing temperature, the scattering occurs predominately
in the grains.
In conclusion, an intra-grain effect must be responsible for the poor conductivity/low mobility
at low annealing temperatures.
Scanning tunneling spectroscopy (STS) experiments carried out by Subramaniam et al. sug-
gest that the annealing effect is linked to a shift of the Fermi level [205]. The position of the
Fermi level as determined by STS is depicted in Figure 5.10 (top). According to the STS
data, the Fermi level is clearly above the band edge at low annealing temperatures but shifts
towards the valence band on annealing. Consequently, a transition from a nondegenerate
semiconductor (Fermi level in the bandgap, EF > EV ) to a degenerate semiconductor (Fermi
level intersects the valence band, EF < EV ) would take place on annealing. Despite the fact
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Figure 5.10.: Top: Reprinted from [205]. The position of the Fermi level EF relative to
the valence band edge EV as derived from scanning tunneling spectroscopy
(STS) on step-annealed films of Ge1Sb2Te4 is shown. According to STS, the
Fermi level is above the valence band in cubic (metastable) Ge1Sb2Te4 but
shifts towards the band edge by more than 0.1 eV on annealing.
Bottom: The carrier concentration is presented as function of the position of
the Fermi level. The calculations have been performed according to equation
(5.4). The greyish area indicates the range of carrier concentrations observed
in the Hall-effect measurements (see Table 5.2). If the Fermi energy is above
the band edge (EF −EV > 0), small shifts of the Fermi level (such as 0.1 eV)
induce dramatic changes in the carrier concentration (more than one order of
magnitude). Moreover, carrier concentrations compatible with those derived
from the Hall-effect measurements can hardly be attained unless the Fermi
level intersects the band (EF − EV < 0).
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that this picture could account for the sign reversal of the temperature coefficient (dρ/dT)
and for the insulating behavior at low annealing temperatures, the following considerations
demonstrate that it is absolutely contradictory to the Hall-effect data.
The hole density in a parabolically shaped valence band reads [64]
n = M
(
m∗
me
) 3
2
︸ ︷︷ ︸
O(1)
× 2
(
mekBT
2pi~2
) 3
2
F 1
2
(
−EF − EV
kBT
)
︸ ︷︷ ︸
=:η
, (5.4)
where EV denotes the energy of the valence band edge and F 1
2
is the Fermi integral4. As
the pre-factor is of the order of one, η and the carrier concentration n are of the same
order of magnitude. Figure 5.10 (bottom) displays the room-temperature η as function of
the position of the Fermi level. If the Fermi level is above the band edge (EF − EV >
0), shifting EF by so much as 0.1 eV already changes the carrier concentration by more
than one order of magnitude. However, despite the fact that the STS data suggest even
larger shifts of the Fermi level, only insignificant changes in the Hall carrier concentration
are discernible. Moreover, from Figure 5.10 (bottom), it is evident that attaining carrier
concentrations of 1020 cm−3 is virtually impossible unless the Fermi energy lies in the valence
band (EF −EV < 0). At the moment, one can only speculate why STS and Hall effect point
in opposite directions. As STS is a surface sensitive technique, band bending at the surface
could explain the discrepancy.
The conclusion drawn from the Hall-effect data, however, is perfectly in line with other
experimental results: In section 5.5, it was shown that the low temperature resistivity of the
150 ◦C-annealed film obeys Mott’s variable-range-hopping law. As the derivation of variable
range hopping starts from a constant and non-zero density of states at the Fermi level, the
finding of variable range hopping implies that the Fermi energy is surrounded by a non-
vanishing density of states. In addition, the analysis of the thermopower data presented in
section 5.9 will provide another strong argument supporting the statement that the Fermi
level is always located in the valence band.
However, as the Fermi level remains always in the valence band, the marked surge in
the electrical conductivity and the insulator to metal transition can only be explained if
the nature of the states at the Fermi level changes. It has been pointed out in section 2.2
that metal-insulator transitions can be understood in terms of Anderson localization and
electron-electron interaction. Although the Mott criterion does not allow for distinguishing
between an Anderson and a Mott transition (see section 2.2.5), it is still a valuable mean for
quantitatively understanding the physics at the transition. According to analysis presented
in section 5.4, the effective mass is approximately 0.4me. D. Lencer derived a lower limit to
the static dielectric constant of st & 98 by density functional theory.5 From these numbers,
the effective Bohr radius in crystalline Ge1Sb2Te4 can be estimated by equation (2.21):
a∗B = 0.53 Å st
me
m∗
≈ 130 Å. (5.5)
The Mott criterion (equation (2.23)) then yields a critical carrier concentration of
nc = 8 · 1015 cm−3. (5.6)
As can be seen from Table 5.2, the actual carrier concentration in Ge1Sb2Te4 is of the
order of 2 · 1020 cm−3, more than 4 orders of magnitude larger than the prediction of the
Mott criterion. Consequently, in terms of the Mott criterion, Ge1Sb2Te4 should always be
4F 1
2
(X) = 1
(1/2)!
∫∞
x=0
dx
√
x
exp(x−X)+1
5D. Lencer, private communication.
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Figure 5.11.: Adapted from [191, 192]. A reproduction of the famous plot of Edwards et
al. (see [87] and Figure 2.4), to which data on Ge1Sb2Te4 has been added,
is shown. The Mott criterion n1/3c a∗B = 0.26 (red line) accurately predicts
the critical carrier concentrations nc from the effective Bohr radii a∗B in a
multitude of systems. For Ge1Sb2Te4, however, it clearly fails.
metallic. The significance of this discrepancy becomes evident from Figure 5.11: Even though
the Mott criterion can accurately predict the critical carrier concentrations in a multitude
of doped semiconductors, it fails completely in the case of Ge1Sb2Te4. This failure of the
Mott criterion, therefore, clearly indicates that the metal-insulator transition in Ge1Sb2Te4 is
fundamentally different from the transitions in doped semiconductors such as phosphorous-
doped silicon.
As was discussed in section 2.2.5, the importance of electron-electron interaction effects
can be estimated by a comparison between the Fermi energy EF and the Coulomb energy U .
Assuming the same numbers as before, the Coulomb energy can be calculated by equation
(2.26):
U =
e2
4pi0st
n
1
3 ≈ 8.6 meV. (5.7)
According to Table 5.2, the Fermi energy amounts to 0.14 eV. Owing to the high carrier
concentration and the large static dielectric constant, the Fermi energy exceeds the Coulomb
energy by a factor of 16. Thus, electron-electron interaction effects should be irrelevant – a
clear difference from doped semiconductors, where EF and U are typically of the same order
of magnitude.
Effects of disorder, however, should be significant, as the structure of Ge1Sb2Te4 is highly
disordered at low annealing temperatures. The diverse disorder mechanisms in the rocksalt-
like cubic structure are sketched in Figure 5.12. While the anion sublattice (fcc) is entirely
occupied by tellurium atoms, the cation sublattice is filled with germanium (25%) atoms,
antimony (50%) atoms, and structural vacancies (25%). On crystallization, the atomic
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Figure 5.12.: Adapted from [191,192]. A two-dimensional cut illustrating the various con-
tributions to disorder in the cubic phase of Ge1Sb2Te4. While the anion
sublattice is completely filled with tellurium atoms, the cation sublattice is
randomly occupied by germanium atoms (25%), antimony atoms (50%),
and empty lattice sites (25%). In addition to the occupancy disorder, the
atomic arrangement is disturbed by distortions away from the perfect octahe-
dral sites. Owing to the strong directionality of the p bonds, these distortions
have a pronounced impact on the overlap of the atomic orbitals.
arrangement on the cation sublattice is random [1] and gives rise to pronounced occupancy
disorder. Additional disorder is generated by distortions away from the perfect octahedral
lattice sites. Owing to the special type of chemical bonding in crystalline Ge1Sb2Te4 (see
section 1.3), the overlap between adjacent atomic orbitals, which are primarily formed by
strongly directed p bonds, is more sensitive to distortions than in ordinary sp3 bonded
semiconductors.
In doped semiconductors, the defect concentration equals the external doping/carrier con-
centration whereas in pseudo-binary phase-change materials, such as Ge1Sb2Te4 and GeTe,
the carrier concentration is controlled by a mechanism frequently referred to as “self-doping”.
The situation is best understood in GeTe [206]: Consistent with band structure calculations
by density functional theory (DFT), stoichiometric GeTe is a non-degenerate semiconductor,
i.e. the Fermi level is located in the bandgap. According to the phase diagram, however,
only compositions featuring a germanium deficit of a few percent are thermodynamically
stable. The resulting germanium vacancies are responsible for the p-doping in crystalline
GeTe. An analogue mechanism is deemed to control the carrier concentration in Ge1Sb2Te4,
i.e., in addition to the aforementioned 25% of structural empty lattice sites, the cation sub-
lattice in Ge1Sb2Te4 contains a few extra vacancies giving rise to a hole concentration of
2 · 1020 cm−3.
If the randomly arranged vacancies are regarded as defects, there is no reason for dis-
tinguishing between the structural empty lattice sites (25%) and the few extra vacancies
(O(1%)) which control the carrier concentration. Thus, the empty sites in the cation sub-
lattice, not to mention the germanium vs. antimony disorder and the distortions, give rise
to a defect concentration, which exceeds the carrier/doping concentration by one order of
magnitude. Consequently, disorder effects should be much more important than in doped
semiconductors.
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Figure 5.13.: Adapted from [191, 192]. A schematic presentation of the insulator-to-metal
transition in Ge1Sb2Te4 is depicted. As a consequence of the pronounced
disorder, a region of localized states separated from the delocalized states by
the mobility edge Eµ forms at the top of the valence band (shaded area). At
low annealing temperatures, the Fermi energy EF is located in the localized
states and the system is insulating (left). Annealing reduces the disorder and,
thereby, shifts the mobility edge towards the band edge. When the mobility
edge passes the Fermi level, the transition to metallic behavior takes place
(EF ≡ Eµ, center). At high annealing temperatures, the disorder effects are
sufficiently weak for the Bloch-metal framework to be applicable (see section
5.4).
The remarkable amount of disorder in pseudo-binary GeSbTe alloys has also been observed
in x-ray photoemission spectroscopy experiments on Ge2Sb2Te5, which demonstrate that
the cubic phase and the amorphous phase feature similar amounts of disorder [207]. For
these reasons, disorder-induced localization effects must be extraordinarily pronounced in
Ge1Sb2Te4. The finding of variable range hopping, also a clear evidence of disorder effects
in the system [208], corroborates this conclusion. The insulating properties of the 150 ◦C-
annealed film can, therefore, be regarded as the consequence of disorder-induced localization.
Or in other words: the 150 ◦C-annealed film is an Anderson insulator.6
A schematic presentation of the insulator to metal transition which occurs on annealing is
depicted in Figure 5.13. At low annealing temperatures, the mobility edge lies deep within
the valence band. As the Fermi energy is situated in the localized states, no zero-temperature
conduction is possible and the system is an Anderson insulator. Annealing diminishes the
disorder. From a comparison of the disordered (metastable) cubic structure with the ordered
(stable) hexagonal structure (compare Figure 1.4), it becomes evident that the empty lattice
sites order into layers and, thereby, dramatically reduce the disorder in the cation sublattice.
With the reduction of disorder on annealing, the amount of localized states at the band
edges shrinks and the mobility edge shifts towards the band edge. When the mobility edge
passes the Fermi level (see Figure 5.13 (center)), the transition to the metallic state takes
place. At high annealing temperatures, disorder effects are weak and the Fermi energy lies
6As will be briefly discussed in Chapter 7, the effects of disorder-induced localization in Ge1Sb2Te4 have
recently been reproduced in a density-functional-theory investigation performed by Zhang et al. [209].
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clearly within the delocalized states. Thus, the ordered system can be regarded as a Bloch
metal (see section 5.4).
Disorder is less pronounced in GeTe because the cation sublattice lacks a comparable de-
gree of occupancy disorder. Consequently, there is no annealing effect in GeTe. Nevertheless,
the Ioffe-Regel product rσ = kFλ (see Table 5.2) indicates that disorder is non-negligible
in all pseudo-binary phase-change materials (including GeTe). Even in highly-annealed
Ge1Sb2Te4 and in GeTe, rσ is only of the order of one. By contrast, values of several hun-
dreds are attained in typical metals. The situation in crystalline Ge1Sb2Te4 and GeTe is
reminiscent of that in amorphous metals, which often display rσ ' 5 and feature incipient
localization [210,211].
5.7. Optical properties at low measurement temperatures
The optical properties of Ge1Sb2Te4 were probed at low measurement temperatures to derive
the temperature dependence of the optical conductivity. For this purpose, 8 different samples
covering annealing temperatures between 150 ◦C and 350 ◦C were investigated (H. Koch, P.
Jost, S. Kremers, M. Klein [212]).
The reflectance data on a 920 nm thick film of Ge1Sb2Te4, which was annealed at 150 ◦C,
are presented in Figure 5.14 (top). The increase in the amplitude of the interference fringes
with decreasing measurement temperature (at about 0.6 eV) results from the widening of
the bandgap. As it was already demonstrated in [159] that the optical bandgap of most
crystalline and amorphous phase-change materials widens on cooling, this phenomenon is
not a particularity of crystalline Ge1Sb2Te4 and, therefore, most likely not related to the
pronounced annealing effect.
The temperature dependence of the optical resistivity, which was derived by fits to equa-
tion 3.1, is presented in Figure 5.14 (bottom). A comparison with the electrical resistivity
data shown in Figure 5.5 suggests itself. In line with the electrical resistivity, the optical
resistivity shows a metallic (positive) slope at high annealing temperatures. At low anneal-
ing temperatures, however, the optical and the electrical resistivities display quite different
behaviors. While the electrical resistivity of the 150 ◦C-annealed film diverges at zero temper-
ature, no comparable effect can be observed in the optical resistivity. The weak temperature
dependence that appears in Figure 5.14 (bottom) for the 150 ◦C-annealed film is probably
just an artifact. Real changes in the optical resistivity would affect the height of the in-
terference fringes at low frequencies. As the maxima of the interference fringes in Figure
5.14 (top) vary insignificantly with measurement temperature, the optical resistivity of the
150 ◦C-annealed film is constant within the margin of error. Note that, owing to the small
conductivity, the relative error on the optical resistivity is particularly large at low annealing
temperatures. As the relative precision is much better at high annealing temperatures, the
clearly metallic temperature dependence observed at the highest annealing temperatures is
certainly not an artifact.
The striking discrepancy between the temperature dependences of the optical and the
electrical resistivities that was observed at low annealing temperatures called for a verification
and stimulated a second investigation focusing on 150 ◦C-annealed samples (S. Grothe, P.
Jost [162]). Reflectance spectra of a new set of samples were recorded and, in contrast to the
first investigation, the actual sample temperature during the measurements was monitored.
Moreover, an extensive analysis of the errors arising from the modeling of spectra confirmed
that if the optical resistivity was increasing similarly to the electrical resistivity, clear changes
in the reflectance spectra would be discernible. As such changes have not been observed in
both investigations, the discrepancy between the temperature dependences of the optical
and the electrical resistivities is not an artifact.
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Figure 5.14.: Top: FT-IR reflectance spectra of a 150 ◦C-annealed film of Ge1Sb2Te4
(920 nm) on an aluminum mirror. The color code indicates the measurement
temperature. Except for the widening of the bandgap, no significant changes
occur on cooling. Data from [212].
Bottom: Temperature dependence of the optical resistivity as derived from
FT-IR measurements [212]. The resistivities have been normalized to their
corresponding room-temperature values to present the data for various an-
nealing temperatures (color code) in a single graph.
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One should keep in mind that the optical conductivity is the DC extrapolation of the
AC conductivity in the infrared regime. At low annealing temperatures, the optical Drude
model, which is the basis of this extrapolation, probably breaks down along with the Bloch-
metal framework. Hence, the discrepancy between optical and electrical conductivity may
be just another hint at the inapplicability of the Bloch-metal framework at low annealing
temperatures.
5.8. Impedance spectroscopy
The explanation of the annealing effect that was presented in section 5.6 rests on the
statement that the grain boundaries have a negligible impact on the charge transport in
Ge1Sb2Te4. In stark contrast, having also probed the electrical and the structural proper-
ties of step-annealed Ge1Sb2Te4 thin films, Prokhorov et al. attribute the annealing effect
to a reduction of grain boundary effects on annealing [195]. The fact that the conclusions
of Prokhorov et al. are substantially supported by impedance spectroscopy data motivated
similar experiments in the course of this thesis. In the following, a condensed summary of
the impedance spectroscopy results of Prokhorov et al. will be presented first. Then, the
corresponding experiments performed in the course of this thesis will be detailed.
The data obtained by Prokhorov et al. are presented in Figure 5.15. The left-hand side
of the figure shows the impedance of a 170 ◦C-annealed film of Ge1Sb2Te4 between 40Hz
and 300 kHz. The complex frequency dependence is reminiscent of the superposition of two
semicircles and can be modeled by the equivalent circuit diagram depicted in the inset of
the figure, where each of the two RC elements gives rise to one semicircle. The physical in-
terpretation is as follows: The RC element denoted by Rg and Cg represents the interior of
the grains whereas the other RC element (Rgb,Cgb) stands for the grain boundaries. If these
data and their interpretation were correct, the measurements would unequivocally demon-
strate the impact of the grain boundaries on the charge transport in crystalline Ge1Sb2Te4.
Moreover, determining the resistances and capacities in the equivalent circuit would even
facilitate a quantification the grain boundary effects.
Although the graphical presentation of the data in Figure 5.15 (left) is certainly helpful
in illustrating the link between the data and the equivalent circuit, the entire relationship
between impedance and frequency cannot be unambiguously deduced from it. For this
reason, the fit parameters Rg, Cg, Rgb, and Cgb stated by Prokhorov et al. were utilized
for reconstructing the full impedance spectra of their 140 ◦C-, 160 ◦C-, and 190 ◦C-annealed
films. The results of this reconstruction are illustrated in Figure 5.15 (right). Note that the
frequency range probed by Prokhorov et al. extends only to 300 kHz whereas it has been
demonstrated in section 3.4 that the method applied in the course of this thesis is reliable
up to frequencies of about 10MHz.
In order to reproduce the experiments of Prokhorov et al., Ge1Sb2Te4 thin-film samples
with a thickness of about 500 nm were prepared. Details on the sample design and the
measurement process have already been described in section 3.4. According to the claim of
Prokhorov et al. that the decrease in grain boundary resistance is the essential mechanism
behind the annealing phenomenon, the films featuring the highest resistivities should exhibit
the most pronounced frequency dependences. Therefore, annealing temperatures of 150 ◦C
and 175 ◦C were chosen.
A check of the DC resistances of the two thin-film samples by an Agilent 34410A digital
multimeter yielded 4890Ω for the 150 ◦C-annealed film and 1035Ω for the 175 ◦C-annealed
film. By taking the geometry into account, these figures can be converted to conductivities
of 2 S/cm and 10 S/cm. Given the fact that neither the deposition nor the annealing is
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Figure 5.15.: Left: Reprinted from [195]. The real (Z ′) and the imaginary (Z ′′) parts
of the complex impedance of a 170 ◦C-annealed film of Ge1Sb2Te4 between
40Hz and 300 kHz follow a curve that can be understood as the superposition
of two semicircles. A model based on the equivalent circuit shown in the inset
can reproduce the data.
Right: The complex impedance of three differently annealed (color code)
samples has been reconstructed from the parametrization and the fit param-
eters given by Prokhorov et al. [195]. The magnitude of the impedance has
been normalized to the DC value to simplify the comparison of the frequency
dependences. If Prokhorov et al. were right, the high-frequency values of the
magnitude and the phase of the impedance (e.g. @ 10MHz) should differ
significantly from the corresponding numbers at low frequencies.
perfectly reproducible7, these numbers are in reasonable agreement with the data in Table
5.2.
As the reflectance data are more noisy8 but perfectly in line with the transmission measure-
ments, only the data obtained in transmission will be shown in the following. The impedance
spectra are depicted in Figure 5.16 and Figure 5.17. For the purpose of comparison, also
the DC resistance, which was probed by the digital multimeter, is included in the plots. In
stark contrast to the claims of Prokhorov et al., the impedance exactly equals the DC value
in the entire frequency range. Thus, there is no frequency dependence of the conductivity
at all:
σ(ω = 2pif) ≡ σDC ∀f < 10 MHz.
The extent of this discrepancy becomes evident from Figure 5.15 (right). According to
Prokhorov et al., magnitude and phase of the sample impedance change tremendously to-
7The reproducibility will be addressed in section 5.9 and Figure 5.19.
8Owing to the high resistances of the samples (Z 50Ω), reflectance measurements are less accurate than
transmittance measurements.
112
5.8. Impedance spectroscopy
−40
−38
−36
−34
−32
−30
|S|
 / d
B
Scattering factor
0
2000
4000
6000
Z 
/ Ω
Impedance
103 104 105 106 107
−20
−10
0
10
20
a
rg
(S
) / 
°
f / Hz
103 104 105 106 107
−20
−10
0
10
20
a
rg
(Z
) / 
°
f / Hz
Figure 5.16.: Scattering factor (S21) and impedance spectrum of a 150 ◦C-annealed film
of Ge1Sb2Te4. The red line indicates the DC resistance of the sample. Con-
tradictory to the results of Prokhorov et al. (see Figure 5.15 (right)), the
impedance does not display any frequency dependence up to frequencies of
10MHz.
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Figure 5.17.: The same experiment as in Figure 5.16 but with a 175 ◦C-annealed film of
Ge1Sb2Te4. Again, no frequency dependence is discernible.
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wards high frequencies:9
|Z(10 MHz)|
ZDC
< 0.05 ∧ arg Z(10 MHz) < −86◦.
It can be excluded that such substantial variations could have eluded in the experiments
illustrated in Figure 5.16 and Figure 5.17.
On the one hand, the possibility that the data of Prokhorov et al. are erroneous cannot be
totally excluded. The fact that they obtain different results on switching to another contact
geometry might point in this direction. On the other hand, however, it could very well be that
their measurements are correct, too, but their films differ from the films prepared in Aachen.
As the annealing procedure of Prokhorov et al. is different from the procedure employed
in Aachen, it is possible that the films of Prokhorov et al. still contain significant residua
of the amorphous phase. The complex frequency dependence might then simply arise from
the inhomogeneous nature of the partially crystalline alloy. The fact that the Hall carrier
concentrations reported by Prokhorov et al. are, regardless of the annealing temperature,
much lower (factor of 6 .. 23) than the concentrations listed in Table 5.2 substantiates the
suspicion that the properties of their films are dissimilar from the properties of films produced
and annealed in Aachen.
In summary, it can be stated that the results of Prokhorov et al. cannot be reproduced with
samples prepared in Aachen. Thus, the model proposed by Prokhorov et al. cannot account
for the reduction of the resistance on annealing. No evidence hinting at grain boundary
effects can be derived from impedance spectroscopy data.
5.9. Thermopower
The argumentation presented in section 5.6 rests on the statement that the Fermi level is
always located in the valence band, a statement which is supported by Hall effect and low-
temperature conductivity measurements but apparently contradicts STS results10. As ther-
mopower measurements are a powerful tool for ascertaining the position of the Fermi level,
a measurement series focusing on the thermopower of step-annealed films of Ge1Sb2Te4 was
conducted. For this purpose, Ge1Sb2Te4 films patterned in the 20mm-geometry (see Figure
3.6) were deposited on Corning 1737 glass substrates and subsequently annealed. The size
of the glass substrates required for thermopower measurements precludes the simultaneous
fabrication of more than 4 samples. Thus, in contrast to the measurement series presented
in Table 5.2 and Figure 5.2, a single sample was repeatedly annealed to cover the range of
annealing temperatures between 150 ◦C and 325 ◦C in steps of 25 ◦C.
The resistivities calculated from two-point resistance measurements and the thermopowers
are presented in Figure 5.18. In as much as temperatures above and below room-temperature
are accessible with the Seebeck setup (-50 ◦C .. 120 ◦C), the resisitivity data depicted in Fig-
ure 5.18 entail parts of the temperature ranges already visible in Figure 5.1 (only T >
300K) and Figure 5.5 (only T < 300K). In line with the data shown in these figures, the
resistivity decreases continuously with increasing annealing temperature while the tempera-
ture coefficient gradually evolves. Again, all curves above the maximum metallic resistivity
ρmax (see section 5.4) feature negative (non-metallic) temperature coefficients whereas all
curves below ρmax display positive (metallic) temperature coefficients. Despite the excellent
qualitative agreement, it is noteworthy that the resistivities obtained at different anneal-
ing temperatures differ slightly from those presented in Table 5.2. The compilation of data
9As can be seen from Figure 5.15 (right), the impedance at 300 kHz, which was the high-frequency limit in
the experiments of Prokhorov et al., already differs significantly from the DC value. The impedance at
10MHz was extrapolated by the model of Prokhorov et al.
10See the discussion in section 5.6.
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Figure 5.18.: Thermopowers and resistivities of Ge1Sb2Te4 films as functions of measure-
ment temperature. The color code refers to the annealing temperature. The
data were obtained from 95 nm thick films patterned in the 20mm geometry
(see Figure 3.6). The resistivity displays the same behavior that has already
been observed in Figure 5.1 and Figure 5.5, i.e. it gradually decreases on
annealing while its slope continuously evolves and reverses sign on passing
the maximum metallic resistivity ρmax =2.7Ωcm (see section 5.4).
The thermopower is always large and positive. It also continuously decreases
with increasing annealing temperature and eventually approaches the theoret-
ical prediction for Bloch metals (dashed line), which was calculated according
to equation (2.16) from EF = 0.14 eV and r = −1/2.
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Figure 5.19.: Room temperature conductivity of Ge1Sb2Te4 thin films as function of an-
nealing temperature. Data from various studies performed at the I. Institute
of Physics (1A) are shown.
Siegrist → the same as in Table 5.2 and Figure 5.2,
Woda → PhD thesis M. Woda [63],
Riederer → Bachelor thesis F. Riederer [213],
Thermopower → from Figure 5.18,
AC conductivity → from Figures 5.16 and 5.16
The sample fabrication is obviously not perfectly reproducible. Given the typ-
ical variations between different annealing series, the conductivities obtained
from the thermopower samples and from the impedance spectroscopy sam-
ples are in reasonable agreement with the overall trend. Interestingly, the
conductivity at high annealing temperatures is well defined.
from several annealing series presented in Figure 5.19 demonstrates that the sample fabri-
cation and the annealing are not perfectly reproducible. Hence, as long as the state of a
film is solely characterized on the basis of its annealing temperature, this issue gives rise to
additional uncertainties, when results from separate annealing series are correlated quanti-
tatively. However, with respect to the conclusions that will be drawn in the following, these
quantitative fluctuations are irrelevant.
Along with the resistivity, the thermopower decreases on annealing. It was already pointed
out in section 5.4 that the electrical properties at high annealing temperatures can be read-
ily understood in terms of the Bloch-metal framework. As the thermopower gradually ap-
proaches the dashed black line, which corresponds to the theoretical prediction for a Bloch
metal with the Fermi energy 0.14 eV deep in the valence band, the thermopower data in
Figure 5.18 nicely corroborate the validity of the Bloch-metal framework at high annealing
temperatures. At room temperature (300K), the difference between the dashed line and
the thermopower of the 325 ◦C-annealed film still amounts to 26%, which is clearly beyond
the experimental uncertainty. However, one should keep in mind that, in the absence of a
better alternative, the predominance of phonon scattering (r = −1/2) was assumed in the
evaluation of equation (2.16), although the small rσ and the small mean free paths (see Table
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Figure 5.20.: Graphical illustration of the idea behind equation (5.8). The density of states
D(E) and the differential conductivity σ(E) are shown as functions of energy
E. The situation at the top of the valence band is depicted. As all states
above the mobility edge Eµ are localized (shaded area), their differential
conductivity is zero. Below the mobility edge, the rise of the differential
conductivity depends on the parameter ν. Choosing ν = 0 results in a step
function whereas any positive number (ν > 0) yields a power law.
5.2) strongly suggest that disorder still accounts for a good portion of the scattering events.
Against this background, the thermopower data are absolutely in line with the present un-
derstanding of charge transport at high annealing temperatures. Particularly with regard to
the discussion of thermoelectric properties in section 6.5, it should be noted that the effects
of disorder-induced localization bring about thermopowers much larger than the prediction
for ordinary Bloch metals. This is probably the consequence of the fact that the differential
conductivity σ(E) changes quite rapidly in the vicinity of Eµ (see equation (2.15)).
Invoking a more sophisticated model incorporating the effects of disorder-induced localiza-
tion for analyzing the thermopower data recorded at low annealing temperatures is tempting.
However, although equation (2.14) indicates that the thermopower must be extremely sensi-
tive to modifications of the differential conductivity and to the formation of a mobility edge
in particular, there is only little theoretical and experimental work on this subject. This
may be the consequence of the fact that localization effects have been predominately studied
in the zero-temperature limit. To the present author’s best knowledge, the approach of Vil-
lagonzalo et al. [214] is most appropriate for discussing the thermopower data on Ge1Sb2Te4.
Villagonzalo et al. start from the following expression for the differential conductivity at the
valence-band mobility-edge
σ(E) ∝ (−E)νΘ(−E), (5.8)
where Θ is the Heaviside step-function. Figure 5.20 illustrates the concept behind this
ansatz: As only the relative positions of the Fermi level and the mobility edge are relevant,
the energy of the mobility edge can be set to Eµ ≡ 0 without loss of generality. At positive
energies (above Eµ), all states are localized and, thus, make no contribution to the total
conductivity. At negative energies (below Eµ), the differential conductivity rises according
to a power law. In line with results for phosphorous doped silicon, Villagonzalo et al. choose
a value of 1.3 for the critical exponent ν. Note that Villagonzalo et al. also take into account
the negligible statistical shift of the Fermi level, which, for reasons of simplicity, will be
omitted in the following discussion, i.e. it will be assumed that the position of the Fermi
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level does not depend on the measurement temperature.
By (numerically) evaluating the integrals (2.27) and (2.14), the conductivity and the
thermopower can be calculated for arbitrary positions of the Fermi level. Figure 5.21 presents
the results for three different values of ν, namely 0, 0.5, and 1.3. These specific numbers have
been chosen to cover the cases of a step function (ν = 0), a power law with ν < 1, and a power
law with ν > 1 (see Figure 5.20). If the Fermi energy is far above the mobility edge (EF  0),
the temperature dependence of the thermopower approaches the S ∝ ( 1T + cst.) behavior
predicted for (amorphous) semiconductors (see equations (2.17) and (2.67)), whereas, if
the Fermi energy is deep below the mobility edge (EF  0), the thermopower curves are
reminiscent of the S ∝ T behavior anticipated for degenerate semiconductors (see equation
(2.15)) and Bloch metals in particular (see equation (2.16)). Regardless of the value of ν,
the thermopower gradually decreases and the S ∝ ( 1T + cst.) behavior continuously evolves
into the S ∝ T behavior, when the Fermi level is shifted from positions above (EF > 0) to
positions below (EF < 0) the mobility edge.
Those parts of the calculated curves that are within the temperature range probed by the
thermopower measurements (grey areas in Figure 5.21) are at least in qualitative agreement
with the experimental thermopower data presented in Figure 5.18. Consequently, repro-
ducing the experimental data by picking appropriate values of ν appears possible. Hence,
the calculations suggest that the observed reduction of the thermopower on annealing (see
Figure 5.18) can be explained either in terms of the Fermi energy descending deeper into the
valence band or in terms of the mobility edge moving away from the Fermi energy towards
the band edge. The latter scenario is perfectly in line with the concept illustrated in Figure
5.13.
Against this background, a more quantitative analysis in terms of the model of Villagonzalo
et al. is tempting. However, all attempts of fitting the model either to just the thermopower
data or to both the thermopower data and the resistivity data yielded inconsistent results.
Although it turned out that the model is in principle capable of reproducing the experimental
curves, the obtained fit parameters such as ν and the position of the Fermi level do not follow
any trends but vary in irregular manners.
The difficulties in obtaining quantitative results probably stem from the oversimplifications
inherent in the model. Ansatz (5.8) implies that the differential conductivity does not depend
on temperature, an assertion that is at best correct in the zero-temperature limit. According
to the model, the temperature dependence of the resistivity is a purely statistical effect,
i.e. it arises solely from the varying width of the Fermi distribution function. Although
the resistivity calculations shown in Figure 5.21 can nicely reproduce transitions between
insulating (ρ(0 K) → ∞) and metallic (ρ(0 K) < ∞) behavior, they never yield metallic
temperature coefficients (dρ/dT > 0), a striking difference to the experimental situation. The
absence of positive temperature coefficients is a simple consequence of the fact that phononic
interactions are completely neglected.
Also on the insulating side of the transition, the neglect of phonons is problematic. By
assuming a temperature-independent differential conductivity, the model of Villagonzalo et
al. makes virtually the same simplification as the standard transport model, i.e. it ignores
phonon-induced delocalization effects (compare section 2.3.5). The fact that the Villagonzalo
model studies explicitly the region close to the transition point (EF ≈ Eµ) renders this
assumption particularly questionable.
However, although the model proved to be insufficient for deriving quantitative results, the
calculations depicted in Figure 5.21 are still significant as they reveal the following universal
features of the thermopower:
• If the Fermi energy is located exactly at the point where σ(E) drops to zero (see
EF = 0), the thermopower does not depend on the measurement temperature, i.e. the
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Figure 5.21.: Resistivity and thermopower calculated according to equation (5.8). The color
code indicates the position of the Fermi level with respect to the mobility
edge. The gray area corresponds to the temperature range probed by the
thermopower experiments shown in Figure 5.18. Apparently, the position of
the Fermi level (EF > 0 insulator or EF < 0 metal) can be deduced from
the sign of the slope of the thermopower.
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separatrix is a flat line (black line) [214].
• If the differential conductivity at the Fermi level is zero (see EF > 0, reddish curves),
the thermopower displays negative slopes (dS/dT < 0).
• If σ(E) is non-zero in the vicinity of EF (see EF < 0, bluish curves), the thermopower
features positive slopes (dS/dT > 0).
Hence, from the slope of the thermopower, it can be inferred whether σ(EF ) is zero or non-
zero. It is noteworthy that this conclusion is rather independent of the particular shape of
σ(E). It is valid even if σ(E) is a chosen to be step function (see ν = 0). Ansatz (5.8)
also covers the case of vanishing disorder (Bloch-metal framework), where the differential
conductivity at the band edge follows a σ(E) ∝ E 32 +r behavior (compare section 2.1.1 and
equation (2.3)).
Thus, the thermopower data can be employed for addressing the question whether the
Fermi level is located in the valence band or in the bandgap. As the thermopower data
in Figure 5.18 exclusively feature positive slopes (dS/dT > 0), σ(EF ) must be non-zero. If,
however, the Fermi energy is amidst conducting states, the density of states at the Fermi
level must not vanish and, in particular, the Fermi energy cannot be situated in the bandgap
above the valence band. As a consequence, the thermopower data presented in Figure 5.18
provide an additional strong argument for the Fermi level lying always in the valence band.
Please note that the statement that σ(EF ) is non-zero for temperatures around room
temperature does not conflict with the assertion that the 150 ◦C-annealed film is insulating
(ρ(0 K)→∞). As σ(E) is a temperature dependent function, those states that contribute to
the room-temperature conductivity can be strongly localized in the zero-temperature limit.
5.10. Generic behavior in the pseudo-binary
(GeTe)x-(Sb2Te3)1−x system
So far, the annealing effect and the corresponding metal-insulator transition have only been
discussed with respect to Ge1Sb2Te4. However, other stoichiometries in the pseudo-binary
GeTe-Sb2Te3 system display the same phenomena.
The experiment already illustrated in Figure 5.1 was repeated for other alloys from the
pseudo-binary (GeTe)x-(Sb2Te3)1−x system. Figure 5.22 presents the results for Ge1Sb4Te7
(x = 1/3), Ge1Sb2Te4 (x = 1/2), Ge2Sb2Te5 (x = 2/3), and Ge3Sb2Te6 (x = 3/4). In order to
separate the reversible temperature dependence of the resistivity from irreversible relaxations
on annealing, only the data points recorded on cooling are shown (compare the highlighted
region in Figure 5.1 (bottom)). Apparently, the four alloys display exactly the same annealing
behavior. The reduction of the resistivity on annealing is always accompanied by a gradual
change from non-metallic (dρ/dT < 0) to metallic (dρ/dT > 0) temperature coefficients. In
fact, if the data points were not shaped differently, distinguishing between the four data sets
would be impossible.
Regardless of the exact composition, the sign reversal occurs always at the critical resis-
tivity of ρc = 2 .. 3mΩcm. The universality of this value can be easily explained from
the discussion in section 5.4, where it was demonstrated that the sign reversal arises from
the breakdown of the Bloch-metal framework at low annealing temperatures and, there-
fore, coincides with the point where the resistivity passes the maximum metallic resistivity
ρmax. As the four alloys analyzed in Figure 5.11 exhibit quite similar carrier concentrations
(O(1020 cm−3) [55]), the maximum metallic resistivity is independent of the exact stoichiom-
etry. Consequently, the sign reverses always at ρc = 2 .. 3mΩcm ≈ ρmax ≈ 2.7mΩcm.
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Figure 5.22.: Adapted from [191, 192]. Temperature dependences of the resistivities of
four pseudo-binary alloys at different annealing temperatures. The same ex-
perimental procedure that was already used for obtaining the data depicted
in Figure 5.1 was employed again to collect the data on the three other al-
loys. In this figure, however, only the data points recorded on cooling are
shown (compare the outlined region in Figure 5.1 (bottom)). Remarkably,
the four alloys follow exactly the same generic behavior. Regardless of the
exact stoichiometry, the slope of the resistivity always reverses sign at the
critical resistivity of ρc =2 .. 3mΩcm.
Of course, extending the analysis to alloys “below” Ge1Sb4Te7 (x < 1/3) and “above”
Ge3Sb2Te6 (x > 3/4) in order to elucidate the boundaries of the generic annealing behavior
suggests itself. It was already demonstrated in [19] that a comparable annealing effect is
absent from the crystalline phase of Ge8Sb2Te11 (x = 8/9) although the corresponding resis-
tivity is barely above ρc. Thus, the behavior changes abruptly on moving from Ge3Sb2Te6
(x = 3/4, annealing effect) to Ge8Sb2Te11 (x = 8/9, no annealing effect but ρ ' ρc) and again
on moving from Ge8Sb2Te11 to GeTe (x = 1, always metallic). For these reasons, the electri-
cal properties in the stoichiometric region between Ge3Sb2Te6 and GeTe were investigated
in the course of the co-sputtering campaign presented in Chapter 6.
5.11. Summary
The introduction to this chapter started from the observation of a striking annealing effect
in the crystalline phase of Ge1Sb2Te4, which gives rise to a conductivity enhancement of
more than two orders of magnitude. By a systematic investigation of step-annealed films of
Ge1Sb2Te4, which incorporated a multitude of experimental techniques, it could be demon-
strated that the unusually large amount of disorder inherent in the metastable cubic phase
and its reduction on annealing are the origin of the annealing effect (section 5.6): At low
annealing temperatures, localization effects arising from the pronounced disorder are promi-
nent enough to render the system an Anderson insulator. Annealing, however, brings about
a reduction of disorder and, thereby, weakens localization effects. Thus, on annealing an
insulator to metal transition occurs, where the transition temperature is below 200 ◦C (sec-
tion 5.5). At annealing temperatures above 250 ◦C, the scattering of charge carriers is weak
121
Chapter 5. Disorder-induced localization in crystalline (GeTe)x-(Sb2Te3)1−x alloys
enough for the Bloch-metal framework to be applicable (section 5.4). Consequently, at high
annealing temperatures, all electrical transport parameters such as electrical conductivity,
optical conductivity, Hall effect, and thermopower are quantitatively consistent with the
Bloch-metal framework. As crystalline GeTe is renowned for being a Bloch metal, it is not
surprising that almost all transport parameters of crystalline Ge1Sb2Te4 converge to those
of crystalline GeTe on annealing.
The remarkable amount of disorder in Ge1Sb2Te4 probably results mainly from the random
arrangement of germanium atoms (25%), antimony atoms (50%), and empty lattice sites
(25%) in the cation sublattice of the rocksalt-like structure. It is noteworthy that the
concentration of defects arising solely from the random distribution of empty lattice sites
(25%) clearly exceeds the doping concentration, which is deemed to be controlled by just a
few extra empty sites on the cation sublattice (25% +x, with x ∈ O(1 %)). The distortions
away from the perfect octahedral lattice sites produce additional disorder (variation of p
orbital overlap). The lack of a similar degree of disorder conveniently explains the absence
of a comparable annealing effect from GeTe (section 5.6).
An analysis in terms of the Mott criterion demonstrated that the metal-insulator transition
in crystalline Ge1Sb2Te4 is fundamentally different from the transitions in doped semiconduc-
tors such as phosphorous doped Si. Owing to the high carrier concentration and enormous
dielectric constant, a consequence of resonant bonding, the Fermi energy EF exceeds the
Coulomb energy U by more than one order of magnitude. With negligible electron-electron
interaction (U  EF ) and strong disorder, the metal-insulator transition in Ge1Sb2Te4 is
not considered an Anderson-Mott transition but an Anderson transition (section 5.6).
Moreover, on the basis of the experimental data, the following alternative explanatory
approaches were excluded:
1. Change of crystallographic phase: As the metal-insulator transition occurs in the
purely cubic regime (<200 ◦C) and the Bloch-metal framework becomes applicable in
the purely hexagonal regime (≥275 ◦C), the transition of the crystallographic phase at
225 ◦C is well separated from the key electronic transition points and can, therefore,
not be the origin of the annealing effect (section 5.1).
2. Grain boundaries: The similar trends of optical and electrical conductivity, the
mean free paths much smaller than the grain size, and the marginal grain growth on
annealing hint at an intra-grain effect (section 5.6). Moreover, it was demonstrated
that, in stark contrast to the findings of Prokhorov et al., impedance spectroscopy does
not provide experimental evidence in favor of insulating grain boundaries (section 5.8).
3. Change in carrier concentration/shift the of Fermi level: In contrast to the
findings of Zhang et al., the Hall carrier density in crystalline Ge1Sb2Te4 is always
of the order of 1020 cm−3 (section 5.2). In addition to the high carrier concentration
and the observation of variable range hopping, the thermopower data corroborate the
statement that the Fermi level is always located in the valence band. Consequently,
a shift of the Fermi level from a position in the bandgap to a position in the valence
band cannot account for the insulator to metal transition (sections 5.6 and 5.9).
4. Enhancement of resonant bonding: As the increase in conductivity in the purely
cubic regime is not accompanied by a change in ∞, enhancements of resonant bonding
do not appear to be the origin of the annealing effect (section 5.3).
As was shown in section 5.10, the annealing effect is a generic feature of all compositions
in the (GeTe)x-(Sb2Te3)1−x system between Ge1Sb4Te7 (x = 1/3) and Ge3Sb2Te6 (x = 3/4).
The behavior in the stoichiometric region between Ge3Sb2Te6 and GeTe will be addressed
in Chapter 6.
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Electrical properties of crystalline
pseudo-binary alloys between Ge3Sb2Te6
and GeTe
This chapter presents the results of an investigation of the electrical, the optical, and the
thermoelectric properties of the pseudo-binary (GeTe)x-(Sb2Te3)1−x compounds between
Ge3Sb2Te6 (x = 3/4) and GeTe (x = 1). Against the background that several properties
change abruptly in this narrow stoichiometric region, such an analysis appears particularly
worthwhile. The following discussion of the properties compiled in Table 6.1 illustrates this
point.
The first block of rows in the table addresses the crystal structures and the optical
bandgaps. It was already pointed out in section 1.2 that the pseudo-binary compositions
between Ge1Sb4Te7 and Ge3Sb2Te6 exist in two crystalline phases. On crystallization they
form a metastable cubic phase, which irreversibly transforms into a stable hexagonal phase
at higher annealing-temperatures. By contrast, Ge8Sb2Te11 and GeTe undergo a reversible
transition between a high-temperature cubic and low-temperature rhombohedral structure.
In addition, the optical bandgap of crystalline GeTe (0.72 eV) clearly exceeds the bandgaps
of a all other compositions (. 0.55 eV).
Data related to the electrical properties are presented in the second block of rows in Table
6.1. In the previous chapter, it was demonstrated that the crystalline phase of Ge1Sb2Te4 dis-
plays an annealing effect, which arises from the reduction of disorder-induced localization
effects and is linked to a metal-insulator transition. Towards the end of that chapter in
section 5.10, it was then pointed out that the crystalline states of all pseudo-binary (GeTe)x-
(Sb2Te3)1−x systems between Ge1Sb4Te7 and Ge3Sb2Te6 show an annealing effect, which is
concomitant with a generic evolution of the temperature coefficient of the resistivity from
non-metallic (dρ/dT < 0) to metallic (dρ/dT > 0) values. Hence, it appears that, in terms of
the annealing effect and the metal-insulator transition, the systems between Ge1Sb4Te7 and
Ge3Sb2Te6 follow the same qualitative behavior.
However, the behavior changes abruptly on moving further towards the GeTe-rich sys-
tems. For Ge8Sb2Te11, no distinct annealing effect of the electrical resistivity could be
observed [19,63]. Interestingly, the conductivity in the crystalline state remains always close
to the minimum metallic conductivity of Ge1Sb2Te4 (σmin = 375 Scm – see section 5.4) and
the temperature coefficient of the resistivity is negligible [62]. While these observations do
not facilitate any classification in terms of “metal” and “insulator”, they still suggest that
Ge8Sb2Te11 is stuck close to the transition point. The endpoint GeTe is different again: As
was shown in Chapter 5, crystalline GeTe does not feature significant annealing effects either
but is, in contrast to Ge8Sb2Te11, clearly metallic.
The thermoelectric performance is addressed in the last row of Table 6.1. The interest
in the thermoelectric properties of phase-change thin-films has already been emphasized in
section 1.5. Recently, a study [62], which was also conducted in the course of this thesis,
revealed that Ge8Sb2Te11 is a potential thermoelectric material while the neighbor compo-
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Table 6.1.: A comparison of the crystalline phases of the pseudo-binary (GeTe)x-
(Sb2Te3)1−x compositions is shown. From top to bottom the crystal struc-
ture (cubic, hexagonal, rhombohedral – see section 1.2), the optical bandgap
Eg [19], the presence of a distinct annealing effect [19,63], the conductivity at
room temperature [63], the sign of the temperature coefficient of the resistivity
(see Figure 5.1, Figure 5.22, and [62]), the resulting classification of the behav-
ior of the electrical conductivity, and the figure of merit at 120 ◦C [62,215] are
shown. Only results obtained at the I. Institute of Physics have been included to
ensure comparability. The choice of the reference temperature for the figure of
merit corresponds to the maximum temperature of the Seebeck setup detailed
in section 3.5. Based on the information given in the table, classifying the com-
positions as either Ge1Sb2Te4-like, Ge8Sb2Te11-like, or GeTe-like appears to be
evident.
Ge1Sb2Te4-like Ge8Sb2Te11-like GeTe-like
Ge1Sb4Te7 Ge1Sb2Te4 Ge2Sb2Te5 Ge3Sb2Te6 Ge8Sb2Te11 GeTe
x 1/3 1/2 2/3 3/4 8/9 1
Structure cub/hex cub/hex cub/hex cub/hex rhomb/cub rhomb/cub
Eg / eV . 0.46 . 0.49 . 0.53 . 0.55 0.55 0.72
Annealing e. yes yes yes yes no no
σ(300 K)/ Scm 2 .. 2600 3 .. 2200 10 .. 2400 20 .. 1700 150 1100 .. 1700
sgn (dρ/dT) ↘ / ↗ ↘ / ↗ ↘ / ↗ ↘ / ↗ → ↗
Behavior MIT MIT MIT MIT indistinct metallic
ZT @ 120 ◦C n/a n/a n/a 0.13 0.7 . 0.25
Table 6.2.: Overview on the joint efforts made at the I. Institute of Physics to elucidate
the structural, the electrical, the optical, and the thermoelectric properties of
pseudo-binary GeTe-Sb2Te3 alloys between Ge3Sb2Te6 and GeTe. Except for A.
Poitz and C. Poltorak, who were Bachelor students under the supervision of H.
Volker and P. Jost, all contributors were PhD students. The Seebeck setup was
developed by C. Schlockermann and P. Jost, while the 3ω setup was developed
by C. Schlockermann and K. S. Siegert.
Experiment/task People involved
Sample preparation C. Poltorak, A. Poitz, P. Jost, H. Volker
Annealing/crystallization C. Poltorak, A. Poitz
X-ray diffraction (→structure) A. Poitz, H. Volker, P. Zalden
X-ray reflectometry (→thickness) C. Poltorak, H. Volker
Ellispometry (→thickness) C. Poltorak, P. Jost
RBS (→stoichiometry) R. Schmidt
FT-IR (→optical properties) C. Poltorak, P. Jost
Thermopower (→thermoelectric properties) C. Poltorak, P. Jost
PPMS (→conductivity & carrier density) A. Poitz, H. Volker
3ω (→thermal conductivity) K. S. Siegert
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sition Ge3Sb2Te6 features only inferior thermoelectric performance. As also GeTe, which
is the other neighbor composition of Ge8Sb2Te11, lacks satisfactory thermoelectric perfor-
mance [215], the figure of merit ZT must attain a maximum somewhere between Ge3Sb2Te6
and GeTe.
Having inspected the synopsis presented in Table 6.1, one tends to divide the pseudo-
binary compositions between Ge1Sb4Te7 and GeTe into three classes. The systems be-
tween Ge1Sb4Te7 and Ge3Sb2Te6 constitute the class of Ge1Sb2Te4-like materials, whereas
Ge8Sb2Te11 and GeTe belong to their own classes. Against this background, a closer in-
spection of the compositions between Ge3Sb2Te6 and GeTe seems especially worthwhile. In
particular, the following questions are intriguing: How do the structure and the bandgap
evolve? What developments do the annealing effect and the metal-insulator transition show?
What stoichiometry displays the best thermoelectric performance?
The analysis presented in the following sections addresses these questions. Similar to the
research project detailed in Chapter 5, the combination of multiple experimental techniques
again required the cooperative work of several physicists. Table 6.2 gives an overview on the
techniques and the people who were involved.
The thin-film samples were created by co-sputtering from Ge3Sb2Te6, Ge8Sb2Te11, and
GeTe targets. The next section briefly summarizes the corresponding procedure and the
verification of the produced intermediate stoichiometries. Subsequently, the central issues,
i.e. the annealing effect (section 6.2), the electrical properties (section 6.3), the optical
properties (section 6.4), and the thermoelectric properties (section 6.5), will be discussed.
Finally, the main conclusions will be summarized in section 6.6.
6.1. Sample preparation and stoichiometry verification
As stoichiometric sputter-targets of the compositions Ge3Sb2Te6, Ge8Sb2Te11, and GeTe
were available, the corresponding samples were fabricated by following the procedure outlined
in section 3.1. Intermediate stoichiometries were prepared by co-sputter depositing from
the two Ø10 cm-magnetrons. Either the Ge3Sb2Te6 target and the Ge8Sb2Te11 target or
the Ge8Sb2Te11 target and the GeTe target were operated simultaneously. By varying the
powers of both magnetrons P1 and P2 between 12W and 25W, power ratios (P1 : P2)
of approximately (2 : 1), (1 : 1), and (1 : 2) were adjusted. Hence, three intermediate
compositions between Ge3Sb2Te6 and Ge8Sb2Te11 as well as three intermediate compositions
between Ge8Sb2Te11 and GeTe were prepared by co-sputter deposition.
The stoichiometries of the films prepared by co-sputter deposition were estimated from
the deposition rates by the following procedure: In good approximation the total thickness
of a film produced by co-sputter deposition is given by
dtot = r1P1T︸ ︷︷ ︸
d1
+ r2P2T︸ ︷︷ ︸
d2
, (6.1)
where r1/2 denote the deposition rates of the two magnetrons ([r1/2] = nmWs) and T is the
deposition time. The rates r1/2 were determined by least-square fits of equation (6.1) to
x-ray-reflectometry thickness-data. If the total atomic density n is assumed to be constant,
the area density of constituent X ∈ {Ge; Sb; Te} on the substrate can be written as
NX = n · d1 · αX1 + n · d2 · αX2 with [NX] = nm−2, (6.2)
where αXi is the proportion of constituent X in the composition of target i. The resulting
stoichiometries and the parameter x as in (GeTe)x-(Sb2Te3)1−x are shown in Table 6.3.
The Rutherford-backscattering-spectrometry (RBS) data which are also presented in Table
6.3 offer an alternative method of stoichiometry determination. However, as a consequence
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Table 6.3.: The stoichiometries estimated from the deposition rates and the stoichiome-
tries estimated from Rutherford-backscattering-spectrometry (RBS) data are
shown. As RBS is incapable of distinguishing between antimony and tellurium,
only the column presenting the germanium content reflects direct experimental
information. While x refers to the strictly pseudo-binary coordinate x as in
(GeTe)x-(Sb2Te3)1−x, x′ is defined by equation (6.4).
from deposition rates from RBS
x Ge Sb Te x′ Ge Sb Te
Ge3Sb2Te6 0.750 0.273 0.182 0.545 0.750 0.278 0.181 0.542
0.808 0.313 0.149 0.537 0.809 0.323 0.148 0.529
0.825 0.327 0.138 0.535 0.830 0.341 0.135 0.524
0.847 0.344 0.124 0.531 0.849 0.358 0.123 0.520
Ge8Sb2Te11 0.889 0.381 0.095 0.524 0.893 0.400 0.092 0.508
0.932 0.423 0.062 0.515 0.928 0.435 0.066 0.499
0.946 0.438 0.050 0.512 0.948 0.459 0.048 0.493
0.964 0.457 0.034 0.509 0.966 0.480 0.032 0.487
GeTe 1.000 0.500 0.000 0.500 1.000 0.524 0.000 0.476
Te
Ge
Ge2Sb2Te5
Ge3Sb2Te6
Ge8Sb2Te11
GeTe
Ge3Te8
Ge8Te13
deposition rates
RBS
Figure 6.1.: The stoichiometry estimations presented in Table 6.3 are visualized in a detail
view of the ternary phase-diagram depicted in Figure 1.2. The deposition-rate-
based and the RBS-based estimations show the same trend. In addition, the
RBS-based stoichiometries take the excess of germanium in sputter-deposited
films into account. The dashed line corresponds to the parameterization given
by equation (6.4).
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of the similar masses of antimony and tellurium, RBS does not allow for distinguishing
between these two elements. Hence, only the column indicating the germanium content
reflects direct RBS information. The antimony and tellurium contents were estimated by
the procedure explained below. The analysis is further complicated by the fact that the
germanium content of GeSbTe films prepared by sputter deposition usually exceeds the
nominal germanium content of the sputter-target composition. This effect, which has been
noted before (see for instance [29]), is also evident from the last row in Table 6.3: The RBS
results reveal a minor germanium excess in the films sputtered from a stoichiometric GeTe
target (Ge: 0.524 > 0.5).
The following two-step process was employed for estimating the entire stoichiometry infor-
mation from the RBS data. In the first step, the thin film stoichiometries of the three com-
positions prepared from single targets (Ge3Sb2Te6, Ge8Sb2Te11, and GeTe) were calculated
based on the RBS germanium-contents and the nominal Sb/Te ratios of the sputter-target
compositions. Without further information, the assumption that the sputter process repro-
duces the correct Sb/Te ratios may be regarded as the best guess. In the second step, it was
then assumed that the stoichiometries of the films produced by co-sputter deposition are ex-
act superpositions of the stoichiometries determined in the first step. Under this constraint,
the stoichiometries of the co-sputtered films could again be obtained from the RBS-based
germanium-contents.
Both the stoichiometries derived from the deposition rates and the stoichiometries esti-
mated from the RBS data are visualized in Figure 6.1, which depicts a detail view of the
ternary phase-diagram already shown in Figure 1.2. Although the deposition-rate-based
estimations cannot take the excess of germanium into account, both estimates show virtu-
ally the same trend. Of course, parameterizing the RBS-based stoichiometries by a linear
coordinate x′ is tempting. By replacing the stoichiometries of Ge3Sb2Te6 and GeTe in the
right-hand side of
(GeTe)x + (Sb2Te3)1−x = (Ge3Sb2Te6)1−x + (GeTe)4x−3 (6.3)
with the corresponding RBS-based stoichiometries from Table 6.3, one finds that
(Ge3.054Sb1.987Te5.959)1−x′ + (Ge1.047Te0.953)4x′−3 (6.4)
is an excellent parameterization of the RBS-based stoichiometries. The corresponding values
of x′, which are also stated in Table 6.3, are virtually identical to the numbers derived by the
deposition-rate-based estimation for the strictly pseudo-binary coordinate x. Since x ≈ x′,
the parameter indicating the stoichiometry will henceforth be simply denoted by x.
6.2. Crystallization and annealing
Annealing experiments of the same type as those shown in Figure 5.1 are illustrated in Fig-
ure 6.2. Again, the resistivities of initially as-deposited amorphous thin films were probed
on heating and subsequent cooling. The maximum annealing-temperature of 350 ◦C was
approached by a constant heating rate of 5K/min and kept for a holding time of 30min.
Regardless of the composition, the first sharp drop of the resistivity at about 180 ◦C cor-
responds to the crystallization. It appears that the crystallization temperature Tc slightly
increases with increasing GeTe content (170 ◦C < Tc < 185◦C). This finding is not sur-
prising as it was already pointed out in [63] that the crystallization temperature increases
monotonically with increasing GeTe content in the entire (GeTe)x-(Sb2Te3)1−x system.
The two endpoints GeTe and Ge3Sb2Te6 show exactly the diametrically opposed behaviors
that can be expected from the discussion in Chapter 5: For Ge3Sb2Te6, the data points
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Figure 6.2.: Annealing experiments of the same type as those depicted in Figure 5.1 are
shown for various stoichiometries in the (GeTe)x-(Sb2Te3)1−x system. An an-
nealing effect is present if the crystalline-state resistivity-values recorded on
heating do not coincide with those obtained on cooling. In line with the state-
ments made in Chapter 5, GeTe (x = 1) displays only minor changes in the
crystalline state whereas Ge3Sb2Te6 (x = 0.75) features an annealing effect
comparable to that of Ge1Sb2Te4. Apparently, the annealing effects fade out
gradually with increasing GeTe content. Compare also Figure 6.3.
recorded on heating the crystalline state differ from those recorded on cooling by more
than one order of magnitude, which indicates that this composition displays a pronounced
annealing effect. By contrast, the corresponding heating and cooling curves of GeTe, which
lacks significant annealing effects, almost coincide. As was already discussed in section 5.1,
the crystallization of segregated germanium in GeTe gives rise to the kink above 275 ◦C.
Interestingly, the x = 0.92 cooling-curve is kinked at about 170 ◦C and also the cooling
curves of the alloys in the region 0.92 ≤ x ≤ 0.95 are bent. This behavior might be related
to the high-temperature α ↔ β-phase transition that is known to exist in the GeTe-rich
alloys (compare section 1.2).
The magnitude of the annealing effect can be quantified by the parameter γρ, which relates
the resistivity recorded on heating to that recorded on cooling:1
γρ :=
ρheating
ρcooling
∣∣∣∣∣
T=200 ◦C
− 1. (6.5)
The evolution of γρ as function of stoichiometry is depicted in Figure 6.3. γρ gradually
decreases with increasing GeTe content. For the alloys on the GeTe-rich side of Ge8Sb2Te11
(x = 0.89), γρ becomes negligible. This observation nicely corroborates the impression which
1Of course, the reference temperature (200 ◦C) has to be well below the maximum annealing temperature
(350 ◦C) and above the highest crystallization temperature (≈ 185 ◦C).
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Figure 6.3.: The parameter γρ, which is defined by equation (6.5) and quantifies the
strength of the annealing effect, is shown as a function of stoichiometry x.
Only the alloys between Ge3Sb2Te6 and Ge8Sb2Te11 (0.75 ≤ x ≤ 0.89) dis-
play significant annealing effects.
one might already have gotten from the ρ(T ) data: Only the alloys on the Sb2Te3-rich side
of Ge8Sb2Te11 (x ≤ 0.89) display significant annealing effects.
This conclusion conflicts with the findings of Woda and Boyn [19, 63], who also annealed
at temperatures above 300 ◦C but observed no annealing effect in crystalline Ge8Sb2Te11
(x = 0.89). Moreover, additional annealing experiments revealed that the shape of the
Ge8Sb2Te11 curve presented in Figure 6.2 is not perfectly reproducible, i.e. repeating the
same experiment with different samples from the same sputterrun does not yield exactly
the same shape. Thus, the electrical properties of crystalline Ge8Sb2Te11 appear to be
particularly sensitive to minor details of the sample fabrication and the annealing. This
instability suggests that Ge8Sb2Te11 could be located at a transition point, such as the
onset of the annealing effects.
In principle, the evolutions of the electrical properties of each composition could have
been studied as functions of annealing temperature. However, an in-depth analysis on step-
annealed films of Ge1Sb2Te4 has already been presented in Chapter 5. In addition, the
discussion in section 5.10 revealed that the annealing effects in the alloys between Ge1Sb4Te7
and Ge3Sb2Te6 follow a generic behavior. Against this background, focusing exclusively on
the stoichiometry aspect, i.e. studying the electrical properties at the very same annealing
temperature as a functions of stoichiometry x, appears more worthwhile. For this reason,
all data that will be discussed in the following were obtained from initially as-
deposited samples, which had been annealed at either 275 ◦C (GeTe) or 250 ◦C
(all other stoichiometries) prior to the measurements. As was already mentioned in
section 5.1, annealing at 250 ◦C induces the crystallization of segregated germanium in GeTe,
which leads to minor changes of the electrical properties. As the critical temperature of this
effect might be close to 250 ◦C, increasing the annealing temperature to 275 ◦C ensures that
all GeTe samples are on the same side of this transition.
X-ray diffraction (XRD) measurements carried out in grazing-incidence geometry on the
250/275 ◦C-annealed samples are shown in [185, 216]. The XRD spectra confirm the crys-
tallinity of all samples; no diffuse background indicating the presence of amorphous residues
is discernible. Moreover, all samples (0.75 ≤ x ≤ 1) display rhombohedral peak patterns.
The lattice constant of the rhombohedral unit cell a and the rhombohedral angle γ (see sec-
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Figure 6.4.: The lattice parameter a and the rhombohedral angle γ derived from fitting the
XRD peak-patterns to a rhombohedral structure-model are presented as func-
tions of stoichiometry x. While the lattice constant does not show significant
trends, γ decreases gradually with increasing GeTe content. Most importantly,
no indications of abrupt structural changes are discernible.
tion 1.2), which were derived from an analysis of the peak positions, are presented in Figure
6.4. The lattice constant shows no significant trend. By contrast, starting from the nearly-
undistorted (cubic) Ge3Sb2Te6 (γ ≈ 60◦), the rhombohedral distortion increases gradually
with increasing GeTe content. With regard to the discussion of the electrical transitions in
the next section (breakdown of the Bloch-metal framework and metal-insulator transition),
it is noteworthy that solely smooth variations of the structure parameters but no sharp
structural transition, such as the transition from the cubic to the hexagonal structure in
Ge1Sb2Te4, can be observed.
6.3. Electrical properties
The electrical conductivity σvdP (van-der-Pauw method) and the Hall carrier concentration
n were probed by a physical property measurement system (PPMS). The interested reader
is referred to [185, 216] for a detailed discussion of the setup and the sample design. The
optical conductivity σFTIR, the plasma-frequency parameter nmem∗ , and the relaxation time
τ were obtained from fitting FT-IR reflectance and transmittance data to the dielectric
function model defined by equation (3.1). Figure 6.5 and Table 6.4 summarize the electrical
properties at room-temperature as functions of stoichiometry x. Note that both the figure
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Figure 6.5.: Room-temperature transport-parameters of crystalline (GeTe)x-(Sb2Te3)1−x
films as functions of stoichiometry x. From top to bottom the electrical and
optical conductivities, the Hall carrier density, the Hall mobility, and the car-
rier mean free path are presented. The minimum metallic conductivity has
been evaluated according to equation (2.10). All samples have been crys-
tallized at 250/275 ◦C (see section 6.2). A comparison to Figure 5.2 reveals
that increasing the GeTe content in the (GeTe)x-(Sb2Te3)1−x system produces
the same effects as increasing the annealing temperature of Ge1Sb2Te4. The
corresponding transport parameters are listed in Table 6.4.
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Table 6.4.: Room-temperature transport-parameters of crystalline (GeTe)x-(Sb2Te3)1−x
films as functions of stoichiometry x. The symbols have the same meanings as
in Table 5.2. Due to the small scattering times at low GeTe content, the two
Drude parameters nmem∗ and τ cannot be determined independently; the same
problem was already discussed in section 5.3.
x 0.75 0.81 0.83 0.85 0.89 0.93 0.95 0.96 1.00
σvdP/
S
cm 16.2 21.2 36.9 40.5 117 176 258 446 2363
σFTIR/
S
cm 110 139 148 165 177 237 315 549 1520
n/10
20
cm3
1.0 0.8 0.7 0.5 1.2 0.8 1.0 1.5 5.1
nmem∗ /
1020
cm3
& 3.6 & 7.0 & 8.8 & 9.8 ∼ 6.5 6.8 5.7 8.7 21.3
µ/ cm
2
Vs 1.1 1.7 3.1 5.2 6.1 14.5 16.3 18.8 28.8
τ/fs . 1.1 . 0.7 . 0.6 . 0.6 ∼ 1.0 1.2 2.0 2.3 2.5
m∗/me . 0.3 . 0.1 . 0.1 . 0.1 ∼ 0.2 0.1 0.2 0.2 0.2
kF /
107
cm 0.89 0.82 0.82 0.71 0.96 0.82 0.90 1.03 1.56
EF /eV & 0.11 & 0.24 & 0.30 & 0.39 ∼ 0.19 0.23 0.18 0.24 0.39
λe/ Å 0.62 0.95 1.67 2.42 3.87 7.88 9.7 12.8 29.6
rσ 0.06 0.08 0.14 0.17 0.37 0.65 0.87 1.32 4.61
and the table are based on exactly the same scheme as their Ge1Sb2Te4-counterparts in
Chapter 5 (Figure 5.2 and Table 5.2); only the presentation of the temperature coefficients
has been omitted for the reasons stated below. However, Chapter 5 discusses data on a
single stoichiometry (Ge1Sb2Te4, x = 0.5) as a function of annealing temperature whereas
Figure 6.5 and Table 6.4 present data as function of stoichiometry x.
A comparison of Figure 5.2 and Figure 6.5 reveals that increasing the GeTe content in the
(GeTe)x-(Sb2Te3)1−x system evokes the same trends as increasing the annealing temperature
of Ge1Sb2Te4. In particular: With increasing GeTe content, the electrical conductivity
increases by more than two orders of magnitude. At the same time, the carrier density n
changes by a factor of 5 whereas the carrier mobility grows by a factor of 26. Hence, the
change in carrier mobility is, again, the dominant factor. Moreover, the properties of the low-
x compositions also hint at a breakdown of the Bloch-metal framework: The conductivity
is lower than the minimum metallic conductivity, which implies kFλ < 1. The mean free
path λ is smaller than the interatomic spacing (≈3Å). And, the optical conductivity clearly
exceeds the electrical conductivity. According to the minimum metallic conductivity (or
kFλ), the applicability of the Bloch-metal framework becomes questionable at x ≤ 0.95.
In Chapter 5, also the sign of the temperature coefficient of the resistivity was utilized
as an indicator of the breakdown of the Bloch-metal framework. The temperature depen-
dences of the resistivities are depicted in Figure 6.6. Apparently, exclusively non-metallic
(negative) temperature coefficients are observed for 0.75 ≤ x ≤ 0.85 whereas the temper-
ature coefficient is clearly metallic (positive) for x = 1 (GeTe). For alloys in the region
0.89 ≤ x ≤ 0.96, however, the sign of the temperature coefficient cannot be unambiguously
determined because it reverses as a function of measurement temperature. This is in stark
contrast to the situation in Ge1Sb2Te4, where the sign of the temperature coefficient could
be unequivocally determined for all samples. The fact that the sign of the temperature co-
efficient of most alloys depends on the measurement temperature is the reason why no data
on the temperature coefficients are presented in Figure 6.5 and Table 6.4.
Nevertheless, the low-temperature resistivity measurements presented in Figure 6.6 are
reminiscent of the corresponding Ge1Sb2Te4 data depicted in Figure 5.5. Indeed, low-
temperature fits to σ = α+ β
√
T (see section 2.2.7 and equation (2.31)) confirm insulating
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Figure 6.6.: The resistivities of crystalline (GeTe)x-(Sb2Te3)1−x films are shown between
2K and 400K. The color code indicates the stoichiometry x. The overall
behavior is reminiscent of that shown in Figure 5.5: Increasing the GeTe
content evokes a change from insulating (ρ(T → 0) → ∞) to metal-
lic (ρ(T → 0) < ∞) behavior; see [185, 216] for the corresponding low-
temperature extrapolations. For compositions in the range 0.89 ≤ x ≤ 0.96,
the sign of the temperature coefficient is equivocal. The tiny edges (e.g. 300K
& x = 0.95 ) originate from the fact that different measurement sequences
have been stitched together.
properties (ρ(T → 0) → ∞) for 0.75 ≤ x ≤ 0.81 whereas the GeTe-rich films are clearly
metallic (ρ(T → 0) < ∞). Hence, a true insulator to metal transition occurs on increas-
ing the GeTe content. The graphs of the low-temperature extrapolations are presented
in [185,216].
In summary, it can be stated that reducing the GeTe content in the crystalline (GeTe)x-
(Sb2Te3)1−x system has qualitatively the same effect as reducing the annealing temperature
in crystalline Ge1Sb2Te4. In both cases, a breakdown of the Bloch-metal framework at
room temperature and a metal-insulator transition at zero temperature are observed. Con-
sequently, the stoichiometry x can be utilized as an alternative control parameter for the
metal-insulator transition. As abrupt changes of the crystallograhic structure are absent from
the (GeTe)x-(Sb2Te3)1−x system, this result corroborates the statement made in Chapter 5
that the transition from the cubic to the hexagonal structure in Ge1Sb2Te4 is not the origin
of the annealing effect and the metal-insulator transition.
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Figure 6.7.: The optical dielectric constant ∞ and the optical bandgap Eg are shown
as functions of stoichiometry x. Except for the widening of the bandgap in
the crystalline phase, no pronounced trends are discernible. Interestingly, the
bandgap widening at x > 0.95 coincides with a surge in the carrier concentra-
tion (see Figure 6.5).
6.4. Optical properties
The optical conductivity is presented in Figure 6.5 and has already been discussed along
with the other transport parameters in the previous section. The optical dielectric constant
∞ and the optical bandgap Eg are depicted as functions of stoichiometry in Figure 6.7.
In the as-deposited amorphous state, neither the optical dielectric constant nor the optical
bandgap shows a trend:
∞ ≈ 14 .. 15 ∧ Eg ≈ 0.84 .. 0.87 eV.
The crystallization is concomitant with substantial changes in both quantities: The gain
in the optical dielectric constant exceeds a factor of two and also the bandgap shrinks sig-
nificantly. As was mentioned in section 1.3, both effects are consequences of the presence
of resonant bonding in the crystalline state. Although the optical dielectric constant of the
crystalline state seems to fluctuate weakly, it is likely that these fluctuations are just an
artifact. The free-carrier contribution, absent from the amorphous-state dielectric-function
model (see section 3.3), adds two fit parameters to the crystalline-state dielectric-function
model. The ambiguity accompanying the addition of these two fit parameters probably
marginally obscures the values of ∞ in the crystalline state. The fact that the free-carrier
contribution, which needs to be subtracted prior to the ascertainment of ∞, makes signifi-
cant contributions to the real parts of the crystalline-state dielectric functions of nearly all
compositions between Ge3Sb2Te6 and GeTe corroborates this suspicion.
Nevertheless, the optical bandgap in the crystalline state widens significantly on increasing
the GeTe content above x = 0.95. The fact that the bandgap widening coincides with
a surge in the carrier density (compare Figure 6.5) suggests that the enlargement of the
optical bandgap could be a consequence of the Burstein-Moss shift [217–219]. According to
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Burstein and Moss, the optical bandgap Eoptg exceeds the energetic distance between the
valence band maximum and the conduction band minimum Eg if the Fermi level is located
in the valence band and the states at the top of the valence band are empty:
Eoptg = Eg +
(
1 +
m∗h
m∗e
)
EF . (6.6)
Thus, an increase in the carrier concentration gives rise to a widening of the optical bandgap
even if the bandstructure remains unaltered. The widening of the optical bandgap could,
therefore, be a mere consequence of the increase in carrier concentration. Although the
effect of the Burstein-Moss shift on the optical bandgap of GeTe has already been discussed
by Bahl, Chopra, and Lewis [220, 221], the present understanding is at best of qualitative
nature. Even in the simple case of GeTe, the correlation between Eoptg and EF suggested
by equation (6.6) is obscured by the non-parabolicity of the band-extremes, which gives rise
to energy-dependent effective masses. It is also noteworthy that, according to Pirovano et
al. [222], the interband transition in Ge2Sb2Te5 is of indirect nature whereas Lewis, Bahl
and Chopra assume a direct transition in GeTe [220,221]. Hence, if Pirovano et al. are right,
the addition of a certain amount of Sb2Te3 also changes the nature of the optical bandgap.
6.5. Thermoelectric properties
Thermopower and resistivity data recorded with the Seebeck setup are depicted in Fig-
ure 6.8. All data were obtained from crystalline films patterned in the 20mm-geometry
(see Figure 3.6). The thermopower curves (and also the resistivity curves) resemble the
Ge1Sb2Te4 data presented in Figure 5.18: Again, the thermopower is large and positive and
it rises as a function of measurement temperature. Although the stoichiometic trend is not
strictly monotonic, the thermopower decreases gradually on increasing the GeTe content.
The same behavior has already been observed for Ge1Sb2Te4 on increasing the annealing
temperature. Hence, the thermopower measurements nicely corroborate the notion that the
electrical phenomena induced by increasing the annealing temperature of Ge1Sb2Te4 and the
phenomena induced by increasing the GeTe content in the (GeTe)x-(Sb2Te3)1−x system can
be explained in the very same theoretical framework, namely disorder-induced localization.
Figure 6.9 presents all thermoelectric properties as functions of stoichiometry. In addition
to the thermopower data and the electrical resistivity data that were already discussed, the
thermal conductivity κ, which is required for estimating the thermoelectric figure of merit,
is shown. K. S. Siegert and his coworkers F. Lange and R. Sittner provided the data on
the thermal conductivities of Ge3Sb2Te6, Ge8Sb2Te11, x = 0.95 and GeTe. The thermal
conductivities of the other compositions were estimated by linear interpolation (see Figure
6.9). All experimental data were obtained by a custom built setup [156,223], which is based
on the 3ω method [224]. Although the 3ω-samples were not produced in the course of the
co-sputtering campaign, the fact that they were prepared at the I. Institute of Physics under
exactly the same conditions ensures comparability. As can be seen for instance from [62], the
thermal conductivity depends only insignificantly on the measurement temperature between
-50 ◦C and 120 ◦C. For this reason, the temperature dependence was neglected in Figure 6.9.
While the resisitivity decreases monotonically with increasing GeTe content, the ther-
mopower rapidly declines at x ≥ 0.93. At the same point, the power factor S/ρ, which
reflects the purely electrical factors in the figure of merit (compare equation (1.4)), attains
a local maximum. The thermal conductivity is nearly constant between Ge3Sb2Te6 and
Ge8Sb2Te11 but increases on the GeTe-rich side. The electronic contribution to the thermal
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Figure 6.8.: Thermopowers and resistivities of pseudo-binary thin-films as functions of mea-
surement temperature. The color code refers to the stoichiometry x as in
(GeTe)x-(Sb2Te3)1−x. Both the thermopower curves and the resistivity curves
are reminiscent of the Ge1Sb2Te4 data presented in Figure 5.18. Apparently,
increasing the GeTe content in the (GeTe)x-(Sb2Te3)1−x system evokes the
same behavior as increasing the annealing temperature of Ge1Sb2Te4.
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Figure 6.9.: From top to bottom the thermopower, the electrical resistivity, the power fac-
tor, the thermal conductivity, and the figure of merit are presented as func-
tions of stoichiometry. The color code indicates the measurement temperature.
Some values of the thermal conductivity have been interpolated to estimate
the figure of merit, which, apparently, peaks in the vicinity of Ge8Sb2Te11
(x = 0.89).
137
Chapter 6. Electrical properties of crystalline pseudo-binary alloys between Ge3Sb2Te6 and GeTe
conductivity κe, which is proportional2 to the increasing electrical conductivity
κe = L · T · σ (Wiedemann-Franz law [225]), (6.7)
accounts for the surge in κ to a large extent.
By combining the power factor with the thermal conductivity, the figure of merit ZT can be
determined. Apparently, ZT peaks in close proximity to Ge8Sb2Te11 (x = 0.89), where values
of ZT (120 ◦C) ≈ 0.55 are attained. The actual position of the maximum must be located
either exactly at x = 0.89 or between x = 0.85 and 0.93. In the preceding study [62], which
was mentioned in the introduction, an even higher figure of merit of ZT (120 ◦C) ≈ 0.7 was
obtained for Ge8Sb2Te11. The marginal difference stems from the fact that the thermopower
values and conductivity values obtained in [62] exceed those presented in Figure 6.9 by
10% and 5%. Not only the repeatability but also the accuracy of both thermopower and
conductivity measurements is much better. Consequently, these variations do not reflect
shortcomings of the electrical measurements but originate from fluctuations in the sample
fabrication. In this sense, the variations in ZT support the perception already expressed in
section 6.2 that the electrical properties of Ge8Sb2Te11 are particularly sensitive to details
of the sample fabrication.
Nevertheless, with figures of merit clearly exceeding 0.5, Ge8Sb2Te11 undoubtedly qualifies
as a p-type thermoelectric material. Moreover, it is noteworthy that ZT increases with
increasing temperature in the entire temperature range accessible by the Seebeck setup (-
50 .. 120 ◦C). Consequently, even better figures of merit must be attained at temperatures
above 120 ◦C and the maximum of ZT as a function of measurement temperature still needs
to be ascertained.
It should be emphasized that the pronounced disorder in the pseudo-binary (GeTe)x-
(Sb2Te3)1−x systems promotes the thermoelectric efficiency in two ways: On the one hand,
it was noted in section 5.9 that disorder induced localization effects give rise to large ther-
mopowers in spite of sizable carrier concentrations. On the other hand, the disruptions of the
lattice periodicity in combination with the significant number of empty lattice sites diminish
the lattice thermal conductivity.
6.6. Summary
Starting from the observation presented at the very beginning of this chapter that several
material properties in the crystalline (GeTe)x-(Sb2Te3)1−x system change abruptly in the
region between Ge3Sb2Te6 and GeTe, thin film samples of intermediate stoichiometries were
prepared by co-sputtering from stoichiometric Ge3Sb2Te6, Ge8Sb2Te11, and GeTe sputter-
targets. The fact that the Rutherford-backscattering-spectrometry-based analysis is per-
fectly in line with the deposition-rate-based stoichiometry estimations demonstrates that
the attempt of stoichiometry fine-tuning by co-sputtering was successful.
On increasing the GeTe content, the annealing effect in the crystalline state fades out
gradually. No significant annealing effects could be observed at x > 0.89 (Ge8Sb2Te11).
Ge8Sb2Te11 appears to be located next to or even at the dividing line where the annealing
effects eventually die out. Maybe, this distinguished position explains why the electrical
properties of crystalline Ge8Sb2Te11 are less reproducible.
Except for the investigation of the annealing effect, which required heating and subsequent
cooling cycles, all properties were studied after crystallizing the samples at 250/275 ◦C.
Interestingly, incrementing the GeTe content in the (GeTe)x-(Sb2Te3)1−x system induces
the same changes of the electrical properties as increasing the annealing temperature of
Ge1Sb2Te4. In both cases,
2The constant of proportionality L = 2.45 · 10−8 WΩ
K2
is called “Lorenz number” [45].
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1. the room-temperature conductivity rises by more than two orders of magnitude, where
the enhancement in the carrier mobility is the dominant factor.
2. the temperature coefficient of the resistivity reverses its sign.
3. an analysis of the electrical transport parameters reveals that the Bloch-metal frame-
work, clearly broken down at low GeTe contents/low annealing temperatures, becomes
gradually applicable.
In addition to the electrical conductivity, also the optical conductivity and the thermopower
corroborate the analogy between the changes observed on increasing the GeTe content in
the (GeTe)x-(Sb2Te3)1−x system and the changes observed on annealing in Ge1Sb2Te4.
Moreover, low-temperature conductivity measurements performed as function of stoi-
chiometry confirm the existence of a zero-temperature metal-insulator transition. Hence,
the electrical measurements demonstrate that, in addition to the annealing temperature, the
stoichiometry coordinate x, as in (GeTe)x-(Sb2Te3)1−x, can be employed as an alternative
control parameter for the room-temperature annealing effect and for the metal-insulator
transition.
X-ray-diffraction measurements reveal that all compositions under investigation display
rhombohedral crystal structures, where the intensity of the rhomohedral distortion increases
with increasing GeTe content. Most importantly, sweeping the stoichiometry induces exclu-
sively gradual and monotonic variations of the lattice parameters but no abrupt structural
transition. Perfectly in line with the conclusions of Chapter 5, this finding ultimately re-
futes all attempts of attributing the the annealing effect and the metal-insulator transition
in Ge1Sb2Te4 to the crystallographic transition from the cubic to the hexagonal structure.
The optical bandgap and the optical dielectric constant were studied in the crystalline
phase as well as in the amorphous phase. In both phases, the optical dielectric constant
does not display any significant trends, probably a consequence of the narrowness of the
stoichiometric range under investigation. The same applies to the optical bandgap in the
amorphous phase. However, the bandgap of the crystalline-phase suddenly widens on increas-
ing the GeTe content above x ≥ 0.95. One may speculate whether this bandgap widening is
related to actual modifications of the bandstructure or just a mere consequence of the surge
in the carrier concentration which coincides with the bandgap enlargement (Burstein-Moss
shift).
Regarding the thermoelectric performance, Ge8Sb2Te11 is a superior composition. Due to
its thermoelectric figure-of-merit ZT attaining values clearly exceeding 0.5, Ge8Sb2Te11 can
be regarded as a potential p-type thermoelectric material. At temperatures above 120 ◦C,
which marks the limit of the present measurements, even higher values of ZT , which increases
monotonically in the entire temperature range studied so far, can be achieved. Moreover,
fine-tuning of the stoichiometry might lead to further enhancements of the thermoelectric
performance. The present results indicate that the figure of merit peaks in the vicinity of
Ge8Sb2Te11, where the exact position of the maximum could be narrowed down to the region
between x = 0.85 and x = 0.93.
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Chapter 7.
Conclusions and outlook
In this thesis, three major research projects (Chapter 4 to Chapter 6), which were stimu-
lated by the technological relevance of the electrical properties of phase-change materials,
have been presented. The following discussion will recapitulate the most central conclu-
sions, address recent as well as ongoing developments, and make suggestions for further
experiments.
Chapter 4 focused on the electrical properties of the amorphous state of phase-change
materials. For the first time, high-quality conductivity and thermopower data on a repre-
sentative compilation of alloys covering all major classes of phase-change materials except
for In3SbTe2 were collected. With the exception of Ge15Sb85, which displays a transition
from electron conduction at high temperatures to hole conduction at low temperatures, all
phase-change compositions under investigation are clearly p-type. Owing to the excellent
comparability, it could be demonstrated that the conductivity and the thermopower of all
p-type alloys follow a common behavior at temperatures below room temperature: The dif-
ference between the activation energies of conductivity and thermopower is approximately
EQ = Eσ − ES = 0.1 eV and the pre-exponential factor of the conductivity is of the order
of 7 · 102 Scm . The moderate fluctuations of the pre-exponential factor between different sto-
ichiometries imply that the variation in the room-temperature conductivity (four orders of
magnitude) is primarily evoked by the differences in the activation energy Eσ.
The GemSnnTe4 and the Ge15Te85 data follow the typical straight-line behavior given
by relations (2.67) in the entire temperature range under investigation, i.e. plots of lnσ,
S, and Q vs. 1/T yield straight lines. By contrast, the pseudo-binary GeTe-Sb2Te3 com-
positions and the Sb2Te-based systems display curved lines, where the difference between
the activation energies of conductivity and thermopower vanishes in the high-temperature
regime (EQ ≈ 0). The conductivity and thermopower data have been analyzed in terms of
the mobility-edge-based frameworks (standard transport model, two-channel model, long-
ranged potential fluctuations model, and revised standard transport model) and in terms of
the small-polaron model. Quantitatively explaining the data of the alloys featuring curved
1/T plots poses a problem to all models – especially if the existing Hall-effect data on
Ge2Sb2Te5 and Ge8Sb2Te11 are taken into account.
As a consequence of the fact that all models make quite similar predictions, arriving at a
conclusion in favor of one particular model is difficult. However, if temperature dependent
Hall-effect data on compositions displaying straight 1/T plots, such as the GemSnnTe4 sys-
tems, become available, this should facilitate a decision between the small-polaron framework
and the mobility-edge-based models.
Due to this significance with respect to the decision between the small-polaron frame-
work and the mobility-edge-based frameworks, additional temperature dependent Hall-effect
measurements should be the next step. For reasons of completeness, one may also consider
examining the conductivity and the thermopower of In3SbTe2, which constitutes the only rel-
evant phase-change family missing in the present analysis. However, against the background
that all p-type alloys obey the same generic low-temperature behavior, it is questionable
whether extending the range of stoichiometries will lead to further insights.
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The conflicting literature data on Ge2Sb2Te5 suggest that the sample preparation can have
a profound impact on the electrical properties of the amorphous state. Hence, analyzing films
which have been prepared by evaporation or by sputtering on cooled substrates would be
interesting. Moreover, the Seebeck setup and the techniques developed in the course of this
thesis also allow for a systematic study of the time-resolved drift behavior of amorphous
phase-change materials. The data depicted in section A.2 of the appendix constitute an
excellent basis for such a measurement campaign.
The analysis presented in Chapter 5 aimed at elucidating the electrical properties of crys-
talline Ge1Sb2Te4 films. Although the marked reduction of the crystalline-state resistivity
on annealing (more than two orders of magnitude) had been addressed by several studies
before, a satisfactory explanation was still lacking. For this reason, a thorough analysis of
step-annealed films was carried out in the course of this thesis. This analysis encompassed an
unprecedented range of experimental techniques and, therefore, revealed the shortcomings
and inconsistencies of the explanations suggested by earlier investigations.
The change of the crystallographic structure (cubic→hexagonal), grain boundary effects,
significant shifts of the Fermi level, and enhancements of resonant bonding are definitely
not the origin of the annealing effect and the metal-insulator transition. Instead, it was
demonstrated for the first time that disorder-induced localization effects have a profound
impact on the charge transport in the crystalline state. At low annealing temperatures,
the disruptions of the periodicity of the crystalline lattice are severe enough to induce the
breakdown of the Bloch-metal framework and render the system an Anderson insulator.
With the gradual reduction of disorder on annealing, the Bloch-metal framework becomes
applicable and the system undergoes an insulator to metal transition.
The failure of the Mott criterion and the fact that the Fermi energy exceeds the Coulomb
energy by more than one order of magnitude indicate that the metal-insulator transition
in Ge1Sb2Te4 is clearly different from the transitions in doped semiconductors. As both
electron-electron interactions and disorder-induced localization are deemed to govern the
transitions in doped semiconductors, these transitions are often considered as Anderson-
Mott transitions. By contrast, the enormous static dielectric constant in crystalline phase-
change materials, a consequence of resonant bonding, severely attenuates interaction effects
in Ge1Sb2Te4. Hence, owing to the weakness of electron-electron interaction effects on the
one hand and the strength of disorder on the other hand, the transition in Ge1Sb2Te4 may
be regarded as a genuine Anderson transition.
Controlling the annealing effect by appropriate electrical switching pulses offers a potential
route to the realization of multilevel memory devices. Moreover, the localization effects at
low annealing temperatures enable attaining high values of the crystalline-state resistivity.
As was pointed out in [10], high crystalline-state resistivities can help lowering the switching
power in memory-cell applications. Besides such application-oriented benefits, understand-
ing the charge transport in crystalline Ge1Sb2Te4 is also worthwhile for purely scientific rea-
sons. Owing to the exceptional characteristics of the electronic transition, Ge1Sb2Te4 and
other pseudo-binary phase-change materials may be used as prototype systems for studying
fundamental and intriguing questions on disorder-induced electron localization.
Indeed, the microscopic mechanism behind the localization effects in Ge1Sb2Te4 was al-
ready the focus of a recent full-ab-initio density-functional-theory (DFT) investigation car-
ried out by Zhang et al. [209]. In doped semiconductors, DFT models would need to cover
at least a few hundred thousand atoms for appropriately reproducing the critical doping
concentrations of about 1:12500 atoms [209]. Hence, ab initio calculations are precluded
by the technical limitations of contemporary supercomputers. By contrast, the situation in
Ge1Sb2Te4 is much more favorable. With carrier concentrations of 1020 cm−3 (1:150 atoms),
system sizes of just a few thousand atoms are sufficient [209].
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The calculations of Zhang et al. revealed the crucial role of the empty lattice-sites (vacan-
cies) in the metal-insulator transition: The accumulation of empty lattice-sites in the vicinity
of a tellurium atom results in the formation of localized states at the Fermi level, i.e. the
carrier wave functions are localized at such “vacancy clusters”. Although the germanium vs.
antimony disorder and the distortions disrupt the lattice periodicity as well, both effects are
of secondary importance with respect to the formation of localized states. It is noteworthy
that, besides pinpointing the dominant microscopic mechanism of carrier localization, the
analysis of Zhang et al. also sheds light on the hierarchy of the various structural relaxation
processes taking place on annealing. As expected, the disintegration of the vacancy clusters
induces the transition to the metallic state.
Moreover, Breznay et al. [226] recently initiated the analysis of the low-temperature mag-
netotransport properties of quasi-two-dimensional Ge1Sb2Te4 films. Especially regarding the
search for systematic trends, the fact that varying the level of disorder by annealing does
not involve a change in stoichiometry is a clear advantage of the pseudo-binary GeTe-Sb2Te3
systems.
The properties of the pseudo-binary (GeTe)x-(Sb2Te3)1−x compounds between Ge3Sb2Te6
and GeTe were discussed in Chapter 6. The annealing effect, which was already known
to exist in the range between Ge1Sb4Te7 (x = 0.33) and Ge3Sb2Te6 (x = 0.75), persists
up to Ge8Sb2Te11 (x = 0.89). Increasing the GeTe content in the (GeTe)x-(Sb2Te3)1−x
system induces the same changes in the charge transport parameters as increasing the an-
nealing temperature of Ge1Sb2Te4. Hence, the pseudo-binary stoichiomertry-paramters x,
as in (GeTe)x-(Sb2Te3)1−x, can be employed as an alternative control parameter for the
metal-insulator transition. The skillful usage of both control parameters (annealing tem-
perature and x) should simplify the access to the critical transition region. Hence, though
it would require an elaborate experimental campaign, the construction of a Tanneal-vs.-x
phase diagram is intriguing. The analogy between the stoichiometry-induced transition in
the (GeTe)x-(Sb2Te3)1−x system, where no abrupt structural transition was observed, and
the annealing-temperature-induced transition in Ge1Sb2Te4 may be regarded as the ultimate
proof of the claim that the crystallographic transition in Ge1Sb2Te4 is not the origin of the
metal-insulator transition.
Moreover, it was shown that Ge8Sb2Te11 (x=0.89) is a potential p-type thermoelectric
material. The usage of the Seebeck setup presently limits the maximum measurement tem-
perature to 120 ◦C. Thus, the maximum of the figure-of-merit as a function of measurement
temperature still needs to be determined. Reexamining the region between x = 0.85 and
x = 0.93 could lead to further enhancements of the thermoelectric performance. Moreover,
testing whether also Ge8Bi2Te11 is a superior composition in the isoelectronic (GeTe)x-
(Bi2Te3)1−x system would be interesting.
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A.1. Conductivity and thermopower at different annealing
temperatures
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A.1. Conductivity and thermopower at different annealing temperatures
Slopes Intercepts
State Eσ ES EQ σ0 A Q0 σ300K
(eV) (eV) (eV) (S/cm) (S/cm)
as-dep. 0.24 0.15 0.09 6.9 · 102 2.0 8.5 6.1 · 10−2
50 ◦C 0.24 0.15 0.09 7.5 · 102 1.9 8.5 6.2 · 10−2
60 ◦C 0.24 0.16 0.09 7.9 · 102 1.8 8.5 6.3 · 10−2
70 ◦C 0.24 0.16 0.09 8.1 · 102 1.8 8.5 6.3 · 10−2
80 ◦C 0.24 0.16 0.09 8.3 · 102 1.7 8.4 6.3 · 10−2
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Ge3Sn1Te4
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A.1. Conductivity and thermopower at different annealing temperatures
Slopes Intercepts
State Eσ ES EQ σ0 A Q0 σ300K
(eV) (eV) (eV) (S/cm) (S/cm)
as-dep. 0.29 0.19 0.10 7.5 · 102 1.7 8.3 1.1 · 10−2
50 ◦C 0.29 0.19 0.10 8.1 · 102 1.6 8.3 1.1 · 10−2
50 ◦C 0.29 0.19 0.10 8.0 · 102 1.6 8.3 1.0 · 10−2
50 ◦C 0.29 0.19 0.10 8.0 · 102 1.6 8.3 1.0 · 10−2
80 ◦C 0.30 0.20 0.10 9.0 · 102 1.3 8.1 8.1 · 10−3
100 ◦C 0.31 0.21 0.10 9.6 · 102 1.1 8.0 6.9 · 10−3
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GeTe
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A.1. Conductivity and thermopower at different annealing temperatures
Slopes Intercepts
State Eσ ES EQ σ0 A Q0 σ300K
(eV) (eV) (eV) (S/cm) (S/cm)
as-dep. 0.36 0.29 0.07 7.4 · 102 -1.6 5.0 6.5 · 10−4
0.34 0.22 0.12 2.5 · 102 1.2 6.8
80 ◦C 0.38 0.32 0.06 1.0 · 103 -2.8 4.1 4.5 · 10−4
0.34 0.22 0.12 2.1 · 102 1.3 6.8
120 ◦C 0.40 0.36 0.04 1.1 · 103 -4.2 2.8 2.5 · 10−4
0.35 0.25 0.11 1.8 · 102 0.3 5.6
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Ge8Sb2Te11
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A.1. Conductivity and thermopower at different annealing temperatures
Slopes Intercepts
State Eσ ES EQ σ0 A Q0 σ300K
(eV) (eV) (eV) (S/cm) (S/cm)
as-dep. 0.37 0.31 0.07 1.1 · 103 -1.9 5.1 5.7 · 10−4
0.35 0.24 0.12 3.5 · 102 1.2 7.2
80 ◦C 0.40 0.37 0.03 1.4 · 103 -4.0 3.3 3.0 · 10−4
0.36 0.26 0.11 3.3 · 102 0.6 6.4
120 ◦C 0.42 0.42 0.00 1.7 · 103 -5.8 1.6 1.4 · 10−4
0.38 0.30 0.09 3.3 · 102 -0.8 5.2
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Ge3Sb2Te6
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A.1. Conductivity and thermopower at different annealing temperatures
Slopes Intercepts
State Eσ ES EQ σ0 A Q0 σ300K
(eV) (eV) (eV) (S/cm) (S/cm)
as-dep. 0.39 0.35 0.03 1.3 · 103 -3.0 4.2 3.8 · 10−4
0.37 0.29 0.08 4.8 · 102 -0.1 6.1
80 ◦C 0.41 0.39 0.02 2.1 · 103 -4.3 3.3 2.6 · 10−4
0.37 0.30 0.08 4.6 · 102 -0.3 5.8
120 ◦C 0.42 0.42 0.00 2.4 · 103 -5.2 2.6 1.8 · 10−4
0.38 0.31 0.07 4.3 · 102 -0.7 5.4
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Ge2Sb2Te5
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A.1. Conductivity and thermopower at different annealing temperatures
Slopes Intercepts
State Eσ ES EQ σ0 A Q0 σ300K
(eV) (eV) (eV) (S/cm) (S/cm)
as-dep. 0.37 0.34 0.03 1.5 · 103 -2.6 4.7 9.0 · 10−4
0.35 0.27 0.08 6.0 · 102 0.2 6.6
80 ◦C 0.39 0.38 0.02 2.2 · 103 -3.8 3.9 5.6 · 10−4
0.36 0.29 0.07 5.9 · 102 -0.4 6.0
120 ◦C 0.40 0.39 0.01 2.7 · 103 -4.2 3.7 5.0 · 10−4
0.36 0.29 0.07 5.8 · 102 -0.0 6.3
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Ge1Sb2Te4
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A.1. Conductivity and thermopower at different annealing temperatures
Slopes Intercepts
State Eσ ES EQ σ0 A Q0 σ300K
(eV) (eV) (eV) (S/cm) (S/cm)
as-dep. 0.36 0.34 0.02 2.2 · 103 -2.6 5.1 2.0 · 10−3
0.34 0.27 0.07 9.0 · 102 0.1 7.0
70 ◦C 0.37 0.35 0.02 3.1 · 103 -3.2 4.8 1.7 · 10−3
0.34 0.27 0.07 8.3 · 102 0.4 7.1
100 ◦C 0.38 0.36 0.02 3.6 · 103 -3.3 4.9 1.7 · 10−3
0.34 0.28 0.07 8.7 · 102 0.2 7.0
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Sb2Te
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A.1. Conductivity and thermopower at different annealing temperatures
Slopes Intercepts
State Eσ ES EQ σ0 A Q0 σ300K
(eV) (eV) (eV) (S/cm) (S/cm)
as-dep. 0.27 0.25 0.01 3.3 · 103 -2.5 5.6 1.0 · 10−1
0.25 0.21 0.05 1.8 · 103 -0.4 7.1
50 ◦C 0.27 0.26 0.02 3.7 · 103 -2.6 5.6 1.0 · 10−1
0.25 0.20 0.05 1.7 · 103 -0.3 7.1
65 ◦C 0.27 0.26 0.01 4.1 · 103 -2.8 5.6 1.0 · 10−1
0.25 0.20 0.05 1.7 · 103 -0.3 7.1
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Ag4In3Sb67Te26
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A.1. Conductivity and thermopower at different annealing temperatures
Slopes Intercepts
State Eσ ES EQ σ0 A Q0 σ300K
(eV) (eV) (eV) (S/cm) (S/cm)
as-dep. 0.29 0.28 0.01 3.3 · 103 -3.7 4.4 5.4 · 10−2
0.27 0.22 0.04 1.4 · 103 -1.3 5.9
80 ◦C 0.30 0.30 0.00 3.9 · 103 -3.9 4.4 4.1 · 10−2
0.27 0.23 0.04 1.3 · 103 -1.0 6.1
120 ◦C 0.30 0.30 -0.00 4.0 · 103 -4.0 4.4 3.6 · 10−2
0.27 0.22 0.05 1.2 · 103 -0.6 6.4
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Ge4In3Sb67Te26
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A.1. Conductivity and thermopower at different annealing temperatures
Slopes Intercepts
State Eσ ES EQ σ0 A Q0 σ300K
(eV) (eV) (eV) (S/cm) (S/cm)
as-dep. – – – – – – 8.8 · 10−2
0.25 0.19 0.06 1.1 · 103 -0.0 7.0
80 ◦C 0.28 0.27 0.01 3.5 · 103 -3.1 5.0 6.5 · 10−2
0.25 0.19 0.06 9.5 · 102 0.5 7.4
120 ◦C 0.29 0.29 0.00 3.5 · 103 -3.2 4.9 5.2 · 10−2
0.25 0.18 0.07 8.2 · 102 1.2 7.9
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Ge15Te85
10−8
10−7
10−6
10−5
10−4
10−3
10−2
σ
 
/ (S
/cm
)
as-dep.
80 ◦C
120 ◦C
1
1.2
1.4
1.6
S 
/ (m
V/
K)
2.5 3 3.5 4 4.5 5
2
2.5
3
3.5
4
4.5
5
5.5
Q
(1000 K)/T
127 60 13 −23 −51 −73
T / °C
166
A.1. Conductivity and thermopower at different annealing temperatures
Slopes Intercepts
State Eσ ES EQ σ0 A Q0 σ300K
(eV) (eV) (eV) (S/cm) (S/cm)
as-dep. 0.42 0.29 0.14 8.7 · 102 3.0 9.8 6.8 · 10−5
80 ◦C 0.45 0.33 0.13 1.5 · 103 1.7 9.2 4.1 · 10−5
120 ◦C 0.46 0.35 0.12 2.1 · 103 1.2 9.0 3.3 · 10−5
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A.2. Time-resolved resistance drift experiments
Ge1Sb2Te4
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A.2. Time-resolved resistance drift experiments
Ge2Sb2Te5
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Ge3Sb2Te6
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A.2. Time-resolved resistance drift experiments
Ge2Sn2Te4
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A.2. Time-resolved resistance drift experiments
Ge3Sn1Te4
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A.2. Time-resolved resistance drift experiments
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A.2. Time-resolved resistance drift experiments
Ge4In3Sb67Te26
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Ge15Te85
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A.2. Time-resolved resistance drift experiments
Ge15Sb85
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A.3. Analysis in terms of the two-channel model
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A.3. Analysis in terms of the two-channel model
Ext. States Loc. States
Material State σ0 ES A ∆ σ0 ES A
S/cm eV eV S/cm eV
GeTe 120 ◦C 1.4 · 103 0.41 -5.50 0.03 2.9 · 100 0.26 -2.52
Ge8Sb2Te11 120 ◦C 1.3 · 103 0.41 -5.65 0.01 9.8 · 10−4 0.15 1.44
Ge3Sb2Te6 120 ◦C 3.2 · 103 0.43 -5.50 0.03 6.5 · 100 0.30 -3.00
Ge2Sb2Te5 120 ◦C 3.0 · 103 0.40 -4.50 0.03 3.3 · 100 0.26 -3.00
Ge1Sb2Te4 100 ◦C 2.6 · 103 0.37 -3.50 0.03 4.9 · 10−1 0.20 -2.25
Sb2Te 65 ◦C 1.5 · 102 0.21 -0.50 0.10 2.6 · 104 0.24 -2.10
AIST 120 ◦C 3.4 · 103 0.30 -3.60 0.01 3.6 · 10−2 0.10 1.36
GIST 120 ◦C 3.2 · 103 0.29 -3.10 0.02 1.9 · 100 0.14 0.37
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