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Research within the psychological risk-return framework, namely using the Domain-28 
Specific Risk-Taking (DOSPERT) scale, has led to a conclusion that risk attitude—measured 29 
as an individual’s sensitivity to the risk they perceive—is stable across people (e.g., gender) 30 
and domains (e.g., recreational, social, financial, health). Risk-taking differences across gen-31 
der and domain have been interpreted in terms of differences in the magnitude of risk per-32 
ceived (and expected benefit). Yet, the DOSPERT scale items, contrived by researchers, ra-33 
ther than decision-makers themselves, may have failed to detect differences in perceived risk 34 
attitude by failing to adequately represent all combinations of risks and benefits across gender 35 
and domains. In Study 1, participants generated their own examples of activities, which we 36 
selected among in Studies 2 and 3 to construct a new scale representing various levels of per-37 
ceived risk and expected benefit. Our findings reveal that women are more sensitive than men 38 
to risk they perceive (i.e., are less tolerant of risk) in the recreational, social, and financial do-39 
mains, but not the health domain. Risk attitude also differed across domains, with participants 40 
tolerating more risk in some domains than in others. We conclude that gender and domain 41 
differences in risk-taking stem partly from gender and domain differences in people’s sensi-42 
tivity to perceived risks. Our findings have theoretical implications for the psychological risk-43 
return framework and bridge with other theoretical approaches, such as the expected utility 44 
framework. Our studies also provide a new scale for assessing differences in attitudes toward 45 
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Why do some people wilfully engage in risky activities—going white-water rafting, 54 
taking illicit drugs, or gambling at a casino—whereas others shy away from risk? One possi-55 
ble explanation for individual differences in risk-taking is differences in the magnitude of risk 56 
that people perceive: A person may be more (or less) willing than another to engage in an ac-57 
tivity because they perceive the activity to be less (or more) risky. A second possible explana-58 
tion for individual differences in risk-taking is differences in the attitudes that people possess 59 
toward risk: A person may be more (or less) willing than another to engage in an activity be-60 
cause they are more (or less) tolerant of risk, despite perceiving the same magnitude of risk. 61 
Do apparent differences in risk-taking across people and contexts stem from both or either 62 
differences in the perceived magnitude of risk (i.e., risk perception) or differences in attitudes 63 
toward risk (i.e., risk attitude)? 64 
Psychological risk-return models conceptualise risk-taking as a trade-off between 65 
the perceived riskiness and expected benefit of engaging in an activity (Weber, 1997; 1998; 66 
Weber, Blais, & Betz, 2002). An attractive feature of this approach is that differences in risk-67 
taking behavior can be decomposed into differences in the magnitude of (a) perceived risk, 68 
(b) expected benefit, and (c) differences in risk attitude, which is characterized by an individ-69 
ual’s degree of tolerance of risk to attain an expected benefit. In a linear regression model, in 70 
which risk-taking behavior is regressed onto risk perception and expected benefit ratings, risk 71 
attitude is represented by the coefficient for the effect of risk perception (Weber et al., 2002; 72 
Weber & Milliman, 1997). Accordingly, a large negative coefficient for risk perception 73 
would indicate a strong negative attitude toward risk, as for any given level of expected bene-74 
fit a unit increase in perceived risk would be associated with a large decrease in willingness 75 




to engage in an activity. In comparison, a small negative coefficient for risk perception would 76 
indicate a high tolerance of risk, as a unit increase in perceived risk would be associated with 77 
a small decrease in willingness to engage in the activity. 78 
A wealth of previous research within the psychological risk-return framework has 79 
led to the conclusion that differences in self-reported risk-taking behavior across people and 80 
contexts (e.g., risk domains) is attributable to differences in the perceived magnitude or risk 81 
(i.e., perceived riskiness of an activity), rather than to differences in risk attitude. For exam-82 
ple, Weber et al. (2002) reported that women were more risk averse than men and that such 83 
gender differences in risk-taking were due to differences in risk perception and expected ben-84 
efits, and not to differences in their attitude toward perceived risk (see also Figner & Weber, 85 
2011; Hanoch, Johnson, & Wilke, 2006; Harris, Jenkins, & Glaser, 2006; Rolison, Hanoch, & 86 
Freund, in press; Rolison, Hanoch, Wood, & Pi-Ju, 2014; but see Zhang, Foster, & McKenna, 87 
in press). Cultural differences in risk-taking have also been attributed to differences in the 88 
perceived riskiness of activities, rather than to differences in attitudes toward risk (Weber & 89 
Hsee, 1998; 1999). Perceived risk attitude is also purported to be stable across risk domains, 90 
such that risk-taking behavior across domains differs as a function of domain differences in 91 
the perceived riskiness of activities (Hanoch, Johnson, & Wilke, 2006; Weber et al., 2002; 92 
Weber & Miliman, 1997). Thus, perceived risk attitude seemingly is stable across people 93 
(e.g., gender and culture) and contexts (e.g., risk domains). 94 
Evidence for the stability of attitudes toward risk across people and domains has 95 
been delivered primarily by research on the Domain-Specific Risk-Taking (DOSPERT) scale, 96 
which was constructed within the psychological risk-return framework to measure individual 97 
differences in the trade-off between perceived risk and expected benefit across five risk do-98 
mains, including the recreational, financial, health, social, and ethical domains (Weber et al., 99 
2002). The DOSPERT scale contains three components: risk-taking behavior—a self-report 100 




of the likelihood of engaging in an activity; risk perception—a rating of the magnitude of risk 101 
perceived for an activity; and expected benefit—a rating of the magnitude of benefit expected 102 
for an activity. For each of a number of activities (e.g., ‘trying out bungee jumping at least 103 
once’; the recreational domain), participants rate their likelihood of engagement, risk percep-104 
tion, and expected benefit on a Likert scale. The DOSPERT has been shown to have reasona-105 
ble levels of internal consistency (Rolison et al., 2014; Weber et al., 2002), test-retest reliabil-106 
ity (Weber et al., 2002), and to capture behavioral tendencies that are at least partly domain-107 
specific in nature (Highhouse, Nye, Zhang, & Rada, 2017). 108 
However, in the DOSPERT, the assessment of risk attitude may be thwarted by 109 
skewed behavior on the scale. To demonstrate, Figure 1 provides the ratings of 528 partici-110 
pants on the likelihood of engagement (i.e., risk-taking behavior) subscale of the DOSPERT 111 
in the recreational, social, financial, and health domains, reproduced from Rolison et al. 112 
(2014). As shown in Figure 1, participants’ ratings in the recreational, financial, and health 113 
domains were positively skewed toward the low end of the scale (i.e., unlikely to engage). In 114 
fact, the lowest point on the scale (value = 1, “extremely unlikely”) accounted for around half 115 
of participants’ ratings in these three domains. Conversely, participants’ ratings in the social 116 
domain instead showed a negative skew toward the high end of the scale (i.e., likely to en-117 
gage). Rolison et al. (2014) did not measure perceived risk attitude in their study. However, 118 
Figure 1 indicates that when likelihood of engagement is regressed onto risk perception to 119 
measure perceived risk attitude, the range of likelihood of engagement that informs perceived 120 
risk attitude differs across domains. This is because some domains of the DOSPERT contain 121 
items that people are unlikely to engage in (e.g., ‘going down a ski run that is beyond your 122 
ability’; recreational domain) whereas other domains contain activities that people are likely 123 
to engage in (e.g., ‘admitting that your tastes are different from those of a friend’; social do-124 
main). Therefore, the effect of a unit increase in risk perception on likelihood of engagement 125 




in one domain may not be comparable with the effect of a unit increase in risk perception in 126 
another domain when domains differ greatly in the riskiness of their activities. 127 
A second related issue is that higher risk perceptions are typically associated with 128 
lower expectations of benefit (Alhakami & Slovic, 1994; Slovic, 1997; Weber et al., 2002). 129 
Consequently, some combinations of risk perception and expected benefit are more frequent 130 
than others. For instance, activities are more likely to receive a high risk perception rating 131 
and a low rating of expected benefit than they are to receive a low risk perception rating and a 132 
low rating of expected benefit. This behavioral tendency impedes a reliable assessment of 133 
risk attitude within the psychological risk-return framework when not all combinations of 134 
ranges of risk perception and expected benefit are adequately represented in a set of activi-135 
ties. In the DOSPERT, women report that they expect fewer benefits from engaging in activi-136 
ties than do men (Hanoch et al., 2006; Weber et al., 2002) and expected benefit ratings differ 137 
across risk domains (Weber et al., 2002). When likelihood of engagement is regressed onto 138 
risk perception and expected benefit ratings in a linear regression analysis, it is tacitly as-139 
sumed that expected benefit ratings are constant across individuals and domains. Yet, combi-140 
nations of levels of risk perception and expected benefit are likely to differ across individuals 141 
and domains. Therefore, in the assessment of risk attitude in the DOSPERT, the effect of a 142 
unit increase in risk perception on likelihood of engagement is likely to be assessed at differ-143 
ing levels of expected benefit across domains and individuals (e.g., gender). In the current 144 
studies, we develop a new domain-specific risk-taking scale that samples items at low, me-145 
dium, and high levels of risk perception and expected benefits to enable the assessment of in-146 
dividual differences and domain differences in perceived risk attitude.  147 
While research using the DOSPERT has indicated that attitudes toward risk are sta-148 
ble across people and domains, studies of risky choice behavior have reported individual dif-149 




ferences in risk attitude. Within the expected utility framework, a common method for as-150 
sessing risk attitude has been to compare choice behavior for a lottery over varying amounts 151 
of a sure outcome. Based on an individual’s choice behavior, their risk attitude is determined 152 
by the shape of their utility function. Accordingly, choice of a lottery over a sure amount of 153 
equal expected value is indicative of a risk seeking policy, whereas choice of the equal sure 154 
amount is diagnostic of a risk averse policy. In contrast with the psychological risk-return 155 
framework, risk perception and attitude toward perceived risk are not distinguished within the 156 
expected utility framework. Regarding individual differences, Sapienza, Zingales, and 157 
Maestripieri (2009) found that compared with women, men more frequently accepted a mon-158 
etary gamble over equivalent guaranteed amounts, suggesting greater risk-tolerance among 159 
men than women (see also Charness & Gneezy, 2012; Levin, Snyder, & Chapman, 1988; 160 
Powell & Ansic, 1997; Rosen, Tsai, & Downs, 2003). In Charness and Gneezy (2012), the 161 
authors concluded based on a review of 15 studies that men are more risk seeking than 162 
women for risky financial investment tasks. However, with few exceptions (e.g., Rosen et al., 163 
2003), studies within the risky choice framework have focussed on decisions about monetary 164 
outcomes. Thus, it remains unclear whether risk attitude differs across risk domains, such as 165 
those captured by the DOSPERT, and whether possible gender differences in risk attitude are 166 
stable (or differ) across risk domains. 167 
In sum, research within the psychological risk-return framework has led to a conclu-168 
sion that perceived risk attitude—i.e., the tolerance of perceived risk to attain a benefit—is 169 
stable across people and domains. Yet, research conducted within the expected utility frame-170 
work, with a focus on choice behavior in the financial domain, suggests that risk attitude dif-171 
fers across people (e.g., gender). Our aim was to test the stability of risk attitude across gen-172 
der and risk domain, reconciling the issues discussed earlier regarding the assessment of risk 173 
attitude in the DOSPERT. 174 




To do so, in Study 1, we asked participants to generate their own examples of real-175 
life activities in each of four domains (recreational, financial, social, health), producing a 176 
large sample of real-life activities and circumventing the need to contrive a set of items for 177 
each risk domain. To ensure a broad range of activities according to perceived risk and ex-178 
pected benefit, some participants were asked to freely generate activities (control condition), 179 
others were asked to generate examples of very risky activities (high-risk condition), and oth-180 
ers were asked to generate examples of highly beneficial activities (high-benefit condition). 181 
Participants then rated their risk perceptions and expected benefits for the activities they gen-182 
erated. In Study 2, we selected among the activities generated by participants in Study 1, se-183 
lecting items for each domain that represented various combinations of levels of risk percep-184 
tion and expected benefit (e.g., low risk perception and low expected benefit, low risk percep-185 
tion and high expected benefit etc.). Using our newly developed scale, we conducted a multi-186 
level regression analysis to test for differences in risk attitude across gender and risk domain. 187 
In Study 3, we revised the scale items to improve the scale reliability and structure. 188 
As previous research has shown risk perception and expected benefit to be nega-189 
tively correlated (e.g., Alkakami & Slovic, 1994), we hypothesized that in Study 1 higher 190 
perceived risk would be associated with lower expected benefit. Studies of risky choice be-191 
havior within the expected utility framework have indicated that men are more tolerant than 192 
women of financial risks (e.g., Charness & Gneezy, 2012). Thus, we hypothesized that in 193 
Studies 2 and 3 men would be more tolerant of financial risk than women, indicated by lower 194 
sensitivity to perceived risk among male participants. However, as studies within the ex-195 
pected utility framework have focussed on decisions about monetary outcomes, it is unclear 196 
whether gender differences in risk attitude will be limited to the financial domain or will be 197 
stable across risk domains. In Studies 2 and 3, we further explored whether risk attitude dif-198 
fers across risk domains as previous studies using the DOSPERT may have failed to capture 199 




possible domain differences in risk attitude due to the problems we have identified with the 200 
scale. While we had no specific predictions about whether gender differences in risk attitude 201 
would differ across risk domains, Studies 2 and 3 further permitted us to explore this possibil-202 
ity. 203 
Study 1 204 
In Study 1, participants generated their own examples of real-life activities in each 205 
of four domains (recreational, financial, social, health) and rated each of the items they gener-206 
ated according to their risk perception and expected benefits. 207 
Method 208 
Participants 209 
Two hundred seventy participants residing in the US were recruited online using 210 
Amazon’s Mechanical Turk. Studies have shown that the Mechanical Turk platform is com-211 
parable with other methods of testing (e.g., face-to-face behavioral testing) and provides 212 
more socio-economically diverse sample characteristics than other recruitment methods (Cas-213 
ler, Bickel, & Hackett, 2013; Gibson, Piantadosi, & Fedorenko, 2011). Nineteen participants 214 
were excluded either because they provided nonsense written responses to the risky scenario 215 
items (n = 9; see Materials and Procedure) or because they were located outside of the US as 216 
determined by inspection of their computer IP address (n = 10). Our final sample included 217 
251 participants (55% female, mean age = 36.50, SD = 11.96). Regarding education, 20 (8%) 218 
indicated high school as their highest educational attainment, 78 (31%) indicated some col-219 
lege, 120 (48%) indicated university, and 33 (13%) indicated postgraduate education. Re-220 
garding employment, the majority were in full- or part-time employment (n = 194; 77%). 221 
Materials and procedure 222 




Generating activities: For each of four life domains—recreational, social, health, 223 
and financial1—participants were asked to generate four examples of activities. In the control 224 
condition (n = 88), the instructions read:  225 
“Please describe in one sentence 4 [recreational, financial, health, social] activities 226 
or behaviors that you could engage in. The activities or behaviors you generate could be ones 227 
that you already engage in or ones that you do not currently engage in.” 228 
 In the high-benefit condition (n = 84), participants were explicitly instructed to gen-229 
erate examples of activities that they perceived to be highly beneficial for them. The instruc-230 
tions read: 231 
“Please describe in one sentence 4 [recreational, financial, health, social] activi-232 
ties or behaviors that would be highly beneficial for you to engage in. The activities or be-233 
haviors you generate could be ones that you already engage in or ones that you do not cur-234 
rently engage in.” 235 
In the high-risk condition (n = 84), participants were explicitly instructed to generate 236 
examples of activities that they perceived to be very risky for them. Participants were asked 237 
to generate activities that were risky for them rather than for people in general as we expected 238 
that they would be better able to assess risks that are personal to them. The instructions read: 239 
“Please describe in one sentence 4 [recreational, financial, health, social] activi-240 
ties or behaviors that would be very risky for you to engage in. The activities or behaviors 241 
you generate could be ones that you already engage in or ones that you do not currently en-242 
gage in.” 243 
We did not ask participants to generate examples of low-risk activities because we 244 
expected that participants in the control condition would generate many low-risk examples as 245 
                                                          
1 We did not include an ethical domain, which is one of the five domains of the DOSPERT (Weber et al., 2002). 
First, we reasoned that it was inappropriate to ask participants to generate multiple examples of unethical behav-
ior. Second, unlike behavior in other domains, unethical behavior is likely to be governed by moral and ethical 
values rather than a trade-off of perceived risks and expected benefits (Weber et al., 2002). 




they were not told to consider risky activities. We also did not ask participants to generate ex-246 
amples of low-benefit activities as participants in the control condition were asked to gener-247 
ate examples of activities that they do not currently engage in as well as ones that they al-248 
ready engage in, encouraging a broad range of activities according to their expected benefits. 249 
Moreover, as risky activities are often perceived to yield fewer benefits (e.g., Alhakami & 250 
Slovic, 1994), we expected that the high-risk condition would generate many examples of 251 
low-benefit activities. 252 
Once participants had described four activities for a domain, they moved onto the 253 
next domain, presented on a separate page. The four domains were presented in a randomly 254 
generated order for each participant. 255 
Evaluating activities: Participants were then presented the 16 activities they previ-256 
ously generated and were asked to evaluate their risk perceptions and expected benefits. For 257 
risk perception, participants were told: 258 
“People often see some risk in situations that contain uncertainty about what the 259 
outcome or consequence will be and for which there is a possibility of negative conse-260 
quences. However, riskiness is a very personal and intuitive notion, and we are interested in 261 
your gut level assessment of risk. 262 
Below, are the activities or behaviors that you previously generated. Please indicate 263 
how risky you perceive each for you personally if you were to engage in the activity or be-264 
havior.” 265 
Participants provided their ratings on a 10-point scale, ranging 1 (“Not at all risky”) 266 
to 10 (“Extremely risky”).  267 
For expected benefits, participants were told:  268 
Below, are the activities or behaviors that you previously generated. Please indicate 269 
the benefits you would obtain from engaging in each one.”  270 




Participants provided their ratings on a 10-point scale, ranging 1 (“No benefits at 271 
all”) to 10 (“Great benefits”). The instructions and rating scales for evaluating risk perception 272 
and expected benefits were based on those used in the DOSPERT scale (Weber et al., 2002).  273 
The 16 activities were presented in a randomly generated order within each section 274 
for each participant. Participants were randomly assigned to first complete either the risk per-275 
ception or expected benefit section. 276 
Results 277 
Figure 2 provides participants’ mean expected benefits and risk perceptions for the 278 
activities they generated under control, high-benefit, and high-risk conditions. In the control 279 
condition, participants were unguided in their generation of activities—i.e., they were not 280 
asked to generate highly beneficial or highly risky activities—enabling us to assess the natu-281 
rally occurring relationships among expected benefits and risk perceptions for activities. In 282 
the control condition, the inter-correlations were high among the four risk domains, except 283 
for the financial domain (Table 1). Specifically, participants who expected greater benefit or 284 
perceived higher risk in one domain, did so also in other domains (Table 1). The financial do-285 
main is an exception as participants who perceived higher risk in recreational and social do-286 
mains did not perceive greater risk also in the financial domain. Within the risk domains, ex-287 
pecting greater benefit was associated with perceiving lower risk in the recreational (r(88) = -288 
.32, p = .002), social (r(88) = -.27, p = .011), financial (r(88) = -.33, p = .002), and health 289 
(r(88) = -.33, p = .002) domains. 290 
When asked to generate examples of very risky activities, do participants perceive 291 
them to be more (or less) beneficial? As shown in Figure 2, participants expected greatest 292 
benefits in the high-benefit condition (M = 7.97), followed by the control (M = 6.72), and 293 
high-risk (M = 3.13) conditions. A two-way mixed analysis of variance (ANOVA) on ex-294 




pected benefits, including condition (control, high-benefit, high-risk) and risk domain (recre-295 
ational, social, financial, health) as factors, confirmed a significant effect of condition 296 
(F(2,248) = 266.00, p < .001, η2 = .68). Planned pairwise comparisons confirmed that ex-297 
pected benefits were significantly greater in the high-benefit condition (p < .001) and lower 298 
in the high-risk condition (p < .001) compared to the control condition. There was also an ef-299 
fect of risk domain (F(3,744) = 35.33, p < .001, η2 = .13), whereby benefits were perceived to 300 
be greatest in the health domain (M = 6.54), followed by the recreational (M = 6.20), social 301 
(M = 5.57), and financial (M = 5.45) domains. However, condition interacted with domain 302 
(F(6,744) = 26.75, p < .001, η2 = .18). As shown in Figure 2, the high-benefit and high-risk 303 
conditions appeared to dampen the effect of domain on expected benefits. Follow-up ANO-304 
VAs confirmed that the effect of domain was stronger in the control condition (F(3,261) = 305 
60.56, p < .001, η2 = .41) than in the high-benefit (F(3,249) = 19.86, p < .001, η2 = .19) and 306 
high-risk (F(3,234) = 9.24, p < .001, η2 = .11) conditions. In Figure 2, the mean expected 307 
benefit ratings are close to the high end of the rating scale in the high-benefit condition and 308 
are close to the low end of the scale in the high-risk condition. Hence, the limited range of the 309 
scale may have caused the dampened effects of domain in these conditions relative to the 310 
control condition. 311 
When asked to generate examples of highly beneficial activities, do participants per-312 
ceive them to be more (or less) risky? As shown in Figure 2, participants perceived slightly 313 
lower risk overall for activities in the high-benefit (M = 3.02) condition compared to the con-314 
trol (M = 3.59) condition and perceived far higher risk in the high-risk condition (M = 7.88). 315 
A two-way mixed ANOVA on risk perceptions, including condition and domain as factors, 316 
confirmed a significant effect of condition (F(2,248) = 320.51, p < .001, η2 = .72). Planned 317 
comparisons confirmed that perceived risk was significantly higher in the high-risk condition 318 




(p < .001) and lower in the high-benefit condition (p < .005) compared to the control condi-319 
tion. There was also an effect of domain (F(3,744) = 53.47 p < .001, η2 = .18), in which risk 320 
was perceived to be greatest in the financial domain (M = 5.79), followed by the recreational 321 
(M = 4.65), social (M = 4.65), and health (M = 4.23) domains. However, condition interacted 322 
with domain (F(6,744) = 34.48, p < .001, η2 = .22). As we observed for expected benefits, the 323 
high-benefit and high-risk conditions appeared to dampen the effect of domain on risk per-324 
ceptions (Figure 2). Follow-up ANOVAs confirmed that the effect of domain was stronger in 325 
the control condition (F(3,261) = 82.31, p < .001, η2 = .49) than in the high-benefit (F(3,249) 326 
= 24.46, p < .001, η2 = .23) and high-risk (F(3,234) = 4.76, p = .003, η2 = .06) conditions. In-327 
dependent samples t-tests further showed that participants indicated a significantly lower risk 328 
perception in the high-benefit condition than in the control condition only in the financial do-329 
main (t(170) = 4.91, p < .001), and not in the recreational (t(170) = 0.33, p = .741), social 330 
(t(170) = 0.62, p = .537), or health (t(170) = 1.53, p = .127) domains. The mean risk percep-331 
tion ratings were close to the high end of the rating scale in the high-risk condition, which 332 
may have caused the dampened effects of domain relative to the control condition. 333 
Summary 334 
In sum, as predicted, when participants were asked to generate activities and then to 335 
rate them according to their expected benefits and risk perceptions, expecting more of the for-336 
mer was associated with perceiving less of the latter. Moreover, participants who were asked 337 
to generate examples of very risky activities rated the activities as less beneficial, and in the 338 
financial domain, participants who were asked to generate highly beneficial activities rated 339 
them as less risky. 340 
Study 2 341 




In Study 2, we selected among the activities generated by participants in Study 1 to 342 
create a new risk-taking scale that represents all combinations of low, medium, and high lev-343 
els of risk perception and expected benefits. Using our newly developed scale, we tested for 344 
differences in perceived risk attitude across gender and risk domain. 345 
Method 346 
Participants 347 
Two hundred seventy-one participants residing in the US were recruited online using 348 
Amazon’s Mechanical Turk. Fifteen participants were excluded because they were located 349 
outside of the US as determined by their computer IP address. Our final sample included 256 350 
participants (39% female, mean age = 35.61, SD = 11.90). Regarding education, 26 (10%) in-351 
dicated high school as their highest educational attainment, 81 (32%) indicated some college, 352 
119 (46%) indicated university, and 30 (12%) indicated postgraduate education. Regarding 353 
employment, the majority were in full- or part-time employment (n = 191; 75%). 354 
Materials and procedure 355 
We generated a 36-item scale using a sample of the activities generated by partici-356 
pants in Study 1.2 To include activities that capture all combinations of expected benefit and 357 
risk perception (e.g., high-risk and low-benefit, low-risk and high-benefit etc.), we catego-358 
rized the activities according to their expected benefit and risk perception ratings. Activities 359 
were categorized as low expected benefit (perceived risk) if they received a rating of 1 to 3, 360 
as medium expected benefit (perceived risk) if they received a rating of 4 to 7, and as high 361 
expected benefit (perceived risk) if they received a rating of 8 to 10. In other words, activities 362 
were categorized as either low, medium, or high expected benefit and perceived risk based on 363 
the ratings they received by participants in Study 1. Finally, for each risk domain, the most 364 
                                                          
2Items that were similar (e.g., “smoking”, “smoking cigarettes”, “smoking cigars”) were combined under ge-
neric phrasing (i.e., “smoking”). To improve clarity, examples were included for some items (e.g., ‘Unhealthy 
eating [e.g., eating a hamburger]’) that had been generated by participants.   




frequently generated activities were chosen to represent each of the nine possible combina-365 
tions of the expected benefit and risk perception categories, generating a total of 36 items. 366 
Appendix A provides the 36 scale items, their category (i.e., low, medium, high) of expected 367 
benefit and risk perception, and the number of male and female participants who generated 368 
each item in Study 1. 369 
For the 36-item scale, participants were asked to evaluate their expected benefits, 370 
risk perceptions, and likelihood of engagement for the items in three separate blocks. They 371 
provided their expected benefits and risk perceptions for the items in the same way as in 372 
Study 1. For likelihood of engagement, participants were asked:  373 
“For each of the following statements, please indicate the likelihood that you would 374 
engage in each activity or behavior if you were to find yourself in that situation.”  375 
Participants provided their ratings on a 10-point scale, ranging 1 (“Extremely un-376 
likely”) to 10 (“Extremely likely”). 377 
The 36 activities were presented in a randomly generated order within each block for 378 
each participant. Participants were randomly assigned to first complete either the risk percep-379 
tions or expected benefits section, completing the likelihood rating section last. 380 
Results 381 
We first assessed whether the scale items that were selected from Study 1 for the 382 
low, medium, and high expected benefit categories received corresponding low, medium, and 383 
high expected benefit ratings by participants in Study 2, and whether the items selected for 384 
the low, medium, and high risk perception categories received corresponding low, medium, 385 
and high risk perception ratings. Briefly, this analysis confirmed that expected benefit ratings 386 
increased with the expected benefit category (i.e., low, medium, to high) and that risk percep-387 
tion ratings increased with the risk perception category (see Appendix B for full description). 388 




Thus, as intended, our scale captured a range of levels of expected benefit and risk percep-389 
tion. 390 
Scale reliability 391 
Provided in Table 2 are the mean item-total correlations, which indicate the degree 392 
to which the individual scale items correlated with the total scores of each subscale in each 393 
domain. The mean item-total correlations were all above .30, which has been recommended 394 
as a minimum criterion value (Nunnally & Bernstein, 1994). However, within the subscales, 395 
some item-total correlations fell below .30. Four items in the recreational domain, one item in 396 
the financial domain, and one item in the health domain exhibited item-total correlations that 397 
were considerably below .3 for multiple subscales. Hence, these items may require replace-398 
ment during scale refinement in Study 3. The Cronbach alpha scores, measuring scale inter-399 
nal consistency reliability, were above .70 for each of the subscales in the recreational, social, 400 
and financial domains, indicating acceptable levels of internal consistency (see Kline, 1999). 401 
The health domain, however, exhibited the poorest Cronbach alpha scores, which were low 402 
for all three subscales. 403 
Inter-correlations of expected benefits and risk perceptions across domains 404 
We assessed the inter-correlations for expected benefits and risk perceptions across 405 
the four risk domains (Table 3). The scale items in Study 2 were selected to capture all com-406 
binations of expected benefits and risk perceptions (e.g., high-risk and low-benefit, low-risk 407 
and high-benefit etc.) in order to match the domains according to their range of values. We 408 
examined whether domain-specificity, as indicated by low inter-correlations across domains, 409 
is reduced when the range of expected benefits and risk perceptions is matched across do-410 
mains. The inter-correlations were higher across domains in comparison to Study 1 (Table 1). 411 
To compare the correlations in Study 1 and Study 2 we employed the method proposed by 412 
Cohen and Cohen (1983) for comparing correlations based on independent samples, which 413 




involves comparing z-scores following Fisher's r-to-z transformation (see Preacher, 2002). 414 
Sixteen of the 18 inter-correlations were significantly higher in Study 2 compared to Study 1 415 
(Table 3). Hence, the association across domain was stronger in Study 2 than in Study 1, indi-416 
cating reduced domain-specificity in expected benefit and risk perception. This finding sug-417 
gests that the inter-correlations in risk perception and expected benefit ratings across domains 418 
are lower when domains are matched according to their range of values (i.e., low, medium, & 419 
high levels) on the rating scale. The Cronbach α scores—assessing internal consistency of the 420 
scales—were lower in Study 2 (Table 2) compared to Study 1 (Table 1), which may reflect 421 
greater diversity in the scale items due to categorizing items according to low, medium, high 422 
levels of expected benefits and risk perception in our scale construction. 423 
Gender differences in expected benefits and risk-perception 424 
We assessed gender differences in expected benefits and risk-perceptions with two 425 
domain (recreational, social, financial, health) × gender analyses of variance. Regarding ex-426 
pected benefits, there was no significant effect of gender (Mwomen = 4.53; Mmen = 4.68; 427 
F(1,254) = 0.80, p = .371), but a significant effect of domain (F(3,762) = 48.46, p < .001, η2 428 
= .16), whereby benefits were expected to be greatest in the social domain (M = 5.07), fol-429 
lowed by the health (M = 4.71), recreational (M = 4.45), and financial (M = 4.20) domains. 430 
There was no significant interaction between gender and domain (F(3,762) = 1.73, p = .160). 431 
Regarding risk perception, participants perceived the greatest risk in the financial domain (M 432 
= 4.59), followed by the recreational (M = 4.02), heath (M = 3.96), and social (M = 3.10) do-433 
mains, qualified by a significant effect of domain (F(3,762) = 109.09, p < .001, η2 = .30). 434 
While there was no significant effect of gender (F(1,254) = 2.77, p = .098), gender interacted 435 
with domain (F(3,762) = 3.53, p = .019, η2 = .01). Follow-up independent samples t-tests 436 
confirmed that women perceived greater risk than men in the recreational (Mwomen = 4.20; 437 
Mmen = 3.84; t(254) = 2.00, p = .047) and social (Mwomen = 3.39; Mmen = 2.82; t(254) = 2.51, p 438 




= .013) domains, but not in the financial (Mwomen = 4.68; Mmen = 4.50; t(254) = 0.74, p = .461) 439 
and health (Mwomen = 4.00; Mmen = 3.91; t(254) = 0.55, p = .585) domains. 440 
Effects of expected benefits and risk perception on likelihood of engagement 441 
To investigate the effects of expected benefits and risk perception on participants’ 442 
self-reported likelihood of engagement, we conducted a multilevel linear regression analysis 443 
on participants’ raw ratings of their likelihood of engagement. Fixed effects were included for 444 
expected benefit and risk perception ratings (as continuous predictors) and for risk domain 445 
and participant gender (as factors). A major advantage of the multilevel modeling approach 446 
over fixed effects regression modeling is that it enables the specification of random intercepts 447 
and random slopes. Allowing the intercepts to vary across participants (i.e., random inter-448 
cepts) models individual differences in risk-taking, rather than assume that all participants 449 
have the same likelihood of engaging in the activities. Including random intercepts for risk 450 
domain models domain-specificity in risk-taking. Including random slopes for expected bene-451 
fit and risk perception ratings models individual variability in their effects on likelihood of 452 
engagement. A further advantage of the multilevel modeling approach is that when random 453 
intercepts and random slopes are included, the correlation between the random effects can 454 
also be investigated. This enables us to assess, for example, whether greater sensitivity to ex-455 
pected benefit in determining one’s likelihood of engagement is associated with greater (or 456 
smaller) sensitivity to one’s risk perception. Hence, this approach circumvents a need to run 457 
multiple separate regression models on each individual participant for each risk domain. 458 
Following the procedure proposed by Hoffman and Rovine (2007), we tested 459 
whether our model fit was significantly improved with the addition of random intercepts and 460 
random slopes by adding random effects to our model one-by-one, using the chi-square statis-461 
tic to test for significant improvements in the model -2 log likelihood value. Accordingly, the 462 
model fit was significantly improved with the addition of random intercepts for participants 463 




(χ2 = 1202.90, p < .001) and additionally for risk domain (χ2 = 27.81, p < .001). The model fit 464 
was further improved with the addition of random slopes for risk perception (χ2 = 196.15, p < 465 
.001) and expected benefit (χ2 = 308.95, p < .001). 466 
The main effects model revealed that greater expected benefit (b = 0.38, t = 20.61, p 467 
< .001) and lower perceived risk (b = -0.36, t = 20.25, p < .001) were each associated with a 468 
higher self-reported likelihood of engaging in the activities (Table 4; Model 1). There was no 469 
significant effect of gender and the only effect of risk domain indicated a lower likelihood of 470 
engagement in the recreational domain (vs. the financial domain; b = -0.17, t = 1.99, p = .048; 471 
Table 4; Model 1). In Model 2 (Table 4), we included two-way interaction terms involving 472 
gender, risk perception, and risk domain. As predicted, risk perception interacted with gender 473 
(b = 0.12, t = 3.57, p < .001), indicating that women were more sensitive to their risk percep-474 
tions (i.e., less tolerant of perceived risk) than men. We also predicted that risk attitude would 475 
differ across risk domains. Risk perception interacted with the recreational domain (vs. the 476 
financial domain; b = -0.24, t = 9.32, p < .001), indicating that participants in general were 477 
more sensitive to their risk perceptions (i.e., less tolerant of risk) in the recreational domain. 478 
In Model 3 (Table 4), we included a three-way interaction term between gender, risk percep-479 
tion and risk domain. This further revealed that the gender difference in risk attitude (i.e., 480 
sensitivity to risk perception) was weaker in the health domain (vs. the financial domain; b = 481 
-0.13, t = 2.40, p = .016). 482 
Figure 3 provides the best fitting slopes for risk perception on self-reported likeli-483 
hood of engagement for men and women in the four risk domains, estimated from Model 3 484 
(Table 4). Inspecting it, higher risk perception was associated with a lower likelihood of en-485 
gaging in activities in each risk domain, but especially so in the recreational domain, indicat-486 
ing greater sensitivity to (or less tolerance of) perceived recreational risk. Moreover, women 487 
were more sensitive than men to their risk perceptions, indicating a lower tolerance of risk, 488 




but less so in the health domain (Figure 3). Conducting our regression model separately for 489 
each risk domain confirmed that gender interacted with risk perception in the recreational (b 490 
= 0.13, t = 3.29, p = .001), social (b = 0.13, t = 2.56, p = .010), and financial (b = 0.16, t = 491 
3.48, p = .001) domains, but not in the health domain (b = 0.02, t = 0.33, p = .742). 492 
Simple slope analysis, estimated from Model 3, confirmed that, when controlling for 493 
expected benefits, men reported a significantly higher likelihood than women of engaging in 494 
activities at 1SD above the overall mean risk perception rating in the recreational (b = 0.59, t 495 
= 2.58, p = .010), social (b = 0.64, t = 2.40, p = .017), and financial (b = 0.61, t = 2.67, p = 496 
.008) domains, but not in the health domain (b = 0.23, t = 0.91, p = .365). While Figure 3 497 
shows that women reported that they were more likely than men to engage in low-risk recrea-498 
tional, social, and financial activities, our simple slope analysis indicated that women did not 499 
report a significantly higher likelihood than men of engaging in activities at 1SD below the 500 
mean risk perception rating in the recreational (b = -0.28, t = 1.30, p = .196), social (b = -501 
0.21, t = 0.90, p = .370), financial (b = -0.37, t = 1.54, p = .125), or health (b = -0.01, t = 0.05, 502 
p = .959) domains. 503 
The correlations between the random effects in our model reveals further insights 504 
into individual differences in risk-taking (Table 4; Model 3). First, the high negative associa-505 
tions between random intercepts and random slopes for risk perception and expected benefit 506 
indicate that participants who reported a higher overall likelihood of engaging in the activities 507 
were more sensitive to their perception of risk (i.e., a higher negative coefficient) and less 508 
sensitive to their expectations of benefit. This tendency may partly reflect a truncating effect 509 
of the upper and lower boundaries of the likelihood rating scale. Second, the random slopes 510 
for expected benefit and risk perception exhibited a strong positive correlation (Table 4; 511 
Model 3), indicating that greater sensitivity to the expected benefit of engaging in an activity 512 
was associated with less sensitivity (i.e., a weaker negative coefficient) to the perceived risk. 513 




As such, people who were more attracted to the potential benefit of an activity were more tol-514 
erant of its potential risks. This latter finding replicates observations in other studies in the lit-515 
erature showing that the mean coefficient for risk perception correlates positively with the 516 
mean coefficient for expected benefit when regression models are instead conducted sepa-517 
rately for each participant in a two-stage process (Weber et al., 2002). 518 
In sum, the main findings of our multilevel regression modeling revealed that while 519 
participants were attracted to the benefits they expected of activities and were repelled by the 520 
risks they perceived, they were particularly repelled by recreational risks. Moreover, women 521 
were more repelled by risk than men, but less so in the health domain. Finally, greater posi-522 
tive sensitivity to the expected benefit of activities (i.e., finding the benefit more alluring) 523 
was associated with reduced negative sensitivity to the perceived risk (i.e., greater tolerance 524 
of risk). 525 
Study 3 526 
In Study 3, we employed a large sample of participants to revise the scale items of 527 
our new risk-taking scale to improve the scale reliability and structure. We also aimed to rep-528 




Five hundred sixty-eight participants residing in the US were recruited online using 533 
Amazon’s Mechanical Turk via TurkPrime (Litman, Robinson, & Abberbock, 2016). Nine 534 
participants were excluded as they were located outside of the US, determined by their com-535 
puter IP address. Our final sample included 559 participants (47% female, mean age = 38.01, 536 
SD = 12.00). Regarding education, 61 (11%) indicated high school as their highest educa-537 
tional attainment, 153 (27%) indicated some college, 255 (46%) indicated university, and 90 538 




(16%) indicated postgraduate education. Regarding employment, the majority were in full- or 539 
part-time employment (n = 450; 81%). 540 
Materials and procedure 541 
Participants completed the 36-item scale developed in Study 2. As the item-total cor-542 
relations in Study 2 revealed some items were poorly correlated with their within-domain 543 
subscale total scores, we also included four additional items in the recreational domain, one 544 
additional item in the financial domain, and one additional item in the health domain. The ad-545 
ditional items were selected that matched the expected benefit and perceived risk category 546 
(i.e., low, medium, high) of the problematic item in each domain. As in Study 2, we selected 547 
items that were generated most frequently by participants in Study 1. Following the proce-548 
dure introduced in Study 2, participants were randomly assigned to first complete either the 549 
risk perception or expected benefits section before completing the likelihood rating section. 550 
After rating the 42 scale items, participants were shown the scale items in a list in a 551 
random order and were asked to group them according to their domain of life. Participants 552 
were told that each item described an activity or behavior in some domain of life (e.g., health, 553 
social, recreational, financial etc.) and were asked to group the scale items according to 554 
whether they believed the items belonged to the same domain of life. To assign items to a do-555 
main, participants clicked and dragged related items with their mouse cursor to create a 556 
group. Participants were asked to assign all the items to a group. They could create up to 15 557 
groups of related items, but were asked to create only as many groups as they needed to as-558 
sign all the items. Each group could contain from one to as many items as they wished. 559 
Results 560 
Scale reliability 561 
The six new items included as candidate replacement items exhibited higher item-562 
total correlations than the problematic items identified in Study 2. Thus, we replaced the 563 




problematic items with the new items. Table 5 provides the item-total correlations within 564 
each domain for the three subscales of the final 36-item scale. The mean item-total correla-565 
tions were generally improved in comparison with Study 2. In the social domain, ‘Engaging 566 
in casual sex’ and ‘Visiting family’ exhibited item-total correlations for one of the subscales 567 
that were slightly below .30. In the financial domain, ‘Opening a pension fund’ exhibited an 568 
item-total correlation below .30. In the health domain, ‘Healthy eating’ and ‘Engaging in un-569 
protected sex’ both exhibited item-total correlations below .30 on two of the three subscales. 570 
Regarding Cronbach’s alpha, as shown in Table 2, the scores were generally improved across 571 
domains after replacing the problematic items, and were above .70 for the three subscales in 572 
each domain, except the health domain.  573 
Scale structure 574 
We employed an exploratory factor analysis (EFA) with oblique rotation (Direct 575 
Oblimin in SPSS Version 21) to investigate the structure of the final 36-item scale for the 576 
likelihood of engagement subscale. In our initial EFA, seven factors exhibited Eigenvalues 577 
that exceeded Kaiser’s criterion (i.e., >1) and together explained 55% of the variance. How-578 
ever, inspection of the scree plot of Eigenvalues showed an inflexion point that indicated a 579 
five-factor solution. Thus, in our final EFA we retained five factors, which together explained 580 
51% of the variance. 581 
Table 6 provides the pattern matrix of the rotated factor loadings. The structure ma-582 
trix yielded a comparable pattern of rotated factor loadings. All recreational items loaded on 583 
Factor 1 (29% of the variance), indicated by factor loadings >.30 (highlighted in bold; Table 584 
6), and two items loaded also on Factor 2 (9% of the variance). The social items showed a 585 
spread of loadings across factors. Five social items loaded on Factor 2, one item loaded on 586 
Factor 1, and four items loaded on Factor 4 (3% of the variance). The six financial items re-587 




lated to gambling loaded on Factor 3 (6% of the variance) and the three items related to in-588 
vestment loaded on Factor 2. One item loaded also on Factor 4. The health items showed a 589 
spread of loadings across multiple factors. Four health items loaded on Factor 2, one item 590 
loaded on Factor 1, two items loaded on Factor 4, and two items loaded on Factor 5 (3% of 591 
the variance). In sum, the recreational items loaded principally on one factor, the factor struc-592 
ture distinguished financial items related to gambling and investment, and the social and 593 
health items showed a spread of loadings across multiple factors. 594 
To further explore the scale structure, we examined participants’ judgments about 595 
the domains to which the items belong. Participants were asked to group related items that 596 
they believe belong to the same domain. They were not provided group labels (e.g., recrea-597 
tional domain) and could create up to ten groups to categorize all 36 items. As such, partici-598 
pants’ judgments provide a comparison to our EFA. Four hundred seventy (of 559; 84%) par-599 
ticipants assigned all 36 items to groups. We conducted our analysis on the data of partici-600 
pants who assigned all 36 items to groups. To explore participants’ groupings, we conducted 601 
an agglomerative hierarchical clustering analysis using the “cluster” package in R (Maechler, 602 
Rousseeuw, Struyf, Hubert, & Hornik, 2018). In agglomerative hierarchical clustering, each 603 
scale item is first assigned to its own individual cluster. Based on a dissimilarity matrix of the 604 
pairwise dissimilarities (i.e., distances) between the clusters, the individual clusters are 605 
merged into increasingly inclusive clusters in a sequential process until all clusters have been 606 
merged into a single overarching cluster. At each stage, clusters separated by the shortest dis-607 
tance (i.e., are least dissimilar) in the dissimilarity matrix are combined. We employed com-608 
plete-linkage clustering based on Gower distances in the dissimilarity matrix, which is suited 609 
to categorical data (Maechler et al., 2018). To determine the optimal number of clusters, we 610 
first inspected the Elbow plot of the sum of the squared distances within clusters, which pro-611 
vides a measure of the similarity of items within clusters (i.e., coherence within clusters). 612 




This method indicated a five-cluster solution as increasing the number of clusters from five 613 
(SS = 3.59) to six (SS = 3.00) clusters led to relatively smaller reductions in the sum of 614 
squared within-cluster distances, compared to four clusters (SS = 4.86; Appendix C). Further 615 
inspection of a plot of the Silhouette coefficient, which provides a measure of within-cluster 616 
consistency, confirmed that within-cluster consistency was maximized by a five-cluster solu-617 
tion (coefficient = 0.50). Four-cluster (coefficient = 0.43) and six-cluster (coefficient = 0.49) 618 
solutions exhibited smaller Silhouette coefficients (Appendix C). 619 
Figure 4 provides a dendrogram of the five clusters determined by our clustering 620 
analysis. The dendrogram height indicates the distance between clusters in the dissimilarity 621 
matrix, such that clusters with a shorter height are less dissimilar as they were more fre-622 
quently grouped together in participants’ judgments. The dendrogram also shows the hierar-623 
chical nature of our approach, whereby similar clusters are sequentially combined into in-624 
creasingly inclusive clusters. As shown in Figure 4, all recreational items were contained in 625 
Cluster 3. Cluster 3 appears to reflect Factor 1 in our EFA, representing the recreational do-626 
main. Eight of the social items were contained in Cluster 4, which partially corresponds with 627 
Factor 2 in our EFA, representing the social domain. One item (‘Engaging in casual sex’) was 628 
assigned to Cluster 5, which loaded on Factor 4 in our EFA, and exhibited below mean item-629 
total correlations for the three subscales. Hence, this item may be the least relevant to the So-630 
cial domain. The six financial items related to gambling were contained in Cluster 1 and the 631 
three items related to investment were contained in Cluster 2. This distinction maps nicely 632 
onto our EFA, in which the gambling items loaded on Factor 3 and the investment items 633 
loaded on Factor 2. The distinction between financial gambling and investment items also 634 
resonates with a similar distinction made by Weber et al. (2002) in their development of the 635 
DOSPERT scale. In our dendrogram, Clusters 1 and 2 were combined in a superordinate 636 
cluster, which appears to represent the broader financial domain. Thus, the financial domain 637 




can be considered to contain financial investment and gambling sub-domains. Six of the 638 
health items were contained in Cluster 5, indicating a health domain. The three remaining 639 
health items were contained in Cluster 3 and thus may be more related to behavior in the rec-640 
reational domain. This finding resonates with our EFA, in which ‘Running’ also loaded on 641 
Factor 1 with other recreational items. 642 
In sum, our EFA and clustering analysis provide support for the scale structure, but 643 
also indicate possible refinements. The recreational items loaded principally on a single fac-644 
tor in our EFA and were all contained in a single cluster in our clustering analysis, indicating 645 
a coherent recreational domain. The social items showed a spread of loadings across factors 646 
in our EFA, but were more coherent in our clustering analysis. The Financial domain appears 647 
to comprise financial gambling and investment sub-domains. Weber et al. (2002) came to the 648 
same conclusion with a very different approach to scale construction. They constructed their 649 
scale from existing risk-taking measures, whereas we asked participants to generate their own 650 
examples of activities and behaviors. Our findings provide convergent support for these dis-651 
tinct sub-domains within financial risk-taking. Finally, the health items loaded on various fac-652 
tors in our EFA and were spread across clusters in our clustering analysis, which indicates 653 
that the health items do not provide a coherent set of items. The overlap between the health 654 
domain and recreational domain in our clustering analysis and EFA suggests that some health 655 
items, namely ‘Running’ and ‘Exercising at the gym’ have both a recreational and health 656 
component. We probed whether the reliability of items in the health domain could be im-657 
proved by using the scale structure revealed in our clustering analysis as determined by par-658 
ticipants’ judgments about the domains to which the items belong. However, scale reliability 659 
was not improved for the expected benefit (Cronbach’s alpha = 0.73; item-total correlation = 660 
0.49, range = -0.16-0.68), risk perception (Cronbach’s alpha = 0.69; item-total correlation = 661 




0.44, range = 0.27-0.60), or likelihood of engagement (Cronbach’s alpha = 0.58; item-total 662 
correlation = 0.32, range = -0.07-0.46) subscales. 663 
Gender differences in expected benefits and risk perception 664 
As in Study 2, we assessed gender differences in expected benefits and risk-percep-665 
tions with two domain (recreational, social, financial, health) × gender analyses of variance. 666 
Regarding expected benefits, men (M = 4.88) expected slightly greater benefits to taking a 667 
risk compared to women (M = 4.60; F(1,557) = 5.73, p = .017, η2 = .01). An effect of domain 668 
indicated differences in expected benefits (F(3,1671) = 39.70, p < .001, η2 = .07), which were 669 
perceived to be greatest in the social domain (M = 5.02), followed by the recreational (M = 670 
4.78), health (M = 4.59), and financial (M = 4.58) domains. There was no significant interac-671 
tion between gender and domain (F(3,1671) = 1.37, p = .251). Regarding risk perception, 672 
participants perceived the greatest risk in the financial domain (M = 4.48), followed by the 673 
health (M = 4.27), recreational (M = 4.08), and social (M = 3.52) domains, qualified by a sig-674 
nificant effect of domain (F(3,1671) = 134.90, p < .001, η2 = .20). There was no significant 675 
effect of gender (F(1,557) = 0.41, p = .524), and no interaction with domain (F(3,1671) = 676 
2.24, p = .081). 677 
Effects of expected benefits and risk perception on likelihood of engagement 678 
We employed the multilevel linear regression analysis introduced in Study 2 to in-679 
vestigate effects of expected benefits and risk perception on self-reported likelihood of en-680 
gagement. As in Study 2, fixed effects were included for expected benefits and risk percep-681 
tions ratings (as continuous predictors) and for risk domain and participant gender (as fac-682 
tors). Random intercepts were included for participants and risk domain, and random slopes 683 
were included for risk perception and expected benefits. The model fit was significantly im-684 
proved with the addition of random intercepts for participants (χ2 = 2869.05, p < .001) and 685 
additionally for risk domain (χ2 = 313.31, p < .001). The model fit was further improved with 686 




the addition of random slopes for risk perception (χ2 = 464.00, p < .001) and expected bene-687 
fits (χ2 = 650.56, p < .001). 688 
In our main effects model (Table 7; Model 1), greater expected benefits (b = 0.39, t 689 
= 31.08, p < .001) and lower perceived risk (b = -0.23, t = 19.47, p < .001) were each associ-690 
ated with a higher self-reported likelihood of engaging in the activities. There was a signifi-691 
cant main effect of gender (b = 0.32, t = 3.02, p = .003), such that men (M = 4.94) reported a 692 
higher likelihood than women (M = 4.53) of engaging in the activities. There were also sig-693 
nificant effects of risk domain, whereby participants indicated a higher likelihood of engag-694 
ing in health (b = 0.47, t = 7.45, p < .001) and social (b = 0.15, t = 2.27, p = .024) activities 695 
and a lower likelihood of engaging in recreational activities (b = -0.71, t = 11.03, p < .001) in 696 
comparison with financial activities. Model 2 (Table 7) included two-way interaction terms 697 
involving gender, risk perception, and risk domain. Importantly, this replicated our finding 698 
from Study 2 regarding an interaction between risk perception and gender (b = 0.11, t = 4.94, 699 
p < .001), indicating that women were more sensitive to their risk perceptions (i.e., less toler-700 
ant of perceived risk) than men. Further replicating our findings of Study 2, risk attitude dif-701 
fered across risk domains, as indicated by interactions between risk perception and the health 702 
(b = -0.14, t = 7.43, p < .001), recreational (b = -0.14, t = 7.16, p < .001), and social (b = -703 
0.19, t = 9.52, p < .001) domains in comparison with the financial domain. Gender interacted 704 
with the recreational domain (b = 0.44, t = 3.47, p = .001), whereby men’s tendency to report 705 
a higher likelihood than women of engaging in activities was greater in the recreational do-706 
main (Mmen = 4.32; Mwomen = 3.57) compared to the financial domain (Mmen = 4.40; Mwomen = 707 
4.03). Model 3 (Table 7) included a three-way interaction term between gender, risk percep-708 
tion and risk domain. This revealed interactions in the recreational (b = -0.08, t = 2.15, p = 709 
.031) and health (b = -0.11, t = 2.95, p = .003) domains in comparison with the financial do-710 
main, indicating that the gender difference in risk attitude (i.e., sensitivity to risk perception) 711 




was weaker in the health and recreational domains (vs. the financial domain). Our scale relia-712 
bility analysis indicated lower reliability in health domain. The findings of our multilevel lin-713 
ear regression analysis were not altered by removing the two items in the health domain that 714 
exhibited item-total correlations below 0.30. 715 
Figure 5 provides the best fitting slopes for risk perception on self-reported likeli-716 
hood of engagement, estimated from Model 3 (Table 7). Higher risk perception was associ-717 
ated with a lower reported likelihood of engaging in activities in each risk domain. Women 718 
were more sensitive than men to their risk perceptions, implying lower risk tolerance among 719 
women, but least so in the health domain (Figure 5). Conducting our regression model sepa-720 
rately for each risk domain confirmed our findings of Study 2, such that gender interacted 721 
with risk perception in the recreational (b = 0.07, t = 2.23, p = .026), social (b = 0.14, t = 722 
4.34, p < .001), and financial (b = 0.16, t = 4.84, p < .001) domains, but not in the health do-723 
main (b = 0.06, t = 1.73, p = .085). Simple slope analysis, estimated from Model 3, showed 724 
that, when controlling for expected benefits, men reported a significantly higher likelihood 725 
than women of engaging in activities at 1SD above the overall mean risk perception rating in 726 
the recreational (b = 0.93, t = 5.71, p < .001), social (b = 0.85, t = 4.75, p < .001), financial (b 727 
= 0.71, t = 4.33, p < .001), and health (b = 0.39, t = 2.30, p = .022) domains. While Figure 5 728 
also shows that women reported a higher likelihood than men of engaging in low-risk social 729 
and financial activities, our simple slope analysis indicated that women did not report a sig-730 
nificantly higher likelihood than men of engaging in activities at 1SD below the mean risk 731 
perception rating in the social (b = -0.13, t = 0.90, p = .370) and financial (b = -0.25, t = 1.47, 732 
p = .143) domains. 733 
General Discussion 734 
Within the psychological risk-return framework, researchers have concluded that 735 
risk attitude is stable across gender and risk domains (e.g., Weber et al., 2002; Hanoch et al., 736 




2006). We proposed that the DOSPERT—the principle measure used to assess domain-speci-737 
ficity within this framework—may have failed to detect differences in risk attitude by failing 738 
to represent all combinations of levels of risk perception and expected benefit (i.e., [low, me-739 
dium, high] risk perception; [low, medium, high] expected benefit). To remedy this problem, 740 
we had participants in Study 1 generate their own examples of activities and in Study 2 and 3 741 
we selected among the generated activities to construct a set of items for each of four risk do-742 
mains that captured various levels of expected benefit and risk perception. 743 
Gender differences in risk perception, expected benefit, perceived risk-attitude 744 
Previous research using the DOSPERT has suggested that differences in risk-taking 745 
behavior across gender and risk domain are due to differences in perceptions of risk and ben-746 
efit, conditioned by culture (Weber & Johnson, 2008). Women are seemingly more cautious 747 
and perceive greater risk in most domains (e.g., recreational, health, financial), except in the 748 
social domain (Hanoch et al., 2006; Rolison et al., 2014; Weber et al., 2002). The original 749 
items of the DOSPERT scale were devised by researchers and drawn from various existing 750 
scales (Weber et al., 2002). However, Morgenroth, Fine, Ryan, and Genat (2018) have argued 751 
that some DOSPERT items are more characteristic of male than female behaviors and thus 752 
normatively bias the scale toward showing greater risk-taking tendencies among men. The 753 
authors found that gender differences in financial risk-taking disappeared when the original 754 
items were replaced with new gender-neutral or stereotypically female items (Morgenroth et 755 
al., 2018). In the recreational domain, gender differences similarly disappeared for the new 756 
items. In the health and social domains, women actually indicated higher likelihoods of risk-757 
taking than men for the new items. Their findings indicate that apparent gender differences in 758 
risk-taking can be highly dependent on the specific items selected to represent a risk domain. 759 
Moreover, Zhang et al. (in press) found that the underlying factor structure of the DOSPERT 760 




differs for men and women, which raises additional concerns about the assessment of gender 761 
differences in self-reported risk-taking on the DOSPERT.  762 
We took a very different approach to our scale construction by asking participants in 763 
Study 1 to generate their own examples of activities in each domain. In Study 2, we found 764 
that women perceived greater risk than men in the recreational and social domains, but not in 765 
the health and financial domains. In Study 3, our refined scale showed no gender differences 766 
in risk perception. In Studies 2 and 3, our multilevel modeling analysis revealed that risk atti-767 
tude—measured as the coefficient for the effect of risk perception on self-reported likelihood 768 
of engagement, controlling for expected benefit—differed between men and women. Specifi-769 
cally, women were more sensitive to their risk perceptions (i.e., less tolerant of perceived 770 
risk) than men in all risk domains, except the health domain. This finding challenges the view 771 
that perceived risk attitude is stable across gender (e.g., Weber et al., 2002). Men reported a 772 
higher likelihood than women of engaging in activities that were perceived to be high-risk. 773 
Women did not report a lower likelihood than men of engaging in activities that were per-774 
ceived to be low-risk. Therefore, apparent gender differences in risk-taking behavior (e.g., in 775 
a particular risk domain) may depend on how risky the items are, such that men can appear 776 
more risk-taking than women for high-risk items, whereas gender differences may disappear 777 
for low-risk items. As such, this tendency, driven by gender differences in risk attitude may 778 
partially explain apparent domain-specificity in gender differences in risk taking. 779 
Domain-specificity in risk perception, expected benefit, perceived risk-attitude 780 
Our results show for the first time, within the psychological risk-return framework, 781 
that attitudes toward perceived risk differ across risk domains when controlling for expected 782 
benefits. Moreover, gender differences in perceived risk attitude further depended on domain. 783 
In Studies 2 and 3, we found that gender differences in perceived risk attitude were weaker in 784 
the health domain than in other domains, indicating that as perceived risk increased women 785 




were not significantly less tolerant than men of risks they perceived. High risk items in the 786 
health domain included ‘Having an invasive health procedure (e.g., colonic irrigation)’, ‘En-787 
gaging in unprotected sex’, and ‘Consuming sugar’. It appears that women are no less toler-788 
ant than men of perceived risk to attain the expected benefits of engaging in such high-risk 789 
activities. As discussed later, however, domain differences involving the health domain 790 
should be considered with caution as the health domain exhibited lower scale reliability than 791 
other domains. We speculate that risk perception and expected benefits may be context-de-792 
pendent. People may be more tolerant of risk to attain certain kinds of benefits. For instance, 793 
the benefits of health-related activities (e.g., ‘Exercising at the gym’) may not be equivalent 794 
to the benefits of engaging in activities in other domains (e.g., ‘Skiing’; recreational domain) 795 
even when they receive a similar rating on an expected benefits scale. Similarly, activities 796 
that receive equivalent ratings of perceived risk may differ in qualitative aspects of people’s 797 
risk perception. For example, activities may differ in the time horizon of their perceived neg-798 
ative outcomes: ‘Playing poker’ (financial domain) could result in an immediate financial 799 
loss, whereas the negative consequences of ‘Running’ (health domain) are less clear and may 800 
have a longer time horizon (e.g., future joint injuries). Such nuanced differences in expected 801 
benefits and perceived risks may partially underlie domain and gender differences in per-802 
ceived risk attitude. A fruitful avenue for future research would be to explore the nuanced na-803 
ture of expected benefits and risk perception, such as in terms of their anticipated time hori-804 
zons, moving beyond singular rating scales. 805 
Unlike previous studies (e.g., Weber et al., 2002; Rolison et al., 2014), we found 806 
only small domain differences in risk perception and expected benefit ratings. In fact, the in-807 
ter-correlations in risk perception and expected benefit ratings across domains were higher in 808 
Study 2 than in Study 1 when we matched the domains according to low, medium, and high 809 
levels on the rating scale. This finding suggests that domain-specificity in perceptions of risks 810 




and benefits may have been exaggerated—in terms of dissociations across risk domains—in 811 
previous studies with the DOSPERT. Recently, researchers have questioned the extent of do-812 
main-specificity in risk-taking behavior (Highhouse et al., 2017; Frey, Pedroni, Mata, Rie-813 
skamp, & Hertwig, 2017; Zhang et al., in press). Frey et al. (2017) assessed individual differ-814 
ences in risk-taking across 39 measures of risk preference. Their analysis revealed evidence 815 
of a general trait in risk preference across measures in addition to domain-specific risk-taking 816 
tendencies. Highhouse et al. (2017) employed a form of confirmatory factor analysis known 817 
as bifactor analysis to assess the factor structure of the DOSPERT. Their bifactor analysis en-818 
abled them to assess simultaneously domain-general and domain-specific risk behavior and 819 
yielded evidence for both a domain-general factor and domain-specific factors underlying 820 
risk behavior on the scale. Thus, risk-taking behavior across domains may involve both do-821 
main-specific tendencies as well as general risk-taking tendencies. Our current findings speak 822 
to this ongoing debate. We found that domain differences in perceived risk attitude emerged 823 
when domains were matched according to their range of perceived risks and benefits. This 824 
finding implies domain-specificity in perceived risk attitude, such that people are more toler-825 
ant of risk to attain a benefit in some domains than in others. We expect that domain-specific-826 
ity in perceived risk attitude partly underlies domain differences in risk preference observed 827 
in other studies (e.g., Highhouse et al., 2017), in addition to domain differences in perceived 828 
risks and benefits. 829 
The structure of risk domains 830 
In Study 3, we asked participants to group the items of our risk-taking scale accord-831 
ing to the domains that they believed the items belong. Participants could create up to ten 832 
groups to categorize all the scale items and were not guided by domain labels (e.g., recrea-833 
tional domain). This approach enabled us to compare participants’ judgments of the items 834 




with our exploratory factor analysis on their self-reported likelihood of engaging in the activi-835 
ties. Our clustering analysis of participants’ judgments and our factor analysis both indicated 836 
that the financial domain comprises investment and gambling sub-domains. This distinction 837 
resonates with a similar distinction made by Weber et al. (2002) in their construction of the 838 
DOSPERT. Moreover, in their bifactor analysis of the DOSPERT, Highhouse et al. (2017) 839 
found that when controlling for financial risk-taking propensity in general, likelihood of en-840 
gagement ratings for investment items were negatively correlated with ratings for gambling 841 
items. Thus, investment and gambling activities appear to belong to sub-domains of financial 842 
risk-taking. Our current findings show compelling support for this distinction based on scale 843 
items that participants generated themselves from their own experiences. 844 
In our factor analysis, items in the health domain loaded on various factors. Our 845 
clustering analysis on participants’ judgments further showed that some items participants 846 
had generated for the health domain, such as ‘Running’ and ‘Exercising at the gym’, were 847 
more often associated with recreational activities. Compared to other domains, the health 848 
items also showed the lowest Cronbach alpha scores for internal consistency and the lowest 849 
item-total correlations for the three sub-scales. Together, these findings suggest that the 850 
health domain is the least coherent domain as some health-related activities have features that 851 
are relevant also to other domains, such as the recreational domain. In their factor analysis of 852 
the DOSPERT, Weber et al. (2002) also observed that some of the DOSPERT health items 853 
loaded on multiple factors. 854 
The negative association between risk perception and expected benefit 855 
In Study 1, when participants were asked to generate their own examples of activi-856 
ties, we found that risk perception was negatively correlated with expected benefits. This ten-857 
dency for an inverse relationship between risk and benefit judgments is well-documented in 858 
the literature (e.g., Alhakami & Slovic, 1994; Slovic, 1997; Weber et a., 2002). One proposed 859 




explanation is that people judge the risks and benefits of an activity (or decision option) on 860 
their affective evaluation of the activity (Alhakami & Slovic, 1994; Finucane, Alhakami, 861 
Slovic, & Johnson, 2000; Slovic & Peters, 2006). This research suggests that when people ex-862 
perience positive feelings toward an activity, they perceive the risks to be low and the bene-863 
fits to be high, and when they experience negative feelings toward an activity they perceive 864 
the risks to be high and the benefits to be low. This inverse relationship contrasts with a posi-865 
tive association between risks and benefits in some situations—e.g., financial contexts where 866 
high-risk investments often yield higher potential returns than low-risk investments. A seren-867 
dipitous finding of our current research is that when participants were asked to freely gener-868 
ate examples of activities (i.e., control condition, Study 1) they tended to generate activities 869 
that they perceived to be very low in risk (except for the financial domain). This finding high-870 
lights that people may often face situations in which they perceive that risk has little bearing 871 
on their decisions. 872 
Conclusion 873 
In conclusion, in contrast with previous studies, our findings reveal gender and risk 874 
domain differences in attitudes toward perceived risk. Namely, women were more sensitive 875 
to their risk perceptions in the recreational, social, and financial domains and thus less toler-876 
ant of risk than men. Domain differences in risk attitude revealed that people are more sensi-877 
tive to risk in some domains than in others. These findings help bridge a gap between the psy-878 
chological risk-return framework and models of choice behavior within the expected utility 879 
framework where men have often been found to exhibit higher levels of risk tolerance than 880 
women in their risky choice behavior. 881 
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Table 1. Study 1: Inter-correlations across domains for expected benefits and 
risk perceptions 
 Expected benefit 
 Recreational Social Financial Health 
Recreational (.92)    
Social .60*** (.91)   
Financial .21* .42*** (.88)  
Health .55*** .67*** .31** (.96) 
     
 Risk perception 
 Recreational Social Financial Health 
Recreational (.94)    
Social .56*** (.92)   
Financial .04 .18 (.85)  
Health .73*** .60*** .21* (.94) 
Note. *p<.05, **p<.01, ***p<.001, 2-tailed significance test of the Pearson r corre-983 





















Table 2: Studies 2 and 3: Cronbach’s alphas and mean within-domain item-total correlations for expected bene-
fit, risk perception, and likelihood of engagement subscales.  





















Study 2  
Recreational 0.80 0.76 0.72 0.52 (0.29-0.69) 0.47 (0.23-0.61) 0.42 (0.10-0.65) 
Social 0.79 0.89 0.81 0.52 (0.32-0.64) 0.67 (0.46-0.77) 0.53 (0.41-0.69) 
Financial 0.79 0.88 0.80 0.52 (-0.01-0.70) 0.65 (0.18-0.80 0.52 (0.10-0.45) 
Health 0.63 0.72 0.62 0.34 (0.18-0.47) 0.43 (0.16-0.58) 0.33 (0.12-0.45) 
  
Study 3  
Recreational 0.88 0.83 0.87 0.64 (0.50-0.74) 0.57 (0.32-0.69) 0.62 (0.32-0.69 
Social 0.83 0.88 0.78 0.56 (0.37-0.67) 0.65 (0.25-0.76) 0.50 (0.26-0.63) 
Financial 0.88 0.87 0.86 0.64 (0.23-0.81) 0.63 (0.37-0.75) 0.61 (0.47-0.74) 
Health 0.69 0.79 0.61 0.39 (0.19-0.49) 0.51 (0.03-0.67) 0.32 (0.19-0.4) 





















Table 3. Study 2: Inter-correlations across domains for expected benefits, risk 
perception, and likelihood of engagement 
 Expected benefits 
 Recreational Social Financial Health 
Recreational (.82)    
Social .77***††† (.82)   
Financial .63***††† .62***†† (.82)  
Health .70***†† .71*** .61***††† (.66) 
     
 Risk perception 
 Recreational Social Financial Health 
Recreational (.78)    
Social .80***††† (.90)   
Financial .64***††† .58***††† (.89)  
Health .80*** .82***††† .68***††† (.75) 
     
 Likelihood of engagement 
 Recreational Social Financial Health 
Recreational (.75)    
Social .70*** (.83)   
Financial .59*** .56*** (.82)  
Health .72*** .75*** .58*** (.65) 
Note. *p<.05, **p<.01, ***p<.001, 2-tailed significance test of the Pearson r corre-1018 
lation coefficient compared to zero; †p<.05, ††p<.01, †††p<.001, 2-tailed significance 1019 
test of the Pearson r correlation coefficient compared to the corresponding correla-1020 

















Table 4. Study 2: Multilevel linear regression analysis on likelihood of engagement 
 Model 1 Model 2 Model 3 
Intercept 4.26*** 4.07*** 4.19*** 
Male gender 0.09 -0.30 -0.51 
Expected benefits 0.38*** 0.39*** 0.39*** 
Risk perception -0.36*** -0.35*** -0.38*** 
Health domain 0.13 0.15 -0.16 
Recreational domain -0.17* 0.77*** 0.71** 
Social domain -0.10 0.04 -0.05 
Male gender × risk perception  0.12*** 0.16*** 
Male gender × health domain  -0.05 0.46 
Male gender × recreational domain  0.01 0.11 
Male gender × social domain  0.05 0.20 
Risk perception × health domain  0.02 0.10* 
Risk perception × recreational domain  -0.24*** -0.23*** 
Risk perception × social domain  -0.03 -0.01 
Male gender × risk perception × health domain   -0.13* 
Male gender × risk perception × recreational domain   -0.02 
Male gender × risk perception × social domain   -0.03 
    
Goodness of fit    
-2 log likelihood 42987.42 42844.60 42837.12 
-2 log likelihood change†  142.82*** 7.47 
    
Random coefficients (Model 3)    
 SD Corr (intercepts) Corr (risk perception) 
Intercepts 1.60   
Risk perception 0.13 -.94  
Expected benefits 0.22 -.96 .97 













Table 5: Study 3: Final Questionnaire items 
















Recreational 1. Going white-water 
rafting 
High High 0.74 0.51 0.73 
 2. Hiking High Medium 0.53 0.66 0.49 
 3. Cycling High Low 0.5 0.69 0.55 
 4. Going skydiving Medium High 0.64 0.32 0.65 
 5. Skiing Medium Medium 0.71 0.63 0.7 
 6. Fishing Medium Low 0.56 0.63 0.54 
 7. Rock climbing Low High 0.72 0.52 0.72 
 8. Going scuba diving Low Medium 0.7 0.6 0.71 
 9. Bowling Low Low 0.67 0.59 0.52 
       
Social 1. Meeting new people High High 0.63 0.74 0.57 
 2. Socializing with 
friends 
High Medium 0.55 0.73 0.48 
 3. Visiting family High Low 0.37 0.69 0.26 
 4. Partying Medium High 0.62 0.61 0.63 
 5. Dating Medium Medium 0.58 0.71 0.59 
 6. Joining a social club Medium Low 0.67 0.76 0.57 
 7. Engaging in casual 
sex 
Low High 0.43 0.25 0.36 
 8. Going to a bar Low Medium 0.55 0.66 0.55 
 9. Chatting online Low Low 0.65 0.71 0.46 
       
Financial 1. Investing in the 
stock market 
High High 0.50 0.53 0.50 
 2. Making a financial 
investment 
High Medium 0.41 0.48 0.47 
 3. Opening a pension 
fund 
High Low 0.23 0.37 0.47 
 4. Gambling at a ca-
sino 
Medium High 0.76 0.66 0.74 
 5. Playing poker Medium Medium 0.74 0.68 0.62 
 6. Playing a scratch 
card 
Medium Low 0.79 0.75 0.64 
 7. Playing a slot ma-
chine 
Low High 0.81 0.75 0.74 
 8. Playing the lottery Low Medium 0.76 0.75 0.68 
 9. Gambling on a 
sporting event 
Low Low 0.76 0.7 0.63 
       
Health 1. Having an invasive 






0.41 0.45 0.35 
 2. Exercising at the 
gym 
High Medium 0.34 0.65 0.4 




 3. Healthy eating High Low 0.19 0.65 0.25 
 4. Engaging in unpro-
tected sex 
Medium High 0.41 0.03 0.19 
 5. Running Medium Medium 0.42 0.63 0.39 
 6. Walking Medium Low 0.33 0.67 0.3 
 7. Consuming sugar Low High 0.48 0.58 0.31 
 8. Drinking alcohol Low Medium 0.49 0.48 0.37 
 9. Unhealthy eating 































Table 6: Study 3: Factor loadings of the 36-item for the likelihood of engagement subscale 
Item Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 
Going white-water rafting (R) 0.81 -0.02 0.08 -0.09 0.06 
Hiking (R) 0.37 0.46 -0.01 -0.08 0.06 
Going skydiving (R) 0.76 -0.19 0.04 0.10 -0.01 
Skiing (R) 0.68 0.02 -0.01 0.15 -0.03 
Going scuba diving (R) 0.79 -0.02 -0.01 0.02 0.06 
Cycling (R) 0.33 0.41 0.01 0.16 -0.08 
Fishing (R) 0.40 0.20 0.26 -0.10 0.00 
Rock climbing (R) 0.69 -0.01 0.02 0.17 -0.09 
Bowling (R) 0.36 0.23 0.26 -0.08 0.08 
Meeting new people (S) 0.11 0.63 0.00 0.14 0.11 
Socializing with friends (S) -0.06 0.67 -0.05 0.13 0.21 
Visiting family (S) -0.09 0.61 0.03 -0.04 0.07 
Partying (S) 0.04 0.09 0.21 0.65 -0.01 
Dating (S) 0.08 0.21 -0.02 0.55 -0.02 
Joining a social club (S) 0.31 0.35 0.07 0.26 -0.18 
Engaging in casual sex (S) 0.22 -0.24 -0.06 0.62 0.05 
Going to a bar (S) -0.07 0.14 0.16 0.66 0.05 
Chatting online (S) 0.08 0.34 0.00 0.21 0.19 
Investing in the stock market (F) 0.09 0.41 0.20 0.18 -0.17 
Making a financial investment (F) 0.11 0.52 0.17 0.07 -0.13 
Gambling at a casino (F) -0.09 -0.09 0.81 0.22 -0.01 
Playing poker (F) 0.19 0.01 0.43 0.28 -0.07 
Playing a scratch card (F) 0.04 -0.02 0.79 -0.09 0.14 
Playing a slot machine (F) -0.07 0.00 0.86 0.10 -0.02 
Playing the lottery (F) 0.03 0.01 0.81 -0.12 0.13 
Gambling on a sporting event (F) 0.20 -0.12 0.45 0.35 -0.14 
Opening a pension fund (F) 0.24 0.41 0.21 -0.02 -0.09 
Having an invasive health-promoting procedure 
(e.g., colonic irrigation) (H) 
0.23 0.06 0.17 0.28 -0.02 
Exercising at the gym (H) 0.18 0.52 0.03 0.11 -0.16 
Healthy eating (H) -0.07 0.73 0.00 -0.09 -0.10 
Engaging in unprotected sex (H) 0.24 -0.29 0.06 0.40 0.19 
Running (H) 0.32 0.37 -0.04 0.20 -0.12 
Walking (H) -0.16 0.74 -0.06 -0.11 0.17 
Drinking alcohol (H) -0.11 0.06 0.19 0.50 0.18 
Unhealthy eating (e.g., eating a hamburger) (H) 0.08 -0.02 0.09 0.07 0.72 








Table 7. Study 3: Multilevel linear regression analysis on likelihood of engagement 
 Model 1 Model 2 Model 3 
Intercept 3.48*** 3.22*** 3.35*** 
Male gender 0.32** -0.21 -0.45* 
Expected benefits 0.39*** 0.39*** 0.39*** 
Risk perception -0.23*** -0.17*** -0.19*** 
Health domain 0.47*** 1.12*** 0.89*** 
Recreational domain -0.71*** -0.30* -0.48** 
Social domain 0.15* 0.92*** 0.89*** 
Male gender × risk perception  0.11*** 0.16*** 
Male gender × health domain  0.01 0.48* 
Male gender × recreational domain  0.44*** 0.82*** 
Male gender × social domain  0.06 0.11 
Risk perception × health domain  -0.14*** -0.09** 
Risk perception × recreational domain  -0.14*** -0.10*** 
Risk perception × social domain  -0.19*** -0.19*** 
Male gender × risk perception × health domain   -0.11** 
Male gender × risk perception × recreational domain   -0.08* 
Male gender × risk perception × social domain   0.00 
    
Goodness of fit    
-2 log likelihood 92313.50 92175.2 92160.32 
-2 log likelihood change†  138.30*** 14.90** 
    
Random coefficients (Model 3)    
 SD Corr (intercepts) Corr (risk perception) 
Intercepts 1.67   
Risk perception 0.13 -.70  
Expected benefits 0.21 -.90 .59 














Figure 1. Ratings of 528 participants on the likelihood of engagement (i.e., risk-tak-1076 
ing behavior) subscale of the DOSPERT in the recreational, social, financial, and health do-1077 
mains, reproduced from Rolison, Hanoch, Wood, and Pi-Ju (2014). The solid lines show the 1078 










Figure 2. Study 1: Mean expected benefits and risk perceptions in each risk domain under 1085 











Figure 3. Study 2: Estimated likelihood of engagement for men and women in each risk do-1093 












Figure 4. Study 3: Hierarchical cluster analysis on participants’ judgements about the group 1102 









Figure 5. Study 3: Estimated likelihood of engagement for men and women in each risk do-1108 











APPENDIX A 1116 
Table A1 provides the questionnaire items used in Study 2. The no. generated refers 1117 
to the number of participants in the Study 1 sample who generated the item. The benefit and 1118 
risk level refers to the level used to categorize items into low to high levels of expected bene-1119 
fits and risk perceptions. The modal response identifies the condition (control, high-benefit, 1120 
and high-risk) generated the model number of responses for each item. 1121 
 1122 




























1. Going white-water 
rafting 1 1 0 High High High-risk (1) 
 2. Hiking 18 7 11 High Medium 
High-benefit 
& Control (9) 
 3. Reading 20 7 13 High Low Control (12) 
 4. Going skydiving 11 5 6 Medium High 
High-risk 
(11) 
 5. Skiing 9 3 6 Medium Medium Control (5) 
 6. Watching television 10 6 4 Medium Low Control (7) 
 7. Taking illicit drugs 13 5 8 Low High 
High-risk 
(12) 
 8. Going scuba diving 2 1 1 Low Medium High-risk (2) 
 9. Playing a video game 2 1 1 Low Low Control (2) 
        




2. Socializing with 
friends 7 4 3 High Medium 
High-benefit 
(6) 
 3. Visiting family 17 8 9 High Low 
High-benefit 
(10) 




 5. Dating 7 1 6 Medium Medium Control (4) 
 6. Joining a social club 28 11 17 Medium Low 
High-benefit 
(15) 
 7. Engaging in casual sex 12 1 11 Low High 
High-risk 
(12) 
 8. Going to a bar 7 4 3 Low Medium High-risk (4) 
 9. Chatting online 3 2 1 Low Low Control (2) 
        





1. Investing in the stock 
market 14 8 6 High High 
High-benefit 
& Control (6) 
 
2. Making a financial in-
vestment 11 8 3 High Medium Control (6) 
 3. Saving money 55 19 36 High Low 
High-benefit 
(37) 
 4. Gambling at a casino 15 5 10 Medium High Control (10) 
 5. Playing poker 16 8 8 Medium Medium 
High-risk & 
Control (6) 
 6. Playing a scratch card 6 4 2 Medium Low Control (4) 
 7. Playing a slot machine 16 7 9 Low High Control (12) 
 8. Playing the lottery 10 3 7 Low Medium High-risk (6) 
 
9. Gambling on a sport-
ing event 3 0 3 Low Low High-risk (3) 
        
Health 
1. Having an invasive 
health procedure (e.g., 




High High-risk (1) 
 2. Exercising at the gym 19 7 11 High Medium Control (8) 




4. Engaging in unpro-
tected sex 4 2 2 Medium High High-risk (3) 
 5. Running 8 4 4 Medium Medium 
High-risk & 
Control (3) 
 6. Walking 15 5 10 Medium Low Control (9) 
 7. Smoking 33 12 21 Low High 
High-risk 
(32) 




9. Unhealthy eating (e.g., 


















Table A2 provides the questionnaire items used in Study 3. The no. generated refers 1132 
to the number of participants in the Study 1 sample who generated the item. The benefit and 1133 
risk level refers to the level used to categorize items into low to high levels of expected bene-1134 
fits and risk perceptions. 1135 
 1136 





















Recreational 1. Going white-water 
rafting 
1 1 0 High High 
 2. Hiking 18 7 11 High Medium 
 3. Reading 20 7 13 High Low 
 4. Going skydiving 11 5 6 Medium High 
 5. Skiing 9 3 6 Medium Medium 
 6. Watching television 10 6 4 Medium Low 
 7. Taking illicit drugs 13 5 8 Low High 
 8. Going scuba diving 2 1 1 Low Medium 
 9. Playing a video game 2 1 1 Low Low 
 10. Cycling 9 2 7 High Low 
 11. Fishing 6 3 3 Medium Low 
 12. Rock climbing 6 1 5 Low High 
 13. Bowling 2 1 1 Low Low 
       
Social 1. Meeting new people 3 3 0 High High 
 2. Socializing with 
friends 
7 4 3 High Medium 
 3. Visiting family 17 8 9 High Low 
 4. Partying 8 5 3 Medium High 
 5. Dating 7 1 6 Medium Medium 
 6. Joining a social club 28 11 17 Medium Low 
 7. Engaging in casual 
sex 
12 1 11 Low High 
 8. Going to a bar 7 4 3 Low Medium 
 9. Chatting online 3 2 1 Low Low 
       
Financial 1. Investing in the stock 
market 
14 8 6 High High 
 2. Making a financial 
investment 
11 8 3 High Medium 
 3. Saving money 55 19 36 High Low 
 4. Gambling at a casino 15 5 10 Medium High 
 5. Playing poker 16 8 8 Medium Medium 
 6. Playing a scratch card 6 4 2 Medium Low 




 7. Playing a slot ma-
chine 
16 7 9 Low High 
 8. Playing the lottery 10 3 7 Low Medium 
 9. Gambling on a sport-
ing event 
3 0 3 Low Low 
 10. Opening a pension 
fund 
16 7 9 High Low 
       
Health 1. Having an invasive 
health procedure (e.g., 
colonic irrigation) 




 2. Exercising at the gym 19 7 11 High Medium 
 3. Healthy eating 52 12 40 High Low 
 4. Engaging in unpro-
tected sex 
4 2 2 Medium High 
 5. Running 8 4 4 Medium Medium 
 6. Walking 15 5 10 Medium Low 
 7. Consuming sugar 5 1 4 Low High 
 8. Drinking alcohol 13 6 7 Low Medium 
 9. Unhealthy eating 
(e.g., eating a ham-
burger) 






















APPENDIX B 1151 
We conducted a repeated-measures analysis of variance (ANOVA) on participants’ 1152 
mean expected benefit and risk perception ratings across domains in Study 1. The categorized 1153 
levels of expected benefit (low, medium, high) and risk perception (low, medium, high) were 1154 
included as factors. 1155 
For expected benefit, the analysis yielded a significant effect of expected benefit cat-1156 
egory (F(2,380) = 505.01, p < .001, η2 = .73), such that expected benefit ratings increased 1157 
from low (M = 3.05) to medium (M = 4.31) to high (M = 6.34) expected benefit categories. 1158 
There was also a significant effect of risk perception category (F(2,380) = 244.26, p < .001, 1159 
η2 = .56), whereby fewer benefits were expected as the risk perception category increased 1160 
from low (M = 5.14) to medium (M = 4.97) to high (M = 3.60).  1161 
For risk perception, the analysis yielded a significant effect of risk perception cate-1162 
gory (F(2,380) = 536.84, p < .001, η2 = .74), in which risk perception ratings increased from 1163 
low (M = 2.39) to medium (M = 3.83) to high (M = 5.60) risk perception categories. There 1164 
was also a significant effect of expected benefit category (F(2,380) = 344.93, p < .001, η2 = 1165 
.65), such that risks were perceived to be lower as the expected benefit category increased 1166 













APPENDIX C 1176 
Figure 3C provides the sum of squared distances within clusters as a measure of the 1177 
similarity of items within clusters (i.e., coherence within clusters) using the Elbow method, 1178 
and the Silhouette coefficient as a measure of within-cluster consistency using the Silhouette 1179 
method. Regarding the Elbow method, increasing the number of clusters from five (SS = 1180 
3.59) to six (SS = 3.00) clusters lead to relatively smaller reductions in the sum of squared 1181 
within-cluster distances, compared to four clusters (SS = 4.86). Regarding the Silhouette 1182 
method, within-cluster consistency was maximized by a five-cluster solution (coefficient = 1183 
0.50). Four-cluster (coefficient = 0.43) and six-cluster (coefficient = 0.49) solutions exhibited 1184 
smaller Silhouette coefficients. 1185 
 1186 
Figure C1. Study 3: Optimal number of clusters determined by the Elbow and Silhouette 1187 
methods. 1188 
