Introduction
The bioinformatics revolution has led to an exponential increase in the availability of data on gene location, expression, and function for thousands of species. In the midst of this eruption of data, however, time and resources are often lacking for the analysis of information beyond that encoded by sequence alone. While proteins are the traditional candidates for detailed structural analysis, RNA secondary and tertiary structural studies remain crucial to the understanding of complex biological systems. The RNA structure-function relationship list is quite long. Structure and structural transitions are important in post-transcriptional regulation of gene expression, intermolecular interaction and dimerization, splice site recognition, and ribosomal frame-shifting to name a few contexts. The ribozymes constitute a class of RNA molecules whose sequence exists primarily to define their structural and enzyme-like properties. The RNA folding problem clearly is a significant venue for the use of computational approaches. As with most such applications of high-powered computing, the problem of RNA structure determination is a difficult one. The number of secondary structures possible given a particular sequence varies on the order of 1.8" for a sequence of n nucleotides. Traditional approaches to the problem are numerous and varied. A wide range of biochemical and biophysical assays may be used to examine RNA secondary and tertiary structure. These assays generally search experimentally for the consequences of sequence and structure within a molecule, probing for accessibility to enzymes, calculating optical absorbency, or measuring electrophoretic migration rates over a temperature gradient. A given structure generally is verified through phylogenetic analyses, searching among members of a family for compensatory base changes that would maintain base-pairedness in equivalent regions. All of this fairly direct data often is supported, or at times even replaced, by theoretical structure calculations. The most familiar variety of these are derived from dynamic programming algorithms (DPA) such as MFOLD [Zuker, 1989] , and which search for a molecule's thermodynamically optimal structure, as well as a series of suboptimal structures. When the object is secondary structure, that is, a structure that can be defined as a list of basepaired and single-stranded regions (stems and loops), thermodynamic calculations are straightforward. Stems tend to stabilize a structure and most loops tend to destabilize it, and the energies of these stems and loops are additive. Thus, a search for biologically relevant structures can be driven by the assumption that a molecule will tend to fold spontaneously into structures that minimize its global Gibbs free energy with respect to the unstructured state. A recent version of the dynamic programming approach to energy minimization has been able to include H-type pseudoknots and some basic tertiary structure energy contributions at the cost of moving the algorithm to O(n6) time [Rivas and Eddy, 1999] . By removing pseudoknot considerations and shifting the more precise tertiary structure energy calculations for multibranch loops to a post-processing reordering phase, this algorithm runs in O(«3) time [Mathews et al, 1999] . Searching experimentally and theoretically for these equilibrium structures, either optimal or suboptimal, however, is often insufficient. The biologically functional state of a given molecule may not be the optimal state, and how, then, does one determine the relevant suboptimal structure? A structured RNA molecule, moreover, is not a static object. A molecule may pass through a variety of active and inactive states over its lifetime, due to the kinetics of folding, to the simultaneity of folding with transcription, or to interactions with extra-molecular factors. A molecule may become trapped in a local energy minimum with a high activation energy barrier to surmount before reaching a more stable state. How can one begin to approach the analysis of such a moving target, a target with a vast and highly combinatorial n-dimensional structure/energy landscape over which it may travel? Methods developed using a massively parallel Genetic Algorithm (GA) optimization approach have proven highly amenable to exploration of such RNA secondary structure folding pathways. This algorithm was designed using the same basic considerations as the dynamic programming algorithm; that is, with thermodynamic calculations to optimize the global free energy of an RNA molecule. As such, it is reasonably successful at efficiently finding optimal or near-optimal equilibrium structures, including pseudoknots, given a particular sequence. The properties of this massively parallel, iterated, stochastic algorithm, however, have revealed themselves to be ideally suited to the problem of predicting the dynamic folding process of a given molecule as well. In addition, the algorithm allows for the incorporation of some types of experimental data, allowing it both to verify and to predict the outcome of experiments under known conditions. The Genetic Algorithm operates on a population of thousands of possible solution structures, evolving them toward thermodynamic fitness. It may be run multiple times and in multiple phases. STRUCTURELAB, an interactive RNA structure analysis workbench, has proven indispensable in analyzing the large quantities of data generated by such use of the GA. In particular, use of Stem Trace, a STRUCTURELAB component for abstract graphical comparison of RNA secondary structures, has given great insights into a variety of RNA structural issues, including that of folding pathway exploration.
Algorithmic Implementation
The massively parallel Genetic Algorithm is a member of a class of algorithms that use the principles of evolution to optimize a parameter within a population of possible solutions. In this case, the parameter is free energy, but the optimal structure is not the only consideration. The intermediate results within the population and the pathway followed by the algorithm to reach its final solution are equally important. Still, the basic operators are as one would expect: mutation, selection, and recombination. The basic procedure is as follows (details on each step follow in the text):
