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Abstract. Consider a branching random walk on the real line in the boundary case. The associated
additive martingales can be viewed as the partition function of a directed polymers on a disordered
tree. By studying the law of the trajectory of a particle chosen under the polymer measure, we
establish a first order transition for the partition function at the critical parameter. This result
is strongly related to the paper of Aı¨de´kon and Shi [1] in which they solved the problem of the
normalisation of the partition function in the critical regime.
1 Introduction
We consider a real-valued branching random walk : Initially, a single particle sits at the
origin. Its children together with their displacements, form a point process Θ on R and the
first generation of the branching random walk. These children have children of their own
which form the second generation, and behave –relatively to their respective positions at
birth– like independent copies of the same point process Θ. And so on.
Let T be the genealogical tree of the particles in the branching random walk. Plainly, T is
a Galton-Watson tree. We write |z| = n if a particle z is in the n-th generation, and denote
its position by V (z). The collection of positions (V (z), z ∈ T) is our branching random walk.
Following [1], assume throughout the paper the following conditions
E
(∑
|x|=1
e−V (x)
)
= 1, E
(∑
|x|=1
1
)
> 1, and(1.1)
E
(∑
|x|=1
V (x)e−V (x)
)
= 0, σ2 := E
(∑
|x|=1
V (x)2e−V (x)
)
<∞.(1.2)
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The branching random walk is then said to be in the boundary case (Biggins and Ky-
prianou [9]). We refer to [17] for detailed discussions on the nature of the assumption (1.1)
and (1.2)).
Let Φ(t) := logE
( ∑
|x|=1
e−tV (x)
)
∈ (−∞,+∞], t ∈ R and let
(1.3) Wβ,n :=
∑
|x|=n
e−βV (x)−Φ(β)n, β ∈ R,
which can be viewed as the normalized partition function of a directed polymer on trees,
see the forthcoming (1.12). In the literature W1,n is called the critical additive martingale
associated with the branching random walk. For notational simplification, we write W1,n =
Wn for any n ≥ 0 [W0 := 1].
Under (1.1), T is infinite with positive probability. Moreover the results stated here make
only a trivial sense if the system dies out, so it is convenient to introduce :
P∗(·) := P (· |T is infinite) .(1.4)
By Biggins [5], it is known that under some integrability conditions (for example under
the forthcoming (1.5), we refer to Lyons [19] for the optimal conditions), we have
for β < 1, lim
n→∞
Wβ,n =Wβ > 0, P
∗a.s,
for β ≥ 1, lim
n→∞
Wβ,n = 0, P
∗a.s.
According to the terminology in the study of polymers (see e.g [13]), we say that the
region β > 1 is the strong disorder regime, β ≤ 1 the weak disorder regime and β = 1 the
critical case.
We are interested here in the regularity of β →Wβ at β = 1. Biggins [7] proved that the
martingale (Wn,β)β∈C converges uniformly on any compact subset of a set Λ∗ ⊂ C almost
surely and in mean. As a by-product, he obtained the analyticity of Wβ on (0, 1). We shall
show that there is a first order transition at β = 1. In order to state our main result, we
need to assume that there exist 1
4
> ǫ0 > 0 and
ǫ0
2
> δ− > 0 such that
E
((∑
|x|=1
e−(1−2δ−)V (x)
)1+2ǫ0)
<∞.(1.5)
Note that this condition (1.5), stronger than the A¨ıde´kon-Shi [1]’s conditions (see (1.7)),
implies
sup
β∈[1−δ−,1]
E
((∑
|x|=1
e−βV (x)
)1+ǫ0)
<∞.(1.6)
Let us also introduce the so-called derivative martingale defined by
Dn :=
∑
|u|=n
V (u)e−V (u), n ≥ 1.
2
Defining X :=
∑
|x|=1
e−V (x) and X˜ :=
∑
|x|=1
max{0, V (x)}e−V (x), Biggins and Kyprianou, [8],
have shown that under the condition
E(X(max(0, logX)2) <∞, E(X˜max(0, log X˜)) <∞,(1.7)
there exists a random variable D∞ positive on the set of non-extinction such that
(1.8) lim
n→∞
Dn = D∞, P∗a.s.
Our first result in this paper is the following theorem :
Theorem 1.1 Assume (1.1), (1.2) and (1.5). We have :
(1.9) lim
β↑1
Wβ
1− β = 2D∞,
where the convergence holds in P∗ probability.
Theorem 1.1 relies on a study of the polymer measure at the critical point which will be
our second result in this paper. Following Derrida and Spohn [14], we associate each vertex
x ∈ T to [∅, x] the unique shortest path relating x to the root ∅ and xi (for 0 ≤ i ≤ |x|)
the vertex on [∅, x] such that |xi| = i. The trajectory of x ∈ T corresponds to the ancestor’s
positions of x, i.e the vector
(
V (x1), ..., V (x|x|)
)
, whereas (Vs(x))s∈[0,1] designates the linear
interpolation of the trajectory of x ∈ T and is defined by
(1.10) Vt(x) :=
1√|x|V (x⌊|x|t⌋) + (|x|t− ⌊|x|t⌋)
1√|x|(V (x⌊|x|t⌋+1)− V (x⌊|x|t⌋)), 0 ≤ t ≤ 1.
Then for each parameter β > 0 and n ∈ N, we define the polymer measure µ(β)n on the
disordered tree Tn by
(1.11) ν(β)n (x) :=
1
Wβ,n
e−βV (x)−Φ(β)nδx, x ∈ Tn.
We will study the law of the trajectory of a particle chosen under the polymer measure. So
let (C, ||.||∞) be the set of continuous function on [0, 1] endowed with the sup-norm ||.||∞
and for any A ∈ B (the σ-algebra generated by the open sets of (C, ||.||∞)) define
(1.12) µ(β)n (A) :=
1
Wβ,n
∑
|x|=n
e−βV (x)−Φ(β)n1{(Vs(x))s∈[0,1]∈A}.
The model of directed polymer on a disordered tree corresponds in some sense to a mean field
limit when the dimension goes to infinity, see [14]. This approximation is can be understood
in large lattice dimension : indeed, as d increases, two independent paths V1 and V2 on the
lattice have smaller probability to ever meet in the future. The models on the d-dimensional
3
lattice and on tree with branching number b are asymptotically alike when b = 2d → ∞.
Many authors have already worked on this subject introduced in 1988 by Derrida and Spohn
[14]. Recently Mo¨rters and Ortgiese [21] studied the phase transition arising from the pre-
sence of a random disorder. Hu and Shi in [15] showed that the derivative martingale appears
naturally in the rate convergence of Wn → 0. Furthermore, A¨ıde´kon and Shi [1] proved the
following theorem
Theorem A (Aı¨de´kon and Shi [1]) Assume (1.1), (1.2) and (1.7) we have
(1.13) lim
n→∞
√
n
Wn
Dn
=
(
2
πσ2
) 1
2
, in P∗ probability.
This result, used repeatedly in our paper, solved the problem of the normalisation of the
partition function in the critical regime. Moreover we use the powerful method developed in
[1] and establish our second result :
Theorem 1.2 Assume (1.1), (1.2) and (1.7). For any F ∈ Cb(C,R+) we have
(1.14)
µ(1)n (F ) :=
1
Wn
∑
|u|=n
e−V (u)F
(
(Vs(u))s∈[0,1]
) →
n→∞
E
(
F (σ(Rs)s∈[0,1])
)
, in P∗ probability,
where (Rs)s∈[0,1] is a Brownian meander.
This convergence represents an important step in the proof of Theorem 1.1 but it may also
have an independent interest. For example we mention an interesting paper by Alberts and
Ortgiese [4] who also study a phase transition at the critical case. Theorem 1.2 would yield
their Theorem 1.2.
Theorem 1.2 gives also an interesting consequence on the “overlap” of the branching
random walk which is introduced in [14]. For |u|, |v| = n we define the overlap by
Qu,v =
sup {k ≤ n, uj = vj ∀j ≤ k}
n
.
Similarly for |u| = |v| = n we can introduce the fraction of time in which the two paths
(V (u1), ..., V (un))) and (V (v1), ..., V (vn))) are identical, i.e
Q˜u,v =
sup {k ≤ n, V (uj) = V (vj) ∀j ≤ k}
n
.
Clearly, 0 < Qu,v ≤ Q˜u,v ≤ 1.
Corollary 1.3 Assume (1.1), (1.2) and (1.7). For any δ > 0, the following convergence is
true
(1.15)
1
W 2n
∑
|u|=n,|v|=n
e−V (u)e−V (v)1{Q˜u,v≥δ} →t→∞ 0, in P
∗ probability.
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Finally we stress that Theorem 1.2 is not true P∗ almost surely. Indeed let us introduce
Fǫ ∈ Cb(C,R+) defined by
Fǫ(w) :=


0 if w(1) /∈ [−ǫ, 2ǫ],
ǫ+x
ǫ
if w(1) ∈ [−ǫ, 0],
1 if w(1) ∈ [0, ǫ],
2ǫ−x
ǫ
if w(1) ∈ [ǫ, 2ǫ],
ǫ > 0, w ∈ C,
and
An := {∃x : n ≤ |x| ≤ 2n, 1
2
log n ≤ V (x) ≤ 1
2
log n+ C; max
n≤k≤2n
√
nWk ≤ C}, n ∈ N, C > 0.
According to Lemma 6.3 in [1] and Theorem 1.5 in [15], there exist C, N > 0 large and c > 0
small, such that for any n > N , P∗(An) ≥ c. Clearly for any ǫ > 0, n ≥ ǫ−2, on the set An,
we have µ
(1)
n (Fǫ) ≥ C−1e−C . So
lim sup
ǫ→0
lim sup
n→∞
E∗(µn(1)(Fǫ)) ≥ cC−1e−C > 0 = lim sup
ǫ→0
E
(
Fǫ[(σRs)s∈[0,1]]
)
,
which implies that (1.14) can not hold P∗ almost surely.
Similarly, (1.15) can not be strengthened in P∗ almost sure convergence.
The rest of the paper is organized as follows. In Section 2 we present some preliminaries on
branching random walks. Section 3 is devoted to the proof of the Theorem 1.2 and Corollary
1.3. Finally, in Section 4 we prove the Theorem 1.1.
2 Preliminaries
This section collects some preliminary results on the branching random walk (change
of probabilities, an associated one-dimensional random walk), and it entirely comes from
A¨ıde´kon and Shi [1].
2.1 The many-to-one Lemma
Let (V (x)) be a branching random walk satisfying (1.1) and (1.2). Let (Sn)n≥0 a random
walk such that the law of (S1) is given by
(2.1) E (f(S1)) := E
(∑
|z|=1
f(V (z))e−V (z)
)
, ∀f : R→ [0,∞), measurable.
The condition (1.1) and (1.2) implies that (Sn) is a mean zero random walk and E(S
2
1) =
σ2 <∞. From a simple induction it stems that for any n ≥ 0 and g : Rn → R+ measurable
5
we have :
(2.2) E
(∑
|x|=n
g (V (x1), ..., V (xn))
)
= E
(
eSng(S1, ..., Sn)
)
.
Equality (2.2) forms the so called many-to-one Lemma which plays a fundamental role in
many computations of expectations. The presence of the random walk (Si) is explained in
Lyons, Pemantle, Peres [20], Lyons [19] and Biggins, Kyprianou [8].
2.2 The renewal function associated with a one-dimensional ran-
dom walk
Associated to (Sn), which is a centered random walk real-valued with σ
2 = E[S21 ] ∈
(0,∞), let h0 be its renewal function defined by
(2.3) h0(u) :=
∑
j≥0
P
(
min
i≤j−1
Si > Sj ≥ −u
)
, u ≥ 0.
In the following this function will play an important role, so we collect here some facts about
h0. For any u ≥ 0, h0 satisfies
(2.4) h0(u) = E
(
h0(S1 + u)1{S1≥−u}
)
.
If we write
(2.5) Sn := min
j≤n
Sj , n ≥ 0,
it is known that there exists c0 > 0 and θ > 0 such that
(2.6) c0 := lim
u→∞
h0(u)
u
, P (Sn ≥ −u) ∼
n→∞
θh0(u)
n
1
2
, ∀u ≥ 0.
As a consequence there exists constants c, C > 0 such that
(2.7) c1(1 + u) ≤ h0(u) ≤ C1(1 + u), u ≥ 0.
As in [1], we will need the following uniform version of (2.6) : as n→∞,
(2.8) P (Sn ≥ −u) =
θh0(u) + o(1)
n
1
2
,
uniformly in u ∈ [0, (log n)30].
Finally we mention the inequality due to [1] : there exists c > 0 such that for u > 0, a ≥
0, b ≥ 0 and n ≥ 1,
(2.9) P (Sn ≥ −a, b− a ≤ Sn ≤ b− a+ u) ≤ c
(u+ 1)(a+ 1)(b+ u+ 1)
n
3
2
.
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2.3 A spine conditioned to stay positive
Let (V (x)) be a branching random walk satisfying (1.1) and (1.2), let (Fn) be the sigma-
algebra generated by the branching random walk in the first n generations. Since Lyons [19],
the spinal decomposition is a widespread technique to study the branching random walk.
Usually we introduce the martingale Wn :=
∑
|z|=n
e−V (z) to define the probability Q satisfying
for any n ∈ N, Q|Fn :=Wn.P|Fn . Then we obtain a description with a spine of the branching
random walk under Q , moreover this spine behaves like a centered random walk. Here we
will need a slightly different decomposition, we will work with a spine whose the law is as a
random walk conditioned to stay positive.
First let us introduce some notations. For any vertex x ∈ T, let V (x) := min
y∈]∅,x]
V (y). Then
for α ≥ 0 and u ≥ −α let hα(u) := h0(u+ α). Finally we define the processes
W (α)n :=
∑
|x|=n
e−V (x)1{V (x)≥−α}, D(α)n :=
∑
|x|=n
hα(V (x))e
−V (x)
1{V (x)≥−α}.
From (2.4) and the branching property stem that for any α ≥ 0, (D(α)n , n ≥ 0) is a non-
negative martingale with respect to Fn (see Biggins Kyprianou [8] or [1] for a proof). So
associated with D
(α)
n we introduce the new probability measure Q(α) which satisfies for any
n,
(2.10) Q(α)|Fn :=
D
(α)
n
hα(0)
.P|Fn.
Now we will give a representation with spine of the branching random walk under Q(α).
A justification of this representation can be founded in [1]. Recall that the point process
which governs the law at the first generation of (V (x), |x| = 1) is distributed under P as the
point process Θ. For any u ≥ −α, the new probability Q(α) makes appear the point process
Θˆ
(α)
u whose distribution is the law of (u+ V (w), |x| = 1) under Q(u+α). Then the branching
random walk under Q(α) is governed by the followings rules :
– w
(α)
0 = ∅ gives birth to particles distributed according to Θ(α)0 .
– Choose w
(α)
1 among children of w
(α)
0 with probability proportional to e
−V (x)
1{V (x)≥−α}hα(V (x)).
– ∀n ≥ 1, w(α)n gives birth to particles distributed according to Θ(α)u (u = V (w(α)n )).
– Choose w
(α)
n+1 among the children of w
(α)
n with probability proportional to e−V (y)1{V (y)≥−α}hα(V (y)).
– Subtrees rooted at all other brother particles are independent branching random walks
under P.
See below three facts which we will use continuously :
(i) Q(α)(non− extinction) = 1 and ∀n ∈ N, Q(α)(D(α)n > 0) = 1.
(ii) For any n and any vertex x with |x| = n, we have
(2.11) Q(α)(w(α)n = x|Fn) =
hα(V (x))e
−V (x)
1{V (x)≥−α}
D
(α)
n
.
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(iii) The spine process (V (w
(α)
n ), n ≥ 0) under Q(α), is distributed as a Markov chain with
transition probabilities given by
(2.12) p(α)(u, dv) := 1{v≥−α}
hα(v)
hα(u)
p(u, dv), u ≥ −α,
where p(u, dv) := P(S1+ u ∈ dv) is the transition probability of (Sn). In the sense of Doob’s
h-transform, (V (w
(α)
n ))n∈N has the law of the random walk (Sn)n≥0 conditioned to stay in
[−α,∞]. A convey way to represent this processes is the following identity : for any n ≥ 1
and any measurable function g : Rn+1 → [0,∞),
(2.13) EQ(α)
(
g(V (w
(α)
i ), 0 ≤ i ≤ n)
)
=
1
hα(0)
E
(
g(Si, 0 ≤ i ≤ n)hα(Sn)1{Sn≥−α}
)
.
Convention : Throughout the paper, c, c′, c′′ denote generic constants which may change
from paragraph to paragraph, but are independent of n.
3 Proof of Theorem 1.2 and Corollary 1.3
Let us introduce (Rs)s∈[0,1] and (R′s)s∈[0,1] two independent Brownian meander under P.
For any d ∈ N∗, t = (t1, ..., td) ∈ [0, 1] and any process (fs)s∈[0,1] we will denote the vector
(ft1 , ..., ftd) by ft.
This section is divided in two steps :
- A) We show Theorem 1.2 and Corollary 1.3 assuming the following assertion : Under
the integrability conditions (1.1), 1.2) and (1.7), for any d ∈ N∗, t = (t1, ..., td) ∈ [0, 1]d,
F ∈ Cb(Rd),
(3.1) lim
n→∞
1
Wn
∑
|u|=n
e−V (u)F (Vt(u)) = E (F (σRt)) , in P∗ probability.
- B) We prove assertion (3.1).
3.1 Step A)
For any metric spaces E and F we denote Cb(E, F ) := {f : E → F, continuous and bounded}.
LetW+ the law of the Brownian meander, and (E∗(µn⊗µn(·)))n≥0 the sequence of probability
measure on C2 := {f : [0, 1]→ R2, continuous}, defined by
(3.2)
E∗(µn ⊗ µn(F )) := E∗
( 1
W 2n
∑
|u|=|v|=n
e−V (u)e−V (v)F
[
(Vt(u), Vt(v))t∈[0,1]
] )
, F ∈ Cb(C2,R).
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First we shall prove that (3.1) implies :
(3.3) E∗(µn ⊗ µn(·)) weakly=⇒ W+ ⊗W+.
In order to obtain (3.3), recall from [10] that for any continuous process the convergence of
the finite-dimensional laws and the relative compactness imply the weak convergence. We
will obtain the relative compactness via the following criteria (see [23]) :
A sequence (Pn) of probability measures on C2 is weakly relatively compact if and only if
the following two conditions hold :
i) for every ǫ > 0, there eixst a number A and an integer n0 such that
Pn[|w(0)| > A] ≤ ǫ, for every n ≥ n0.
ii) for every η, ǫ > 0, there exists a number δ and an integer n0
Pn[K(., δ) > η] ≤ ǫ, for every n ≥ n0.
with
K(w, δ) := sup {|w1(t)− w1(t′)|+ |w2(t)− w2(t′)|; |t− t′| ≤ δ} , ∀δ > 0, w = (w1, w2) ∈ C2.
Proof of the relative compactness of (E∗(µn ⊗ µn(·))). The first condition is trivially
satisfied. For the second we need to control E∗
(
1
W 2n
∑
|u|=n,|v|=n
e−V (u)−V (v)1{K(V (u,.),V (v,.))≥η}
)
. It
is known that lim
A→∞
sup
n∈N
P∗
(
1
Wn
≥ A√n
)
= lim
α→∞
P∗
(
min
x∈T
V (x) ≤ −α) = 0, see for instance
(1.13) and (1.4) in [3]. Thus for any ǫ > 0 there exist A, α > 0 large enough such that for
any n ∈ N∗, we have :
E∗
(3.4) := E
∗
( 1
W 2n
∑
|u|=n,|v|=n
e−V (u)−V (v)1{K(V·(u),V·(v))≥η}
)
(3.4)
≤ E∗
( 1
Wn
∑
|u|=n
e−V (u)1{sup{|Vt(u)−Vt′ (u)|; |t−t′|≤δ}≥ η2}
)
≤ ǫ+ cA√nE
(∑
|u|=n
e−V (u)1{V (u)≥−α}1{sup{|Vt(u)−Vt′ (u)|; |t−t′|≤δ}≥ η2 }
)
.
Now using the Many-to-one Lemma we have
E∗
(3.4) ≤ ǫ+ cA
√
nP
(
sup {|S(n, t)− S(n, t′)|; |t− t′| ≤ δ} ≥ η
2
;Sn ≥ −α
)
,
with S(n, t) := 1√
n
S⌊nt⌋ + (nt− ⌊nt⌋)(S⌊nt⌋+1 − S⌊nt⌋), t ∈ [0, 1]. Finally as
lim
δ→0
lim sup
n→∞
√
nP
(
sup {|S(n, t)− S(n, t′)|; |t− t′| ≤ δ} ≥ η
2
;Sn ≥ −α
)
= 0, (cf [16] pp 615),
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we deduce that for any η, ǫ > 0 there exist δ > 0, N ∈ N such that for any n ≥ N ,
E∗
(3.4) ≤ 3ǫ. It ends the proof of the relative compactness of (E∗(µn ⊗ µn(·))). 
Now we have to prove that the finite dimensional distributions of E∗(µn⊗µn(·)) converge
to those of W+ ⊗W+, i.e : for any d ∈ N∗, t = (t1, ..., td) ∈ [0, 1]d and F ∈ Cb(R2d,R),
(3.5) lim
n→∞
E∗
( 1
W 2n
∑
|u|=|v|=n
e−V (u)−V (v)F (Vt(u), Vt(v))
)
= E
(
F (σRt, σR
′
t)
)
.
According to (3.1), for any t = (t1, ..., td) ∈ [0, 1]d and (F,G) ∈ (Cb(Rd,R))2
lim
n→∞
1
Wn
∑
|u|=n
e−V (u)F (Vt(u)) = E (F (σRt)) , in P∗ probability,(3.6)
lim
n→∞
1
Wn
∑
|v|=n
e−V (v)G(Vt(v)) = E (G(σRt)) , in P∗ probability.(3.7)
The left hand terms of (3.6) and (3.7) are bounded, then by taking the expectation of the
product of (3.6) and (3.7) we get
lim
n→∞
E∗
( 1
W 2n
∑
|v|=|u|=n
e−V (u)−V (v)F (V (u, t))G(V (v, t))
)
= E (F (σRt))E (G(σR
′
t)) .
This equality is sufficient to affirm that the law of (V (u, t), (V (v, t)) under E∗(µn ⊗ µn(·))
converges to this one (Rt, R
′
t) under P, which implies (3.5). 
To conclude step A) it remains to show that (3.3) implies Theorem 1.2 and Corollary
1.3. For any F ∈ Cb(C,R) let F2∗ ∈ Cb(C2,R) be the function defined by :
F2∗((w1(t), w2(t))t∈[0,1]) :=
[
F ((w1(t))t∈[0,1])−E(F ((Rs)s∈[0,1]))
]×[
F ((w2(t))t∈[0,1])− E(F ((Rs)s∈[0,1]))
]
, w1, w2 ∈ C.
Then according to (3.3), for any F ∈ Cb(C,R) we have
E∗
(
(µn(F )−E[F (R)])2
)
= E∗(µn ⊗ µn(F2∗))→W+ ⊗W+(F2∗) = 0,
which implies Theorem 1.2. 
Concerning Corollary 1.3, observing that {Q˜u,v ≥ δ} ⊂ {V (u, s) = V (v, s), ∀s ≤ δ}, we
deduce that (3.3) implies
lim
n→∞
supE∗
( 1
W 2n
∑
|u|=n,|v|=n
e−V (u)e−V (v)1{Q˜u,v≥δ}
)
≤ P (Rs = R′s, ∀s ≤ δ/2) = 0,
which gives Corollary 1.3. 
So we can turn now to the proof of (3.1).
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3.2 Step B) : proof of (3.1)
Fix d ∈ N∗. Recall that for any (t1, ..., td) ∈ [0, 1]d we denote
t := (t1, ..., td), Rt := (Rt1 , ..., Rtd), and Vt(u) := (Vt1(u), ..., Vtk(u)).
Let us also introduce for any α > 0, F ∈ Cb(Rd,R), t ∈ [0, 1]d, n ∈ N and y ∈ Rd,
(3.8) F t(y) := F (y)−E(F (σRt)), and W (α),F tn :=
∑
|x|=n
e−V (x)1{V (x)≥−α}F t(Vt(x)).
Following [1], to prove (3.1), we firstly show the following result on Q(α) : for any α ≥ 0,
t ∈ Rd+ and F ∈ Cb(Rd,R),
(3.9) lim
n→∞
EQ(α)
( 1
(W
(α)
n )
2
(∑
|u|=n
e−V (u)1{V (u)≥−α}F t(Vt(u))
)2)
= 0.
Equality (3.9) represents the exact analogue of (3.1) under Q(α). Because of the relation
(2.10) we will see at the end of this section how to obtain (3.1) from (3.9) by letting α goes to
infinity. Working under Q(α) presents the following advantage : under Q(α) the spine remains
above a barrier positioned at −α, then the random variables (W (α)n , D(α)n ) are much more
concentrated around their mean than Wn and Dn under P.
Let us start the
Proof of (3.9). As in [1] we need to rewrite W
(α)
n , D
(α)
n and W
(α),F t
n according to the position
of spine V (w
(α)
n ). For each vertex x with |x| = n and x 6= w(α)n , there is a unique i with
0 ≤ i < n such that w(α)i ≤ x and that w(α)i+1 
 x. For any i ≥ 1, let
R
(α)
i :=
{
|x| = i : x > w(α)i−1, x 6= w(α)i
}
,
(in words, R
(α)
i stands for the set of ”brothers” of w
(α)
i ). Accordingly,
W (α),F tn = e
−V (w(α)n )F t(Vt(w(α)n )) +
n−1∑
i=0
∑
y∈R(α)i+1
∑
|x|=n,x≥y
e−V (x)1{V (x)≥−α}F t(Vt(x)).
Let kn < n be an integer such that kn →∞ (n→∞). We write
W (α),F t,[0,kn)n :=
kn−1∑
i=0
∑
y∈R(α)i+1
∑
|x|=n,x≥y
e−V (x)1{V (x)≥−α}F t(Vt(x)),
W (α),F t,[kn,n]n := e
−V (w(α)n )F t(Vt(w(α)n )) +
n−1∑
i=kn
∑
y∈R(α)i+1
∑
|x|=n,x≥y
e−V (x)1{V (x)≥−α}F t(Vt(x)),
11
so that
W (α),F tn = W
(α),F t,[0,kn)
n +W
(α),F t,[kn,n]
n , and similarly we can write,(3.10)
W (α)n = W
(α),[0,kn)
n +W
(α),[kn,n]
n , D
(α)
n = D
(α),[0,kn)
n +D
(α),[kn,n]
n .(3.11)
Let also
En,1 := {k1/3n ≤ V (w(α)kn ) ≤ kn} ∩
n⋂
i=kn
{V (w(α)i ) ≥ k
1
6
n},(3.12)
En,2 :=
n−1⋂
i=kn
{ ∑
y∈R(α)i+1
[1 + (V (y)− V (w(α)i ))+]e−[V (y)−V (w
α
i )] ≤ eV (w(α)i )/2
}
,(3.13)
En,3 :=
{
D(α),[kn,n]n ≤
1
n2
}
, and En := En,1 ∩ En,2 ∩ En,3.(3.14)
Under Q(α), (V (w
(α)
n ))n≥0 has the law of a centered random walk conditioned to stay
positive. Moreover it is well known that a such process “tends to infinity” when n goes to
infinity. Then keeping this fact in minds we are inclined to affirm that W
(α),F t,[kn,n]
n D
(α),[kn,n]
n
have a negligible contribution in (3.10) and (3.11). The following Lemma makes rigorous this
affirmation,
Lemma 3.1 (Aı¨de´kon and Shi [1]) Let α ≥ 0. Let kn be such that knlog6 n → ∞ and that
kn
n
1
2
→ 0, n→∞. Let En be as in (3.14). Then
(3.15) lim
n→∞
Q(α)(En) = 1, lim
n→∞
inf
u∈[k
1
3
n ,kn]
Q(α)
(
En|V (w(α)kn ) = u
)
= 1.
Let (kn)n∈N∗ := (⌊(logn)30⌋)n∈N∗ . Fix ǫ, α > 0, t ∈ [0, 1]d and F ∈ Cb(Rd,R). As ||F || <∞,
for any event A, the expectation in (3.9) ( :=E
(3.9)
Q(α)
) satisfies
E
(3.9)
Q(α)
≤ ||F ||Q(α)(A) + EQ(α)
( 1
(W
(α)
n )2
(∑
|u|=n
e−V (u)1{V (u)≥−α}F t(Vt(u))
)2
1A
)
.(3.16)
For any n ∈ N we set An :=
{∣∣∣ D(α)n
W
(α)
n
−
√
n
θ
∣∣∣ < √n}. According to Proposition 4.1 of [1] we
have lim
n→∞
Q(α)(An) = 1. Moreover on An,
1
(W
(α)
n )2
≤ n (1+1/θ)2
(D
(α)
n )2
, thus the expectation in the
right hand term of (3.16) is smaller than :
cnEQ(α)
(W (α),F tn
D
(α)
n
1An
∑
|u|=n
e−V (u)1{V (u)≥−α}
hα(V (u))
D
(α)
n
F t(Vt(u))
hα(V (u))
)
(3.17)
= cnEQ(α)
(
1An
F t(Vt(w
(α)
n ))
hα(V (w
(α)
n ))
W
(α),F t
n
D
(α)
n
)
,
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where we have recognize in (3.17) the expression ofQ(α)
(
w
(α)
n = u|Fn
)
as described in (2.11).
Finally there exists n0 > 0 such that for any n ≥ n0,
(3.18) E
(3.9)
Q(α)
≤ ǫ+ cnEQ(α)
(
1An
F t(Vt(w
(α)
n ))
hα(V (w
(α)
n ))
W
(α),F t
n
D
(α)
n
)
.
Now by using Lemma 3.1 we shall prove that we can replace W
(α),Ft
n
D
(α)
n
by W
(α),Ft,[0,kn)
n
D
(α),[0,kn)
n
in
(3.18). We define
In := nEQ(α)
(W (α),F tn
D
(α)
n
1An
F t(Vt(w
(α)
n ))
hα(V (w
(α)
n ))
)
, and(3.19)
Ln := nEQ(α)
(W (α),F t,[0,kn)n
D
(α),[0,kn)
n
1
{V (w(α)kn )∈[k
1
3
n ,kn]}
F t(Vt(w
(α)
n ))
hα(V (w
(α)
n ))
)
.(3.20)
In the following we shall prove that |In − Ln| →
n→∞
0. To achieve this goal we also introduce
Jn := nEQ(α)
(W (α),F tn
D
(α)
n
1En
F t(Vt(w
(α)
n ))
hα(V (w
(α)
n ))
)
, and(3.21)
Kn := nEQ(α)
(W (α),F t,[0,kn)n
D
(α),[0,kn)
n
1En
F t(Vt(w
(α)
n ))
hα(V (w
(α)
n ))
)
,(3.22)
in order to prove that :
|In − Ln| ≤ |In − Jn|+ |Jn −Kn|+ |Kn − Ln| →
n→∞
0.(3.23)
(i) Proof of lim
n→∞
|In − Jn| = 0 : As F t is a bounded function, there exists c > 0 such that
W
(α),Ft
n
D
(α)
n
≤ cW (α)n
D
(α)
n
, then
|In − Jn| ≤ c||F ||nEQ(α)
(
1Ecn + 1Acn
hα(V (w
(α)
n ))
W
(α)
n
D
(α)
n
)
≤ c′nEQ(α)
((
1Ecn + 1Acn
(hα(V (w
(α)
n ))
)2 ) 1
2
EQ(α)
((W (α)n
D
(α)
n
)2 ) 1
2
.(3.24)
From Lemma 4.4 [1] (pp15) (recall that Q(α)(Acn)+Q
(α)(Ecn) converges to zero) and Lemma
4.3 in [1] (pp14) we can affirm that
EQ(α)
((
1Ecn + 1Acn
hα(V (w
(α)
n ))
)2 ) 1
2
= o(
1√
n
), EQ(α)
((W (α)n
D
(α)
n
)2 ) 1
2
= O(
1√
n
).(3.25)
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Combining (3.25) with (3.24) we get (i). 
(ii) Proof of lim
n→∞
|Jn − Kn| = 0 : By the triangular inequality observe that |Jn − Kn| is
smaller
nEQ(α)
(
1En
hα(V (w
(α)
n ))
|W (α),F t,[kn,n]n |
D
(α)
n
)
+ nEQ(α)
(
1En
hα(V (w
(α)
n ))
∣∣∣∣∣W
(α),F t,[kn,n]
n
D
(α)
n
− W
(α),F t,[kn,n]
n
D
(α),[0,kn)
n
∣∣∣∣∣
)
Recalling (3.14), on En we have |W (α),F t,[kn,n]n | ≤ cD(α),[kn,n]n ≤ cn2 , then we deduce that
|W (α),F t,[kn,n]n |
D
(α)
n
≤ c
D
(α)
n n2
, and
|W (α),F t,[kn,n]n |
D
(α),[0,kn)
n
D
(α),[kn,n]
n
D
(α)
n
≤ c
2
D
(α)
n n2
, on En.
Finally it stems that |Jn −Kn| is smaller
1
n
EQ(α)
(
1En
hα(V (w
(α)
n ))D
(α)
n
)
≤ c 1
nk
1
6
n
EQ(α)
( 1
D
(α)
n
)
= c
1
nk
1
6
n
= o(
1
n
),
which concludes the proof of (ii). 
(iii) Proof of lim
n→∞
|Kn − Ln| = 0 : Recall (3.20) and (3.22), first observe that
1
{V (w(α)kn )∈[k
1
3
n ,kn]}
− 1En = 1Ecn1{V (w(α)kn )∈[k
1
3
n ,kn]}
.
Then let us introduce the σ-field
(3.26)
Gp := σ

(V (w(α)k ))k≤p, V (u) for u ∈ T such that ∃z ∈ ⋃
k∈[1,p]
R
(α)
k and u ≥ z

 , p ∈ N.
Clearly W
(α),[0,kn)
n and D
(α),[0,kn)
n are measurable with respect to Gkn , thus
|Kn − Ln| ≤ cnEQ(α)
(W (α),[0,kn)n
D
(α),[0,kn)
n
1
{V (w(α)kn )∈[k
1
3
n ,kn]}
1Ecn
hα(V (w
(α)
n ))
)
= cnEQ(α)
(W (α),[0,kn)n
D
(α),[0,kn)
n
1
{V (w(α)kn )∈[k
1
3
n ,kn]}
EQ(α)
[
1Ecn
hα(V (w
(α)
n ))
∣∣Gkn]).(3.27)
Moreover, by the branching property, conditionally at V (w
(α)
kn
),
1Ecn
hα(V (w
(α)
n ))
is independent of
Gkn , so the term in (3.27) is equal to
cnEQ(α)
(W (α),[0,kn)n
D
(α),[0,kn)
n
1
{V (w(α)kn )∈[k
1
3
n ,kn]}
EQ(α)
[
1Ecn
hα(V (w
(α)
n ))
∣∣σ(V (w(α)kn ))])
≤ cnEQ(α)
(W (α),[0,kn)n
D
(α),[0,kn)
n
1
{V (w(α)kn )∈[k
1
3
n ,kn]}
)
sup
u∈[k
1
3
n ,kn]
EQ(α)
(
1Ecn
hα(V (w
(α)
n ))
∣∣V (w(α)kn ) = u).
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According to [1] (see (4.9) p21) we know that
(3.28) lim sup
n→∞
√
nEQ(α)
(W (α),[0,kn)n
D
(α),[0,kn)
n
1
{V (w(α)kn )∈[k
1
3
n ,kn]}
)
≤ θ.
Furthermore by the Cauchy-Schwartz inequality, for any u ∈ [k
1
3
n , kn],
EQ(α)
(
1Ecn
hα(V (w
(α)
n ))
∣∣V (w(α)kn ) = u) ≤ EQ(α)( 1
[hα(V (w
(α)
n ))]2
∣∣V (w(α)kn ) = u)
1
2
Q(α)(Ecn
∣∣V (w(α)kn ) = u) 12 .
From (3.15), we have sup
u∈[k
1
3
n ,kn]
Q(α)(Ecn
∣∣V (w(α)kn ) = u)→ 0 when n goes to infinity. Concerning
the first term, according to (2.13), for any u ∈ [k
1
3
n , kn] we have :
EQ(α)
( 1
[hα(V (w
(α)
n ))]2
∣∣V (w(α)kn ) = u) = EQ(α+u)( 1
[hα+u(V (w
(α+u)
n−kn ))]
2
)
=
1
hα+u(0)
E
(1{Sn−kn≥−(α+u)}
hα+u(Sn−kn)
)
≤
√
n∑
k=0
c(k + 1)−1
hα+u(0)
Pα+u
(
Sn−kn ≥ 0, Sn−kn ∈ [k, k + 1]
)
+
cn−
1
2
hα+u(0)
Pα+u
(
Sn−kn ≥ 0
)
.
Recalling that kn = o(n
1
2 ) and using (2.6) and (2.9), we get that for any n ∈ N large enough
and any u ∈ [k
1
3
n , kn],
(3.29) EQ(α)
( 1
[hα(V (w
(α)
n ))]2
∣∣V (w(α)kn ) = u) ≤ chα(u)hα(u)(n−
3
2
√
n∑
k=0
1 + n−1) ≤ c
′
n
.
Finally by combining (3.29) and (3.28) we obtain that lim
n→∞
|Kn − Ln| = 0. 
It remains to prove that Ln → 0 when n goes to infinity. By using the Markov property
(assuming n large enough such that kn ≤ min
i∈[1,d]
ti n), we get that
Ln = nEQ(α)
(W (α),F t,[0,kn)n
D
(α),[0,kn)
n
1
{V (w(α)kn )∈[k
1
3
n ,kn]}
EQ(α)
[F t(Vt(w(α)n ))
hα(V (w
(α)
n ))
∣∣Gkn])
= nEQ(α)
(W (α),F t,[0,kn)n
D
(α),[0,kn)
n
1
{V (w(α)kn )∈[k
1
3
n ,kn]}
EQ(α)
[F t(Vt(w(α)n ))
hα(V (w
(α)
n ))
∣∣V (w(α)kn )])
≤ cnEQ(α)
(W (α),[0,kn)n
D
(α),[0,kn)
n
1
{V (w(α)kn )∈[k
1
3
n ,kn]}
)
× sup
u∈[k
1
3
n ,kn]
∣∣∣∣∣EQ(α)
(F t(Vt(w(α)n ))
hα(V (w
(α)
n ))
∣∣V (w(α)kn ) = u)
∣∣∣∣∣
≤ c′√n sup
u∈[k
1
3
n ,kn]
∣∣∣∣∣EQ(α)
(F t(Vt(w(α)n ))
hα(V (w
(α)
n ))
∣∣V (w(α)kn ) = u)
∣∣∣∣∣ ,(3.30)
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where we have used (3.28) in the last inequality. Recalling the definition of Vt in (1.10) using
the Markov property at time kn, then (2.13) we can affirm that for any u ∈ [k
1
3
n , kn], the
expectation in (3.30) is equal to
EQ(u+α)

F t
(
1√
n
[V (w
(u+α)
⌊nti⌋−kn) + (nt− ⌊nt⌋)(V (w
(u+α)
⌊nti⌋−kn+1)− V (w
(u+α)
⌊nti⌋−kn))]i∈[1,d]
)
hα+u(V (w
(α+u)
n−kn ))


=
1
hα+u(0)
E
(
1{Sn−kn≥−(u+α)}F t
(
[
1√
n
S⌊nti⌋−kn + (nt− ⌊nt⌋)(S⌊nti⌋−kn+1 − S⌊nti⌋−kn)]i∈[1,d]
))
,
which we rewrite (according to (2.6)),
(3.31)
1
hα+u(0)
E
(
F
(
∆(n)St + S
(n−kn)
t
)
1{Sn−kn+u≥−α}
)
− θ√
n
E(F (σRt)) + o(
1√
n
),
with
S
(n−kn)
t :=
(S⌊(n−kn)t1⌋)i∈[1,d]√
n− kn
, and(3.32)
∆(n)St :=
1√
n
[S⌊nti⌋−kn + (nt− ⌊nt⌋)(S⌊nti⌋−kn+1 − S⌊nti⌋−kn)]i∈[1,d] − S(n−kn)t .(3.33)
As a straight-forward consequence of the Lemma 5.1, in the Appendix, we have that : uni-
formly in u ∈ [k
1
3
n , kn], as n→∞,
(3.34)
1
hα+u(0)
E
(
F
(
∆(n)St + S
(n−kn)
t
)
1{Sn−kn+u≥−α}
)
=
θ√
n
E(F (σRt)) + o(
1√
n
).
Then by combining (3.34), (3.30) and assertion (i), (ii), (iii) we obtain (3.9) 
We turn now to the
Proof of (3.1). Let ǫ > 0. From Theorem 1.1 [3], we know that
(3.35) inf
|x|=n
V (x)→∞, P∗ a.s.
Then let k = k(ǫ) > 0 such that P∗(Ωk) ≥ 1− ǫ with Ωk := { inf|x|≥0V (x) ≥ −k}.
From (2.6) there exists M =M(ǫ) > 0 such that
(3.36) c0(1− ǫ)u ≤ h0(u) ≤ c0(1 + ǫ)u, ∀u ≥M.
Now we fix α = α(ǫ) := k +M . Since hα(u) = h0(u+ α), we have for all vertices x
0 < c0(1− ǫ)(V (x) + α) ≤ hα(V (x)) ≤ c0(1 + ǫ)(V (x) + α), on Ωk.
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We deduce that on Ωk, for any n ∈ N∗,
W
(α)
n = Wn, W
(α),F t
n =
∑
|u|=n e
−V (u)F t(Vt(u)) and(3.37)
0 < c0(1− ǫ)(Dn + αWn) ≤ D(α)n ≤ c0(1 + ǫ)(Dn + αWn).(3.38)
Furthermore P∗ a.s, Dn →
n→∞
D∞ > 0, then let η(ǫ), N(ǫ) such that for any n ≥ N ,
P∗(On) ≥ 1− ǫ with On := {Dn ≥ η}.
Gathering all these facts we finally deduce that for any n ≥ N(ǫ),
EP∗
( 1
W 2n
(∑
|z|=n
e−V (u)F t(Vt(z))
)2)
≤ cE
( 1
(W
(α)
n )2
(∑
|z|=n
1{V (u)≥−α}e−V (u)F t(Vt(z))
)2
1{Ωk∩On}
)
+P∗(Ocn) +P
∗(Ωck)
≤ c′αEQ(α)
( 1
D
(α)
n (W
(α)
n )2
(∑
|z|=n
e−V (u)1{V (u)≥−α}F t(Vt(z))
)2
1{On}
)
+ 2ǫ
≤ c
′′α
ηc0(1− ǫ)EQ(α)
( 1
(W
(α)
n )2
(∑
|z|=n
e−V (u)1{V (u)≥−α}F t(Vt(z))
)2)
+ 2ǫ,
which is smaller that 3ǫ for n large enough according to (3.9). This last inequality ends the
proof of (3.1). 
3.3 An extension of Theorem 1.2
As we will see in the next section, to prove Theorem 1.1 we will need a slightly extension
of Theorem 1.2. Formally, it corresponds to the case where FC(f) = e
Cf(1), f ∈ C, C > 0 :
Proposition 3.2 Under (1.1), (1.2) and (1.5), for any C > 0, the following equality is true
in P∗ probability,
(3.39) lim
n→∞
1
Wn
∑
|z|=n
e−V (z)eC
V (z)√
n = E(eσCR1),
where R1 denotes a Brownian meander at time 1.
Proof of Proposition 3.2. From Theorem 1.2 we can affirm that
(3.40) lim
p→∞
lim
n→∞
1
Wn
∑
|u|=n
e−V (u)eC
V (u)√
n 1{V (u)√
n
≤p} = E
(
eσCR1
)
, in P∗ probability.
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So in order to prove (3.39) it remains to show that : for any ǫ > 0 as n→∞ then p→∞,
(3.41) P∗
(3.41)(n, p, ǫ) := P
∗
( 1
Wn
∑
|u|=n
e−V (u)eC
V (u)√
n 1{V (u)√
n
≥p} ≥ ǫ
)
→ 0.
Let ǫ > 0. We choose k = k(ǫ), α = α(ǫ) as in the proof of (3.1). From (1.13) we recall that
lim
A→∞
sup
n∈N
P∗
(
U cn,A
)
= 0 with Un,A := { 1Wn ≤ A
√
n}. Recalling also the definition of Ωk we
deduce that for A and n large enough, we have
P∗
(3.41)(n, p, ǫ) ≤ cP
(
A
√
n
∑
|u|=n
e−V (u)eC
V (u)√
n 1{V (u)≥−α, V (u)√
n
≥p} ≥ ǫ, Ωk, Un,A
)
+P∗(Ωck) +P
∗(U cn,A)
≤ cA
√
n
ǫ
E
(∑
|u|=n
e−V (u)eC
V (u)√
n 1{V (u)≥−α, V (u)√
n
≥p}
)
+ 2ǫ
=
cA
√
n
ǫ
E
(
e
C Sn√
n , Sn ≥ −α, Sn ≥ p
√
n
)
+ 2ǫ,
where in the last inequality we have used the identity (2.2). By Lemma 5.2 (Appendix) this
is smaller than cA
ǫ
e−
p
4 + 2ǫ. Finally we conclude that
(3.42) lim
p→∞
lim
n→∞
P∗
( 1
Wn
∑
|u|=n
e−V (u)eC
V (u)√
n 1{V (u)√
n
≥p} ≥ ǫ
)
= 0,
which ends the proof of Proposition 3.2. 
4 Proof of Theorem 1.1
The proof of Theorem 1.1 is a straightforward consequence of the followings two results :
Assume (1.1), (1.2) and (1.5). We have :
(4.1) lim
C→∞
lim
β→1,β<1
P∗
(∣∣∣∣ 1αWβ,⌊ Cα2 ⌋ − 2D∞
∣∣∣∣ > ǫ
)
= 0, ∀ǫ > 0.
and
Lemma 4.1 Assume (1.1), (1.2) and (1.5). We have (β = 1− α)
(4.2) lim sup
C→∞
lim sup
α→0
P∗
(
1
α
∣∣∣Wβ −Wβ,⌊ C
α2
⌋
∣∣∣ ≥ ǫ) = 0, ∀ǫ > 0.
We first prove (4.1).
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Proof of (4.1). For any α := 1 − β > 0 (small), C > 0 (large), let n = n(α,C) := ⌊ C
α2
⌋.
Assume (1.5), for small α, Φ(β) = Φ
′′
(1)
2
α2 + oα(α
2) = σ
2
2
α2 + oα(α
2), then
Wβ,n =
∑
|u|=n
e−V (u)eαV (u)e−Φ(β)n = e−
C
2
σ2+oα(1)
∑
|u|=n
e−V (u)e
√
C V (u)√
n
= e−
C
2
σ2+oα(1)Wn
1
Wn
∑
|z|=n
e−V (z)e
√
C
V (z)√
n .
For any C > 0, α→ 0 implies n→∞, thus by Proposition 3.2 it stems that for any C > 0,
(4.3) lim
α→0
1
Wn
∑
|z|=n
e−
√
CV (z)e
V (z)√
n → E(eσ
√
CR1), in P∗ probability.
On the other hand, by A¨ıde´kon and Shi [1]
(4.4)
√
nWn →
√
2
πσ2
D∞, in P∗ probability.
Combining (4.3) and (4.4) we get for any C > 0,
(4.5) lim
β→1
Wβ,⌊ C
α2
⌋ = D∞e
−C
2
σ2
√
2
πσ2
E
(
eσ
√
CR1
)
, in P∗ probability.
Since E(eσ
√
CR1) ∼ eσ2 C2√Cσ2√2π as C →∞, we get
lim
C→∞
e−
C
2
σ2
√
2
πσ2
E
(
eσ
√
CR1
)
= 2.(4.6)
Finally combining (4.5) and (4.6) we obtain (4.1). 
In order to prove the Lemma 4.1, a first step consists to show the following assertion :
() There exists c > 0 and α0 < 1 such that : E
(
W
1+α
2
β
)
≤ c for any 0 < α < α0.
Proof of (). We recall that under the condition (1.6) there exists ǫ0, δ− > 0 such that
sup
β∈[1−δ−,1]
E
(
W 1+ǫ0β,1
)
. For any β ∈ [1 − δ−, 1], let α = 1 − β, p = 1 + α2 . The proof of () is
similar to this one of Lemma 3 in [6]. Let us introduce the probability measure Qβ defined
by
(4.7) Qβ := Wβ.P.
We refer to [19], for the proof of the existence of this probability and the so called ”spine
decomposition” of Qβ. We shall prove that there exists α0 < 1, c > 0 such that
(4.8) sup
α∈(0,α0]
E(W pβ ) = sup
α∈(0,α0]
EQβ(W
p−1
β ) ≤ c.
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Under Qβ , we can decompose Wβ with respect to the ”spine” (wn)n∈N ⊂ T, it leads to
(4.9) Wβ =
∑
|u|=1
e−βV (u)−Φ(β)Wβ(u) = e−βV (w1)−Φ(β)W˜
(1)
β +
∑
v 6=w1, |v|=1
e−βV (v)−Φ(β)Wβ(v),
with
(4.10) Wβ(u) := lim
k→∞
∑
|x|=n+k,x>u
e−β[V (x)−V (u)], W˜ (1)β := lim
k→∞
∑
|x|=n+k,x>w1
e−β[V (x)−V (w1)].
By the branching property, the random variables W˜
(1)
β and (Wβ(u))|v|=1, w 6=w1 are inde-
pendent, moreover W˜
(1)
β is distributed as Wβ under Qβ whereas for any u, |u| = 1, w1 6= u
Wβ(u) is distributed asWβ under P. Introducing Bi :=
∑
v 6=wi
e−β[V (v)−V (wi)]−Φ(β)Wβ(v), i ∈ N∗,
and iterating (4.9) N times we get
(4.11) Wβ =
N−1∑
k=0
e−βV (wk)−Φ(β)kBk+1 + e−βV (wN )−Φ(β)NW˜
(n)
β .
By convexity and observing that W˜
(n)
β and e
−βV (wN )−Φ(β)N are independent we deduce that
(4.12)
EQβ(W
p−1
β ) ≤ EQβ
([ N∑
k=0
e−βV (wk)−Φ(β)kBk+1
]p−1)
+e−(p−1)Φ(β)NEQβ(e
−β(p−1)V (wN ))EQβ(W
p−1
β ).
Furthermore some calculations provide e−(p−1)Φ(β)NEQβ(e
−β(p−1)V (wN )) = e[Φ(βp)−pΦ(β)]N . As
in addition Φ(βp)−pΦ(β) = −3
8
σ2α2+oα(α
2), by choosing N = ⌊ 1
α2
⌋ (and α0 small enough)
we obtain for any α ≤ α0,
(4.13) e−(p−1)Φ(β)NEQβ(e
−β(p−1)V (wN )) ≤ 1
2
.
Combining (4.12) and (4.13) lead to
EQβ(W
p−1
β ) ≤ 2EQβ
([ N∑
k=0
e−βV (wk)−Φ(β)kBk+1
]p−1)
≤ cNp−1 × EQβ
(
max
k≤N
e(−βV (wk)−Φ(β)k)(p−1)max
k≤N
Bp−1k+1
)
.
Recalling p− 1 = α
2
, we have Np−1 ≤ c, moreover using the Cauchy-Schwartz inequality, we
get that
(4.14) EQβ(W
p−1
β ) ≤ cEQβ
(
max
k≤N
e(−βV (wk)−Φ(β)k)α
) 1
2
EQβ
(
max
k≤N
Bαk+1
) 1
2
.
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We shall bound the two terms of the product, let us start by the first. We define the random
walk ηk := α(−βV (wk)− Φ(β)k). For any α < 1 let t0(α) > 0 such that
1 = EQβ(e
t0η1) = EQβ
(
e−t0βαV (w1)−t0αΦ(β)
)
= eΦ(β(1+t0α))−Φ(β)(1+t0α)
= e
σ2
2
α2((t0−1)2−1)+oα(α2).(4.15)
Then according to (4.15) we can choose α0 small enough such that ∀α ≤ α0, t0(α) > 32 .
By definition of t0(α) the process (e
t0(α)ηk)k∈N is a martingale with mean 1, so by the Doob
inequality we deduce that
P
(
max
k≤N
ηk > x
)
= P
(
max
k≤N
et0(α)ηk ≥ et0(α)x
)
≤ e−t0x, x ≥ 0,
and thus
(4.16) E
(
max
k≤N
eηk
)
≤ 1 +
∫ ∞
0
euP
(
max
k≤N
ηk ≥ u
)
du < c <∞.
Now we need to bound EQβ
(
max
k∈[1,N ]
Bαk+1
)
. Let κ > 1
ǫ0
. Noting that (Bk)k∈N is a sequence
of independent random variables identically distributed, we deduce that :
EQβ
(
max
k∈[1,N ]
Bαk+1
)
=
∫ ∞
0
Qβ
(
max
k∈[1,N ]
Bαk+1 ≥ t
)
dt = 2 +
∫ ∞
2
Qβ
(
max
k∈[1,N ]
Bαk+1 ≥ t
)
dt
≤ 2 +N
∫ ∞
2
Qβ(B
1
κ
1 ≥ t
1
κα )dt.
Then by a trivial change of variable, with α0 small enough, it stems that for any α ∈ [0, α0),
EQβ
(
max
k∈[1,N ]
Bαk+1
)
≤ 2 +Nα
∫ ∞
21/(κα)
Qβ(B1 ≥ u)u
κα
u
du ≤ 2 + 2Nκα
21/(κα)
∫ ∞
21/(κα)
Qβ(B
1
κ
1 ≥ u)du
≤ 2 + cEQβ(B
1
κ
1 ).(4.17)
Furthermore by convexity then the branching property we have
EQβ(B
1
κ
1 ) = EQβ
((∑
v 6=w1
e−βV (u)−Φ(β)W (u)β
) 1
κ
)
≤ EQβ
(
EQβ
[∑
v 6=w1
e−βV (u)−Φ(β)W (u)β |F1
] 1
t
)
= EQβ
((∑
v 6=w1
e−βV (u)−Φ(β)E(W (u)β )
) 1
t
)
.
As E(W
(u)
β ) = E(Wβ) = 1 and κ >
1
ǫ0
, we deduce that
(4.18) EQβ(B
1
κ
1 ) ≤ EQβ
(
(W1,β)
1
t
)
= E
(
W
1+ 1
κ
β,1
)
≤ sup
β∈[1−δ−,1]
E
(
W 1+ǫ0b,1
)
.
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Combining (4.17) and (4.18) we conclude that there exists c > 0 such that for any α small
enough,
(4.19) EQβ
(
max
k∈[1,N ]
Bαk+1
)
≤ c.
Finally assertion () follows from (4.14), (4.16) and (4.19). 
Now we can turn to the
Proof of Lemma 4.1. In the following n := ⌊ C
α2
⌋ and p := 1+ α
2
. In order to avoid cumbersome
notation, we will assume that C
α2
∈ N. The modifications needed to handle general case are
minimal and straightforward, and therefore left to the reader. For any u ∈ T such that
|u| = n, let W (u)β := lim
k→∞
∑
|x|=n+k,x>u
e−[V (x)−V (u)] law= Wβ. Note that
(4.20)
1
α
|Wβ −Wβ,n| = 1
α
∣∣∣∣∣∣
∑
|u|=n
e−βV (u)−Φ(β)n(W (u)β − 1)
∣∣∣∣∣∣ := ξn.
Fix ǫ > 0 and set ξ˜n := E(ξ
p|Fn). By the Markov inequality, we have
P∗(ξn ≥ ǫ) = cE
(
1ξpn≥ǫp
(
1ξ˜n≥ǫ1+p + 1ξ˜n<ǫ1+p
))
≤ cP
(
ξ˜n ≥ ǫ1+p
)
+ cE
(
1{ξ˜n<ǫ1+p}E
(
1{ξpn≥ǫp}
∣∣∣Fn))
≤ cP
(
ξ˜n ≥ ǫ1+p
)
+ cǫ.(4.21)
We shall prove that lim sup
C→∞
lim sup
β→1
P
(
ξ˜n ≥ ǫ1+p
)
= 0. As (W
(u)
β − 1)|u|=n form a sequence
of independent random variables with 0 mean, so by Petrov [22] ex 2.6.20 then () we have
E(ξpn|Fn) ≤
2
αp
∑
|u|=n
e−pβV (u)−pΦ(β)nEP (|Wβ − 1|p)
≤ c 2
αp
Wpβ,ne
n(Φ(pβ)−pΦ(β)).(4.22)
Now let us recall the three following facts :
- For β → 1, Φ(β) = σ2
2
α2 + oα(α
2) and pβ = 1− α
2
+ oα(α), thus
Φ(pβ)− pΦ(β) = σ
2
2
[(1− pβ)2 − pα2] + oα(α2) = σ
2
2
[α2/4− α2] + oα(α2)
= −3
8
α2σ2 + oα(α
2).(4.23)
- For β → 1, αp = α.αα/2 ∼ α.
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- Let t(α) := 1−pβ
α
(→
α→0
1
2
). Observing that 1
α
Wpβ,n =
t(α)
1−pβWpβ,⌊ Ct(α)
(1−pβ)2 ⌋
, by combining
(4.5) and (4.6) we can affirm that
(4.24) lim
C→∞
lim
n→∞
1
α
Wpβ,n = D∞, in P∗ probability.
Thus by combining (4.22) and () to this three assertions we get that in P probability,
lim sup
C→∞
lim sup
β→1
EP(ξ
p
n|Fn) ≤ cD∞lim sup
C→∞
e−
3
8
σ2C
= 0, in P probability.(4.25)
Therefore for any ǫ > 0,
(4.26) lim sup
C→∞
lim sup
β→1
P(ξ˜n ≥ ǫ) = 0.
With (4.26) and (4.21) we obtain Lemma 4.1. .
5 Appendix
Recall that (Sn)n≥0 is a centred random walk with E(S21) := σ
2 <∞. For any t ∈ [0, 1],
let Stn := S⌊tn⌋. Recall also the definition of ∆S
(n)
t in (3.33). Let (Rs)s∈[0,1] a Brownian
meander. The following Lemma and its proof are very similar to Lemma 2.2 in [18].
Lemma 5.1 Let (kn)n∈N := (⌊log n⌋)n∈N. For any t = (t1, ..., td) ∈ (0, 1]d and any bounded
continuous function F : [0,∞)d → R, we have, as n→∞,
(5.1) P
(√
n∆S
(n)
t /∈ B(0, kn), Sn ≥ −x
)
= o(
h0(x)√
n
),
and
(5.2) Ex
(
F
(y1 + St1n
(nσ2)
1
2
, ...,
yd + Stdn
(nσ2)
1
2
)
1{Sn≥0}
)
=
θh0(x)
n
1
2
(E(F (Rt)) + o(1)) ,
uniformly in (x,y) ∈ [0, kn]× B(0, kn).
Proof of (5.1). To prove (5.1) we can suppose without lost of generality that d = 1. Let
t ∈ (0, 1], recalling (3.33) observe there exists c > 0 such that for any n ∈ N large enough
we have
|∆(n)St| ≤ c 1√
n
|S(n−kn)t − Snt−kn |+
kn
n
3
2
|S(n−kn)t|.
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It is clear that
(5.3) P
(|S(n−kn)t| ≥ n, Sn ≥ −x) ≤ P(|S(n−kn)t| ≥ n) = o( 1√n).
Thus we only need to prove that uniformly in x ∈ [0, kn],
P
(|S(n−kn)t − Snt−kn| ≥ kn, Sn ≥ −x) = o(h0(x)√n ).(5.4)
According to the Markov property at time nt− kn we have
P
(|S(n−kn)t − Snt−kn| ≥ kn, Sn ≥ −x) ≤ P (Sn ≥ −x)P (max(|Skn(1−t)−1|, |Skn(1−t)|) ≥ kn)
≤ h0(x)√
n
(kn)
−2E(S2kn(1−t)) = o(
h0(x)√
n
),
which gives (5.4). 
Proof of (5.2).Let t ∈ (0, 1]d and F : [0,∞)d → R a continuous function bounded by M > 0.
For any (x,y) ∈ [0, bn]×B(0, bn) we denote Ex(5.1)(y) the expectation in (5.1). According to
[2] (p11) we have : for any i ∈ [1, d], ǫ > 0, there exists A(ǫ) large enough such that
(5.5) sup
x∈[0,kn]
Ex
(
Stin
σ
√
n
> A(ǫ)
)
≤ ǫ, sup
x∈[0,kn]
Ex
(
Stin
σ
√
n
> A(ǫ), Sn ≥ 0
)
≤ h0(x) ǫ√
n
.
Thus we can suppose that F is a continuous function with compact support. By approxi-
mation, we can also assume that F is Lipschitz. Let (mn)n≥0 be a sequence of integers such
that n
mn
and mn
k2n
go to infinity. Decomposing Ex
(5.1)(y) according to the time j such that
Sj = Sn gives :∣∣∣∣∣Ex(5.1)(y)−
mn∑
j=0
Ex
(
an((Sj + yi)i∈[0,d], k), Sj = Sj ≥ 0
)∣∣∣∣∣ ≤ ME
( mn∑
j=0
1{Sj=Sj≥−x, min
l∈[j,n]
(Sl−Sj)≥0}
)
≤ c(n− j + 1)−1/2
mn∑
j=0
P
(
Sj = Sj ≥ −x
)
,(5.6)
with
(5.7) an(z, j) := E
(
F
(
z1 + St1n−j
(nσ2)
1
2
, ...,
zd + Stdn−j
(nσ2)
1
2
)
, Sn−j ≥ 0
)
, z ∈ Rd.
The amount in (5.6) is negligible, indeed according to (2.9) we have
c
n∑
j=mn+1
(n− j + 1)−1/2Px(Sj = Sj ≥ 0) ≤
n∑
j=mn+1
(n− j + 1)−1/2 × c(x+ 1)
2
j
3
2
≤ c′h0(x)√
n
kn√
mn
.(5.8)
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Similarly, recalling that c1(1 + x) ≤ h0(x) ≤ C1(1 + x) and x ≤ kn, observe that
n∑
j=mn+1
Px
(
Sj = Sj ≥ 0
) ≤ c(1 + x)2 ∑
j≥mn
(j + 1)−
3
2
≤ ch0(x) kn√
mn
.(5.9)
Going back to (5.8) let us study E
(
F
(
z1+St1n−j
(nσ2)
1
2
, ...,
zd+Stdn−j
(nσ2)
1
2
)
, Sn−j ≥ 0
)
, j ≤ mn.
Recalling (5.7), and the definition of A(ǫ) in (5.5) , as F is Lipshitz, we have for any z ∈
B(0, kn),
(5.10)
∣∣∣∣an(z, j)− E(F
(
St1(n−j)
σ
√
n− j , ...,
Std(n−j)
σ
√
n− j
)
, Sn−j ≥ 0
)∣∣∣∣ ≤ (1) + (2),
with
(1) :=
c8A(ǫ)
√
mn√
n
P
(
Sn−j ≥ 0
)
,
(2) :=
d∑
i=1
P
(
|z|+ |Stin−j − Sti(n−j)|+
j
n
Sti(n−j)) ≥ 8A(ǫ)
√
mn, Sn−j ≥ 0
)
.
According to (2.6), for n large enough (mn = o(n)) we have (1) ≤ c′′A(ǫ)
√
mn
n
. Term (2) is
quite similar to the expectation in (5.1). By using the Markov property and (5.5), we deduce
that for any z ∈ B(0, kn), j ≤ mn,
(2) ≤ c
d∑
i=1
[
P
(
Sti(n−j)−j ≥ 0
)
P
(
max(|Sj(1−ti)−1|, |Sj(1−ti)|) ≥ A(ǫ)
√
mn
)
+P
(
Sti(n−j)) ≥ A(ǫ)
√
n, Sn−j ≥ 0
) ] ≤ cǫ√
n
.
Finally we deduce that for n large enough we have
(5.11) sup
z∈B(0,mn), j≤mn
∣∣∣∣an(z, j)−E(F
(
St1(n−j)
σ
√
n− j , ...,
Std(n−j)
σ
√
n− j
)
, Sn−j ≥ 0
)∣∣∣∣ ≤ cǫ√n.
Furthermore we know that (
S⌊nt⌋
σ
√
n
)t∈[0,1] conditionally to Sn ≥ 0 converges under P to the
Brownian meander [11]. It implies that there exists (ηj)j≥0 tending to zero such that
(5.12)∣∣∣∣E(F
(
St1(n−j)
σ
√
n− j , ...,
Std(n−j)
σ
√
n− j
)
, Sn−j ≥ 0
)
−P(Sn−j ≥ 0)E(F (Rt))
∣∣∣∣ ≤ ηn−jP(Sn−j ≥ 0).
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Let ǫ > 0. For n large enough and k ≤ mn, we have from (2.6), |P(Sn−j ≥ 0))− θ√n | ≤ ǫ√n .
Combined with (5.11) and (5.12), for n large enough and any z ∈ B(0, kn), j ≤ mn, this
gives ∣∣an(z, j)−P(Sn−j ≥ 0)E(F (Rt))∣∣ ≤ c ǫ√n.
for n greater than some n1, j ≤ mn, z ∈ B(0, kn). We use this inequality for every k = 0..., mn
and we obtain
mn∑
j=0
∣∣∣∣Ex(an((Sj + yi)i∈[0,d], j)− θ√nE(F (Rt)), Sj = Sj ≥ 0
)∣∣∣∣ ≤ c ǫ√n
mn∑
j=0
Px(Sj = Sj ≥ 0)
≤ c ǫ√
n
h0(x).
Together with (5.8) and (5.9), it yields that there exists n0 ≥ 0 such that for any n ≥ n0,
x ∈ [0, kn], y ∈ B(0, kn) we have∣∣∣∣∣Ex
(
F
(y1 + St1n
(nσ2)
1
2
, ...,
yd + Stdn
(nσ2)
1
2
)
1{Sn≥0}
)
− θh0(x)
n
1
2
E(f(Ra))
∣∣∣∣∣
≤ c′h0(x)√
n
kn√
mn
+ c
ǫ√
n
h0(x) ≤ cǫh0(x)√
n
,
which yields (5.2). 
The following lemma is a consequence of [12] (pp 8).
Lemma 5.2 Assume (1.1), (1.2) and (1.5). Let (Sn)n≥0 be the centered random walk defined
in (2.1). For any C, α > 0, there exist c(α,C), n0 > 0 such that for any p, n ≥ n0,
(5.13) E
(
e
CSn√
n ; Sn ≥ −α, Sn ≥ p
√
n
)
≤ c√
n
e−p/4.
Proof of Lemma 5.2. Fix C, α > 0. According to (1.5) we have Φ(1 − θ) = E(eθS1) =
1 + σ2 θ
2
2
+ o(θ2). We deduce that there exists n0 = n0(C) such that for any n, p ≥ n0
(5.14) E
(
e
CSk√
n
)
=
[
Φ(1 − C√
n
)
]n ≤ c, P( Sn√
n
≥ p
)
≤ c
ep
.
Decomposing the expectation in (5.13) (:= E(5.13)) according to the time k such that
Sk = Sn yields
E(5.13) =
n∑
k=0
E
(
1{Sk=Sk≥−α}E
(
e
C(x+Sn−k)√
n ;Sn−k ≥ 0, Sn−k ≥ p
√
n− x
)
∣∣x=Sk
)
≤
n∑
k=0
P (Sk = Sk ≥ −α)E
(
e
CSn−k√
n ;Sn−k ≥ 0, Sn−k ≥ p
√
n
)
≤ (5.15)1 + (5.15)2,(5.15)
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with
(5.15)1 :=
n∑
k=n
2
P (Sk = Sk ≥ −α)P
(
Sn−k ≥ p
√
n
) ≤ n∑
k=n
2
c(1 + α2)
n
3
2
exp(−p)
≤ c
′(1 + α)√
n
exp(−p),(5.16)
(where we have used (5.14), the time reversal for (Sj)j≤k and (2.9)) and
(5.15)2 :=
n
2∑
k=0
P (Sk = Sk ≥ −α)E
(
e
CSn−k√
n−k ;Sn−k ≥ 0, Sn−k ≥ p
√
n− k
)
.
Now let us study for any n ∈ N,
(5.17) E
(
e
CSn√
n ;Sn ≥ 0, Sn ≥ p
√
n
)
.
Following Caravenna [12] (pp 5), we define (Tk, Hk) the strict ascending ladder variables
process associated to the random walk (Sn)n∈N. Then according to (3.1) in [12] we have :
P
(
Sn√
n
∈ dx; Sn ≥ 0
)
=
1
n
n−1∑
m=0
∫
[0,
√
nx)
( ∞∑
k=0
P (Tk = m, Hk ∈ dz)
)
P
(
Sn−m ∈
√
ndx− z)
=
√
n
n
∫
[0,1)×[0,x)
dνn(α, β)P
(
Sn(1−α)√
n
∈ dx− β
)
,
where νn is the finite measure on [0, 1)×[0,∞) defined by νn(A) := 1√n
∞∑
k=0
P
((
Tk
n
, Hk√
n
)
∈ A
)
.
Applied to our case it gives,
E
(
e
C Sn√
n1{Sn≥p√n};Sn ≥ 0
)
=
√
n
n
∫
[p,∞)
∫
[0,1)×[0,x)
dνn(α, β)e
CxP
(
Sn(1−α)√
n
∈ dx− β
)
= n−
1
2
∫
[0,1)×[0,∞)
∫
[p,∞)
eCxP
(
Sn(1−α)√
n
∈ dx− β
)
1{β≤x}dνn(α, β)
= n−
1
2
∫
[0,1)×[0,∞)
E
(
e
C
Sn(1−α)√
n 1{Sn(1−α)√
n
≥max(0,p−β)}
)
dνn(α, β).
Furthermore as for any p, n ≥ n0,
E
(
e
CSn(1−α)√
n 1{Sn(1−α)√
n
≥max(0,p−β)}
)
≤

cE
(
e
C Sn√
n
)
≤ c′, if (α, β) ∈ [0, 1)× [p
2
,∞),
E
(
e
CSn√
n 1{ Sn√
n
≥ p
2
}
)
≤c′′e−p/2, if (α, β) ∈ [0, 1)× [0, p/2),
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we deduce that
E
(
e
CSn√
n 1{Sn≥p√n};Sn ≥ 0
)
≤ cn− 12 (e−p/2νn([0, 1)× [0,∞)) + νn ([0, 1)× [p/2,∞))) .
Let τ(x) := inf{k ≥ 0, Sk ≥ x}. Via some usual computations, we get that
νn ([0, 1)× [p/2,∞)) = 1√
n
∞∑
k=0
P
(
Tk ≤ n, Hk ≥ p
2
√
n
)
=
1√
n
E
(
1{τ(p
2
√
n)≤n}
∞∑
k=0
1{Tk≤n,Hk≥ p2
√
n}
)
Markov
=
1√
n
E
(
1{τ(p
2
√
n)≤n}E
( ∞∑
k=0
1{Tk≤n−τ(p2
√
n)}
))
≤ P(τ(p
2
√
n) ≤ n) 1√
n
E
( ∞∑
k=0
1{Tk≤n}
)
≤ ce− p4 νn([0, 1)× [0,∞)).
Finally as there exists c1 > 0 such that P(T1 ≥ n) ≥ c1√n , ∀n ≥ 0, we deduce that νn([0, 1)×
[0,∞)) ≤ c for any n ≥ 0 and thus
(5.18) (5.15)2 ≤
n
2∑
k=0
P (Sk = Sk ≥ −α)
ce−
p
2√
n− k ≤
c(α)√
n
e−
p
2 .
Finally going back to (5.15), combining (5.16) and (5.18) we obtain
(5.19) E(5.13) ≤ c√
n
e−
p
4 ,
and Lemma 5.2 follows. 
Acknowledgement I would like to thank Elie A¨ıde´kon, Yueyun Hu and Olivier Zindy for
introducing me the problem of the transition of Wβ and for very stimulating discussions.
Re´fe´rences
[1] E. A¨ıde´kon and Z. Shi. The Seneta-Heyde scaling for the branching random walk. ArXiv
e-prints, February 2011.
[2] E. A¨ıde´kon and B. Jaffuel. Survival of branching random walks with absorption. Sto-
chastic Process. Appl., 121(9) :1901–1937, 2011.
28
[3] E. A¨ıde´kon and Z. Shi. Weak convergence for the minimal position in a branching
random walk : a simple proof. Period. Math. Hungar., 61(1-2) :43–54, 2010.
[4] T. Alberts and M. Ortgiese. The near-critical scaling window for directed polymers on
disordered trees. ArXiv e-prints, May 2012.
[5] J. D. Biggins. Chernoff’s theorem in the branching random walk. J. Appl. Probability,
14(3) :630–636, 1977.
[6] J. D. Biggins. Growth rates in the branching random walk. Z. Wahrsch. Verw. Gebiete,
48(1) :17–34, 1979.
[7] J. D. Biggins. Uniform convergence of martingales in the one-dimensional branching
random walk. In Selected Proceedings of the Sheffield Symposium on Applied Probability
(Sheffield, 1989), volume 18 of IMS Lecture Notes Monogr. Ser., pages 159–173. Inst.
Math. Statist., Hayward, CA, 1991.
[8] J. D. Biggins and A. E. Kyprianou. Measure change in multitype branching. Adv. in
Appl. Probab., 36(2) :544–581, 2004.
[9] J. D. Biggins and A. E. Kyprianou. Fixed points of the smoothing transform : the
boundary case. Electron. J. Probab., 10 :no. 17, 609–631, 2005.
[10] P. Billingsley. Convergence of probability measures. Wiley Series in Probability and
Statistics : Probability and Statistics. John Wiley & Sons Inc., New York, second edition,
1999. A Wiley-Interscience Publication.
[11] E. Bolthausen. On a functional central limit theorem for random walks conditioned to
stay positive. Ann. Probability, 4(3) :480–485, 1976.
[12] F. Caravenna. A local limit theorem for random walks conditioned to stay positive.
Probab. Theory Related Fields, 133(4) :508–530, 2005.
[13] F. Comets and N. Yoshida. Directed polymers in random environment are diffusive at
weak disorder. Ann. Probab., 34(5) :1746–1770, 2006.
[14] B. Derrida and H. Spohn. Polymers on disordered trees, spin glasses, and traveling
waves. J. Statist. Phys., 51(5-6) :817–840, 1988. New directions in statistical mechanics
(Santa Barbara, CA, 1987).
[15] Y. Hu and Z. Shi. Minimal position and critical martingale convergence in branching
random walks, and directed polymers on disordered trees. Ann. Probab., 37(2) :742–789,
2009.
[16] D. L. Iglehart. Functional central limit theorems for random walks conditioned to stay
positive. Ann. Probability, 2 :608–619, 1974.
[17] B. Jaffuel. The critical random barrier for the survival of branching random walk with
absorption. ArXiv e-prints, November 2009.
[18] B. Jaffuel. The critical random barrier for the survival of branching random walk with
absorption. ArXiv e-prints, November 2009.
29
[19] R. Lyons. A simple path to Biggins’ martingale convergence for branching random walk.
84 :217–221, 1997.
[20] R. Lyons, R. Pemantle, and Y. Peres. Conceptual proofs of L logL criteria for mean
behavior of branching processes. Ann. Probab., 23(3) :1125–1138, 1995.
[21] P. Mo¨rters and M. Ortgiese. Minimal supporting subtrees for the free energy of polymers
on disordered trees. J. Math. Phys., 49(12) :125203, 21, 2008.
[22] V. V. Petrov. Limit theorems of probability theory, volume 4 of Oxford Studies in
Probability. The Clarendon Press Oxford University Press, New York, 1995. Sequences
of independent random variables, Oxford Science Publications.
[23] D. Revuz and M. Yor. Continuous martingales and Brownian motion, volume 293 of
Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathe-
matical Sciences]. Springer-Verlag, Berlin, third edition, 1999.
30
