Abstract. Lowest weight representations of the Z2 ⊗ Z2 graded superalgebra introduced by Rittenberg and Wyler are investigated. We give a explicit construction of Verma modules over the Z2 ⊗ Z2 graded superalgebra and show their reducibility by using singular vectors. The explicit formula of singular vectors are given and are used to derive partial differential equations invariant under the color supergroup generated by the Z2 ⊗ Z2 graded superalgebra.
1 Introduction. The present work aims to study representations of a Z 2 ⊗ Z 2 graded Lie superalgebra (also called color superalgebra) and its application to differential equations. We focus on a simple example of color superalgebras for the sake of simplicity and investigate Verma modules over it. The result is used to derive the partial differential equations which are invariant under the Z 2 ⊗ Z 2 graded Lie supergroup generated by the color superalgebra.
Color superalgebras are a generalization of Lie superalgebras introduced by Rittenberg and Wyler [1, 2] (see also [3, 4] ). The idea of generalization is to extend the Z 2 graded structure of the underlying vector space of Lie superalgebra to more general abelian groups. The group Z 2 ⊗ Z 2 , discussed here, is the simplest non-trivial example of the generalization. During the last four decades, structure theory, classification of possible color superalgebras of given dimension etc. have been studied by many authors. See, for example, [5, 6, 7, 8, 9, 10, 11, 12, 13] and references therein. However, applications of color superalgebras to mathematical and physical problems are very limited [14, 15, 16, 17, 18, 19, 20, 21, 22, 23] . In [22, 23] it is shown that symmetries of a first order linear partial differential equation, called the Lévy-Leblond equation [24] , are generated by a Z 2 ⊗ Z 2 graded superalgebra. The authors seek symmetry operators of the Lévy-Leblond equation systematically and found that they do not close as a Lie algebra or superalgebra but do in a Z 2 ⊗ Z 2 graded superalgebra. Here, we reverse the argument. We start with a simple example of Z 2 ⊗ Z 2 graded superalgebra and then study its lowest weight representations and their irreducibility. Reducibility of the representations is detected by the existence of singular vectors. Explicit formulae of the singular vectors allows us to write down invariant partial differential equations. This is a generalization of the method developed for semi-simple Lie groups [25] to the Z 2 ⊗ Z 2 setting. Thus we shall see the method is valid beyond the semi-simple Lie groups.
The plan of this paper is as follows. In the next section we give a definition of Z 2 ⊗ Z 2 graded superalgebra and present the one, denoted by g, investigated in this work. Lowest weight Verma modules over g are studied in §3. After discussing the failure of the naive approach, we construct Verma modules over g by using a trick. A list of all singular vectors in the Verma modules is presented with an explicit formulae of the singular vectors. The formulae of the singular vectors are used to find differential equations whose symmetries are generated by g in §4. Summary and some remarks are given in §5.
2 Definition of Z 2 ⊗ Z 2 graded superalgebra. Let g be a vector space over C (or R) which is a direct sum of four subspaces labelled by an element of the group Z 2 ⊗ Z 2 :
An inner product of two Z 2 ⊗ Z 2 vectors α = (α 1 , α 2 ), β = (β 1 , β 2 ) is defined as usual:
Now we give a definition of Z 2 ⊗ Z 2 graded superalgebra according to [1, 2] .
Definition 2.1. If g admits a bilinear form , : g × g → g satisfying the following three relations, then g is called a Z 2 ⊗ Z 2 graded color superalgebra:
where X α ∈ g α and the third relation is called the graded Jacobi identity.
When the inner product α·β is an even integer the graded Lie bracket , is understood as a commutator, while it is an anticommutator if α · β is an odd integer. If N = 1, then Definition 2.1 is identical to the definition of Lie superalgebras so that the color superalgebra is a natural generalization of Lie superalgebra.
The Z 2 ⊗ Z 2 graded superalgebra investigated in this work is eight dimensional and its basis and grading are given as follows:
The basis satisfy the relations (only non-vanishing ones are presented):
One may see from the defining relations that the color superalgebra has two osp(1, 2) subalgebras, A ± , N, a ± and A ± , N, b ± . This color superalgebra was given in [1] as one of the non-trivial examples of Z 2 ⊗ Z 2 graded superalgebras. It is also discussed in [13] as an Z 2 ⊗ Z 2 extension of the superalgebra generated by boson and fermion operators. We denote the color superalgebra (2.3) by g. Lemma 2.2. The superalgebra g admits an algebra anti-involution ω : g → g defined by
Proof. It is checked by straightforward computation.
Next we give a definition of the Z 2 ⊗ Z 2 graded Grassmann numbers which was also introduced in [2] . Definition 2.3. Let α ∈ Z 2 ⊗ Z 2 and ζ α,i be a basis of a vector space over the same field as g. If the basis satisfies the relations
An extension of an integral and a derivative of the ordinary Grassmann numbers to Z 2 ⊗ Z 2 setting is discussed in [11] . We use the Z 2 ⊗ Z 2 graded Grassmann numbers in the subsequent sections. The basis ζ α,i may be realized in terms of the ordinary Grassmann numbers and the Clifford algebra [13] . Let us recall that the Clifford algebra Cl(p, q) is a unital algebra generated by γ i (i = 1, 2, . . . , N = p + q) subject to the relations:
The Cl(p, q) is a 2 N dimensional algebra whose elements are given by a product of the generators:
The Z 2 ⊗ Z 2 graded Grassmann numbers ζ α,i are realized in terms of the ordinary Grassmann number ξ µ and the Clifford algebra Cl(p, q), p + q = 2 :
where x m ∈ R.
3 Verma modules and their reducibility. We want to investigate the lowest weight representations of g by employing the standard procedure of Lie theory [26] . However, it turns out that the naive approach is not successful in defining Verma modules over g. We begin with the failure of the naive construction of Verma modules and then consider a modified approach.
3.1 Failure of the naive construction. The algebra g has a natural triangular decomposition:
This is based on the eigenvalues of adN which are given as follows:
The anti-involution ω (2.5) acts on the subspaces as
and it is easy to see that g 0 , g ± ⊆ g ± and g ± , g ± ⊆ g ± . Therefore, (3.1) is a natural triangular decomposition of g. The decomposition (3.1) leads us to define Verma modules in a standard way. We first define the lowest weight state |h, ϕ by
It follows that
Then the Verma modules over g are defined by M (h, ϕ) = U(g + ) ⊗ |h, ϕ where U(g + ) is the universal enveloping algebra of g + . The basis of M (h, ϕ) is obviously given by
It is immediate to see that the relations {a + , a + } = {b + , b + } = 2A + are not realized on this basis. This shows the failure of the naive construction of Verma modules.
Verma modules and singular vectors.
To overcome the difficulty in §3.1 we use a Z 2 ⊗ Z 2 graded Grassmann number ζ of degree (1, 1). Suppose further that ζ 2 = 1. Legitimacy of the assumption is ensured by Lemma 2.4 since ζ may be realized by using Cl (1, 1) . Now we define a new basis of g:
The non-vanishing defining relations for the new basis are written as
We remark that c ± and d ± are nilpotent and that c ± anticommutes with d ∓ . The antiinvolution ω (2.5) is extended to the new basis (3.6) by setting ω(ζ) = 1 :
In fact, this change of basis converts the Z 2 ⊗ Z 2 graded superalgebra to an ordinary superalgebra of Z 2 grading. Due to the degree of ζ, the degree of c ± and d ± are all (0, 1), while the degree ofF is (0, 0). Thus one may consider representations of the Z 2 graded algebra, then convert it to the ones for Z 2 ⊗ Z 2 grading.
The present choice of the basis of g diagonalize adN and adF . Their eigenvalues are summarized as (3.9)
A + (+2, 0), A − (−2, 0), c + (−1, −1), c − (−1, +1),
We introduce the triangular decomposition of g according to the eigenvalue of adN :
Define the lowest weight vector |h, f by
It then follows that A − |h, f = 0. We define the Verma modules over g by a space induced from |h, f by M (h, f ) = U(g + ) ⊗ |h, f . The natural basis of M (h, f ) is given by
It is then straightforward to compute the action of g on M (h, f ). The action of g 0 yields
The action of g + is given by
The action of g − is summarized as
We have successfully obtained the Verma modules over g.
Let us now discuss reducibility of the Verma modules. This may be done by singular vectors [26] . The existence of the singular vector, by definition, means that M (h, f ) is reducible. The Verma module M (h, f ) has a natural grading as a vector space:
where N is the set of non-negative integers. In the basis (3.12), the integer m is given by m = 2k + µ + ν and we call m the level. Any singular vector is an eigenvector of N so that it must be an element of a subspace M m (h, f ). We give a complete list of singular vectors in M (h, f ). (1) h = f : The singular vector is |0, 1, 0 .
(2) h = −f : The singular vector is |0, 0, 1 .
(3) h = −n and f = n for a positive integer n : The singular vector exists at level 2n subspace and given by The same argument for |n, 1, 0 provides the relations
This proves (1) and (2) of the theorem.
(ii) m = 2n. A singular vector, if any, may be written as
with a constant α. |u is an eigenvector ofF with the eigenvalue f. The requirement that the action of g − annihilate |u gives the relations
The last equation implies that there exists three possibilities:
The case (a) means that n = 0 so that |u = |0, 0, 0 . Thus this case is trivial. The case (b), the first three equations in (3.21) are reduced to single relation:
If f = n, then the relations means that n = 0. Thus we need α = 0 and we have a only trivial solution. If f = n, then (3.22) is solved to α and give the unique singular vector (3.17). The case (c) is reduced to a subclass of the case (b) since we find the relation h = −1 = −n. We thus completed the proof. (1) h = ±f
Invariant partial differential equations. In this section, we derive partial differential equations which are invariant under the color supergroup generated by g. This is done by employing the method of [25] . We give a brief outline of the method and refer to [25] for detail. The basic idea of the method is to realize the Verma modules, discussed in §3.2, by a space of differentiable functions defined on the color supergroup. Let G be the color supergroup generated by g which means that an element g ∈ G is written as g = exp(X), X ∈ g. We consider a space of functions C Λ on G having a special property. That is, F ∈ C Λ satisfies the relation:
where Λ(H) is an eigenvalue of H. This property means that F is, in fact, a function on G + = exp(g + ). We then define the left (π L ) and right (π R ) actions of g on C Λ according to the standard way of Lie theory:
where X ∈ g. Note that the parameter τ is a Z 2 ⊗ Z 2 graded Grassmann number of degree same as X. A definition of derivative with respect to the Z 2 ⊗Z 2 graded Grassmann numbers is found in [11] . It is then easy to see that, due to the property (4.1), the function F ∈ C Λ plays the role of a lowest weight vector |h, f by the right action. Namely, π R (X)F = 0 if X ∈ g − and π R (X)F = Λ(x)F if X ∈ g 0 . While π R (X) with X ∈ g + becomes a differential operator so that a Verma module M (h, f ) is realized by the action of π R (X) with X ∈ g + on the function F (g).
To be more explicit, we parametrize g + ∈ G + as
Then we obtain from (4.3)
and by setting Λ(N ) = h, Λ(F ) = f we have
As shown in §3.2 the singular vectors in M (h, f ) is written as P |h, f with P ∈ U (g + ).
It is shown in [25] that differential equations invariant under the color supergroup G are given by π R (P)ϕ = 0. The symmetry transformations are generated by the left action (4.2). This is due to the fact that a singular vector is an intertwining operator of two representations M (h, f ) and M (h ′ , f ′ ). According to Theorem 3.1 we found a hierarchy of invariant differential equations. 
Up to here our analysis of the representations of g is done by converting the basis of g into a Z 2 grading ones. Thus the invariant equations are written in terms of the variables of degree (0, 0) and (0, 1). We now rewrite the invariant differential equations in a form also containing the variables of degree (1, 0) and (1, 1) . Let ψ and θ be Z 2 ⊗ Z 2 graded Grassmann number of degree (0, 1) and (1, 0), respectively. Taking the basis change (3.6) into account we set (4.8)
and replace ψ ± with ψ and θ. Then the independent variables of the invariant differential equations become x, ψ and θ and the equations yield as follows:
5 Concluding remarks. We studied lowest weight representations of the Z 2 ⊗Z 2 graded superalgebra given by Rittenberg and Wyler. Reducibility of the Verma modules over the Z 2 ⊗ Z 2 graded superalgebra is shown by explicit construction of singular vectors. As an application of the present scheme invariant partial differential equations defined on the space of functions whose variables are Z 2 ⊗ Z 2 graded Grassmann numbers are obtained. The present scheme may apply to other color superalgebras and one may find many related differential equations. Since differential equations are very basic objects in theoretical physics and many areas of mathematics, the present line of investigation will reveal a connection of color superalgebras with different areas of science.
We close this paper with two possible lines of further investigations on applications of color superalgebras. The first one is mathematical application. It is well known that representations of Lie algebras and Lie groups are closely related to orthogonal polynomials. We anticipate that representations of color algebras or groups also have such connection. The second one is physical application. One may use a nonlinear realization method to write down Lagrangians which are invariant under a color supergroup, since the method is originally defined for Lie groups then extended to supergroups. Color supergroups are natural generalization of supergroups, thus nonlinear realization methods will be generalized to any color supergroups. If this is done, one may find a dynamical system whose symmetry is governed by a color supergroup. This would open the way to physical applications of color supergroups.
