Abdract-TRACA (Temporal Reinforcement-learning and Classificdtinn Architecture) is a learning system intended for robot-navigation tasks. One problem in this area is inputgeneralisation. Input generalisation requires learning a small set of internal states which represent useful abstractions of the much larger set of actual states. As such, the input-generalisation problem is fundamentally similar to the classical problems of classification, concept learning and discrimination. The priorities when evaluating a 'system for on-line robot learning include a small number of trials, predictive accuracy and minimal parameter tuning. Other requirements are the ability to learn without predefined classes (i.e classes must be learned during training) and an efficient and adaptable representation.
I. INTRODUCTION
TRACA is a new system designed for robot navigation tasks. Frequently, learning algorithms for such tasks assume an enumerative state representation (i.e a unique input for each possible observation in the environment) [5] , [21] , [ZO] ,
[ 2 ] . However, it is impossible to represent the real-world using such an enumerative scheme, there are simply too many states. Consequently environmental inputs generated by sensor readings will include features (or attributes) that are irrelevant for a particular task. To cope with such a large state space learning agents must generalise -a number of states must be treated as the same or similar 1151, [4], [18] . For the generalisation to be useful, the mapping of inputs to generalisations (internal states) must retain the important features of the state. This is the inpur generalisation problem which requires the correct classification of world states for success [4] .
Input generalisation has been addressed specifically in relation to robot learning by the G-algorithm and U-tree among others 141, [22]. However, these algorithms have not been extensively compared to other common algorithms used for generalisation. TRACA also addresses the input generalisation problem. TRACA's intended domain of robot navigation involves many complications associated with on-line learning including noisy sensor readings and changing environments (i.e stochastic, non-stationary environments). In these environments there may be a wide variety of experiences between examples from a particular class. However, in this paper TRACA is examined primarily within the batch learning framework where a number of related examples are presented in a continual sequence.
When comparing algorithms a variety of measures can be used to assess performance 191, [13] . Given TRACA's intended problem domain the important criteria are predictive accuracy, a small number of training examples and minimal parameter tuning. Minimal parameter tuning is important if an agent is to be used to solve a variety of tasks or the developer is unfamiliar with the problem to be learned. Having a small number of training examples is necessary to reduce the risk of damage to the agent. In contrast, requiring a large number of additional training examples to achieve a small increase in predictive accuracy is generally considered not worthwhile P21.
The next section provides a description of TRACA, because of space limitations this description is at a high-level, see [25] for a more detailed description. Section 111 describes the experiments and the parameters used. The subsequent sections from IV to VI1 provide experimental results on classification tasks. Section VI11 provides results on a spatial navigation task. Finally, an assessment of all results is presented in Section IX.
11. THE SYSTEM The motivation behind TRACA's development is to implement a rule based learning system that creates defaulthierarchies similar to Holland style learning classifier systems, but with more efficient reuse of useful rules and without requiring a genetic algorithm [15] , [I] .
TRACA is a reinforcement learning system which uses state information from the environment to determine action selection. This information is passed into the system through the input interface, while the decision of the system to take some action in its environment is passed out through the effector interface. A further input is the reinforcement learning signal indicating the agent's success or failure at achieving its goal(s) [26] .
The current state of the environment is presented on the agent's environmental input interface using bit strings. For each string received, the agent is capable of selecting an action before a new input string is presented indicating the environmental state resulting from the action. In this respect TRACA is similar to Holland style Learning Classifier systems and Drescher's Schema Mechanism which also receive environmental inputs (other than reinforcement) as bit strings TRACKs internal model of its environment is based on three types of nodes: detector. effector and predictor. Detector and effector nodes implement the interface between the agent and its environment, Predictor nodes are organised into groups, which are generalised internal representations of problem states. Predictor nodes and their containing groups are created as TRACA learns and represent transitions between internal states given the selection of an action.
TRACA constructs'its network incrementally during learning. It begins with low-level groups representing individual bit positions in the input string. Low level groups are then probabilistically selected to create a new join group which connects two lower level groups in a logical AND construct.
These AND constructs form multiple hierarchies (which represent disjunctions) with the lower-level groups acting as subordinates to the superior join groups. Once created joins can be used in turn as subordinates for other new joins, adding levels to the hierarchy. The resulting network is a defaulthierarchy representation [ 
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The groups created by TRACA contain nodes which represent probabilistic S-R-S (Situation-Response-Situation) rules. [SI. if t h e current s t a t e is sa and action rr. is taken then t h e next state will be S b with probability p TRACA uses two types of suppression techniques implemented as message passing through the network. The first suppression technique allows the system to represent NOT using only logical AND combinations of system components. This reduces the number of possible equivalent combinations and the search space substantially. This suppression technique also acts to shift control to nodes in groups higher in the hierarchy. The second suppression technique prevents duplicates by excluding subordinates from being used in new joins. Because this can sometimes result in local minima, subordinate groups can be probabilistically excluded from the second suppression technique for a single cycle. When a group is excluded from suppression its superiors are prevented from being used in new joins.
Not all joins created are retained in the system. Initially newly created groups are in a suspended state (they do not drive system behaviour). To be retained they must demonstrate some improvement over their subordinates. Once this improvement is achieved they are set to unsuspended, however, they may still be removed later if it is revealed they are no As TRACA is a reinforcement learning system, nodes also maintain utility estimates. These estimates are used as support for effectors to drive system behaviour. Each group sends as support only the highest positive value and lowest negative value of all nodes in the group. The value of each effector is determined as the average positive support received minus the average negative support received. The system will then select the effector with the highest value.
The different components in TRACA are depicted in Figure   1 . This figure illustrates the relationship between TRACA and its environment (through the input and output interfaces) along with the mechanisms implemented within TRACKs network. The mechanisms include internal state creation (loin group creation), the chaining together of successive internal states (predictor node creation), the removal (or pruning) of created groups based on statistical tests and the attribution of reinforcement values to appropriate nodes based on rewards received from the environment.
An overview of TRACA
EXPERIMENTAL DESIGN
TRACA is trialled on a number of different classification tasks. The first three tasks are the Monks concept learning tasks from Thrun et a1 [27] . While the Monks tasks are artificial and have only six attributes they do provide a variety of challenges. Following the Monk tasks are three other tasks drawn from real-world problems. The first two tasks involve discriminating different types of irises and voters. The third task, involving a larger state space, looks at TRACA's ability to identify gene splices in DNA sequences. The final task is a navigation task that demonstrates rule chaining.
Note, that the same set of parameters is used by TRACA across all classification tasks, only the number of training epochs is varied. These parameters and the number of learning epochs were not optimised, but selected rather arbitrarily based on a small set of initial experiments. In some cases, variations to TRACA's parameters were tried and better results were achieved, occasionally these are also reported. In the standard parameter set the Cox-Stuart test and the test for noise used IO and 20 cases respectively with a two-tailed significance of 0.05 and nodes needed to be trialled 20 times before sending returns. The exclusion rate for joins was 1 in each 20 times they were matched while the learning rate was 0.1 for all problems. 1 in 4 actions were selected randomly during training. All results are the average of 20 runs and all, apart from the Monk tasks, are cross-validated. A summary of the performance on all problems is provided foilowing the experiments.
IV. THE MONKS CONCEPT LEARNING TASKS
The Monk problem is an artificial problem incorporating three different tasks each with its own concept. Each example has a value for each of the six attributes and is one state in the total possible space of 432 states. In the artificial domain of this problem an example represents either a friendly or unfriendly.robot. The attributes are features of the robot (for example: a robot may be holding a sword, smiling and wearing a red jacket). In the different Monk tasks different combinations of features can be used to identify a robot as either friendly or unfriendly.
Each task involves presenting a subset of the possible examples to the learning agent along with -or, in TRACA's case, followed by -the information on whether the example is an instance of a friendly or unfriendly robot. From its experience with this subset of the total possible examples, the agent must try to learn how to classify the remaining examples -without being provided explicit information on the class the example belongs to. The third task includes 5% misclassifications (noise) in the training examples.
The Monk 1 and 3 tasks are in a standard disjunctive normal form. However, the combination of attributes for Monk 2 is complicated to describe in disjunctive or conjunctive normal form (271.
Cascade conelation

Erperiinental Merhodology
The results on the Monk problems of a number of learning systems are presented in Thrun et ai [27] . These systems were all trained on the standard set of training examples for each problem. In each case, the test set was the full set of examples. To allow comparison of results, the same training and test sets After an example is presented one of two possible system actions is selected indicating TRACA's classification of the example as a member of the class or not. Once the action is selected, another input string is presented with a 0 in all bit positions except one of the last two. Of these two, the leftmost position will contain I if TRACA's classification was correct, otherwise, the rightmost position will contain 1. If TRACA was correct a reward of 100 is provided, otherwise the reward is -100.
Since the training sets for all runs on the Monk tasks were identical, each run was started with a different random seed. For Monk I TRACA was trained on the training set for 30 epochs (Le 30 times) before testing. For Monk 2, SO training epochs were provided before testing and for Monk 3, 40.
Results
The results presented here for comparison are the predictive accuracies of a number of other learning algorithms selected from Thrun et a1 [27] [IO] . His result for Monk 3 is an average of 5 runs.
For the first Monk problem, TRACA's result was up to 15 percent higher than the results for both ID5Ra and IDSRb, and 3.3 percent lower than the two Neural Network approaches. TRACKS results for the second problem were much lower (nearly 30 percent) than the results for both Neural Networks but higher than the results for the other compared algorithms. For the third problem, due to the noise in the data, only three results are available from the compared approaches, Backpropagation, Cascade-correlation and ID5Rb. Here TRACA's result was 2.5 percent lower than the result for ID5Rb and 4.4 percent lower than the results for Back-propagation and Cascade Correlation.
Henery 
Experimental Methodology
To represent this task for TRACA, the attribute values are coarsely placed into "buckets" of a fixed size. For each attribute the first interval in the first bucket ranges from the lowest occuring value of the attribute, with the last bucket for Attribute 4 ranging from 7.4 to 7.7 inclusive.
Twenty training and test sets were randomly generated from the full data set (150 cases). Each training set contained two thirds of the data with the remaining one third in the corresponding test set. For each of the twenty runs TRACA was trained for 30 epochs on the training set. As each training set was different and in a random order, the same random seed was used for all runs. Other parameters were the same as in the previous experiments.
Results
TRACA obtained an average of 90.3 on the test sets with a standard deviation of 3.9. For comparison, the inductive learning algorithm C4 obtains 93.8 percent on this data under similar trials [17], 3.5 percent higher than TRACA's performance. On average only 5.7 unsuspended join groups (join groups driving system behaviour) were developed during learning. TRACA achieved 88.8 percent under the same conditions but without creating joins.
VI. T H E VOTER DISCRIMINATION TASK
Another comparison of TRACA's discrimination and generalisation ability is on a task derived by J. 
Experimental Methodology
Twenty training and test sets were randomly generated each with two thirds of the cases in the training set and one third in the test set. As different training and test sets were used for each run, the same random seed was used. Parameters were unchanged from the previous experiment.
Results
TRACA achieves 92.7 percent on this task with a standard deviation of 2.3. An average of 53.7 unsuspended groups were created. Holte [I71 reports C4 achieving 95.6 on this task -3.1 percent higher than TRACA -which was the highest performance from a number of algorithms compared in that paper. When the same experiment was performed with the ability to create joins groups turned off, TRACA achieved an average test accuracy of 94.1, higher than its result using joins and only 1.5 percent lower than C4.
Explanation of Results
An accuracy of, 95.6 percent can be achieved on the votes dataset by simply testing the value in attribute 4, physicianfee-freeze. This is the most accurate decision tree possible for this dataset [17], [31. Since TRACA develops rules for each attribute, a system which has rules based on individual attributes (i.e without joins) should be capable of achieving 95.6 percent accuracy. However, TRACA has rules not only for attribute 4, but all attributes as a minimum rule set. A higher result without joins than with joins may occur if joins are incorrectly retained due to ordering effects in the data or if relationships discovered for the training set do not apply to the test set.
VII. THE DNA SPLICE TASK
This dataset includes 3186 examples each representing a window of 60 nucleotides drawn from a processed version of the Irvine Primate splice-junction database. Each nucleotide is represented by one of the symbolic values ( a , c, g, 1) . The task is to identify whether each example represents a intronextron boundary, an extron-intron boundary or neither. These boundaries occur in DNA sequences where superfluous DNA is removed during protein creation, the extrons are retained in this process and the introns are removed. The processing applied was the conversion of the 60 attributes into 180 binary attributes, removal of 4 spurious examples and the conversion of the'symbolic class labels to numeric labels [24] .
Experimental Methodology
The 20 training sets each had 2000 examples while the test sets each had I186 examples. In each run TRACA was allowed one pass (one epoch) on the training data before being tested. Other parameters are identical to those used for the Monk, Iris and Voter tasks in Sections IV, V and VI.
Results
TRACA achieved an average of 94.9 percent classification accuracy on the test data with a standard deviation of 4.2. On average of 105.6 unsuspended join groups were created. In trials without join groups TRACA achieved an even higher result of 96.8.
In results 
VIII. THE NAVIGATION TASK
This task consists of a 4x4 aperiodic grid. The top left location in the grid is the goal (see Figure 2) . At each timestep the agent can move in one of four directions (north, south, east and west) to one of the neighbours of its current location. The task is to learn to navigate from each non-goal location in the grid to the goal. The goal is an absorbing state, upon reaching i t the agent receives a positive reward (of 100) and no further transitions are possible. For transitions other than to the goal the reward is zero. Transitions leading into the boundary leave the agent's position unchanged. Unlike the experiments presented so far this task involves delayed rewards and requires chains of rules to be formed. The agent's location in the grid is presented as a binary string (see Figure 2) . Distributed sensors are used so the agent is required to develop internal structures to discriminate locations in the grid. Since each location has a unique binary input there is little opportunity for generalisation.
Experimental Methodology
Learning and testing of the agent consists of a series of trials. Each trial involves placing the agent on a random (nongoal) location in the grid. Once the agent reaches the goal the trial is completed and terminates. During testing the trial may also terminate if the agent does not reach the goal within 1000 moves. During learning 1 in 3 of the agent's actions are selected randomly. The agent is allowed 50 learning trials, after which it is tested for 100 trials. If the agent does reach the goal within IOOITtimesteps on every test trial, it is considered to have failed the test and is provided another SO learning trials before being tested. This is repeated up to 5 times. If after 250 training trials the agent still has not learned the maze it is deemed to have failed. For agents which do learn the maze performance is taken as the average number of moves to reach the goal over the 100 test trials. A discount factor of 0.9 was used for Q-learning along with a learning rate of 0.2. 100 agents were tested on this problem, each with a unique random seed.
To test the ability of the agent to reuse knowledge it had gained on one task for another, the goal was moved to the diagonally opposite corner. Agents which successfully learned the maze for the first goal, were then trained again on the new task, using the learned network they had developed for the original.
A. Results
On the first goal 2 agents failed. The 98 successful agents recorded an average number of moves to goal of 3.2. An agent selecting random actions took an average of 49.8 moves to reach this goal under the same experimental conditions. The average number of unsuspended joins created during learning was 15.1 and the average number of learning trials was 112.2.
Once the goal was moved, the successful agents were trained again (retaining the networks they developed for the first goal). On testing, the average number of moves required to reach the second goal was 3.5, using an average of 18.2 unsuspended joins. The average number of learning trials for the second goal was 76.0. In summary, the second goal was learned more quickly and using only a few more additional joins than were required to achieve the first goal.
IX. DISCUSSION
TRACA's predictive performance has been compared over six tasks using a single set of parameters. Apart from Monk 2, TRACA's predictive accuracy is no more than 4.9 percent below the best performance, and is often well above the performance of a number of other learning algorithms. It appears that the higher predictive accuracy of Neural Networks is achieved at the cost of many more training examples. For example, in the Monk 3 task, Cascade Correlation using Quickprop required 259 epochs, while TRACA's result was achieved within 40 epochs.
The small number of joins (relative to the large number of possible combinations) created by TRACA is also encouraging. The high accuracy of TRACA in many cases with zero, or small numbers of, joins is consistent with the analysis by Holte [17] , who determined that many common machine learning tasks require very few rules to achieve good performance. The Monk tasks were among those which clearly required joins for successful solution.
The relative simplicity of TRACA and minimal intervention of the experimenter is important for the intended application of TRACA to, as much as possible, learn autonomously and be able to solve a diversity of problems. TRACA avoids the common requirement of Neural networks for a high level of expertise by the experimenter [24] . The fixed set of parameters consistently achieved over 90 percent on a wide range of problems. This ease of use is aided by the fact that the size and topology of TRACA's solution network is determined entirely during learning. While Cascade Correlation also allows for the automatic addition of new nodes as required, due to its batch training requirement, it is unsuitable for the on-line learning environments TRACA is intended for [lo] , [19] .
TRACA's quick training times are most likely due to the relative independence of nodes within TRACA's network.
As suggested by the experiments on the 4x4 grid problem, this may allow TRACA to avoid problems inherent in Backpropagation neural networks such as catastrophic forgetting and interference (which results in long learning times) [9] ,
