In § 1 we give definitions and some results concerning ^-analytic rings and their associated analytic set germs. In § 2 we apply the concept of saturation as defined in [18] . In particular, we show that under certain conditions-which can be met in our frameworkthe saturation of a &-analytic ring is defined and is again A -analytic. In § 3 we show the topological relation between the analytic set germs associated with a ^-analytic ring and its saturation, respectively. This generalizes the results of a paper by A. Seidenberg [17] . There the same theory is developed in the case Jc = C. In the last section we get some partial results of showing that the multiplicity of a ^-analytic ring and its saturation are the same. However, some restrictive conditions have to be put on the ring.
Concepts and notations not defined explicitly follow those used by Zariski and Samuel [20] and [21] .
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1* Preliminaries* If k is a field with a nontrivial complete valuation, then k[[X lf --, X n ]
] denotes the ring of formal power series over k in n variables, k[{X X ' , XJ] denotes the subring consisting of all convergent power series, see [1] p. 7 . By an analytic ring over k we mean a fc-algebra which is the fc-homomorphic image of some convergent power series ring with coefficients in k. A local ring A is called /^-analytic if it contains a subring B such that B is an analytic ring over k and A is a finite 5-module. If k is alge-272 ULRICH DAEPP braically closed-as will mostly be the case in this paper-then a ring A is /c-analytic if and only if it is an analytic ring over k, Corollary 1.5, p. 30 of [2] , We will need the following, later on: We denote by V an analytic set germ at the origin of fc\ Two germs V λ and V 2 are topologically equivalent if there are representatives (Fi, U x ) and (F«, Z7 2 ) and continuous maps φ: V 1 --> V* and ψ: V 2 -+ V x such that ψφ and φφ are the identity maps on V 1 and V 2 respectively. If in addition φ and ψ extend to the open sets U t and U 2 respectively and are analytic on them then V ± and V 2 are said to be analytically equivalent. For more details compare [7] , where these concepts are developed in the case k ~ C.
If The proof is left to the reader.
The following well known result and its corollary give some information about the dimension of the ambient space of an analytic set germ associated with a given analytic ring over k. LEMMA 2. Strongly separating systems of parameters* In this section we will show that a saturation in the sense of Zariski [18] pp. 961-693 of a ^-analytic ring can be constructed. However, certain conditions which will be specified later have to be satisfied. Also, we will have to choose a suitable field K with respect to which to define the saturation. The saturated ring is then again ^-analytic.
We will need the following lemma: LEMMA 
, ^d}][^] such that Ply,) = 0 for 1 ^ i ^ m and which are separable considered as polynomials over the field
An analytic ring over k which has a strongly separating system of parameters is called strongly separable. LEMMA 
Let k be an algebraically closed, complete and nontrivially valued field. Let A be a reduced and equidimensional k-analytic ring and Φ(A) ^ίΊφ φFs its total ring of quotients. e t denotes the unit of Fi in Φ(A). If x l9
, x d is a strongly separating system of parameters of A then Fi is a finite algebraic and separable extension of 6jk ({x l9 ,
Proof We first consider the case where A is a domain. We have then the following commutative diagram where all maps are the obvious inclusions. 
, a + p β ) = ε^2(α). Our next goal is to show that all fc-analytic rings are strongly separable. LEMMA The central Lemma 2.4 can also be obtained using some theorems of Scheja and Storch, [16] , instead. On the other hand, our Lemmas 2.3 and 2.4 show that their seemingly weaker definition of separability and our strong separability are equivalent for the considered type of rings. Therefore, their result 4.2 in [16] follows from our Theorem 2.5.
The following example serves two purposes. First, it shows that not every system of parameters is strongly separating. Second, it makes apparent that separating with respect to a prime, as used in [16] , and strongly separating are different requirements for a system of parameters. Set P = (X{ -X 2 )R, Q = (X* -X 2 )R and I = P Π Q. The example we want to consider is A = k[{X u X 2 }]/I. Setting p = P/I and <? = Q/I we have Ass^(O) -{p, g}. Clearly A is a reduced ^-analytic ring, equidimensional of dimension 1. We denote by x x and x 2 the images of X ± and X 2 respectively under the natural projection. An easy check shows that x x is a strongly separating parameter. x 2 on the other hand projects to a separating parameter in A/p but to a nonseparating one in A/q.
We come now to the main result of this section. We will use the notation of saturation as in [ Proof. The proof of Theorem 2.5 shows that Zariski's condition (d) implies that the system of parameters is strongly separating. 3* Topological equivalence* As we just have shown the saturation of a /^-analytic ring is again ^-analytic, provided one takes a strongly separating system of parameters. As explained in § 1, one can associate analytic set germs with both rings. The purpose of this section is to show that these germs are topologically equivalent. We now state two lemmas which are well known in the complex case. We will point out at the end of this section why the usual short proofs will not work in this case (see Theorem 3.6). A proof can be found in [10] , pp. 102-104. Kneser proved the lemma there only for k = C. But the reader checks easily that the proof works for any algebraically closed and valued field. 
Suppose we have two analytic rings over k, A and A', Aζ=
c \ < ε after appropriate enumeration of the roots of f 2 .
This follows from the lemma above. A detailed proof is in [4] , pp. 33/34.
We are now equipped to prove the following theorem. Proof. If char(ά) = 0 then k = C and the theorem is identical to Theorem 9 of [17] , p. 429. Hence we assume throughout the proof that char(fc) > 0.
Let P u , P s be the minimal primes of A!. Since A! is reduced Pi Π Π P s = (0) is an irredundant primary decomposition. Let p. = P^A, then (0) = p x n Γ)p s . Suppose we could leave out one of the primes, say p x . Then p{^p 2 C\ * dp $ and we have p λ 2 Pi for some i, 2 ^ i <> s f say ^ 2 ^ By the going up theorem, [3] , 5.11, p. 62, there is a prime Q in A' such that P 2 QQ and Q Π A = p t . Since the extension is radicial we have Q = P 1 and hence P 2 £ P ι which is a contradiction. This shows that p u "-,p s are exactly the minimal primes of A and A is therefore also reduced. We have shows that the particular representation of the ring does not matter and therefore finishes up the proof. Lemma 3.2 and the part in the proof to Theorem 3.4 which establishes the continuity of the map can be proven much more easily in the case when k = C. The shorter proofs are based on the fact that every bounded sequence in C has a convergent subsequence. The following theorem shows that we do not have this fact available in our situation and that we can therefore not hope to adapt the usual proofs.
Recall that a space is called sequentially compact if and only if every sequence has a convergent subsequence. Proof. Since A a is metric it is paracompact; see [5] , p. 186, Theorem 5.3. By [9] , p. 162, E), part (d), A a is sequentially compact if and only if -it is countably compact. The latter is the case if and only if A a is compact, [5] , p. 230, Corollary 3.4. Now suppose A a is sequentially compact and hence compact. Then k is locally compact, since addition is continuous. Since char(&) > 0 the valuation is nonarchimedean and from Theorem 1 of [14] , p. 245, it follows that the valuation is discrete, that is \k -{0}| is a cyclic subgroup of the positive real numbers. Say \x\ is a generator of this group. We can assume that | CG| > 1. It is easy to see that \x\ = min{|τ/| > l|τ/e&}. Since k is algebraically closed there is a e k such that α 2 = x and therefore 1 < | a | < | x |. This contradiction shows that A a cannot be sequentially compact. 4* Multiplicities* Another necessary condition for equisingularity, an algebraic one, is that the local rings have the same multiplicity. This requirement is discussed in this section. It is not known to me if anything can be said about the multiplicity if the parameters do not generate a reduction of the maximal ideal. The same question was raised in [19] , p. 460 for the characteristic zero algebroid case. However, there are nontrivial cases to which the above theorem applies. To show this, is the purpose of the following example.
