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ABSTRACT
The regulation of the autonomic nervous system changes with the sleep stages causing variations in
the physiological variables. We exploit these changes with the aim of classifying the sleep stages in
awake or asleep using pulse oximeter signals. We applied a recurrent neural network to heart rate
and peripheral oxygen saturation signals to classify the sleep stage every 30 seconds. The network
architecture consists of two stacked layers of bidirectional gated recurrent units (GRUs) and a softmax
layer to classify the output. In this paper, we used 5000 patients from the Sleep Heart Health Study
dataset. 2500 patients were used to train the network, and two subsets of 1250 were used to validate
and test the trained models. In the test stage, the best result obtained was 90.13% accuracy, 94.13%
sensitivity, 80.26% specificity, 92.05% precision, and 84.68% negative predictive value. Further, the
Cohen’s Kappa coefficient was 0.74 and the average absolute error percentage to the actual sleep
time was 8.9%. The performance of the proposed network is comparable with the state-of-the-art
algorithms when they use much more informative signals (except those with EEG).
Keywords Automatic sleep staging · Pulse oximetry · Heart rate · Recurrent Neural Networks
1 Introduction
Sleep studies are important to evaluate sleep and sleep-related pathologies. The gold standard test for diagnosing sleep
disorders is a polysomnography study (PSG), during which several physiological signals are recorded simultaneously
in a specially conditioned sleep medical center. These recordings include signals as electroencephalography (EEG),
electrocardiography (ECG), electromiography (EMG), respiratory effort and oronasal airflow, peripheral oxygen
saturation (SpO2) and heart rate (HR), among others. The PSG study needs to be supervised by a technician and
its analysis requires a tedious manual scoring, usually done with the help of a software. For this reason, PSG is an
expensive and scarcely available study. Further, the patients frequently have trouble falling asleep, so the studies needs
to be repeated [1]. Also, scoring has been reported to suffer from high inter-professional variability [2].
Due to these disadvantages, many studies have been proposed with the aim of developing methods of diagnosis
alternatives to PSG. The use of screening methods for sleep disorders would reduce the need for PSG studies in cases
where it is not strictly necessary. Cardiac and respiratory sounds [3], electrocardiography (ECG) [4], nasal airway
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pressure [5], pulse oximeter [6, 7, 8] and combinations of various signals [9] have been proposed for screening sleep
pathologies. Pulse oximeter is an ideal choice for the screening due to its low cost, accessibility and simplicity [1].
One of the most prevalent sleep disorders diagnosed by PSG is obstructive sleep apnea/hypopnea syndrome
(OSAHS)[10]. OSAHS is characterized by repetitive upper airway obstructions producing partial or total reduc-
tion in the airflow. The most important index to evaluate OSAHS severity is the apnea/hypopnea index (AHI), which
represents the number of apnea/hypopnea events per hour of sleep.
Several studies attempt to estimate AHI from pulse oximeter signals [6, 7, 8]. AHI can be approximated by oxygen
desaturation index (ODI), which is estimated by counting the blood oxygen desaturations per hour of sleep. These
desaturations are related with apnea and hypopnea events. However, the aforementioned works do not take into
account whether the patient is sleep or not by using pulse oximeter signals. In some cases, the total sleep time (TST)
is approximated by the total recording study (TRT), resulting in an underestimation of the AHI [11]. Sabil et al.
mentioned the consequences of the overestimation of TST in home studies to diagnose sleep apnea, and how its
influence in the AHI can lead to underestimation of the index, resulting in underdiagnosis [12]. In other cases, TST is
estimated using the EEG, even when it would not be available in a real at-home sleep test.
The aforementioned drawbacks can be overcome by developing methods to estimate TST from signals obtained by
screening devices. Motivated by this, the aim of our work is to classify the sleep stage in awake (W) or asleep (S) using
signals from pulse oximeter, namely HR estimated from photoplethysmography (PPG) and SpO2. For this reason, this
work is related to the automatic sleep staging problem. In this field of application, the cutting edge of performance
is obtained from EEG [13]. Nevertheless, there are many researchers whose objective is to develop algorithms for
automatic sleep staging using more portable screening devices, which do not include EEG recordings.
The dynamic of HR variability changes with sleep stages [14, 15]. Based on this relationship, several works developed
algorithms to classify sleep stages from cardiac-related signals as ECG [16, 17, 18] and photoplethysmography (PPG)
from pulse oximeter [19, 20, 21]. The best performance so far is obtained by Beattie et al.[21], but in that work
the authors used a complementary accelerometer signal. Most of these works have used classical machine learning
approaches to classify the sleep stages. They extracted and selected several features from the signals, which are then
used as input of the classifier. Conversely, Malik et al. [18] have used convolutional neural networks. In our previous
work we also have used a classical method for classification [20]. But, unlike others works, we have used a large
database that allows to determine the generalization capability of the developed algorithms.
In this work, classification in awake/sleep will be done by applying recurrent neural networks (RNNs) to HR and SpO2
signals, with a very simple preprocessing step. The RNNs are able to process and classify the pulse oximeter signals
by taking advantage of the information about the entire sequence stored in the “state vectors” to learn the temporal
dependencies of the internal structure of the sleep [22]. In contrast to Malik et al. [18], we use a simpler network
architecture, but achieving a result that is comparable to the one of Beattie et al. [21] without using any complementary
signal.
The accurate estimation of TST using a pulse oximeter device would improve the detection and characterization of
OSAHS. In addition, awake/asleep classification may be useful for many other applications. For example, automatic
systems with the goal of detecting and preventing drowsy drivers from falling asleep are an active area of research.
Most of those systems use video cameras, to assess sleepiness by detection of physiological events related to fatigue and
drowsiness [23]. Due to its characteristics, our algorithm could provide complementary information on these systems.
Furthermore, daily life applications related with sleep measures from personal health monitoring devices are currently
under spotlight [24]. In summary, any critical work in which the sleepiness can cause accidents and material or human
losses can benefit from applications such as the one developed in this paper.
The principal contributions of our work are as follows:
• We present an RNN-based architecture to perform a classification, without using hand-engineered features or
any auxiliary signal. The RNN can be trained to learn the temporal dependencies of the sleep stages. Despite
using simple-to-acquire signals, the obtained performance is comparable to the state of the art.
• We assess architectures with different parameters and input signals in a large database in order to achieve
the optimal network to permit a fast screening of sleep staging. Further, the developed algorithm is useful to
be adapted for apnea screening methods and other applications like drowsy driver monitoring and wearable
devices for personal health monitoring.
The layout of the article is as follows. In section 2 we formally define and describe sleep stages, explaining how
heart-related signals are affected by them and how these changes can be shown by the pulse oximeter signals. Further,
we present and describe the used database. In section 3 we concisely explain the architecture of the designed network
and the principal concepts related to RNNs. In section 4 we show the results achieved with this algorithm and present
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all the parameter configurations needed to reproduce these results. Finally, we discuss the use of pulse oximeters to
diagnose sleep disorders in section 5 and compare our results with the state-of-the-art.
2 Materials
2.1 Sleep stages and oximetry signals
Typically, the quality of sleep is determined by sleep experts through PSG studies. In these studies, sleep is classified in
different sleep stages. In clinical practice, there are two available standards that represent a guideline for diagnosing
sleep disorders, the traditional Rechtschaffen and Kales (R&K) [25] and, since 2007, the more recently standard
published by the American Academy of Sleep Medicine (AASM) [26]. According to the R&K standard, the PSG
recordings are split in consecutive 30 seconds long segments and each segment is classified in wakefulness (W), two
stages of light sleep (N1 and N2), two of deep sleep (N3 and N4) and rapid eye movement sleep (REM), which are
differentiated on the basis of characteristic waveforms that can be found in EEG, EMG and EOG [25, 14]. The AASM
modifies the R&K rules with the aim of increasing the inter-rater reliability of sleep staging, unifying N3 and N4 in a
single stage, called simply N3 or slow wave sleep. In this work, all the stages corresponding to asleep, namely N1, N2,
N3 and REM, are considered as a single category.
As mentioned above, several papers have studied the relationship between different sleep stages and HR [14, 15]. The
most common methods for estimating HR are based on ECG [27]. Nevertheless, there is a relevant interest in developing
methods to estimate HR from PPG obtained by pulse oximeter as it is a low cost, simple and portable technology [28].
Pulse oximeter is a medical device that consist of a light source and a photodetector. This device is used to indirectly
screen SpO2 and detect blood volume changes. Oximetry signals result from light interaction with biological tissues
and several variables of clinical interest can be estimated from it [29].
The pulse oximeters provide two signals that are used in this work, namely SpO2 and HR estimation from the pulsatile
component of PPG, which is synchronized to each heartbeat. SpO2 is estimated using two light sources (red and
infrared) that shows absorption differences due to hemoglobin presence [30]. Usually, the algorithms to estimate HR
consist of digital filters and zero crossing detectors, especially in commercial devices [29]. Nonetheless, there are many
studies with the aim of developing robust algorithms that are not affected by movement artifacts [28].
As previously stated, oximetry signals have a relationship with sleep stages. The regulation of autonomic nervous
system changes with sleep stages causing variations in many physiological variables. The reduced metabolism during
sleep is reflected in a decrease in HR, blood pressure, and respiratory rate. The average HR drops gradually as the sleep
stage goes deeper. Instead, REM stage presents greater variability in the HR and a slightly increase in its average [14].
The connection between the SpO2 signal and the sleep is more complex. The apnea events produce a slow decay of
oxygen saturation levels and a subsequent fast recovery. Many times these recoveries are associated with an awakening
event. These changes of dynamics in heart rate signals and SpO2 allows us to get information about the sleep stage.
2.2 Sleep Heart Health Study dataset
In this work we use signals from the Sleep Heart Health Study (SHHS) dataset, which was designed to investigate the
cardiovascular consequences of OSAHS and other sleep-disordered breathing. Two sets of home PSG records (SHHS 1
and SHHS 2) were obtained from the participants included in the admission criteria. SHHS 1 and 2 have been recorded
with a difference of several years in order to study the evolution of the disease in the patients. These database contains
several signals corresponding to PSG study acquired automatically at patient’s home with supervision of specialized
technicians [31].
The PSG records were processed with a software providing estimations of AHI, arousals, sleep stages, oxygen
desaturation events, among others. Then, these outcomes were manually corrected by specialists. Full details about
database and signal analysis protocol can be found in [31, 32]. In table 1 from Casal et al. [20] can be seen a summary
of the principal features of the database related to this work. Further, the average TST is 587.7± 107.6.
We used SpO2 and HR signals, obtained by means of a pulse oximeter, from 5000 randomly selected patients from
SHHS 1. The SpO2 has a sampling rate of 1 Hz, resolution of 1% and accuracy of ±2% in the range of 70% to 100%.
Its performance significantly decreases for values below this range. The HR signal has a sampling rate of 1 Hz and a
precision of 3 beats per minute. There is an additional quality status signal that provides information about the sensor
connection status. This complementary signal consist of two states corresponding to good/defective connection. A good
connection is one in which the sensor is correctly in contact with the patient’s skin, being able to register the signal with
sufficient quality to later be processed.
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Figure 1: An overview of the best architecture consisting of two stacked layers of bidirectional GRU and a softmax
layer to classify the outputs of the GRUs.
It is worth clarifying that in this work we only use SHHS 1 to avoid having repeated subjects for the design of the
network.
3 Methods
This paper proposes a deep learning model based on RNN to automatically classify the sleep stage in awake or asleep.
We evaluated different architectures of a particular type of RNN called gated recurrent unit (GRU) [33], which is a
simplified variant of long short-term memories (LSTM) [34]. The network architecture consists of two stacked layers
of bidirectional GRU. The input data to the network have a simple preprocessing. Due to bidirectionality, the model is
able to exploit both past and future information [35]. The outputs of GRUs are classified with a softmax layer. This
neural network predict sleep stages for each input. Namely, the length of the input and outputs to the GRU are the same.
Then, we performed a majority vote to adapt the classification to the AASM standard. An overview of the best network
architecture is shown in figure 1.
The algorithm was implemented using Python 3 and Pytorch frameworks and the experiments were run on a cluster of
high-performance computing nodes and in a personal computer.
3.1 Preprocessing
The used dataset was randomly split in three subsets: 2500 subjects were selected to train the network, and two subsets
of 1250 each were used to validate and test the trained models [36, 37].
As we stated before, pulse oximeter used in SHHS dataset provides a complementary quality signal. SpO2 and HR
were masked using this status signal, removing invalid data when the connection conditions were inadequate. Then, we
linearly interpolated between the previous and posterior confident data.
The signals were standardized before being used as input to the GRU. To standardize the input data to have zero mean
and unit variance, the global mean and standard deviation were obtained using the train dataset and these values were
used for all subsets: train, validation and test. The class imbalance for these subsets are 71.6%, 71.8% and 71.5%,
respectively.
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3.2 Recurrent neural networks: LSTM and GRU
RNNs are a family of neural networks very useful for processing sequential data. In RNNs, sequences are processed
one element at a time, storing in an “internal state” the information about all the history of the input. This persistence of
information is achieved by internal loops (recurrent connections) that feedback the output [22]. The classical RNNs are
very difficult to train because the backpropagated gradients grow exponentially or vanish [38].
LSTM are networks especially designed to overcome the vanishing gradients, using a persistent internal state that can
be modified by structures called gates [34]. For time step t and cell i, the follow equations are performed:
f
(t)
i = σ(Wf,i · [h(t−1)i ,x(t)] + bf,i),
g
(t)
i = σ(Wg,i · [h(t−1)i ,x(t)] + bg,i),
s˜
(t)
i = tanh(Ws,i · [h(t−1)i ,x(t)] + bs,i),
s
(t)
i = f
(t)
i s
(t−1)
i + g
(t)
i s˜
(t)
i ,
o
(t)
i = σ(Wo,i · [h(t−1)i ,x(t)] + bo,i),
h
(t)
i = o
(t)
i tanh(s
(t)
i )
(1)
where f (t)i , g
(t)
i and o
(t)
i are the forget, input and output gates, respectively, s
(t)
i is the internal state, and h
(t)
i is the
output of the i-th LSTM cell. W(·),i and b(·),i are weights and bias, and σ represents a sigmoid function [37]. The
input to the network is represented by x.
The new internal state s(t)i depends on the last internal state (memory) and a “filtered” version of the last and the current
inputs (update), controlled by forget and input gates. The output h(t)i is a “filtered” version of the internal state, but
multiplied by the output gate.
GRU is a simpler variation of LSTM that has become very popular [33]. The main difference with LSTM is that a single
gate, called “update” gate, controls the forget and input of the internal state. The update equations are the following:
u
(t)
i = σ(Wu,i · [h(t−1)i ,x(t)] + bu,i),
r
(t)
i = σ(Wr,i · [h(t−1)i ,x(t)] + br,i),
h˜
(t)
i = tanh(W · [r(t)i h(t−1)i ,x(t)] + bs,i),
h
(t)
i = (1− u(t)i )h(t−1)i + u(t)i h˜(t)i
(2)
where u stands for “update” gate and r for “reset” gate. The update gate decides whether to copy (at one extreme of the
sigmoid) or ignore (at the other extreme) the last state vector h(t−1)i by replacing with the new candidate of state vector
h˜
(t)
i . The reset gate controls which parts of the current state are used to compute the next state [37]. The input to the
GRU is represented by x. The input shape, both to the LTSM and GRU, is a matrix which dimensions are sequence
length, number of signals per batch and input size. In our work the input size is 2, where the elements are HR and SpO2.
In this work, we prefered to use GRU instead of LSTM, since they have less memory usage.
As it was presented until now, the RNN have a causal behavior, because the internal state stores only information
from the past and present inputs. In sleep staging applications, we prefer that the classification depends on the entire
input sequence. Having information from the past and the future allows a better understanding of the context and can
eliminate ambiguities. Schuster and Paliwal [35] create a bidirectional RNN combining two RNN, one that moves
forward through time and other that moves backward.
Hereby, we evaluated bidirectional GRUs varying the number of cell units to achieve the best performance. The state
vector h(t)i of each GRU was reinitialized to zeros at the beginning of each patient data. In this way, we avoid the spread
of information from one patient to another.
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3.3 Softmax layer
The GRU are responsible for learning the rules of transition and the temporal dynamics of the sequence. Then, a softmax
layer is used to classify each time step in two classes: awake and asleep. We apply a non-linear transformation by:
y = relu(Wx+ b) (3)
where W and b are the weights and bias, respectively, and x is the input to this layer (that is, the output of the second
bidirectional GRU). We use a rectified linear unit activation (i.e., relu(x) = max(0, x)). This output vector y is mapped
to a class probability with a softmax function. The used loss function and optimization algorithm are cross-entropy and
mini-batch gradient-based optimization of stochastic objective functions called Adam [39], respectively.
3.4 Classification resolution
The designed algorithm yields a classification on a per second basis. This resolution is much higher than the one
required by the AASM, which recommends labeling the sleep states every 30 seconds. In order to adapt our algorithm
to this standard, a majority vote within segments of 30 seconds was conducted. The reported results correspond to this
vote. Further, the targets with the sleep stage labels necessary to train the network have this “resolution”.
4 Results
We conducted several experiments to evaluate the network performance and the influence of its parameters. We describe
the used performance measures and the selected optimizer. Then, we explain the training and testing stages of the
network.
4.1 Performance measures
We compute several common statistics to evaluate the performance of the model: accuracy, sensitivity, specificity,
precision, negative predictive value, and Cohen’s Kappa coefficient [40]. These measures were calculated individually
for each patient and the averaged values are reported in table 1. In this work, we take the awake stage as a positive class.
Further, we obtain two error measures for estimated TST. The average absolute error is defined as
E1 =
1
N
N∑
i=1
|TSTi − TSˆTi| (4)
where N is the total number of patients and TSˆTi is the estimation of total sleep time, obtained by counting the
segments classified as asleep. Similarly, the average absolute error percentage was calculated. It is defined as
E2 =
1
N
N∑
i=1
|TSTi − TSˆTi|
TSTi
· 100. (5)
4.2 Network and optimizer parameters
In order to evaluate the best hidden layer sizes in bidirectional GRUs we trained several models varying the number of
cell units, taking the values 64, 128, and 256. We trained models with preprocessed inputs. Two different alternatives
were proposed as inputs: using only HR and using both HR and SpO2. We tested all combinations of these parameters.
The parameters to Adam optimizer are learning rate α, the exponential decay rate for the first moment estimates β1, and
the exponential decay rate for the second-moment estimates β2 and they were set to 10−4, 0.9 and 0.99 respectively.
The mini-batch size was set to 2 due to memory restrictions of the GPU used for the training.
In this application, the inputs are variable-sized sequences. RNN networks support input data with varying sequence
lengths, but all the sequences in a mini-batch must be the same length to be packed. Therefore, we padded the
sequences so that all the sequences in a mini-batch have the same length as the longest sequence in the mini-batch.
To reduce the amount of padding, the input data was sorted by recording length [37]. That is, the patients with
similar-length recordings were grouped in the same batch. This effect is shown in Figure 2. Logically, the network
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Figure 2: Sorting the data by length avoid an excessive amount of padding, allowing faster data processing.
outputs corresponding to padded elements were not taking into account to calculate the loss function. The average
length of the used data is 30432± 2175, while the maximum and minimum are 35970 and 10800 respectively.
4.3 Network training
We trained and selected the best model using the train and validation dataset. To do this, we adjusted the GRU weights
iteratively using the training dataset in order to minimize the cross-entropy loss. After each epoch, the model was
evaluated using the validation dataset. The number of epochs for the training was set to 100. We used early stopping,
selecting the model that had the best accuracy performance in the validation set. Figure 3 shows the training process
in one of the performed experiments and the selected model. In all the other experiments, the training had the same
behavior. Then, the performance of the obtained optimum-model was evaluated in the test dataset [36, 37].
We also evaluated the use of E1 error as a cost function to optimize the network, since it is the most important measure
for this application. However, the results obtained were not satisfactory.
4.4 Performance in test dataset
We evaluated the performance in an unseen test dataset of 1250 patients. We have reported measures that are not affected
by the imbalance between awake/asleep states, allowing to measure the model performance for each class: sensitivity,
specificity, precision and negative predictive value [41]. We have also calculated the Cohen’s Kappa coefficient to
measure inter-rater agreement between the predictions made by the algorithms and the ground-truth. Further, we have
calculated the errors E1 and E2 to have a measure of error related to the application for which this work was intended.
Table 11 shows the performances measures for train, validation and test datasets for all the tested networks. The
performance improves slightly adding SpO2 as input. The best result based on accuracy, loss function and Cohen’s
Kappa κ coefficient is obtained using HR and SpO2 and 2 stacked layers of GRU with 256 hidden units. Taking into
account these performance measures, the results improve with the size of the hidden layer, as well as the overfitting risk.
Given that the network becomes bigger when the hidden layer size increases, and since we are also working with
very long sequences (an 8-hour record has 28800 samples), the training also gets computationally very expensive. A
trade-off exists between performance, the hidden layer size and the computational costs.
We performed a Friedman’s test to assess if the results of the networks have significant differences. The p-value was
1.55 × 10−131. This value suggests that at least one result is significantly different than others. Then, a multiple
1Abbreviations in Table 1 and 2: Acc for accuracy, Se for sensitivity, Sp for specificity, Prec for precision, NPV for negative
predictive value, κ for Cohen’s Kappa coefficient, E1 for average absolute error, and E2 for average absolute error percentage.
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Figure 3: GRU network training (256 hidden units) and model selection. Input: HR and SpO2. The dashed (blue) and
the solid (red) lines are the performances in train and validation dataset, respectively. The performances measures for
this model are 90.13% accuracy, 94.13% sensitivity, and 80.26% specificity.
0 4 8 0 4 8
Figure 4: An example of the best and average performing hypnograms using the network. The graphs on the left show
the hypnogram obtained from the PSG (above) and the hypnogram obtained from the classifier (below) of the patient
with the best relative error (E2 = 0.2%). The graphs of the right show the hypnograms corresponding to a patient with
an approximate average error (E2 = 7.8%). The average absolute error E1 was 1 and 25 minutes, respectively.
comparisons test was done to assess which pairs of results are significantly different. As a result of this test, it was
obtained that the network that achieve the best result (HR and SpO2 with 256 hidden units) was significantly different
from the others.
Figure 4 shows hypnograms for two of the participants in the database which have the best and approximate average
error.
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Table 1: Performance of the networks in train, validation and test datasets.
Inputs Network Dataset Acc Se Sp Prec NPV κ E1 E2
Train 94.31 96.82 85.74 94.76 91.35 0.8396 0.2193 3.88%
HR and SpO2 2 GRU-(256) Validation 90.36 94.60 79.61 91.89 85.53 0.7414 0.4913 9.30%
Test 90.13 94.13 80.26 92.05 84.68 0.7400 0.4842 8.90%
Train 92.56 94.29 86.36 94.80 85.38 0.7975 0.2687 4.83%
HR and SpO2 2 GRU-(128) Validation 89.77 92.49 82.75 92.85 81.66 0.7339 0.4828 8.97%
Test 89.69 92.53 82.58 92.78 81.58 0.7325 0.4745 8.62%
Train 91.04 93.43 84.54 93.68 82.49 0.7607 0.3536 6.33%
HR and SpO2 2 GRU-(64) Validation 89.73 92.65 82.78 92.74 81.14 0.7321 0.4692 8.70%
Test 89.59 92.45 83.12 92.78 80.48 0.7306 0.4559 8.28%
Train 88.93 92.02 80.91 92.16 79.55 0.7098 0.4561 8.43%
HR 2 GRU-(256) Validation 88.16 91.75 79.43 91.52 78.78 0.6911 0.5231 9.85%
Test 87.99 91.30 79.99 91.62 78.41 0.6905 0.5360 9.68%
Train 90.67 95.13 78.76 91.76 85.60 0.7446 0.3989 7.42%
HR 2 GRU-(128) Validation 89.20 94.52 76.51 90.58 83.60 0.7101 0.5078 9.99%
Test 89.09 94.23 76.84 90.69 83.57 0.7102 0.5220 9.08%
Train 89.04 93.69 77.34 91.01 82.13 0.7064 0.4816 9.18%
HR 2 GRU-(64) Validation 88.44 93.54 76.01 90.41 81.61 0.6908 0.5253 10.26%
Test 88.17 93.00 76.58 90.55 80.99 0.6882 0.5483 10.12%
5 Discussion
We developed a neural network based on bidirectional-GRUs to classify the sleep stage using signals provided by a
pulse oximeter. The used inputs of the classifier were the raw signals, not hand-engineering extracted features as in
classical machine learning approaches. Observing the obtained results, it can be seen that the incorporation of the
SpO2 signal produces a minor improvement in performance comparing to using only HR. SpO2 signal can be useful
for disambiguating confusing situations. For example, fast recoveries of the oxygen saturation after an apnea/hiponea
event are usually associated with awakening events. Furthermore, decay of SpO2 associated with apnea events can only
appear during sleep.
The pulse oximeters present a great variability between different devices. Prior knowledge of the device plays a
fundamental role in the interpretability of the results [42]. Despite this, many researches have achieved very good
results using these signals with appropriate processing and it is becoming an important part of mobile and wearable
devices.
The state-of-the-art results of automatic sleep staging are obtained using mostly EEG signals, but sometimes comple-
mentary information is extracted from other signals such as EOG, EMG and others. The regulation of HR contains
information correlated with the sleep staging, but its interpretation is quite difficult. Further, the HR estimated by
pulse oximetry has low temporal and frequencial resolution and it is strongly affected by motion artifacts. Despite this,
through the use of information of history of the sequence, the designed network is able to achieve remarkable results.
This simple model achieves results comparable with works that use more informative signals.
We compare our results with several previous works that performed automatic sleep classification. Since other signals
are normally used in these works, comparisons can not be made directly. Furthermore, different databases and number
of classes are used. In cases where it was necessary, the different sleep stages were considered as unique for comparative
purposes. However, we will report which works discriminated sleep stages in more detail.
PPG signals and accelerometer were used in [21]. The authors considered 4 sleep stages and tested the methods
developed in 60 normal sleepers subjects. In comparison with their work, we use only the HR calculated from the PPG,
while they used the full PPG signal. Further, they have additional information from accelerometers. In spite of this,
it can be seen that our algorithm obtains similar performance than their work for classification in asleep and awake.
The performances obtained in [21] were 90.6%, 69.3% and 94.6% for accuracy, sensitivity and specificity, respectively.
Although the accuracy and sensitivity obtained are very similar to those reported for our method, the specificity is
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Table 2: Comparison with the literature.
Method Signal Classes Patients Epoch time Acc Se Sp Prec NPV
Our work HR and SpO2 2 2500 (train) 30 s 94.31 96.82 85.74 94.76 91.35
(256-biGRUs) 2 1250 (val) 30 s 90.36 94.60 79.61 91.89 85.53
2 1250 (test) 30 s 90.13 94.13 80.26 92.05 84.68
Beattie et al. [21] PPG + acc 4 60 30 s 90.6 69.3 94.6 70.5 94.3
ECG (CGMH-val) 2 27 30 s 83.1 52.4 89.4 50.5 90.1
Malik et al. [18] ECG (DREAMS) 2 20 30 s 81.4 53.1 87.1 45.2 90.2
ECG (UCDSADB) 2 25 30 s 73.7 43.4 81.9 39.2 84.3
PPG (CGMH-val) 2 27 30 s 84.2 53.6 90.9 53.6 90.1
PPG 2 10 30 s 76.8 76.0 77.0 41.2 93.8
Uçar et al. [19] HRV 2 10 30 s 72.4 74.0 72.0 35.9 92.9
PPG + HRV 2 10 30 s 76.7 80.0 76.0 41.4 94.7
Adnane et al. [16] ECG 2 18 30 s 80.0 69.1 84.5 64.5 87
Casal et al. [20] HR 2 4500 30 s 73.7.9 80.9 54.6 48.6 84.65
significantly better in our work. Because the databases are unbalanced, it is important to observe the measures of
specificity and sensitivity to be sure that the classification is not biased towards the majority class.
PPG and HRV from PPG were used in [19] for awake/sleep classification using 10 patients. In their work, the
performance obtained were 76%, 74% and 80% for accuracy, sensitivity and specificity, respectively.
ECG signals were used in [16] to classify the sleep stage in awake or asleep. The used database comprises 18 patients.
The performance values obtained were 80%, 69.1% and 84.5% for accuracy, sensitivity and specificity, respectively.
ECG signals were also used in [17], but in that work the sleep stages were classified in awake, REM and non-REM.
Two different databases were used corresponding to 28 patients in total. They reported discriminated performances for
healthy subjects and patients. The accuracies for healthy subjects were 87.11% and 77.02% for the first and second
database, respectively. For patients, the accuracies were 78.08% and 76.79%. Notice that, the performance measures
reported in their work are not the same as ours.
In our previous work [20], we extracted features from HR which were related to entropy and complexity measures,
frequency domain and time-scale domain methods, and classical statistics. The best results were obtained by forward
feature selection with SVM, in order to increase classification performance while reducing the feature space dimension.
For the 30-s length windows, performances achieved were 73.7%, 54.6% and 80.9% of accuracy, sensitivity and
specificity, respectively.
Finally, in [18], Malik et al. used the instantaneous heart rate (IHR) series obtained from ECG to classify wake/sleep
status. They considered three different databases for validation, obtaining similar performances in all of them. In
their private database, the accuracy, sensitivity and specificity were 83.1%, 52.4%, 89.4%, respectively. Further, they
calculated the IHR from PPG and obtained similar performances. The architecture implemented in that work consist of
five convolutional blocks, each one composed by two convolutional network. These blocks extract the features from the
inputs. Then, these features are classified with a fully-connected network. In summary, the network have 12 layers
considering both convolutional and fully-connected layers.
Table 2 summarizes these results for similar works. The PPG results from Malik et al. [18] reported in this table
correspond to training and testing using PPG. The authors performed several experiments to evaluate the transfer
proficiency of the model among different monitoring devices that are not presented in the table. More related results
can be found in [17].
Due to the heterogeneity of the data and the experiments, it is not a simple task to compare the performances in the
classification of sleep stages. Despite this, it can be said that the results obtained in this work are similar to those
obtained using signals that are much informative and reliable, but also more difficult and expensive to be registered.
Further, the size of the database used here is larger than those used in other works, reducing the risk of overfitting. A
larger database allows to obtain a better generalization capability, especially with complex classifiers [37].
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6 Conclusions
In this study, we designed an GRU-based model to classify the sleep stage in awake or asleep using HR and SpO2 signals.
It has been shown that relatively simple architectures can achieve good results in this field and that the information
of HR is very useful to detect sleep. The SpO2 allows a slight improvement in performance. As far as we know, the
proposed network outperforms the state-of-the-art algorithms that used signals that are harder to acquire (except those
with EEG). We have addressed a limitation of all apnea diagnosis methods based only on desaturation with a relative
simple RNN. Further, the network can be easily adapted to other applications like drowsy driver monitoring, wearable
devices for personal health monitoring, among others. The database used by us is much bigger than the ones used in
related works. As future work, we will use these networks with other algorithms to detect apnea/hypopnea events with
the aim of OSAHS diagnosis.
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