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Causal ordering of key events in the cell cycle is essential for proper functioning of an organism.
Yet, it remains a mystery how a specific temporal program of events is maintained despite ineluctable
stochasticity in the biochemical dynamics which dictate timing of cellular events. We propose that
if a change of cell fate is triggered by the time-integral of the underlying stochastic biochemical
signal, rather than the original signal, then a dramatic improvement in temporal specificity results.
Exact analytical results for stochastic models of hourglass-timers and pendulum-clocks, two impor-
tant paradigms for biological timekeeping, elucidate how temporal specificity is achieved through
time-integration. En route, we introduce a natural representation for time-integrals of stochastic
processes, provide an analytical prescription for evaluating corresponding first-passage-time dis-
tributions, and uncover a mechanism by which a population of identical cells can spontaneously
bifurcate into subpopulations of early and late responders, depending on hierarchy of timescales in
the dynamics. Moreover, our approach reveals how time-integration of stochastic signals may be
realized biochemically, through a simple chemical reaction scheme.
Biological clocks are ubiquitous in nature. They govern
temporal aspects of biological rhythms and irreversible
cell-fate changes [1–4]. Well known examples include cir-
cadian rhythms and cell-division. Typically, these clocks
are regulated by biochemicals, whose copy number dy-
namics dictate when the corresponding biological events
occur [1–6]. Characteristic timescales of biological clocks
vary over an extraordinarily broad dynamic range (from
order of seconds to hundred years) [1–4]. However, there
are unifying themes, which transcend system-specific de-
tails, in mechanistic aspects of how these clocks function.
Using them, chronobiologists have identified two impor-
tant mechanistic schemes for biological timekeeping [1, 2]:
(1) the hourglass timer (see Fig. 1A) and (2) the pendu-
lum clock (see Fig. 1B).
It is well appreciated that key biochemical processes
are inherently stochastic, causing significant cell to cell
variability in their copy numbers, even in a popula-
tion of isogenic, identically prepared cells. Their ef-
fects on molecular, organismal and population level dy-
namics have been explored in detail, both experimen-
tally and theoretically [7–16]. However, corresponding
stochasticity in the timing of key cellular events, whose
statistics are governed by fluctuating copy numbers, has
not received comparable attention [5]. In part, this is
due to experimental challenges in obtaining high qual-
ity time-series data which are amenable to analysis for
timing noise: this requires in vivo measurements at the
individual-cell level. Increasingly, this challenge is being
overcome through rapid development of live single-cell
imaging technologies [17–22].
An outstanding question in the context of stochastic
biological timekeeping is how specific time ordering of
key cellular events is achieved, given that underlying bio-
chemical processes rely on noisy regulators with fluctu-
ating outputs. For example, DNA replication inevitably
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precedes cell division despite cell to cell variability in key
determinants of both processes [23]. Important changes
in cell fates are often triggered by thresholded events,
i.e., upon the attainment of a critical value of a rele-
vant cellular dynamical variable (e.g., copy number of
a protein) [1, 2, 4]. Since the governing variable itself
fluctuates, there is corresponding variability in the times
when the same change occurs in each cell of a popula-
tion. Thus there is a distribution of “first passage” times
(FPT), namely, times when the stochastic variable first
passes the threshold value in different cells or ensemble
members [5, 24]. The question is how temporal speci-
ficity, i.e., a tight distribution of these crossing times,
is achieved despite underlying stochasticity in governing
biochemical processes.
In this work we address this issue and show that if
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FIG. 1. Paradigms of biological timekeeping. (A) The
hourglass timer: a cellular dynamical variable represent-
ing the biochemical timekeeper, q(t), increases (or decreases)
monotonically (beige curve); when it reaches a critical thresh-
old value, φ, at time, τ , it triggers the desired cell-fate change.
(B) The pendulum clock: the biochemical timekeeper, q(t),
oscillates periodically, and rhythmically triggers the event of
interest at a specific phase of the oscillation, corresponding
to a threshold level, q(t) = φ, after a time interval, τ , fol-
lowing the previous event. The orange curves show specific
stochastic realizations of q(t) (see accompanying text).
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2the time-integral of a stochastic biochemical signal is
thresholded, rather than the original signal, then a dra-
matic improvement in temporal specificity results, pro-
vided timescales are appropriately chosen (Figs. 2, 3
and 4D). By motivating a natural representation for the
time-integral of a stochastic process, we provide an ana-
lytical prescription for computing FPT distributions of
time-integrated signals. We apply this framework to
paradigmatic models of biological timekeeping, hourglass
timers (Fig. 3) and oscillator clocks (Fig. 4), and validate
our premise. Further, we show how time-integration of
stochastic signals can be realized biochemically, through
implementation of a simple chemical reaction scheme.
Moreover, these results reveal a mechanism by which
a population of identical cells can spontaneously bifur-
cate into subpopulations of early and late responders,
depending on hierarchy of timescales in the dynamics
(Fig. 4). We use these results to argue that biochemical
time-integration is an attractive prescription for achiev-
ing temporal specificity in biological systems.
Biological timekeeping via integral thresholding.
We denote the stochastic variable representing the biolog-
ical timekeeper by Q(t), its realization by q(t), its time-
dependent distribution by P (q, t), the threshold-value by
θ, the time of the first threshold crossing time by τ , and
its distribution, i.e., the first-passage-time (FPT) distri-
bution, by P(τ) (Fig. 2). The mean value, 〈Q(t)〉, is
an oscillating function of time for pendulum-clock mod-
els, and a monotonically increasing (or decreasing) func-
tion for hourglass-timer models (Fig. 1). The choice of
stochastic model for Q(t) will specify statistics of fluctu-
ations around the ensemble-averaged mean-value. Thus
the issue is that despite stochasticity in Q(t), one must
have a narrow FPT distribution, P(τ), to ensure tempo-
ral specificity.
We propose that if the stochastic time-integral,∫ t
dt′Q(t′), is thresholded, instead of Q(t), then false-
positives (undesired crossing events) and false-negatives
(missed crossing events) will be naturally eliminated
since the time-integral is always monotonically increasing
function of time for any stochastic model of Q(t) dynam-
ics. (See Fig. 2.) One will still have cell to cell vari-
ability in threshold crossing times, since Q’s dynamics
are stochastic, nevertheless temporal specificity will be
dramatically improved. To test our premise, we intro-
duce a framework to analytically compute the statistics
of
∫ t
dt′Q(t′), for any general stochastic model of Q(t)
dynamics, and also provide a prescription for computing
the first-passage-time statistics of the time-integral.
A natural representation for the time-integral
of a stochastic process. Evaluation of the statistics
of the time-integral of a general stochastic process, Q(t),
is a challenging proposition. However, we have found
a representation for the time-integral which provides a
straightforward and intuitive route to exactly evaluating
its time-dependent statistics.
To physically motivate the representation, we intro-
duce the “fictitious” stochastic variable, R(t), produced
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FIG. 2. Contrasting integral thresholding with the
standard scheme. (A) A stochastic realization of the copy
numbers of the biochemical timekeeper, q(t) (orange curve),
has undesired multiple crossing events and missed crossing
events (not shown), resulting in large variability in times when
the threshold is first crossed in different realizations. In con-
trast, the time integral of q(t), the gray curve in (B), is mono-
tonically increasing and crosses the corresponding threshold,
θ, precisely once. Evidently, fluctuations q(t) are suppressed
in
∫ t
dt′q(t′), thus the integral thresholding scheme signifi-
cantly reduces variability in threshold crossing times, τ , and
dramatically improves temporal specificity. (See accompany-
ing text.)
through the birth process Q → R + Q, with propen-
sity kr q(t), where kr is a rate constant; P (r, t) is the
probability of observing r R’s at time t. Thus the gen-
eral stochastic model (making no assumptions about the
stochastic model governing Q dynamics) consists of:
System-specific stochastic model for Q dynamics.
Q
kr−−→Q+R.
(1)
We now relate the statistics of the R variable to the
statistics of the time-integral,
∫ t
dt′Q(t′). First, consider
a simple limit of the problem: when q(t) is a (deter-
ministic) constant in time, say q0, R undergoes a sim-
ple birth process, and its distribution is Poisson with
mean value, λ(t) = krq0t. Next, consider a slight gener-
alization: when q(t) is a deterministic function of time,
P (r, t) is still Poisson distributed [10, 11]. However, its
mean-value, λ(t), becomes a functional of the determin-
istic function, q(t): λ[q(t)] = kr
∫ t
dt′q(t′).
For the fully stochastic case, when Q’s dynamics are
governed by a stochastic model, using the previous re-
sult, the distribution P (r, t) must be a superposition of
Poisson distributions, since the ensemble can be bro-
ken into subpopulations, which share the same stochas-
tic time-course, q(t), and have a corresponding Poisson
distribution of R. This distribution can therefore be rep-
resented as superposition of Poisson distributions with
a weighting probability density, ρ(λ, t), which accounts
for the frequency with which different trajectories, q(t),
arise in the stochastic model [10–12]. Thus, P (r, t) =∫
dλ ρ(λ, t) e−λλr/r!. P (r, t) and ρ(λ, t) uniquely deter-
mine each other, and this relation can be inverted to find
ρ(λ, t), given P (r, t) (which can be computed by solving
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FIG. 3. Applications to stochastic hourglass timers.
(A) Stochastic trajectories, q(t), of a biochemical timekeeper
(orange curves) governed by a simple birth-death process, a
prototype of a stochastic hourglass timer. Its FPT probability
density (bold teal curve), for crossing a standard threshold, φ,
is computed by counting the fraction of trajectories crossing
the threshold for the first time between times τ and τ + δτ
(teal trajectories). (B) Corresponding trajectories (gray) of
the stochastic time-integral, λ(t) =
∫ t
dt′q(t′), and the inte-
gral’s FPT distribution (bold teal curve). The integral thresh-
old, θ, is chosen to yield the same mean-value, 〈τ〉, as in (A).
Evidently, thresholding the time-integral results in a signif-
icantly narrower FPT distribution, thus improving tempo-
ral specificity (see accompanying text for quantification). All
timescales are measured in units of 1/kd; kb = 80, φ = 40,
and θ = 15.8.
the master equation for a given model for the dynamics of
Q). However, setting kr = 1, the Poisson parameter, λ(t),
is equal to the time-integral,
∫ t
dt′q(t′). Thus, ρ(λ, t) is
the time-dependent distribution of the time-integral of
Q! Therefore, the Poisson representation is the natural
representation for the time-integral of a stochastic pro-
cess. It also provides an analytical route for computing
its statistics.
We note that for specific stochastic models, we can
directly write down a generalized Master Equation for the
joint probability of q and the density of its time-integral,
λ. To elucidate this, we consider a class of stochastic
models in which Q undergoes birth-death dynamics with
a time-dependent birth rate:
∅ kb(t)−−−−→ Q
Q
kd−−−→ ∅
(2)
Given a system of interest, the functional form of kb(t)
can be chosen to be consistent with the characteristic
dynamics of the biochemical timekeeper (see examples
below). The joint probability distribution of the number
q of Q and its time integral, λ(t) =
∫ t
0
q(t′)dt′, is governed
by the Master equation:
∂tP (q, λ, t) = kb(t)[P (q − 1, λ, t)− P (q, λ, t)]
+ kd[(q + 1)P (q + 1, λ, t)− qP (q, λ, t)]− q∂λP (q, λ, t).
The mixed generating function, G(z, ζ, t) ≡∑∞
q=0
∫∞
0
dλ e−ζ λ zqP (q, λ, t), satisfies an analogous
Master equation, using which we determine G(1,−ζ, t),
the moment generating function of ρ(λ, t), and G(z, 0, t),
the probability generating function of P (q, t) [25]. Once
G is found, one thus obtains an expression for ρ(λ, t),
the probability density of λ.
First-passage-time (FPT) statistics of the time-
integral. The FPT distribution, P(τ ; θ), is the dis-
tribution of times, τ , when the time-integral, λ, first
passes the threshold value, θ. Irrespective of the de-
tails of the stochastic model governing the dynamics of
Q, its time-integral is a monotonically increasing func-
tion of time, and therefore crosses the threshold, θ, ex-
actly once (see Fig. 2). Thus, we can simply relate the
statistics of the time-integral to its FPT statistics [5, 14]:
P(τ ; θ) = −∂τ
∫ θ
0
dλ ρ(λ, τ). Given a stochastic model
for Q dynamics, one can compute the statistics of the
time-integral, and its FPT time distribution.
For the class of models given by Eq. 2, we find that
the FPT distribution for the stochastic time-integral,∫ t
dt′q(t′), to cross a threshold value, θ, is given by an
inverse Laplace transform of its moment generating func-
tion:
L{P(τ, θ)} ≡
∫ ∞
0
dθP(τ, θ)e−θζ
= −kd
ζ
∂τ
[
F (ζ, τ)e
ζ
(ζ+kd)
∫ τ
0
ds kb(s)(e(ζ+kd)(s−τ)−1)
]
. (3)
F (ζ, t) is determined from initial conditions. For in-
stance, when P (q, λ, 0) = δq,0 δ(λ), F (ζ, t) = 1.
Applications to hourglass-timers. As a prototype
of a mechanistic model of a stochastic hourglass-timer,
we model the dynamics of the biochemical timekeeper,
Q, with simple birth-death dynamics, i.e., as a simple
case of Eq. (2) with constant birth rate, kb. Thus the
mean value increases monotonically with time from 0 to
the steady-state value, q∗: 〈q(t)〉 = q∗[1 − exp(−kdt)],
with q∗ = kb/kd.
As illustrated in Fig. 3, since the original variable and
its time-integral are both stochastic, there is substan-
tial variability in the times, τ , when their corresponding
threshold values (φ and θ respectively) are first crossed
in different realizations. The variability is characterized
by the relative width of the FPT distribution, P(τ), for
each thresholding scheme. For apples to apples compar-
isons, we constrain the mean first passage time, 〈τ〉, to
be the same for both cases.
For improved temporal specificity, P(τ) should be
much narrower for the integral threshold than the stan-
dard threshold. As evident in Fig. 3, this is true, since
the coefficient of variation, i.e., the ratio of standard de-
viation to mean, of the FPT for integral threshold is al-
ways less than that for the standard threshold (also see
Supplementary Fig. S1). In addition, use of the integral
thresholding scheme for timekeeping has the added ben-
efit of being more robust, since there is less sensitivity to
noise in the value of the threshold. To validate this, in
Supplementary Fig. S2 we show that while the variance of
4the FPT with standard threshold increases exponentially
with the threshold value, the corresponding variance for
the integral threshold increases linearly, i.e., much less
dramatically.
An analytical solution for the FPT probability density
of the time integral, P(τ ; θ), is found as previously de-
scribed. We provide a simple closed form solution for
the FPT distribution of the integral (for large threshold
values):
P(τ ; θ) = kb e−kb τ−kd θI0
(
2
√
kbkd θ τ
)
, (4)
where I0(x) is the modified Bessel function of the first
kind of order 0 [26]. While the characteristic timescale
of the FPT is set 1/kb, that for the integral threshold, θ,
is set by 1/kd. Interestingly, if τ is rescaled by 1/kb then
the shape of the distribution is determined by the single
parameter, the rescaled value of the integral threshold,
kd θ. Qualitatively, this distribution is unimodal, posi-
tively skewed, and has an exponential tail.
Applications to pendulum-clocks. As a prototype
for stochastic pendulum-clocks, we consider a model in
which the stochastic timekeeper, Q, undergoes periodic
oscillations on average (see Fig. 4). We use Eq. (2), with
kb(t) = kb[1 +  cos(ω t)] and 0 ≤  ≤ 1. As desired,
the mean value oscillates periodically: 〈q(t)〉 = kb/kd +
 kb[kd cos(ωt)+ω sin(ωt)]/(k
2
d+ω
2). We note that 〈q(t)〉
is phase-shifted with respect to kb(t), and the magnitude
of the phase shift is frequency dependent.
A rich variety of behaviors is obtained for the FPT
distribution of the time integral of Q for stochastic
pendulum-clocks. The specifics depend on the hierar-
chy of relevant timescales for a given set of parameters.
First, in the limit of fast oscillations, i.e., for ω  kd, the
effect of oscillations is washed out, and one recovers the
results previously obtained for the hourglass timer, i.e.,
for  = 0. If the threshold phase corresponds to multiples
of the oscillation time-period (a relevant scenario for sys-
tems with biological rhythms [1, 2]), the integral thresh-
old provides excellent temporal specificity (Fig. 4D). As
shown in the hourglass timer case, the FPT distribution
for the integral thresholding scheme has a coefficient of
variation which is much smaller than the corresponding
FPT distribution for the standard threshold (when both
mean FPTs are kept equal).
Remarkably, a population of identical cells can spon-
taneously bifurcate into subpopulations of early and late
responders, depending on hierarchy of timescales in the
dynamics. In other words, the FPT distribution of the
time-integral of Q can become bimodal (or multimodal)
for some choices of parameters (Fig. 4C). This feature
may be used by biological systems where it is beneficial
to have biphasic response to a given input signal. This
is surprising, since the result for the hourglass timer is
always unimodal, the integral is a monotonically increas-
ing function of time, and the probability density, ρ(λ, t),
is unimodal.
Physically, multimodality arises due to a bottleneck ef-
fect caused by small number fluctuations, in models with
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FIG. 4. Applications to stochastic pendulum clocks.
(A) The biochemical timekeeper undergoes oscillatory dy-
namics on average (〈q(t)〉, shown in orange). Its stochas-
tic dynamics are modeled by a simple birth-death process
with time-dependent birth rate, kb(t) (dashed green curve).
(B) Stochastic realizations of the time integral,
∫ t
dt′q(t′)
(gray curves), and their ensemble mean (bold gray curve) are
shown. The teal and yellow lines delineate two different inte-
gral threshold values; the former corresponds to thresholding
at the minimum of the oscillation in 〈q(t)〉 while the latter
corresponds to a full phase of oscillation (see dotted lines in
(A) and (B)). (C) The FPT probability density (teal dots),
for the integral to crossing a threshold value corresponding
to the teal line in (B), and the teal area under the curve in
(A); a spontaneous bifurcation of the population into early
and late responders occurs due a bottleneck effect caused
by small number fluctuations (see accompanying text). (D)
The FPT probability density (yellow dots), for the integral
to crossing a threshold value corresponding to the yellow line
in (B), and the yellow area under the curve in (A); a narrow
unimodal distribution is obtained. All timescales are mea-
sured in units of 1/kd; kb = 10, ω = 8/9,  = 7/10 and
θ = 47 (teal) or 70 (yellow).
non-monotonic copy number dynamics for the biochem-
ical timekeeper (e.g., the stochastic pendulum clock), if
fluctuations relative mean are large enough to drive its
numbers to zero in some realizations. The integral is con-
stant or increasing slowly for these trajectories near the
minimum of 〈q(t)〉 (Fig. 4). The next reaction is likely
to be a birth event, and the integrals will increase more
rapidly once the minimum is cleared, thus leading to a
bifurcation of the population into early and late respon-
ders.
In general, increasing the integral threshold, the am-
plitude , or the frequency ω (for small values compared
to kd) moves the distribution to the right and increases
the distribution’s width, the number of peaks, and their
amplitudes. The width and modality of the distribution
decrease as the threshold approaches an integer multiple
of the integral of the mean over one period, while these
increase as it departs from such values (Fig. 4C and D).
Biological realization and discussion. We iden-
5tify a mechanism that allows a cell to keep track of the
time integral of the copy numbers of relevant biochemi-
cals. We saw in the model in Eq. (1) that a stochastic
variable R, whose birth-rate is proportion to q, provides
a natural representation for the time integral of q(t). In
fact, for large kr, r has the same distributions as the inte-
gral of q [27]. (Since the Poisson parameter, λ, is equal to
kr
∫
q(t)dt, for large kr, the corresponding Poisson distri-
bution approaches a delta function, and the distribution
P (r, t) approaches ρ(r, t)).
Cells may take advantage of the integral threshold-
ing scheme with regulatory networks in which a rela-
tively shortly lived timekeeping biochemical, Q, increases
the propensity of production of another biochemical, R,
which is much more stable (long lived). We expect such
pairs of biochemicals (integrands and integrals) to be
ubiquitous in gene regulatory networks [28].
A commonly occurring example of such a pair of bio-
chemicals is a messenger RNA and its corresponding pro-
tein. The lifetime of a messenger RNA in bacterial cells
ranges from a fraction of a minute to half an hour, while
the lifetime of corresponding proteins typically exceeds
the generation time of the bacteria in growth phase (order
of tens of minutes)[28]. Thus, proteins copy numbers are
effectively time-integrals of the corresponding messenger
RNA. Given a specific model of stochastic gene expres-
sion, the FPT distribution for the average copy number
of the proteins can be computed using the framework
provided here.
It is has been directly observed that individual cell
sizes inform when cells divide [18] . Moreover, though cell
size growth is stochastic, it has been observed cell sizes
increase strictly monotonically [14, 18]. Thus, cell size is
a candidate for a time-integrated cellular variable, which
is thresholded (by an adder, timer or sizer scheme) [5,
18, 29], to control the timing of cell division.
As previously remarked, the experimental challenges
in obtaining high quality datasets for time-courses of in-
dividual cell dynamics have resulted in lacunae in our un-
derstanding of stochasticity in the timing of key cellular
events [5]. However, given recent developments in single-
cell technologies [17–22], we anticipate that experimental
validation of the integral thresholding scheme proposed
here will be forthcoming.
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Supplementary Figure S1. For the hourglass model, improvement in specificity is achieved by thresholding the time-integral
instead of the original stochastic signal. (A) The coefficient of variation (COV) of the FPT of a birth-death process with constant
birth rate (green markers), as a function of mean FPT, is contrasted with the trend for the COV of the FPT distribution of
its time-integral (orange markers). The COV of FPT of the integral decays monotonically and is always less than that for the
original signal. (B) The variance of the FPT of the birth-death process grows exponentially with its mean (green markers) and
is significantly larger than the variance of the FPT of the integral of the signal (orange markers). Parameters used: kd = 1,
kb = 10. The distribution of the FPT of the birth-death process is calculated by imposing absorbing boundary condition on
the value of the threshold and calculating the probability flux through the absorbing boundary. The distribution of the FPT
of the integral is calculated using the numerical Laplace inverse of the expression provided in the text.
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Supplementary Figure S2. Robustness in implementation of the thresholding scheme is improved if the time-integral of a
stochastic signal is thresholded instead of the original signal. (A) The mean and the variance of the FPT of a birth-death
process both grow exponentially as a function of the threshold, φ. The extreme sensitivity to the threshold value makes the
control mechanism unstable with respect to perturbations to the system which affect the threshold value. (B) Both the mean
and the variance of the FPT of the integral of the signal grow linearly with the threshold value, θ, which allow the system
to control the timing of the triggered event in a stable manner. (C) The COV of the FPT of a birth-death process changes
non-monotonically with the value of its threshold, while (D) the COV of the FPT of the integral decays monotonically with
the value of its threshold. Parameters used: kd = 1, kb = 10.
