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Re´sume´
Les architectures oriente´es services (SOA) permettent de re´pondre a` deux de´fis impor-
tants du ge´nie logiciel : la re´utilisabilite´ et la de´composition. Ne´anmoins elles ame`nent de
nouveaux proble`mes, notamment lie´s a` la re´partition des services et la non-centralisation
du controˆle. Les services e´tant inde´pendants et autonomes, il faut s’assurer que mis en-
semble ils sont capables de communiquer et que leurs interactions n’introduisent pas de
mauvais fonctionnement global. Dans le monde asynchrone, plus proche de la re´alite´, cette
ve´rification devient non triviale, et cela d’autant plus qu’il existe de multiples mode`les
asynchrones, plus ou moins libe´raux dans ce qu’ils autorisent. Nous exposons dans ce
papier nos travaux en cours autour des mode`les asynchrones et de la ve´rification des
compositions de services parame´tre´es par ces mode`les.
1 La composition de service. . .
Les architectures oriente´es services sont inte´ressantes de deux points de vue. Elles ont
l’avantage de de´couper un proble`me en sous-proble`mes plus simples et elles permettent de
re´utiliser les services. Ces architectures e´tant distribue´es et si possible non controˆle´es de fac¸on
centralise´e, une des proble´matiques est la re´alisation de l’assemblage [MP09] pour s’assurer
que les services communiquent correctement ensemble et ont le comportement souhaite´.
1.1 Obtention des compositions de services
Les syste`mes distribue´s constitue´s d’un ensemble de processus sont ge´ne´ralement construits
de manie`re ad-hoc. Mais la composition peut aussi de´couler d’une spe´cification. Dans ce
cas, deux approches pre´dominent : l’orchestration de services et la chore´graphie de services
[BGG+06]. L’orchestration conduit a` la ge´ne´ration d’un controˆleur centralise´ en charge de
controˆler les e´changes de messages entre les services. La distribution de ce controˆleur reste
un proble`me majeur. Une chore´graphie spe´cifie, d’un point de vue global, les interactions
(par messages) entre les participants d’une collaboration. Une chore´graphie ne peut pas eˆtre
exe´cute´e, elle est joue´e quand les participants exe´cutent leur roˆle. On dit qu’une chore´graphie
est re´alisable si, quand chaque participant agit inde´pendamment en fonction de son compor-
tement, le comportement global joue la chore´graphie.
1.2 Ve´rification des compositions
De nombreux travaux s’inte´ressent a` la ve´rification de compositions de services. Diffe´rents
formalismes sont utilise´s pour repre´senter les services : machine a` e´tats finis [DOS12, CLB08,
BCT04], alge`bre de processus [BCPV04], re´seaux de Petri [LFS+11, Mar03]. Diffe´rents crite`res
sont utilise´s pour repre´senter la compatibilite´ : absence d’interblocage [DOS12], re´ception
non spe´cifie´e [BZ83, DOS12], e´tat terminal accessible [DOS12, BCT04, LFS+11], e´tat ter-
minal ne´cessairement atteint [BCT04, BCPV04], absence de famine [FUMK04], divergence
[BCPV04]. Les mode`les de communications utilise´s sont principalement synchrones [DOS12,
BCT04, FUMK04, BCPV04], plus rarement asynchrones [PS12].
Dans le cas asynchrone, chaque travail posse`de son propre mode`le et propose une approche
specifique pour ce mode`le, en ignorant la diversite´ des mode`les asynchrones. Par exemple,
[PS12] propose une approche pour ve´rifier la re´alisabilite´ d’une chore´graphie BPMN 2.0 dans
le monde synchrone ou asynchrone et [BBO12] donne une condition ne´cessaire et suffisante
pour prouver la re´alisabilite´ d’une chore´graphie en asynchrone. Mais tous deux sont restreints
a` une forme particulie`re de communication asynchrone (FIFO n-1 dans la suite).
1.3 Nos choix
Nous nous inte´ressons a` la diversite´ des mode`les asynchrones. Il est important de noter
que dans le monde asynchrone, c’est le me´dium qui de´cide du message de´livre´ : les appli-
cations spe´cifient les canaux qu’elles e´coutent, mais elles ne peuvent pas imposer l’ordre de
de´livrance des messages. En ce sens, c’est le mode`le de communication qui pousse les mes-
sages vers les services, en respectant certaines proprie´te´s d’ordre. Par ailleurs, nous utilisons
diffe´rents crite`res de compatibilite´ : la terminaison (tous les processus terminent dans un e´tat
d’acceptation), l’absence de service de´finitivement bloque´ en attente de message, l’absence de
message inattendu (le mode`le de communication de´livre un message a` un service qui ne sait
pas le traiter a` ce point). Enfin, nous avons choisi de de´crire les services par des syste`mes de
transitions qui de´coulent d’une description CCS (sans la re`gle de communication synchrone,
voir section 3.1), mais les re´sultats sur la comparaison des mode`les de communication ne sont
pas restreints a` ces descriptions.
2 . . . dans le monde asynchrone
Le comportement et la correction d’ensemble d’une composition de services reposent sur
l’exe´cution et l’ordonnancement des interactions entre composants ou services. La mise en
œuvre des interactions a donc un impact direct sur la viabilite´ de l’application globale. Or,
dans un contexte re´parti, il existe des e´carts conside´rables entre les diffe´rents protocoles
d’interaction, en termes d’efficacite´ et de faisabilite´. Il est donc essentiel de situer les diffe´rents
mode`les d’interactions les uns par rapport aux autres au regard de leur facilite´ et e´conomie
de mise en œuvre. De plus il faut que le contrat de´finissant le service d’interaction lui-meˆme
soit comple`tement explicite´, afin de permettre d’e´valuer et ve´rifier la composition de services
qu’il emploie.
2.1 Les mode`les
Une application re´partie est vue comme un ensemble de services (ou sites) se´pare´s, com-
muniquant par e´change de messages au travers d’un re´seau asynchrone. Chaque site dispose
d’une me´moire locale, prive´e. La communication est asynchrone, c’est-a`-dire qu’il n’existe
pas de borne maximale sur le temps d’acheminement d’un message par le re´seau. Cet asyn-
chronisme, caracte´ristique des environnements re´partis, induit de nombreux re´sultats d’im-
possibilite´ [FLP85, BZ83]. Par exemple, il est impossible de de´tecter l’arreˆt d’un site distant,
puisqu’il est impossible de savoir si un site muet est effectivement en panne, ou a e´mis des
messages non encore parvenus. Enfin, le syste`me est ouvert et dynamique : a` tout moment de
l’exe´cution, des sites peuvent rejoindre ou quitter l’ensemble des sites connecte´s.
Les diffe´rents mode`les asynchrones pratiquement utilise´s et que nous avons e´tudie´s sont :
FIFO n-n Les messages sont ordonne´s globalement et sont consomme´s dans leur ordre
d’e´mission. Ce mode`le repose sur un objet centralise´/partage´ (par exemple une unique
FIFO). Il reste e´loigne´ d’une implantation re´partie efficace et ne constitue qu’une
premie`re e´tape pour de´coupler les e´ve´nements d’e´mission et de re´ception et ainsi
s’e´loigner du mode`le synchrone.
FIFO n-1 Pour un service donne´, les messages sont consomme´s dans leur ordre global
d’e´mission. Ce mode`le est souvent confondu avec FIFO 1-1 alors qu’il induit un ordre
plus fort : alors meˆme que les messages e´mis peuvent eˆtre totalement inde´pendants,
l’ordre de leur de´livrance est leur ordre d’e´mission dans le temps absolu. Ainsi, un
e´ve´nement d’e´mission est ordonne´ implicitement par rapport a` l’ensemble des e´missions
vers le meˆme destinataire.
Causal Les messages sont consomme´s dans un ordre respectant la causalite´ de leurs
e´missions [Lam78] : si un message m1 est e´mis causalement avant un message m2 (c-a`-
d. qu’il existe un chemin causal d’une e´mission a` l’autre), alors un meˆme site ne peut
de´livrer m2 avant m1. La re´alisation de ce mode`le ne´cessite la capture de la relation
de causalite´, par des histoires causales ou des vecteurs/matrices d’horloges.
FIFO 1-1 Les messages d’un meˆme e´metteur pour un meˆme re´cepteur sont consomme´s
dans leur ordre d’e´mission. Il peut eˆtre implante´ graˆce a` une file associe´e a` chaque
couple de sites.
Asynchrone (pur) Il n’y a aucune contrainte sur l’ordre de consommation. Le re´seau
peut eˆtre vu comme un multi-ensemble ou` les sites de´posent et d’ou` le re´seau extrait
arbitrairement des messages pour les de´livrer.
FIFO 1-n les messages d’un meˆme e´metteur sont consomme´s dans leur ordre d’e´mission.
Ce mode`le est le pendant du FIFO n-1, avec, par exemple, sur chaque site, une file des
messages e´mis.
2.2 Liens entre les mode`les
Les mode`les imposent plus ou moins de contraintes sur l’ordre de de´livrance des messages.
Si nous nous inte´ressons aux exe´cutions (suites d’e´missions et consommations de messages),
nous disons que pour un mode`le de communication M et une exe´cution σ, M |= σ, si σ
respecte l’ordre de consommation du mode`le M . Pour deux mode`les de communications M1
et M2, M1 ⊆M2 , ∀σ : M1 |= σ ⇒M2 |= σ. La figure 1(a) re´sume les liens entre les mode`les.
Certains re´sultats sont connus depuis longtemps (lien asynchrone, FIFO 1-1, causal, FIFO
n-n), les preuves pour les mode`les FIFO 1-n et FIFO n-1 ont e´te´ re´alise´es.
Nous nous inte´ressons aussi au comportement du syste`me dans son ensemble. Pour deux
mode`les de communication M1 et M2, nous notons M1 ⊑M2 si tout syste`me qui ne conduit
pas a` un e´tat d’erreur (de´livrance d’un message que le syste`me ne sait pas traiter) dans M1
ne conduit pas a` un e´tat d’erreur dans M2. La figure 1(b) montre la hie´rarchie des mode`les
dans le cas de syste`me ou` tout message finit par eˆtre consomme´. On remarque que les mode`les
causal, FIFO n-n, FIFO n-1 et FIFO n-1 se confondent. En effet si une exe´cution causale me`ne
a` un e´tat d’erreur, il est e´galement possible d’en trouver une similaire (au re´ordonnancement
des e´missions pre`s), conforme au mode`le FIFO n-n, qui me`ne e´galement a` l’e´tat d’erreur. Les
preuves sont en cours de re´alisation.
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Figure 1 – Inclusion des mode`les de communication
3 Formalisation et implantation
Nous avons de´fini formellement les mode`les de communication et de´veloppe´ un outil de
ve´rification de compatibilite´. L’outil permet de ve´rifier automatiquement des compositions
pour diffe´rents mode`les de communication. Cet outil peut e´galement servir a` la ve´rification de
chore´graphie selon la de´marche de [PS12], qui lui ne ge`re qu’un seul mode`le de communication.
3.1 Formalisation
Soit C un ensemble e´nume´rable de canaux. Un canal n’est pas restreint a` un unique
e´metteur ni a` un unique re´cepteur. Les canaux peuvent eˆtre partitionne´s en groupes auxquels
sont associe´s diffe´rents mode`les de communication.
Un service est de´fini par un syste`me de transition e´tiquete´ dont les e´tiquettes sont :
— c! : envoi d’un message sur le canal c (c ∈ C) ;
— c? : re´ception de message sur le canal c (c ∈ C) ;
— τ : action interne.
Un mode`le de communication est e´le´mentaire, comme fifo 1-1 pour un ensemble des
canaux, ou composite, associant des mode`les e´le´mentaires diffe´rents a` des groupes de canaux.
Il est de´fini par un syste`me de transition e´tiquete´ dont les e´tiquettes sont :
— un sous-ensemble de N×
⋃
c∈C
{c!} : envoi par le service i d’un message sur le canal c ;
— un sous-ensemble de N×
⋃
c∈C
{c?}×P(C) : re´ception par le service i d’un message sur
le canal c alors que le service est en e´coute sur un ensemble de canaux ;
— τ : action interne.
Un syste`me est compose´ d’un ensemble de services et d’un mode`le de communication.
Il s’agit d’un produit synchronise´ entre les services et le mode`le de communication, ou` une
transition est la synchronisation entre une e´mission (resp. re´ception) d’un service, et une action
d’e´mission (resp. de re´ception) du mode`le de communication. Enfin plusieurs crite`res de
compatibilite´ ont e´te´ de´finis : la terminaison, l’absence d’interblocage, l’absence de message
jamais consomme´, la de´livrance d’un message inattendu. . . Ces notions de syste`me, services,
crite`res de compatibilite´ et mode`les de communication ont e´te´ formalise´es en TLA+ [Lam03],
dans le but d’en donner une description non ambigue¨ et de be´ne´ficier des outils associe´s.
Le choix s’est porte´ sur TLA+ car un mode`le de spe´cification de haut niveau et expressif
e´tait ne´cessaire et que nous be´ne´ficions des outils associe´s : le ve´rificateur de mode`le TLC et
l’assistant de preuve TLAPS.
3.2 Implantation
Un outil a e´te´ de´veloppe´ pour ve´rifier la composition de service, parame´tre´e par les mode`les



















Figure 2 – E´tapes principales de l’implantation
des services, l’outil ge´ne`re le syste`me de transitions correspondant a` chaque service (sans
la re`gle de communication synchrone de CCS), le traduit en une spe´cification TLA+, et
construit le produit avec les mode`les de communication e´tudie´s (cf figure 2). L’outil appelle
ensuite TLC, le ve´rificateur de mode`le de TLA+, pour ve´rifier si les services sont compatibles
pour un crite`re de compatibilite´ donne´. Une e´tape importante de la conversion en TLA+ est
la comple´tion du service : pour de´tecter la situation ou` un message inattendu est de´livre´ au
service, chaque e´tat est comple´te´ pour assurer qu’il a une transition de re´ception de messages
pour tous les canaux e´coute´s. Ces transitions ajoute´es conduisent a` un e´tat d’erreur.
3.3 Exemple
Conside´rons un syste`me faisant intervenir quatre processus (un e´tudiant, un responsable de
formation, un secre´taire et un enseignant) et repre´sentant les interactions lorsqu’un e´tudiant
doit passer une seconde session d’un examen. Voici les termes CCS de´crivant ces processus :
Responsable , nom! · nom! · session2! · (ok? · 0 + ko? · annule! · note! · 0)
Secretaire , nom? · note? · 0
Etudiant , session2? · (τ · ko! · 0 + τ · EtudiantOK)
EtudiantOK , ok! · examreq! · documents? · exam? · reponses! · 0
Enseignant , nom? · (annule? · 0 + examreq? · EnseignantExam)
EnseignantExam , documents! · exam! · reponses? · note! · 0
En analysant cette composition avec notre outil, nous obtenons les re´sultats suivants :
fifo n-n fifo n-1 fifo 1-n causal fifo 1-1 async.
Terminaison avec un re´seau vide ✔ ✔ ✔ ✔ ✕ ✕
Terminaison partielle (secre´taire) ✔ ✔ ✔ ✔ ✕ ✕
Pas de message inattendu ✔ ✔ ✔ ✔ ✕ ✕
Pas de blocage en attente de msg ✔ ✔ ✔ ✔ ✕ ✕
La de´livrance causale est ne´cessaire car il y a un lien de causalite´ entre nom (Responsable→
Enseignant) et examreq (Etudiant→ Enseignant) via session2 (Responsable→ Etudiant).
Par ailleurs, la terminaison de la secre´taire n’est pas triviale, la note pouvant lui parvenir par
deux chemins (via le responsable si annulation de l’e´tudiant ou via l’enseignant si l’e´tudiant
de´cide de repasser l’examen).
4 Conclusion et perspectives
Ces travaux visent a` e´clairer la diversite´ du monde asynchrone et a` fournir des outils
pratiques adapte´s a` cette multiplicite´. Ainsi nous pouvons ve´rifier automatiquement la cor-
rection de la composition de services, parame´tre´e par une combinaison de mode`les de com-
munication. L’utilisation du ve´rificateur de mode`le TLC limite les ve´rifications aux syste`mes
ayant un nombre fini d’e´tats. Des travaux sont en cours pour re´aliser des preuves avec TLAPS
(TLA Proof System) de fac¸on a` traiter des syste`mes plus complexes, notamment des syste`mes
parame´tre´s par le nombre de sites et qui pre´sentent une certaine syme´trie. Par ailleurs, les
travaux en cours finalisent les relations entre les mode`les et l’impact des ope´rateurs de commu-
nication sur ces relations, afin de clarifier la diversite´ du monde asynchrone et les spe´cificite´s
de chaque mode`le.
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