Many algorithms have been developed to recognize regions, edges, color, and objects in images and videos. For applications like surveillance or object-based video coding, it is important to segment the foreground objects from the background. The task is very challenging in the case of a moving camera. We present a foreground segmentation approach that is designed for sprite coding as well as other applications, e.g. video surveillance. Accurate frame-toframe image registration and sprite generation build the pre-processing step. The segmentation algorithm operates on error images, which are produced by the image registration and subtraction from reconstructed background frames. It is processed in several steps including low-pass filtering using anisotropic diffusion. Experiments show excellent results with single-and multi-view test sequences.
Introduction
Object segmentation is a key technique in applications such as object-based video coding and video surveillance. There are many approaches to segment or track foreground objects in scenes recorded by a still camera, such as in surveillance applications. In those scenarios, the background can be modeled and thus, a background subtraction method can be applied. However, the task of finding a pre-processing method for separating the foreground and the background in scenes with moving camera, e.g. pan, tilt, roll is more difficult. The use of image registration and sprite generation techniques are a good base to tackle this problem. If a specific camera motion model, e.g. the perspective model, can be applied, it is possible to generate a sprite from this sequence. Here a sprite is a storage where all aligned frames are summarized in one image [6] . All considered frames are blended into one image controlled by higher-order motion parameters. For the blending process, a filter removing all foreground objects is used. As a result, the sprite contains the background of a number of frames from this video sequence. The next step is to reconstruct the frames from the sprite. This generates a video sequence only containing the background. If these frames are used for subtraction with the original frames for the ideal case only the foreground object pixels appear in the resulted error frame [1] . Several other applications using sprites, e.g. super-resolution, are possible as shown in [3] . During the sprite-generation step it can occur that the blending filter produces several deviations in the reconstructed frames compared to the original frames, possibly without any impact on the subjective quality. However, if the reconstructed background frames are to be used for segmentation, these different pixel values appear in the error frame and influence the segmentation algorithm. Furthermore, the reconstructed frames can be distorted by the sprite generation process or by a non-static background. We address this problem by applying a second error frame pre-computed by a frame-toframe short-term image registration algorithm. To achieve this, it is very important to use an accurate method for the precise estimation of the background. The utilized algorithm has been introduced in [2] . Thus, the segmentation algorithm is applied on both error frames. The segmentation is conducted in several steps. Before the error frame is converted to a binary frame, it is low-pass filtered using anisotropic diffusion. This technique was first proposed in [5] . The advantage of this method is that small edges between adjacent pixel values are blurred whereas large differences of adjacent pixel values remain. The binary image is produced thresholding the filtered error image. In our approach, the threshold is calculated using the average and the maximum of the pixel values. In order to remove small objects and to fill holes in the main objects, several well-know morphological operations are applied on the binary image. The resulted binary masks are combined together. The remainder of this paper contains a more detailed description of the proposed algorithm. Section 2 describes the pre-processing step where the frame-to-frame image regis-tration and the sprite generation methods are introduced. Section 3 shows the functionality of the segmentation algorithm step by step. Experimental results are presented in Section 4. The conclusion presents the key features and results of the work and show perspectives for further work.
2 Image Registration and Sprite Generation for Object Segmentation
Image Registration
The core of the whole algorithm is a precise estimation of the background considering adjacent frames of the test sequence. Therefore, an image registration algorithm has to be used that accurately estimates the motion of the background object. An enhanced algorithm, which we apply here, has been proposed in [2] . The algorithm is based on a gradient-based minimization method. Two further important issues are included. First, phase correlation is applied for the initialization of the translational parameters. In order to reduce the computational complexity and deform the error surface, the input images are down-sampled using image pyramids. Second a windowing approach is applied, which is fundamental for sequences with large background occlusions. This is important since the segmentation has to rely on an exact image registration. The registration is processed frame-to-frame during the test sequences. It yields shortterm higher-order motion parameters, e.g. the well-known 8-parameter perspective model, which set up the calculation of the long-term parameters for the sprite generation. Additionally the error frames for all adjacent frames are computed.
Sprite Generation and Background Reconstruction
We construct a background sprite of the scene shot by registration of every frame into the reference frame coordinate system. The long-term transformation parameters are computed by Levenberg-Marquardt gradient descent minimization of the image differences between the compensated frames and the sprite image. The concatenated short-term parameters are utilized as initial values for this process. We can then robustly blend all pixel candidates to remove the foreground objects. An overview of our sprite generation method is given in [3] . We produce single sprites as well as multiple sprites [4] . A background movie of the scene is produced by reprojecting the sprite using the inverse transformation parameters. Since camera-dependent illumination properties get lost, e.g. in scenes with dark border regions, the sprite background will not exactly match the original frame. We model the illumination characteristics by a separable parabolic functionality in horizontal and vertical image direction to compensate this difference. The illumination correction value is obtained by ∆Y (x, y)
The correction parameters a and b are determined modelling the averaged illumination difference along the lines through the image center. Thus, calculating this additional six parameters for a shot we can significantly increase the background reconstruction quality.
Segmentation Approach Using Anisotropic Diffusion
The segmentation approach relies on pre-computed error frames. It depends on the significant difference of the pixel values of the foreground and the background object. The use of two error frames improves the segmentation results remarkably. Computing the error image using the reconstructed background frames from the sprite produces a precise shape of the foreground object. The drawback is that due to sprite generation further regions of larger values appear in the error frame which are not related to the foreground objects. To prevent this, it is very important to have a very good estimation of the background object. This can be achieved by the use of the error frame by the frame-toframe image registration. Here the background object can be estimated more precisely while the foreground objects appear twice in the error image. Combining both calculated objects masks using a logical AND-operator removes all drawbacks from both approaches. The block chart of the whole segmentation algorithm is given in Fig. 1 . The creation of the binary object mask is realized in several steps. Table 1 lists the steps explicitly. First, the error images are computed using the pre-processing methods described above. After applying the absolute value function, because several values can be negative, the resulting error image is low-pass filtered using anisotropic diffusion. A numerical algorithm was derived from the diffusion equation (1) for images in [5] . Two weighted functions for ρ can be applied at the image gradient to influence the diffusion in two different ways [5] . In this work, the function shown in (2) is used.
Here ∇I is the image gradient and K is a fixed constant. Equation (2) shows the function which prefers higher contrast edges in comparison to lower contrast edges. In this work the interest is to define higher contrast edges which separate the foreground object from the background. Therefore, function 2 is taken for diffusing the error image. Afterwards, the pixel values of the resulted diffused image are Table 1 . Steps for binary foreground mask calculation 1) Compute the error images 2) Preprocessing : building the absolute value 3) Low pass filtering using anisotropic diffusion 4) Intensity rescaling 5) Creating binary image using thresholding 6) Small objects are removed 7) Small open holes are closed 8) Holes inside the objects are filled 9) Small objects are removed again 10) Both masks are combined using AND-operator rescaled to the range of [0 1] as a pre-processing for creating a binary image. A threshold is then defined to separate the foreground pixels from the background. The approach for defining the threshold is very easy. The average of the rescaled image is computed. This value is added by a tuning constant which is fixed during the whole segmentation process over the video sequences. Several well-known morphological operations are then applied, e.g. removing small objects from the background and filling holes inside the foreground objects. The last step is the combination of the two achieved binary masks by the use of the ANDoperator. The resulted binary mask cuts off the foreground object from the original image.
Experimental Results
Three test sequences are considered for the experimental evaluation. There are two single-view sequences, the sequence "Biathlon" which was recorded from a German TV broadcaster and the well-known "Stefan" sequence. The third test sequence considered is a multi-view MPEGsequence produced by KDDI, "Race1". We show the segmentation results on two views to demonstrate the performance of the algorithm on multi-view videos. We compare our approach in Fig. 2 with using only the reconstructed background frames (using multi-sprites) and a technique based on optical-flow and anisotropic diffusion [3] . The background is completely removed by the proposed method for this example. Figure 3 shows an example of the sequence "Biathlon" and two views of the MPEG multi-view sequence "Race1". It can be seen that the foreground objects are separated from the background almost accurately. As well as in the 2D-sequences, the background has completely vanished. Thus due to the overcome of several drawbacks discussed in Section 3 no errors appear in the segmentation mask. For an accurate measurement of the segmentation performance, ground truth is only available for 200 frames of the "Stefan" sequence. Two values are calculated to show a quantitative evaluation of the segmentation. The "precision" shows how the background is removed from the mask achieved. To show how precise the foreground object is segmented, the "recall"-value is computed. The equations of these two values are shown in (3) .
P is the precision value, R is the recall value, T P are the "true-positive"-pixel values, F P are the "false-positive"-pixel values, and F N are the "false-negative"-pixel values. We calculated both values over 200 frames of the "Stefan"-sequence and the achieved values for the considered algorithms are shown in Table 2 . Furthermore, we calculate the F-measure (4) to combine both values for one result. The F-measure values for each algorithm are also given in Table  2 . It can be seen that the proposed algorithm significantly improves the whole segmentation result. 
Conclusions
We have proposed a motion-based object segmentation algorithm. As a pre-processing step, a frame-to-frame image registration and a sprite is generated to separate all the background information from the foreground objects. A segmentation algorithm is applied on error frames which relies on a low-pass filter using anisotropic diffusion, rescaling, and several morphological operations. This method works very well on the test sequences. Further work will be done to extend the approach using tracking and including multi-view content. The method could also be enhanced to exploit the color channels as well. 
