Abstract-Several ,·isual attention (V A) schemes have been proposed with the saliency-based ones being the most popular. The proposed work provides an extension towards V A in video sequences by incorporating the temporal dimension. The architecture is presented in detail and potential applications are investigated. We expect that the extended VA scheme will reveal interesting events across the sequence like occlusions and short occurrences of objects, providing a basis for video surnilJance (e.g. intruder detection), segmentation and summarization applications.
I. INTRODUCTION
In most studies, image sequences are processed and analyzed in groups of two frames in order to infer the short tenn obj ects ' temporal evolution. Linking together the obtained results generates longer-term dynamics. The actual temporal dimension of the video data is therefore disregarded by incorporating parametric motion model assumptions or smoothing constraints. Spatiotemporal processing may solve several of the problems related to video analysis, [5, 6, 7] , but the large amount of data to be processed and the consequent computational burden may keep several researchers from exploiting them. Hence, a mechanism for selecting part of the visual input (selective visual attention) to be processed is indispensable for designing successful, computational efficient algorithms in the promising spatiotemporal domain.
The basis of many visual attention models proposed over the last two decades is the feature integration theory of Treisman et al. [I] that was derived from visual search experiments. According to this theory, features are registered early, automatically and in parallel along a number of separable dimensions (e.g. intensity, color, orientation, size, shape etc. proposed the first computational model of saliency-based visual attention [3, 4] .
In the current work we propose the extension of the visual attention scheme to volumetric data. Under this framework we treat the video se q uence as a video volume with temporal evolution (frame number) being the third dimension. The dimensions of width and height are the usual x-and y-axes of a frame of video data. The third dimension is derived from layering frames of video data sequentially in time (x-y-t space). Consequently, the movement of an object can be regarded as a volume carved out from the 3D space.
II. PROPOSED FRAMEWORK
The extension of Itti et al. 's model [3] , to the spatiotemporal space described above is presented in this section. The proposed model consists of several intermediate steps and is outlined in Fig. 1 . The first processing step consists of cutting the input video into a set of video shots using a common shot-detection technique [11] . After obtaining the spatiotemporal data formation for each shot we provide the extended VA model with input in the form of a video volume. The input volumes are filtered so as to avoid spurious details or noisy areas that will falsely be attended by the proposed system. feature volumes are then created using a pyramidal decomposition scheme and combined together to generate the final saliency volume.
A. Feature Volume Generation
The main objectives of the first filtering stage are noise removal and simplification of the intensity/color components.
We use the flat-zones approach [8] , to obtain the desired results. The flat-zones are computed by the use of alternating sequential jilters. which a re based on morphological area opening and closing operations with structuring elements of increasing scale [8, 9] .
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B. Saliency Volume Generation
Biologically inspired "center-surround" differences [3] in three dimensions are used for computing the intensity, color and orientation conspicuity volumes. Center-surround is implemented as the difference between fine and coarse scales of each feature volume. In order to obtain a single volume for each feature we use across-scale differences obtained by interpolation to the finer scale and point-by-point subtraction.
Computations are now defined in the 3D space and the point to-point arithmetic refers to operations between corresponding points in volumes of different sratiotemporal scale. The center is a pixel at scale C E {2,3 , and the surround is the corresponding pixel at scale s = C + b' , with b' E {1,2} (in our implementation). 
III. RESULTS
In order to visualize and better understand the tbree dimensional aspect involved in the proposed architecture we provide a simple illustration that delineates the advantages of V A on the volumetric representation of video. Fig. 2 illustrates a simple scenario of a pedestrian coming out from a building and walking away from the camera (Fig. 2-top) . Such a short movement can be readily distinguished from other temporal patterns (non-moving objects) in the video volume as depicted in Fig. 2-bottom . The main idea of visual attention is the extraction of salient regions that pop-out (differ) from the surroundings in terms of specific characteristics. Thus the 3D representation of a video provides a suitable platform for identiJYing "irregular" (salient) patterns that correspond to meaningful entities. When more than one objects of interest are visible, VA can provide a way to focus the attention on different volumetric shapes, which correspond to regions of decreasing/increasing interest (saliency) in the whole video . sequence. Illustrating the power of the proposed spatiotemporal VA architecture is not easy due to the three dimensional data and the inherent visualization problems. Hence, we present the results by using a semi-transparent mask, which is directly acquired from the corresponding x-y slice of the saliency volume. More specifically, the saliency volume of a sequence looks like the one illustrated in Fig. 3a . The intensity of each voxel is related to the saliency of that pixel. For visualization purposes, we interpolate the volume and produce one with the same dimensions as the input sequence (Fig. 3b) . Slicing this volume across the temporal dimensions at every time frame produces a saliency map for each of the input frames (Fig. 3c) .
Superimposing this mask on the corresponding frame generates the desired result. Non-salient areas appear dark, while salient ones preserve (almost thoroughly) their original intensity. It is important to mention that no thresholding is applied to the final masks.
The final saliency volume may serve as the preprocessing step for segmenting the video. Regions that pop-out in the spatiotemporal space can be used to enhance the performance of segmentation methods. Considering the limited space, we provide two representative results. The corresponding figures show the original frames and the frames with the superimposed masks in a column-wise order.
The well-known "coast-guard" sequence, depicted in Fig.  4 , shows a complex scene with two boats moving in opposite directions in a river, while the camera pans, following the smaller boat initially and then the larger one. Trees and rocks cover the coast and the river presents wavy patterns throughout the sequence. The objects' motions are small in magnitude and make the distinction between them rather difficult. A motion segmentation technique should extract the motion vectors and then distinguish by a specific criterion the . relative motions of the camera and the boats. This is not simple since the relative motions of two boats during the first and second pans are small· in magnitude due to the simultaneous movement of the camera. The proposed VA system performs well, since it "focuses" on the two boats and their immediate surroundings without being affected by the 85 or the minor changes on the river and the LdLlUH,�" y inefficient motion estimation Notice the incoming car at the left. The corresponding region on the origin al sequence is of low intensity. Hence, although the car is correctly attended (the mask is transparent) it appears less bright than the others after the mask overlay.
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IV. CONCLUSIONS
Extracting regions of interest in videos is very important
for various applications ranging from video surveillance to retrieval and summarization. VA schemes have proved suitable for static scene processing. We expect that their extension to video in the proposed fonn will serve as a platfonn for treating video related processing tasks in a more efficient way.
Based on analysis of the promises of the proposed prototype system, future work will focus on exhaustive experimentation and extensions towards a more robust and infonnative architecture, in terms of preprocessing results.
Such a system could provide e. 
