Abstract. We develop a pseudo-differential Weyl calculus on nilpotent Lie groups which allows one to deal with magnetic perturbations of right invariant vector fields. For this purpose we investigate an infinite-dimensional Lie group constructed as the semidirect product of a nilpotent Lie grup and an appropriate function space thereon. We single out an appropriate coadjoint orbit in the semidirect product and construct our pseudo-differential calculus as a Weyl quantization of that orbit.
Introduction
The Weyl calculus of pseudo-differential operators on R n initiated in [Hor79] is a central topic in the theory of linear partial differential equations and has been much studied and extended in several directions, among which we mention the pseudo-differential Weyl calculus on nilpotent Lie groups systematically developed in [Me83] . In the present paper we focus on a circle of ideas with a similar flavor and show that the coadjoint orbits of certain locally convex infinite-dimensional Lie groups (in the sense of [Ne06] ) can be employed in order to fill in the gap between two different lines of investigation motivated by the quantum theory:
-the magnetic pseudo-differential Weyl calculus on R n , initiated independently in [KO04] and in [MP04] , and further developed in [IMP07] and other works; -the program of Weyl quantization for coadjoint orbits of some finite-dimensional Lie groups including the nilpotent ones ( [Wi89] , [Pe94] ) and semidirect products involving certain semisimple Lie groups (see [Ca97] , [Ca01] , [Ca07] , and the references therein).
Recall that a magnetic potential on a Lie group G is simply a 1-form A ∈ Ω 1 (G), and the corresponding magnetic field is B = dA ∈ Ω 2 (G). The purpose of a magnetic pseudo-differential calculus on G is to facilitate the investigation on first-order linear differential operators of the form − iP 0 + A(Q)P 0 , (1.1)
where P 0 is a right invariant vector field on G and A(Q)P 0 stands for the operator defined by the multiplication by the function obtained by applying the 1-form A to the vector field P 0 at every point in G.
In the special case of the abelian Lie group G = (R n , +) we have A = A 1 dx 1 + · · · + A n dx n ∈ Ω 1 (R n ) and the operators (1.1) on R n are precisely the linear partial differential operators determined by the vectors P 0 = (p 1 , . . . , p n ) ∈ R n , i p 1 ∂ ∂x 1 + · · · + p n ∂ ∂x n + p 1 A 1 (Q) + · · · + p n A n (Q) = n j=1 p j i ∂ ∂x j + A j (Q) (1.2)
where we denote by A 1 (Q), . . . , A n (Q) the operators of multiplication by the coefficients of the 1-form A. We refer to [IMP07] for the pseudo-differential calculus of the operators (1.2) extending the Weyl calculus constructed in the non-magnetic case (that is, A = 0) in the paper [Hor79] .
On the other hand, a version of the Weyl calculus for right invariant differential operators on nilpotent Lie groups has been developed in a series of papers including [Me83] , [Mi82] , [Mi86] , [Ma91] , [Pe94] , [Gl04] , [Gl07] , and there are remarkable applications of this calculus to various problems on partial differential equations on Lie groups. See also [An72] , [How77] , [Me81a] , [Me81b] , [HN85] and [BL06] for other interesting results related to this circle of ideas.
For these reasons it is quite natural to try to provide a unifying approach to the areas of research mentioned in the preceding two paragraphs. It is one of the purposes of the present paper to do that by proposing a pseudo-differential calculus on simply connected nilpotent Lie groups which takes into account a given magnetic field. Our strategy is to pick an appropriate left-invariant space F of functions containing the "coefficients of the magnetic field" on the Lie group G under consideration and then to work within the semidirect product M = F ⋊ λ G. The latter is in general an infinite-dimensional Lie group, and yet we can single out a suitable coadjoint orbit O of M which is a finite-dimensional symplectic manifold endowed with the Kirillov-Kostant-Souriau 2-form and is actually symplectomorphic to the cotangent bundle T * G (see Proposition 2.9). The spaces of symbols for our pseudo-differential calculus will be function spaces on the orbit O, which does not depend on the magnetic field. However we have to take into account a magnetic predual O * for the orbit O (Definition 3.4). The set O * is just a "copy" of O contained in the Lie algebra m of the infinite-dimensional Lie group M and is the image of O by a certain mapping θ defined in terms of a magnetic potential A ∈ Ω 1 (G). In the case G = (R n , +), the mapping θ is (x, ξ) → (ξ + A(x), x).
In the general case, if two magnetic potentials give rise to the same magnetic field, then the corresponding copies of O in the Lie algebra m are moved to each other by the adjoint action of the Lie group M . This leads to the gauge covariance of the pseudo-differential calculus which we are going to attach to the copy O * by the formula
for suitable symbols a : O → C and functions f : G → C. (It will be actually convenient to work with the above integral after the change of variables v = θ(x, ξ) with (x, ξ) ∈ T * G; compare (4.7) and (4.1).) Here µ is the Liouville measure corresponding to the symplectic structure on the magnetic predual O * ⊆ m and π is a natural irreducible unitary representation of the infinite-dimensional Lie group M on L 2 (G) which corresponds to the coadjoint orbit O as in the orbit method ([Ki62] , [Ki76] ). We show in Theorem 4.4 that the magnetic pseudo-differential Weyl calculus on a nilpotent Lie group G possesses appropriate versions of the basic properties pointed out in the abelian case G = (R n , +) in [MP04] , however the proofs in the present situation are considerably more difficult and require proving properties of the nilpotent Lie algebras which may also have an independent interest (see for instance Proposition 3.2). We mention that when G = (R n , +), if F is the (n + 1)-dimensional vector space of affine functions then one recovers the classical Weyl calculus for pseudo-differential operators, while for F = C ∞ pol (R n ) the magnetic Weyl calculus of [MP04] is recovered.
It is noteworthy that, just as in the abelian case, there exists a magnetic Moyal product # A on the Schwartz space S(O), and -as a consequence of the gauge covariance-the isomorphism class of the associative Fréchet algebra (S(O), # A ) depends only on the magnetic field B = dA ∈ Ω 2 (G). Our Theorem 4.7 records an explicit formula for # A in the case when G is a two-step nilpotent Lie group, which extends the corresponding formula established in [MP04] and [KO04] and already covers the important situation of the Heisenberg groups. We postpone to forthcoming papers both the formula for magnetic Moyal product in the case of a general (simply connected) nilpotent Lie group and the description and applications of more general classes of symbols for the magnetic pseudo-differential Weyl calculus. We aim to apply these techniques to more general function spaces F in order to obtain more general radiation conditions for various Hamiltonian operators appearing in mathematical physics (see for instance [Be01a] and [Be01b] ).
Notation. Throughout the paper we denote by S(V) the Schwartz space on a finite-dimensional real vector space V. That is, S(V) is the set of all smooth functions that decay faster than any polynomial together with their partial derivatives of arbitrary order. Its topological dual -the space of tempered distributions on V-is denoted by S ′ (V). We use the notation C ∞ pol (V) for the space of smooth functions that grow polynomially together with their partial derivatives of arbitrary order. We use ·, · to denote any duality pairing between finite-dimensional real vector space whose meaning is clear from the context. In particular, this may stand for the self-duality given a symplectic bilinear form.
Semidirect products
2.1. One-parameter subgroups in topological groups.
Definition 2.1. For an arbitrary topological group G we define
and endow this set with the topology of uniform convergence on compact intervals in R. The adjoint action of G on L(G) is the continuous mapping
The exponential function of G is the continuous mapping
If H is another topological group, then every homomorphism of topological groups ψ :
is commutative. In fact L(·) is a functor from the category of topological groups to the category of topological spaces, and exp is a natural transformation. We refer to [HM05] and Chapter II in [HM07] for these concepts and related results.
Remark 2.2. If G is a finite-dimensional Lie group, then every one-parameter group X ∈ L(G) is actually smooth and there exists a bijective map
which takes every one-parameter subgroup X ∈ L(G) into its infinitesimal generatorẊ(0) ∈ T 1 G. More generally, this assertion holds if G is a locally exponential Lie group (modeled on a locally convex space); see Def. II.5.1, Def. IV.1.1, and Th. IV.1.18 in [Ne06] .
Remark 2.3. Let G be a topological group and Y a complex Banach space. We denote
is a so-continuous representation which is uniformly bounded (that is, sup
then for every X ∈ L(G) we get a bounded, so-continuous one-parameter group π • X : R → B(Y). Thus we can define a mapping
by means of the Hille-Yosida theorem, and we have
(which should be compared with (2.1)). Now assume that V is a linear subspace of Y and for every
If moreover G is a topological group with Lie algebra in the sense of Chapter II in [HM07] , then it follows by the Trotter formulas that L(π) induces a representation of the Lie algebra L(G) by linear maps on V.
2.2. Semidirect products and their exponential maps.
Definition 2.4. Let G be a topological group and F a real topological vector space with the unital associative algebra of continuous endomorphisms denoted by End (F ). Assume that α :
is the topological group whose underlying topological space is F × G (respectively F ⋊ G) with the multiplication
It is easy to see that (0, 1) is the unit element in the group F × α G, while the inversion is given by
for every φ ∈ F and g ∈ G. Now let g be any real topological Lie algebra and assume thatα : g → End (F ), X →α(X), is a continuous representation of g on F , that is,α is a linear mapping such thatα([X 1 , X 2 ]) = [α(X 1 ),α(X 2 )] := α(X 1 )α(X 2 ) −α(X 2 )α(X 1 ) for all X 1 , X 2 ∈ g and the mapping g × F → F, (X, φ) →α(X)φ is continuous. Then the semidirect product of Lie algebras denoted F ⋊α g is the topological Lie algebra whose underlying topological vector space is F × g with the bracket
for every X 1 , X 2 ∈ g and φ 1 , φ 2 ∈ F. One can similarly define the semidirect product of Lie algebras g ⋉α F .
Remark 2.5. In the setting of Definition 2.4, if G is a locally convex Lie group (see [Ne06] ), F is a complete locally convex vector space and the mapping G × F, (g, φ) → α g φ is smooth, then it is straightforward to prove the following assertions:
(1) The semidirect product M := F ⋊ α G is a locally convex Lie group whose Lie algebra is m := F ⋊α g, where g = L(G) is the Lie algebra of G andα : g → End (F ) is defined by the condition that for every φ ∈ F the linear mapping g → F , X →α(X)φ is the differential of the smooth mapping G → F , g → α g φ at the point 1 ∈ G. (2) The adjoint action of the Lie group M on its Lie algebra m is given by
for (φ, g) ∈ F ⋊ α G = M and (ψ, X) ∈ F ⋊α g = m.
(3) The coadjoint action of the Lie group M on the dual of its Lie algebra m * = F * × g * is given by
Example 2.6. Let n ≥ 1 and assume that F is a linear subspace of the space of real Borel functions B R (R n ) which is invariant under translations and is endowed with a linear topology such that the mapping
is continuous. If we denote by α the corresponding action of the additive group (R n , +) by endomorphisms of the group (F , +), then we can construct the semi-direct product
which is a topological group with the multiplication defined by (2.3). Moreover, G has a natural unitary representation on the Hilbert space H := L 2 (R n ), defined by
If the topology of the function space F is stronger than the topology of pointwise convergence, then it follows by Lebesgue's dominated convergence theorem that the representation π is so-continuous.
Here are some special cases of this construction:
(1) For any integer k ≥ 1 let us consider the following space of polynomial functions on R
The linear space P k (R n ) is finite-dimensional and is invariant under translations, hence we can form the semi-direct product
which is a finite-dimensional, nilpotent, simply connected Lie group. The special case k = 1 of this construction is particularly important, since G 1 is precisely the (2n + 1)-dimensional Heisenberg group.
with the natural Fréchet topology, then it follows by Ex. II.5.9 in [Ne06] that
n is a (Fréchet-)Lie group whose Lie algebra is the semi-direct product
The Lie algebra g fails to be abelian or even nilpotent, however it is solvable since [
The following statement partially extends Th. 49.6 and remark 38.9 in [KM97] and some facts noted in Ex. II.5.9 in [Ne06] . See also Sect. 3 in [MS03] for the expression of the exponential map for a semi-direct product of finite-dimensional Lie groups. 
x ∈ D, and φ ∈ B R (D). Also assume that F is endowed with a complete, locally convex topology such that the mapping
) is continuous. Then the following assertions hold:
(1) The mapping
is well defined and continuous.
(2) For every pair (φ, X) ∈ F × L(G), the function
( 
4) If we assume that G is a finite-dimensional Lie group acting on itself by left translations (hence
D = G and (α g φ)(x) = (λ g φ)(x) = λ(g −1 x) for g,
x ∈ G and φ ∈ F) and there exists the continuous inclusion F ֒→ C ∞ (G) such that the mapping (2.7) is smooth, then F ⋊ λ G is a locally convex Lie group with the following properties:
φ is Riemann integrable since it is continuous and the locally convex space F is complete; see for instance Lemma 2.5 in Ch. I of [KM97] . The continuity of the mapping (φ, X) → β(X)φ follows by the continuity of (2.7) and the continuity properties of the Riemann integral.
(2) The second equality in the definition of Z φ,X (t) follows by a change of variables in the Riemann integral (Corollary 2.6(3) in Ch. I of [KM97] ), and Z φ,X : R → F × G is continuous by the previous assertion (1). Moreover, for arbitrary t 1 , t 2 ∈ R we have
On the other hand,
The equality
(tβ(tX)φ) = φ follows by Lemma 2.5 in Ch. I of [KM97] again.
(3) Firstly note that α X(t1+t2) = α X(t1) α X(t2) for every t 1 , t 2 ∈ R, hence we have
On the other hand, it follows by (2.3) and (2.4) that (ψ, 1) −1 = (−ψ, 1) and (ψ, 1)(φ, g)(ψ, 1)
) whenever φ ∈ F and g ∈ G. Therefore for arbitrary φ ∈ F and t ∈ R we get
where the next-to-last equality follows by (2.9). (4) Let us denote M = F ⋊ λ G and m = F ⋊λ g. It is clear that m = T (0,1) S so in order to prove that m = L(S), we still have to check that the operations of sum and bracket in these spaces agree. The latter fact follows since for every (φ, X) ∈ m and every t ∈ R we have exp M (t(φ, X)) = Z φ,X (t) by means of the above assertion (2). This shows that (4a)-(4b) hold. The remaining property (4c) follows by assertion (3).
2.3. Coadjoint orbits of semidirect products. The symplectic structures on coadjoint orbits of semidirect products defined by finite-dimensional representations of Lie groups were thoroughly investigated in [Ba98] . As we are interested in semidirect product M = F ⋊ λ G, where λ : G → End (F ) is a representation on a function space F , which is in general infinite dimensional, in this subsection we shall study a coadjoint orbit O of M that is not covered by the results in the of [Ba98] . This orbit will play a central role in our construction of magnetic pseudo-differential operators.
Definition 2.8. Let G be a finite-dimensional Lie group and F a linear subspace of B R (G) endowed with a locally convex topology. We say that the function space F is admissible if it satisfies the following conditions:
(1) The linear space F is invariant under the representation of G by left translations,
That is, if φ ∈ F and g ∈ G then λ g φ ∈ F. We denote again by λ : G → End (F ) the restriction to F of the aforementioned representation of G. (2) We have F ⊆ C ∞ (G) and the topology of F is stronger than the topology induced from C ∞ (G). In other words, the inclusion mapping
For every φ ∈ F we denote byλ(·)φ : g → F the differential of the mapping g → λ g φ at the point 1 ∈ G. Thus for all X ∈ g and g ∈ G we have
where ·, · : g * × g → R is the canonical duality pairing and R g : G → G, x → xg. (4) The points in G are separated by the functions in F , that is, for every g 1 , g 2 ∈ G with g 1 = g 2 there exists φ ∈ F with φ(g 1 ) = φ(g 2 ).
Proposition 2.9. Let G be a finite-dimensional Lie group and
Then O is a coadjoint orbit of the locally convex Lie group M which has the following properties:
(1) The orbit O is a smooth finite-dimensional manifold such that for every µ ∈ O the coadjoint action defines a trivial smooth bundle
The symplectic manifold (O, ω) is symplectomorphic to the cotangent bundle T * G endowed with its canonical symplectic structure.
Proof. Denoteδ 1 := (δ 1 , 0) ∈ O. It follows by Remark 2.5(3) that for an arbitrary element (φ, g) ∈ M = F ⋊ λ G we have
since, if we denote again by ·, · : g * × g → R the canonical duality pairing, then for every X ∈ g we get
), X , where the latter equality follows by (2.10). Now note that ((R g )
isomorphism, hence by (2.11) and condition (5) in Definition 2.8 we get {(Ad *
We now proceed to proving the other properties of O mentioned in the statement. Note that the natural surjective mapping
(2.12) is also injective since points of G are separated by the functions in F (property (4) in Definition 2.8). We shall endow O with the structure of smooth finite-dimensional manifold such that the mapping (2.12) is a diffeomorphism. Let ω ∈ Ω 2 (O) be the symplectic form obtained by transporting the canonical symplectic form of T * G by means of the diffeomorphism (2.12). In order to describe ω, recall that T * G is a trivial vector bundle over G with the fiber g * and, by using the left trivialization, we may perform the identification
with the natural projection
, Ex. 43.9 in [KM97] , or subsection 6.5 in [CW99] ). It is easily seen that the value of the 2-form −dσ on
Note that the symplectic 2-form −dσ is invariant under the action of the Lie group T * G on itself under left translations, while the 1-form η is not. (See also [Li86] .)
For arbitrary µ ∈ O let M µ := {m ∈ M | Ad * M (m)µ = µ} be the corresponding coadjoint isotropy group. It follows by (2.11) that
(2.14)
We now prove that the smooth mapping Πδ
is a trivial bundle with the fiber Mδ
1
. In fact, since dim g * < ∞, it easily follows by condition (5) in Definition 2.8 that there exists a linear mapping g * → F , ξ → ϕ ξ such that for every ξ ∈ g * we have (ϕ ξ )
. This shows that the smooth cross-section of Πδ
has the property that every element in F ⋊ λ G can be uniquely factorized as the product of an element in the image of this cross section and an element in the isotropy subgroup Mδ [Be06] ) and leads to a symplectic form ω ∈ Ω 2 (O) with the properties mentioned in assertion (2) in the statement.
To complete the proof we still have to show that the symplectic forms ω, ω ∈ Ω 2 (O) constructed so far actually coincide. It follows by (2.11) that if we identify O to T * G by means of the mapping (2.12), then the differential of the mapping Πδ
. Then (2.13) shows that the value of the 2-form Π * δ1
( ω) on m = T (0,1) M , and then ω = ω on Tδ
. By using the fact that Πδ
: M → O ≃ T * G is a trivial bundle, it is then straightforward to check that ω = ω (see the proof of Theorem 4.7 in [Ba98] ), and we are done.
2.4. Induced representations of semidirect products. This is a classical topic for locally compact groups (see for instance Ch. 5 in [Ta86] ). However in the semidirect product M = F ⋊ λ G we are working with, the factor F is generally infinite dimensional. Therefore in this section we shall provide a detailed construction of an appropriate induced representation of M .
In order to construct the unitary representation associated with the coadjoint orbit O = Ad * M (M )δ 1 in Proposition 2.9 we need to find a real polarization of the functionalδ 1 ∈ m * . It is not difficult to check that actually the abelian Lie algebra F ≃ F × {0} ⊆ F ⋊λ g = m is such a polarization, and the corresponding group is F ≃ F × {1} ⊆ F ⋊ λ G = M . Therefore the representation of the locally convex Lie group M associated with its coadjoint orbit O should be the one induced from the representation F → C, φ → exp(iδ 1 (φ)) = e iφ(1) . We now describe this induced representation in a more general setting. Assume the setting of Proposition 2.7 with G an arbitrary topological group and F ֒→ B R (G) which is invariant under the left translation operators, and denote M := F ⋊ λ G. Recall that the multiplication and the inversion in the topological group M are defined by the equations
respectively. There exist the embeddings of topological groups F ֒→ M , φ → (φ, 1), and G ֒→ M , g → (0, g), and the property
shows that every element in the semi-direct product M = F ⋊ λ G can be uniquely written as a product of elements in the images of G and F into M . Now let u 0 : F → R be a linear continuous functional and define π 0 : F → T, φ → e iu0(φ) , which is a character of the abelian topological group (F , +). We also define
where ∼ is the equivalence relation on M × C defined by m(φ, 1), z ∼ m, π 0 (φ)z whenever m ∈ M, φ ∈ F, and z ∈ C. (2.16)
We are going to denote by [(m, z)] the equivalence class of any (m, z) ∈ M × C. Note that there exists a natural homeomorphism M/F → G, (φ, g)F → g (this map is well defined because of (2.15)) and a continuous surjection
which is actually a locally trivial bundle with the fiber C.
There exists a bijective correspondence between the sections σ : M/F → M × F C (that is, functions satisfying Π • σ = id M/F ) and the functions σ : G → C. This correspondence is defined by
(2.17)
Let us denote by Γ Borel (M/F , M × F C) the space of Borel measurable sections, so that there exists a linear isomorphism from this space onto the space of complex-valued, Borel measurable functions on G,
The representation π := Ind
, and µ ∈ M/F .
We will denote again by π : M → End (B C (G)) the corresponding representation obtained by (2.18). To get a specific description of the latter representation π, note that for every φ ∈ F and g, x ∈ G we have
whence by (2.17) again we get
For instance, if u 0 = δ 1 : F → R, φ → φ(1), then we get
If we define U :
with the specific expression
for g, x ∈ G, φ ∈ F, and σ ∈ B C (G).
3. Magnetic preduals of the coadjoint orbit O 3.1. Auxiliary properties of nilpotent Lie algebras.
Definition 3.1. Let g be a nilpotent finite-dimensional real Lie algebra of dimension ≥ 1 and define g 0 := g and
Then g 0 ⊇ g 1 ⊇ g 2 ⊇ · · · and, since g is a nilpotent Lie algebra, there exists n ≥ 0 with g n = {0} = g n+1 . The number n ≥ 0 is called the nilpotency index of g. Note that [g, g n ] = g n+1 = {0}, hence g n is contained in the center of g. In particular, g n is an ideal of g n and then there exists a natural Lie bracket on g/g n which makes the quotient map q : g → g/g n into a homomorphism of Lie algebras. It is also easily seen that g/g n is a nilpotent Lie algebra whose nilpotency index is n − 1, provided that n ≥ 1.
Proposition 3.2. If g is a nilpotent finite-dimensional real Lie algebra, then for every V ∈ g the mapping
is a polynomial diffeomorphism whose inverse is also polynomial and which preserves the Lebesgue measure.
Proof. Recall that the multiplication * defined by the Baker-Campbell-Hausdorff (BCH) formula is a polynomial mapping in the case of the nilpotent Lie algebras, and therefore the mapping in the statement is polynomial. To prove the other properties we shall proceed by induction on the nilpotency index of the Lie algebra under consideration.
If the nilpotency index of g is 0, then this algebra is abelian, so the BCH multiplication * reduces to the vector sum. Then for every V ∈ g we have
which clearly has the properties we wish for. Now let n ≥ 1 and assume that the assertion holds for the Lie algebras of nilpotency index < n. Let g be a nilpotent Lie algebra with g n = {0} = g n+1 (see the notation in Definition 3.1) and take V ∈ g arbitrary. To show that the mapping Ψ g,V : g → g is injective, let Y 1 , Y 2 ∈ g such that Ψ g,V (Y 1 ) = Ψ g,V (Y 2 ). If we transform both sides of the latter equation by the Lie algebra homomorphism q : g → g/g n which preserves the BCH multiplication, then we get
Since the mapping Ψ g/gn,q(V ) : g/g n → g/g n is injective by the induction hypothesis, it follows that q(
We note that the above equalities follow by using the definition of the BCH multiplication * along with the fact that Y 0 ∈ g n , hence [Y 0 , g] = {0}.
It remains to check that the mapping Ψ g,V : g → g is surjective and its inverse is polynomial. For that purpose let ι : g/g n → g be any linear mapping satisfying q • ι = id g/gn . (So ι can be any linear isomorphism of g/g n onto a linear complement of g n in g.) Denote
where Φ := (Ψ g/gn,q(V ) ) −1 : g/g n → g/g n is a polynomial map which exists because of the induction hypothesis. Note that for every Z ∈ g we have
where we used the equality q • ι = id g/gn and again the fact that q : g → g/g n is a Lie algebra homomorphism hence preserves the BCH multiplications. Since Ker q = g n and [g, g n ] = g n+1 = {0}, we get
We can use this property to see that (as in the above proof of the fact that Ψ g,V is injective) we have for every Z ∈ g,
This shows that the mapping Ψ g,V : g → g is indeed surjective and
To conclude the proof, just recall that Φ = (Ψ g/gn,q(V ) ) −1 : g/g n → g/g n is a polynomial map by the induction hypothesis, while the BCH multiplication is a polynomial mapping on every nilpotent Lie algebra. Since both ι and q are linear, it follows by (3.1) that ∆ : g → g is a polynomial mapping, and then (3.2) shows that so is (Ψ g,V )
−1 : g → g. As regards the measure-preserving property, it will be enough to show that for an arbitrary Y 0 ∈ g the differential (Ψ g,V )
′ Y0 : g → g is a linear map whose determinant is equal to 1. To this end note that
. Actually, the latter map restricted to g n is equal to the identity map on g n , and in particular the determinant of that restriction is equal to 1. On the other hand, as above in the proof of injectivity of Ψ g,V , we get q • Ψ g,V = Ψ g/gn,q(V ) • q. By differentiating this equality at Y 0 ∈ g and taking into account that q : g → g/g n is a linear map, we get q•(Ψ g,V )
•q, and then we get the following commutative diagram
whose rows are short exact sequences. Since the determinant of (Ψ g/gn,q(V ) ) ′ q(Y0) is equal to 1 by the induction hypothesis, it follows that the determinant of the middle vertical arrow is also equal to 1. This completes the induction step and the proof.
3.2. Magnetic preduals and global coordinates for O. We shall work in the following setting:
(1) The simply connected nilpotent Lie group G is identified with its Lie algebra g by means of the exponential map and * denotes the Baker-Campbell-Hausdorff multiplication on g. (2) We denote by ·, · : g * × g → R the canonical duality pairing. (3) We also denote by F an admissible space of functions on g which contains both g * and the constant functions. As usual, we denote by M = F ⋊ λ g the corresponding semidirect product of groups, which is a locally convex Lie group with the Lie algebra T (0,0) M = m = F ⋊λ g. Here we shall distinguish m from the set L(M ) of one-parameter subgroups in M . (4) The magnetic potential A ∈ Ω 1 (g) is a smooth differential 1-form whose coefficients belong to F . That is, A : g → g * , X → A X := A(X), is a smooth mapping such that for every
The magnetic field is the 2-form B = dA ∈ Ω 2 (g). Hence B is a smooth mapping X → B X from g into the space of all skew-symetric bilinear functionals on g such that
and then consider the continuous linear mappinḡ
Then the following assertions hold:
Proof. The first assertion is easily seen. For the second assertion, note that if g is two-step nilpotent, then (R Y ) ′ 0 = id g for every Y ∈ g, hence the specific expression ofω follows by (2.10). If we regardω as a mapping from F × g into the skew-symmmetric bilinear functionals on F × g, then we may dfferentiate it as such and we get
since the second differentials of the smooth functions φ 1 , φ 2 , φ 3 ∈ F are symmetric. Further, sinceθ is a linear map we get
and this completes the proof. 
will be called the magnetic predual of the coadjoint orbit O (associated with the magnetic potential A). Let I : g × g * ֒→ F × g be the natural embedding I(X, ξ) = (ξ, X). Then the mappinḡ
is a linear isomorphism which (by Proposition 3.3) takes the canonical symplectic structure of g × g * to a certain symplectic structure on O * , which will be called the natural symplectic structure of the magnetic predual O * . Thus (3.3) is an isomorphism of symplectic vector spaces. In the following statement we need some notation from Propositions 2.7 and 2.9. Thus, δ 0 : F → R is the functional φ → φ(0). Proposition 3.6. Let us define
Then the mapping
Proof. Let Mδ 0 be the coadjoint isotropy group atδ 0 ∈ m * . To prove that Φ :
it is necessary and sufficient to see that the following assertions hold:
is bijective and additionally, if
In order to prove these assertions we shall use fact that by Proposition 2.7 we have
Here the function α(X, ξ) ∈ F at an arbitrary point Y ∈ g can be computed in the following way:
By using the notation introduced in Proposition 3.2 we get
Now, to prove assertion (1), just note that if exp M (θ(X 1 , ξ 1 )) = exp M (θ(X 2 , ξ 2 )), then by (3.5) we get X 1 = X 2 =: X and α(X, ξ 1 ) = α(X, ξ 2 ). Then by (3.6) we get ξ 1 • Ψ g,X = ξ 2 • Ψ g,X . Since Ψ g,X : g → g is a diffeomorphism by Proposition 3.2, it follows that ξ 1 = ξ 2 . We now proceed to proving the above assertion (2). To prove the second part of that assertion, let us assume that exp M (θ(X 1 , ξ 1 )) ∈ exp M (θ(X 2 , ξ 2 ))Mδ 0 . It then follows by (2.14) and (3.5) that there exists φ ∈ F such that φ ′ 0 = 0 and (α(X 1 , ξ 1 ), X 1 ) = (α(X 2 , ξ 2 ), X 2 )(φ, 0). Thence X 1 = X 2 =: X and α(X, ξ 1 ) = α(X, ξ 2 ) + λ X φ, so by (3.6) we get ξ 2 − ξ 1 , Ψ g,X (−Y ) = φ((−X) * Y ) for every Y ∈ g. By means of the change of variable (−X) * Y = −W we have W * (−X) = −Y , and then ξ 2 − ξ 1 , Ψ g,X (W * (−X)) = φ(−W ) for every W ∈ g. Now note that
′ 0 : g → g is a linear isomorphism, and then ξ 2 − ξ 1 = 0. This proves the second part of assertion (2) which in particular shows that the multiplication mapping (3.4) is injective. To prove that that mapping is surjective as well, let (φ, X) ∈ M arbitrary. It follows by (2.14) and (3.5) again that it will be enough to find ξ ∈ g * and ψ ∈ F such that ψ ′ 0 = 0 and (α(X, ξ), X)(ψ, 0) = (φ, X). The latter equation is equivalent to α(X, ξ) + λ X ψ = φ, that is, λ −X (α(X, ξ)) + ψ = λ −X ψ, whence by (3.6) we get
Since (−sX) * X = (1 − s)X, the above equation is further equivalent to
Since the mapping
is a diffeomorphism by Proposition 3.2, it folows that its differential at Y = 0 is a linear isomorphism on g. Now by differentiating (3.7) at Y = 0 and using the condition ψ ′ 0 = 0, we see that ξ ∈ g * can be uniquely determined in terms of the given function ϕ ∈ F. Then we just have to solve equation (3.7) for ψ. This completes the proof of the fact that the multiplication mapping (3.4) is surjective.
We now know that the mapping Πδ
in the statement is a bijection. To see that it is actually a diffeomorphism, firstly note that exp M •θ : g × g * → M is smooth as an easy consequence of (3.5) and (3.6), and then Πδ 0
•exp M •θ is smooth. To prove that its inverse is also smooth, we just have to use the fact that the solution ξ of (3.7) depends smoothly on the data φ ∈ F (as a direct consequence of our way to solve equation (3.7)).
Proof. Use Propositions 3.3 and 3.6.
Magnetic Weyl calculus on Lie groups
4.1. Localized Weyl calculus. In this subsection we sketch a general setting, inspired by [An69] and [An72] , for the Weyl calculus associated with continuous representations of any topological groups, which may be infinite-dimensional Lie groups. We shall apply this construction in the next subsection in the case of a semidirect product M = F ⋊ λ G, where F is a certain function space on the nilpotent Lie group G. (1) a duality pairing ·, · : Ξ * × Ξ → R between two real finite-dimensional vector spaces Ξ and Ξ * ; (2) a map θ : Ξ → L(M ) which is measurable with respect to the natural Borel structures of Ξ and L(M ). Denote by
the Fourier transform with respect to the duality ·, · , and the inverse Fourier transform
where the Lebesgue measures on Ξ and Ξ * are suitably normalized. Then the corresponding localized Weyl calculus for π along θ is defined by
where we use Bochner integrals of Y-valued functions. 
, and now (4.3) follows by (4.1).
4.2.
Magnetic pseudo-differential calculus on nilpotent Lie groups. We are going to specialize here the ideas of subsection 4.1 in order to construct a magnetic Weyl calculus in the setting of subsection 3.2. Thus G is a (connected and) simply connected nilpotent Lie group with L(G) = g. Then the exponential map exp G : g → G is a diffeomorphism, and we use the notation log G = exp
G . We recall that the Haar measure on the group G is taken by log G into the Lebesque measure on g, consequently the Lebesque measure on g is invariant under the transformations Y → Y * X and Y → (−Y ).
Assume F an admissible space of real continuous functions on G, which is invariant under the left regular action, hence the mapping
is well defined. Since F is endowed with a topology such that λ is continuous, we may consider the semidirect product M = F ⋊ λ G. Proposition 2.7 shows that the Lie algebra of M is the semidirect product F ⋊λ g and the exponential map exp M is given by
We denote the duality between g and g * also by
Then we assume that the functions ξ • log G belong to F for every ξ ∈ g * . We set Ξ = g × g * . The mapping
defines a symplectic structure on Ξ. This is, in particular, a duality pairing, Ξ being self-dual with respect to this pairing. The Fourier transform associated to ·, · is given by
It extends to an invertible operator
is the Fourier transform associated to the duality between g and g
where ι * is the pull-back by ι :
given by the natural induced representation described in subsection 2.4. Namely, π : M → B(Y) is given by
Then π(ϕ, g) is unitary for every (ϕ, g) ∈ M . Consider now θ 0 : Ξ → F a Borel measurable function. Then we set
where Z ϕ,X with (ϕ, X) ∈ F × g has been defined in Proposition 2.7. We consider the Weyl calculus for π along θ above. Recall that when a ∈ F Ξ L 1 (Ξ)
We see that here
We have thus obtained
By changing variables we get that
We may use Fubini's theorem to see that the operator Op θ (a) is an integral operator with kernel
In the case where θ 0 is of the form
where A : g → g * is continuous and x → A(log G x), (R log G x ) ′ 0 X belongs to F for every X ∈ g, the expressions above can be further simplified. Denote
This is a continuous complex valued function on g × g. With this notation (4.11) becomes
Hence, in the case where θ 0 is as in (4.12), we get
(4.14)
Definition 4.3. In the setting of subsection 3.2, the simply connected nilpotent Lie group G is identified with its Lie algebra g by means of the exponential map. Let F an admissible space of functions on g which contains both g * and the constant functions. Assume that A ∈ Ω 1 (g) is a magnetic potential such that for every X ∈ g the function Y → A Y , (R Y ) ′ 0 X belongs to F and define θ 0 : g× g * → F as in (4.12) (or Proposition 3.6). Then for every a ∈ S(g × g * ) there exists a linear operator Op θ (a) in L 2 (g) defined by (4.10). We will denote Op A (a) := Op θ (a) and will call it a magnetic pseudo-differential operator with respect to the magnetic potential A. The function a is the magnetic Weyl symbol of the pseudo-differential operator Op A (a), and the Weyl calculus with respect to the magnetic potential A is the mapping Op A which takes a function a ∈ S(g × g * ) into the corresponding pseudo-differential operator.
The the Weyl calculus Op
A has the following properties:
(1) For P 0 ∈ g let A(Q)P 0 be the multiplication operator defined by the function
) Gauge covariance with respect to the magnetic potential
is bounded linear on L 2 (g) and is defined by an integral kernel K a ∈ S(g × g) given by formula (4.14). (4) Under the hypothesis of (3) the correspondence a → K a is an isomorphism of Fréchet spaces
. . Also note that, according to (4.5), U is actually the multiplication operator by the function e iψ . Now assume the hypothesis of assertions (3) and (4) and remember that the first of these properties had been already proved in the discussion preceding Definition 4.3. Further note that α A (·), α A (·) −1 ∈ C ∞ pol (g × g) by (4.13). Since moreover |α(·)| = 1, we see from formula (4.14) that in order to show prove the asserted properties of the correspondence a → K a it will be enough to check that the mapping Σ : g × g → g × g, Σ(Y, Z) = By using the fact that g is a nilpotent Lie algebra it is straightforward to prove that Σ 1 is a measurepreserving polynomial diffeomorphism whose inverse is polynomial, and so is Σ 2 because of Proposition 3.2. This completes the proof. ′ 0 X belongs to C ∞ pol (g) for every X ∈ g, then it follows by Theorem 4.4(3) that for every a 1 , a 2 ∈ S(g × g * ) there exists a unique function a 1 # A a 2 ∈ S(g × g * ) such that Op A (a 1 )Op A (a 2 ) = Op A (a 1 # A a 2 ) and the magnetic Moyal product S(g × g * ) × S(g × g * ) → S(g × g * ), (a 1 , a 2 ) → a 1 # A a 2 is a bilinear continuous mapping. For the sake of simplicity we denote a 1 #a 2 := a 1 # A a 2 whenever the magnetic potential A had been already specified. Proof. Formulas (4.16) and (4.17) follow at once by using (4.14) and (4.13), respectively, and taking into account Lemma 4.6(1). In order to prove (4.18), note first that by (4.16) and Lemma 4.6(2) we have for every c ∈ S(g × g * ) and X, T ∈ g the equation K c (( We change of variables (Z, T ) → (z, t) of Lemma 4.6(3). In these new variables we have ( 1 2 T ) * X = 2z − Z = z − t + X, (− 1 2 T ) * X = 2t − Z = t − z + X.
It follows that (a#b)(X, ξ) = g g g * g * β A (z − t + X, t − z + X, z + t − X)× e iE(ζ,τ,z+t−x,2(z−t)+[X,z−t]) a(z, ζ)b(t, τ ) dζdτ dzdt.
Note that in the change of variables above we have and this completes the proof of (4.18).
It is clear that in the case when g is an abelian Lie algebra, formula (4.18) specializes to the formula for the magnetic Moyal product on R n ; see [KO04] and [MP04] . If moreover the magnetic potential A ∈ Ω 1 (g) vanishes, then one recovers the formula for the composition of pseudo-differential operators in the framework of the Weyl calculus; see Section 18.5 in [Hor07] .
