The consensus problem of Markov jump multi-agent systems with time-varying delay under sampled-data control is investigated. Based on the extended Wirtinger inequality, a discontinuous Lyapunov functional is given, which makes full use of the sawtooth structure characteristic of sampling input delay. A less conservative consensus condition is obtained to ensure that the master systems are consensus with the slave systems. Finally, many numerical examples are given to illustrate the effectiveness of proposed methods.
Introduction
Multi-agent systems exist widely in the real world where typical examples include intelligent robots, sensor networks, animal groups. There are considerable researches refer to this topic due to its extensive applications in various fields. Many researchers devoted their effort to develop distributed control protocols based on the information communication among the agents. In the past decade, the consensus problem of multi-agent systems has attracted a growing number of attention , which means that all the agents will eventually reach an agreement on certain quantities of interest, that is to say, the multiagent systems can achieve consensus. The consensus issue has a long-standing record, especially, since the simple multi-agent model proposed by Vicsek et al. From then on, a large number of related research work emerged to abundant research data, see [1] [2] [3] [4] .
It is known to all that feedback control is an important step to understand the state of systems. However, owing to the limited network resources, such as unreliability of information channels, the capability of transmission bandwidth of networks, sampled-data strategy is more practical compared with continuous feedback control, and has been widely developed and applied in many areas. It has been introduced into consensus problems [5] [6] . Moreover, based on sampled-data control, [7] proposed a protocol which used to guarantee consensus of the system. The paper [8] considered the consensus problem of second-order multi-agent dynamical systems with sampled position data. By using data-sampling technique and a zero-order hold circuit, a new consensus protocol was induced in [9] for directed networks of multiple agents with intrinsic nonlinear dynamics and sampled-data information.
On the other hand, it is necessary to consider the influence triggered by stochastic factors, especially, some abrupt phenomena may make a system jump from one mode to another, such as random failures and sudden environmental changes. Therefore, switching dynamical systems are studied by more and more people [10] [11] [12] [13] [14] [15] . The paper [13] investigated the consensus problem of datasampled multi-agent systems with Markovian switching topologies and presented two different consensus algorithms. The event-triggered consensus problem was discussed for multiple agents connected by a directed network in [12] . Based on stochastic sampled-data, the event-triggered function was designed. The paper [14] studied the consensus problem of second-order Markovian jump multi-agent systems with delays. And the paper [11] presented the consensus of multi-agent system with random governed by a Markov chain. Additionally, in [15] , leader-following consensus problem was researched for multi-agent systems with Markovian switching topologies in a sampled-data setting.
Preliminaries
Fix a probability space ( , , ) FP  and consider the following Markov jump multi-agent system with time-varying delay: In this paper, system (1) is regarded as the master system and a slave system for (2.1) can be described by the following equation:
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is the appropriate control input that will be designed in order to obtain a certain control objective.
Define the error signal as ( ) ( ) ( ) e t y t x t , the error system can be represented as follows:
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In which K is the sampled-data feedback controller gain matrix to be determined. By substituting Eq. (5) 
Main Results
In this section, the sampled-data consensus problem of system (1) and slave system (2) will be studied via a discontinuous Lyapunov functional approach. 
then the master system (1) and slave system (2) are consensus. Proof. Consider the following discontinuous Lyapunov functional for error system (2.6) ( , ( ), ) ( ) ( ( )) ( ) 
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obtained by the Matlab LMI control toolbox. Under the above conditions, the response curves of error system (6) can be found in Fig. 1 . It is obviously that the system (1) is consensus with the master system (2).
