Introduction
Di usions with boundary conditions were studied by Ikeda and Watanabe 5] by means of associated stochastic di erential equations. Here we are interested in a fundamental example. Let and x be real constants satisfying 0 < < 1 and 0 x < 1. Suppose ( ; (F t ) t 0 ; P) is a ltered probability space satisfying the usual conditions, and that (X t ; t 0) is a continuous, adapted process taking values in 0; 1) which satis es the where (W t ; t 0) is a real valued (F t )-Brownian motion. We say that X t is sticky Brownian motion with parameter , started from x. Sticky Brownian motion has a long history. Arising in the work of Feller 3] on the general strong Markov process on 0; 1) that behaves like Brownian motion away from 0, it has been considered more recently by several authors, see Yamada 12] and Harrison and Lemoine 4] , as the limit of storage processes, and by Amir 1] as the limit of random walks.
Ikeda and Watanabe show that (1.1) admits a weak solution and enjoys the uniqueness-in-law property. In 2], Chitashvili shows that, indeed, the joint law of X and W is unique (modulo the initial value of W), and that X is not measurable with respect to W, so verifying a conjecture of Skorokhod that (1.1) does not have a strong solution. The ltration (F t ) cannot be the (augmented) natural ltration of W and the process X contains some`extra randomness'. It is our purpose to identify this extra randomness in terms of killing in a branching process. To this end we will study the squared Bessel process, which can be thought of as a continuous-state branching process, and a simple decomposition of it induced by introducing a killing term. We will then be able to realise this decomposition in terms of the local-time processes of X and W. Finally we will prove the following result which essentially determines the conditional law of sticky Brownian motion given the driving Wiener process. Note in particular that X t 2 0; W t + L t ] a.s.. The proof of this result is given in Section 4, and depends on the construction of the pair (X; W) discussed in Section 3. Section 2 is essentially independent, but helps provide us with the intuitive reason for believing Theorem 1.
We begin with a simple but illuminating lemma on sticky Brownian motion, and x some notation we will need in the sequel.
We This lemma shows us that sticky Brownian motion is just the time change of a re ecting Brownian motion so that the process is held momentarily each time it visits the origin. In this way it spends a real amount of time at the origin, proportional to the amount of local time the re ecting Brownian motion has spent there, in fact, A This simple decomposition can be thought of in the following manner. V t is the total-mass process of a continuous-state critical branching process and R t that of a subcritical process. But a subcritical process can be obtained from a critical process by introducing killing at some xed rate into the latter. Y t represents the mass of that part of the critical process descended from killed particles. The idea that`R t is V t with killing at rate 2 ' will pervade this paper.
V t has some nite extinction time = infft : V t = 0g, see for example Revuz and Yor 9] , section 1 of chapter XI, and the same is true of R t , its extinction time being denoted by . It is clear that ; perhaps surprisingly can equal , and we will calculate the probability of this. This will be accomplished rst via the L evy-Khintchine formula and then extended using martingale techniques. The lemma follows on di erentiating. We wish to prove the following.
Proposition 5. The conditional law of the extinction time of the subcritical process given the extinction time of the critical process satis es
This can be loosely interpreted as the probability that the last surviving particle of the critical process also belongs to the subcritical process, an event that depends on whether there has been any killing along its line of ancestry.
Let us denote the law of a process satisfying dZ t = 2 p Z t dB t + 2( Z t + ) dt; Z 0 = y;
by Q y , and the law of the Z-process conditioned to be at x at time t by Q ;t y!x . Now the following L evy-Khintchine formula comes from Yor 14] x!0 ; allows us, combining (2.5),(2.6) and (2.7), to compute P( = tj = t). Then we have P( = tj = t) = P( = tj = t) P( 2 dt) P( 2 dt) ;
and substituting from the lemma we are done.
We will now extend this result by conditioning on the whole of V , instead of just its extinction time. We will need the following lemma, which is perhaps of some independent interest. and furthermore is orthogonal to V .
So if we put G t = F t _ (V ), we can apply Lemma 6 to deduce that t is a G t -martingale. Moreover, is G 0 -measurable, and so for any positive constant K, E 1 I f <Kg = E 0 I f <Kg ; since t I f <Kg is a bounded G t -martingale. But as K "1 we obtain E 1 = E 0 = 1; whence is uniformly integrable. Now we are able to prove Now observe that > implies that = 0 (but the converse isn't so evident!), whence implying the desired equality.
A decomposition of Brownian motion
It is now well known, as excellently described by Le Gall 7] , that if we interpret the squared Bessel process of dimension zero as a continuous-state branching process then the associated genealogical structure is carried by Brownian excursions. In this section we will give a decomposition of Brownian motion that corresponds to the decomposition of the squared Bessel process induced by the killing considered previously. By looking at local times we will be able to recover Proposition 3. To begin we recall:
Theorem 9 (Ray-Knight). If W t is re ecting Brownian motion, starting from zero, with l y t its local time at level y, then, letting x = infft : l 0 t xg, we have (l y x ; y 0) is a squared Bessel process of dimension 0 started from x.
If we introduce drift we can obtain the subcritical process of the previous section in a similar manner. Proof. We follow Yor 14] . Let W denote the law of re ecting Brownian motion with drift towards the origin, with similar notation for the corresponding expectation. For the rest of the section we assume that X 0 and W 0 are both 0, and we are able to interpret the above result in terms of branching processes. A point (t; W t ) represents part of the subcritical process if X t = 0; otherwise it is part of an excursion of the X process away from 0, and such an excursion represents mass descended from a single killed ancestor. Letting l y t be the local time of W and x be as before, we have, Next observe, since we demonstrated in the proof of the previous theorem K A 0 t = L t , that A 0 x is the rst time that the local time of S at 0 reaches x. Thus (R y ; y 0) is the family of local times of S stopped after it has spent local time x at the origin, and, appealing to Theorem 10, the rst part of the result follows.
Similarly, for any positive Borel measurable function f, We proceed by computing some resolvents. We need, rst, to convince ourselves that (X; W) has the strong Markov property; but this follows from the easily checked Feller property. The rst part of the following result, the calculation of the resolvent of sticky Brownian motion, has been obtained previously by several authors, see for example Knight 6 ]. Proof. We are guided (as always!) by Rogers and Williams 10], section 8 of chapter VI. We begin by supposing that X 0 = 0 and W 0 = a, where a 0. Take two independent exponential random variables, T 1 and T 2 , both independent of X and W, and both with mean ? 1 The above arguments have determined U f(0) and V f(0; a). If we now consider the process (X; W) started from an arbitrary point (x; a) 2 E, we may apply the strong Markov property at the time H 0 , the rst time that X t is zero. We obtain U f(x) = R ? f(x) + (x)U f(0); and, de ning the the function f x;a by f x;a (y) = f(y; a + y ? x) for y 0, V f(x; a) = R ? f x;a (x) + (x)V f(0; a ? x);
where R ? is the resolvent of Brownian motion killed at 0, which has density r ? (x; y) Our argument will essentially depend on time reversal and the fact that W t = 0 implies that X t = 0. We begin by making some remarks concerning the resolvent of (X; W) that follow from the preceding proposition.
De ne the measure m on Borel subsets of the state space E by 
