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Abstract: This paper studies a synthesis approach to predictive control for networked control systems with data loss and quan-
tization. An augmented Markov jump linear model with polytopic uncertainties is modeled to describe the quantization errors
and possible data loss. Based on this model, a predictive control synthesis approach is developed, which involves online opti-
mization of a inﬁnite horizon objective and conditions to deal with system constraints. The proposed MPC algorithm guarantees
closed-loop mean-square stability and constraints satisfaction.
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1 Introduction
With the development of large-scale or complex industrial
systems, communication networks play a more and more im-
portant role. They bring advantages for control systems,
such as low cost, high ﬂexibility, simple installation and
maintenance. However, owing to the limited communica-
tion capacities, the insertion of a communication network
also has some detrimental effects on practical feedback con-
trol systems [1], [10], [13]. The signals are usually quan-
tized before being transmitted. Moreover, in the process of
transmission, the quantized signals may be lost. Thus, the
performance of controlled systems will inevitably be sub-
jected to the effects of quantization error and data loss, so
that the conventional control methods may not work effec-
tively. Hence, this paper focuses on the problem of control
over above network environment.
A lot of effort has recently been made on the design and
analysis of control systems with quantization or/and data
loss, see for example, [4], [5], [8], [11], [14], [16]. In [8]
and [11], logarithmic quantizer was introduced and proven
that quantized stabilization is equivalent to the robust sta-
bilization of an associated system with sector bound uncer-
tainty. Following [8] and [11], different control approaches
to deal with quantized stabilization problem have been stud-
ied in [4], [5], [14], [16]. For data loss, it can be often
and appropriately modeled as random processes described
by a probability distribution. A simple stochastic approach
is to describe it as an independent and identically distributed
(i.i.d.) Bernoulli process [3], [12], [15], [17]. To describe
data loss process more accurately, Markov jump process was
adopted [6], [7], [9]. In [6], a discrete-time Markov chain
with known transition probability matrix was used to model
the data loss process and the stabilization problem was inves-
tigated. It was considered in [7] the stability of sampled-data
networked linear systems with Markovian packet losses, and
the state estimation problem was studied in [9].
Model predictive control (MPC), also known as reced-
ing horizon control, has received much attention in the past
decades due to its extensive applications. It can incorporate
the input/output constraints into the on-line optimization and
achieve approximately optimal control performance, which
inspires the development of MPC for networked control sys-
tems. In [2] and [19], robust MPC strategies were presented
to stabilize the quantized feedback control systems. In [18],
Bernoulli data loss was assumed and a predictive control
law involving missing probability was designed to stabilize
the closed-loop system in mean square sense. However, to
the authors’ best knowledge, the predictive control synthesis
problem for networked control systems with both quantiza-
tion and Markovian data loss remains open.
Motivated by the above discussion, this work considers
the synthesis problem for control systems where controller
output data is transmitted over a communication network.
Both Markovian data loss and logarithmic quantizers are
considered in the network. A novel compensation strategy
is introduced to deal with the multiple data loss and the in-
ﬂuence of quantization errors can be viewed as polytopic
uncertainties of control systems. Then a robust probability-
based predictive control synthesis approach is proposed and
the system constraints are satisﬁed in spite of multiple data
loss and quantization errors.
The organization of this paper is as follows. Section 2
introduces the modeling of networked control systems with
quantization and data loss. In Section 3, a predictive syn-
thesis approach is presented, and the closed-loop stability
results are achieved. Some conclusions are drawn in Section
4.
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The notations used throughout this paper are fairly stan-
dard: Rn denotes the n-dimensional Euclidean space.
P > 0(≥ 0) means that P is real symmetric and
positive deﬁnite (semi-deﬁnite). In block symmetric
matrices, we use an asterisk (∗) to represent a term
that is induced by symmetry. Diag{· · · } stands for
a block-diagonal matrix and Co{· · · } denotes the con-
vex hull, that is, if Ω = Co{A1, A2, . . . , AL} ={∑L
i=1 aiAi |
∑L
i=1 ai = 1, ai ≥ 0
}
. E is the expectation
operator and Ex denotes conditional expectation with respect
to x. The notation ψ(k+ j | k) (where ψ may represent u, x
or z ) denotes the prediction of ψ at future time k + j based
on the current state x(k).
2 Problem Formulation
Consider the following system:
x(k + 1) = Ax(k) +Bu(k), (1)
where u (k) ∈ Rm is the control input, x (k) ∈ Rn is the
state vector, and the constraints on the control input are:
|uj(k)| ≤ u¯j , j = 1, . . . ,m. (2)
We assume that the communication network is situated be-
tween the controller output and the plant input. Thus, all the
data to be transmitted need to be quantized and may be lost.
The quantizer at time instant k is modeled by
u(k) = f(v(k)), (3)
where f(·) is a logarithmic quantizer with the following
form:
f (v) =
⎧⎨
⎩
νi, if
1
1+τ νi < v ≤ 11−τ νi, v > 0,
0, if v = 0,
−f (−v) , if v < 0,
(4)
The set of quantized levels is characterized by
V = {±νi, νi = ρiν0, i = ±1,±2, . . .} ∪ {±ν0} ∪ {0},
0 < ρ < 1, ν0 > 0, (5)
where
ρ =
1− τ
1 + τ
. (6)
From [8], for the quantized control signals with individual
quantizer fl for channel l (l = 1, . . . ,m), a sector-bound
expression can be given as follows:
u (k) =
[
f1 (v1 (k)) f2 (v2 (k)) · · · fm (vm (k))
]T
= Λ(k) v(k),
where
Λ (k) = diag{1 + ξ1(k), 1 + ξ2(k), . . . , 1 + ξm(k)}
ξl(k) ∈ [−τl, τl] , l = 1, . . . ,m. (7)
From (7), Λ(k) can be represented by
Λ (k) ∈ Ω = Co{Λ(1),Λ(2), . . . ,Λ(2m)}, (8)
that is,
Λ (k) =
2m∑
i=1
ai(k)Λ
(i),
2m∑
i=1
ai(k) = 1, ai(k) ≥ 0, (9)
where Λ(i) is a diagonal matrix with entries being 1 − τl or
1 + τl, and the 2m combinations of 1 − τl and 1 + τl form
all Λ(i).
When the data is transmitted from the controller to the ac-
tuator, it may be lost. Here a stochastic variable γ(k) ∈ R
is introduced to denote the data status for time instant k (1
for transmitted data, 0 for missing data). The data status pro-
cess is assumed to be a discrete-time homogeneous Markov
chain taking values in a ﬁnite set W = {0, 1} with transition
probability matrix
Π =
[
1− β β
α 1− α
]
, (10)
where
0 ≤ Pr(γ(k + 1) = 0 | γ(k) = 1) = α ≤ 1,
0 ≤ Pr(γ(k + 1) = 1 | γ(k) = 0) = β ≤ 1. (11)
Hence, α and β are called the failure probability and the re-
covery probability, respectively.
The following compensation strategy is introduced to deal
with the negative effects caused by multiple data loss:
ud(k) =
{
u(k), if γ(k) = 1;
δud(k − 1), if γ(k) = 0, (12)
that is,
ud(k) = γ(k)u(k) + (1− γ(k))δud(k − 1). (13)
In (13), δ ∈ (0, 1] is a forgetting factor, which can improve
the ﬂexibility of compensation strategy. It is worth noting
that δ = 1 means hold-input, that is, the latest control input
stored in the actuator buffer is used when the data packet is
lost.
Taking into account of the practical realization of compen-
sation strategy (13), the following assumptions are made:
• The data may be lost successively (that is, multiple data
loss), and assume that the maximum data loss upper
bound is θmax.
• At each time instant k, the control input ud(k − 1) and
the current state x(k) are transmitted to controller to-
gether.
Based on (1), (3) and (13), the closed-loop dynamic model
(1) is rewritten as
x(k+1) = Ax(k)+γ(k)BΛ(k)v(k)+(1−γ(k))δBud(k−1).
(14)
Then, the objective is to synthesize a predictive controller
to drive the closed-loop system from any state to the origin
in the mean square sense by minimizing a performance ob-
jective function.
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3 Predictive Control Synthesis
In this section, we will develop a MPC for networked con-
trol systems with quantization and data loss. The following
state feedback predictive control law is utilized:
v(k + i|k) = Fx(k + i|k). (15)
Let
z(k) =
[
x(k)
ud(k − 1)
]
, (16)
then the augmented model of (14) and (15) is
z(k + 1) =
[
A+ γ(k)BΛ(k)F (1− γ(k))δB
γ(k)Λ(k)F (1− γ(k))δI
]
z(k),
(17)
which is an uncertain system dependent on the stochastic
variable γ(k).
At each time k, the following performance objective func-
tion of the MPC synthesis problem is deﬁned:
min
u(k+i|k)
max
Λ(k+i|k)
J∞(k), (18)
where
J∞(k) =
∞∑
i=0
Ez(k){zT (k + i|k)Sz(k + i|k)
+uTd (k + i|k)Rud(k + i|k)}, (19)
S = diag{S1, 0}, with S1 > 0, R > 0.
In order to derive an upper bound on the performance ob-
jective (19), we choose the quadratic Lyapunov function can-
didate
V (k + i|k)
= zT (k + i|k)
[
Mγ(k+i|k) 0
0 Nγ(k+i|k)
]
z(k + i|k),
γ(k + i|k) ∈ W = {0, 1}, (20)
and suppose V (·) satisﬁes the following contractiveness con-
dition:
Ez(k){V (k + i+ 1|k)− V (k + i|k)}
≤ −Ez(k){zT (k + i|k)Sz(k + i|k)
+uTd (k + i|k)Rud(k + i|k)}, (21)
where Mγ(k+i|k) ∈ Rn×n and Nγ(k+i|k) ∈ Rm×m are posi-
tive deﬁnite matrices.
Then, a sufﬁcient condition for the satisfaction of (21) is
presented.
Lemma 1. The contractiveness condition (21) is satisﬁed if
there exist a scalar ε > 0, symmetric matrices M¯0, N¯0, M¯1,
N¯1, W¯0, T¯0, W¯1, T¯1 and any matrix Y1 = FM¯1, such that
the following matrix inequalities (22)–(25) hold.
⎡
⎢⎢⎢⎢⎢⎢⎣
M¯0 ∗ ∗ ∗ ∗ ∗
0 N¯0 ∗ ∗ ∗ ∗
AM¯0 δBN¯0 W¯0 ∗ ∗ ∗
0 δN¯0 0 T¯0 ∗ ∗
M¯0 0 0 0 εS
−1
1 ∗
0 δN¯0 0 0 0 εR
−1
⎤
⎥⎥⎥⎥⎥⎥⎦
≥ 0,(22)
⎡
⎢⎢⎢⎢⎢⎢⎣
M¯1 ∗ ∗ ∗ ∗ ∗
0 N¯1 ∗ ∗ ∗ ∗
AM¯1 +BΛ
(l)Y1 0 W¯1 ∗ ∗ ∗
Λ(l)Y1 0 0 T¯1 ∗ ∗
M¯1 0 0 0 εS
−1
1 ∗
Λ(l)Y1 0 0 0 0 εR
−1
⎤
⎥⎥⎥⎥⎥⎥⎦
≥ 0,
l = 1, . . . , 2m, (23)
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
W¯1 ∗ ∗ ∗ ∗ ∗
0 T¯1 ∗ ∗ ∗ ∗
α
1
2 W¯1 0 M¯0 ∗ ∗ ∗
(1− α) 12 W¯1 0 0 M¯1 ∗ ∗
0 α
1
2 T¯1 0 0 N¯0 ∗
0 (1− α) 12 T¯1 0 0 0 N¯1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
≥ 0,
(24)
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
W¯0 ∗ ∗ ∗ ∗ ∗
0 T¯0 ∗ ∗ ∗ ∗
(1− β) 12 W¯0 0 M¯0 ∗ ∗ ∗
β
1
2 W¯0 0 0 M¯1 ∗ ∗
0 (1− β) 12 T¯0 0 0 N¯0 ∗
0 β
1
2 T¯0 0 0 0 N¯1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
≥ 0.
(25)
z(k + i+ 1|k) =
[
A+ γ(k + i|k)BΛ(k + i|k)F (1− γ(k + i|k))δB
γ(k + i|k)Λ(k + i|k)F (1− γ(k + i|k))δI
]
z(k + i|k), (26)
Ez(k){V (k + i+ 1|k)− V (k + i|k)}
= Ez(k){Ez(k+i|k){zT (k + i|k)
[
A+ γ(k + i|k)BΛ(k + i|k)F (1− γ(k + i|k))δB
γ(k + i|k)Λ(k + i|k)F (1− γ(k + i|k))δI
]T
×
[
M(γ(k+i+1|k)|γ(k+i|k)) 0
0 N(γ(k+i+1|k)|γ(k+i|k))
] [
A+ γ(k + i|k)BΛ(k + i|k)F (1− γ(k + i|k))δB
γ(k + i|k)Λ(k + i|k)F (1− γ(k + i|k))δI
]
×z(k + i|k)} − zT (k + i|k)
[
Mγ(k+i|k) 0
0 Nγ(k+i|k)
]
z(k + i|k)}, (27)
Eγ(k+i|k)=1
{[
M(γ(k+i+1|k)|γ(k+i|k)=1) 0
0 N(γ(k+i+1|k)|γ(k+i|k)=1)
]}
=
[
αM0 0
0 αN0
]
+
[
(1− α)M1 0
0 (1− α)N1
]
. (28)
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Proof. Based on augmented model (16)–(17) and the
quadratic Lyapunov function deﬁned in (20), we can get (26)
and (27).
For γ(k + i|k) = 1, taking the transition probabilities in
(10) into account, it is obvious that (28) holds. Then, the
contractiveness condition (21) can be written as
Ez(k){V (k + i+ 1|k)− V (k + i|k)}+ Ez(k){zT (k + i|k)
×Sz(k + i|k) + uTd (k + i|k)Rud(k + i|k)}
= Ez(k){zT (k + i|k)
[
A+BΛ(k + i|k)F 0
Λ(k + i|k)F 0
]T
×
([
αM0 0
0 αN0
]
+
[
(1− α)M1 0
0 (1− α)N1
])
×
[
A+BΛ(k + i|k)F 0
Λ(k + i|k)F 0
]
z(k + i|k)
−zT (k + i|k)
[
M1 0
0 N1
]
z(k + i|k)}
+Ez(k){zT (k + i|k)
[
S1 0
0 0
]
z(k + i|k)
+zT (k + i|k)
[
FTΛT (k + i|k)
0
]
R
× [ Λ(k + i|k)F 0 ] z(k + i|k)} ≤ 0, (29)
which can be satisﬁed if the following two inequalities hold:
[
A+BΛ(k + i|k)F 0
Λ(k + i|k)F 0
]T [
W1 0
0 T1
]
×
[
A+BΛ(k + i|k)F 0
Λ(k + i|k)F 0
]
−
[
M1 0
0 N1
]
+
[
S1 0
0 0
]
+
[
FTΛT (k + i|k)
0
]
R
×
[
FTΛT (k + i|k)
0
]T
≤ 0, (30)[
αM0 0
0 αN0
]
+
[
(1− α)M1 0
0 (1− α)N1
]
≤
[
W1 0
0 T1
]
. (31)
Pre- and post-multiplying (30) and (31) by
diag{ε 12M−11 , ε
1
2N−11 } and diag{W−11 , T−11 }, respectively,
and applying Schur’s complement with
εM−11 = M¯1, εN
−1
1 = N¯1, εM
−1
0 = M¯0,
εN−10 = N¯0, εW
−1
1 = W¯1, εT
−1
1 = T¯1,
Y1 = FM¯1, (32)
we can obtain (24) and (33). Since
Λ (k + i|k) ∈ Co{Λ(1),Λ(2), . . . ,Λ(2m)}, (34)
inequality (33) can be transformed into (23).
For γ(k + i|k) = 0, we have
Ez(k){V (k + i+ 1|k)− V (k + i|k)}+ Ez(k){zT (k + i|k)
×Sz(k + i|k) + uTd (k + i|k)Rud(k + i|k)}
= Ez(k){zT (k + i|k)
[
A δB
0 δI
]T [
W0 0
0 T0
]
[
A δB
0 δI
]
z(k + i|k)− zT (k + i|k)
×
[
M0 0
0 N0
]
z(k + i|k)}+ Ez(k){zT (k + i|k)
×
[
S1 0
0 0
]
z(k + i|k) + zT (k + i|k)
[
0
δI
]
×R [ 0 δI ] z(k + i|k)} ≤ 0, (35)[
(1− β)M0 0
0 (1− β)N0
]
+
[
βM1 0
0 βN1
]
≤
[
W0 0
0 T0
]
. (36)
By similar procedure with εW−10 = W¯0, εT
−1
0 = T¯0, we
can get (22) and (25). The proof is completed.
It is obvious that if the contractiveness condition (21)
holds, limi→∞ Ez(k)z(k + i|k) = 0. Thus, summing (21)
from i = 0 to i = ∞, we can get an upper bound on the
control performance J∞(k):
max
Λ(k+i|k)
J∞(k) ≤ V (k|k). (37)
If Lemma 1 is satisﬁed, then V (k|k) ≤ ε if and only if the
following LMIs hold:
⎡
⎣ 1 ∗ ∗x(k) M¯1 ∗
ud(k − 1) 0 N¯1
⎤
⎦ ≥ 0, (38)
⎡
⎣ 1 ∗ ∗x(k) M¯0 ∗
ud(k − 1) 0 N¯0
⎤
⎦ ≥ 0. (39)
Now we will show how to satisfy the input constraints (2)
in the presence of data loss and quantization. In view of the
possible data status, the following two cases are considered.
(I). Data can be transmitted from the controller to the ac-
tuator successively. In order to satisfy the input constraints,
an additional condition should be imposed as follows:
V (k + i+ 1|k) < V (k + i|k),
{γ(k+i|k) = 1, γ(k+i+1|k) = 1}. (40)
⎡
⎢⎢⎢⎢⎢⎢⎣
M¯1 ∗ ∗ ∗ ∗ ∗
0 N¯1 ∗ ∗ ∗ ∗
AM¯1 +BΛ(k + i|k)Y1 0 W¯1 ∗ ∗ ∗
Λ(k + i|k)Y1 0 0 T¯1 ∗ ∗
M¯1 0 0 0 εS
−1
1 ∗
Λ(k + i|k)Y1 0 0 0 0 εR−1
⎤
⎥⎥⎥⎥⎥⎥⎦
≥ 0, (33)
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(II). Data loss occurs in the transmission from the controller
to the actuator. The following conditions should be incorpo-
rated into the input constraints:
V (k + i+ 1|k) < V (k + i|k),
{γ(k + i|k) = 1, γ(k + i+ 1|k) = 0}, (41)
V (k + i+ h+ 1|k) < ε,
{γ(k + i|k) = 1, γ(k + i+ 1|k) = 0, . . . ,
γ(k + i+ h|k) = 0, γ(k + i+ h+ 1|k) = 1,
h = {1, . . . , θ¯(k)}}, (42)
V (k + i+ h|k) < ε,
{γ(k + i|k) = 0, . . . , γ(k + i+ h− 1|k) = 0,
γ(k + i+ h|k) = 1, h = {1, . . . , θ¯(k)}}, (43)
where h represents the number of successive data loss.
Lemma 2. The constraints (40)–(43) are satisﬁed
if there exist a scalar ε > 0, symmetric ma-
trices M¯1, N¯1, M¯0, N¯0, M¯1,s, N¯1,s, M¯0,s, N¯0,s, (s =
1, . . . , θ¯(k) − 1) and matrix Y1 satisfying the following
LMIs: ⎡
⎢⎢⎣
M¯1 ∗ ∗ ∗
0 N¯1 ∗ ∗
AM¯1 +BΛ
(l)Y1 0 M¯1 ∗
Λ(l)Y1 0 0 N¯1
⎤
⎥⎥⎦ ≥ 0,
l = 1, . . . , 2m, (44)⎡
⎢⎢⎣
M¯1 ∗ ∗ ∗
0 N¯1 ∗ ∗
AM¯1 +BΛ
(l)Y1 0 M¯0 ∗
Λ(l)Y1 0 0 N¯0
⎤
⎥⎥⎦ ≥ 0,
l = 1, . . . , 2m, (45)⎡
⎢⎢⎣
M¯0 ∗ ∗ ∗
0 N¯0 ∗ ∗
AM¯0 δBN¯0 M¯1 ∗
0 δN¯0 0 N¯1
⎤
⎥⎥⎦ ≥ 0, (46)
⎡
⎢⎢⎣
M¯1,s ∗ ∗ ∗
0 N¯1,s ∗ ∗
AM¯1,s δBN¯1,s M¯1,s+1 ∗
0 δN¯1,s 0 N¯1,s+1
⎤
⎥⎥⎦ ≥ 0,
s = 1, . . . , θ¯(k)− 2, (47)⎡
⎢⎢⎣
M¯1,s ∗ ∗ ∗
0 N¯1,s ∗ ∗
AM¯1,s δBN¯1,s M¯1 ∗
0 δN¯1,s 0 N¯1
⎤
⎥⎥⎦ ≥ 0,
s = 1, . . . , θ¯(k)− 1, (48)⎡
⎢⎢⎣
M¯0,s ∗ ∗ ∗
0 N¯0,s ∗ ∗
AM¯0,s δBN¯0,s M¯0,s+1 ∗
0 δN¯0,s 0 N¯0,s+1
⎤
⎥⎥⎦ ≥ 0,
s = 1, . . . , θ¯(k)− 2, (49)⎡
⎢⎢⎣
M¯0,s ∗ ∗ ∗
0 N¯0,s ∗ ∗
AM¯0,s δBN¯0,s M¯1 ∗
0 δN¯0,s 0 N¯1
⎤
⎥⎥⎦ ≥ 0,
s = 1, . . . , θ¯(k)− 1, (50)
⎡
⎢⎢⎣
M¯0 ∗ ∗ ∗
0 N¯0 ∗ ∗
AM¯0 δBN¯0 M¯1,1 ∗
0 δN¯0 0 N¯1,1
⎤
⎥⎥⎦ ≥ 0, θ¯(k) ≥ 2, (51)
⎡
⎢⎢⎣
M¯0 ∗ ∗ ∗
0 N¯0 ∗ ∗
AM¯0 δBN¯0 M¯0,1 ∗
0 δN¯0 0 N¯0,1
⎤
⎥⎥⎦ ≥ 0, θ¯(k) ≥ 2. (52)
Proof. If the data can be transmitted successively, based on
augmented model (17) and similar procedure in Lemma 1,
inequality (40) is satisﬁed if and only if (44) holds.
For the number of successive data loss h = 1, the possible
loss modes are
{γ(k + i|k) = 1, γ(k + i+ 1|k) = 0, γ(k + i+ 2|k) = 1};
or {γ(k + i|k) = 0, γ(k + i+ 1|k) = 1}.
According to the compensation strategy (13), inequalities
(41)–(43) can be transformed into (45)–(46).
For the number of successive data loss h = 2, the possible
loss modes are
{γ(k + i|k) = 1, γ(k + i+ 1|k) = 0, γ(k + i+ 2|k) = 0,
γ(k + i+ 3|k) = 1}, i.e., 1 → 0 → 0 → 1;
{γ(k + i|k) = 0, γ(k + i+ 1|k) = 0, γ(k + i+ 2|k) = 1},
i.e., 1 → 0 → 0 → 1.
For the case 1 → 0 → 0 → 1, the corresponding Lyapunov
functions are
V (k + i+ 1|k)
= zT (k + i+ 1|k)
[
M0 0
0 N0
]
z(k + i+ 1|k),
V (k + i+ 2|k)
= zT (k + i+ 2|k)
[
M11 0
0 N11
]
z(k + i+ 2|k),
V (k + i+ 3|k)
= zT (k + i+ 3|k)
[
M1 0
0 N1
]
z(k + i+ 3|k).
According to augmented model (17) and Schur’s comple-
ment, the constraints in (41) and (42) can be satisﬁed by
transforming inequalities (45), (48) and (51) with M¯1 =
εM−11 , N¯1 = εN
−1
1 , M¯0 = εM
−1
0 , N¯0 = εN
−1
0 , M¯
1
1 =
ε(M11 )
−1, N¯11 = ε(N
1
1 )
−1. Similarly, from (50) and (52),
we can get (43).
For h = 3, . . . , θ¯(k), by similar procedure and together
with (47) and (49), inequalities (41)–(43) are satisﬁed. Here
we omit it for brevity.
Base on the above discussions, we can incorporate the sys-
tem constraints into our constrained MPC optimization prob-
lems as follows.
Lemma 3. The input constraints in (2) can be satisﬁed if
LMIs (38)–(39), (44)–(52) are feasible and[
Z Λ(l)Y1
∗ M¯1
]
≥ 0, Zjj ≤ u¯2j ,
l = 1, . . . , 2m, j = 1, . . . ,m,(53)
where Zjj is the i-th diagonal element of Z.
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Proof. For constraint (2), it is imposed on the present and
the entire horizon of future manipulated variables, although
only the ﬁrst control move u(k|k) is implemented, that is,
|uj(k + i|k)| ≤ u¯j , i ≥ 0. (54)
If data can be transmitted successively, applying (38) and
(40), it follows that
[
x(k + i|k)
ud(k + i− 1|k)
]T [
M¯−11 0
0 N¯−11
]
×
[
x(k + i|k)
ud(k + i− 1|k)
]
≤ 1. (55)
Then, we have
|uj(k + i|k)|2 =
∣∣ψjΛ(k + i)Y1M¯−11 x(k + i|k)∣∣2
≤
∥∥∥ψjΛ(k + i)Y1M¯− 121
∥∥∥2 , (56)
where ψj is the j-th row of the m−dimensional identity ma-
trix. By applying the Schur complement, it is shown that
LMIs (53) guarantees that |uj(k+i|k)| ≤ u¯j , i ≥ 0, j =
1, . . . ,m.
If data loss happens, we assume that the number of suc-
cessive data loss is h. Then by (41)–(43), we have
|uj(k + i+ h+ 1|k)|2
≤
∥∥∥ψjΛ(k + i+ h+ 1)Y1M¯− 121
∥∥∥2
×
∥∥∥M¯− 121 x(k + i+ h+ 1|k)
∥∥∥2
≤
∥∥∥ψjΛ(k + i+ h+ 1)Y1M¯− 121
∥∥∥2 , (57)
or
|uj(k + i+ h|k)|2 ≤
∥∥∥ψjΛ(k + i+ h+ 1)Y1M¯− 121
∥∥∥2
×
∥∥∥M¯− 121 x(k + i+ h+ 1|k)
∥∥∥2
≤
∥∥∥ψjΛ(k + i+ h)Y1M¯− 121
∥∥∥2 ,(58)
which can be transformed into (53) by Schur complement.
Thus the input constraint (2) can be satisﬁed.
Based on all the above developments, the constrained
predictive control optimization problem with data loss and
quantization is formulated as follows:
min
{ε,M¯0,N¯0,M¯1,N¯1,W¯0,T¯0,W¯1,T¯1,Y1,M¯s0 ,N¯s0 ,M¯s1 ,N¯s1}
ε, (59)
s.t. (22)–(25), (38)–(39), (44)–(53) .
Theorem 1. For system (17), if the optimization problem
(59) is feasible at time k, then it is also feasible for all t > k;
and the closed-loop system is stochastically stable by the fea-
sible predictive control state feedback control law in (15).
The proof is omitted here due to page length limitation.
4 Conclusions
In this paper, we have studied the predictive control prob-
lem for networked control systems with quantization and
data loss. The proposed MPC synthesis approach not only
can guarantee closed-loop mean square stability but also sat-
isfy system constraints. Possible future extensions of this
work include the analysis of the relationship between the
control performance and the parameters of the network and
system, especially the forgetting factor, and the adoption of
a more realistic compensation strategy.
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