The overwhelming popularity of Internet and the technology advancements have determined the diffusion of many different Web-enabled devices. In such an heterogeneous client environment, efficient content adaptation and delivery services are becoming a major requirement for the new Internet service infrastructure. In this paper we describe intermediary-based architectures that provide adaptation and delivery of Web content to different user terminals. We present the design of a Squid-based prototype that carries out the adaptation of Web images and combines such a functionality with the caching of multiple versions of the same resource. We also investigate how to provide some form of cooperation among the nodes of the intermediary infrastructure, with the goal to evaluate to what extent the cooperation in discovering, adapting, and delivering Web resources can improve the user-perceived performance.
Introduction
In the last decade the Internet has become the infrastructural support to many different services and has penetrated deeply in the daily life of a huge number of users. This overwhelming popularity, combined with the contemporary technology advancements, allows users to be Web-connected through many pervasive computing devices, such as laptops, handheld computers, Web-TVs, personal digital assistants (PDAs), and cellular phones. The major differences among these emerging devices regard network connectivity, processing power, storage, display, and data handling capabilities. Hence, there is an increasing demand for content adaptation and delivery services that enable on-thefly transformation of (possibly) complex Web content and its delivery to these diverse destination devices.
The process of converting a multimedia resource from one form to another to match the device characteristics is called content adaptation or transcoding. It can be applied to transformations within media types (e.g., changing size and color depth of an image, converting from high-fidelity JPEG to low-fidelity GIF format), across media types (e.g., from speech to text, from video item to a set of images) or to both of them. Independently of the type of adaptation, the transcoding process should preserve the semantic attributes of the original resource and produce a version which may be consumed by the client device.
The existing approaches for Web content adaptation fall into three broad categories depending on the entity that performs the adaptation process [2, 19] : client-side, intermediary-based, and provider-side adaptation.
In the client-side solution, the required content adaptation occurs on the client device. Carrying out the adaptation process at the client side avoids communicating information about the device characteristics and allows to use proprietary adaptation technology. Although the processing power, storage, and connection bandwidth of the client devices are continuously improving, their capabilities will always be more limited than those of server machines. This does not allow to perform locally the most complex adaptation tasks that require large amount of computing and storage resources. Another problem of the client-side approach is that it does not save network bandwidth (and transmission time), because the resource is delivered to the client in its original size, which is usually larger than the adapted version [24] .
In the provider-side approach [14, 22, 23] , the functionalities of the content provider platform are enhanced with adaptation tools. Typically, the content transformation is generated off-line when the content is created or updated, often involving a human designer to hand-tailor the content to some specific requirements. The multiple variants of the same resources are stored on the server and selected to match the client-related information [22] . XSLT is also used to generate the appropriate markup language from a structured XML representation [14, 23] . The provider-side adaptation lets to the content author the maximum control over the delivered content. The drawback of this approach is that the transcoding cost completely burdens the server platforms which risk of being overloaded [24] . Our experience with tools such as Mercury LoadRunner [21] leads us to conclude that 8-10 simultaneous requests involving adaptation may overload a server. Hence, the provider-side approach is a valid solution when the provider popularity is medium-low.
In the intermediary-based approach [5, 12, 13, 15, 20, 33] , an intermediary node (initially called proxy server, nowadays edge server), that is interposed between the client device and the content provider, analyzes and adapts the requested content on-the-fly, before delivering the result to the client. Intermediary-based adaptation shifts computational load away from the servers of the content providers, simplifies their design, and reduces considerably the user-perceived latency when the adapted content can be served from a node closer to the client than the content server. It is also a viable solution because practically all client devices requiring content adaptation need a gateway to use Web-based services. The motivation of this paper comes from the observation that a possible problem of the intermediary-based solution is that traditional transcoding nodes operate singularly. A single intermediary node is affected by a limited scalability [20] because of the significant computational cost of transcoding operations and the explosion of the working set due to the presence of multiple versions that may be generated from the same original resource. A distributed architecture of cooperative intermediary nodes can address these issues in the research area of delivering adapted content.
In this paper, we describe the architecture and the implementation details of a Squidbased prototype that provides a twofold enhancement of the traditional cooperative caching systems to match the requirements of an environment characterized by heterogeneous client devices. The first enhancement transforms a traditional proxy server into an active intermediary node, which not only caches Web resources but also adapts them, stores the result, and allows multi-version lookup operations [7, 28] . The second novel enhancement allows intermediary nodes to cooperate in locating, adapting, and delivering Web content. We describe the modifications necessary to make the intermediary nodes cooperate on the basis of hierarchical and flat distributed schemes when multiple versions of the same resource are available.
Although the cooperative content discovery in the context of adaptation services is based on distributed schemes, it is not a simple extension to traditional cooperative caching because two main issues have to be addressed to achieve a suitable solution. First, the presence of diverse target devices requires to identify, discover, and cache multiple variants of the same original resources. Therefore, we need efficacious solutions to support the multi-version cooperative discovery. Moreover, the distributed architecture should be able to share the load among multiple nodes, because the transcoding operations may be computationally expensive.
It is worthwhile to note that we consider intermediary-based architectures which provide adaptation services for the Web resources of any content provider. The content servers act only as providers of the original Web resources and do not perform any content adaptation operation. As a consequence, in this paper we do not rely on privileged accesses to content provider information for the deployment of the adaptation service, including metadata and already adapted resources. Moreover, we do not exploit mechanisms such as server-directed adaptation [18] , that allows the content provider to give directives to guide the transcoding choices. However, our prototype can be easily modified to support the solution of an intermediary infrastructure that operates in collaboration with the content provider, as in the case of Content Delivery Networks.
The rest of the paper is organized as follows. In Section 2, we describe the main functionalities characterizing an intermediary node that provides adaptation, multiversion caching, and lookup of Web content. In Sections 3 and 4, we analyze in detail what prototype functionalities are required at the level of stand-alone and multiple cooperative nodes, respectively. In Section 5, we describe the workload model that we have used to exercise the Squid-based prototype. In Section 6, we present experimental results that demonstrate the different functionalities of our prototype. Finally, we discuss related work in the area of content adaptation carried out by intermediary nodes in Section 7, and conclude in Section 8 with some final remarks.
Functionalities of the intermediary nodes
In this section we describe the peculiar features of an intermediary node in a generic architecture for content adaptation. The considered functionalities transform a traditional proxy from a resource repository along the delivery chain between the client and the content server into an enhanced network node which provides cooperative content adaptation services.
Let us first introduce the functionalities that a node belonging to a distributed architecture for content adaptation and delivery may or must provide and then discuss them. We have identified the following basic functionalities for a single non-cooperative node:
• Gateway: to receive the client request, identify the device capabilities and characteristics, and provide the response that fulfils adaptation requirements without the intervention of any visible component for the client.
• Adaptation: to adapt, when necessary, the original resource to the specific capabilities of the client device that has originated the request.
• Fetch: to retrieve the original resource from the content server, when a valid version of the requested resource is not found in the local cache.
• Cache: to manage in the cache original copies and adapted versions of previously requested resources.
In addition, a cooperative intermediary node also has to provide the location functionality to identify one or more remote nodes that may provide the requested content and/or have a valid version of the resource. The cache functionality collaborates with the location one to activate the external resource lookup on other nodes. Furthermore, in a cooperative node the fetch functionality is activated only when no intermediary node holds a valid version of the requested resource. In this paper, we consider that each functionality is provided by a corresponding node component, which is named in the same manner. Figure 1 illustrates the node components and the relationship among components of different intermediary nodes.
When the intermediary node receives a client request, the first task of the gateway component is to identify the device capabilities and characteristics to decide which version of the resource fits the client needs. The features of client devices vary widely in CONTENT ADAPTATION ARCHITECTURES 67 screen size and colors, processing power, storage, user interface, and software. Client's access links to the Internet also range from wired networks, such as LAN, xDSL, ISDN, and telephone modems, to wireless networks, such as GSM, CDPD, and UMTS. The client may include the resource data type it can consume as meta-information into the HTTP request header, taking advantage of the potentialities of the protocols already in use. Recently, the Open Mobile Alliance and the W3C have also proposed the compatible standards CC/PP and UAProf which allow a client device to communicate its characteristics and capabilities [2] . The gateway component can also obtain the information about the client capabilities by accessing a table which stores the characteristics of the various client devices that may be served by that intermediary node. For example, a table entry for a particular client device can be created/stored when the client first registers with the assigned node. This entry can be transmitted to the other cooperative nodes, for example by including it in the client request. Therefore, we can suppose that the intermediary node is aware of the characteristics of the client devices. Hereafter, we will refer to the information describing the capabilities of the requesting client as requester-specific capability information (RCI). After having identified the client capabilities, a resource version which fits the client request has to be obtained. First, the cache component looks for the requested resource in the local cache system. Multiple versions of the same resource are originated by the transcoding process and may be cached by the intermediary node. A resource which was already adapted may be further transcoded to yield a lower quality resource. In particular, each version may be transcoded from a subset of the higher quality versions. Different versions of the same resource (and the allowed transcoding operations among them) can be represented through a transcoding relation graph [4] . In this paper, we consider a complete transcoding relation graph, assuming that each version can be obtained from any more detailed version.
Due to the presence of multiple versions of a given resource, the lookup phase differs from the corresponding one of a traditional caching system. Therefore, it is necessary to perform a multi-version lookup, which may cause one of the following three events:
• Exact local hit: the cache contains the exact version required by the client. The gateway component can immediately deliver the resource to the client without any content adaptation.
• Useful local hit: the cache contains a more detailed and transcodable version of the requested resource that can be transformed by the adaptation component to obtain the requested version before sending the response to the client.
• Local miss: the cache does not contain any exact or adaptable version of the requested resource. In case of cooperation, an external multi-version lookup has to be managed by the location component. If no remote (contacted) node contains any valid version of the requested resource (or the cooperation has not been activated), the fetch component retrieves the original version from the content server.
The main modifications to the traditional behavior of an intermediary node caused by the introduction of content adaptation and multi-version caching are summarized below and will be discussed in more detail later:
• the identification of the client device capabilities;
• the identification of multiple versions of the same resource;
• the provisioning of transcoding functionalities to adapt resources on the basis of information regarding the client device; • the handling of multiple versions of the same resource in the cache of each intermediary node; • the multi-version lookup at local as well as global level.
Our prototype is implemented as a modification of the freely available Squid 2.4 software [29] . Squid is an open source, high-performance proxy caching server. We chose Squid as a basic platform for its robustness and wide spread usage. Moreover, as Squid can support many cooperation mechanisms, such as Internet Cache Protocol [32] and Cache Digests [25] , the multi-version cooperative lookup can be implemented by modifying the existing code instead of writing it from scratch. Since our intermediary node can operate not only singularly, but also in a cooperative way on the basis of a hierarchical or flat distributed cooperation scheme, its behavior has been modified both at the single node level and at the cooperation level. The modifications to Squid have been brought in such a way to leave unchanged its standard behavior when content adaptation is not required.
Interventions at the single node level
In this section we describe the main modifications we have brought to the original Squid to supply the multi-version caching and adaptation functionalities in a single intermediary node. Our prototype presents some substantial differences with respect to the original Squid architecture [31] . As regards the Squid code, the most significant changes regard the Squid modules called Client Side and Storage Manager, which handle client request processing and caching operations, respectively.
Identifying the client device
Our prototype aims at tailoring Web content to match the device capabilities and characteristics as much as possible and using all available information contained in the client request. We have chosen not to implement a specific protocol for communicating the client capabilities, but rather to use the HTTP protocol to let the client communicate the resource data types it can consume.
The Client Side Squid module, which is in charge of parsing the client request [31] , has been modified in order to handle the RCI. To this purpose, we use the weak consistency of the entity tag (ETag), which is an identifier used to compare two or more versions of the same resource [11] . A numerical code, contained in this field, indicates the required version of a resource. By including this information into the HTTP request header, we avoid altering the current communication mechanism between clients and intermediary nodes. Each client request contains the request-header field If-Match with a weak ETag which indicates the required version of a resource. When the request header is processed by the intermediary node, the gateway component checks whether there is the field If-Match and extracts from it the weak Etag. A code value different from zero means that the required version is not the original one: in this case, the code value is stored in the data structure clientHttpRequest, which keeps information regarding each client request.
We have chosen this approach to simplify the testing of our prototype. However, it is possible to use any information included in the client request, such as another HTTP header or the client IP address, since the gateway component identifies the requested version by analyzing the client HTTP request.
A note is in order about the choice of the resource version that satisfies the client request. In this paper, we adopt the exact matching scheme that is, the client receives the resource version that has been identified as the most suitable for the client capabilities. Other schemes are possible, although not considered in this paper. For example, in the no-more-than matching scheme, the client may receive a resource that can have a lower quality than that requested. The at-least matching approach assumes that the client device has some transcoding ability to handle even higher quality resources and to adapt them to its precise capabilities. Both such schemes can save CPU resources by avoiding transcoding operations when a slightly less or more detailed version of the resource is found in some cache. The at-least matching approach can also improve cache hit rates because requests for different versions of the same resource can be satisfied using only a limited number of cached versions. However, we are interested in evaluating the performance of the content adaptation architectures also in case of high computational requirements. Hence, in this paper we focus our attention on the exact-matching scheme, which puts more stress on the architecture.
Identifying multiple versions
Squid identifies every resource using its relative URL, through which it elaborates the hash key for finding the relative StoreEntry. This is the data structure that keeps track of the resources stored in the cache of the intermediary node.
Since the transcoding process implies the presence of multiple versions of the same resource, the URL alone is no more sufficient to identify a resource, because it would be identical for any version. To manage multiple versions of the same resource, we have decided to modify the relative URL by adding the string "/X" to it, where X represents the numerical identifier of a particular version. This modification has some impact on the Storage Manager Squid module, which is responsible for handling the cache content. The URLs encoded with the version identifier are completely transparent to the clients as well as to the content servers because they are only used within the intermediary architecture (specifically, for the internal representation of the resource in the Squid data structures and the flat cooperative protocols described in Section 4.2).
As shown in Figure 2 , the gateway component identifies the requested version by parsing the HTTP request header. If the If-Match field is present, the numerical code contained in the Etag is extracted and added to the original URL.
Adapting a resource
To provide the adaptation functionality, our prototype uses an external process, called Transcoder, which is created when necessary and exchanges information with Squid through a pipe. The motivation for this choice is that, unlike traditional caching software, Squid handles all the requests in a single, non-blocking, I/O-driven process. Since transcoding operations are generally longer than any other typical Squid task, it would not be efficient to include them in the main() program. Our solution allows to perform in parallel multiple transcoding operations. Moreover, the use of multiple instances of the Transcoder process can increase the performance in SMP systems (our experience is on bi-processor machines). For example, we found that on a bi-processor SMP system this approach reduces the 90-percentile of the transcoding time up to 110% with respect to a uniprocessor system. An alternative approach to multi-processing is to use multiple threads for serving the client request. The use of threads has a clear benefit when there is a high number of short client sessions. This is the typical case of HTTP servers serving static Web resources, for whom the performance improvement introduced by multi-threading is significant (e.g., Apache 2.0 vs. Apache 1.3 servers [1] ). However, we should consider that a transcoding intermediary node is characterized by a more limited number of long-lasting sessions, because the transcoding operations add a computational impact that traditional HTTP servers do not have to support. Hence, for a transcoding node the benefit achieved from multi-treading over multi-processing may be negligible. For this reason, we preferred the simpler approach of using a separate transcoding process instead of deploying a multi-threaded transcoder. To motivate our choice, we also carried out some preliminary tests where the transcoding operation is a file compression. We processed a set of images using both the fork system call and threads to carry out transcoding. We found that the average processing time is 151 ms for the thread-based solution and 152 ms for the fork-based approach. Therefore, the performance gain of multi-treading over multi-processing is less than 1%. For more complex transcoding operations this performance gain can be even lower. Indeed, Figure 7 shows that the adaptation task can take a time up to seconds.
Squid and the Transcoder process use temporary files to exchange data. First, the transcodable resource is written on a temporary file, then an external process is created and a communication pipe is opened through the Squid Inter Process Communication functions. Squid uses other external processes, like pinger or unlinkd, so that our solution is completely consistent with the Squid code. When the adaptation is over, the Transcoder process notifies Squid through the pipe that the adapted resource is available on the temporary file. Figure 3 illustrates the interaction among the processes: the continuous lines represent data exchanges, the dashed ones the execution flow.
The Transcoder process uses the freely available ImageMagick library [16] to adapt the image resources to the client capabilities. This library allows to manipulate many image formats, supplying numerous transcoding algorithms. To extend the adaptation functionalities to different media types, other transcoding tools can be used with simple software integration. Indeed, the adaptation component is implemented as an external process with the specific purpose of maximizing flexibility and making the prototype independent of the transcoding functionality. The manipulation methods for adapting media resources are a function of their current type (HTML, image, video, and audio) and the client device characteristics.
Caching multiple versions
After having performed the transcoding operations, the intermediary node has to decide which resource version is more useful to cache. To avoid repeating the likely expensive transcoding operations at the same node, the output version resulting from adaptation may be cached. On the other hand, the input version, on which the adaptation has been applied, may be useful to serve a larger number of devices being more detailed. Three simple caching policies have been described in [4] to manage the caching of multi-version content. In the demand-based policy, the intermediary node caches the output version resulting from adaptation; in the coverage-based policy, the node caches only the input transcodable version retrieved from its local cache or from another remote node; finally, in the anticipatory policy, the node caches both the versions.
Our prototype adopts the anticipatory policy. Hence, the Squid caching mechanism has been modified to cache both versions of the same resource, before and after transcoding. Figure 4 shows the sequence of operations performed when the intermediary node receives an HTTP reply from either a remote cooperative node or the content server.
The Squid standard behavior, according to which the resource caching is carried out contemporaneously to the resource delivery, has been modified in the following way. The transcodable version is both cached and written on a temporary file at the same time. After the transcoding process, a new StoreEntry structure is created to save the adapted version in the local cache. As shown at the bottom of Figure 4 , the caching of the transcoded version happens contextually to its delivery. As replacement algorithm our prototype adopts the standard LRU. It is worthwhile to note that the Squid caching mechanism has been preserved; hence, every cache replacement policy already implemented in Squid can be used in our prototype without any software integration. Moreover, our prototype represents an extensible framework that also allows to integrate more sophisticated cache replacement policies as those described in [7, 28] .
Interventions for cooperation
The use of a distributed system of intermediary nodes as an infrastructure for cooperative content adaptation and delivery opens up many possible alternatives, because the nodes can be organized according to different topologies and for each specific topology various cooperation mechanisms can be defined [24] . In this paper, we consider two feasible architectures that is, the hierarchical and the flat ones. In a hierarchical architecture, the nodes are organized in a hierarchy of different levels [8] , where only the bottom level (leaf) nodes handle client requests directly. In a flat architecture, all the nodes are placed on the same level. In the following of this section, we describe the main modifications brought to Squid with the aim of providing content adaptation and delivery services in a cooperative environment. 
Hierarchical topologies for cooperative content adaptation
In a hierarchical caching architecture, the device-contacted leaf node forwards the client request up to the hierarchy until an hit occurs. If no hit occurs at any level, the root node retrieves the original version of the requested resource from the content server. We assume that only the leaf nodes host the gateway functionality to manage client requests, while the fetch functionality is played only by the root node. The cache and location functionalities are provided by all the intermediary nodes, although no cooperation occurs among sibling nodes at the same level. Message and resource exchanges occur only along the vertical direction between a parent and a child node. As a consequence of the presence of a cache in each node of the infrastructure and the vertical way in which the location task is managed by the nodes, the global working set may be replicated on each path from a leaf node to the root node, thus causing a scarce usage of the global storage resource and leading to low cache hit rates.
The introduction of the content adaptation task in a hierarchical architecture opens up the issue of mapping such a task on the nodes of the hierarchy. It is possible to realize an homogeneous scheme where each node of the hierarchy provides both adaptation and cache functionalities, as well as to consider a scheme where nodes at different levels provide differentiated functionalities.
As transcoding may involve computationally expensive operations, in a hierarchical architecture where all nodes perform adaptation there is a great risk of overloading upper level nodes and particularly the root node. Indeed, preliminary results obtained by the authors [3] show that an homogeneous scheme achieves poor performance due to overload in the upper level nodes, which have to handle all misses from the lower levels. We found that the root node can achieve a mean CPU load higher than 0.90, while the leaf nodes are often idle (the corresponding mean CPU load is less than 0.02), waiting for upper level nodes to process their requests. Therefore, in this paper we consider a hierarchical scheme where the adaptation functionality is performed only by the leaf nodes, while the intermediary nodes of the upper levels and the root node of the hierarchy act only as traditional caching servers. In the latter case, the CPU load on the leaf nodes is close to 0.3, while the root node is less utilized (its CPU load is below 0.1). If compared to the homogeneous hierarchical scheme, the latter solution provides a better performance while remaining simple and easy to implement.
After the gateway component on the leaf node has received a client request and identified the desired version of the resource, the cache component on the same leaf node performs a local multi-version lookup in its cache. In case of exact hit, the node delivers immediately the resource to the client, while in case of useful hit, the node performs the transcoding operations locally before sending the resource to the client. A local miss forces the location component on the leaf node to forward the request to the upper levels of the hierarchy. That request refers to the original version of the resource, hence no content adaptation is required to the upper nodes. If the clientrequested version of the resource was not the original one, the adaptation component on the leaf node performs the transformation needed to obtain the proper version, before the gateway component delivers it to the client. When a resource passes down the hierarchy, it is left in the cache of each intermediary cache, until the resource reaches the leaf node.
The hierarchical cooperation does not require further modifications to the Squid code in addition to the ones described in Section 3.
Flat topologies for cooperative content adaptation
We now consider flat architectures for intermediary-based adaptation where the nodes are peers and provide all the functionalities (gateway, cache, location, fetch, and adaptation). External lookup in a distributed system has been studied for a while and many mechanisms have been proposed to address the related issues [24] . Most of those mechanisms are viable solutions also for the multi-version lookup of resources. Apart from the specific lookup protocol, the existence of multiple versions of the same resource implies modifications to the cooperative discovery. Indeed, the external lookup may provide one of the following results:
• Remote exact hit: the exact version of the required resource is found in the cache of a remote node. • Remote useful hit: a transcodable and more detailed version of the required resource is found in the cache of a remote node.
• Remote miss: no version of the requested resource is found in any node caches; in this case, a global miss occurs and the original version is retrieved from the content server and, if needed, transcoded. Figure 5 shows the behavior of an intermediary node in a flat architecture when it receives a client request: it searches simultaneously for exact and useful hits, but the exact hit is preferred to the useful one as it allows to avoid transcoding operations.
In the following two sections, we consider two opposite schemes that are at the basis of different distributed architectures for intermediary content adaptation (namely querybased and summary-based schemes), and their extension to provide the multi-version location functionality.
Flat summary-based scheme.
In summary-based schemes, as Cache Digests [25] , the location component of each node stores locally information about the cache contents of the other intermediary nodes and exchanges periodically (independently of the client request arrivals) this content information with other location components to refresh its local estimation on remote cache server contents and to inform the others about changes in its own set of cached resources. When a local miss occurs, the location component on the node checks the summary of the resources cached at the other nodes to discover potential remote exact or useful hits.
To allow all the location operations that are at the basis of the flat summary-based scheme, the cache component must offer a richer set of operations than that provided in the other considered architectures. In addition to the local multi-version lookup, insertion, and delete operations, the cache component must make available to the location component the whole cache index, in order to allow content information exchange with the remote nodes.
For the experiments, we choose Cache Digests as a representative of the summarybased architectures, because of its popularity and its implementation in the Squid software [25, 31] . By adding to the URL the resource version identifier, our prototype supports in a transparent way the summary-based lookup process with multiple versions of the same resource. Therefore, the basic mechanism of Cache Digests cooperation is preserved. Since the hashing mechanism used by Cache Digests is very fast, the need of one lookup for every possible useful version has a negligible impact on the overall lookup time.
Flat query-based scheme.
Unlike a summary-based location scheme where the messages are periodically exchanged among the nodes, in the query-based cooperation the location component activates message exchanges only at lookup time. When a node experiences a local miss, the remote lookup starts with the location component of the local node issuing query messages for the requested resource to the location component on the other nodes in order to locate either the exact or a useful version of the requested resource. The most important query-based protocol is ICP, defined in [32] and implemented in Squid [31] . For this reason, we used ICP as the basic protocol for query-based cooperation.
The pros and cons of the two flat schemes should be clear. The cache component complexity of the summary-based scheme is no longer needed in the flat query-based scheme, which can rely on a simpler cache component similar to that of the hierarchical architecture. Moreover, due to the synchronous nature of query-based interactions, this scheme tends to offer more accurate information. This means that we expect a remote cache hit rate, both exact and useful, potentially higher than that of the summary-based scheme. On the other hand, the remote lookup operations of the query-based scheme are inherently slower and more expensive. The location component of the summary-based scheme has only to access locally available information, while the discovery process of the query-based scheme requires an expensive query/reply message exchange that is also subject to network conditions. Moreover, while a remote exact hit is detected as soon as the location component receives an exact hit reply message, the cases of misses and useful hits may be particularly expensive. Indeed, the location component declares a global miss and a remote useful hit only when it has received the last reply message. This means that the location component must wait for the slowest remote node to respond or the expiration of a timeout (set for default to 2 seconds in ICP). Some essential modifications are necessary to add the support for multi-version lookup into the Squid version of ICP (defined in the module ICPv2). ICP does not supply support for HTTP semantics: an ICP query contains only the URL of the resource, but none of HTTP headers. Hence, we insert the encoded URL with the resource version identifier in the payload of the ICP message in order to indicate the required resource version. To distinguish the multi-version lookup from the standard lookup of the ICP protocol, we define a new flag, namely ICP MULT VERSION. We also introduce a new response code to distinguish a useful hit from an exact hit. In the ICP OP USEFUL HIT response, the URL field of the ICP message contains the identifier of the transcodable version encoded into the URL.
The multi-version enhanced ICP lookup is activated by setting the flag ICP MULT VERSION in the request message. Then, we have three possible response codes: ICP OP HIT in case of exact hit in the cache of the remote node, ICP OP USEFUL HIT for useful hits, and ICP OP MISS when neither exact nor useful hits are detected. Figure 6 shows the ICP reply mechanism of an intermediary node upon receiving an ICP QUERY message with the ICP MULT VERSION flag.
If different useful versions are detected in the remote caches, the location component on the client-contacted node tries to retrieve the least detailed version to reduce both the transmission time and the adaptation cost.
Client and workload models
In this section, we describe the client and workload models used to evaluate the performance of the Squid-based content adaptation architectures.
We consider a classification of the client devices on the basis of their capabilities of consuming different resources and connecting to the assigned intermediary node [4, 7] . We have identified the following six classes of devices:
• HighPC: a high-end workstation/PC with a network link ranging from Ethernet to DSL; this device can consume every resource in its original form.
• MedPC: a midrange PC or a laptop connected through a fast/medium wire-connected modem; to reduce network-resource usage, the image size and the quality factor (for JPEG images) are reduced.
• TVBrowser: a set-top box that can turn a TV into a Web browser; as the maximum resolution is limited by the TV screen, the image size should be trimmed down not to waste network and CPU appliance resources.
• HPC: a handheld PC connected through a modem; it can display color images with different resolutions, but the screen is typically small.
• PDA: a personal digital assistant using a wireless connection; it is not capable of displaying colorful and large images.
• Phone: a cellular phone using a wireless GSM connection; the screen is small and can only display black and white (1 bit) graphics. Table 1 shows the bandwidth of the network link connecting the device to the intermediary node and the different device capabilities for handling images.
To characterize the workload, it is worth making prediction about the future diffusion of different Web-connected devices. In this paper, we assume that traditional devices, such as PCs and laptops, are still more popular than other client devices. The percentages of diffusion of client devices are reported in the last column of Table 1 . It is difficult to predict the trend of diffusion of future Web-connected devices. However, we found that experiments with percentages within 10% of those reported here did not affect the main conclusions of the paper.
In this paper, we consider that transcoding operations are applied only to image resources (both GIF and JPEG formats), as more than 70% of the files requested on the Web still belongs to this class [6] . However, in our experiments we also consider a likely future scenario where the transcoding operations have higher costs because of the larger percentage of non-textual resources.
To choose efficient and appropriate transcoding algorithms it is useful to determine which characteristics of Web images may be critical for displaying on devices with limited capabilities. The nature of typical images in Web workload and their transcoding characteristics have been analyzed in [6] , where the authors found that 74.81% were GIF and 24.41% were JPEG images. GIF and JPEG images represent almost all the image To obtain a file size reduction, the transcoding algorithms seem to perform better if operating on spatial geometry, color depth, quality, animation, and MIME subtype.
In our experiments we used two different workload models, namely light and heavy, being the working set the main difference between the two workloads.
The light workload aims at capturing a realistic Web scenario with a reduced content adaptation load. The set of resources used in this workload is based on proxy traces collected in August 2002 and belonging to the nodes of the IRCache infrastructure [17] . We downloaded the resources from their content servers and placed them on our content server. We performed some characterization on the images in the light workload, such as file size, JPEG quality factor, and number of colors of GIF images, and found that they are very close to the results reported in [6] . Hence, we can assume that our workload captures a realistic scenario of present Web requests. We measured the costs of transcoding operations in the light workload by submitting a sequential stream of requests on the machines used for our experiments. The results of such test are 0.04 and 0.22 seconds for the median and the 90-percentile service time, respectively (the cumulative distribution is shown in Figure 7) .
The heavy workload has a higher majority of larger files (pictures). This workload does not aim at being realistic, but we used it to put much more stress on the transcoding process. As the trend of the Web is towards a growing demand for multimedia resources, this workload can represent a situation with a large amount of them. In this scenario, the costs for transcoding operations are 0.27 and 1.72 seconds for the median and the 90-percentile service time, respectively (as for the previous workload, the cumulative distribution of the transcoding time is shown in Figure 7 ). For both workloads, the size of the original working set (i.e., the working set composed only by the original versions of each resource) is similar. If we focus on the actual working set, that includes the original resources and all their adapted versions, we observe that its size exceeds significantly that of the original working set. In particular, the working set growth due to the presence of multiple versions is 50% and 100% for the light and heavy workloads, respectively.
The size of the caches depends on the workload model that is, we use caches of different size in such a way that for both light and heavy workloads the global cache size (i.e., the sum of the sizes of the caches used in our experiments) is nearly 80% of the actual working set for the basic setup of our servers (in Section 6.3 we vary the size of the caches). Specifically, the global cache size is 3 GB for the light workload and 4 GB for the heavy workload.
The mean file size of the two workload models differs considerably; the main consequence is that the heavy workload causes cache hit rates lower than those of the light workload.
We have also introduced a popularity resource distribution for both workloads by defining a set of hot resources (corresponding to 1% of the working set): 10% of the total number of requests refers to this set.
From the file list of each workload, we obtained 80 different traces that were used in parallel during the experiments. The traces have been obtained as follows. For each workload, we have identified a set of hot resources (selected randomly from the workload file list) and a set of normal resources. Each trace contains 1000 requests. For each request, we have determined randomly whether it belongs to the hot set or not. A further random number is then used to select the specific resource from the proper set. Finally, each request is associated to a client device according to the percentage of diffusion reported in Table 1 .
In each trace a random delay elapses between two consecutive requests. The client request rate can be controlled by adjusting the mean value of the delay. Figure 8 shows the results of a preliminary test conducted on a single machine to analyze how the 90-percentile of response time is affected by the client request rate for both workloads. As the request rate grows, the response time increases more than linearly due to the higher CPU load caused by transcoding operations. In our experiments, the default client request rate has been set to 5 requests per second, being this value consistent with our analysis of real-world IRCache proxy logs. The results shown in the figure also evidence the transcoding load imposed on the CPU and motivate the need of caching already adapted resources and distributing the content adaptation on multiple nodes.
Experimental results
The experimental results described in this section have a twofold goal. First, we aim to evaluate the effectiveness of the transcoding process in reducing the resource sizes and, consequently, the transmission times on the link between the client and its assigned intermediary node. We then focus on cooperative resource discovery, analyzing the performance of different cooperative architectures of intermediary nodes organized in hierarchical and flat distributed topologies, and comparing them to the case of a non-cooperative system. In this second set of experiments we use both light and heavy workloads to provide a more detailed analysis.
In our experiments, we set up a system of 16 intermediary nodes. Each machine has a P-III 933 MHz CPU with 256 MB RAM and runs Linux. The servers are equipped with the prototype described in this paper and configured to cooperate through different architectures and resource discovery protocols. An additional node acts as the server which hosts the original Web content. Figures 9 and 10 show the size reduction obtained by transcoding JPEG and GIF images, respectively, in the light workload. As performance index we use the cumulative distribution of the stretching factor, which is defined as the ratio of the size of a transcoded image over the size of its original version.
Performance benefits of transcoding
We can see that in some cases the adaptation is not productive in term of size reduction. The reason is that the effect of the applied transcoding algorithm depends on the peculiar characteristics of the images. For example, GIF format uses a compression algorithm to reduce the number of bits required to store frequent color map values; an adaptation that reduces the spatial geometry could consequently increase the number of unique colors with low occurrence frequency, with the side effect of increasing also the output image size. Hence, we observe that for the GIF format almost 20% of images adapted for HPC is larger than the original ones, but for other transformations we obtain a considerable size reduction. As regards JPEG images adapted for TVBrowser devices, we have obtained a stretching factor value lower than 1 for 85% of images. For JPEG images adapted for other devices this percentage reaches 95%, as shown in Figure 9 . The adaptation for cellular phones reduces all the JPEG images at least of 50%: for this class of devices, we convert JPEG images to the GIF format because the latter is more suitable for black and white images. In this case, it is necessary to change dynamically the MIME subtype within the HTTP reply header. For MedPC the size of GIF images after adaptation is reduced only by a little percentage (5%), while better results are achieved for the other classes of devices (40% for TVBrowser, 50% for HPC, 70% for PDA and over 90% for Phone), as shown in Figure 10 .
The size reduction obtained by performing adaptation reduces the transmission time of the adapted resources on the link between the intermediary node and the client device. transcoding times for the different classes of devices requiring adaptation (the transfer time values for HighPC devices, which consume only original resources, are equal to 0.002 and 0.005 sec. for GIF and JPEG formats, respectively.)
It is interesting to note that the median value of transfer times for the transcoded resources is comparable for all the client classes, while the corresponding times for original resources show an increase of one order of magnitude for clients with slow connections. As shown in Figure 12 , in case of GIF images the transmission time of transcoded resources slowly connected devices as Phone is even lower than that of better connected devices as MedPC.
On the other hand, the content adaptation costs vary according to the resource type and the transcoding algorithm, but they are generally high as confirmed by measurements on machines used for our experiments (see Figure 7) . In Figures 11 and 12 we also report the median value of transcoding times for each class of client devices and the two image formats.
We observe that for each device and image format the sum of transcoding and transfer times for transcoded images (the column on the right) never exceeds the corresponding transfer times of original resources (the column on the left). Hence, the size reduction of transcoded resources can counterbalance the time spent performing adaptation. For MedPC and TVBrowser devices, the two measurements are comparable because of the lower size reduction obtained by adaptation, especially for the GIF format. On the other hand, for the devices with slow network connections the gain achieved by performing adaptation is considerable: Figures 11 and 12 show that summing up the transcoding time to the transfer time, the results for these devices are of one order of magnitude lower than the corresponding transfer times of original resources.
It is worthwhile to note that the transcoding time values shown in these figures represent a worst case, because transcoding costs do not necessarily affect each client request; indeed, the resource adaptation is not performed when the desired version is found in one of the caches belonging to the distributed architecture (i.e., in case of exact hit). Hence, cache hit rate is a fundamental parameter to improve the user-perceived response time as discussed in the following set of experiments.
Performance benefits of cooperation
In this section, we compare the performance of the hierarchical and flat architectures for collaborative content adaptation of Web resources and quantify to what extent cooperation among nodes improves the system performance with respect to the case of no cooperation.
We set up a scenario where the intermediary nodes are well connected among them and with the clients. The content server is placed in a remote location, connected through a geographic link with 14 hops in between, a mean round-trip time of 60 ms, and a maximum bandwidth of 2 Mbps. We verified that in this scenario the network path to the content server (reached in case of global miss) was one of the possible system bottleneck. Hence, the global cache hit rate may impact on the response time. In the experiments described in this section, we set the global cache size so that it is nearly 80% of the actual working set. Even if storage costs decrease day by day, we can consider the finite cache size assumption as realistic, because the global size of the actual working set largely exceeds the original one.
We consider a Hierarchical architecture, a flat architecture using a query-based discovery protocol (Flat-query), and a flat architecture adopting a summary-based protocol (Flat-summary). The configuration for Flat-query and Flat-summary schemes is based on a flat cooperative architecture, where all intermediary nodes have sibling relationships among them. The 80 traces used for the experiments are fed to the system so that each of the 16 nodes running our prototype receives 5 traces. The hierarchical architecture is configured on the basis of a three-level hierarchy with 12 leaf nodes, 3 intermediate nodes (with a nodal out-degree of 4), and one root node. The client requests reach only the leaf nodes. In this case, the original 80 traces are redistributed over the 12 leaf nodes, so that 8 nodes receive 7 traces each while the remaining 4 leaf nodes receive only 6 traces. For performance comparison, we consider also the non-cooperative scheme (No Coop), in which the intermediary nodes do not cooperate. In this scheme, exact and useful hits can only be local, while local misses cause a request of the original resource to the content server. In the following experiments we use both light and heavy workloads. First, we evaluate the cache hit rates of the various cooperation schemes. We then focus on the response time, which is the crucial performance index for the users. Tables 2 and 3 show the cache hit rates for light and heavy workloads, respectively. The first four columns report the local and remote hit rates (exact and useful), while the last column summarizes the global hit rate, given by the sum of the various hit rates.
From the last column of Tables 2 and 3 , we can observe that there are some significant differences in the global hit rates, depending on the used cooperation mechanism. For both workloads, flat architectures offer the best results. In particular the Flat-query scheme achieves higher values for remote hit rates, while Flat-summary turns out to be less effective in finding hits. Indeed, when the cooperation occurs among many nodes, Flat-summary becomes imprecise (i.e., the accuracy of the exchanged cache digests decreases) and its remote hit rates diminish. This is particularly evident for the heavy workload (but it can be also observed for the light one): the presence of larger resources causes faster changes in the cache contents, thus reducing the accuracy of the exchanged digests. Columns 4 and 5 in Table 2 show that the reduction in the global hit rate is caused by a reduction of the remote hit rate. On the other hand, the Flat-query architecture clearly presents a higher overhead than Flat-summary in terms of messages exchanged over the network, as pointed out in [10] . In our experiments the time for ICP queries lies in the range from 10 to 50 ms. By comparing the time for the query-based lookup to that required by adaptation, we see that queries are much cheaper than transcoding. Taking into account the computational cost of transcoding, we can conclude that, for the distributed content adaptation architecture, the most important objective is to reduce the load at the nodes. Therefore, the Flat-query scheme turns out to be preferable as it considerably increases the cache hit rates. The Hierarchical architecture shows hit rates lower than those of other cooperative architectures. The motivation is that, for every client request resulting in a local miss, the original resource is stored at each level of the hierarchy. This leads to an inefficient use of cache space that, due to the limitation of the cache size, notably reduces hit rates. The strong relationship between hit rate and response time is confirmed by the following set of experiments. Figures 13 and 14 shows an histogram of median and 90-percentile values of response time for the various cooperation schemes for light and heavy workloads, respectively. If we consider the 90-percentile, we can see clearly the relationship between the hit rate and the response time: higher hit rates lead to lower response times. However, it is also interesting to note the slightly different values of the median. In particular, even if the global hit rate of the Flat-summary scheme is lower than that of Flat-query, nevertheless the median response time of Flat-summary is lower than that of Flat-query. This is a consequence of the faster lookup mechanism of Flatsummary that can carry out a remote lookup using only already available information on the local node. Therefore, remote hits are typically serviced faster than those of the Flat-query scheme.
The Hierarchical scheme is penalized with respect to the flat architectures. There are two reasons for this result. In the Hierarchical scheme, the upper level nodes can only act as pure cache servers (in our testbed prototype, 4 nodes over 16 do not perform transcoding operations); hence, the overall computational power available for adaptation is reduced. Moreover, as shown in Tables 2 and 3 , the flat cooperation schemes achieve the highest cache hit rate that contributes to improve the response time.
Sensitivity to cache size
As a further analysis of the proposed cooperative content adaptation schemes, we now present a sensitivity analysis to the cache size aiming to demonstrate the best performance of the Flat-query scheme over a wide range of values for this parameter. In this set of experiments we focus only on the flat architectures, because those schemes have outperformed the hierarchical one in the previous architectural comparison. Tables 4 and 5 show the global hit rate of the two flat architectures. We report only the global cache hit rate because the disaggregation of hits in local, remote, useful and exact is similar to the one shown in Tables 2 and 3 . The cache size refers to the globally available cache storage (i.e., the sum of the cache sizes of each intermediary node) and is normalized against the actual working set size. As expected, increasing the amount of storage available for caching has a positive effect on the hit rate, which grows monotonically as the cache size increases. The experiments have been carried out also for values of global cache size greater than 100%. The achieved hit rate for a cache size of 106% is far lower than 100%: this indicates that both cooperation schemes present a fair amount of cache content duplication.
The most significant result arises from the comparison of the two flat cooperation schemes: from the values shown in Tables 4 and 5 it is evident that, for both workloads and for each tested cache size, the Flat-query scheme achieves a higher hit rate than Flat-summary. Figures 15 and 16 show the 90-percentile of the response time as a function of the cache size. The relationship between the hit rates in Tables 4 and 5 and the results shown by the figures is clear: the better cache hit rate of the Flat-query scheme determines a lower 90-percentile of response time with respect to Flat-summary. To summarize the results that can be got from all the experiments, cooperation improves the response time for both workload models with respect to the non-cooperative case. Among the cooperation schemes, the Hierarchical one is the slowest; Flat-query turns out to be the best performing scheme to serve the large majority of the requests, even if Flat-Summary can be faster than Flat-query to serve half of the requests for both workloads. Furthermore, a sensitivity analysis of response time and cache hit rate to the cache size confirms that the Flat-query scheme achieves a better performance than Flat-summary for cache sizes ranging from 40% to more than 130% of the actual working set.
Related work
While the investigation of the intermediary-based approach, in which the adaptation and caching functionalities are provided by stand-alone nodes that do not cooperate among them (or at most by cluster of nodes [12] ), has attracted the attention of many researchers, only recently cooperative intermediary architectures for content adaptation have been addressed [3, 4, 27] (although the study in [27] regards peer-to-peer networks and is more focused on content personalization). Therefore, in this section we mainly discuss proposals related to non-cooperative intermediary nodes.
Most research efforts have focused on handling the variations in client bandwidth and display capabilities [5, 12, 13, 15, 33] . In these proposals, the node that directly connects to the clients typically reduces the resource size, thus reducing bandwidth consumption, apart from providing a resource version that the client device can consume. Although some of the above mentioned works investigate resource compression techniques [13, 33] , none considers caching.
A limited number of recent proposals have exploited techniques to combine both content adaptation and caching to reduce the computational resource usage at the intermediary node [7, 26, 28, 30] . In [28] the authors have examined how to improve the effectiveness of transcoding by integrating it with caching mechanisms and taking into account the transcoding utility of any cached resource to decide about transcoding. The transcoding operations regard images and are carried out using the ImageMagick library, as in our proposal. While the architecture discussed in [28] is based on the Javabased proxy Rabbit, we propose to enhance with transcoding and caching functionalities the Squid proxy server, which is characterized by robustness and wide spread usage. Moreover, we introduce a new challenge by enhancing some cooperation mechanisms provided by Squid to provide multi-version resource discovery. A Squid-based transcoding proxy has been first presented in [20] , which also discusses how to match client requests to cached transcoded resources. Again, this work considers only a stand-alone intermediary node.
More sophisticated cache replacement policies designed for transcoding intermediary nodes have been proposed in [7, 26, 30] . The transcoding cost is taken into account in the caching policies investigated in [7] . While the works in [7, 20, 28] focus primarily on the transcoding of static Web resources (as also this paper), [30] and [26] combine caching with transcoding of streaming media resources. Comparison of sophisticated cache replacement policies for multi-version content is out of the goals of this paper. Nevertheless, our Squid-based prototype provides an extensible framework that allows to integrate new caching policies and evaluate their performance in a real Web environment. Indeed, most of the above mentioned works provide a performance evaluation of the proposed policies through simulation.
The main motivation that leaded us to study cooperative intermediary-based architectures for content adaptation is the limited scalability to which the existing intermediarybased approach may be subject. The main issues arise from the computational cost of transcoding operations, especially for large multimedia resources [20, 26] , and the network connection between the client and the intermediary node. The scalability issue has been addressed in [12] through a cluster of locally distributed proxies. A cluster-based approach may solve the CPU-resource constraint of the computational nodes, but it tends to move the system bottleneck from the node CPU to the cluster connection to Internet. On the other hand, in our proposal the cooperative intermediary nodes can be distributed over a wide area network. With respect to a cluster-based architecture, a WAN solution allows to use network resources more fairly and to reduce response time variance due to network-related delays, as demonstrated in [9] for traditional cooperative Web caching.
In [4] the authors have obtained some preliminary results through simulation that demonstrated the importance of distributing the computational load of transcoding in a hierarchical architecture of cooperative intermediary nodes. In [3] the authors have focused on the performance comparison of hierarchical cooperative architectures and transcoding algorithms for flat cooperation schemes.
Conclusions
In this paper we proposed a Squid-based prototype that provides on-the-fly image transcoding services on the basis of the client device capabilities and operating on various image parameters, such as spatial geometry, color depth, quality factor, and MIME subtype. We modified most of the traditional phases of the standard Squid proxy server in order to support adaptation and multi-version caching functionalities on the intermediary node. We used an external transcoder process to maximize flexibility and make the prototype independent of the particular tool used to adapt the resources. We also investigated how to enable cooperation for intermediary nodes organized in hierarchical and flat distributed topologies. Our results demonstrated that the flat cooperation among the nodes clearly improves the response time with respect to the non-cooperative case for different workload scenarios. In particular, we found that the Flat-query cooperation scheme achieves the best performance even for different cache sizes.
Integrating content adaptation services within cooperative intermediary infrastructures raises many research issues. Some interesting topics that deserve further investigation include the use in a cooperative environment of different transformations regarding content types such as video and audio data, the integration of content server and intermediary node operations, as well as the analysis of cache replacement policies designed for multi-version content in a cooperative distributed architecture.
