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Abstract
The movement to make policy more evidence-based is gaining increasing influence in the
field of international development. I argue that, properly understood and executed, evidencebased policy has the promise to make development efforts more effective. However, if policy
decisions are to be evidence-based, there must be tools available to policymakers that provide
evidence in usable formats. The research community has developed a variety of such tools, but
there are some decision-making contexts for which none of the currently-available tools are
ideally suited. This paper describes a new type of evidence tool, the rapid evidence map (REM),
that provides users with an overview of the evidence base on a particular topic, while adopting a
sufficiently narrow scope to allow for rapid completion and applicability to specific policy
decisions. In this way, the REM seeks to accommodate both decision-makers’ need for evidence
and their real-world time constraints. After presenting the concept of the REM, I outline a pilot
REM project for a Peruvian government agency seeking to improve its services for indigenous
populations.
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1. Introduction
The idea that policy and practice in international development should be “evidencebased” is increasingly prominent. This had led to both reflection and controversy within the
development community about what “evidence” is, how it is generated, and what it means for
decisions to be based on it. This capstone project explores these questions and defends the idea
that large-scale, rigorous impact evaluations provide indispensable evidence about whether and
how development programs achieve their intended effects. I also argue that if policy-makers and
practitioners are to base their decisions on such evidence, they must have access to tools that
collect, synthesize, and assess the evidence base. While a variety of such tools have emerged in
the research world to address a variety of audiences and serve a variety of purposes, I outline the
need for and an approach to a new type of evidence tool, the rapid evidence map (REM). The
REM provides decision-makers with a user-friendly tool that offers both a high-level overview
of evidence relevant to a policy question and quick access to available sources of evidence.
This work begins, in Section 2, with a discussion of what “evidence-based policy” means
and why it is important. In the course of this discussion, I will argue that while evidence
encompasses many kinds of information, certain rigorous methods for evaluation and research—
namely, experimental and quasi-experimental methods—provide a distinctively useful kind of
action-guiding information. This exploration of the nature of evidence-based policy will provide
a foundation for my discussion of how certain tools can help decision-makers to make use of this
sort of evidence. Section 3 provides a review of available tools for synthesizing, assessing, and
mapping evidence, along with a discussion of their strengths and limitations. Section 4 describes
the REM approach and how it fulfills a distinct need in the space of tools for evidence-based
policy. Finally, in Section 5 I describe how a pilot REM project will be used to support the
Peruvian Government’s Ministry of Social Development & Inclusion in identifying evidence2

based strategies for serving the country’s indigenous populations, and detail the proposed
framework and approach to carrying out this project.

2. What is Evidence for Policymaking?
2.1 The Nature of Evidence
A first step to understanding how evidence can support effective policy decisions is
understanding what constitutes evidence and what it is about evidence that makes for better
decision-making. I begin, therefore, by presenting the basic case for thinking of evidence as
information provided by particular methods for research and evaluation—namely, those methods
best suited to identifying genuine causal relationships in social settings. These arguments will
likely be familiar to readers, but they are worth reviewing because they are essential to
understanding what is at stake in recent discussions—and controversy—about evidence-based
policy in development.

2.1.1

The Utility of Causal Knowledge

The push towards evidence-based policy is often framed as the idea that we should
implement “what works.” But what, exactly, does it mean to say that something “works “? To
say that something works is to say that it achieves, at least in part, its intended effect—in other
words, something works when it causes a desired outcome. A common way of understanding
causal relationships is in terms of counterfactuals: to say that Event c caused Event e is to say
that if c had not occurred, then e would not have occurred either. To say that a tutoring program
caused an increase in achievement is to say that had the tutoring program not existed,
achievement would have been lower. This is often expressed by saying that the rise in
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achievement depends counterfactually on the existence of the tutoring program. More
colloquially, the tutoring program makes a difference to students’ achievement.
As statisticians frequently remind us, causation is distinct from correlation, though the
two often look very similar. But distinguishing genuinely causal relationships from mere
correlations is not only an academic exercise; rather it essential for sound decision-making.
Because causes make a difference to outcomes, while correlated factors do not, our actions can
influence outcomes by manipulating causal factors but not by manipulating correlated ones
(Cartwright, 1979; Northcott, 2006; Woodward, 2003). Determining which factors are causally
related to outcomes we care about, then, is important because of its practical value in guiding
our actions.
For example, suppose we observe that people in an area who take out microloans have
higher incomes than those who do not. This relationship between microfinance and income may
be causal or correlational, and the difference is in the counterfactual: if no one had had access to
microfinance, would we still have observed the same patterns of income? Microfinance might be
part of a causal chain linked to higher incomes: for example, with access to microfinance, people
are able to start businesses that then generate higher incomes. This is to say that the use of
microfinance is the determining factor for why some people have higher incomes than others. In
contrast, the relationship may be correlational: perhaps the characteristics or circumstances of
those who used microloans differed in some way from the circumstances of those who did not,
and these other factors made the difference (e.g., those who took out loans had more formal
education, which would have led to their earning higher incomes anyway).
The reason this matters for policymaking is that if the relationship is causal, we can
influence incomes through the use of microfinance—i.e., we can increase people’s incomes by
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getting them to use microloans. If the relationship is correlational, however (e.g., if use of
microfinance is correlated with education, which causes higher income), then manipulating the
availability and use of microfinance will not bring about our goal of raising incomes. As Nancy
Cartwright puts it, distinguishing between causal and merely correlational relationships is
“needed to ground the distinction between effective strategies and ineffective ones” (1979, p.
420).

2.1.2

Causal Knowledge in Social Systems

One way of understanding the so-called “scientific method” is that it is a process
designed to answer causal questions by mimicking counterfactuals. While we can never truly
know what would have happened in some counterfactual scenario, we can, in principle, make
reliable inferences about counterfactuals (and, therefore, causes) by observing a large number of
outcomes under certain conditions. This is the idea behind the notion of an experiment: we
observe a system multiple times while varying some aspects and holding others fixed, and look
to see which variables make a difference and which do not.
However, this ideal of controlled investigation is, famously, rarely possible when it
comes to investigating the kinds of social systems that are relevant to development policy and
practice. For practical and ethical reasons, it is generally not possible to instantiate tightly
controlled circumstances in which to methodically observe the real-world behavior of actual
human beings and groups. However, several methods exist that aim to establish causal
relationships even in the messy world of social phenomena. First, there is the randomized
controlled trial (RCT) (Duflo, Glennerster, & Kremer, 2008). RCTs are called “experimental”
studies because they approximate (in principle, at least) the nature of classical scientific
experiments. In an RCT, the study population is randomly divided into two or more groups, with
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each group exposed to a different set of conditions. In the simplest case, an RCT consists of two
conditions: a treatment group that is exposed to an intervention and a control group that does
not.1 If assignment to treatment and control conditions is truly randomized, then we can be
confident that the baseline characteristics of the two groups will be similar in all respects save
the one we are investigating—i.e., exposure to the intervention. This equivalence between the
treatment and control groups is what allows us to assess counterfactual conditions and draw
causal inferences: if the treatment and control groups differ only in whether they are exposed to
the intervention, then the trajectory of the control group provides a sort of simulation of what
would have happened to the treatment group in the absence of the intervention. If we find that
the two groups differ after the program, then our best guess is that it is the intervention that
caused the difference; if the two groups do not differ despite some having received the program
and others not, then this evaluation has not found evidence that implementing the program
helped to achieve a desired outcome.
However, RCTs are notoriously difficult and expensive to conduct, and in many
circumstances would be unethical even if feasible. Therefore, even if RCTs do offer the best
protection against certain types of systematic error, they often do not represent the most
appropriate method for evaluating the effects of a policy or intervention. In such cases,
evaluators will often employ one or more quasi-experimental methods (Shadish, Cook, &
Campbell, 2002). For purposes of the present discussion, the details of these methods are less
important than the general structure they all share, which is attempting to mimic the effects of

1

Alternative RCT designs include delivering alternative versions of an intervention to the different groups—e.g.,
tutoring provided by teachers versus tutoring provided by peers—or exposing all groups to an intervention but
exposing some groups to additional interventions—e.g., all students in a sample receive tutoring but some receive
tutoring plus free school supplies. In addition, note that the “intervention” need not necessarily be access to a
program or service; for example, an intervention might be some form of encouragement to take advantage of
some program to which the entire population has access (Duflo, Glennerster, & Kremer, 2008).
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randomization by constructing treatment and control groups that are equivalent, even when
randomization has not occurred. In other words, these methods, like RCTs, attempt to assess
outcomes against a counterfactual.2 In particular, quasi-experimental approaches are considered
much more effective at controlling for unobserved factors—and hence, provide a much stronger
basis for causal inference—than other popular social science methods like multivariate linear
regression, which critics (e.g., Schrodt, 2014) argue is subject to severe limitations. Nevertheless,
many proponents of RCTs argue that quasi-experimental methods are still vulnerable to certain
forms of systematic error—which RCTs avoid—and therefore provide less reliable causal
information than true experimental designs (Duflo et al., 2008; Karlan, Goldberg, & Copestake,
2009).3
When proponents of evidence-based policy advocate using “rigorous” approaches to
impact evaluation and relying on “high-quality evidence” for policy decisions, they typically
have in mind RCTs and quasi-experimental methods (and sometimes only the former). The use
of such methods in evaluation and in shaping development policy has been the subject of both
great enthusiasm and great controversy in recent years. In particular, there is considerable debate
about the relative strength of different evaluation designs in allowing us to identify causal
impacts of development policies and programs on development outcomes—i.e., to distinguish
causal from correlational relationships (Cook, Shadish, & Wong, 2005, 2008; Deaton, 2010;
Glazerman, Levy, & Myers, 2002; Heckman, 1991). However, most would be willing to grant

2

There is difference of opinion regarding exactly which methods qualify as quasi-experimental, but in general the
list includes differences-in-differences, regression discontinuity, instrumental variable estimation, and propensity
score matching (for discussion of individual methods and the general logic of quasi-experimental approaches, see
Austin, 2011; Bor, Moscoe, Mutevedzi, Newell, & Bärnighausen, 2014; Imbens & Wooldridge, 2008; Ravallion,
2007; Shadish, Cook, & Campbell, 2002).
3
This is not to say that these RCT proponents believe that all evaluations should be randomized; rather, they suggest
(a) that one factor that evaluators should consider in choosing an evaluation design is the degree of confidence
with which a method will allow us to draw causal inferences, and (b) that, all else equal, RCTs license greater
confidence than other methods.
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that in principle, rigorous designs provide better evidence about causes than do other approaches.
The more pressing concern is one that goes to the heart of questions about the evidence-based
policy movement: do these rigorous methods represent a practical approach to generating the
kind of evidence that is useful for designing and implementing effective policies and programs in
the real world? (Cartwright, 2007; Jones, 2009; Rodrik, 2008).

2.1.3

External Validity, Generalizability, and Policy

Perhaps the most prominent concern about the usefulness of rigorous evaluation designs
is whether we can generalize results from one context to another. The most rigorously designed
and flawlessly implemented RCT can perhaps establish that a particular program did or did not
cause a change in some outcome for a particular population. But this information—while
useful—falls far short of providing a definitive answer to the kinds of questions that confront
policymakers: what will happen if we implement this program here? Cartwright and Hardie
(2012) describe this as the problem of getting from “it worked there” to “it will work here.” This
is the issue of “external validity” for research findings, that is, the extent to which the results
from a study will apply to different populations in different contexts.4
How much can we generalize evidence from one setting to another, and how can we tell
the difference between interventions that will work similarly in a new context, and ones that
won’t? These questions are partly conceptual and partly empirical. Conceptually, we would
expect the generalizability of results to depend on how similar the contexts are in terms of the
factors that play a causal role in determining how a program functions. And we would expect
different degrees of similarity for different kinds of causal factors. When it comes to, say,

4

External validity is contrasted with internal validity, which refers to whether the results of an analysis accurately
identify actual causal relationships in the population studied (i.e., in contrast to mistaking correlations for causes).

8

evidence about the effects of a drug on a disease, we might expect high generalizability. Given
the basic biological similarities shared by all human beings, we can expect a certain level of
consistency in how a particular chemical will interact with the components of a physiological
system.5 The intuition behind using rigorous evaluations to drive development policy worldwide
is that these evaluations are tapping into universal principles of human behavior that will
determine how programs function in any setting. But when both the populations targeted and the
surrounding institutional and cultural factors are highly dissimilar across contexts, it is easy to
imagine that the same type of program will have very different effects when implemented in
different times and places.
Empirical analyses of the research literature corroborate this intuition: as one might
expect, when published findings of development impact evaluations are compared with fields
like medicine, we see significantly more heterogeneity in the former (Vivalt, 2015). In addition,
a number of recent papers have investigated the generalizability of particular studies, sometimes
suggesting low external validity (Bold, Kimenyi, Mwabu, Ng’ang’a, & Sandefur, 2013; Dehejia,
Pop-Eleches, & Samii, 2015; Gechter, 2015).
Thus, in practice, policymakers seeking the most evidence-based approaches will not find
a tidy list of rigorous impact evaluations that conveniently sort interventions into “works” and
“does not work” bins. A recent analysis by Pritchett and Sandefur (2013) highlights the
challenges that confront real-world policymakers who turn to the research literature in search of
the most “evidence-based” approaches. The authors consider several prominent studies in the
literature on how class sizes and private school vouchers affect student achievement. These
studies are a mixture of experimental and quasi-experimental designs, and were conducted in a

5

Of course, this kind of consistency is by no means guaranteed, and there is substantial individual- and populationlevel variation in the effects of many pharmaceutical and other medical interventions.
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wide array of country contexts, including Colombia, India, Israel, the United States, and Kenya.
If a group of policymakers wished to use this literature to estimate the likely effects in their
country of reducing class sizes or providing school vouchers, how might they proceed? Pritchett
and Sandefur ask which of the following approaches can be expected to provide more accurate
estimates: (a) privileging the most methodologically rigorous (i.e., experimental) evidence
gathered from very different contexts, or (b) relying primarily on evidence gathered in similar
contexts but that employs methods somewhat more prone to error. Using econometric methods to
assess the accuracy of the estimates given by these different approaches, Pritchett and Sandefur
find that relying on the “less rigorous” quasi-experimental methods gives more accurate
predictions—i.e., leads to better policy decisions—than the more rigorous but less contextspecific evidence. They conclude:
These findings imply that the common practice of ranking evidence by its level of
“rigor,” without respect to context, may produce misleading policy
recommendations. In principle, this possibility is fairly obvious and well known,
yet in practice appears to be heavily discounted in both academic and policy
discussions…Given the current state of the field, the evidence here suggests that
policymakers would do well to prioritize external validity over internal validity
concerns when surveying the development economics literature. (Pritchett &
Sandefur, 2013, p. 186)
In sum, the issue of generalizability establishes an essential lesson for evidence-based
policymaking. Although the ability of rigorous evaluations to discern causal impacts is valuable,
it would be a mistake to think that the strength of the evidence available for policymaking is
determined solely by the degree to which existing evaluations approximate the “ideal” of
randomized experiments. Rather, a decision-maker’s evidence about how a program will work in
a particular setting comprises a wide array of considerations. The effects of similar programs in
other contexts—as established by rigorous causal analyses—are but one component of the
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evidence. As a number of writers on evidence-based policy have discussed, developing and
testing robust theories of change is one of the most useful tools for identifying the particular
factors that influence how people respond to a program in context, and for adapting program
components to suit the needs of a particular population (Brown, 2016; Cartwright & Hardie,
2012; Gaarder, Glassman, & Todd, 2010).

2.2 Using Evidence for Policy
So far we have established that knowledge about the causes at work in social systems is
indispensable for choosing actions that influence results, and that experimental and quasiexperimental methods of evaluation give us unique insight into the causal forces at work.
However, we have also found that even if policymakers can be confident about what the causal
effects of a program were in one context, they must draw on a much wider body of information
in order to draw prudent conclusions about what approaches will be most effective in bringing
about desired changes in the local context. What then can we say about the relevance of rigorous
evaluation methods to designing and implementing policies that promote inclusive economic and
social development?
I would argue that the most sensible conclusion is that while we should acknowledge that
“evidence for policymaking” is a multifarious concept that extends well beyond the results of
rigorous impact evaluations, such evaluations nevertheless provide an indispensable kind of
evidence. As attested by many decades of unsatisfactory progress in global development,
identifying promising approaches and predicting what will work are formidable challenges.
Given the difficulty of these decision problems, knowing whether a program has worked
elsewhere is a good starting place. And knowing whether something actually has worked
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elsewhere requires distinguishing genuine causal links from deceptive correlations or
impressionistic assessments—that is, it requires rigorous evaluation methods.
Enacting evidence-based policy, therefore, requires that policymakers and practitioners
use—among many other sources—the results of such evaluations to guide decisions. Throughout
the remainder of this paper, I explore ways that evaluators and other researchers can support this
component of evidence-based policymaking, in particular by creating tools that make this type of
evidence readily accessible to and usable by decision-makers. For simplicity’s sake, I will
hereinafter use the term “evidence” in the narrow sense of information drawn from experimental
and quasi-experimental impact evaluations. However, this should not be taken to imply that this
is the only defensible understanding of what evidence is, or that only quantitatively rigorous
impact evaluations provide useful, action-guiding information.

3. Review of Existing Evidence Tools
3.1 Purposes of Evidence Tools
Evidence tools are products that aid decision-makers in understanding the evidence base
and leveraging it to improve development practice. Evidence tools exist to serve a variety of
purposes, and particular types of tools may serve some purposes but not others. First, evidence
tools assemble evidence. That is, they find evidence that is stored in various places (academic
journals, the websites of organizations, working papers or other informal reports from
researchers and practitioners), and catalog that evidence in one place. Thus, even absent any
substantive analysis of the collected evidence, the list of sources compiled in an evidence tool
serves a useful function in informing others where to look to find primary and secondary sources
of evidence. Any evidence tool that provides a list of sources automatically fulfills—at least in a
minimal way—this function.
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Second, evidence tools can synthesize evidence. To synthesize evidence is to reduce the
complexity inherent in the collected body of sources by grouping or categorizing them,
extracting common themes, and identifying key lessons. Systematic reviews and meta-analyses
commonly serve this function, with meta-analyses in particular seeking to ascertain and report, in
a quantitatively rigorous way, an aggregated estimate of the effects found in particular studies.
Third, evidence tools assess evidence in terms of its overall reliability and its relevance to
particular research or policy questions. Following recommendations in the Cochrane
Collaboration’s Handbook for Systematic Reviews of Interventions (Higgins & Green, 2008),
assessing evidence often takes the form of evaluating the risk of bias in individual studies based
on research design or other features of the study, such as the rate of attrition among participants.6
Evidence assessments can be particularly useful for decision-making, since they often categorize
different courses of actions according to how strongly they are supported by evidence. An
example is the Steady, Ready, Go! framework, which translates evidence assessments into clear
policy recommendations (e.g., “Implement widely but continue to evaluate”; “More research and
development still needed”) (Mavedzenge, Doyle, & Ross, 2010, pp. 4, 11).
Finally, evidence tools can map evidence. This involves categorizing evidence within a
pre-established framework in a way that captures what is known about the evidence base.
Importantly, mapping evidence is distinct from synthesizing evidence—while a particular tool
can both map and synthesize evidence, the mapping process does not involve the kind of analysis
characteristic of the synthesis process. Rather, mapping provides information about the state of
the evidence base, while synthesis provides information about what the evidence says (this

6

Note that the term bias in this context does imply that the researchers purposefully skewed results to obtain a
desired outcome. Rather, bias simply refers to any systematic error arising from methodological limitations of a
study (limitations which may often be appropriate given the context of the evaluation).
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distinction will be important as we consider the strengths and limitations of various evidence
tools in the sections that follow).

3.2 Types of Evidence Tools
There now exist a wide variety of types of evidence tools, each addressing different
audiences and making different tradeoffs among the various purposes that evidence tools can
fulfill. A complete review of such tools is beyond the scope of this paper (see Grant & Booth,
2009 for such a review), but I will here discuss the tools most relevant to understanding the
motivations for and methods of the new evidence tool explored in this capstone, the rapid
evidence map.

3.2.1

Literature Reviews/Narrative Reviews

The “traditional” type of literature review is a narrative review. In this type of review, the
author(s) identify components of the literature that they find most helpful or relevant to their
research questions, and describe, in narrative form, the aspects of these works that bear on the
question at hand. In completing a narrative review, authors generally have wide latitude to decide
which sources from the literature to include, and which aspects of these sources to discuss and
emphasize.
Narrative reviews can provide expansive coverage of the literature and can perform
valuable analysis and synthesis. However, when it comes to serving the functions of an evidence
tool, narrative reviews have several drawbacks. Chief among these is that authors of narrative
reviews typically do not describe how they decided which parts of the literature to include and
discuss in their reviews. Consequently, the reader has only limited information with which to
assess how well the review achieves the goals of comprehensiveness and freedom from bias.
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Were the sources included in the narrative review those that the authors came across first in their
search? Were they the sources the authors liked best? Were they selected only from the handful
of journals with which the authors are most familiar? Were they chosen because they fit the
argument the authors wished to make? To the extent that any of these are true, a narrative review
constitutes a very limited tool in terms of providing an accurate and complete picture of what
scholarship on a topic has uncovered.7

3.2.2

Systematic Reviews

In light of the limitations to narrative reviews discussed above, scholars have increasingly
promoted the systematic review (SR) as a method better suited to the needs of evidence-based
decision-making (Boaz, Ashby, & Young, 2002; Gasteen, 2010; Snilstveit, 2012). SRs aim to be
reliable tools for evidence-based policy by conducting exhaustive literature searches, including
all and only those studies that meet pre-specified criteria, and documenting and reporting each
stage of the process. In this way, well-executed systematic reviews are “transparent, rigorous and
replicable” (Gasteen, 2010, p. 1). In addition to capturing as much of the research literature as
possible, SRs also aim to synthesize the existing evidence base in order to identify questions on
which the evidence is particularly strong or particularly weak, and to draw lessons for policy and
practice. The evidence synthesis in an SR may be either qualitative (narrative synthesis) or
quantitative (meta-analysis), depending on whether the included studies are sufficiently
homogeneous (in terms of interventions and outcomes studied, study design, and so forth) to be
pooled in a meta-analysis. The chief advantage of SRs in the context of evidence-based policy is

7

This is not to impugn the value of narrative reviews in general or the competence or motivations of those who
produce them—I myself have written many such reviews, including the current section of this paper. Rather,
the point is simply that narrative reviews, by their very nature, have considerable limitations with respect to the
specific goals that evidence tools hope to achieve.
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that they provide, in an easy-to-digest format, a more accurate picture of the research
community’s collective understanding of an issue than could be obtained from looking at
individual studies or from a narrative review.
The systematic nature of SRs and other evidence tools bears an important relation to the
earlier discussion of evidence-based policy. A key component of this systematicity is including
only studies that are broadly comparable to one another, such that together they comprise a
coherent body of evidence related to the research question. This requires applying consistent
screening criteria, including methodological criteria. And this, in turn, requires being able to
clearly categorize the methods employed in a candidate study. While limited in many ways, the
rigorous impact evaluation methods discussed above provide a basis for identifying studies
whose results are both likely to have adequate internal validity and sufficiently comparable to be
combined and synthesized. It is for this reason that most evidence tools—including the rapid
evidence map I propose—include only studies employing experimental or quasi-experimental
designs.

3.2.3

Rapid Evidence Assessments/Rapid Reviews

While systematic reviews have been advocated as superior evidence tools, researchers
have come to realize that the significant time and effort required to complete such reviews is not
always optimal for the purposes of supporting real-world decisions. Consequently, in the last
decade a new approach to evidence synthesis, known as the rapid evidence assessment (REA) or
rapid review, has emerged. The REA aims to provide many of the benefits of systematic reviews,
typically, their systematicity and transparency, in a shorter timeframe by sacrificing other
advantages of SRs, typically comprehensiveness (Butler, Deaton, Hodgkinson, Holmes, &
Marshall, 2005; Collins, Miller, Coughlin, & Kirk, 2015; Thomas, Newman, & Oliver, 2013).
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Thus, compared with systematic reviews, REAs typically address narrower questions, search a
narrower range of sources, and provide less in-depth analysis of included studies while still
identifying key policy lessons.
REAs have the clear advantage of providing an evidence synthesis that is significantly
less time- and resource-consuming to produce (typically 1-6 months, compared to a year or more
for many systematic reviews). This makes REAs more feasible for many decision-making bodies
with limited resources, and allows for decisions to be evidence-based even when they must be
made quickly. However, their narrower scope and speed-oriented approach to screening mean
that they are much more likely to miss relevant publications, leading to biased conclusions. As
will be discussed in the section on rapid evidence maps below, there are some circumstances in
which these trade-offs are appropriate given the intended use of the review, while in other
circumstances the costs of REAs outweigh the benefits.

3.2.4

Evidence Gap Maps

The evidence gap map (EGM) is a recently-devised tool, pioneered by the International
Initiative for Impact Evaluation (3ie), that applies systematic review methodology for the
purpose of evidence mapping rather than evidence synthesis. In a paper outlining the purpose and
methods of EGMs, Snilstveit et al. characterize these maps as evidence collections that “present
a visual overview of existing systematic reviews or impact evaluations in a sector or subsector,
schematically representing the types of interventions evaluated and outcomes reported”
(Snilstveit, Vojtkova, Bhavsar, & Gaarder, 2013, p. 3). In addition to providing a visual
presentation of the current evidence base, EGMs typically enumerate the included studies and
offer brief summaries of each of them. EGMs take the same exhaustive and standardized
approach to searching and screening the literature as systematic reviews, but because they
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provide less depth of analysis, can typically adopt a broader scope and map the evidence base for
an entire sector or topic area, rather than focusing more narrowly on a particular question.
EGMs thus serve two primary functions (Snilstveit et al., 2013; see also Miake-Lye,
Hempel, Shanman, & Shekelle, 2016). The first is access to evidence: EGMs provide decisionmakers with a user-friendly tool for exploring the evidence base and accessing occurrences of
evidence. Using an EGM, decision-makers can quickly see where the evidence base is extensive
and where it is thin, and can see which sources they can pursue to delve deeper into the evidence
most relevant to the decisions at hand. I will explore the utility of this kind of access to evidence
more fully in the section below on rapid evidence maps.
The second function is identifying gaps. supporting strategic decisions about how to
allocate research resources: the identification of gaps in the evidence base helps funders and
researchers decide where their resources will add the most value to what is known. And investing
in research in understudied areas will, in turn, enhance the utility of future evidence syntheses by
creating a more integrated and relevant network of findings to be synthesized.
The visual portion of an EGM can take the form of either a spreadsheet or an interactive
online tool.8 Figure 1 shows an example of a gap map framework (comprising four interventions
and four outcomes) that has been populated with studies, with each study examining a different
combination of interventions and outcomes. In this example, four studies have been included:
Study A measured the effects of Intervention 1 on Outcome 1 and Outcome 3; Study B
measured the effects of Intervention 1 on Outcome 3 and the effects of Intervention 2 on
Outcomes 2 and 3; Study C measured the effects of Interventions 3 and 4 on Outcome 4; finally,
Study D measured the effects of Intervention 3 on Outcome 4.

8

For examples of such online tools and supporting documentation, see http://www.3ieimpact.org/en/evidence/gapmaps/.
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Figure 1: Example of a Populated Gap Map

Intervention Categories

Outcome Categories
Outcome 1
Intervention 1

Outcome 2

Study A

Outcome 3

Outcome 4

Study A
Study B

N/A

Intervention 2

Study B

Study B

Intervention 3

N/A

N/A

Intervention 4

Study C
Study D
Study C

If a cell contains no studies, that means the search/screening process did not identify any
studies that met the screening criteria and measured that particular intervention-outcome pair. In
some cases, we might not really expect a particular intervention to affect a particular outcome—
for example, we would not necessarily expect to find evidence about the effects of a few small
youth groups on national-level laws and policies.9 The cells corresponding to such interventionoutcome pairs are marked “N/A” to indicate that the absence of studies does not necessarily
indicate a “gap” in the evidence. The cells that are entirely empty, however, represent gaps in the
evidence base. So, this map tells us, for example, that with regard to the effects of Intervention 1,
there is some evidence about its effects on Outcome 1, somewhat more evidence about its effects
on Outcome 3, and no evidence about its effects on Outcome 2.
It may be tempting to read the map as also telling us that Intervention 1 is more effective
than Intervention 2 at improving Outcome 3 (i.e., because there are two studies on the effects of
Intervention 1 on Outcome 3, and only one study on the effects of Intervention 2 on Outcome 3).

9

This is not to say that such effects could not exist. But the causal chain would be very indirect, making it difficult
for a rigorous impact evaluation to study the relationship.
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Importantly, however, this is not the case; the gap map method does not code the results of the
studies, only what they studied. It may be the case, for example, that both Study A and Study B
found that Intervention 1 had no effect at all on Outcome 3. Nevertheless, even without capturing
the evidence of effectiveness for different intervention-outcome pairs in the framework, the map
still conveys useful information. For cells that are densely populated with studies, we know that
there is a rich store of evidence that can be mined for policy insights—that is, we know that an
epistemic foundation exists for the design of “evidence-based” policies.
Full descriptions of the process for creating EGMs are available in concept documents
(Snilstveit et al., 2013) and in published reports from completed gap maps (e.g., Rankin et al.,
2014), so I will not cover the details of implementation here. However, there are some aspects of
the process that are worth reviewing, as they provide useful context for discussion that follows
about the process for creating rapid evidence maps. Once the topic or sector for an EGM has
been identified, the first step is to EGM process begins with a general scope of the literature on
the topic area, along with consultations with expert researchers and practitioners. Based on what
is learned through this initial exploration, the research team identifies the key interventions and
outcomes on which high-quality evidence is needed, and constructs a matrix (as in Figure 1)
accordingly. Once the framework is established, the project continues much in the same way as a
systematic review, with the research team conducting comprehensive searches and screening
sources for relevance and quality. Once the researchers have identified the list of studies to be
included, each study is coded based on to the interventions and outcomes investigated, and the
matrix/framework is populated accordingly.
For an evidence gap map, it is important that the framework be established relatively
early and that it remain relatively stable throughout the process. In particular, while it can be a
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good idea to add additional interventions and outcomes as they are discovered during the search
and screening process, researchers should think carefully before eliminating elements from the
framework, even if they are rarely or never discussed in the literature. The reason for this is that
the framework represents where evidence is needed, not merely where it exists—indeed, if the
EGM is to fulfill its purpose of identifying gaps in the evidence base, it must include some
interventions and/or outcomes about which little or no evidence exists. My own research team at
3ie, for example, has encountered this while conducting an evidence gap map on the topic of
adolescent sexual and reproductive health in low- and middle-income countries. One of the
important outcomes identified during the framework development stage was access to and
utilization of abortion services. However, perhaps unsurprisingly, given the sensitivity and
politicization of the topic, the team has uncovered very little evidence about this outcome. But
because this outcome was added to the framework at the outset, the completed EGM will be able
to reflect and call attention to this lack of evidence, which can perhaps then be remedied in future
work.

4. The Rapid Evidence Map
The rapid evidence map (REM) may be considered a hybrid of several existing evidence
tools, particularly the rapid evidence assessment and the evidence gap map. Specifically, the
REM combines the short timeframe and restricted scope of REAs with the mapping process of
EGMs. The result will be an evidence tool that is systematic in its coverage of a narrow range of
sources, can be completed in a timeframe similar to (or even shorter than) an REA, and provides
a high-level overview of the evidence base on a range of topics relevant to particular policy or
programming decisions. This section outlines, in conceptual terms, the motivations for
developing the REM methodology and how it differs from existing evidence tools. Since most of
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the evidence tools discussed here are relatively new (and in the case of REMs, entirely new),
their characteristics and boundaries are not yet entirely well-defined, and consequently, neither
are the distinctions among them. However, it is nonetheless possible to distinguish among
several likely uses for these tools and to identify scenarios in which one or another tool is most
likely to serve decision-makers’ needs.

4.1 What are REMs for?
The purpose of a rapid evidence map is to support evidence-based decision-making on a
particular policy decision. That is, REMs assemble evidence related to specific decisions that
confront particular decision-makers, rather than addressing a wide user base (as is intended for
systematic reviews or evidence gap maps). Thus, those most likely to benefit from REMs are
decision-making bodies such as government agencies or NGOs that are seeking to expand their
understanding of the evidence base for the effects of particular interventions or for how best to
achieve particular outcomes.
Recall that evidence gap maps serve two functions: access to evidence and identifying
gaps. REMs focus almost entirely on the first of these functions rather than the second. This is
because of the likely audience for using REMs, namely entities that exist to serve constituents by
directing policy, implementing programs, and delivering services. While such decision-makers
may on occasion prioritize building new knowledge in addition to serving constituents directly,
in most cases their interest will be in using the evidence base rather than building it. The
existence of an evidence gap is a very pertinent piece of information for researchers (and some
funders), who are substantially—if not primarily—concerned with expanding the entire
development community’s understanding of what works. However, the existence of such gaps is
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of less immediate concern to entities whose core mandate is shaping policy and delivering
services to constituents.
On the other hand, the other core function of EGMs—providing quick and easy access to
evidence—is highly pertinent to decision-makers in developing country contexts, and this is
something that REMs are capable of providing. REMs provide decision-makers with a
convenient compilation of sources that have been vetted for quality and relevance, and that have
been classified according to the key interventions and outcomes of interest in the decisionmaking context. Again, because the REM is a mapping tool rather than a synthesis tool, the
populated REM does not convey information about how effective the included interventions are
at improving the included outcomes. Rather, the REM indicates what evidence exists and where
it can be found.

4.2 Advantages of the REM Approach
REMs present several advantages as aids for decision-making, relative to other types of
evidence tools. First, when compared with traditional systematic reviews and evidence gap maps,
REMs can be completed with significantly less investment of time and other resources. The
benefit of this shortened timescale is twofold. First, it increases the feasibility of the evidence
map approach for resource-constrained organizations and institutions, thus allowing a wider
array of decision-making bodies to take advantage of the insights that evidence maps can
provide. Second, REMs can provide many of the benefits of evidence mapping tools even when
the timeframe for making particular decisions is short, thus increasing the chances that policy
and programming decisions—even those that must be made quickly—can still draw on evidence
from rigorous impact evaluations.
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The narrower scope of an REM is a further advantage that makes REMs more useful
evidence-access resources than evidence gap maps. While an EGM may include upwards of 100
individual impact evaluations and systematic reviews, while an REM, focusing on a much more
targeted question, may compile 10 or 20 such studies. Thus, it would not be feasible or
productive for decision-makers to attempt to retrieve and digest all or most of the studies
included in an EGM, but this could be done with an REM. An REM therefore allows decisionmakers to engage in much deeper exploration of evidence related to the question at hand.
The scope of an REM can be narrowed in a number of ways, all driven by the needs of
the decision-maker. As discussed in Section 2, drawing on evidence from similar contexts is a
key feature of evidence-based policymaking. Thus, during the initial phase of the REM process,
when the interventions and/or outcomes of interest are identified, end users and research teams
can work together to determine which contextual factors are most relevant, and restrict the scope
accordingly. For example, it may be appropriate to draw evidence primarily from only the recent
literature, from the same geographic region, from countries with similar political and economic
institutions, or from populations of similar age, socioeconomic status, or cultural tradition.
Restricting the scope of the search process in such ways can ensure both that the REM project is
tractable in a short timeframe and that the evidence identified will be maximally relevant to
providing actionable guidance.
Of course, the advantages of a narrower scope and faster completion time also apply to
rapid evidence assessments. However, REAs and REMs differ in several ways that make each of
them suited to different decision-making contexts. One such difference is that REMs are better
suited to addressing questions that are somewhat broader (though still fairly focused) or less
clearly defined. Because REAs seek to synthesize evidence (i.e., provide greater depth of
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analysis), they are best suited to addressing the evidence base for a smaller number of
interventions and outcomes—e.g., the effects of one or two interventions on a handful of
outcomes. REMs, meanwhile, aim to map the evidence (i.e., provide greater breadth of
coverage), and so can include a range of interventions and outcomes pertinent to a group of
related policy questions. Just as evidence gap maps provide a broader evidence overview with
less depth of analysis than systematic reviews, so REMs provide a high-level picture of evidence
in a domain while offering less specific answers than REAs about how a specific intervention
might work. This lesser degree of specificity can itself be an advantage to REMs, since again
REMs facilitate users’ self-guided exploration of the literature. Thus, rather than having the
evidence base distilled and filtered by researchers during a synthesis process, decision-makers
can probe the relevant studies to extract whatever lessons they believe will aid their decisions,
and can adapt their exploration process as their needs and their understanding of the issue evolve.

4.3 Rapid Evidence Maps: Process and Product
As with evidence gap maps, the final REM deliverable is a spreadsheet containing the
populated matrix, with each cell containing references to all of the studies that provide evidence
about that intervention-outcome pair. The process of developing an REM follows the same basic
steps as an EGM (see Figure 2). First, the researchers, in consultation with other stakeholders,
determine the scope, devise a framework, and decide which sources to search for literature. Next,
researchers search these sources and screen the items retrieved. Those studies that meet
screening criteria are coded according to the interventions and outcomes in the framework, and
the map is populated accordingly. Finally, the REM’s findings are presented to and discussed
with stakeholders.
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Figure 2: Process for Creating a Rapid Evidence Map

Source: International Initiative for Impact Evaluation (2016)

While the steps for completing an REM follow this general structure in most cases, it is
important to note that this process can be adapted to fit the particular needs of the decisionmaker. For instance, as mentioned above, in an evidence gap map it is important to develop the
framework of interventions and outcomes at the outset, so that gaps can be identified where
evidence is missing in the literature. However, because identifying gaps is not the focus of an
REM, the development of the framework can be more open-ended and responsive to the needs of
the audience and ongoing learning by the research team. For example, if a user has established a
series of goals and is open to adopting a wide range of strategies to accomplish them, then it
might be most appropriate to conduct the search and screening process based solely on a set of
outcomes related to the user’s goals, and allow the “interventions” axis of the framework to be
filled in based on what is learned from the literature (i.e., which interventions targeting those
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outcomes have been the subject of rigorous impact evaluations?). Alternatively, if an agency is
planning to review its existing portfolio of programs to improve their implementation or redirect
resources from less effective to more effective interventions, the framework can be driven by the
interventions of interest, with outcomes being added to the framework later. This is the case, for
example, with Mexico’s National Council for Evaluation of Social Development Policy
(CONEVAL), which wishes to review the evidence base pertaining to 12 of the Government’s
programs pertaining to food security (e.g., corn subsidies).10

5. Potential Use Case: Social Inclusion of Indigenous Groups in Peru
In conversations with 3ie, the Peruvian Government’s Ministry of Development and
Social Inclusion (MIDIS) has expressed an interest in an evidence tool to inform its initiatives to
better serve and promote the interests of indigenous groups in the country’s Amazonian areas.
The need for such a tool within a short timeframe makes this a promising opportunity for
applying the REM method. In particular, because the question of interest to MIDIS is a relatively
broad one (what strategies are effective in improving outcomes for indigenous groups?), the
broader picture provided by an REM will likely be more useful than an REA, which would only
address the evidence for perhaps one or two particular outcomes. Working with 3ie staff, I have
completed initial scoping work on MIDIS’s current decision-making context and need for
evidence, and outlined the scope of the project. This section describes this potential use case for
an REM, and demonstrates how the needs of decision-makers can drive the development of an
REM framework.

10

Mario Picon, personal communication.
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5.1 State of Indigenous Populations in Perú
The Peruvian Housing and Population Census uses native language as the defining
criterion for identifying indigenous populations (Planas & Vattuone, 2012, p. 11). Under this
definition, there were approximately 4 million indigenous persons in Perú in 2012, representing
about 16 percent of the total Peruvian population. Within the indigenous population, the most
common native languages are Quechua (native language of 83 percent of indigenous Peruvians)
and Aymara (11 percent). The Quechua-speaking population is concentrated in several regions,
with the largest populations inhabiting the Cusco and Lima areas. The remaining six percent are
speakers of various Amazonian languages.
Fifty-five percent of Perú’s indigenous population is classified as living in poverty, with
26 percent living in extreme poverty. This is compared to rates of 28 percent and 6 percent for
poverty and extreme poverty, respectively, among the general population (Davis & Edwards,
2013, p. 8). Poverty rates are especially high among Amazonian-language speakers, with 81
percent of this population experiencing poverty and 41 percent experiencing extreme poverty
(Planas & Vattuone, 2012, p. 12). Levels of food insecurity and chronic child malnutrition are
significantly higher among Perú’s indigenous populations than in the country as a whole (Scaling
Up Nutrition, 2015, pp. 9–11).

5.2 MIDIS: Mission, Priorities, and Strategic Plan
Established in 2011, MIDIS’s mission is to “improve the quality of life of populations
facing vulnerability and poverty, and to promote the exercise of their rights, their access to
opportunities, and the development of their own capacities” (Planas & Vattuone, 2012, p. 3).11
The ministry’s overall approach attends to the short-term needs of constituents while building

11

For this and other documents only available in Spanish, the translations are my own.
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communities’ capacity and securing long-term progress through investment in early childhood
development and education.
Currently, MIDIS’s flagship initiative is known as “Incluir para Crecer” (“Include to
Grow”), which aims to promote positive outcomes across the lifespan by focusing on five
periods of individual development (see Figure 3):






Infant nutrition: 0-3 years
Early childhood development: 0-5 years
Integrated childhood and adolescent development: 6-17 years
Economic inclusion: 18-64 years
Protection for older adults: 65 years and beyond

Each of these goals is tied to a series of indicators, which are provided in the Appendix.
Figure 3: Goals and Intended Outcomes of Include to Grow

Source: Ministry of Development & Social Inclusion (2014, p. 29)

Also central to the mission of Include to Grow is its focus on individuals classified as part
of the “population in the process of inclusion” (PEPI). This population includes rural households,
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female-headed households, households in the bottom quintile of the national income distribution,
and, most relevant for the REM proposed here, indigenous households (Ministry of
Development & Social Inclusion, 2014, p. 15).
To address the needs of vulnerable citizens across the lifespan, MIDIS implements a
number of core programs, including childhood nutrition programs, conditional cash transfers for
education, infrastructure and enterprise investments, and a pension program for those 65 and
older (Ministry of Development & Social Inclusion, 2014; Planas & Vattuone, 2012). However,
a recent report identified a number of barriers that serve to limit access to many of these
programs among indigenous groups (Planas & Vattuone, 2012, pp. 15–24). These barriers
include inadequate information about program eligibility, varying local requirements, problems
with disbursements, geographic dispersion of eligible households, and culturally irrelevant
services. Thus, MIDIS is interested in using evidence from other settings to identify effective
strategies for serving indigenous communities and adapt the implementation of existing
programs to enhance their inclusiveness.

5.3 Proposed REM Framework, Search Strategy, and Screening Criteria
Because MIDIS’s interest in this case is in achieving particular outcomes across the
lifespan, rather than assessing any particular policies related to these goals, this REM will begin
with an outcomes-based framework, with interventions to be added based on the evidence
discovered in the literature. Figure 4 depicts the eight key outcomes corresponding to MIDIS’s
goals, grouped into four thematic categories.
Figure 4: Proposed Outcomes-based Framework: REM on Serving Indigenous Populations
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As there is a large body of evidence regarding each of these outcomes, three further scope
restrictions will serve to narrow the focus of the REM and increase the relevance of the collected
evidence to MIDIS’s decision-making. First, studies must investigate the effects of an
intervention on one of these outcomes among indigenous populations. Second, studies must
examine a government-implemented policy or program. Finally, studies must investigate
interventions undertaken in Latin America.
Consistent with the aims of a rapid evidence map, the search strategy for this REM will
employ a limited number of databases and websites, but will aim to capture all relevant literature
contained within those databases:





The 3ie Impact Evaluation Repository12
LAReferencia, a Latin American database of scientific articles, theses, and other sources13
The Cochrane Library of systematic reviews14
The Campbell Collaboration Library of Systematic Reviews15
Precise search terms are being developed in consultation with 3ie staff, but will include

“indigenous,” or “native” plus terms related to the interventions and outcomes of the framework
and terms to narrow the results by region and methodology. Following standard practice for 3ie’s
evidence maps, in order to be included in the REM, a study must have been conducted in a
country classified by the World Bank as low- or middle-income. In addition, the study must have
used an experimental (i.e., randomized) or quasi-experimental (difference-in-differences,

12

http://www.3ieimpact.org/en/evidence/impact-evaluations/impact-evaluation-repository/
http://lareferencia.redclara.net/rfr/
14
http://www.cochranelibrary.com/
15
http://www.campbellcollaboration.org/lib/
13
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regression discontinuity, propensity score matching, or instrumental variable estimation) design
to assess the impact of an intervention relative to a counterfactual. The goal of the search will be
to retrieve all sources that describe impact evaluations or systematic reviews of the effects of
government-run an intervention.

6. Conclusion
Using evidence to guide development policy is a worthy goal, with significant potential
for improving human lives. Assessing the evidence for a potential policy is a holistic affair that
should include the results of impact evaluations that provide causal knowledge, although
context-relevance may often be more important than sheer methodological rigor. But
policymakers cannot rely on this kind of evidence without tools that systematically gather and
synthesize it. While there are many research tools available to support evidence-based
policymaking, there is currently an absence of tools that combine the benefits of systematic
evidence mapping with the benefits of a rapid completion timeline. The rapid evidence map
seeks to fill this gap, and the pilot REM project outlined in this paper will serve as both a proof
of concept and an opportunity to solidify and refine the REM methodology for other researchers
to use. More importantly, it will aid a policymaking body in fulfilling its mission of promoting
inclusive and sustainable development for its citizens.
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Appendix: Indicators and Goals of Include to Grow
The figures below provide the intermediate results and indicators for each of MIDIS’s five strategic goals (see Ministry of
Development & Social Inclusion, 2014, sec. 2.2).
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Goal 1: Infant Nutrition
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Goal 2: Early Childhood Development
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Goal 3: Comprehensive Childhood and Adolescent Development

41

Goal 4: Economic Inclusion
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Goal 5: Protection for the Aged
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