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Canonical c-field approach to interacting Bose gases: stochastic interference of matter
waves
Holger Hauptmann† and Walter T. Strunz†
†Institut fu¨r Theoretische Physik, Technische Universita¨t Dresden, 01062 Dresden, Germany
We present a stochastic matter field equation for an interacting many-body Bose system in equi-
librium at ultracold finite temperature. Moreover, the proposed equation can be used for non-
equilibrium dynamics on phenomenological grounds. This stochastic differential equation is based
on a field phase space representation reflecting the underlying canonical density operator (fixed
particle number N). Remarkably, it allows for an efficient numerical implementation. We apply our
canonical c-field method to interference experiments with quasi-one dimensional Bose gases. Cru-
cial features of these interference patterns are reproduced very well and also statistical properties
in terms of distributions, e.g. for the contrasts, agree well with experimental results.
I. INTRODUCTION
Understanding properties and dynamics of interacting
quantum many-body systems at ultracold finite temper-
ature is a central issue of current research. Quantum
phenomena like superfluidity are affected by mutual in-
teractions of the constituents, thus interactions are key
features for emergent phenomena [1–4]. While experi-
ments with ultracold atomic gases are long established
and continue to contribute to our understanding of in-
teracting quantum many-body systems, in recent years
Bose-Einstein condensates of polaritons also became an
excellent playground to examine macroscopic many-body
quantum effects [5–9].
A Bose-Einstein condensate consisting of weakly in-
teracting particles (na3 ≪ 1 with density n and s-wave
scattering length a) at zero temperature is often treated
in a mean-field approximation with the Gross-Pitaevskii
equation (GPE) [10, 11]. This nonlinear Schro¨dinger
equation is an equation of motion for a complex clas-
sical field to describe the macroscopically occupied con-
densate wave function of a trapped degenerate Bose gas
with two-body interaction in s-wave scattering approxi-
mation parameterized by a.
Beyond mean-field, Bogoliubov theory studies excita-
tions of the condensate through expansion of the bosonic
field operator around the condensate wave function [12–
14]. The fluctuations of the field operators have to be
small compared to the condensate, so this approach is
restricted to very low temperatures T ≪ Tc. The Bogoli-
ubov transformation leads to a quasiparticle description
[15, 16] of the noncondensed fraction. There is an ex-
tension to particle number conserving Bogoliubov theory
where the field operators act on the N -particle subspace
[17–19].
A two-fluid simplification for a partially condensed
Bose gas at finite temperature, when the higher modes
are also highly occupied, is obtained from a Hartree-
Fock approximation which leads to an extended Gross-
Pitaevskii equation for the condensate [20]. The noncon-
densed particles in the higher modes are described as the
thermal fraction in semi-classical approximation [2, 21].
The wide area of c-field methods is a further success-
ful approach beyond mean-field Gross-Pitaevskii theory
(nice overviews can be found in [3, 22]). The conden-
sate and the non-condensed particles are treated in a uni-
fied description by one classical complex stochastic field.
These theories comprise the Stochastic Projected GPE
(SPGPE), the Projected GPE (PGPE) and the truncated
Wigner Projected GPE (TWPGPE). The formalisms dis-
tinguish two different parts of the field operator separated
by a certain threshold energy. The coherent band em-
braces low-energy modes which are highly occupied and
is characterized by one classical complex field. The high-
energy band, the incoherent part, is treated quantum-
mechanically. The SPGPE governs the stochastic field
which represents an open quantum system [23–26]. The
high-energy part acts as an environment which is charac-
terized by stochastic noise. As a simplification, neglect-
ing the coupling between coherent and incoherent band
yields the PGPE [27, 28] where the low-lying modes are
considered as a closed system.
The TWPGPE for very low temperatures T ≪ Tc is a
method similar to the truncated Wigner approximation,
but using a projection operator onto the coherent band.
Stochastic sampling of the Wigner distribution yields a
set of single realizations of c-fields whose time evolutions
are governed by a PGPE.
Another c-field approach is the stochastic Gross-
Pitaevskii equation (SGPE) derived with non-
equilibrium Keldysh theory [3, 29]. Condensed and
noncondensed particles are treated with one stochastic
complex field. A separation of a condensed phase is
possible within the Penrose-Onsager scheme [30].
An issue of many stochastic c-field methods is the ap-
pearance of a white noise field leading to unphysical high
energy contributions which need to be cut off. In this
article we present a further c-field method with two dis-
tinctive features: First, the problem of the energy cutoff
is avoided in a self-contained way by colored noise in the
stochastic equation. Second, we determine the thermal
state of an interacting Bose gas with fixed particle num-
ber N (canonical ensemble). In contrast to our earlier
attempts [31–33], the stochastic matter field equation we
present in this work is far more feasible for numerical
implementation.
2This paper has the following structure. In the begin-
ning, we recapitulate very briefly the damped quantum
oscillator in section IIA. The Glauber-Sudarshan-P rep-
resentation for the density operator of an ideal Bose gas
at ultracold finite temperature is governed by a Fokker-
Planck equation which can be derived for the grand
canonical ensemble from a Lindblad equation. The corre-
sponding Itoˆ equation represents an alternative point of
view, where correlation functions of the stochastic mat-
ter fields are expectation values of the normal ordered
field creation and annihilation operators, presented in
section II B. For the canonical ensemble (particle number
and temperature fixed), however, a Lindblad equation is
not known. Nevertheless, projecting the grand canonical
density operator onto the N-particle subspace, in section
III we present an exact new stochastic differential equa-
tion for the canonical ensemble of noninteracting bosons
at finite temperature. We derive an analogous canonical
probability function WN and therefore an Itoˆ equation
similar to the grand canonical case.
Interaction in the s-wave approximation takes places
locally in position space therefore we switch to posi-
tion representation in section III C. In section IV we
phenomenologically insert self-interaction in mean-field
approximation similar to the approach of the Gross-
Pitaevskii equation. Earlier work on a closely related
canonical c-field method can be found in [31–33]. The
crucial improvement of the new stochastic equation pre-
sented here is that the numerical implementation is
straightforward. We apply our new stochastic matter
field equation to interference experiments with quasi-one
dimensional Bose gases [34, 35]. With our stochastic
matter field equation we generate interference patterns
in section V, and in section VI we model contrast statis-
tics to get very similar results to experimental outcomes
[34, 35]. We close the article with a discussion of the
results and an outlook.
II. THE GRAND CANONICAL IDEAL GAS
A. Dynamics of a single mode Bose gas
Non-equilibrium dynamics of an ideal single mode Bose
gas corresponds to Hˆ = Eaˆ†aˆ, that can be described with
the help of a (Lindblad) master equation
dˆ̺
dt
= − i
~
[
Hˆ − µNˆ, ˆ̺
]
+
γ
2
n¯
([
aˆ† ˆ̺, aˆ
]
+
[
aˆ†, ˆ̺aˆ
])
+
γ
2
(n¯+ 1)
([
aˆ ˆ̺, aˆ†
]
+
[
aˆ, ˆ̺aˆ†
])
(1)
with a (phenomenological) damping rate γ. The first
term on the right hand side is the von-Neumann contri-
bution which handles the unitary dynamics. We include
a term involving the chemical potential µ and the number
operator Nˆ = aˆ†aˆ to indicate the relation to the grand
canonical ensemble. The influence of the particle and
thermal bath is modeled by the additional terms which
describe transitions between gas and reservoir. In the
long time limit, as t→ ∞, this density operator reaches
the equilibrium state ˆ̺(t → ∞) = e−β(Hˆ−µNˆ)Z where the
partition function Z = Tr( e−β(Hˆ−µNˆ)) ensures normal-
ization. The chemical potential adjusts the mean parti-
cle number n¯ = 1eβ(E−µ)−1 at equilibrium. The density
operator can be depicted with the Glauber-Sudarshan-
P representation in the form ˆ̺ =
∫ d2z
pi P (z, z
∗)|z〉〈z|
with coherent states satisfying the eigenvalue equation
aˆ|z〉 = z|z〉. The master equation (1) becomes a Fokker-
Planck equation
P˙ =
((
γ
2
+ i
E − µ
~
)
∂
∂z
z + c.c.+ γn¯
∂2
∂z∗∂z
)
P , (2)
which is a differential equation for the P-function. At
equilibrium, this P-function for the thermal state ˆ̺(t →
∞) (that means P˙ = 0) is the Gaussian
P (z, z∗) =
1
n¯
e−
|z|2
n¯ = ( eβ(E−µ) − 1) e−( eβ(E−µ)−1)|z|2 .
(3)
Generally, for a Fokker-Planck equation a corresponding
Langevin equation can be found, so the Itoˆ stochastic
differential equation
dz = −
(
i
(E − µ)
~
+
γ
2
)
z dt+
√
γn¯ dξ (4)
is the ‘microscopic’ counterpart of equation (2).
The Wiener process has the properties 〈dξ(t)〉 =
〈dξ(t) dξ(t)〉 = 0 and 〈dξ(t) dξ∗(t′)〉 = δ(t − t′) dt. In
the limit γ = 0 this equation simplifies to z˙ = −i (E−µ)
~
z
and the coherent state label z(t) = z(0) e−i
(E−µ)t
~ rotates
in the imaginary plane due to their eigenenergy which is
consistent with the time evolution of coherent states in an
oscillator [36]. While the frequency E−µ
~
determines the
time scale of the unitary rotation in phase space, the rate
γ sets the time scale of amplitude damping. Equation (4)
is an Ornstein-Uhlenbeck process for the coherent state
label z.
Normal ordered expectation values of creation and
annihilation operators 〈aˆ†aˆ† . . . aˆaˆ〉 can either be inter-
preted as moments of the P-function or ensemble means
of paths z(t) of the Itoˆ equation
Tr(aˆ†aˆ† . . . aˆaˆ ˆ̺) =
∫
d2z
π
z∗z∗ . . . zz P (z, z∗)
= 〈〈z∗(t)z∗(t) . . . z(t)z(t)〉〉
(5)
where the brackets 〈〈 . . . 〉〉 denote ensemble means of in-
dependent solutions of the Itoˆ equation (4). At equi-
librium (long time limit γt ≫ 1) this ensemble mean
is identical to the time average over one single path
〈〈 . . . 〉〉 = lim
T→∞
1
T
∫ T
0
dt(. . .).
3B. Ideal gas in the grand canonical ensemble
Here we summarize the procedure how to arrive at
an Itoˆ stochastic differential equation for Bose gases and
how to calculate correlation functions of arbitrary order.
Temporarily we digress to an ideal gas (without self in-
teraction) with damping in the grand canonical ensemble
in order to understand the approach for the interacting
gas in the canonical ensemble. In second quantization
the Hamiltonian for an ideal Bose gas in energy repre-
sentation can be written as
Hˆ =
∑
i
Eiaˆ
†
i aˆi =:
∑
i
Hˆi (6)
which is the sum of a combination of creation operators
aˆ
†
i and annihilation operators aˆi over all trap modes i.
These operators obey the bosonic commutation relations
[aˆj , aˆ
†
k] = δjk and the eigenvalue equation aˆi|zi〉 = zi|zi〉
for coherent states |zi〉 is fulfilled. At equilibrium the
density operator for the grand canonical ensemble is
ˆ̺ =
1
Z
e−β(Hˆ−µNˆ) (7)
with the Hamiltonian given in equation (6) and the par-
tition function Z ensures normalization of the operator
Tr(ˆ̺) = 1. For the grand canonical ensemble we consider
Hˆ − µNˆ in the exponential, with the chemical poten-
tial µ adjusting the mean total particle number and the
number operator being Nˆ =
∑
i aˆ
†
i aˆi. The structure of
the Hamiltonian (6) ensures that the density operator
factorizes into the product
ˆ̺ =
∏
i
ˆ̺i (8)
with density operators
ˆ̺i =
1
Zi
e−β(Ei−µ)aˆ
†
i aˆi (9)
for each mode i which are also normalized Tr(ˆ̺i) = 1.
That density operator for mode i conforms with the equi-
librium state of the damped quantum oscillator from the
previous subsection, and so expressions of P-functions,
Fokker-Planck equations and corresponding Itoˆ equations
can be adopted (equations see Appendix A). Equiva-
lently, representations of the operators ˆ̺i in P-functions
[37] are
ˆ̺i =
∫
d2zi
π
Pi(zi, z
∗
i )|zi〉〈zi| (10)
and the total P-function of the total density operator ˆ̺,
equation (8), is P ({z}) := P (z1, z∗1 , z2, z∗2 , z3, z∗3 , . . .) =∏
i Pi(zi, z
∗
i ). Finally the equivalence of Fokker-Planck
equations with stochastic differential equations ensures
Itoˆ equations for zi which read
dzi = −
(
i
Ei − µ
~
+
γi
2
)
zi dt+
√
γini dξi (11)
with independent Wiener processes ξi(t). These stochas-
tic c-number differential equations for the grand canon-
ical ensemble correspond to an ensemble of Lindblad
equations. At equilibrium (functions Pi are time in-
dependent) the analogue of equation (3) is accessible
with inversion of equation (10) and reads Pi(zi, z
∗
i ) =
( eβ(Ei−µ) − 1) e−|zi|2( eβ(Ei−µ)−1) [38]. Finally, the total
P-function from equation (3) reads
P ({z}) =

∏
j
( eβ(Ej−µ) − 1)

 e−∑k |zk|2( eβ(Ek−µ)−1)
(12)
and is a Gaussian distribution of the coherent state la-
bels zi which is characteristic for an Ornstein-Uhlenbeck
process. This expression is also a solution of the Fokker-
Planck equation (A1) in the stationary case with ∂Pi∂t = 0.
It can be seen as a probability density function for zi and
z∗i , and fulfills
∫ d2zi
pi Pi(zi, z
∗
i ) = 1 as a normalization
property. For later use we introduce
P˜i(zi, z
∗
i ) = e
β(Ei−µ) e−|zi|
2(eβ(Ei−µ)−1) (13)
which is the P-function for the representation of the un-
normalized density operator
e−β(Ei−µ)aˆ
†
i aˆi =
∫
d2zi
π
P˜i(zi, z
∗
i )|zi〉〈zi| . (14)
In the following we calculate correlation functions. As
an example we begin with the first order correlation func-
tion
〈aˆ†i aˆi〉∞ =
∫
d2zi
π
|zi|2Pi(zi, z∗i ) =
1
eβ(Ei−µ) − 1 (15)
where we recover the well known occupation number
ni = 〈aˆ†i aˆi〉∞ = Tr(aˆ†i aˆi ˆ̺). The index of the brackets
〈. . .〉∞ indicates expectation values in the grand canoni-
cal ensemble.
In general it is possible to express expectation values
of arbitrary order of normal-ordered products
〈aˆ†j aˆ†k . . . aˆlaˆm〉∞ =
∫
d2{z} z∗j z∗k . . . zlzmP ({z}) (16)
as an integral over all coherent state labels. The integra-
tion is a multi integral
∫
d2{z} := ∫ d2zkpi ∫ d2zlpi . . .. Here
we emphasize that these expectation values are the cor-
responding moments of the probability density function
P ({z}). For not normal-ordered products the bosonic
commutation relations for aˆi and aˆ
†
j are available to get
a sum of normal-ordered products. If the number of cre-
ation and annihilation operators are unequal the expec-
tation values are 0 because the probability density func-
tions Pi are Gaussians centered at zi = 0. It is a direct
consequence of equation (16) that correlation functions
are mean values
〈aˆ†j aˆ†k . . . aˆlaˆm〉∞ = 〈〈 z∗j (t)z∗k(t) . . . zl(t)zm(t) 〉〉∞ (17)
4of stochastic paths of equations (11), where the brackets
〈〈 . . . 〉〉∞ denote ensemble means (or time averages in the
stationary case) of independent solutions of the grand
canonical stochastic differential equations (11). For ex-
ample, in the long time limit (γit≫ 1) occupation num-
bers 〈aˆ†j aˆj〉∞ = 〈〈 z∗j (t)zj(t) 〉〉∞ can be calculated with time
averages of solutions of the Itoˆ equation.
III. THE CANONICAL IDEAL GAS
In this section we derive a stochastic matter field equa-
tion for the canonical ensemble consisting of N bosonic
particles as an analogue of the grand canonical equa-
tions (11). For the canonical ensemble we do not have a
Lindblad equation as a starting point. So we calculate
expectation values for the canonical ensemble and find
a probability density function WN ({z}) as the canoni-
cal counterpart to the grand canonical density function
P ({z}).
A. Equilibrium distribution and expectation values
The grand canonical density operator (9) has to be con-
strained to N particles so we multiply with a projection
operator to get the canonical density operator
ˆ̺N =
1
ZN
e−βHˆ ΠˆN . (18)
Again the canonical partition function ZN ensures
normalization Tr(ˆ̺N ) = 1. The operator ΠˆN =∑
n=N |{n}〉〈{n}| projects the exponential onto the N -
particle subspace, where |{n}〉 = |n0n1n2 . . . nl . . .〉 with∑
k nk = N is an N -particle number state. The Hamil-
tonian is again given in equation (6). We calculate the
canonical partition function
ZN = Tr
(
e
−β
∑
i
Eiaˆ
†
i aˆi
ΠˆN
)
=
∏
j
eβEj
∫
d2{z} 1
N !
(∑
l
|zl|2
)N
e
−
∑
l
|zl|
2 eβEl
=:
∏
j
eβEj
∫
d2{z} WN ({z})
(19)
where we introduce the weight function
WN ({z}) = 1
N !
(∑
l
|zl|2
)N
e
−
∑
l
|zl|
2 eβEl
(20)
as a main result. Details for the calculation can be found
in Appendix B. This weight function depends on all co-
herent state labels, which we mark with WN ({z}). The
correlation functions in the canonical ensemble are ex-
pectation values using the canonical density operator,
equation (18). As an example, the first order correlation
function leads to a multi integral expression
〈aˆ†j aˆj〉N = N
∫
d2{z}
(
|zj |
2∑
l
|zl|2
)
WN ({z})∫
d2{z} WN ({z})
. (21)
Expectation values of arbitrary normal-ordered products
can be expressed as
〈aˆ†j aˆ†k . . . aˆlaˆm︸ ︷︷ ︸
2M
〉N = N !
(N −M)!
1∫
d2{z} WN ({z})
·
∫
d2{z}
(
z∗j z
∗
k . . . zlzm(∑
p
|zp|2
)M
)
WN ({z})
(22)
with N ≥M (equation (B5) in Appendix B). The brack-
ets 〈. . .〉N indicate expectation values in the canonical
ensemble for N particles.
B. New stochastic matter field equation
So far we expressed canonical correlation functions as
integrals over coherent state labels. Similarly to the P-
functions in the grand canonical ensemble we can inter-
pret the weight function WN as a stationary probability
density function (which is not normalized to 1). More-
over, the correlation functions are moments of the weight
function. The integrals in equations (21) and (22) can
be seen as Monte-Carlo integrals, with the probability
density function WN . This stationary probability den-
sity function WN then should obey a stationary Fokker-
Planck equation
0 =
∑
i
(
∂
∂zi
Aizi +
∂
∂z∗i
A∗i z
∗
i +Bi
∂2
∂z∗i ∂zi
)
WN ({z})
(23)
which has the same form as the grand canonical coun-
terpart, equation (2) or respectively equation (A1). For
now, the coefficients for the drift Ai and diffusion Bi are
unknown. Different from equation (2) or equation (A1),
where these coefficients are known and we look for a so-
lution P (z) or Pi(zi, z
∗
i ), here in equation (23) we search
for coefficients Ai and Bi belonging to an identified WN ,
equation (20). One can prove (see also appendix) that
one possible choice of the drift and diffusion is
Ai = i
Ei
~
+
Λi
2
− Λi
2
N e−βEi∑
l
|zl|2
Bi = Λi e
−βEi
(24)
such that WN from equation (20) is a solution of equa-
tion (23). This is similar to the spirit of [31–33], where
5a square root of the Hamiltonian in the fluctuations re-
quired sophisticated numerical implementation. In equa-
tion (24) we exploit the freedom to find other drift and
diffusion terms which obey equation (23) and lead to
much improved numerical performance. As in the grand
canonical case, the damping parameters Λi determine the
time scale of the damping dynamics. The corresponding
coupled set of Itoˆ stochastic differential equations for the
coherent state labels
dzi = −Aizi dt+
√
Bi dξi (25)
is an important result and the canonical counterpart of
the grand canonical equations (11). With these stochas-
tic equations it is possible to get a set of independent
samples {zl} in the long time limit which recover the
probability density function WN . Then the correlation
functions, equations (21) and (22), are mean values (no-
tation 〈 . . .〉N )
〈aˆ†j aˆj〉N = N
〈
|zj |2∑
l
|zl|2
〉
N
(26)
and for N ≥M
〈aˆ†j aˆ†k . . . aˆlaˆm︸ ︷︷ ︸
2M
〉N = N !
(N −M)!
〈
z∗j z
∗
k . . . zlzm(∑
p
|zp|2
)M
〉
N
(27)
of independent relaxed (Λit≫ 1) solutions of the canon-
ical stochastic differential equations (25).
C. Position representation
Up to now the derivations were done in energy repre-
sentation, which is the natural choice for noninteracting
particles. We would like to include self-interaction in s-
wave scattering approximation. This contact interaction
takes place in position space, which is the motivation to
switch to position representation or basis independent
bra-ket notation. The Hamiltonian (6) in second quanti-
zation in position representation
Hˆ =
∫
dx Ψˆ†(x)
(
− ~
2
2m
△+V (x)
)
Ψˆ(x)
can be expressed with bosonic field operators. These ful-
fill the commutation relations [Ψˆ(x), Ψˆ†(x′)] = δ(x− x′),
[Ψˆ(x), Ψˆ(x′)] = [Ψˆ†(x), Ψˆ†(x′)] = 0. We can expand the
grand canonical density operator using projectors of the
coherent field states |ψ〉, with Ψˆ(x)|ψ〉 = ψ(x)|ψ〉, as
1
Z
e−βHˆ =
∫ D[ψ, ψ∗] P [ψ, ψ∗] |ψ〉〈ψ|∫ D[ψ, ψ∗] P [ψ, ψ∗] , (28)
where the integral becomes a functional integral∫ D[ψ, ψ∗] . . . over ψ and ψ∗. Here the P-functional
P [ψ, ψ∗] needs not be normalized but normalization of
the whole expression (28) takes place because we divide
by the zeroth moment. Neglecting normalization, the
P-function in equation (12), becomes the functional
P [ψ, ψ∗] = e−〈ψ| e
β(H−µ)−1|ψ〉
= e−
∫
dx
∫
dx′ ψ∗(x)( eβ(H(x)−µ)−1)ψ(x′)
(29)
in bra-ket notation and position representation with
H(x) = − ~22m △ +V (x). Analogously, the probability
density function WN for the canonical ensemble, equa-
tion (20), transforms to the functional
WN [ψ, ψ
∗] =
1
N !
(〈ψ|ψ〉)N e−〈ψ| eβH |ψ〉
=
1
N !
(∫
|ψ(x)|2 dx
)N
e−
∫
dx
∫
dx′ ψ∗(x) eβH(x)ψ(x′)
(30)
of ψ and ψ∗. When we respect the gauge H − µ ↔ H ,
the unnormalized probability density functionals of the
grand canonical ensemble P [ψ, ψ∗] and of the canonical
ensemble WN [ψ, ψ
∗] are connected to each other
WN [ψ, ψ
∗] =
1
N !
(〈ψ|ψ〉)N e−〈ψ|ψ〉P [ψ, ψ∗]
∞∑
N=0
WN [ψ, ψ
∗] = P [ψ, ψ∗].
As an example, we show expressions for the densities for
the grand canonical ensemble and canonical ensemble in
position representation in Appendix C.
Both unnormalized probability density functionals
Q = (P [ψ, ψ∗],WN [ψ, ψ
∗]) obey a stationary functional
Fokker-Planck equation
0 =
∂Q
∂t
=
∫
dx
δ(AψQ)
δψ(x)
+ c.c.+
∫
dx
∫
dx′
δ2(BQ)
δψ(x)δψ∗(x′)
(31)
in functional notation with coefficients A[ψ, ψ∗](x) and
B[ψ, ψ∗](x, x′) [39]. For the grand canonical ensemble
these coefficients
A∞[ψ, ψ
∗](x) =
(
i
H(x)− µ
~
+
γ(x)
2
)
B∞[ψ, ψ
∗](x, x′) = 〈x|γ( eβ(H−µ) − 1)−1|x′〉 (32)
are well known from equations (11). In appendix D we
give some intermediate steps to prove that P [ψ, ψ∗] is a
solution of the Fokker-Planck equation (31). Finally we
find [40] a corresponding Itoˆ equation
dψ(x, t) = −
(
i
H(x)− µ
~
+
γ
2
)
ψ(x, t) dt
+
√
γ
eβ(H(x)−µ) − 1 dξ(x, t)
(33)
6which is the position representation of equations (11).
As in energy representation the coefficients AN [ψ, ψ
∗]
and BN [ψ, ψ
∗](x, x′) have to be determined. However,
an expression for WN , equation (30), was derived from
expectation values and can be seen as a the solution of
a Fokker-Planck equation. Just as in energy representa-
tion, equation (24), we set
AN (x) = i
H
~
+
Λ
2
− Λ
2
N e−βH
〈ψ|ψ〉
BN (x, x
′) =
〈
x
∣∣Λ e−βH∣∣x′〉 . (34)
In appendix E we show some steps to calculate that WN
solves the Fokker-Planck equation (31) with these coeffi-
cients AN and BN .
One of our main results of this paper is the Itoˆ stochas-
tic differential equation
dψ(x, t) =
(
−iH
~
− Λ
2
+
Λ
2
N e−βH
〈ψ|ψ〉
)
ψ(x, t) dt
+
√
Λe−
1
2βH dξ(x, t)
(35)
for the canonical ensemble. This canonical stochastic
matter field equation is equation (25) in position rep-
resentation and corresponds to equation (33) for the
grand canonical case. Note, that the norm 〈ψ|ψ〉 in
the drift term causes a ‘global’ coupling of the matter
fields between all points in position space. Also note,
that equation (35) is different from earlier work [31–33],
especially a square root of the Hamiltonian is avoided.
This new stochastic matter field equation can simply be
treated numerically with the split-operator method (also
for spatially three dimensional, spherically asymmetric
Bose gases).
IV. SELF INTERACTING BOSE GAS
Until now we derived exact stochastic differential equa-
tions for the noninteracting Bose gas in different ensem-
bles. In most experiments the Bosons influence each
other so it is essential to extend our description to in-
teracting particles. Unfortunately, expressions for P and
WN are not known for the interacting case.
The standard approach is the s-wave scattering ap-
proximation which treats low-energy contact interaction
in position space. The Hamiltonian in second quantiza-
tion can be written as
Hˆ =
∫
dx
(
Ψˆ†(x)
(
− ~
2
2m
△+V (x)
)
Ψˆ(x)
+
g
2
Ψˆ†(x)Ψˆ†(x)Ψˆ(x)Ψˆ(x)
)
with a self interaction strength g = 4pia~
2
m proportional
to the scattering length a . In mean-field approximation
this leads to Gross-Pitaevskii theory with an effective
’Hamiltonian’
H(x) = − ~
2
2m
△+V (x) + gN |ψ(x)|2 .
In the same way we claim to include self interaction
phenomenologically to our theory by replacing the free
Hamiltonian in equation (35) by
H(x) = − ~
2
2m
△+V (x) + gN |ψ(x)|
2
〈ψ|ψ〉 (36)
as an important approximation. Here we have to renor-
malize the interaction term, because stochastic solutions
of equation (35) are unnormalized. Hence we always use
Hamiltonian (36) in our stochastic matter field equation
(35).
The derivation of this equation is exact without self
interaction (g = 0). Finally, the stochastic matter field
equation (35) with Hamiltonian (36) can be seen as a
stochastic Gross-Pitaevskii equation for the canonical en-
semble. A single realization of the stochastic matter field
ψ(x) is unnormalized. This lack of normalization of this
state ψ is not problematic. We find that the calculation
of arbitrary correlation functions (N ≥M)
〈Ψˆ†(x)Ψˆ†(x′) . . . Ψˆ(x′′)Ψˆ(x′′′)︸ ︷︷ ︸
2M
〉N
=
N !
(N −M)!
〈
ψ∗(x)ψ∗(x′) . . . ψ(x′′)ψ(x′′′)(〈ψ|ψ〉)M
〉
N
with sample means over many independent stochastic so-
lutions of equation (35) involves a normalizing denomina-
tor to ensure agreement with quantum expectation val-
ues. We have access to the full many body quantum state
of interacting particles because we can calculate correla-
tion functions of arbitrary order. That means that we
can calculate arbitrary moments of the functional WN
which is equivalent with knowing the probability func-
tional itself.
As an example in Fig. 1 we show the absolute values
of the correlation function of first order
G1(x, x
′) = 〈Ψˆ†(x)Ψˆ(x′)〉N = N
〈
ψ∗(x)ψ(x′)
〈ψ|ψ〉
〉
N
and the correlation function of second order
G2(x, x
′) = 〈Ψˆ†(x)Ψˆ†(x′)Ψˆ(x)Ψˆ(x′)〉N
= N(N − 1)
〈
ψ∗(x)ψ∗(x′)ψ(x)ψ(x′)
(〈ψ|ψ〉)2
〉
N
for a one dimensional self interacting Bose gas in the
canonical ensemble calculated with independent solu-
tions of our stochastic matter field equation (for related
results see [41]).
7The freedom V (x) → V (x) + const in our stochastic
matter field equation is reflected by the change of the
average value of the norm of ψ. Therefore, a shift in the
energy results in a rescaling of the value of the norm,
without affecting physical observables.
FIG. 1. Left: Absolute value of first order correlation func-
tion |G1(x, x
′)|. Right: Absolute value of second order corre-
lation function |G2(x, x
′)|. The values are 87Rb, N = 4400,
T = 31nK, radial harmonic trap frequency ω⊥ = 2pi ·3000 Hz,
longitudinal harmonic trap frequency ω = 2pi · 12Hz, averag-
ing 〈〈 . . . 〉〉N over 400 realizations. Color scale in arbitrary
units.
The positive real number Λ in equation (35) is a damp-
ing rate. We are interested in equilibrium many-body
states, so Λ is an arbitrary free parameter. The damping
rate is a measure how long we should propagate equa-
tion (35) to come from non-equilibrium to an equilibrium
state. Of course, the many-body equilibrium state ψ is
independent of the value for Λ.
We remark that our stochastic matter field equation
(35) is ultimately driven by colored noise. The white
noise dξ(x) is modified by an operator which includes ψ
itself in the Hamiltonian. This colored noise takes care
that usual high-energy fluctuations in stochastic Gross-
Pitaevskii equations are suppressed and cutoff problems
are prevented by construction. Details about a similar
stochastic matter field equation for the canonical ensem-
ble, corresponding to our functional WN , can be found
in article [33].
As a comment we mention that the choice Λ =
2kBT
~
γ eβH and the high temperature limit eβH = 1 +
βH connects our stochastic matter field equation to a
stochastic Gross-Pitaevskii equation
i~
∂ψ
∂t
=
(
− ~
2
2m
△+V − iR+ gN |ψ|
2
〈ψ|ψ〉
+ iγkBT
(N − 〈ψ|ψ〉)
〈ψ|ψ〉
)
ψ(x, t) + η(x, t)
(37)
with R = γ
(
− ~22m △+V (x) + gN |ψ|
2
〈ψ|ψ〉
)
and white noise
〈η∗(x, t)η(x′, t′)〉 = 2~γkBTδ(x−x′)δ(t−t′). This canon-
ical equation looks very similar to the usual stochastic
Gross-Pitaevskii equation for the grand canonical en-
semble [3]. The last term iγkBT
(N−〈ψ|ψ〉)
〈ψ|ψ〉 acts like an
imaginary chemical potential, which adjusts an (unphys-
ical) norm of the field ψ. There is a wide area of grand
canonical stochastic Gross-Pitaevskii equations similar to
equation (37), as an example applied to polariton con-
densates see [7, 42, 43]. In the next sections we apply
our stochastic matter field equation to experiments with
atomic gases.
V. AS IN EXPERIMENT: ENSEMBLE OF
STOCHASTIC PATTERNS
In experiments [34, 35] it is routine to interfere two in-
dependent quasi-one dimensional clouds of bosonic inter-
acting Rubidium atoms at finite ultracold temperature.
The resulting interference patterns are composed of inter-
ference stripes which are randomly placed and staggered.
Moreover, every repetition delivers another pattern but
with the same crucial features. In contrast to interfer-
ence experiments of the last centuries these latest efforts
reveal interacting many-particle physics. It is necessary
to extend the description from wave functions (quantum
mechanics) to quantum field operators (quantum field
theory).
In this section we apply our stochastic matter field
equation (35) to such experiments [34, 35] and show the
modeling of such random interference patterns in three
steps.
A. Preparation
In a first step we provide two independent quasi one-
dimensional stochastic matter fields Ψ1 and Ψ2 which are
arranged parallel side by side. For the longitudinal direc-
tion of the many-body states Ψ1 and Ψ2 we numerically
take two one-dimensional stochastically independent so-
lutions ψ1(z) and ψ2(z) of equation (35) for finite tem-
perature with a harmonic trap V = 12mω
2z2. The effec-
tive one-dimensional interaction strength g1D = 2~ω⊥a is
determined by the trapping frequency ω⊥ for the trans-
verse dimensions. We assume that the Bose gases are
in harmonic oscillator ground states along the transverse
narrow directions (ω⊥ ≫ ω) so we take two Gaussians
φ1,2(x, y, t = 0) =
(mω⊥
π~
)1/2
e
−
mω⊥
2~
(
(y±d2 )
2
+x2
)
at distance d in y-direction. The gases are in harmonic
oscillator ground states along the x-direction, too. Later,
the absorption direction for the measurement is oriented
along the x-axis which requires integration over the den-
sity along x-direction. We use the values d = 3.5µm,
m = 87u and a = 5.77nm ([44]) for 87Rb, particle num-
ber N = 4400, two different temperatures T = 31nK
and T = 60nK and frequencies ω⊥ = 2π · 3000Hz,
8ω = 2π · 12Hz which are chosen to match the experi-
mental conditions.
B. Ballistic expansion
In the second step we model the ballistic expansion
during the time period from switching off the traps un-
til taking the absorption image. Therefore we perform
time propagation for t = 22ms. After releasing from the
traps the Bose gases inflate almost instantaneously in the
transverse directions of initial strong confinement and are
immediately diluted. Thus we neglect self interaction
during ballistic expansion and use the free Schro¨dinger
equation as an approximation. The time evolution of
the c-fields Ψ1(x, y, z, t) and Ψ2(x, y, z, t) separates again
into propagation in respective dimensions. The free prop-
agation of the Gaussian wave functions
φ1,2(x, y, t) =
(
m
π~ω⊥t2
)1/2
e
−
m(1−iω⊥t)
2~ω⊥t
2
(
(y± d2 )
2
+x2
)
for the transverse directions are analytically well
known. In longitudinal direction we numerically apply
ψ1/2(z, t) = exp(− i~ pˆ
2
2m t)ψ1/2(z, 0). Here we observe the
formation of density ripples described in [45, 46]. The
spatial noise of the stochastic solutions ψ1/2(z, 0) causes
oscillations in the time developed densities |ψ1/2(z, t)|2.
Their mean wavelength and mean amplitude grow with
increasing time. In Fig. 2 we show two densities in longi-
tudinal direction before (a) and after (b) ballistic expan-
sion. In contrast to the transverse directions there is no
noticeable spatial expansion of density along the longitu-
dinal direction because of their loose initial longitudinal
confinement. The mean wavelength for the density oscil-
lations (ripples) [46] is
√
2pi~t
m ≈ 10µm with the above
values which is consistent with the approximate distance
of density maxima in Fig. 2 (b).
C. Absorption image
In the last step we determine the interference pattern
I(y, z) = |Ψ1(y, z, t) + Ψ2(y, z, t)|2
= |ψ1(z, t)φ1(y, t) + ψ2(z, t)φ2(y, t)|2
by calculating the density of the coherent sum. In exper-
iments there is finite resolution of the optical devices, e.g.
one pixel of the CCD camera is 3µm× 3µm. Therefore
I(y, z) has to be convolved with a point spread function
1
2πσ2
e−
y2+z2
2σ2 (38)
with σ = 3.4µm.
In Fig. 3 we show the formation of one realization
of an interference pattern calculated with the stochastic
FIG. 2. a) The densities of two stochastically independent
solutions of equation (35) |ψ1(z, 0)|
2 and |ψ2(z, 0)|
2 are plot-
ted before ballistic expansion. b) After free propagation
for t = 22ms these two densities |ψ1(z, t)|
2 and |ψ2(z, t)|
2
show the emergence of density ripples. The values are 87Rb,
N = 4400, T = 31 nK and frequencies ω⊥ = 2pi · 3000Hz,
ω = 2pi · 12Hz.
matter field equation. We reveal the density-ripple effect
during time propagation and the effect of the convolution
with the point spread function (38). Spatial details with
size ≈ 3µm are coarse-grained which affects the density
oscillations in z-direction. The convolution has almost
no effect in y-direction because spatial structures in this
dimension are much larger than the width of the point
spread function. Three more examples of final interfer-
ence patterns are shown in Fig. 4.
If we compare our modeled interference patterns with
the experimental ones [35], we find good agreement in all
crucial features. Characteristic properties like the dis-
tance between the stripes, the stochastic displacements
of these stripes and intensity oscillations inside single
stripes are realized in experimental and theoretical inter-
ference patterns. The oscillatory structure inside single
bright interference stripes can now be understood with
density ripples which are washed out by finite resolution.
VI. STATISTICS OF CONTRAST
One single interference pattern is only one sample
which does not permit access to probability distributions
so in this section we examine statistical properties to eval-
uate the quality of our stochastic matter field equation
and compare statistical quantities with experimental re-
sults. The statistics of the solutions of the matter field
equation determines the statistics of the integrated inter-
ference contrast, which is measurable in experiments. So
we can probe the properties of interacting many-particle
9FIG. 3. Left: One mathematical realization I(y, z) without time propagation of the one-dimensional fields ψ1/2, where the
z-dependent relative phase shifts are pointed out. Middle: The same realization with time propagation of the fields ψ1/2 show
the density ripple effect. Such a picture would be seen in experiments with infinite resolution of the optical devices. Right: The
same realization with time propagation of the fields ψ1/2 and convolution with the point spread function from the experiment.
The values are 87Rb, N = 4400, T = 31 nK, ω⊥ = 2pi · 3000Hz, ω = 2pi · 12Hz, d = 3.5µm.
FIG. 4. Three more realizations of interference patterns, like Fig. 3, right.
quantum fields which are provided by our matter field
equation. In experiments [34, 35] the interference pat-
terns were integrated symmetrically along the z-axis over
various length scales L = 10µm, 24µm, 37µm, 51µm re-
spectively, and normalized. In Fig. 5 we show integrated
densities from our calculated interference patterns.
Using the symbol F(. . .) for the convolution with the
point spread function (38) yields the expression
d(y) =
L/2∫
−L/2
dz F
(
|Ψ1(y, z, t) + Ψ2(y, z, t)|2
)
(39)
≈ 2
√
m
π~ω⊥t2
e
− my
2
~ω⊥t
2
(
C(L) + |A(L)| cos (Qy + χ(L))
)
of the integrated density function. The wave vector
Q = mdht determines the distance between the interference
stripes which is, in our case, 2piQ ≈ 30µm. We assert that
the integrated densities have a Gaussian envelope with
a large standard deviation compared to the size of the
interference patterns because
√
~ω⊥t2
2m ≈ 120µm. The
parameter
C(L) =
1
2
L/2∫
−L/2
dz F
(
|ψ1(z, t)|2 + |ψ2(z, t)|2
)
is a constant random variable with respect to y. The
quantities |A| and χ are absolute value and phase of a
complex random variable
A(L) = |A| eiχ =
L/2∫
−L/2
dz F
(
ψ∗1(z, t)ψ2(z, t)
)
, (40)
which is of central importance. The amplitude |A| has
the meaning of visibility and χ defines the phase of the
cosine function. For fixed L, amplitude and phase are
random variables and differ in every realization of the
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experiment and, accordingly, for every pair of solutions
of our stochastic matter field equation. In the theoret-
ical description we do not need to evaluate interference
patterns but can directly use equation (40). For stochas-
tically independent solutions (independent Bose gases)
the phase of A is uniformly distributed, the mean value
vanishes 〈A〉 = 0 and so statistics with |A|2 is feasible.
We use the normalized interference contrast [35]
FIG. 5. Normalized integrated densities from our theoretical
interference patterns. The upper row (a) shows integrated
density functions d(y) from the right pattern in Fig. 3 for
respective integration intervals. The lower row (b) presents
another example. For better graphic comparability, the func-
tions are scaled between 0 and 1. Without scaling, the con-
trast decreases with increasing integration length L. The val-
ues are 87Rb, N = 4400, T = 31 nK, ω⊥ = 2pi · 3000Hz,
ω = 2pi · 12Hz, d = 3.5µm.
α(L) =
|A(L)|2
〈|A(L)|2〉 .
In many repetitions we calculate independent pairs of
solutions of the matter field equation, calculate a set of
events {α(L)} and represent the results in a histogram
for various fixed temperatures and integration lengths. In
Fig. 6 and Fig. 7 these distributions of the normalized
interference contrast calculated with independent solu-
tions of the matter field equation are shown.
First we omit the measurement process and calculate
the visibility
A(L) =
L/2∫
−L/2
dz ψ∗1(z)ψ2(z) (41)
without ballistic expansion ψ1/2(z) = ψ1/2(z, 0) and
without convolution F . In Fig. 6 we show the corre-
sponding results for the normalized contrasts (see also
[33]) and see very good agreement with Luttinger liquid
theory and experiments [35].
Second, in Fig. 7 we respect the measurement process,
that means ballistic expansion during free fall and con-
volution due to finite resolution of the optical devices is
FIG. 6. Histograms of the reduced contrasts α without mea-
surement scheme (’in-situ’, equation (41)) for almost the same
values as in [35]. Each histogram is made from 20000 pairs
of solutions of our stochastic matter field equation. The val-
ues are 87Rb, N = 4400, ω⊥ = 2pi · 3000Hz, ω = 2pi · 12Hz,
d = 3.5µm, upper row temperature T = 31nK and lower row
T = 60nK.
FIG. 7. Histograms of the reduced contrasts α as in Fig. 6.
Here the measurement process, that means ballistic expansion
for t = 22ms during free fall and convolution is included
(equation (40)).
included (equation (40)). The differences between Fig. 6
and Fig. 7 are caused by the measurement scheme which
effects mainly the ‘short’ sample L = 10µm. Numerical
calculations show that the deviations are mainly caused
by the free time propagation during ballistic expansion.
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VII. CONCLUSION
In this paper we have presented a c-field method for the
canonical ensemble to describe an interacting Bose gas
at finite temperature with fixed particle number. This
stochastic matter field equation is rigorously exact for
the ideal gas, and we include self interaction in mean-
field approximation. The crucial point is that we use
colored noise which facilitates a holistic treatment of the
Bose gas with one single stochastic field. In contrast to
other methods, cutoff energies or separated treatment of
condensate and non-consensed particles is omitted in a
natural way. As an example, we applied this equation to
interference experiments with one-dimensional interact-
ing Bose gases and see very good agreement with crucial
experimental results. We emphasize that there is no di-
mensional restriction in the derivation of our stochastic
matter field equation, so it is valid also in three dimen-
sions. Moreover, it enables efficient numerical implemen-
tation in arbitrary dimensions. Expectation values of
products of stochastic fields exhibit correlation functions
of arbitrary order and therefore in principle our equation
enables access to the full quantum state. Due to techno-
logical and experimental developments tests of the pre-
sented theory on higher order correlation functions (mea-
sured in [47]) are possible.
In this paper, we discussed equilibrium physics, but
the method is also suitable for the huge subject of non-
equilibrium physics. To calculate equilibrium states, the
specific value of the damping parameter Λ is irrelevant
for Λt≫ 1. Then, with arbitrary Λ > 0 our equation will
force the matter field into a stationary state: on average
the properties of this fluctuating field are constant and
the distribution functional is constant.
Further investigation should focus on non-equilibrium
physics and how to adjust the damping parameter Λ to
systems of interest. In recent years fascinating research
on relaxation dynamics or thermalization of many-body
systems [48–51] appeared and it could be an interesting
application for the presented method. For example, de-
pending on the choice of Λ, it would be interesting to
see whether our theory also describes pre-thermalization
and non-thermal fixed points. Further application could
contribute to current issues of dynamics and dissipation
of solitons in Bose gases [52, 53]. Polariton condensates
could also be an interesting field of research. Moreover,
application to vortex dynamics and dissipation of vor-
tices appears worthwile [54–56]. In that case an addi-
tional stirring potential could be included to the stochas-
tic matter field equation to simulate the stirring lasers
which create the vortices.
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Appendix A: Lindblad equation and Fokker-Planck
equation for the grand canonical ensemble
Time propagation of the density operators for an ideal
gas are phenomenologically governed by Lindblad master
equations
dˆ̺i
dt
= − i
~
[
Hˆi, ˆ̺i
]
+
γi
2
ni
([
aˆ
†
i ˆ̺i, aˆi
]
+
[
aˆ
†
i , ˆ̺iaˆi
])
+
γi
2
(ni + 1)
([
aˆi ˆ̺i, aˆ
†
i
]
+
[
aˆi, ˆ̺iaˆ
†
i
])
for each mode i [40, 57]. At equilibrium the mean quan-
tum numbers are ni =
1
eβ(Ei−µ)−1
. Plugging in equation
(10) into the Lindblad equation yields
∂Pi(zi, z
∗
i )
∂t
=
((
γi
2
+ i
(Ei − µ)
~
)
∂
∂zi
zi
+
(
γi
2
− i (Ei − µ)
~
)
∂
∂z∗i
z∗i + γini
∂2
∂z∗i ∂zi
)
Pi(zi, z
∗
i ) ,
(A1)
which are the Fokker-Planck equations for the P-
functions Pi.
Appendix B: Calculation of the canonical partition
function
We calculate the canonical partition function
ZN = Tr
(
e
−β
∑
i
Eiaˆ
†
i aˆi
ΠˆN
)
=
∫
d2{z}
∏
k
P˜k(zk, z
∗
k)〈zk|ΠˆN |zk〉
(B1)
using the P-functions of the unnormalized exponential
operators, equations (13) and (14) with Ei − µ → Ei.
The expectation value of the projection operator with
respect to coherent states
∏
k
〈zk|ΠˆN |zk〉 = e
−
∑
k
|zk|
2
(∑
k
|zk|2
)N
N !
(B2)
is well known [58]. The combination of equations (13)
and (B2) gives the canonical partition function.
The correlation function of first order can be written
as
〈aˆ†j aˆj〉N =
∫
d2{z}
∏
k
〈zk|aˆ†j aˆjΠˆN |zk〉
P˜k(zk, z
∗
k)
ZN
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With equations (13), (14) and (B2) we end up with
〈aˆ†j aˆj〉N =
1
ZN
∏
j
eβEj ·
∫
d2{z} |zj|
2 e
−
∑
l
|zl|
2 eβEl
(N − 1)!
(∑
l
|zl|2
)N−1
=:
1
ZN
∏
j
eβEj
∫
d2{z}|zj|2 WN−1({z})
in which we rediscover the weight function with index
N − 1. In short notation this correlation function is
〈aˆ†j aˆj〉N =
∫
d2{z} |zj|2 WN−1({z})∫
d2{z} WN ({z})
. (B3)
Similarly, the second order correlation functions can be
obtained straightforwardly
〈aˆ†j aˆ†kaˆlaˆm〉N =
∫
d2{z} z∗j z∗kzlzmWN−2({z})∫
d2{z} WN ({z})
(B4)
and in the same way we can get expectation values for
normal-ordered products of creation and annihilation op-
erators of arbitrary order
〈aˆ†j aˆ†k . . . aˆlaˆm︸ ︷︷ ︸
2M
〉N =
∫
d2{z} z∗j z∗k . . . zlzm WN−M ({z})∫
d2{z} WN ({z})
(B5)
with N ≥M . The denominators in equations (B3), (B4)
and (B5) arise from the partition function ZN and lead
to normalization. We mention the important recurrence
property of the weight functions
WN =
1
N
(∑
k
|zk|2
)
WN−1 ,
therefore it is sufficient to know only WN ({z}), and, for
instance, equation (B3) can be written as equation (21).
Appendix C: Densities in position representation
The densities in position space are the correlation func-
tions of first order. For the grand canonical ensemble,
equation (15) becomes
n(x) = 〈Ψˆ†(x)Ψˆ(x)〉∞ =
∫
D[ψ, ψ∗] |ψ(x)|2P [ψ, ψ∗]∫
D[ψ, ψ∗] P [ψ, ψ∗]
= 〈〈 |ψ(x)|2 〉〉∞ ,
where the denominator ensures normalization because
we used an unnormalized P-functional. With sample
functions governed by the distribution P [ψ, ψ∗] this ex-
pectation value is an average over many realizations
n(x) = 〈〈 |ψ(x)|2 〉〉∞ . Very similar, equations (B3), (21)
and (26) for the canonical ensemble give
n(x) = 〈Ψˆ†(x)Ψˆ(x)〉N =
∫
D[ψ, ψ∗] |ψ(x)|2WN−1[ψ, ψ∗]∫
D[ψ, ψ∗] WN [ψ, ψ∗]
= N
〈
|ψ(x)|2
〈ψ|ψ〉
〉
N
in position representation.
Appendix D: Grand canonical ensemble
Here we give some intermediate steps for the calcula-
tion that the P-functional (29) is a solution of the station-
ary Fokker-Planck equation (31). The functional deriva-
tive of the drift parameter is
δ(A∞ψ(x))
δψ(x)
=
i
~
δ((H − µ)ψ(x))
δψ(x)
+
1
2
〈
x
∣∣γ∣∣x〉 .
The functional derivatives of the P-functional are
δP
δψ(x)
= −P〈ψ∣∣ eβ(H−µ) − 1∣∣x〉
δ2P
δψ(x)δψ∗(x′)
= P
〈
x′
∣∣ eβ(H−µ) − 1∣∣ψ〉〈ψ∣∣ eβ(H−µ) − 1∣∣x〉
− P〈x′∣∣ eβ(H−µ) − 1∣∣x〉 .
The diffusion term of the Fokker-Planck equation is∫
dx
∫
dx′ B∞(x, x
′)
δ2P
δψ(x)δψ∗(x′)
= P
〈
ψ
∣∣γ( eβ(H−µ) − 1)∣∣ψ〉− P ∫ dx〈x∣∣γ∣∣x〉 .
Appendix E: Canonical ensemble
With functional derivatives for the drift
δ
(
ANψ(x)
)
δψ(x)
=
〈
x
∣∣ i
~
H
∣∣x〉 − 〈x∣∣Λ
2
N〈
ψ
∣∣ψ〉 e−βH ∣∣x〉
+
N
2
〈
ψ
∣∣x〉(〈
ψ
∣∣ψ〉)2
〈
x
∣∣Λ e−βH∣∣ψ〉+ 〈x∣∣Λ
2
∣∣x〉
and the probability density functionals
δWN [ψ, ψ
∗]
δψ(x)
=WN
(
N〈
ψ
∣∣ψ〉〈ψ∣∣x〉− 〈ψ∣∣ eβH∣∣x〉
)
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δ2WN [ψ, ψ
∗]
δψ(x)δψ∗(x′)
=WN
(
N2 −N(〈
ψ
∣∣ψ〉)2
〈
x′
∣∣ψ〉〈ψ∣∣x〉
− N〈
ψ
∣∣ψ〉〈x′∣∣ eβH ∣∣ψ〉〈ψ∣∣x〉+ N〈ψ∣∣ψ〉δ(x− x′)
− N〈
ψ
∣∣ψ〉〈x′∣∣ψ〉〈ψ∣∣ eβH ∣∣x〉+ 〈x′∣∣ eβH ∣∣ψ〉〈ψ∣∣ eβH ∣∣x〉
− 〈x′∣∣ eβH ∣∣x〉
)
one can prove that WN is a solution of the canonical
Fokker-Planck equation (31) with choices (34).
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