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1. INTRODUCTION 
We will consider here two nonlinear second-order differential equations, 
either of which is properly described as a forced harmonic oscillator with 
nonlinear damping, and both of which have several fairly obvious physical 
realizations. The first of these, 
.iJ ;- f(x)k --I f = e(t), (1) 
has a damping coefficient which is a nonnegative function of X; in the other 
equation, 
3 -1 F(k) + x == E(t), (2) 
damping is a nonlinear function of 2, which we will take to be nondecreasing 
and continuous. In our initial theorem we take the forcing terms to be periodic, 
but we will subsequently allow almost periodicity. 
It is possible to study these two equations together because they are both 
special cases of the system 
,q -z 1’ 
WY) + ~I(~), 
Jo = --.t‘ - G,(y) i h,(t), 
(3) 
in which we assume both G,(X) and G,(y) are nondecreasing and continuous. 
Equation (2) results, for example, when both Gr and h, are set equal to 
zero, and one can get Eq. (1) by setting G, and h, equal to zero. 
Our primary result is a condition relating the damping function to the 
periodic forcing term which is both necessary and sufficient for the existence of 
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a periodic solution. The same condition, it turns out, is also necessary and 
sufficient for the existence of an almost periodic solution when the right-hand 
side is an almost periodic function. \Ve will also discuss the :stability and 
uniqueness of these solutions, when they exist. 
A partial result in this direction was obtained in 1943 by Levinson [l], 
who identified f(.~) with F’(x), assumed this to be positive and continuous, 
except perhaps at isolated points, and showed that F(+co) - E’( -cc) : : co 
was then sufficient for the existence of periodic solutions of either (1) or 
(2). In 1955 Reissig [Z] improved this result by identifying e(t) with E(t), 
and then showing that the same conclusion follows from the hypothesis 
thatF(+c*3) --F(-co) > Max E(t) - :\Iin E(t). 
In order to find a condition which is bcth necessary and sufficient, we 
found that we had to go a little deeper than the amplitude of the forcing 
term, and look instead at the amplitude of the term in its Fourier series 
which is resonant with the linear part of the differential equation. Thus 
when discussing Eq. (1) we consider j3 = 1 ,&‘{e(t) exp(--it)] and 
01 =~- ,&!{e(t)>, where J&! denotes the mean value operator, and when (2) is 
under consideration we set /3 = ~ JZ{E(t) exp( -it)}1 and set 01 -= 0. Obscrvc 
that the notation is consistent when e(t) = k(t), but that we do not wish 
to limit the discussion to the case in which E(t) is differentiable. In terms of 
these quantities 01 and /3 we can state 
THEOREM A. Assuming f(x) = F’(x) is positive and continuous, except 
pevhaps at isolated points, the condition 
F(+co) -F(-x) > q!3 (4 
is both necessary and s@cient for the existence of a periodic solution, OY an 
almost periodic solution, of either Eq. (I) OY (2) when the right-hand side of that 
equation is periodic, OY almost periodic. The periodic OY almost periodic solution 
of either equation, when it exists, is unique, arad all other solutions are asymptotic 
to it. 
Notice that, as a corollary, a stable periodic solution always exists if the 
forcing term is periodic, but has a period which is not a multiple of 2~. One 
would almost expect this to be the case from a knowledge of the situation 
for linear equations. 
ru’ow the hypothesis on f(x) in Theorem A was intentionally simplified 
so as not to obscure the main point. Actually, we can get by with a measurable 
f(x), because of the nature of the embedding of Eq. (1) in Eq. (3), and we 
can replace positive with nonnegative in the hypothesis, with the proviso 
thatf(x) not be a.e. zero on any interval containing the number 01. As forF(x), 
we will see that it need only be continuous, rather than absolutely continuous, 
505/5!2-4 
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as well as nondecreasing and nonconstant on any interval containing 01. Both 
of these statements are clear from Theorem B, to which Theorem A is a 
corollary. In order to extend the discussion to include Eq. (3) we consider the 
continuous periodic function M(s) = &‘,{lrr(t) cos(t -~- s) - he(t) sin(t s)j, 
and set p mm= max M(s). We also write ‘or ==: -k’{/z2(t)) and a:2 =m -M(lz,(t)f, 
and we observe that these definitions are consistent with the earlier ones 
when either Eq. (1) or (2) is embedded in Eq. (3). In terms of these quantities 
we can state 
THEOREM B. Suppose that G,(x) and G,(y) are continuous and non- 
decreasing, and that either GI is nonconstant at the point aI + c or G, z’s non- 
constant at the point 01~ + GI(aL + c), where c is the unique $xed point of the 
nonincreasing function -G,( LY - G,(a, + x)). Then the condition 2 I- 
&(+a) - G,(-a) + G,(+m) - (%(--co) > 4 (5) 
is both necessary and sujicient for the existence of an almost periodic solution 
of Eq. (3). An almost periodic solution of either equation is unique when it exists, is 
globally asymptotically stable, and has the same module of frequencies as the 
forcing term. If Eq. (3) fails to have an almost periodic solution, moreover, it 
also fails to have a solution which is bounded on the positive half-axis. 
2. NECESSITY 
We begin the proof of Theorem B by showing that condition (5) is necessary 
if Eq. (3) is to have an almost periodic solution. Since monotonicity of the 
damping plays no role here, we are able to prove a slightly more general 
result. 
THEOREM C. If G,(x) and G,(y) aye continuous, and ;f 
Sup G,(x) - Inf G,(X) + Sup G,(y) - Inf G,(y) ,< +3, 
then system (3) can have an almost periodic solution only if/II = 0. 
Proof. We begin with the observation that 
AC{w(t) sin(t - T)} < (l/~){Sup w(t) - Inf w(t)}, (6) 
with equality only if w(t) is constant, when w(t) is any almost 
periodic function. Indeed, letting S(t) = A sin+(t - T) - B sin-(t - T), 
where A = sup w(t) and B = inf w(t), we find that the function 
S(t) - w(t) sin(t - T) is nonnegative, continuous, almost periodic, and not 
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identically zero if w(t) is not constant. Thus ~Y{s(t) - w(t) sin(t - T)} = 
(l/n)(A - B) - A{w(t) sin(t - I”)} > 0, with equality only if zu(t) is 
constant. Suppose that G, and G, satisfy the above condition, that ,8 > 0, 
and that (x(t), y(t)) is, contrary to the conclusion, an almost periodic solution 
of (3). Nolv for some real T, 
/3 = Af{h,(t) cos(t - T) - h2(t) sin(t - T)]. (7) 
Using the fact that A’((2 -y) cos(t - T) - (j + x) sin(t - T)] = 0, WC 
have 
d{h,(t) cos(t - T) - h,(t) sin(t - T)} 
A’{Gl(x(t)) cos(t - T) - G.&(t)) sin(t - T)j 
< (1/71.)(Sup G,(x) - Inf G,(x) + SUP G,(y) - Inf G,(y)l < /J. 
Now first inequality is strict unless both G, and G, are constant, in which 
case we invoke 0 < ,!I to show the second inequality to be strict. Thus we 
have /3 < B in either case, and we conclude that the theorem must be true. 
3. ALMOST PERIODICITY 
Given two solutions (xl(t), yr(t)) and (sz(t), ya(t)) of system (3) we consider, 
as Levinson does in [I], the Euclidean distance d(t) between them as a 
function of time. Since 
Wli(t) = 4x1 - ~(G&I) - G&J) - (~1 - Y,)(G(Y,) - G&J) 
is never positive, solutions of system (3) exist to the right and are unique to 
the right, and if one solution is bounded to the right, so is every solution. 
The behavior is somewhat different to the left, as we see from 
LEMMA D. If G,(x) and G,(y) satisfy the hypotheses of Theorem B, at 
most one solution of (3) is bounded to the left. 
Proof. Suppose, to the contrary, that (xl(t), y,(t)) and (x2(t),yz(t)) are 
both bounded to the left, and differ to the left of some point. Thus the dis- 
tance d(t) between these two solutions is bounded to the left, and since 
d(t) < 0 for all t, we are able to conclude 6 = lim,,-, d(t) > 0. By the 
almost periodicity of (h,(t), h,(t)) we can choose t, -+ --a such that 
{(hl(tn + t), h,(& + t))] converges uniformly to (h,(t), h,(t)), and such that 
both G&J, ydt,J)> and ~(~&>, y&))l converge, say to the points (aI , b,) 
and (~a, b,). Let (x:(t), y?(t)) d eno e t a solution of (3) which begins, at the 
time t = 0, at the point (ai , bJ, for i = 1, 2. Using the continuity of (3) 
we see that ((z~(t, 4 t),yi(t,, t- t)); converges to (,~!“(1), J’; (t)) for cvcr! 
f >- 0, and hence d*(t) = 8 for ever>- f ” 0. Here d” (1) denotes the distance 
between these two ne\v solutions. Differentiating c14:(lj \\‘I: find 
(~1” - x;)(G&f) ~- G&r,)) +- 0,; -~- y;)(G,(y;) Cr”.Jy;)) 0. If, :lt 
some point F, G,($ (t)) -$ G,(.Y(~‘?)), then .~‘;(t) ~XJ(f) 0, which is not 
consistent. The same argument applies to G,(J),), and we conclildc that 
G,(x:(t)) mm G,(xz(t)) and G&/(c)) - G,(y$(t)) on the whole right half- 
axis. Thus the vector (u(f), a(t)) (.Y; (t) I;,, y:(t) ~ y:(t)) s&&s 
the differential equation ri ‘c, ,i’ -u, and U(t) mm S sin(t -~~ 7’), 
,z;(t) = 6 cos(t ~- T) for some 7‘. But when G(r(t)) G(s(t)) for somr 
continuous, nondecreasing function G(N), and r(t) can equal s(t) only ;~t 
isolated points, then G(Y(I’)) is a constant. Let c1 = G,(sF(t)) and 
c? = G,(y:(t)), and note that (s,’ (t), y; (t)) satisfies the linear almost periodic 
differential equation 3 y (Jll ~~ cl), 9 --.Y 1 (i7z -- t-J. Since it 
is a solution bounded to the right, it is almost periodic, and &(x:) = CX~ -~ c2 , 
Ac(y;) r a., I c-1 . We now have c1 ~= G,(ol, -~ c.,) and c2 : G,(cQ + r,), 
and -c2 is the fixed point c in the hypothesis of Theorem B. If an almost 
periodic function fails to cross an open interval containing its mean value, 
it is constant. If x:(t) is constant, then &(t) : x;(t) ~- 8 sin(f T) is not, 
so one or the other crosses its mean value. Similarly, either y;(t) or y”(t) 
crosses an interval containing its mean value, and, by the h!;pothesis of 
Theorem B, either G, or G, must be disturbed from its constancy. This 
contradiction proves Lemma D. 
LEMMA E. Suppose G,(x) and G,(y) satisfy the hypotheses of Theorem B. 
Then if Eq. (3) has a solution which is bounded to the Tight it also has a unique 
almosf periodic solution, and this almost periodic solution has the same module 
of frequencies as the drizing function (hi(t), &(t)). 
ProoJ Let (~(t),y(t)) denote a solution of Eq. (3) which is bounded to 
the right. Using techniques developed for nonlinear almost periodic equations 
by Amerio in [3], we will let this solution point out the almost periodic 
solution to us. Choose a sequence {fn: such that {(&(tn + t), Iz,(t,, -I- t))> 
tends uniformly to (hi(t), h,(t)), t,, --z --x, and the sequence {(x(Q, y(tJ)> 
also converges, say to (a, 6). Denote by (u(t), z(t)) the solution which begins, 
at time t 7: 0, at the point (a, 6). By continuity, ((~(t~ + t), t, t f))) con- 
verges to (u(t), v(t)) for t ;- 0. However, a subsequence certainly converges 
for any fixed t,, < 0, say to (a,, , b,,), and this same subsequence converges, 
for t > to , to the solution which starts at the point (a0 , b,) at the time t :: t, . 
Since this new solution must pass through (a, b), we have extended (u(t), v(t)) 
to the left as far as t, . Since to was arbitrary, (u(t), v(t)) exists and is bounded 
on the whole real line. By Lemma D it is the only such solution, and hence 
the whole sequence ((~(f,~ + f), y(t,# I t))> converges to it for every t. 
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If we can show that the sequence {(u(s~ + t), E(s,, $ t))} is uniformly 
convergent whenever {sn} is such that the sequence {(hr(sn + t), h,(s, + t)} 
converges uniformly, then we have shown not only that (u(t), z(t)) is almost 
periodic, but also that its module is contained in the module of (h,(t), &(f)). 
suppose that {(/zr(sn + t), &(.s, 1 t))} converges uniformly, but 
((u(s,% + t), z’(s, + t))} does not. Denote by (A;(t), h:(t)) the limit of the 
first sequence. Choose a subsequence {s;> of {s,~} such that ((u(s;), v(s~~))) 
converges, say to (a*, b*). Replace (h,(t), h2(f)) by (h;(t), h:(t)) in Eq. (3), 
and denote by (u*(t), u*(t)) the solution which starts at the point (a*, b*) 
at the time t = 0. As we saw earlier, (u*(t), v*(t)) has an extension to the 
left which makes it the limit of the sequence {(u(s~ + t), u(s~, 3, t))} for all 
real t, and hence bounded on the whole line. Xow if there were some real t 
at which the full sequence ((u(sn + t), IY(J;, + t))} does not converge, we 
could generate another bounded solution the way we generated (u*(t), n*(t)), 
contradicting Lemma D. We have assumed, however, that this sequence 
does not converge uniformly. That is to say, for some E > 0 there is an 
increasing sequence of integers {Q} and a collection of times {tk) for which 
(&L, + tk) - U*(t,y + (z’(hzk -1 h) + a*(tk))2 3 c2. 
There is no loss of generality in assuming that the numbers {tii} are such 
that &%+Tt~~ t t), %(t, + t))> converges uniformly, say to (h:*(t), hzr(t)), 
and that both ((u(snk + tk), v(snr + t,,))) and {(u*(t& c*(th))) converge, 
say to (cr , dI) and (c2, d,), respectively. Replace (hi(t), h,(t)) in Eq. (3) 
with (h,**(t), h:*(t)), and denote by (u:*(t), a:“(t)) and (u;*(t), u;*(t)) 
the solutions to the resulting equation which begin at (cr , d,) and (c2 , d2) 
respectively, at the time t = 0. These are distinct solutions, since thev 
differ at t = 0 by at least E, and they can both be extended to the left as 
bounded solutions, by the construction we used earlier, which is in violation 
of Lemma D. 
Thus the proof is complete when we have shown that the module of 
frequencies of (h,(t), h,(t)) is contained in the module of the almost periodic 
solution (u(t), v(t)). We see from Eq. (3), however, that (G(t), C(t)) is almost 
periodic, which gives it exactly the same nonzero frequencies as (U(t), v(t)). 
Thus (h,(t), h2(t)) does not have any nonzero frequencies which both 
(u(t), $4) and (G(u(t)), G,(v(t))) fail t o h ave, and we have shown that the 
module of (h,(t), h,(t)) is contained in the module of the solution (u(t), v(t)). 
This completes the proof of Lemma E. 
4. STABILITY 
Now that we see how the existence of an almost periodic solution follows 
from the existence of a solution bounded to the right, plus the nonexistence 
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of two solutions bounded to the left, we will discuss the stabilitv of an almost 
periodic solution. 
LEMMA F. If (u(t), v(t)) is an almost periodic solution of Eq. (3), rc~d $ 
G,(x) and G,(y) satisfy the conditions of Theorem R, then (u(t), a(t)) is ,glvba/ly 
asymptotica& stable. 
Proof. We know that the distance d(t) between any solution (s(t), J(t)) 
and the almost periodic solution (u(t), v(t)) is a nonincreasing function, but 
suppose that it is bounded away from zero, say by E I 0, in the case of some 
particular solution (x(t), y(t)). W e may then use this solution to construct 
an almost periodic solution, just as we did in the proof of Lemma E, and we 
will find that this new almost periodic solution is also bounded away from 
(u(t), a(t)) by E .y 0, a contradiction of Lemma D. 
We can, in fact, show more than this. We can show that the almost periodic 
solution is what Seifert refers to in [4] as uniformly asymptotically stable 
in the large. That is to say, given R >> 0 and E > 0 we can find T > 0 such 
that d(t,) < E if d(t,) < R and t, > t, -{- T, where d(t) is the distance 
between the almost periodic solution and any other solution. If not, then 
for some R > 0 and some E > 0 we can find a sequence {(xJt), yJt))> and 
a sequence {tn) of times such that the sequence {d,(t)} of distances between 
these solutions and (u(t), v(t)) satisfy d,(t,) < R, but d,(n + t,) :5: E. Choose 
a subsequence {tL> of tn} such that {(h,(tk + t), h,(tA + t))} converges uni- 
formly, say to (h:(t), h;(t)), and ((x(tA), y(t,‘J)} converges, say to (a, 6). Then 
for each t > 0, s4tn + t), r(tn + t))} converges to (x*(t), y*(t)), the solution 
of Eq. (3), modified by replacing (hi , Aa) with (hf , h.$), which starts at 
(a*, 6”). But we also have (u(t), v)t)) converging uniformly to an almost 
periodic solution of the same equation, call it (u*(t), u*(t)), and the distance 
d*(t) between these two new solutions is bounded above E > 0, something 
we have already shown to be impossible. 
5. SUFFICIENCY 
The proof of Theorem B will now be complete when we have shown that 
condition (5) is sufficient for the existence of a solution of system (3) which 
is bounded to the right. To do this, it is convenient to introduce polar 
coordinates by means of the equations x(t) = r(t) cos v(t), y(t) = r(t) sin p(t), 
thereby reducing Eq. (3) to the system 
i = cos rp(h, - G,(r cos F)) + sin p(h, - G&r sin pl)) 
I+(+ + 1) = cos v(hz - G,(r sin y)) ~ sin v(hl - G,(r cos p))). 
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We will suppose, to begin with, that both G,(X) and G,(y) are bounded 
functions, as well as continuous nondecreasing functions which together 
satisfy condition (5). Under this assumption the right-hand side of Eq. (8) 
is uniformly bounded in t, and we see that, for fixed T > 0, 
r(t, + t) = R + O(1) as R-CC 
F(t, + t) = f3 - t + 0(1)/R R-CD, 
(9) 
as 
uniformly with respect to t E (0, T), if r(to) = R and cp(to) = 8. Choose 
E > 0 to be small enough so that the left-hand side of Eq. (5) is greater 
than ~$3 + 4~), and choose T* large enough so that 
J’ ‘cos(8 - t) h,(t) + sin(B - t) h,(t) dt< Tp + ET 0 
if T* < T. Applying estimate (9) we find 
i 
T cos q(t, + t) h,(t) + sin y(t, + t) h,(t) dt < T/3 + 2eT 
0 
if T* < T < 2T* and R is sufficiently large. With T in the same range we 
apply (9) again to find the two inequalities 
s 
T 
~0s y(t, + t) G&k, + t) ~0s v(t,, 
0 




~0s dto + t)G(4to + t> 
0 
cos 3)(to + t) dt > -i;’ (G,(+co) - G,(-co) - E). 
Integrating the first equation of (8) from to to to + T and applying these 
last three inequalities we find that r(t, + T) < r(t,) if T E [T*, 2T*] and 
r(t,) is sufficiently large. From the boundedness of t(t) it follows that 
r(to + t) is bounded for all t > 0, and we have proved the existence of a 
solution bounded to the right. 
If either Gi or G, fails to be bounded we must use a slightly different argu- 
ment to construct our bounded solution. We begin by observing that both 
cos cpG1(y cos 9) and sin QJG~(~ sin y) are bounded below, say by -y for 
some y > 0, because G1 and G, are nondecreasing. Thus + < 27 + 6, where 8 
isaboundonIh,I+Ih,I.Now~<-~ift:~Oandrislarge,andthe 
solution enters a sector in which f < 0 before it has increased in amplitude 
as much as 4~(2 + 6). By the unboundedness of either Gi or G, there is 
a sector in which f < 0 and in which 1 dy/dr I tends uniformly to zero as Y 
becomes large. A solution must pass through this region, if it has large 
amplitude, before its amplitude can increase once more. Thus every solution 
is bounded to the right, completing the proof of Theorem B. 
In conclusion, we would like to refer the reader to [51P[S], which discuss 
the more general equation ,i / f(s)% +g(s) e(t), in which Iy(,w) is also 
nonlinear. We have not yet been able to applv the methods developccl llcv-c% 
to this equation. 
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