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MEASURED QUANTUM GROUPOIDS IN ACTION
MICHEL ENOCK
Abstract. Franck Lesieur had introduced in his thesis (now published in an expended
and revised version in the Me´moires de la SMF (2007)) a notion of measured quantum
groupoid, in the setting of von Neumann algebras and a simplification of Lesieur’s axioms
is presented in an appendix of this article. We here develop the notions of actions,
crossed-product, and obtain a biduality theorem, following what had been done by
Stefaan Vaes for locally compact quantum groups. Moreover, we prove that the inclusion
of the initial algebra into its crossed-product is depth 2, which gives a converse of a
result proved by Jean-Michel Vallin and the author. More precisely, to any action of
a measured quantum groupoid, we associate another measured quantum groupoid. In
particular, starting from an action of a locally compact quantum group, we obtain a
measured quantum groupoid canonically associated to this action; when the action is
outer, this measured quantum groupoid is the initial locally compact quantum group.
1991 Mathematics Subject Classification. 46L55, 46L89.
Key words and phrases. measured quantum groupoids, actions, crossed-product, biduality theorem,
depth 2 inclusions.
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1. Introduction
1.1. In two articles ([Val2], [Val3]), J.-M. Vallin has introduced two notions (pseudo-
multiplicative unitary, Hopf-bimodule), in order to generalize, up to the groupoid case,
the classical notions of multiplicative unitary [BS] and of Hopf-von Neumann algebras
[ES2] which were introduced to describe and explain duality of groups, and leaded to
appropriate notions of quantum groups ([ES2], [W1], [W2], [BS], [MN], [W3], [KV1],
[KV2], [MNW]).
In another article [EV], J.-M. Vallin and the author have constructed, from a depth 2
inclusion of von Neumann algebrasM0 ⊂M1, with an operator-valued weight T1 verifying
a regularity condition, a pseudo-multiplicative unitary, which leaded to two structures of
Hopf bimodules, dual to each other. Moreover, we have then constructed an action of
one of these structures on the algebra M1 such that M0 is the fixed point subalgebra, the
algebraM2 given by the basic construction being then isomorphic to the crossed-product.
We construct onM2 an action of the other structure, which can be considered as the dual
action.
If the inclusion M0 ⊂ M1 is irreducible, we recovered quantum groups, as proved and
studied in former papers ([EN], [E2]).
Therefore, this construction leads to a notion of ”quantum groupoid”, and a construction
of a duality within ”quantum groupoids”.
1.2. In a finite-dimensional setting, this construction can be mostly simplified, and is
studied in [NV1], [BSz1], [BSz2], [Sz],[Val4], [Val5], and examples are described. In [NV2],
the link between these ”finite quantum groupoids” and depth 2 inclusions of II1 factors
is given.
1.3. Franck Lesieur introduced [L1] a notion of ”measured quantum groupoids”, in which
a modular hypothesis on the basis is required. Mimicking in a wider setting the technics of
Kustermans and Vaes ([KV1], [KV2]), he obtained then a pseudo-multiplicative unitary,
which, as in the locally compact quantum group case, ”contains” all the information
of the object (the von Neuman algebra, the coproduct, the antipod, the co-inverse).
Unfortunately, the axioms chosen then by Lesieur don’t fit perfectely with the duality
(namely, the dual object does not fit the modular condition on the basis chosen in [L1]),
and, in order to get a perfect symmetry between his objects and their duals, Lesieur gave
the name of ”measured quantum groupoids” to a wider class [L2], whose axioms could be
described as the analog of [MNW], in which a duality is defined and studied, the initial
objects considered in [L1] being denoted now ”adapted measured quantum groupoids”.
In [E3] had been shown that, with suitable conditions, the objects constructed in [EV]
from depth 2 inclusions, are ”measured quantum groupoids” in this new setting.
1.4. Unfortunately, the axioms given in [L2] are very complicated, and there was a
serious need for simplification. This has been done in [E6], which is given in an appendix
of this article.
1.5. Here are developped the notion of action (already introduced in [EV]), crossed-
product, etc, following what had been done for locally compact quantum groups in [E1],
[ES1], [V2]. Then we prove a Takesaki-like biduality theorem; moreover, we prove that
the inclusion of the initial algebra into its crossed-product is depth 2, and, therefore, using
([EV], [E3]), we can construct another measured quantum groupoid, canonically associ-
ated to the action. These results generalize both the case of locally compact quantum
groups ([V2]) and the case of measured groupoids ([Y1], [Y2], [Y3]).
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1.6. This article is organized as follows :
In chapter 2 are recalled all the definitions and constructions needed for that theory,
namely Connes-Sauvageot’s relative tensor product of Hilbert spaces, fiber product of
von Neumann algebras, depth 2 inclusions, and Vaes’ Radon-Nykodym theorem.
The chapter 3 is a re´sume´ of the construction of measured quantum groupoids; this
theory is developped using the axiomatization given in [E6]; the equivalence with Lesieur’s
axioms given in [L2] is postponed in an appendix.
Chapter 4 is a technical part, mostly inspired by [KV2], which will be needed in chapter
6.
In chapter 5 is introduced the notion of (unitary) corepresentation of a measured quantum
groupoid; this notion will be used throughout the paper.
In chapter 6 is defined the notion of an action of a measured quantum groupoid on a von
Neumann algebra; we define, using chapter 4, the notion of integrable action.
In chapter 7, we define some technical properties of actions (which will be proved to be
always satisfied in chapter 11).
Chapter 8 is very technical; we prove, when there exists a δ-invariant weight, that there
is a standard implementation of an action.
In chapter 9 is defined the crossed-product of a von Neumann algebra by a measured
quantum groupoid, via an action, and the dual action of the dual measured quantum
groupoid on this crossed-product.
In chapter 10, we construct on the crossed-product an auxilliary weight which will satisfy
all the properties needed for applying chapter 8. Therefore, we get that the dual action
has a standard implementation. This auxilliary weight will be used in chapter 13 to define
the dual weight.
In chapter 11, we obtain a Takesaki-like biduality theorem : the double crossed-product
is, in a certain sense, equivalent to the initial algebra, and the bidual action to the initial
action.
In chapter 12, a measured quantum groupoid G be given, we characterize the crossed
products by an action of G among von Neumann algebras on which acts the measured
quantum groupoid Ĝc.
In chapter 13, using the weight defined in chapter 10 and duality theorems proved in
chapter 11, we define the dual weight on the crossed-product, and obtain some results on
this weight, and then on the bidual weight, which allow us to study the basic construction
made from the inclusion of the initial algebra into its crossed-product, and, using chapter
12, to prove that this inclusion is depth 2.
In chapter 14, we apply the results of ([EV], [E4]) to the depth 2 inclusion obtained in
chapter 13, which allow us to construct a new measured quantum groupoid. In particular,
starting with an action of a locally compact quantum group, we obtain a measured
quantum groupoid; this gives a new example of a measured quantum groupoid which
should look familiar to specialists of group actions and groupoids.
In the appendix had been postponed the proof that our axioms, developped in [E6], are
equivalent with Lesieur’s axioms, given in [L2]. Namely, in appendix A, with our axioms,
we construct the co-inverse, the scaling group and the antipod, mimicking what Lesieur
did for his ”adapted measured quantum groupoids”. Then, in appendix B, we prove the
equivalence of the two sets of axioms.
2. Preliminaries
In this chapter are mainly recalled definitions and notations about Connes’ spatial
theory (2.1, 2.3) and the fiber product construction (2.4, 2.5) which are the main technical
7
tools of the theory of measured quantum theory. We recall also some definitions and
results about depth 2 inclusions (2.2), and Vaes’ Radon-Nykodym theorem (2.6).
2.1. Spatial theory [C1], [S2], [T]. Let N be a von Neumann algebra, and let ψ be
a faithful semi-finite normal weight on N ; let Nψ, Mψ, Hψ, πψ, Λψ,Jψ, ∆ψ,... be the
canonical objects of the Tomita-Takesaki construction associated to the weight ψ. Let α
be a non-degenerate normal representation of N on a Hilbert space H. We may as well
consider H as a left N -module, and write it then αH. Following ([C1], definition 1), we
define the set of ψ-bounded elements of αH as :
D(αH, ψ) = {ξ ∈ H; ∃C <∞, ‖α(y)ξ‖ ≤ C‖Λψ(y)‖, ∀y ∈ Nψ}
Then, for any ξ in D(αH, ψ), there exists a bounded operator R
α,ψ(ξ) from Hψ to H,
defined, for all y in Nψ by :
Rα,ψ(ξ)Λψ(y) = α(y)ξ
If there is no ambiguity about the representation α, we shall write Rψ(ξ) instead of
Rα,ψ(ξ). This operator belongs to HomN(Hψ,H); therefore, for any ξ, η in D(αH, ψ),
the operator :
θα,ψ(ξ, η) = Rα,ψ(ξ)Rα,ψ(η)∗
belongs to α(N)′; moreover, D(αH, ψ) is dense ([C1], lemma 2), stable under α(N)
′, and
the linear span generated by the operators θα,ψ(ξ, η) is a weakly dense ideal in α(N)′.
With the same hypothesis, the operator :
< ξ, η >α,ψ= R
α,ψ(η)∗Rα,ψ(ξ)
belongs to πψ(N)
′. Using Tomita-Takesaki’s theory, πψ(N)
′ is equal to Jψπψ(N)Jψ, and
therefore anti-isomorphic to N (or isomorphic to the opposite von Neumann algebra No).
We shall consider now < ξ, η >α,ψ as an element of N
o, and the linear span generated by
these operators is a dense algebra in No. More precisely ([C1], lemma 4, and [S1], lemme
1.5), we get that < ξ, η >oα,ψ belongs to Mψ, and that :
Λψ(< ξ, η >
o
α,ψ) = JψR
α,ψ(ξ)∗η
If y in N is analytical with respect to ψ, and if ξ ∈ D(αH, ψ), then we get that α(y)ξ
belongs to D(αH, ψ) and that :
Rα,ψ(α(y)ξ) = Rα,ψ(ξ)Jψσ
ψ
−i/2(y
∗)Jψ
So, if η is another ψ-bounded element of αH, we get :
< α(y)ξ, η >oα,ψ= σ
ψ
i/2(y) < ξ, η >
o
α,ψ
There exists ([C1], prop.3) a family (ei)i∈I of ψ-bounded elements of αH, such that∑
i
θα,ψ(ei, ei) = 1
Such a family will be called an (α, ψ)-basis of H.
It is possible ([EN] 2.2) to construct an (α, ψ)-basis of H, (ei)i∈I , such that the operators
Rα,ψ(ei) are partial isometries with final supports θ
α,ψ(ei, ei) 2 by 2 orthogonal, and such
that, if i 6= j, then < ei, ej >α,ψ= 0. Such a family will be called an (α, ψ)-orthogonal
basis of H. We have then, for ξ, η in D(αH, ψ) :
Rα,ψ(ξ) =
∑
i
θα,ψ(ei, ei)R
α,ψ(ξ) =
∑
i
Rα,ψ(ei) < ξ, ei >α,ψ
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< ξ, η >α,ψ=
∑
i
< η, ei >
∗
α,ψ< ξ, ei >α,ψ
ξ =
∑
i
Rα,ψ(ei)JψΛψ(< ξ, ei >
o
α,ψ)
the sums being weakly convergent.
Moreover, we get that, for all n in N , θα,ψ(ei, ei)α(n)ei = α(n)ei, and θ
α,ψ(ei, ei) is the
orthogonal projection on the closure of the subspace {α(n)ei, n ∈ N}.
Let β be a normal non-degenerate anti-representation of N on H. We may then as
well consider H as a right N -module, and write it Hβ, or consider β as a normal non-
degenerate representation of the opposite von Neumann algebra No, and consider H as
a left No-module.
We can then define on No the opposite faithful semi-finite normal weight ψo; we have
Nψo = N
∗
ψ, and the Hilbert space Hψo will be, as usual, identified with Hψ, by the
identification, for all x in Nψ, of Λψo(x
∗) with JψΛψ(x).
From these remarks, we infer that the set of ψo-bounded elements of Hβ is :
D(Hβ, ψ
o) = {ξ ∈ H; ∃C <∞, ‖β(y∗)ξ‖ ≤ C‖Λψ(y)‖, ∀y ∈ Nψ}
and, for any ξ in D(Hβ, ψ
o) and y in Nψ, the bounded operator R
β,ψo(ξ) is given by the
formula :
Rβ,ψ
o
(ξ)JψΛψ(y) = β(y
∗)ξ
This operator belongs to HomNo(Hψ,H). Moreover, D(Hβ, ψ
o) is dense, stable under
β(N)′ = P , and, for all y in P , we have :
Rβ,ψ
o
(yξ) = yRβ,ψ
o
(ξ)
Then, for any ξ, η in D(Hβ, ψ
o), the operator
θβ,ψ
o
(ξ, η) = Rβ,ψ
o
(ξ)Rβ,ψ
o
(η)∗
belongs to P , and the linear span generated by these operators is a dense ideal in P ;
moreover, the operator-valued product < ξ, η >β,ψo= R
β,ψo(η)∗Rβ,ψ
o
(ξ) belongs to πψ(N);
we shall consider now, for simplification, that < ξ, η >β,ψo belongs to N , and the linear
span generated by these operators is a dense algebra in N , stable under multiplication by
analytic elements with respect to ψ. More precisely, < ξ, η >β,ψo belongs to Mψ ([C1],
lemma 4) and we have ([S1], lemme 1.5) :
Λψ(< ξ, η >β,ψo) = R
β,ψo(η)∗ξ
A (β, ψo)-basis of H is a family (ei)i∈I of ψ
o-bounded elements of Hβ, such that :∑
i
θβ,ψ
o
(ei, ei) = 1
We have then, for all ξ in D(Hβ, ψ
o) :
ξ =
∑
i
Rβ,ψ
o
(ei)Λψ(< ξ, ei >β,ψo)
It is possible to choose the (ei)i∈I such that the R
β,ψo(ei) are partial isometries, with final
supports θβ,ψ
o
(ei, ei) 2 by 2 orthogonal, and < ei, ej >β,ψo= 0 if i 6= j; such a family will
be then called a (β, ψo)-orthogonal basis of H. We have then
Rβ,ψ
o
(ei) = θ
β,ψo(ei, ei)R
β,ψo(ei) = R
β,ψo(ei) < ei, ei >β,ψo
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Moreover, we get that, for all n in N , and for all i, we have θβ,ψ
o
(ei, ei)β(n)ei = β(n)ei,
and therefore, θβ,ψ
o
(ei, ei) is the orthogonal projection on the closure of the subspace
{β(n)ei, n ∈ N}.
2.2. Jones’ basic construction and operator-valued weights; depth 2 inclusions.
Let M0 ⊂M1 be an inclusion of von Neumann algebras (for simplification, these algebras
will be supposed to be σ-finite), equipped with a normal faithful semi-finite operator-
valued weight T1 from M1 to M0 (to be more precise, from M
+
1 to the extended positive
elements of M0 (cf. [T] IX.4.12)). Let ψ0 be a normal faithful semi-finite weight on M0,
and ψ1 = ψ0 ◦ T1; for i = 0, 1, let Hi = Hψi, Ji = Jψi , ∆i = ∆ψi be the usual objects
constructed by the Tomita-Takesaki theory associated to these weights. Following ([J],
3.1.5(i)), the von Neumann algebra M2 = J1M
′
0J1 defined on the Hilbert space H1 will
be called the basic construction made from the inclusion M0 ⊂ M1. We have M1 ⊂ M2,
and we shall say that the inclusion M0 ⊂M1 ⊂ M2 is standard.
Following ([EN] 10.6), for x in NT1, we shall define ΛT1(x) by the following formula, for
all z in Nψ0 :
ΛT1(x)Λψ0(z) = Λψ1(xz)
This operator belongs to HomMo0 (H0, H1); if x, y belong to NT1, then ΛT1(x)ΛT1(y)
∗
belongs to M2, and ΛT1(x)
∗ΛT1(y) = T1(x
∗y) ∈M0.
Using then Haagerup’s construction ([T], IX.4.24), it is possible to construct a normal
semi-finite faithful operator-valued weight T2 from M2 to M1 ([EN], 10.7), which will be
called the basic construction made from T1. If x, y belong to NT1 , then ΛT1(x)ΛT1(y)
∗
belongs to MT2, and T2(ΛT1(x)ΛT1(y)
∗) = xy∗. As we have, for all normal semi-finite
faithful weight ϕ on M1 :
dϕ
dϕo
= ∆ϕ
the operator-valued weight T2 is charaterized by the equality ([EN], 10.3) :
dψ1 ◦ T2
dψo0
=
dψ1
d(ψ0 ◦ T1)o = ∆ψ1
The operator-valued weight T2 from M2 to M1 will be called the basic construction made
from the operator-valued weight T1 from M1 to M0.
Repeating this construction, we obtain by recurrence successive basic constructions, which
lead to Jones’ tower (Mi)i∈N of von Neumann algebras, which is the inclusion :
M0 ⊂M1 ⊂M2 ⊂M3 ⊂ M4 ⊂ ...
which is equipped (for i ≥ 1) with normal faithful semi-finite operator-valued weights Ti
from Mi to Mi−1. We define then, by recurrence, the weight ψi = ψi−1 ◦ Ti on Mi, and
we shall write Hi, Ji, ∆i instead of Hψi, etc. We shall define the mirroring ji on L(Hi)
by ji(x) = Jix
∗Ji, for all x in L(Hi).
Following ([EN] 10.6), for x in NTi , we shall define ΛTi(x) by the following formula, for
all z in Nψi−1 :
ΛTi(x)Λψi−1(z) = Λψi(xz)
Then, ΛTi(x) belongs to HomMoi−1(Hi−1, Hi); if x, y belong to NTi, then ΛTi(x)
∗ΛTi(y) =
Ti(x
∗y), and ΛTi(x)ΛTi(y)
∗ belongs to Mi+1; more precisely, it belongs to MTi+1, and
Ti+1(ΛTi(x)ΛTi(y)
∗) = xy∗.
Let M0 ⊂ M1 be an inclusion of von Neumann algebras, equipped with a normal semi-
finite faithful operator-valued weight T1 from M1 to M0; following ([GHJ] 4.6.4), we shall
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say that the inclusion M0 ⊂ M1 is depth 2 if the inclusion (called the derived tower) :
M ′0 ∩M1 ⊂M ′0 ∩M2 ⊂M ′0 ∩M3
is standard, and, following ([EN], 11.12), we shall say that the operator-valued weight T1
is regular if both restrictions T2|M ′0∩M2 and T3|M ′1∩M3 are semi-finite.
By Tomita-Takesaki theory, the Hilbert space H1 bears a natural structure of M1 −Mo1 -
bimodule, and, therefore, by restriction, of M0 −Mo0 -bimodule. Let us write r for the
canonical representation of M0 on H1, and s for the canonical antirepresentation given,
for all x in M0, by s(x) = J1r(x)
∗J1. Let us have now a closer look to the subspaces
D(H1s, ψ
o
0) and D(rH1, ψ0). If x belongs to NT1∩Nψ1 , we easily get that J1Λψ1(x) belongs
to D(rH1, ψ0), with :
Rr,ψ0(J1Λψ1(x)) = J1ΛT1(x)J0
and Λψ1(x) belongs to D(H1s, ψ0), with :
Rs,ψ
o
0(Λψ1(x)) = ΛT1(x)
In ([E4], 2.3) was proved that the subspace D(H1s, ψ
o
0) ∩ D(rH1, ψ0) is dense in H1; let
us write down and precise this result :
2.2.1. Proposition. Let us keep on the notations of this paragraph; let Tψ1,T1 be the
algebra made of elements x in Nψ1 ∩NT1 ∩N∗ψ1 ∩N∗T1, analytical with respect to ψ1, and
such that, for all z in C, σψ1z (xn) belongs to Nψ1 ∩NT1 ∩N∗ψ1 ∩N∗T1. Then :
(i) the algebra Tψ1,T1 is weakly dense in M1; it will be called Tomita’s algebra with respect
to ψ1 and T1;
(ii) for any x in Tψ1,T1, Λψ1(x) belongs to D(H1s, ψ0) ∩D(rH1, ψ0);
(iii) for any ξ in D(H1s, ψ
o
0)), there exists a sequence xn in Tψ1,T1 such that ΛT1(xn) =
Rs,ψ
o
0(Λψ1(x)) is weakly converging to R
s,ψo0(ξ) and Λψ1(xn) is converging to ξ.
Proof. The result (i) is taken from ([EN], 10.12); we get in ([E4], 2.3) an increasing
sequence of projections pn in M1, converging to 1, and elements xn in Tψ1,T1 such that
Λψ1(xn) = pnξ. So, (i) and (ii) were obtained in ([E4], 2.3) from this construction. More
precisely, we get that :
T1(x
∗
nxn) = < R
s,ψo(Λψ1(xn)), R
s,ψo0(Λψ1(xn)) >s,ψo0
= < pnξ, pnξ >s,ψo0
= Rs,ψ
o
(ξ)∗pnR
s,ψo(ξ)
which is increasing and weakly converging to < ξ, ξ >s,ψo0 . 
We finish by writing a proof of this useful lemma, we were not able to find in litterature:
2.2.2. Lemma. Let M0 ⊂M1 be an inclusion of von neumann algebras, equipped with a
normal faithful semi-finite operator-valued weight T from M1 to M0. Let ψ0 be a normal
semi-finite faithful weight on M0, and ψ1 = ψ0 ◦ T ; if x is in NT , and if y is in M ′0 ∩M1,
analytical with respect to ψ1, then xy belongs to NT .
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Proof. Let a be in Nψ0; then xa belongs to Nψ1 , and xya = xay belongs to Nψ1 ; moreover,
let us consider the element T (y∗x∗xy) of the positive extended part of M+0 ; we have :
< T (y∗x∗xy), ωΛψ0(a) > = ψ1(a
∗y∗x∗xya)
= ‖Λψ1(xay)‖2
= ‖Jψ1σψ1−i/2(y∗)Jψ1Λψ1(xa)‖2
= ‖Jψ1σψ1−i/2(y∗)Jψ1ΛT (x)Λψ0(a)‖2
≤ ‖σψ1−i/2(y∗)‖2‖ΛT (x)Λψ0(a)‖2
= ‖σψ1−i/2(y∗)‖2 < T (x∗x), ωΛψ0(a) >
from which we get that T (y∗x∗xy) is bounded and
T (y∗x∗xy) ≤ ‖σψ1−i/2(y∗)‖2T (x∗x)

2.3. Relative tensor product [C1], [S2], [T]. Using the notations of 2.1, let now K
be another Hilbert space on which there exists a non-degenerate representation γ of N .
Following J.-L. Sauvageot ([S2], 2.1), we define the relative tensor product H β⊗γ
ψ
K as
the Hilbert space obtained from the algebraic tensor product D(Hβ, ψ
o) ⊙ K equipped
with the scalar product defined, for ξ1, ξ2 in D(Hβ, ψ
o), η1, η2 in K, by
(ξ1 ⊙ η1|ξ2 ⊙ η2) = (γ(< ξ1, ξ2 >β,ψo)η1|η2)
where we have identified N with πψ(N) to simplifly the notations.
The image of ξ ⊙ η in H β⊗γ
ψ
K will be denoted by ξ β⊗γ
ψ
η. We shall use intensively this
construction; one should bear in mind that, if we start from another faithful semi-finite
normal weight ψ′, we get another Hilbert space H β⊗γ
ψ′
K; there exists an isomorphism
Uψ,ψ
′
β,γ from H β⊗γ
ψ
K to H β⊗γ
ψ′
K, which is unique up to some functorial property ([S2],
2.6) (but this isomorphism does not send ξ β⊗γ
ψ
η on ξ β⊗γ
ψ′
η !).
When no confusion is possible about the representation and the anti-representation, we
shall write H ⊗ψ K instead of H β⊗γ
ψ
K, and ξ ⊗ψ η instead of ξ β⊗γ
ψ
η.
In ([S1] 2.1), the relative tensor product H β⊗γ
ψ
K is defined also, if ξ1, ξ2 are in H, η1,
η2 are in D(γK, ψ), by the following formula :
(ξ1 ⊙ η1|ξ2 ⊙ η2) = (β(< η1, η2 >γ,ψ)ξ1|ξ2)
which leads to the the definition of a relative flip σψ which will be an isomorphism from
H β⊗γ
ψ
K onto K γ⊗β
ψo
H, defined, for any ξ in D(Hβ, ψ
o), η in D(γK, ψ), by :
σψ(ξ ⊗ψ η) = η ⊗ψo ξ
This allows us to define a relative flip ςψ from L(H β⊗γ
ψ
K) to L(K γ⊗β
ψo
H) which sends X
in L(H β⊗γ
ψ
K) onto ςψ(X) = σψXσ
∗
ψ. Starting from another faithful semi-finite normal
weight ψ′, we get a von Neumann algebra L(Hβ⊗γ
ψ′
K) which is isomorphic to L(Hβ⊗γ
ψ
K),
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and a von Neumann algebra L(K γ⊗β
ψ′o
H) which is isomorphic to L(K γ⊗β
ψo
H); as we get
that :
σψ′ ◦ Uψ,ψ
′
β,γ = U
ψo,ψ′o
γ,β
we see that these isomorphisms exchange ςψ and ςψ′ . Therefore, the homomorphism ςψ
can be denoted ςN without any reference to a specific weight.
We recall, following ([S2], 2.2b) that, for all ξ in H, η in D(γK, ψ), y in N , analytic with
respect to ψ, we have :
β(y)ξ ⊗ψ η = ξ ⊗ψ γ(σψ−i/2(y))η
With the notations of 2.1, let (ei)i∈I a (β, ψ
o)-orthogonal basis of H; let us remark that,
for all η in K, we have :
ei β⊗γ
ψ
η = ei β⊗γ
ψ
γ(< ei, ei >β,ψo)η
On the other hand, θβ,ψ
o
(ei, ei) is an orthogonal projection, and so is θ
β,ψo(ei, ei) β⊗γ
N
1;
this last operator is the projection on the subspace ei β⊗γ
ψ
γ(< ei, ei >β,ψo)K ([E3], 2.3)
and, therefore, we get that H β⊗γ
ψ
K is the orthogonal sum of the subspaces
ei β⊗γ
ψ
γ(< ei, ei >β,ψo)K
For any Ξ in H β⊗γ
ψ
K, there exist ξi in K, such that γ(< ei, ei >β,ψo)ξi = ξi and
Ξ =
∑
i ei β⊗γ
ψ
ξi, from which we get that
∑
i ‖ξi‖2 = ‖Ξ‖2.
Let us suppose now that K is a N − P bimodule; that means that there exists a von
Neumann algebra P , and a non-degenerate normal anti-representation ǫ of P on K, such
that ǫ(P ) ⊂ γ(N)′. We shall write then γKǫ. If y is in P , we have seen that it is
possible to define then the operator 1H β⊗γ
ψ
ǫ(y) on H β⊗γ
ψ
K, and we define this way
a non-degenerate normal antirepresentation of P on H β⊗γ
ψ
K, we shall call again ǫ for
simplification. If H is a Q − N bimodule, then H β⊗γ
ψ
K becomes a Q − P bimodule
(Connes’ fusion of bimodules).
Taking a faithful semi-finite normal weight ν on P , and a left P -module ζL (i.e. a Hilbert
space L and a normal non-degenerate representation ζ of P on L), it is possible then
to define (H β⊗γ
ψ
K) ǫ⊗ζ
ν
L. Of course, it is possible also to consider the Hilbert space
H β⊗γ
ψ
(K ǫ⊗ζ
ν
L). It can be shown that these two Hilbert spaces are isomorphics as
β(N)′ − ζ(P )′o-bimodules. (In ([Val1] 2.1.3), the proof, given for N = P abelian can be
used, without modification, in that wider hypothesis). We shall write then Hβ⊗γ
ψ
K ǫ⊗ζ
ν
L
without parenthesis, to emphazise this coassociativity property of the relative tensor
product.
Dealing now with that Hilbert space H β⊗γ
ψ
K ǫ⊗ζ
ν
L, there exist different flips, and it is
necessary to be careful with notations. For instance, 1β ⊗ σν
ψ
is the flip from this Hilbert
space onto H β⊗γ
ψ
(L ζ⊗ǫ
νo
K), where γ is here acting on the second leg of L ζ⊗ǫ
νo
K (and
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should therefore be written 1 ζ⊗ǫ
νo
γ, but this will not be done for obvious reasons). Here,
the parentheses remain, because there is no associativity rule, and to remind that γ is
not acting on L. The adjoint of 1β ⊗ σν
ψ
is 1β ⊗ σνo
ψ
.
The same way, we can consider σψ ǫ⊗ζ
ν
1 from H β⊗γ
ψ
K ǫ⊗ζ
ν
L onto (K γ⊗β
ψo
H) ǫ⊗ζ
ν
L.
Another kind of flip sends H β⊗γ
ψ
(L ζ⊗ǫ
νo
K) onto L ζ⊗ǫ
νo
(H β⊗γ
ψ
K). We shall denote this
application σ1,2γ,ǫ (and its adjoint σ
1,2
ǫ,γ ), in order to emphasize that we are exchanging the
first and the second leg, and the representations γ and ǫ on the third leg.
If π denotes the canonical left representation of N on the Hilbert space L2(N), we verify
that the application which sends, for all ξ inH, ψ normal semi-finite faithful weight on N ,
and x in Nψ, the vector ξ β⊗π
ψ
JψΛψ(x) on β(x
∗)ξ, gives an isomorphism of H β⊗π
ψ
L2(N),
which sends the antirepresentation of N given by n 7→ 1H β⊗π
N
L2(N) on β. The same
way, there exists a canonical identification, as left N -modules, of L2(N) ⊗ψ K with K.
For any ξ in D(Hβ, ψ
o), we define the bounded linear application λβ,γξ from K to Hβ⊗γ
ψ
K
by, for all η in K, λβ,γξ (η) = ξ β⊗γ
ψ
η. We shall write λξ if no confusion is possible. We get
([EN], 3.10) :
λβ,γξ = R
β,ψo(ξ)⊗ψ 1K
We have :
(λβ,γξ )
∗λβ,γξ = γ(< ξ, ξ >β,ψo)
We may define, for any η in D(γK, ψ), an application ρ
β,γ
η from H to H β⊗γ
ψ
K by
ρβ,γη (ξ) = ξ β⊗γ
ψ
η. We shall write ρη if no confusion is possible. We get that :
(ρβ,γη )
∗ρβ,γη = β(< η, η >γ,ψ)
Let x be an element of L(H), commuting with the right action of N on Hβ (i.e. x
belongs to β(N)′). It is possible to define an operator x β⊗γ
ψ
1K on H β⊗γ
ψ
K. We can
easily evaluate ‖x β⊗γ
ψ
1K‖ : for any finite J ⊂ I, for any ηi in K, we have :
((x∗x β⊗γ
ψ
1K)(Σi∈Jei β⊗γ
ψ
ηi)|(Σi∈Jei β⊗γ
ψ
ηi)) = Σi∈J(γ(< xei, xei >β,ψo)ηi|ηi)
≤ ‖x‖2Σi∈J (γ(< ei, ei >β,ψo)ηi|ηi)
= ‖x‖2‖Σi∈Jei β⊗γ
ψ
ηi‖
from which we get ‖x β⊗γ
ψ
1K‖ ≤ ‖x‖.
By the same way, if y commutes with the left action of N on γK (i.e. y ∈ γ(N)′), it is
possible to define 1H β⊗γ
ψ
y on H β⊗γ
ψ
K, and by composition, it is possible to define then
x β⊗γ
ψ
y. If we start from another faithful semi-finite normal weight ψ′, the canonical
isomorphism Uψ,ψ
′
β,γ from H β⊗γ
ψ
K to H β⊗γ
ψ′
K sends x β⊗γ
ψ
y on x β⊗γ
ψ′
y ([S2], 2.3 and
14
2.6); therefore, this operator can be denoted x β⊗γ
N
y without any reference to a specific
weight, and we get ‖x β⊗γ
N
y‖ ≤ ‖x‖‖y‖.
If K is a Hilbert space on which there exists a non-degenerate representation γ of N ,
then K is a N − γ(N)′o bimodule, and the conjugate Hilbert space K is a γ(N)′ − No
bimodule, and, ([S2]), for any normal faithful semi-finite weight φ on γ(N)′, the fusion
γK⊗
φo
Kγ is isomorphic to the standard space L
2(N), equipped with its standard left and
right representation.
Using that remark, the associativity rule, and the identification (as right N -modules) of
H ⊗ψ L2(N) with H, one gets for any x ∈ β(N)′ :
‖x β⊗γ
N
1K‖ ≤ ‖x β⊗γ
N
1K ⊗
γ(N)′o
1K‖ = ‖x β⊗
N
1L2(N)‖ = ‖x‖
from which we get ‖x β⊗γ
N
1K‖ = ‖x‖ .
If H and K are finite-dimensional Hilbert spaces, the relative tensor product Hβ⊗γ
ψ
K can
be identified with a subspace of the tensor Hilbert space H⊗K ([EV] 2.4), the projection
on which belonging to β(N)⊗ γ(N).
2.4. Fiber product [V1], [EV]. Let us follow the notations of 2.3; let now M1 be a von
Neumann algebra on H, such that β(N) ⊂ M1, and M2 be a von Neumann algebra on
K, such that γ(N) ⊂ M2. The von Neumann algebra generated by all elements x β⊗γ
N
y,
where x belongs to M ′1, and y belongs toM
′
2, will be denoted M
′
1 β⊗γ
N
M ′2 (orM
′
1⊗N M ′2 if
no confusion if possible), and will be called the relative tensor product ofM ′1 andM
′
2 over
N . The commutant of this algebra will be denotedM1β∗γ
N
M2 (orM1∗NM2 if no confusion
is possible) and called the fiber product of M1 and M2, over N . It is straightforward to
verify that, if P1 and P2 are two other von Neumann algebras satisfying the same relations
with N , we have :
M1 ∗N M2 ∩ P1 ∗N P2 = (M1 ∩ P1) ∗N (M2 ∩ P2)
Moreover, we get that ςN(M1 β∗γ
N
M2) = M2 γ∗β
No
M1.
In particular, we have :
(M1 ∩ β(N)′) β⊗γ
N
(M2 ∩ γ(N)′) ⊂M1 β∗γ
N
M2
and :
M1 β∗γ
N
γ(N) = (M1 ∩ β(N)′) β⊗γ
N
1
More generally, if β is a non-degenerate normal involutive antihomomorphism fromN into
a von Neumann algebra M1, and γ a non-degenerate normal involutive homomorphism
from N into a von Neumann algebra M2, it is possible to define, without any reference
to a specific Hilbert space, a von Neumann algebra M1 β∗γ
N
M2.
Moreover, if now β ′ is a non-degenerate normal involutive antihomomorphism from N into
another von Neumann algebra P1, γ
′ a non-degenerate normal involutive homomorphism
fromN into another von Neumann algebra P2, Φ a normal involutive homomorphism from
M1 into P1 such that Φ◦β = β ′, and Ψ a normal involutive homomorphism from M2 into
P2 such that Ψ ◦ γ = γ′, it is possible then to define a normal involutive homomorphism
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(the proof given in ([S1] 1.2.4) in the case when N is abelian can be extended without
modification in the general case) :
Φ β∗γ
N
Ψ : M1 β∗γ
N
M2 7→ P1 β′∗γ′
N
P2
In the case when γKǫ is a N − P o bimodule as explained in 2.3 and ζL a P -module, if
γ(N) ⊂ M2 and ǫ(P ) ⊂ M2, and if ζ(P ) ⊂ M3, where M3 is a von Neumann algebra
on L, it is possible to consider then (M1 β∗γ
N
M2) ǫ∗ζ
P
M3 and M1 β∗γ
N
(M2 ǫ∗ζ
P
M3). The
coassociativity property for relative tensor products leads then to the isomorphism of
these von Neumann algebra we shall write now M1 β∗γ
N
M2 ǫ∗ζ
P
M3 without parenthesis.
If M1 and M2 are finite-dimensional, the fiber product M1 β∗γ
N
M2 can be identified to
a reduced algebra of M1 ⊗M2 (reduced by a projector which belongs to β(N) ⊗ γ(N))
([EV] 2.4).
2.5. Slice maps [E4]. Let A be in M1 β∗γ
N
M2, ψ a normal faithful semi-finite weight on
N , H an Hilbert space on which M1 is acting, K an Hilbert space on which M2 is acting,
and let ξ1, ξ2 be in D(Hβ, ψ
o); let us define :
(ωξ1,ξ2 β∗γ
ψ
id)(A) = (λβ,γξ2 )
∗Aλβ,γξ1
We define this way (ωξ1,ξ2 β∗γ
ψ
id)(A) as a bounded operator on K, which belongs to M2,
such that :
((ωξ1,ξ2 β∗γ
ψ
id)(A)η1|η2) = (A(ξ1 β⊗γ
ψ
η1)|ξ2 β⊗γ
ψ
η2)
One should note that (ωξ1,ξ2 β∗γ
ψ
id)(1) = γ(< ξ1, ξ2 >β,ψo).
Let us define the same way, for any η1, η2 in D(γK, ψ) :
(id β∗γ
ψ
ωη1,η2)(A) = (ρ
β,γ
η2
)∗Aρβ,γη1
which belongs to M1.
We therefore have a Fubini formula for these slice maps : for any ξ1, ξ2 in D(Hβ, ψ
o), η1,
η2 in D(γK, ψ), we have :
< (ωξ1,ξ2 β∗γ
ψ
id)(A), ωη1,η2 >=< (id β∗γ
ψ
ωη1,η2)(A), ωξ1,ξ2 >
Let φ1 be a normal semi-finite weight on M
+
1 , and A be a positive element of the fiber
product M1 β∗γ
N
M2, then we may define an element of the extended positive part of M2,
denoted (φ1 β∗γ
ψ
id)(A), such that, for all η in D(γL
2(M2), ψ), we have :
‖(φ1 β∗γ
ψ
id)(A)1/2η‖2 = φ1(id β∗γ
ψ
ωη)(A)
Moreover, then, if φ2 is a normal semi-finite weight on M
+
2 , we have :
φ2(φ1 β∗γ
ψ
id)(A) = φ1(id β∗γ
ψ
φ2)(A)
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and if ωi be in M1∗ such that φ1 = supiωi, we have (φ1 β∗γ
ψ
id)(A) = supi(ωi β∗γ
ψ
id)(A).
Let now P1 be a von Neuman algebra such that :
β(N) ⊂ P1 ⊂M1
and let Φi (i = 1, 2) be a normal faithful semi-finite operator valued weight from Mi to
Pi; for any positive operator A in the fiber product M1 β∗γ
N
M2, there exists an element
(Φ1 β∗γ
N
id)(A) of the extended positive part of P1 β∗γ
N
M2, such that ([E4], 3.5), for all η
in D(γL
2(M2), ψ), and ξ in D(L
2(P1)β, ψ
o), we have :
‖(Φ1 β∗γ
N
id)(A)1/2(ξ β⊗γ
ψ
η)‖2 = ‖Φ1(id β∗γ
ψ
ωη)(A)
1/2ξ‖2
If φ is a normal semi-finite weight on P , we have :
(φ ◦ Φ1 β∗γ
ψ
id)(A) = (φ β∗γ
ψ
id)(Φ1 β∗γ
N
id)(A)
We define the same way an element (id β∗γ
N
Φ2)(A) of the extended positive part of
M1 γ∗β
N
P2, and we have :
(id β∗γ
N
Φ2)((Φ1 β∗γ
N
id)(A)) = (Φ1 β∗γ
N
id)((id β∗γ
N
Φ2)(A))
Let π denotes the canonical left representation of N on the Hilbert space L2(N); let x
be an element of M1β ∗
N
ππ(N), which can be identified (2.4) to M1 ∩ β(N)′, we get that,
for e in Nψ, we have :
(idβ ∗
ψ
πωJψΛψ(e))(x) = β(ee
∗)x
Therefore, by increasing limits, we get that (idβ ∗
ψ
πψ) is the injection of M1 ∩ β(N)′ into
M1. More precisely, if x belongs to M1 ∩ β(N)′, we have :
(idβ ∗
ψ
πψ)(xβ ⊗
N
π1) = x
Therefore, if Φ2 is a normal faithful semi-finite operator-valued weight from M2 onto
γ(N), we get that, for all A positive in M1 β∗γ
N
M2, we have :
(idβ ∗
ψ
γψ ◦ Φ2)(A)β ⊗
N
γ1 = (idβ ∗
ψ
γΦ2)(A)
With the notations of 2.1, let (ei)i∈I be a (β, ψ
o)-orthogonal basis of H; using the fact
(2.3) that, for all η in K, we have :
ei β⊗γ
ψ
η = ei β⊗γ
ψ
γ(< ei, ei >β,ψo)η
we get that, for all X in M1 β∗γ
N
M2, ξ in D(Hβ, ψ
o), we have
(ωξ,ei β∗γ
ψ
id)(X) = γ(< ei, ei >β,ψo)(ωξ,ei β∗γ
ψ
id)(X)
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2.6. Vaes’ Radon-Nikodym theorem. In [V1] is proved a very nice Radon-Nikodym
theorem for two normal faithful semi-finite weights on a von Neumann algebra M . If Φ
and Ψ are such weights, then are equivalent :
- the two modular automorphism groups σΦ and σΨ commute;
- the Connes’ derivative [DΨ : DΦ]t is of the form :
[DΨ : DΦ]t = λ
it2/2δit
where λ is a non-singular positive operator affiliated to Z(M), and δ is a non-singular
positive operator affiliated to M .
It is then easy to verify that σΦt (δ
is) = λistδis, and that
[DΦ ◦ σΨt : DΦ]s = λist
[DΨ ◦ σΦt : DΨ]s = λ−ist
Moreover, we have also, for any x ∈M+ :
Ψ(x) = limnΦ((δ
1/2en)x(δ
1/2en))
where the en are self-adjoint elements of M given by the formula :
en =
2n2
Γ(1/2)Γ(1/4)
∫
R2
e−n
2x2−n4y4λixδiydxdy
The operators en are analytic with respect to σ
Φ and such that, for any z ∈ C, the
sequence σΦz (en) is bounded and strongly converges to 1.
In that situation, we shall write Ψ = Φδ and call δ the modulus of Ψ with respect to Φ;
λ will be called the scaling operator of Ψ with respect to Φ.
Moreover, if a ∈ M is such that aδ1/2 is bounded and its closure aδ1/2 belongs to NΦ,
then a belongs to NΨ. We may then identify ΛΨ(a) with ΛΦ(aδ1/2), which leads to the
identifications of JΨ with λ
i/4JΦ, and of ∆Ψ with JΦδ−1JΦδ∆Φ.
3. Measured quantum groupoids
In this chapter, we first recall the definition of Hopf-bimodules (3.1). We then give (3.2)
the definition of a pseudo-multiplicative unitary, give the fundamental example given by
groupoids (3.4), and construct the algebras and the Hopf-bimodules ”generated by the
left (resp. right) leg” of a pseudo-multiplicative unitary (3.3). We recall the definition of
left-(resp. right-) invariant operator-valued weights on a Hopf-bimodule; we then give the
definition of a measured quantum groupoid (3.7). We give the essential theorems which
found the theory of measured quantum groupoids and its duality (3.8, 3.10, 3.11, 3.12).
3.1. Definition. A quintuplet (N,M, α, β,Γ) will be called a Hopf-bimodule, following
([Val2], [EV] 6.5), if N , M are von Neumann algebras, α a faithful non-degenerate repre-
sentation of N into M , β a faithful non-degenerate anti-representation of N intoM , with
commuting ranges, and Γ an injective involutive homomorphism from M into M β∗α
N
M
such that, for all X in N :
(i) Γ(β(X)) = 1 β⊗α
N
β(X)
(ii) Γ(α(X)) = α(X) β⊗α
N
1
(iii) Γ satisfies the co-associativity relation :
(Γ β∗α
N
id)Γ = (id β∗α
N
Γ)Γ
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This last formula makes sense, thanks to the two preceeding ones and 2.4. The von
Neumann algebra N will be called the basis of (N,M, α, β,Γ).
If (N,M, α, β,Γ) is a Hopf-bimodule, it is clear that (No,M, β, α, ςN ◦ Γ) is another
Hopf-bimodule, we shall call the symmetrized of the first one. (Recall that ςN ◦ Γ is a
homomorphism from M to M r∗s
No
M).
If N is abelian, α = β, Γ = ςN ◦ Γ, then the quadruplet (N,M, α, α,Γ) is equal to its
symmetrized Hopf-bimodule, and we shall say that it is a symmetric Hopf-bimodule.
Let G be a measured groupo¨ıd, with G(0) as its set of units, and let us denote by r and s
the range and source applications from G to G(0), given by xx−1 = r(x) and x−1x = s(x).
As usual, we shall denote by G(2) (or G
(2)
s,r) the set of composable elements, i.e.
G(2) = {(x, y) ∈ G2; s(x) = r(y)}
Let (λu)u∈G(0) be a Haar system on G and ν a measure ν on G
(0). Let us write µ the
measure on G given by integrating λu by ν :
µ =
∫
G(0)
λudν
By definition, ν is said quasi-invariant if µ is equivalent to its image under the inverse
x 7→ x−1 of G (see [Ra], [R1], [R2], [C2] II.5, [P] and [AR] for more details, precise
definitions and examples of groupo¨ıds).
In [Y1], [Y2], [Y3] and [Val2] were associated to a measured groupo¨ıd G, equipped with
a Haar system (λu)u∈G(0) and a quasi-invariant measure ν on G
(0) two Hopf-bimodules :
The first one is (L∞(G(0), ν), L∞(G, µ), rG, sG,ΓG), where we define rG and sG by writing ,
for g in L∞(G(0)) :
rG(g) = g ◦ r
sG(g) = g ◦ s
and where ΓG(f), for f in L
∞(G), is the function defined on G(2) by (s, t) 7→ f(st); ΓG is
then an involutive homomorphism from L∞(G) into L∞(G2s,r) (which can be identified to
L∞(G)s∗rL∞(G)).
The second one is symmetric; it is (L∞(G(0), ν),L(G), rG, rG, Γ̂G), where L(G) is the von
Neumann algebra generated by the convolution algebra associated to the groupo¨ıd G, and
Γ̂G has been defined in [Y3] and [Val2].
If (N,M, r, s,Γ) be a Hopf-bimodule with a finite-dimensional algebraM , then, the iden-
tification of M β∗α
N
M with a reduced algebra (M ⊗ M)e (2.4) leads to an injective
homomorphism Γ˜ from M to M ⊗M such that Γ˜(1) = e 6= 1 and (Γ˜⊗ id)Γ˜ = (id⊗ Γ˜)Γ˜
([EV] 6.5). Then (M, Γ˜) is a weak Hopf C∗-algebra in the sense of ([BSz1], [BSz2], [Sz]).
3.2. Definition. Let N be a von Neumann algebra; let H be a Hilbert space on which
N has a non-degenerate normal representation α and two non-degenerate normal anti-
representations βˆ and β. These 3 applications are supposed to be injective, and to
commute two by two. Let ν be a normal semi-finite faithful weight on N ; we can therefore
construct the Hilbert spaces H β⊗α
ν
H and H α⊗βˆ
νo
H. A unitary W from H β⊗α
ν
H onto
H α⊗βˆ
νo
H will be called a pseudo-multiplicative unitary over the basis N , with respect
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to the representation α, and the anti-representations βˆ and β (we shall write it is an
(α, βˆ, β)-pseudo-multiplicative unitary), if :
(i) W intertwines α, βˆ, β in the following way : we have, for all X ∈ N :
W (α(X) β⊗α
N
1) = (1 α⊗βˆ
No
α(X))W
W (1 β⊗α
N
β(X)) = (1 α⊗βˆ
No
β(X))W
W (βˆ(X) β⊗α
N
1) = (βˆ(X) α⊗βˆ
No
1)W
W (1 β⊗α
N
βˆ(X)) = (β(X) α⊗βˆ
No
1)W
(ii) The operator W satisfies :
(1H α⊗βˆ
No
W )(W β⊗α
N
1H) = (W α⊗βˆ
No
1H)σ
2,3
α,β(W βˆ⊗α
N
1)(1H β⊗α
N
σνo)(1H β⊗α
N
W )
Here, σ2,3α,β goes from (H α⊗βˆ
νo
H) β⊗α
ν
H to (H β⊗α
ν
H) α⊗βˆ
νo
H , and 1H β⊗α
N
σνo goes from
H β⊗α
ν
(H α⊗βˆ
νo
H) to H β⊗α
ν
H βˆ⊗α
ν
H .
All the properties supposed in (i) allow us to write such a formula, which will be called
the ”pentagonal relation”.
One should note that this definition is different from the definition introduced in [EV]
(and repeated afterwards). It is in fact the same formula, the new writing :
σ2,3α,β(W βˆ⊗α
N
1)(1H β⊗α
N
σνo)
is here replacing the rather akward writing :
(σνo α⊗βˆ
No
1H)(1H α⊗βˆ
No
W )σ2ν(1H β⊗α
N
σνo)
but denotes the same operator, and we suggest the reader to convince himself of this easy
fact.
If we start from another normal semi-finite faithful weight ν ′ on N , we may define, using
2.3, another unitary W ν
′
= Uν
o,ν
′o
α,βˆ
WUν
′,ν
β,α from H β⊗α
ν′
H onto H α⊗βˆ
ν′o
H. The formulae
which link these isomorphims between relative product Hilbert spaces and the relative
flips allow us to check that this operator W ν
′
is also pseudo-multiplicative; which can be
resumed in saying that a pseudo-multiplicative unitary does not depend on the choice of
the weight on N .
IfW is an (α, βˆ, β)-pseudo-multiplicative unitary, then the unitary σνW
∗σν from H βˆ⊗α
ν
H
to H α⊗β
νo
H is an (α, β, βˆ)-pseudo-multiplicative unitary, called the dual of W .
3.3. Algebras and Hopf-bimodules associated to a pseudo-multiplicative uni-
tary. For ξ2 in D(αH, ν), η2 in D(Hβˆ, ν
o), the operator (ρα,βˆη2 )
∗Wρβ,αξ2 will be written
(id ∗ ωξ2,η2)(W ); we have, therefore, for all ξ1, η1 in H :
((id ∗ ωξ2,η2)(W )ξ1|η1) = (W (ξ1 β⊗α
ν
ξ2)|η1 α⊗βˆ
νo
η2)
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and, using the intertwining property of W with βˆ, we easily get that (id ∗ ωξ2,η2)(W )
belongs to βˆ(N)′.
If x belongs to N , we have :
(id ∗ ωξ2,η2)(W )α(x) = (id ∗ ωξ2,α(x∗)η2)(W )
β(x)(id ∗ ωξ2,η2)(W ) = (id ∗ ωβˆ(x)ξ2,η2)(W )
We shall write Aw(W ) the weak closure of the linear span of these operators, which are
right α(N)-modules and left β(N)-modules. Applying ([E3] 3.6), we get that Aw(W )
and Aw(W )
∗ are non-degenerate algebras (one should note that the notations of ([E3])
had been changed in order to fit with Lesieur’s notations). We shall write A(W ) the von
Neumann algebra generated by Aw(W ) . We then have A(W ) ⊂ βˆ(N)′.
For ξ1 in D(Hβ, ν
o), η1 in D(αH, ν), we shall write (ωξ1,η1 ∗ id)(W ) for the operator
(λα,βˆη1 )
∗Wλβ,αξ1 ; we have, therefore, for all ξ2, η2 in H :
((ωξ1,η1 ∗ id)(W )ξ2|η2) = (W (ξ1 β⊗α
ν
ξ2)|η1 α⊗βˆ
νo
η2)
and, using the intertwining property of W with β, we easily get that (ωξ1,η1 ∗ id)(W )
belongs to β(N)′.
We shall write Âw(W ) the weak closure of the linear span of these operators. It is clear
that this weakly closed subspace is a non degenerate algebra; following ([EV] 6.1 and
6.5), we shall write Â(W ) the von Neumann algebra generated by Âw(W ). We then have
Â(W ) ⊂ β(N)′.
In ([EV] 6.3 and 6.5), using the pentagonal equation, we got that (N,A(W ), α, β,Γ), and
(N, Â(W ), α, βˆ, Γ̂) are Hopf-bimodules, where Γ and Γ̂ are defined, for any x in A(W )
and y in Â(W ), by :
Γ(x) =W ∗(1 α⊗βˆ
No
x)W
Γ̂(y) = σνoW (y β⊗α
N
1)W ∗σν
(Here also, we have changed the notations of [EV], in order to fit with Lesieur’s notations).
In ([EV] 6.1(iv)), we had obtained that x in L(H) belongs to A(W )′ if and only if x
belongs to α(N)′ ∩ β(N)′ and verifies (x α⊗βˆ
No
1)W = W (x β⊗α
N
1). We obtain the same
way that y in L(H) belongs to Â(W )
′
if and only if y belongs to α(N)′∩βˆ(N)′ and verifies
(1 α⊗βˆ
No
y)W =W (1 β⊗α
N
y).
Moreover, we get that α(N) ⊂ A ∩ Â, β(N) ⊂ A, βˆ(N) ⊂ Â, and, for all x in N :
Γ(α(x)) = α(x) β⊗α
N
1
Γ(β(x)) = 1 β⊗α
N
β(x)
Γ̂(α(x)) = α(x) βˆ⊗α
N
1
Γ̂(βˆ(x)) = 1 βˆ⊗α
N
βˆ(x)
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3.4. Fundamental example. Let G be a measured groupoid; let’s use all notations
introduced in 3.1. Let us note :
G2r,r = {(x, y) ∈ G2, r(x) = r(y)}
Then, it has been shown [Val2] that the formula WGf(x, y) = f(x, x
−1y), where x, y are
in G, such that r(y) = r(x), and f belongs to L2(G(2)) (with respect to an appropriate
measure, constructed from λu and ν), is a unitary from L2(G(2)) to L2(G2r,r) (with respect
also to another appropriate measure, constructed from λu and ν).
Let us define rG and sG from L
∞(G(0), ν) to L∞(G, µ) (and then considered as represen-
tations on L(L2(G, µ)), for any f in L∞(G(0), ν), by rG(f) = f ◦ r and sG(f) = f ◦ s.
We shall identify ([Y3], 3.2.2) the Hilbert space L2(G(2)) with the relative Hilbert tensor
product L2(G, µ) sG⊗rG
L∞(G(0),ν)
L2(G, µ), and the Hilbert space L2(G2r,r) with the relative Hilbert
tensor product L2(G, µ) rG⊗rG
L∞(G(0),ν)
L2(G, µ). Moreover, the unitary WG can be then inter-
preted [Val3] as a pseudo-multiplicative unitary over the basis L∞(G(0), ν), with respect
to the representation rG, and anti-representations sG and rG (as here the basis is abelian,
the notions of representation and anti-representations are the same, and the commutation
property is fulfilled). So, we get that WG is a (rG, sG, rG) pseudo-multiplicative unitary.
Let us take the notations of 3.3; the von Neumann algebra A(WG) is equal to the von
Neumann algebra L∞(G, ν) ([Val3], 3.2.6 and 3.2.7); using ([Val3] 3.1.1), we get that
the Hopf-bimodule homomorphism Γ defined on L∞(G, µ) by WG is equal to the usual
Hopf-bimodule homomorphism ΓG studied in [Val2], and recalled in 3.1. Moreover, the
von Neumann algebra Â(WG) is equal to the von Neumann algebra L(G) ([Val3], 3.2.6
and 3.2.7); using ([Val3] 3.1.1), we get that the Hopf-bimodule homomorphism Γ̂ defined
on L(G) by WG is the usual Hopf-bimodule homomorphism Γ̂G studied in [Y3] and [Val2].
Let us suppose now that the groupoid G is locally compact in the sense of [R1]; it has
been proved in ([E3] 4.8) that WG satisfies a strong condition of regularity, called ”norm
regularity”.
3.5. Definitions ([L1], [L2]). Let (N,M, α, β,Γ) be a Hopf-bimodule, as defined in 3.1;
a normal, semi-finite, faithful operator valued weight T from M to α(N) is said to be
left-invariant if, for all x ∈M+T , we have :
(id β∗α
N
T )Γ(x) = T (x) β⊗α
N
1
or, equivalently (2.5), if we write Φ = ν ◦ α−1 ◦ T :
(id β∗α
N
Φ)Γ(x) = T (x)
A normal, semi-finite, faithful operator-valued weight T ′ from M to β(N) will be said to
be right-invariant if it is left-invariant with respect to the symmetrized Hopf-bimodule,
i.e., if, for all x ∈M+T ′, we have :
(T ′ β∗α
N
id)Γ(x) = 1 β⊗α
N
T ′(x)
or, equivalently, if we write Ψ = ν ◦ β−1 ◦ T ′ :
(Ψ β∗α
N
id)Γ(x) = T ′(x)
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3.6. Theorem([L1], [L2]). Let (N,M, α, β,Γ) be a Hopf-bimodule, as defined in 3.1,
and let T be a left-invariant normal, semi-finite, faithful operator valued weight from M
to α(N); let us choose a normal, semi-finite, faithful weight ν on N , and let us write
Φ = ν ◦ α−1 ◦ T , which is a normal, semi-finite, faithful weight on M ; let us write HΦ,
JΦ, ∆Φ for the canonical objects of the Tomita-Takesaki theory associated to the weight
Φ, and let us define, for x in N , βˆ(x) = JΦα(x
∗)JΦ.
(i) There exists an unique isometry U from HΦ α⊗βˆ
νo
HΦ to HΦ β⊗α
ν
HΦ, such that, for
any (β, νo)-orthogonal basis (ξi)i∈I of (HΦ)β, for any a in NT ∩ NΦ and for any v in
D((HΦ)β, ν
o), we have
U(v α⊗βˆ
νo
ΛΦ(a)) =
∑
i∈I
ξi β⊗α
ν
ΛΦ((ωv,ξi β∗α
ν
id)(Γ(a)))
(ii) Let us suppose there exists a right-invariant normal, semi-finite, faithful operator
valued weight T ′ from M to β(N); then this isometry is a unitary, and W = U∗ is an
(α, βˆ, β)-pseudo-multiplicative unitary from HΦ β⊗α
ν
HΦ to HΦ α⊗βˆ
νo
HΦ which verifies, for
any x, y1, y2 in NT ∩NΦ :
(i ∗ ωJΦΛΦ(y∗1y2),ΛΦ(x))(W ) = (id β∗α
N
ωJΦΛΦ(y2),JΦΛΦ(y1))Γ(x
∗)
Clearly, the pseudo-multplicative unitary W does not depend upon the choice of the right-
invariant operator-valued weight T ′, and, for any y in M , we have :
Γ(y) =W ∗(1 α⊗βˆ
No
y)W
Proof. This is [L2] 3.51 and 3.52. 
3.7. Definitions. Let us take the notations of 3.6; let us write Ψ = ν ◦ β−1 ◦ T ′. We
shall say that ν is relatively invariant with respect to T and T ′ if the two modular
automorphism groups associated to the two weights Φ and Ψ commute; we then write
down:
Definition
A measured quantum groupoid is an octuplet G = (N,M, α, β,Γ, T, T ′, ν) such that :
(i) (N,M, α, β,Γ) is a Hopf-bimodule, as defined in 3.1,
(ii) T is a left-invariant normal, semi-finite, faithful operator valued weight T from M to
α(N), as defined in 3.5,
(iii) T ′ is a right-invariant normal, semi-finite, faithful operator-valued weight T ′ from M
to β(N), as defined in 3.5,
(iv) ν is normal semi-finite faithful weight on N , which is relatively invariant with respect
to T and T ′.
Remark These axioms are not Lesieur’s axioms, given in ([L2], 4.1). The equivalence of
these axioms with Lesieur’s axioms had been written down in [E6], and is recalled in the
appendix (B.8).
3.8. Theorem ([L2], [E6]). Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum
groupoid in the sense of 3.7. Let us write Φ = ν ◦α−1 ◦ T , which is a normal, semi-finite
faithful weight on M . Then
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(i) there exists a ∗-antiautomorphism R on M , such that R2 = id, R(α(n)) = β(n) for
all n ∈ N , and
Γ ◦R = ςNo(R β∗α
N
R)Γ
R will be called the coinverse;
(ii) there exists a one-parameter group τt of automorphisms of M , such that R◦τt = τt◦R
for all t ∈ R, and, for all t ∈ R and n ∈ N , τt(α(n)) = α(σνt (n)), τt(β(n)) = β(σνt (n))
and :
Γ ◦ τt = (τt β∗α
N
τt)Γ
Γ ◦ σΦt = (τt β∗α
N
σΦt )Γ
τt will be called the scaling group;
(iii) the weight ν is relatively invariant with respect to T and RTR; moreover, R and τt
are still the co-inverse and the scaling group of this new measured quantum groupoid, we
shall denote
G = (N,M, α, β,Γ, T, RTR, ν)
(iv) for any ξ, η in D(αHΦ, ν) ∩D((HΦ)βˆ, νo), (id ∗ ωξ,η)(W ) belongs to D(τi/2), and, if
we define S = Rτ−i/2, we have :
S((id ∗ ωξ,η)(W )) = (id ∗ ωη,ξ)(W )∗
More generally, for any x in D(S) = D(τ−i/2), we get that S(x)
∗ belongs to D(S) and
S(S(x)∗)∗ = x; S will be called the antipod of G (or G), and, therefore, the co-inverse
and the scaling group, given by polar decomposition of the antipod, rely only upon the
pseudo-multiplicative W .
(v) there exists a one-parameter group γt of automorphisms of N such that, for all t ∈ R
and n ∈ N , we have :
σTt (β(n)) = β(γt(n))
Moreover, we get that ν ◦ γt = ν.
(vi) there exists a positive non-singular operator λ affiliated to Z(M), and a positive non
singular operator δ affiliated to M , such that :
(DΦ ◦R : DΦ)t = λit2/2δit
and, therefore, we have :
(DΦ ◦ σΦ◦Rs : DΦ)t = λist
The operator λ will be called the scaling operator, and there exists a positive non-singular
operator q affiliated to N such that λ = α(q) = β(q). We have R(λ) = λ.
The operator δ will be called the modulus; we have R(δ) = δ−1, and τt(δ) = δ, for all
t ∈ R, and we can define a one-parameter group of unitaries δitβ⊗α
N
δit which acts naturally
on elementary tensor products, which verifies, for all t ∈ R :
Γ(δit) = δit β⊗α
N
δit
(vii) we have (DΦ ◦ τt : DΦ)s = λ−ist, which leads to define a one-parameter group of
unitaries by, for any x ∈ NΦ :
P itΛΦ(x) = λ
t/2ΛΦ(τt(x))
Moreover, for any y in M , we get :
τt(y) = P
ityP−it
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and it is possible to define one parameter groups of unitaries P it β⊗α
N
P it and P it α⊗βˆ
No
P it
such that :
W (P it β⊗α
N
P it) = (P it α⊗βˆ
No
P it)W
Moreover, for all v ∈ D(P−1/2), w ∈ D(P 1/2), p, q in D(αHΦ, ν) ∩ D((HΦ)βˆ, νo), we
have:
(W ∗(v α⊗βˆ
νo
q)|w β⊗α
ν
p) = (W (P−1/2v β⊗α
ν
JΦp)|P 1/2w α⊗βˆ
νo
JΦq)
We shall say that the pseudo-multiplicative unitary W is ”manageable”, with ”managing
operator” P , which implies it is weakly regular in the sense of [E3], 4.1, which implies
(with the notations of 3.3) that Aw(W ) = A(W ) = M and Âw(W ) = Â(W ) = M̂
As τt ◦ σΦt = σΦt ◦ τt, we get that JΦPJΦ = P .
Proof. Result (i) is A.6, result (ii) is A.5, result (iii) is B.7(iv) and A.8; result (iv) is A.9,
result (v) is B.2 and B.7(iii); result (vi) is given by 2.6 and (iii), B.7(iv), (v), and, using
B.8, [L2], 5.6 and 5.20; result (vii), using B.8, is [L2] 7.3. 
3.9. Notations. We shall use the notations of 2.6 about Vaes’ Radon-Nykodym theorem
for the weights Φ and Φ◦R. Let λ be the scaling operator of Φ◦R with respect to Φ, and
δ be the modulus of Φ ◦ R with respect to Φ, defined in 3.8(vi). Then, the self-adjoint
elements en of M defined in 2.6 verify R(en) = en.
If x ∈M is such that xδ1/2 is bounded and its closure xδ1/2 belongs to NΦ, then x belongs
to NΦ◦R (2.6), and, then R(x
∗) belongs to NΦ. In particular, if x ∈ NΦ, then xen belongs
to NΦ ∩NΦ◦R (and R(x∗)en belongs also to NΦ ∩NΦ◦R), and limnΛΦ(xen) = ΛΦ(x).
3.10. Theorem ([L2]). Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid
in the sense of 3.7. Let T be the subset of NT ∩ NRTR ∩ NΦ ∩ NΦ◦R made of elements
x which are analytic with respect to both Φ and Φ ◦ R, and such that, for all z, z′ in C,
σΦz ◦ σΦ◦Rz′ (x) belongs to NT ∩NRTR ∩NΦ ∩NΦ◦R. Let E be the linear subspace generated
by the elements of the form enx, where en had been defined in 3.9, and x ∈ T, and let us
denote E the linear subspace JΦΛΦ(E). Let us denote M
α,β
∗ the subspace of M∗ spanned
by the positive elements ω in M+∗ such that there exists k ∈ R+ such that ω ◦α ≤ kν and
ω ◦ β ≤ kν. Then :
(i) T and E are dense in M ; ΛΦ(T) and E are dense in HΦ. As
E ⊂ D(αHΦ, ν) ∩D((HΦ)β, νo)
we get that D(αHΦ, ν) ∩ D((HΦ)β, νo) is dense in HΦ; therefore Mα,β∗ is dense in M∗.
Moreover, if η, η′ are in E, then < η, η′ >α,ν and < η, η
′ >β,νo are analytic with respect
to both σνt and γt.
(ii) If ω1, ω2 are in M
α,β
∗ , let us define ω1ω2 = (ω1 β∗α
N
ω2)Γ. If ω ∈ Mα,β∗ and x ∈ M ,
let us define ω∗(x) = ω(R(x∗)); with such product and involution, Mα,β∗ is an involutive
algebra, and we can define a faithful representation of this involutive algebra by :
πˆ(ω) = (ω ∗ id)(W )
Let M̂ be the weak closure of the algebra generated (which is a von Neumann algebra,
by 3.8 (vii) ) and is included in β(N)′. More generally, for any v in D(αHφ, ν), w in
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D((HΦ)β, ν
o), let us write πˆ(ωv,w) = (ωv,w ∗ id)(W ); then πˆ(ωv,w) belongs to M̂ . If,
moreover, v belongs also to D((HΦ)β, ν
o), we have, for all x ∈ NΦ :
ΛΦ(ωw,v β∗α
N
id)Γ(x)) = πˆ(ωv,w)
∗ΛΦ(x)
(iii) If y is in M̂ , let us define :
Γ̂(y) = σνoW (y β⊗α
N
1)W ∗σν
with these notations, (N, M̂, α, βˆ, Γ̂) is a Hopf-bimodule.
(iv) there exists a unique ∗-anti-homomorphism R̂ of M̂ , such that R̂πˆ(ω) = πˆ(ω ◦ R),
for all ω ∈ Mα,β∗ . Moreover, we have R̂(y) = JΦy∗JΦ for all y ∈ M̂ , R̂(α(n)) = βˆ(n), for
all n ∈ N , and :
Γ̂ ◦ R̂ = ςNo(R̂ βˆ∗α
N
R̂)Γ̂
and, therefore, R̂ is a co-inverse of the Hopf-bimodule (N, M̂, α, βˆ, Γ̂).
(v) let IΦ ⊂M∗ be defined as :
IΦ = {ω ∈M∗; ∃k′ ∈ R+, |ω(x∗)| ≤ k′‖ΛΦ(x)‖, ∀x ∈ NΦ}
and, for any ω ∈ IΦ, let aΦ(ω) be the unique vector in HΦ such that, for all x ∈ NΦ :
(aΦ(ω)|ΛΦ(x)) = ω(x∗)
Then IΦ∩Mα,β∗ is a left ideal of Mα,β∗ , and there exists a unique normal semifinite faithful
weight Φ̂ on M̂ , such that π̂(IΦ ∩Mα,β∗ ) is a core for ΛbΦ. Moreover, we may identify HbΦ
with HΦ in such a way that we have, for any ω ∈ Mα,β∗ ∩ IΦ :
ΛbΦ(πˆ(ω)) = aΦ(ω)
We have also, with the notations of 3.9, for all x ∈ NΦ and n ∈ N :
JbΦΛΦ(xen) = ΛΦ(R(x
∗)enδ1/2)
and, for any y ∈ M , we get R(y) = JbΦy∗JbΦ.
Moreover, there exists a unique left-invariant normal faithful semi-finite operator-valued
weight T̂ from M̂ to α(N) such that
Φ̂ = ν ◦ α−1 ◦ T̂
(vi) the octuplet (N, M̂, α, βˆ, Γ̂, T̂ , R̂ ◦ T̂ ◦ R̂, ν) is a measured quantum groupoid, denoted
by Ĝ and called the dual of G (or of G).
(vii) The pseudo-multiplicative unitary Ŵ constructed from Ĝ is :
Ŵ = σνW
∗σν
The scaling group τˆt of G is given, for all y ∈ M̂ , by :
τˆt(y) = P
ityP−it
The scaling operator λˆ of G satifies λˆ = λ−1. The managing operator Pˆ of Ŵ is equal to
P .
The modular operator ∆bΦ is equal to the closure of PJΦδ
−1JΦ, and, therefore, for all
x ∈M , we have :
τt(x) = ∆
it
bΦ
x∆−it
bΦ
The automorphism group γˆt is equal to γ−t.
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Proof. Result (i) is [L2] 6.7, result (ii) is [L2] 8.4,8.5, 3.18 and 8.1; result (iii) is [L2] 8.2,
(iv) is [L2] 8.6, (v) is [L2] 8.7, 8.14, 8.18 and 8.28, and results (vi) and (vii) are [L2]
8.24. 
3.11. Theorem ([L2]). Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid
in the sense of 3.7, Ĝ its dual in the sense of 3.10; then :
(i) the bidual
̂̂
G is equal to G;
(ii) the modulus δˆ is equal to the closure of P−1JΦδJΦδ
−1∆−1Φ ; therefore, we have δ∆bΦ =
δˆ∆Φ
−1
.
(iii) it is possible to define one-parameter groups of unitaries ∆it
bΦ β
⊗α
ν
∆itΦ and ∆
it
bΦ α
⊗βˆ
νo
∆itΦ
and we have :
W (∆itbΦ β⊗α
ν
∆itΦ) = (∆
it
bΦ α
⊗βˆ
νo
∆itΦ)W
W (JbΦ α⊗βˆ
νo
JΦ) = (JbΦ β⊗α
ν
JΦ)W
∗
(iv) for all s, t in R, we have :
∆itbΦ∆
is
Φ = λ
ist∆isΦ∆
it
bΦ
and we have JbΦJΦ = λ
i/4JΦJbΦ.
(v) we have the following ”Heisenberg-type” relations :
M ∩ M̂ = α(N)
M ∩ M̂ ′ = β(N)
M ′ ∩ M̂ = βˆ(N)
M ′ ∩ M̂ ′ = αˆ(N)
where we put, for all n ∈ N , αˆ(n) = JΦβ(n)∗JΦ = JbΦβˆ(n∗)JbΦ.
Proof. Result (i) is [L2] 8.25, (ii) is [L2] 8.24 (iii); results (iii) and (iv) are [L2] 8.28, and
(v) is [L2] 8.30. 
3.12. Theorem([L2]). Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid
in the sense of 3.7, Ĝ its dual in the sense of 3.10. Then :
(i) The octuplet (No,M, β, α, ςN ◦Γ, RTR, T, νo) is a measured quantum groupoid we shall
write Go and call the opposite measured quantum groupoid. We have (Go)o = G.
(ii) For any x in M , let us write j(x) = JΦx
∗JΦ the canonical ∗-anti-homomorphism
from M onto M ′ and let us define then Γc = (j β∗α
N
j)Γ ◦ j, Rc = j ◦R ◦ j, T c = j ◦ T ◦ j.
The octuplet (No,M ′, βˆ, αˆ,Γc, T c, RcT cRc, νo) is a measured quantum groupoid we shall
write Gc and call the commutant of G. We have (Gc)c = G.
(iii) we have Goc = Gco and this last measured quantum groupoid is isomorphic to G, via
the isomorphism implemented by JΦJbΦ.
(iv) We have Ĝo = (Ĝ)c and Ĝc = (Ĝ)o
(v) The pseudo-multiplicative unitaries W o and W c of Go and Gc are given by :
W o = (JbΦ α⊗βˆ
No
JbΦ)W (JbΦ α⊗β
No
JbΦ)
W c = (JΦ α⊗βˆ
No
JΦ)W (JΦ αˆ⊗βˆ
No
JΦ)
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where W o is a unitary from HΦ α⊗β
νo
HΦ onto HΦ β⊗αˆ
ν
HΦ and W
c is a unitary from
HΦ αˆ⊗βˆ
νo
HΦ onto HΦ βˆ⊗α
ν
HΦ.
Moreover, for any x ∈M , y ∈ M̂ , we have :
Γ(x) = (σνW
oσν)
∗(x αˆ⊗β
No
1)(σνW
oσν)
Γ̂(y) = W c(y αˆ⊗βˆ
No
1)(W c)∗
(vi) The pseudo-multplicative unitary W oc of Goc is given by :
W oc = (JΦJbΦ α⊗βˆ
No
JΦJbΦ)W (JbΦJΦ βˆ⊗αˆ
N
JbΦJΦ)
and is a unitary from HΦ βˆ⊗αˆ
ν
HΦ onto HΦ αˆ⊗β
νo
HΦ.
Let us denote IG the isomorphism between M and M
′ given, for x ∈ M , by :
IG(x) = JΦJbΦxJbΦJΦ
Then IG is an isomorphism of measured quantum groupoids between G and G
oc.
Moreover, for any y ∈ M̂ ′, we have :
Γ̂c(y) =W oc(y βˆ⊗αˆ
N
1)(W oc)∗
Proof. Result (i) is [L2] 17.8, (ii) is [L2] 17.10, (iii) and (iv) are [L2] 17.14; result (v) is
[L2] 17.11, and (vi) is a straightforward corollary of the preceeding statements. 
3.13. Example. Let G be a measured groupoid; let’s use all notations introduced in 3.1
and 3.4. If f ∈ L∞(G, µ)+, let’s consider the function on G(0), u 7→ ∫
G
fdλu, which belongs
to L∞(G(0), ν); the image of this function by the homomorphism rG is the function on
G, γ 7→ ∫
G
fdλr(γ); the application which sends f on this function can be considered as
an operator-valued weight from L∞(G, µ) to rG(L
∞(G(0), ν)) which is normal, semi-finite,
faithful; by definition of the Haar system (λu)u∈G(0), it is left-invariant, in the sense of 3.5;
we shall denote by TG this operator-valued weight from L
∞(G, µ) to rG(L
∞(G(0), ν)). If we
write λu for the image of λ
u under the inverse x 7→ x−1 of the groupoid G, starting from
the application which sends f to the function on G(0) defined by u 7→ ∫
G
fdλu, we define a
normal semifinite faithful operator-valued weight from L∞(G, µ) to sG(L
∞(G(0), ν)), which
is right-invariant in the sense of 3.5, we shall denote by T
(−1)
G
.
We then get that :
(L∞(G(0), ν), L∞(G, µ), rG, sG,ΓG, TG, T
(−1)
G
, ν)
is a measured quantum groupoid, we shall denote again G.
It can be proved ([E5]) that any measured quantum groupoid, whose underlying von
Neumann algebra is abelian, is of that type.
The constructions obtained by applying 3.8 to this measured quantum groupoid are the
following : the pseudo-multiplicative unitary is the operator WG defined in 3.4; the co-
inverse is given by dualizing the inverse x 7→ x−1 of G to L∞(G, µ); the scaling group is
trivial, and the co-inverse is equal to the antipod; the automorphism group γt is trivial,
the scaling operator λ is 1, and the modulus δ is the usual Radon-Nikodym derivative
between µ and its image under the inverse x 7→ x−1 of G.
The underlying Hopf bimodule of the dual Ĝ constructed in 3.10 is the symmetric Hopf-
bimodule (L∞(G(0), ν),L(G), rG, rG, Γ̂G) constructed in [Y3] (3.1).
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The constructions obtained by applying 3.12 are the following : (G)o is given by the
opposite groupoid (in which we return the product, and exchange source and range ap-
plications). As L∞(G, µ) is abelian, we have clearly (G)c = G.
3.14. Example. Let G = (M,Γ,Φ,Ψ) be a locally compact quantum group, in the
sense of Kustermanns and Vaes ([KV1], or, preferably, the von Neumann version given
in [KV2]). Here M is a von Neumann algebra, Γ a coassociative coproduct M 7→ M ⊗M
(where ⊗ is the von Neumann tensor product), and Φ (resp. Ψ) is a left-invariant (resp. a
right-invariant) normal semi-finite faithful weight on M+. Then, thanks to ([KV1], prop.
6.1), we see that :
(C,M, id, id,Γ,Φ,Ψ, ω)
(where id is the canonical homomorphism from C into M , and ω is the canonical state
on C), is a measured quantum groupoid, we shall still denote by G.
Conversely, it is clear that any measured quantum groupoid whose basis N is equal to C
is of that type.
3.15. Theorem([EV], [E4] 8.2 and 8.3). Let M0 ⊂ M1 be a depth 2 inclusion of σ-finite
von Neumann algebras, equipped with a regular (in the sense of 2.2) normal semi-finite
faithful operator-valued weight T1. Then :
(i) there exists an application Γ˜ from M ′0 ∩M2 to
(M ′0 ∩M2)j1 ∗
M ′0∩M1
id(M
′
0 ∩M2)
such that (M ′0 ∩ M1,M ′0 ∩ M2, id, j1, Γ˜) is a Hopf-bimodule, (where id means here the
injection of M ′0 ∩M1 into M ′0 ∩M2, and j1 means here the restriction of j1 to M ′0 ∩M1,
considered then as an anti-representation of M ′0 ∩ M1 into M ′0 ∩ M2). Moreover, the
anti-automorphism j1 of M
′
0 ∩M2 is a co-inverse for this Hopf-bimodule structure.
(ii) Let us write T˜2 for the restriction of T2 to M
′
0∩M2 (which is semi-finite, by definition
of the regularity of T1(2.2)); we then get that T˜2 is a left-invariant operator-valued weight
from M ′0 ∩M2 to M ′0 ∩M1, and, therefore, that j1 ◦ T˜2 ◦ j1 is a right-invariant operator-
valued weight from M ′0 ∩M2 to M ′1 ∩M2.
(iii) Let us suppose moreover that there exists on M ′0 ∩M1 a normal faithful semi-finite
weight χ invariant under the modular automorphism group of T1and let χ2 be the weight
χ ◦ T˜2; the modular automorphism groups σχ2t and σχ2◦js commute.
Therefore, (M ′0∩M1,M ′0∩M2, id, j1, Γ˜, T˜2, j1 ◦ T˜2 ◦ j1, χ) is a measured quantum groupoid
G1 in the sense of 3.7.
Moreover, the inclusion M1 ⊂ M2 satisfies the same hypothesis, and leads to another
measured quantum groupoid G2, which is isomorphic to Ĝ1
o
.
Let us describe how the coproduct Γ˜ is constructed : let ψ0 be a normal semi-finite
faithful weight on M0, ψ1 = ψ0 ◦ T1 the normal semi-finite faithful weight constructed
then on M1, ψ2 = ψ1 ◦ T2 the normal semi-finite faithful weight constructed then on M2;
let χ be a normal semi-finite faithful weight onM ′0∩M1, χ2 = χ◦T˜2 the normal semi-finite
faithful weight constructed then on M ′0 ∩M2.
Then, the application defined, for x ∈ NT˜2 ∩Nχ2 and y ∈ Nψ1 by :
U(Λχ2(x)⊗χ Λψ1(y)) = Λψ2(xy)
is a unitary from Hχ2 ⊗χ Hψ1 onto Hψ2 ([EV], 4.2 and 4.6).
Moreover, using th fact that the inclusion M0 ⊂M2 ⊂M4 is standard ([EN], 4.5), we get
([EV], 4.6) :
U∗[M ′0 ∩M4 ∩ (M ′0 ∩M2)′]U = πχ2(M ′0 ∩M2)′ ∗M ′0∩M1 M ′0 ∩M2
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and, on the other hand, composing the mirrorings (with the notations of (2.2)), we get
that :
j2 ◦ j1(M ′0 ∩M2) = M ′2 ∩M4 ⊂M ′0 ∩M4 ∩ (M ′0 ∩M2)′
and, therefore, x 7→ U∗j2 ◦ j1(x)U is an injective ∗-homomorphism from M ′0 ∩M2 into
πχ2(M
′
0 ∩M2)′ ∗M ′0∩M1 M ′0 ∩M2.
On the other hand, using U , it is possible to define a pseudo-multiplicative unitary
W ([EV], 5.3), which leads to a coproduct Γ on πχ2(M
′
0 ∩ M2)′ by the formula (y ∈
πχ2(M
′
0 ∩M2)′) :
Γ(y) = W(y ⊗χ 1)W∗
and we have ([E4], 5.1), for all x ∈M ′0 ∩M2 :
W∗(πχ2(x)⊗χ 1)W = ςM ′0∩M1(id ∗M ′0∩M1 πχ2)(U∗j2 ◦ j1(x)U)
which shows that, if we write W = (Jχ2Jˆ ⊗χ 1)σχoWσχo(JˆJχ2 ⊗χ 1) (where Jˆ is the
standard implementation of j1|M ′0∩M2 on Hχ2), or, equivalently W = Ŵ
c, we obtain a
coproduct Γ˜ on M ′0 ∩M2 which satisfies
Γ˜(x) = W ∗(1⊗χo x)W = (Jχ2 Jˆ ⊗χ 1)U∗j2 ◦ j1(x)U(JˆJχ2 ⊗χ 1)
(in which, for simplification, we have identified M ′0 ∩M2 with πχ2(M ′0 ∩M2).)
4. Left invariance revisited
In the definition of a left-invariant operator-valued weight, recalled in 3.5, we have, for
any x ∈M+T , (id β∗α
ν
T )Γ(x) = T (x) β⊗α
N
1 (or, equivalently, T (x) = (id β∗α
ν
Φ)Γ(x), where
Φ = ν ◦ α−1 ◦ T ). In this chapter, we extend this formula to any positive x in M , and
even, any positive x in a fiber product L(H) b∗α
N
M , where b is a faithful antireprentation
of N on H (4.12(i) and (ii)). On our way, we prove a Plancherel-like theorem (4.8),
which extends the construction of the dual left-invariant operator-valued weight recalled
in 3.10(iv). The result 4.12(ii) will be used in 6.12, and I am indebted to S. Vaes who
pointed in [V2] how this kind of result was necessary in order to get correct proofs.
4.1. Definitions and notations. Let N be a von Neumann algebra, ψ a normal semi-
finite faithful weight on N ; following ([ES2], 2.1.6), we define, for all ω ∈M∗ :
‖ω‖ψ = sup{|ω(x∗)|, x ∈ Nψ, ψ(x∗x) ≤ 1}
and Iψ = {ω ∈ M∗, ‖ω‖ψ <∞}. Then ω ∈ M∗ belongs to Iψ if and only if there exists a
vector aψ(ω) in Hψ such that :
ω(x∗) = (aψ(ω)|Λψ(x))
and we have then ‖aψ(ω)‖ = ‖ω‖ψ. Moreover, the application a here defined is clearly
linear from Iψ into Hψ, and, ψ being semi-finite, injective.
Let us identify N and πψ(N); then, any element ω ∈ M∗ is of the form ωξ,η, where
ξ, η belong to Hψ. For any η in Hψ, let us define the following operator π
′(η), with
D(π′(η)) = Λψ(Nψ), and, for any x ∈ Nψ, by π′(η)Λψ(x) = xη. We then easily get that
ωξ,η belongs to Iψ if and only if ξ belongs to D(π
′(η)∗), and we have then :
aψ(ωξ,η) = π
′(η)∗ξ
Let us write Kη = D(π′(η)∗); then (π
′(η)∗)|Kη is a densely defined operator from Kη into
Hψ, and we may consider ((π
′(η)∗)|Kη)
∗(π′(η)∗)|Kη which is a positive self-adjoint operator
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on Kη; we shall write, for simplicity, Pη for ((π
′(η)∗)|Kη)
∗(π′(η)∗)|Kη +∞(1− pKη), which
belongs to the positive extension of N ′. We have then, for any ξ, η in Hψ :
‖ωξ,η‖2ψ =< Pη, ωξ >
4.2. Lemma. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; Ĝ its
dual measured quantum groupoid; let u, v in HΦ such that ωu,v belongs to IΦ, and let en
the self-adjoint elements introduced in 3.9. Then, we have, for all x ∈ NΦ :
(JbΦaΦ(ωu,v)|ΛΦ(xen)) = (R(x∗)enδ1/2v|u)
where enδ1/2 is the closure of the bounded operator enδ
1/2.
If v belongs to D(δ1/2) and ωu,v belongs to IΦ (for instance, if v ∈ E, and any u ∈ HΦ),
we have :
(JbΦaΦ(ωu,v)|ΛΦ(x)) = (R(x∗)δ1/2v|u) =< x∗, ωδ1/2v,u ◦R >
and, therefore, ωδ1/2v,u ◦R belongs to IΦ, and aΦ(ωδ1/2v,u ◦R) = JbΦaΦ(ωu,v).
Proof. We have, using 3.10(v), 3.9 and 4.1 :
(JbΦaΦ(ωu,v)|ΛΦ(xen)) = (JbΦΛΦ(xen)|aΦ(ωu,v))
= (ΛΦ(R(x
∗)enδ1/2))|aΦ(ωu,v))
= (R(x∗)enδ1/2v|u)
which is the first result. The second result is clear by continuity. 
4.3. Lemma. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; let E be
the subspace introduced in 3.10; then :
(i) E ⊂ {ξ ∈ D(αHΦ, ν) ∩D(δ1/2), δ1/2ξ ∈ D((HΦ)β, νo)}
(ii) E ⊂ {ξ ∈ D((HΦ)β, νo) ∩D(δ1/2), δ1/2ξ ∈ D(αHΦ, ν)}
Proof. Let us recall that E is the linear subspace generated by all the elements of the
form JΦΛΦ(enx), where the self-adjoint elements en had been introduced in 2.6, and x
belongs to the subset T of elements in NT ∩NRTR ∩NΦ ∩NΦ◦R which are analytic with
respect both to Φ and Φ ◦R, and such that, for any z, z′ and C, σΦz ◦ σΦ◦Rz′ (x) belongs to
NT ∩NRTR ∩NΦ ∩NΦ◦R. Using then the identifications made in 2.6, we have :
JΦΛΦ(enx) = δ
−1/2JΦ◦RΛΦ◦R(enx)
and, therefore, JΦΛΦ(enx) belongs to D(δ
1/2) and δ1/2JΦΛΦ(enx) = JΦ◦RΛΦ◦R(enx) which
belongs to D((HΦ)β, ν
o). So we have (i).
On the other hand, for all t ∈ R, as δ−txδt ⊂ σΦ−itσΦ◦Rit (x) is bounded, we get that
enxδ
t ⊂ enδtδ−txδt is bounded also, and belongs to NΦ, and that :
JΦΛΦ(enxδt) = δ
tJΦΛΦ(λ
−it/2enx)
So, δtJΦΛΦ(enx) = JΦΛΦ(λ
−it/2enxδt) which belongs to D(αHΦ, ν). So, we get (ii). 
4.4. Definitions and lemma. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum
groupoid; let T and E be the subspaces introduced in 3.10; let us define Tτ as the subspace
of T made of elements which are analytic with respect to τt, and such that, for any z ∈ C,
τz(x) belongs to T, and Eτ as the linear subspace of E generated by the elements of the
form JΦΛΦ(enx), where the self-adjoint elements en had been introduced in 2.6, and x
belongs to the subset Tτ . Then :
(i) Eτ is dense in HΦ; moreover, for any ξ in D(αHΦ, ν), there exists ξn in Eτ such that
Rα,ν(ξn) weakly converges to R
α,ν(ξ).
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(ii) Eτ ⊂ {ξ ∈ D(δˆ1/2), δˆ1/2ξ ∈ D((HΦ)βˆ, νo)}.
(iii) for all s, t in R, ξ ∈ Eτ , ξ belongs to D((δ∆Φˆ)t), and (δ∆Φˆ)tξ belongs to Eτ ;
moreover, ξ belongs also to D(P tδs), and P tδsξ belongs to Eτ .
(iv) let us define Eˆτˆ the linear subspace associated to the dual measured quantum groupoid
Ĝ. Then :
Eˆτˆ ⊂ {ξ ∈ D(αHΦ, ν) ∩D(δ1/2), δ1/2ξ ∈ D((Hφ)β, νo)}
Proof. There exists an invertible positive operator q affiliated to Z(N) such that λ =
α(q) = β(q) (3.8(vi)). Let us write q =
∫∞
0
µdeµ, and let fr =
∫ r
1/r
deµ.
Let x ∈ T; as the automorphisms groups τt, σΦt and σΦ◦Rt are two by two commuting, we
can check that, for any x ∈ T, the operators :
xn,r =
√
n
π
∫ ∞
−∞
e−nt
2
frτt(x)dt
belong to Tτ , the strong limit limn,rxn,r = x, and limn,rΛΦ(xn,r) = ΛΦ(x). From which
we get that Eτ is dense in E, and, therefore, in HΦ; moreover, as we can prove that all
the operators T (x∗n,re
2
pxn,r) are uniformly bounded, we get also that R
α,ν(JΦΛΦ(epxn,r))
is strongly converging to Rα,ν(JΦΛΦ(epx)), from which we get (i).
Let now x be in Tτ . Then, using 3.11(ii), we get that :
δˆ1/2JΦΛΦ(enx) = P
−1/2JΦδ
1/2JΦδ
−1/2∆
−1/2
Φ JΦΛΦ(enx)
= P−1/2λi/4JΦΛΦ(σ−i/2(en)σ
Φ◦R
−i/2(x))
= λi/4JΦΛΦ(σ−i/2(en)τ−i/2(σ
Φ◦R
−i/2(x)))
We get also that JΦδˆ
1/2JΦΛΦ(enx) = λ
−i/4JΦΛΦ(σ−i/2τi/2σ
Φ◦R
i/2 (x
∗)en), which belongs to
D(αHΦ, ν), and, therefore, δˆ
1/2JΦΛΦ(enx) belongs to D((HΦ)βˆ , ν
o), which is (ii).
If x belongs to Tτ , and t ∈ R, we get that :
P tJΦΛΦ(enx) = JΦ(λ
−t/2enτ−it(x)) ∈ Eτ
and, using 3.8(vii) :
(δ∆bΦ)
tJΦΛΦ(enx) = JΦΛΦ(λ
−itenσ
Φ
−itσ
Φ◦R
it τ−it(x))
and, therefore, Eτ ⊂ D((δ∆bΦ)t), and (δ∆bΦ)tEτ ⊂ Eτ
Moreover, we have also :
δsJΦΛΦ(enx) = JΦΛΦ(λ
−is/2enxδ
s) ∈ Eτ
from which we get (iii).
If we consider now the dual measured quantum groupoid Ĝ, and the linear subset Êτˆ
associated with, we get, using (iii), that δ1/2Êτˆ ⊂ D((HΦ)β , νo), which is (iv). 
4.5. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid in
the sense of 3.7, Go the opposite measured quantum groupoid in the sense of 3.12(i), η in
D(αHΦ, ν)∩D(δ1/2) such that δ1/2η belongs to D((HΦ)β, νo), (ei)i∈I an (α, ν)-orthonormal
basis of HΦ; then, for all x ∈ NΦ, ξ ∈ D(αHΦ, ν), (id β∗α
N
ωη,ξ)Γ(x) belongs to NΦ, and
the pseudo-multiplicative Ŵ o satisfies :
Ŵ o(ΛΦ(x) αˆ⊗β
νo
δ1/2η) =
∑
i
ΛΦ[(id β∗α
N
ωη,ei)Γ(x)] β⊗α
ν
ei
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ΛΦ[((id β∗α
N
ωη,ξ)Γ(x)] = (id ∗ ωδ1/2η,ξ)(Ŵ o)ΛΦ(x)
= JbΦπˆ(ωJbΦξ,JbΦδ1/2η)
∗JbΦΛΦ(x)
If u belongs to D((HΦ)β, ν
o) and v belongs to D(αHΦ, ν)∩D(δ1/2) such that δ1/2v belongs
to D((HΦ)β, ν
o), we get that (id β∗α
N
ωδ1/2u,v ◦R)Γ(x) belongs to NΦ, and :
ΛΦ((id β∗α
N
ωu,δ1/2v ◦R)Γ(x)) = JbΦπˆ(ωu,v)∗JbΦΛΦ(x)
Proof. Let’s apply the definition ofW ∗ (3.6) to the measured quantum groupoid Go, with
the identification made in 3.9 of ΛΦ(xen) with ΛΦ◦R(xenδ−1/2) (where en has been defined
in 2.6) :
Ŵ o(ΛΦ(xen) αˆ⊗β
νo
δ1/2η) =
∑
i
ΛΦ[(id β∗α
N
ωη,ei)Γ(xen)] β⊗α
ν
ei
from which we get :
ΛΦ[((id β∗α
N
ωη,ξ)Γ(xen)] = (id ∗ ωδ1/2η,ξ)(Ŵ o)ΛΦ(xen)
As ΛΦ is σ-strong ∗-norm closed, we get that (id β∗α
N
ωη,ξ)Γ(x) belongs to NΦ, and that :
ΛΦ[((id β∗α
N
ωη,ξ)Γ(x)] = (id ∗ ωδ1/2η,ξ)(Ŵ o)ΛΦ(x)
Now, we get easily the first formula. The second equality is just an application of 3.10(ii)
and 3.12(v). Then, writing u = JbΦδ
1/2η, and v = JbΦξ, and using 3.10(v) and 3.8(vi), we
get the last formula. 
4.6. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; Ĝ
its dual measured quantum groupoid; let ξ in D((HΦ)β, ν
o), η in D(αHΦ, ν) such that ωξ,η
belongs to IΦ; then, the operator πˆ(ωξ,η) belongs to NbΦ, and we have then :
ΛbΦ(πˆ(ωξ,η)) = a(ωξ,η)
Proof. Let ξ ∈ D(αHΦ, ν)∩D((HΦ)β , νo), η ∈ D(αHΦ, ν) such that ωξ,η belongs to IΦ; let
u ∈ D(αHΦ, ν), v ∈ D(δ1/2) such that δ1/2v is in D((HΦ)β, ν) and ωu,v is in IΦ; we have
then, for any x ∈ NΦ, using successively 3.10(ii), 4.2 and 4.5 :
(πˆ(ωξ,η)JbΦaΦ(ωu,v)|ΛΦ(x)) = (JbΦaΦ(ωu,v)|πˆ(ωξ,η)∗ΛΦ(x))
= (JbΦaΦ(ωu,v)|ΛΦ((ωη,ξ β∗α
N
id)Γ(x))
= (aΦ(ωδ1/2v,u ◦R)|ΛΦ((ωη,ξ β∗α
N
id)Γ(x))
= < [(ωη,ξ β∗α
N
id)Γ(x)]∗, ωδ1/2v,u ◦R >
= < (ωξ,η β∗α
N
id)Γ(x∗), ωδ1/2v,u ◦R >
= < [(id β∗α
N
ωu,δ1/2v ◦R)Γ(x)]∗, ωξ,η >
= (aΦ(ωξ,η)|ΛΦ((id β∗α
N
ωu,δ1/2v ◦R)Γ(x))
= (aΦ(ωξ,η)|JbΦπˆ(ωu,v)∗JbΦΛΦ(x))
= (JbΦπˆ(ωu,v)JbΦaΦ(ωξ,η)|ΛΦ(x))
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From which we get, by density :
πˆ(ωξ,η)JbΦaΦ(ωu,v) = JbΦπˆ(ωu,v)JbΦaΦ(ωξ,η)
Let us take v = JΦΛΦ(enx), with en defined in 3.9 and x ∈ T (3.10). Then, this formula
gives :
πˆ(ωξ,η)JbΦJΦ(enx)
∗JΦu = JbΦπˆ(ωu,JΦΛΦ(enx))JbΦaΦ(ωξ,η)
which, by continuity, gives, for any u ∈ D(αHΦ, ν), v ∈ JΦΛΦ(NΦ) ∩D((HΦ)β, νo) :
πˆ(ωξ,η)JbΦπ
′(v)∗u = JbΦπˆ(ωu,v)JbΦaΦ(ωξ,η)
Let us suppose now that u, v belong to D(αHΦ, ν)∩D((HΦ)β, νo) and are such that ωu,v
belongs to IΦ; with the notations of 4.1, let us write :
Pv =
∫ ∞
0
λdeλ + (1− p)∞
As ωu,v belongs to IΦ, we get that pu = u. Let us define vµ = eµv which belongs to
JΦΛΦ(NΦ) ∩D((HΦ)β, νo). We have :
limµπ
′(vµ)
∗u = lim
µ
π′(v)∗eµu = π
′(v)∗pu = π′(v)∗u = aΦ(ωu,v)
and we get also, for the weak limits :
limµR
β,νo(vµ) = limµeµR
β,νo(v) = pRβ,ν
o
(v) = Rβ,ν
o
(pv)
and, as p ∈M ′, we get for the weak limits :
limµπˆ(ωu,vµ) = limµ(ωu,vµ ∗ id)(W ) = (ωu,pv ∗ id)(W ) =
= (ωpu,v ∗ id)(W ) = (ωu,v ∗ id)(W ) = πˆ(ωu,v)
and, taking the limits of the equality :
πˆ(ωξ,η)JbΦπ
′(vµ)
∗u = JbΦπˆ(ωu,vµ)JbΦaΦ(ωξ,η)
we get :
πˆ(ωξ,η)JbΦaΦ(ωu,v) = JbΦπˆ(ωu,v)JbΦaΦ(ωξ,η)
for all u, v in D(αHΦ, ν) ∩D((HΦ)β, νo) and are such that ωu,v belongs to IΦ; therefore,
by linearity, we get, for all ω ∈Mα,β∗ ∩ IΦ, that :
πˆ(ωξ,η)JbΦa(ω) = JbΦπˆ(ω)JbΦa(ωξ,η) = JbΦπˆ(ω)JbΦπ
′(η)∗ξ
By the closedness of π′(η)∗|Kη (4.1), this formula remains true for ξ in D((HΦ)β, ν
o) such
that ωξ,η belongs to IΦ. From which we get that a(ωξ,η) is left-bounded with respect to
Φ̂, and the result, by standard arguments of Tomita-Takesaki’s theory. 
4.7. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; Ĝ
its dual measured quantum groupoid; let’s take ξ in D((HΦ)β, ν
o) and η in D(αHΦ, ν),
and let us suppose that πˆ(ωξ,η) belongs to NbΦ. Then ωξ,η belongs to IΦ and :
ΛbΦ(πˆ(ωξ,η)) = aΦ(ωξ,η)
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Proof. Let u, v be in D(αHΦ, ν) ∩D((HΦ)βˆ, νo); then the linear form ωˆu,v on M̂ defined,
for y in M̂ by ωˆu,v(y) = (yu|v) belongs to M̂α,βˆ∗ (with the notations of 3.10(i) applied to
Ĝ). Let us suppose that ωˆu,v belongs to IbΦ. Using 3.10(v) and (ii), applied to Ĝ, we get :
(abΦ(ωˆu,v)|ΛbΦ(πˆ(ωξ,η)) = < πˆ(ωξ,η)∗, ωˆu,v >
= ((ωξ,η ∗ id)(W )∗u|v)
= (η α⊗βˆ
νo
u|W (ξ β⊗α
ν
v))
= (Ŵ (u βˆ⊗α
ν
η)|v α⊗β
νo
ξ)
= (ˆˆπ(ωˆu,v)η|ξ)
and, by linearity, we obtain, for all ωˆ in M̂α,βˆ∗ ∩ IbΦ :
(ΛbΦ(πˆ(ωξ,η))|abΦ(ωˆ)) =< ˆˆπ(ωˆ)∗, ωξ,η >
But, by 3.10(v) applied to Ĝ, and 3.11(i), we have abΦ(ωˆ) = ΛΦ(
ˆˆπ(ωˆ)), and, by 3.10(v)
applied to Ĝ and again 3.11(i), we know that the algebra ˆˆπ(M̂α,βˆ∗ ∩ IbΦ) is a core for ΛΦ;
so, by the closedness of ΛΦ, we get, for all x ∈ NΦ :
(ΛbΦ(πˆ(ωξ,η))|ΛΦ(x)) =< x∗, ωξ,η >
from which we get that | < x∗, ωξ,η > | ≤ ‖ΛbΦ(πˆ(ωξ,η))‖‖Λφ(x)‖, and that ωξ,η belongs to
IΦ. Then, using 3.10(v), the proof is finished. 
4.8. Theorem. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; Ĝ its
dual measured quantum groupoid; let’s take ξ in D((HΦ)β, ν
o) and η in D(αHΦ, ν); then,
are equivalent :
(i) πˆ(ωξ,η) belongs to NbΦ;
(ii) ωξ,η belongs to IΦ.
We have then ΛbΦ(πˆ(ωξ,η)) = aΦ(ωξ,η).
Proof. This is just 4.6 and 4.7. 
4.9. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; Ĝ
its dual measured quantum groupoid; for any X ∈ αˆ(N)′, let us define :
S(X) = (id βˆ∗α
N
Φ̂)(W c(X αˆ⊗βˆ
νo
1)W c∗)
Then :
(i) S(X) belongs to the positive extended part of αˆ(N)′, and, for any ξ ∈ D((HΦ)β, νo),
η ∈ D(αHΦ, ν), we have :
< S(θαˆ(JbΦJΦη, JbΦJΦη)), ωJbΦJΦξ >= Φ̂(πˆ(ωξ,η)
∗πˆ(ωξ,η)) =< Pη, ωξ >
(i) for all η ∈ D(αHΦ, ν), we have :
S(θαˆ(JbΦJΦη, JbΦJΦη)) = JbΦJΦPηJΦJbΦ
(ii) S(X) belongs to the positive extended part of M .
Proof. Using 3.12(v), we get that W c∗ = (JΦJbΦ α⊗βˆ
νo
1)W (JbΦJΦ βˆ⊗α
ν
1); so, with the
intertwining properties of W , we easily get that S(X) is an element of the extended
positive part of αˆ(N)′.
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Let us notice that JbΦJΦξ belongs to D((HΦ)βˆ, ν
o), and JbΦJΦη to D(αˆHΦ, ν). We then
get that < S(θαˆ(JbΦJΦη, JbΦJΦη)), ωJbΦJΦξ > is equal to :
Φ̂((ωJbΦJΦξ,JbΦJΦη ∗ id)(W c∗)∗(ωJbΦJΦξ,JbΦJΦη ∗ id)(W c∗)) =
= Φ̂((ωξ,η ∗ id)(W )∗(ωξ,η ∗ id)(W )) = Φ̂(πˆ(ωξ,η)∗πˆ(ωξ,η))
If it is finite, it is equal to ‖ΛbΦ(πˆ(ωξ,η)‖2 = ‖aΦ(ωξ,η)‖2 = ‖ωξ,η‖2Φ, thanks to 4.8. If it is
infinite, using 4.8 again, ‖ωξ,η‖Φ also is infinite. So, in both cases, it is equal to ‖ωξ,η‖2Φ,
which is equal, using 4.1, to < Pη, ωξ >, which finishes the proof of (i). Then (ii) (resp.
(iii)) is a straightforward corollary of (i) (resp. (ii)). 
4.10. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupo-id;
Ĝ its dual measured quantum groupoid. Let X be a positive element in M̂ ; then, we have:
(id βˆ∗α
ν
Φ̂)Γ̂(X) = T̂ (X)
Proof. Using 3.12(v), we get that :
Γ̂(X) = W c(X αˆ⊗βˆ
No
1)W c∗
and, therefore, with the notations of 4.9, (id βˆ∗α
ν
Φ̂)Γ̂(X) = S(X). Using 4.9(iii), it
belongs to the positive extended part of M , and, by construction, it belongs to the
positive extended part of M̂ . So, it belongs to the positive extended part of α(N). If u
is a unitary in N , we easily get that S(α(u∗)Xα(u)) = α(u∗)S(X)α(u), and, therefore,
the application X → S(X) is an operator-valued weight from M̂ on α(N). It is clearly
normal and faithful, and, as S(X) = T̂ (X) for any X ∈M+
bT
, we get it is also semi-finite,
and that, for any positive X in M̂ , we have S(X) ≤ T̂ (X)
Let us define Φ˜(X) = ν ◦ α−1 ◦ S(X); we have Φ˜ ≤ Φ̂, and these two weights are equal
on M bT ; moreover, as, for all t ∈ R, we have :
Γ̂σ
bΦ
t = (τˆt βˆ∗α
N
σ
bΦ
t )Γ̂
we get that Sσ
bΦ
t = τˆtS, and that Φ˜ is invariant under σ
bΦ
t , by 3.8(ii) applied to Ĝ; therefore,
we have Φ˜ = Φ̂, from which we deduce that S = T̂ , which gives the result. 
4.11. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupo-id;
Ĝ its dual measured quantum groupoid, H an Hilbert space with b a faithful normal anti-
representation of N on H. Let X be a positive element in L(H) b∗α
N
M̂ ; then, we have:
(id b∗α
N
id βˆ∗α
ν
Φ̂)(id b∗α
N
Γ̂)(X) = (id b∗α
N
Φ̂)(X) b⊗α
N
1
Proof. Using 3.12(v), we get that, for X ∈ L(H) b∗α
N
M̂ :
(id b∗α
N
Γ̂)(X) = (1 b⊗α
N
W c)(X αˆ⊗βˆ
No
1)(1 b⊗α
N
W c)∗
For any Y in L(H b⊗α
ν
HΦ)
+, commuting with 1 b⊗α
N
αˆ(N), let us write
S˜(Y ) = (id b∗α
N
id βˆ∗α
ν
Φ̂)[(1 b⊗α
N
W c)(Y αˆ⊗βˆ
No
1)(1 b⊗α
N
W c)∗]
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which is an element of the positive extended part of L(H b⊗α
ν
HΦ).
Let’s take ξ in D((H b⊗α
ν
HΦ)1b⊗α
N
βˆ, ν
o) and η in D(1b⊗α
N
αˆ(H b⊗α
ν
HΦ), ν). Then, we get
that < S(θ
1b⊗α
N
αˆ
(η, η)), ωξ > is equal to :
Φ̂[(ωξ βˆ∗α
ν
id)((1 b⊗α
N
W c)(θ
1b⊗α
N
αˆ
(η, η) αˆ⊗βˆ
No
1)(1 b⊗α
N
W c)∗)]
which can be written also :
Φ̂[((ωξ,η ∗ id)((1 b⊗α
N
W c∗))∗(ωξ,η ∗ id)((1 b⊗α
N
W c∗)]
Using now 3.12(v), we get that W c∗ = (JΦJbΦ α⊗βˆ
νo
1)W (JbΦJΦ βˆ⊗α
ν
1) and, therefore,
< S(θ
1b⊗α
N
αˆ
(η, η)), ωξ > is equal to Φ̂(A
∗A), where :
A = (ω(1b⊗α
N
JbΦJΦ)ξ,(1b⊗α
N
JΦJbΦ)η
∗ id)(1 b⊗α
No
W )
Let (ei)i∈I be a (b, ν
o)-orthogonal basis of H. Using ([E3], 2.3(ii)), there exist ξi in
D((HΦ)βˆ, ν
o) and ηi in D(αˆHΦ, ν) such that :
ξ =
∑
i
ei b⊗α
ν
ξi
η =
∑
i
ei b⊗α
ν
ηi
and we get that A =
∑
i α(< ei, ei >b,νo)(ωJbΦJΦξi,JbΦJΦηi ∗ id)(W ) because JbΦJΦξi belongs
to D((HΦ)β, ν
o), and JbΦJΦηi belongs to D(αHΦ, ν); so, < S(θ
1b⊗α
N
αˆ
(η, η)), ωξ > is equal
to : ∑
i,j
Φ̂(πˆ(ωJbΦJΦξi,JbΦJΦηi)
∗α(< ei, ei >b,νo< ej , ej >b,νo)πˆ(ωJbΦJΦξj ,JbΦJΦηj ))
If it is bounded, then so are, for all i ∈ I :
Φ̂(πˆ(ωJbΦJΦξi,JbΦJΦηi)
∗α(< ei, ei >b,νo)πˆ(ωJbΦJΦξi,JbΦJΦηi))
which implies (4.7) that, for all i ∈ I, ωJbΦJΦξi,JbΦJΦηi belongs to IΦ, and, therefore, using
4.1, that JbΦJΦξi belongs to D(π
′(JbΦJΦηi)
∗); moreover, we then get :
< S(θ
1b⊗α
N
αˆ
(η, η)), ωξ > = ‖
∑
i
α(< ei, ei >b,νo)π
′(JbΦJΦηi)
∗JbΦJΦξi‖2
= ‖
∑
i
ei b⊗α
ν
π′(JbΦJΦηi)
∗JbΦJΦξi‖2
By definition of the extended positive part, there exists a closed subspace K ⊂ H b⊗α
ν
HΦ
on which S(θ
1b⊗α
N
αˆ
(η, η)) is a positive self-adjoint operator, and it is∞ on the orthogonal
of K.
So, K = ⊕iKi, where the Ki are the closed orthogonal subspaces ei b⊗α
ν
JΦJbΦKJbΦJΦηi
(with the notations of 4.1).
Let u be a unitary in M ′; we get that each Ki is invariant under 1 b⊗α
N
u, and so, we get
37
that pK belongs to L(H) b∗α
N
M ; as (1 b⊗α
N
u)ξ belongs to D((H b⊗α
ν
HΦ)1b⊗α
N
βˆ, ν
o), we get
that :
< S(θ
1b⊗α
N
αˆ
(η, η)), ωuξ > = ‖
∑
i
ei b⊗α
ν
π′(JbΦJΦηi)
∗JbΦJΦuξi‖2
= ‖
∑
i
ei b⊗α
ν
R(JΦu
∗JΦ)π
′(JbΦJΦηi)
∗JbΦJΦξi‖2
= < S(θ
1b⊗α
N
αˆ
(η, η)), ωξ >
So, we get that (1 b⊗α
N
u∗)S(θ
1b⊗α
N
αˆ
(η, η))(1 b⊗α
N
u) is equal to θ
1b⊗α
N
αˆ
(η, η) from which we
get that S(θ
1b⊗α
N
αˆ
(η, η)) belongs to the positive extended part of L(H) b∗α
N
M .
Let (ηj)j∈J be an ((1 b⊗α
N
αˆ), ν) orthogonal basis of H b⊗α
ν
HΦ; for any Y ∈ L(H b⊗α
ν
HΦ)
+,
commuting with 1 b⊗α
N
αˆ(N). We have :
Y =
∑
j
θ
1b⊗α
N
αˆ
(Y 1/2ηj, Y
1/2ηj)
and, therefore :
S(Y ) =
∑
j
S(θ
1b⊗α
N
αˆ
(Y 1/2ηj , Y
1/2ηj))
from which we get that S(Y ) belongs to the positive extended part of L(H) b∗α
N
M .
In particular, if X is a positive element in L(H) b∗α
N
M̂ ; then
(id b∗α
N
id βˆ∗α
ν
Φ̂)(id b∗α
N
Γ̂)(X) = S(X)
belongs to the positive extended part of L(H) b∗α
N
M . As, by definition, it belongs to the
positive extended part of L(H) b∗α
N
M̂ , we get that it belongs to the positive extended
part of L(H) b∗α
N
α(N), from which we get that there exists X ′ in the positive extended
part of b(N)′ such that :
(id b∗α
N
id βˆ∗α
ν
Φ̂)(id b∗α
N
Γ̂)(X) = X ′ b⊗α
N
1
Let ξ be in D(Hb, ν
o), η in D(αHΦ, ν) ∩D((HΦ)βˆ , νo); we get :
< b(< η, η >α,ν)X
′, ωξ > = (ωξ b∗α
N
ωη βˆ∗α
ν
Φ̂)(id b∗α
N
Γ̂)(X)
= (ωη βˆ∗α
ν
Φ̂)Γ̂[(ωξ b∗α
N
id)(X)]
which, using 4.10, is equal to :
< T̂ (ωξ b∗α
N
id)(X), ωη > = (ωξ b∗α
N
ωη)(id b∗α
N
T̂ )(X)
= < b(< η, η >α,ν)(id b∗α
ν
Φ̂)(X), ωξ >
from which we infer that X ′ = (id b∗α
ν
Φ̂)(X), which gives the result. 
38
4.12. Theorem. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; let
H be an Hilbert space with b a faithful normal anti-representation of N on H. Let X be
a positive element in M , X˜ a positive element in L(H) b∗α
N
M ; then :
(i) we have (id β∗α
N
T )Γ(X) = T (X) β⊗α
N
1;
(ii) we have (id b∗α
N
id β∗α
N
T )(id b∗α
N
Γ)(X˜) = (id b∗α
N
T )(X˜) β⊗α
N
1
Proof. Let us apply 4.10 and 4.11 to the dual measured quantum groupoid Ĝ . 
5. Corepresentations of measured quantum groupoids
In this chapter, we define corepresentations of measured quantum groupoids (5.1), and
we prove a fundamental property of these with respect to the antipod S (5.10).
5.1. Definition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; we
shall use all the notations of chapter 3; let H be a N −N -bimodule, i.e. an Hilbert space
equipped with a normal faithful representation a of N on H and a normal faithful anti-
representation b on H, such that b(N) ⊂ a(N)′. Let now V be a unitary from H a⊗β
νo
HΦ
onto H b⊗α
ν
HΦ, satisfying all the following properties, for all x ∈ N :
V (b(x) a⊗β
No
1) = (1 b⊗α
N
β(x))V
V (1 a⊗β
No
α(x)) = (a(x) b⊗α
N
1)V
V (1 a⊗β
No
βˆ(x)) = (1 b⊗α
N
βˆ(x))V
Thanks to these intertwining properties, the following operator has a meaning :
(1 b⊗α
N
W ∗)(1 b⊗α
N
σν)(V βˆ⊗α
No
1)(1 a⊗β
No
σνo)(1 a⊗β
No
W )
and is a unitary from H a⊗β
νo
(HΦ β⊗α
ν
HΦ) onto H b⊗α
νo
HΦ β⊗α
ν
HΦ. Let us recall that the
parenthesis in the first Hilbert space means that the antirepresentation β is here acting
on the second leg of HΦ β⊗α
ν
HΦ. Moreover, here, σν is the flip from HΦ βˆ⊗α
ν
HΦ onto
HΦ α⊗βˆ
νo
HΦ, and σνo is the flip from HΦ β⊗α
ν
Hφ onto HΦ α⊗β
νo
HΦ.
We may consider also the following unitary from Ha⊗β
νo
(HΦβ⊗α
ν
HΦ) onto Hb⊗α
νo
HΦβ⊗α
ν
HΦ:
(V b⊗α
N
1)σ2,3b,a(V α⊗β
No
1)(1 a⊗β
No
σν)
Now, in that formula, σν is the flip from HΦ β⊗α
ν
HΦ onto HΦ α⊗β
νo
HΦ, and σ
2,3
b,a is the flip
from (H b⊗α
ν
HΦ) a⊗β
νo
HΦ onto (H a⊗β
νo
HΦ) b⊗α
ν
HΦ.
We shall say that V is a corepresentation of G on the bimodule aHb if we have :
(1 b⊗α
N
W ∗)(1 b⊗α
N
σν)(V βˆ⊗α
No
1)(1 a⊗β
No
σνo)(1 a⊗β
No
W )
= (V b⊗α
N
1)σ2,3b,a(V α⊗β
No
1)(1 a⊗β
No
σν)
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5.2. Theorem. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid, and
aHb a N −N-bimodule; let V be a unitary from H a⊗β
νo
HΦ onto H b⊗α
ν
HΦ, satisfying all
the following properties, for all x ∈ N :
V (b(x) a⊗β
No
1) = (1 b⊗α
N
β(x))V
V (1 a⊗β
No
α(x)) = (a(x) b⊗α
N
1)V
V (1 a⊗β
No
βˆ(x)) = (1 b⊗α
N
βˆ(x))V
Then, are equivalent :
(i) V is a corepresentation of G on the bimodule aHb;
(ii) for any ξ ∈ D(aH, ν) and η ∈ D(Hb, νo), the operator (ωξ,η ∗ id)(V ) belongs to M and
is such that :
Γ((ωξ,η ∗ id)(V )) = (ωξ,η ∗ id ∗ id)[(V b⊗α
N
1)σ2,3b,a(V α⊗β
No
1)(1 a⊗β
No
σν)]
Proof. Let V be a corepresentation on aHb; let us take now a unitary u in M
′; as we have
then :
(u∗ α⊗βˆ
νo
1)W (u β⊗α
ν
1) =W
it is easy to get, because V is a unitary, that :
(1 b⊗α
ν
u∗)V (1 a⊗β
νo
u) = V
from which we get, for any ξ ∈ D(aH, ν) and η ∈ D(Hb, νo), that the operator (ωξ,η∗id)(V )
belongs to M ; from the definition of a corepresentation, we then get :
Γ((ωξ,η ∗ id)(V )) = (ωξ,η ∗ id ∗ id)[(V b⊗α
N
1)σ2,3b,a(V α⊗β
No
1)(1 a⊗β
No
σν)]
The converse is trivial. 
5.3. Corollary. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid, and
aHb be a N − N-bimodule; let V be unitary from H a⊗β
νo
HΦ onto H b⊗α
ν
HΦ; then, are
equivalent :
(i) V is a corepresentation of G on the N −N-bimodule aHb;
(ii) V ∗ is a corepresentation of Go on the No −No-bimodule bHa.
Proof. Let us suppose that V is a corepresentation of G on the N − N -bimodule aHb;
then, for any ξ ∈ D(aH, ν) and η ∈ D(Hb, νo), the operator (ωξ,η ∗ id)(V ) belongs to M
and we have :
Γ((ωξ,η ∗ id)(V )) = (ωξ,η ∗ id ∗ id)[(V b⊗α
N
1)σ2,3b,a(V α⊗β
No
1)(1 a⊗β
No
σν)]
Therefore, taking the adjoint, we get :
ςνΓ((ωη,ξ ∗ id)(V ∗)) = (ωη,ξ ∗ id ∗ id)[(V ∗ a⊗β
No
1)σ2,3a,b(V
∗
b⊗α
N
1)(1 a⊗β
No
σν)]
which gives, thanks to 5.2, that V ∗ is a corepresentation of Go on the No−No-bimodule
bHa. The proof of the converse is the same, applied to G
o. 
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5.4. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid,
and aHb a N −N-bimodule; let V be an isometry from H a⊗β
νo
HΦ to H b⊗α
ν
HΦ, satisfying
all the following properties, for all x ∈ N :
V (b(x) a⊗β
No
1) = (1 b⊗α
N
β(x))V
V (1 a⊗β
No
α(x)) = (a(x) b⊗α
N
1)V
V (1 a⊗β
No
βˆ(x)) = (1 b⊗α
N
βˆ(x))V
and let us suppose that for any ξ ∈ D(aH, ν) and η ∈ D(Hb, νo), that the operator
(ωξ,η ∗ id)(V ) belongs to M and is such that :
Γ((ωξ,η ∗ id)(V )) = (ωξ,η ∗ id ∗ id)[(V b⊗α
N
1)σ2,3b,a(V α⊗β
No
1)(1 a⊗β
No
σν)]
then V is a unitary and a corepresentation of G on aHb.
Proof. We easily have :
(1 b⊗α
N
σνoW
∗σν)(V βˆ⊗α
N
1)(1 a⊗β
No
σνoWσν) = (1 b⊗α
N
σνo)(V b⊗α
N
1)σ2,3b,a(V α⊗β
No
1)
Then, taking the adjoints, we get :
(1 a⊗β
No
σνoW
∗σν)(V
∗
βˆ⊗α
N
1)(1 b⊗α
N
σνoWσν) = (V
∗
a⊗β
No
1)σ2,3a,b(V
∗
β⊗α
N
1)(1 b⊗α
N
σν)
and, by multiplication, we get, because Q = V V ∗ is a projection in L(H) b∗α
N
M :
(1 b⊗α
N
σνoW
∗σν)(Q βˆ⊗α
N
1)(1 a⊗β
No
σνoWσν)
= (1 b⊗α
N
σνo)(V b⊗α
N
1)σ2,3b,a(Q β⊗α
N
1)σ2,3a,b(V
∗
a⊗β
No
1)(1 a⊗β
No
σν)
which can be written :
(id b∗α
N
Γ)(Q) = (V b⊗α
N
1)σ2,3b,a(Q β⊗α
N
1)σ2,3a,b(V
∗
a⊗β
No
1)
from which we get that (id b∗α
N
Γ)(Q) = (Q β⊗α
ν
1)(id b∗α
N
Γ)(Q).
But, using 3.12(v), we know that (id b∗α
N
Γ)(Q) is equal to
(1 b⊗α
N
σνW
oσν)
∗(Q αˆ⊗β
No
1)(1 b⊗α
N
σνW
oσν)
from which we infer that :
(1 b⊗α
N
σνW
oσν)
∗(Q αˆ⊗β
No
1) = (Q β⊗α
No
1)(1 b⊗α
N
σνW
oσν)
∗(Q αˆ⊗β
No
1)
Let’s take now ξ ∈ D((HΦ)β, νo) and η ∈ D(αHΦ, ν), and let us apply (id ∗ id ∗ ωξ,η) to
this last equality. We find :
(1 b⊗α
N
(ωη,ξ ∗ id)(W o)∗)Q = Q(1 b⊗α
N
(ωη,ξ ∗ id)(W o)∗)Q
and, by density, we get (1 b⊗α
N
y)Q = Q(1 b⊗α
N
y)Q for all y ∈ M̂ ′, from which we get that
Q belongs also to L(H) b∗α
N
M̂ .
Therefore Q belongs to L(H) b∗α
N
α(N) = b(N)′ b⊗α
N
1. So, let q ∈ b(N)′ such that
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Q = q b⊗α
N
1, and (id b∗α
N
Γ)(Q) = q b⊗α
N
1 β⊗α
N
1
So, we get :
(q b⊗α
N
1 β⊗α
N
1) = (V b⊗α
N
1)(q b⊗α
N
1 β⊗α
N
1)(V ∗ a⊗β
No
1)
and, taking the adjoints, we get :
(V ∗ β⊗α
N
1)(q b⊗α
N
1 β⊗α
N
1)(V α⊗β
No
1) = (q b⊗α
N
1 β⊗α
N
1)
but, as, by definition of q, we have (q b⊗α
N
1 β⊗α
N
1)(V α⊗β
No
1) = V α⊗β
No
1, and, as V is an
isometry, we finally get that q = 1; so, V is a unitary, which finishes the proof. 
5.5. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid,
and aHb a N −N-bimodule; let V be a unitary from H a⊗β
νo
HΦ onto H b⊗α
ν
HΦ, satisfying
all the following properties, for all x ∈ N :
V (b(x) a⊗β
No
1) = (1 b⊗α
N
β(x))V
V (1 a⊗β
No
α(x)) = (a(x) b⊗α
N
1)V
V (1 a⊗β
No
βˆ(x)) = (1 b⊗α
N
βˆ(x))V
and let us suppose that, for any ξ ∈ D(aH, ν) and η ∈ D(Hb, νo), the operator (ωξ,η∗id)(V )
belongs to M ; therefore, it is possible to define (id ∗ θ)(V ), for any θ in Mα,β∗ . Moreover,
are equivalent :
(i) V is a corepresentation of G on aHb;
(ii) the application θ → (id ∗ θ)(V ) from Mα,β∗ into L(H) is multiplicative.
Proof. Clear. 
5.6. Example. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; then
the pseudo-multiplicative unitary W verifies :
(1H α⊗βˆ
No
W )(W β⊗α
N
1H)(1H β⊗α
N
W ∗) = (W α⊗βˆ
No
1H)σ
2,3
α,β(W βˆ⊗α
N
1)(1H β⊗α
N
σνo)
from which one gets, using the definition of Γ̂, that we have, for any ξ ∈ D((HΦ)β, νo)
and η ∈ D(αHΦ, ν) :
ςN Γ̂((ωξ,η ∗ id)(W )) = (ωξ,η ∗ id ∗ id)[(W α⊗βˆ
No
1H)σ
2,3
α,β(W βˆ⊗α
N
1)(1H β⊗α
N
σνo)]
which means, thanks to 5.4, thatW is a corepresentation of (Ĝ)o on the No−No bimodule
β(HΦ)α. So, (σνoWσνo)
∗ is a corepresentation of Go on the No − No bimodule βˆ(HΦ)α,
and, using 5.3, σνoWσνo is a corepresentation of G on the N −N bimodule α(HΦ)βˆ.
We get also that (σνW
oσν)
∗ is a corepresentation of G on the N − N bimodule αˆ(HΦ)β
and that W oc is a corepresentation of Ĝc on the No −No bimodule βˆ(HΦ)αˆ.
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5.7. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid,
and aHb a N −N-bimodule; let V be a corepresentation of G on aHb. Then, we have :
(V α⊗β
No
1)(1 a⊗β
No
σνoW
∗σν)(V
∗
βˆ⊗α
N
1) = σ2,3a,b(V
∗
β⊗α
N
1)(1 b⊗α
N
σν)(1 b⊗α
N
σνoW
∗σν)
Proof. From 5.1, we easily have :
(1 b⊗α
N
σνoW
∗σν)(V βˆ⊗α
N
1)(1 a⊗β
No
σνoWσν) = (1 b⊗α
N
σνo)(V b⊗α
N
1)σ2,3b,a(V α⊗β
No
1)
Then, taking the adjoints, we get :
(1 a⊗β
No
σνoW
∗σν)(V
∗
βˆ⊗α
N
1)(1 b⊗α
N
σνoWσν) = (V
∗
a⊗β
No
1)σ2,3a,b(V
∗
β⊗α
N
1)(1 b⊗α
N
σν)
from which we get the result, because V is an unitary. 
5.8. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid,
and aHb a N − N-bimodule; let V be a corepresentation of G on aHb. Let ξ1, ξ2 be in
D(aH, ν) ∩D(Hb, νo), η1, η2 be in D(αHΦ, ν) ∩D((HΦ)βˆ, νo). Then, the element :
(ωV ∗(ξ1b⊗α
ν
η1),V ∗(ξ2b⊗α
ν
η2) ∗ id)(1 a⊗β
No
σνoWσν)
belongs to D(S), and :
S((ωV ∗(ξ1b⊗α
ν
η1),V ∗(ξ2b⊗α
ν
η2) ∗ id)(1 a⊗β
No
σνoWσν)) =
(ωV ∗(ξ1b⊗α
ν
η1),V ∗(ξ2b⊗α
ν
η2) ∗ id)(1 a⊗β
No
σνoW
∗σν)
Proof. By linearity, it suffices to prove that the element of M̂∗ defined, for y in M̂ by :
y 7→ ωV ∗(ξ1b⊗α
ν
η1)(1 a⊗β
No
y)
belongs to M̂α,βˆ∗ . For n ∈ N , we have :
(1 a⊗β
No
α(n))V ∗(ξ1 b⊗α
ν
η1) = V
∗(a(n)ξ1 b⊗α
ν
η1)
(1 a⊗β
No
βˆ(n))V ∗(ξ1 b⊗α
ν
η1) = V
∗(ξ1 b⊗α
ν
βˆ(n)η1)
and, therefore, if n ∈ Nν ,
‖(1 a⊗β
No
α(n))V ∗(ξ1 b⊗α
ν
η1)‖ ≤ ‖Rα(η1)‖‖Ra(ξ1)‖‖Λν(n)‖
‖(1 a⊗β
No
βˆ(n))V ∗(ξ1 b⊗α
ν
η1)‖ ≤ ‖Rb(ξ1)‖‖Rα(η1)‖‖Λν(n)‖
which, therefore, gives the result. 
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5.9. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid,
and aHb a N − N-bimodule; let V be a corepresentation of G on aHb. Let ξ1, ξ2 be in
D(aH, ν) ∩D(Hb, νo), η1, η2 be in D(αHΦ, ν) ∩D((HΦ)βˆ, νo). Then, the element :
(id ∗ ωη1,η2)(W )(ωξ1,ξ2 ∗ id)(V )
belongs to D(S), and :
S[(id ∗ ωη1,η2)(W )(ωξ1,ξ2 ∗ id)(V )] = (ωξ1,ξ2 ∗ id)(V ∗)(id ∗ ωη1,η2)(W ∗)
Proof. Using 5.7, we get that :
(id ∗ ωη1,η2)(W )(ωξ1,ξ2 ∗ id)(V ) = (ωV ∗(ξ1b⊗α
ν
η1),V ∗(ξ2b⊗α
ν
η2) ∗ id)(1 a⊗β
No
σνoWσν)
(ωξ1,ξ2 ∗ id)(V ∗)(id ∗ ωη1,η2)(W ∗) = (ωV ∗(ξ1b⊗α
ν
η1),V ∗(ξ2b⊗α
ν
η2) ∗ id)(1 a⊗β
No
σνoW
∗σν)
We then get the result by 5.8. 
5.10. Theorem. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid, and
aHb a N −N-bimodule; let V be a corepresentation of G on aHb. Let ξ1, ξ2 in D(aH, ν)∩
D(Hb, ν
o); then the element (ωξ1,ξ2 ∗ id)(V ∗) belongs to D(S), and :
S((ωξ1,ξ2 ∗ id)(V )) = (ωξ1,ξ2 ∗ id)(V ∗)
Proof. Using 5.9, we get that, for any x of the form (id ∗ ωη1,η2)(W ∗), where η1, η2
are in D(αHΦ, ν) ∩ D((HΦ)βˆ, νo), the operator x(ωξ1,ξ2 ∗ id)(V ) belongs to D(S), and
S(x(ωξ1,ξ2 ∗ id)(V ∗)) = (ωξ1,ξ2 ∗ id)(V ∗)S(x),
If, moreover, η1 belongs to D(P
−1/2) and is such that P−1/2η1 belongs to D((HΦ)βˆ, ν
o),
and if η2 belongs to D(P
1/2) and is such that P 1/2η2 belongs to D(α(HΦ, ν), then using
([E5], 3.8), we know that :
(id ∗ ωJΦη1,JΦη2)(W ∗) = (id ∗ ωP−1/2η1,P 1/2η2)(W ∗)∗
and we know ([E5], 3.9) that the linear space generated by such elements is weakly dense
in M . Let A be the algebra generated by these elements, which is therefore involutive,
and dense in M .
Therefore, we obtain that S(x(ωξ1,ξ2 ∗ id)(V ∗)) = (ωξ1,ξ2 ∗ id)(V ∗)S(x) for any x ∈ A.
Then, by Kaplanski’s theorem, it is therefore possible to find a sequence an in D(S)
increasing to 1 such that :
S(an(ωξ1,ξ2 ∗ id)(V ∗)) = (ωξ1,ξ2 ∗ id)(V ∗)S(an)
Let’s take now
en = 1/
√
π
∫ ∞
−∞
e−t
2
τt(an)dt
As S is closed, we have again
S(en(ωξ1,ξ2 ∗ id)(V ∗)) = (ωξ1,ξ2 ∗ id)(V ∗)S(en)
Moreover, en is increasing to 1, and, as τ−i/2(en) is bounded, τ−i/2(en) converges also to
1, and so does S(en). So, we get the result, using again the closedness of S. 
44
5.11. Theorem. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid, and
aHb a N −N-bimodule, and let us suppose that D(aH, ν)∩D(Hb, νo) is dense in H. Let V
be a corepresentation of G on aHb. Then, for any ζ1, ζ2 in H, for any ξ ∈ D((HΦ)β, νo)∩
D(P 1/2) such that P 1/2ξ belongs to D(αHΦ, ν), and for any η ∈ D(αHΦ, ν) ∩ D(P−1/2)
such that P−1/2η belongs to D((HΦ)β, ν
o), we have :
(V (ζ1 a⊗β
νo
ξ)|ζ2 b⊗α
ν
η) = (V ∗(ζ1 b⊗α
ν
JbΦP
−1/2η)|ζ2 a⊗β
νo
JbΦP
1/2ξ)
Proof. It is clear that JbΦP
−1/2η belongs to D(αHΦ, ν) and that JbΦP
1/2ξ belongs to
D((HΦ)β, ν
o). Moreover, we have, if we take ζ1, ζ2 in D(aH, ν) ∩D(Hb, νo) :
(V (ζ1 a⊗β
νo
ξ)|ζ2 b⊗α
ν
η) = (ζ1 a⊗β
νo
ξ|V ∗(ζ2 b⊗α
ν
η))
= (ξ|(ωζ2,ζ1 ∗ id)(V ∗)η)
which, using 5.10, and the fact that JbΦP
1/2 = P−1/2JbΦ, is equal to :
(ξ|S[(ωζ2,ζ1 ∗ id)(V )]η) = (ξ|JbΦP−1/2(ωζ2,ζ1 ∗ id)(V )∗P 1/2JbΦη)
= ((ωζ2,ζ1 ∗ id)(V )∗JbΦP−1/2η|JbΦP 1/2ξ)
= (JbΦP
−1/2η|(ωζ2,ζ1 ∗ id)(V )JbΦP 1/2ξ)
= (ζ1 b⊗α
ν
JbΦP
−1/2η|V (ζ2 a⊗β
νo
JbΦP
1/2ξ))
= (V ∗(ζ1 b⊗α
ν
JbΦP
−1/2η)|ζ2 a⊗β
νo
JbΦP
1/2ξ)
Therefore, the result is proved for ζ1, ζ2 in D(aH, ν) ∩D(Hb, νo), and it remains true, by
continuity, for any ζ1, ζ2 in H. 
6. Actions of measured quantum groupoids
In this chapter, we define actions of measured quantum groupoids on von Neumann
algebras (6.1) and actions implemented by a corepresentation (6.6). We define also invari-
ant elements by an action (6.11), the canonical operator-valued weight on the invariants
(6.13), and integrable actions (6.14)
6.1. Definition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid, and
let A be a von Neumann algebra.
An action of G on A is a couple (b, a), where :
(i) b is an injective ∗-antihomomorphism from N into A;
(ii) a is an injective ∗-homomorphism from A into A b∗α
N
M ;
(iii) b and a are such that, for all n in N :
a(b(n)) = 1 b⊗α
N
β(n)
(which allow us to define a b∗α
N
id from A b∗α
N
M into A b∗α
N
M β∗α
N
M) and such that :
(a b∗α
N
id)a = (id b∗α
N
Γ)a
If there is no ambiguity, we shall say that a is the action.
So, a measured quantum groupoid G can act only on a von Neumann algebra A which is
a right module over the basis N .
Moreover, if M is abelian, then, as, for all n ∈ N , a(b(n)) = 1 b⊗α
N
β(n) commutes
with a(x), for all x ∈ A, we see that b(N) is in the center of A. As in that case
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(3.13) the measured quantum groupoid comes then from a measured groupoid G, we have
N = L∞(G(0), ν), and A can be decomposed as A =
∫
G(0)
Axdν(x).
6.2. Example. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; then
(id, β) is an action of G on No, we shall call the trivial action of G on No.
6.3. Example. Let G be a measured groupoid, and let a be an action of G on a von
Neumann algebra A =
∫ ⊕
G(0)
Axdν(x), as defined in ([Y3], def. 3.1(i)); let us define then b
as the homomorphism which sends L∞(G(0)) into the diagonalizable operators in A. Then,
(b, a) is an action (in the sense of 6.1) of the measured quantum groupoid G defined in
3.13 on A ([OR], Th. 3.2), i.e. for all g ∈ G, there exists a family of ∗-isomorphisms
ag from A
s(g) onto Ar(g), such that, if (g1, g2) ∈ G(2), we have ag1g2 = ag1ag2, and such
that, for any normal positive functional ω =
∫ ⊕
G(0)
ωxdν(x), and any y =
∫ ⊕
G(0)
yxdν(x), the
function g 7→ ωr(g)(ag(ys(g))) is µ-measurable. We then get :
a(
∫ ⊕
G(0)
yxdν(x)) =
∫ ⊕
G
ag(y
s(g))dµ(g)
Let now b be a coaction of G on a von Neumann algebra B which is a L∞(G(0), ν)-module,
as defined in ([Y3], def. 3.1(ii)); let us define then b as the homomorphism which sends
L∞(G(0), ν) into B; then, (b, b) is an action of Ĝ (as defined in 3.13) on B. ([Y3], 3.1 (ii)
and [OR], 2.3).
6.4. Example. Let G = (M,Γ,Φ,Ψ) be a locally compact quantum group; an action of
G on a von Neumann algebra A is an injective ∗-homomorphism a from M into A⊗M ,
such that
(a⊗ id)a = (id⊗ Γ)a
(where id means the identity of A or of M). ([V2], 1.1)
Writing now id for the canonical ∗-homomorphism from C into A, we get that (id, a) is
an action of the measured quantum groupoid G (3.14) on A.
6.5. Example. Let M0 ⊂ M1 a depth 2 inclusion of von Neumann algebras, with a
regular operator-valued weight T1 from M1 to M0, as defined in 2.2. Let G1 be the
measured quantum groupoid constructed (3.15) from this inclusion, and G2 the measured
quantum groupoid constructed from the inclusion M1 ⊂M2, which is isomorphic to Ĝ1
o
;
we shall use the notaions introduced in 2.2 and 3.15. Then, there exists ([EV], 7.3) a
canonical action of G2 on M1, which can be described as follows : the anti-representation
of the basis M ′1 ∩ M2 (which, using j1, is anti-isomorphic to M ′0 ∩ M1), is given by
the natural inclusion of M ′0 ∩ M1 into M1, and the homomorphism from M1 is given
by the natural inclusion of M1 into M3 (which is, thanks to ([EV], 4.6), isomorphic to
M1 ∗ L(Hχ2)).
6.6. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid,
aHb be a N − N bimodule, and V be a corepresentation of G on H; for any x ∈ a(N)′,
let us write a(x) = V (x a⊗β
No
1)V ∗ and let A be a von Neumann algebra on H, such that
b(N) ⊂ A ⊂ a(N)′, and a(A) ⊂ A b∗α
N
M ; then :
(i) (b, a) is an action of G on a(N)′;
(ii) (b, a|A) is an action of G on A.
In such a situation, we shall say that a and a|A are implemented by V .
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Proof. The intertwining properties of V imply that, for all n ∈ N :
a(b(n)) = 1 b⊗α
N
β(n)
(a(n) b⊗α
N
1)a(x) = a(x)(a(n) b⊗α
N
1)
and this last property gives that a(a(N)′) ⊂ a(N)′ b∗α
N
M . Therefore, we can consider
(a b∗α
N
id)a(x), which will be equal to :
(V b⊗α
N
1)σ2,3b,a(V α⊗β
No
1)(x a⊗β
No
1 α⊗β
No
1)(V ∗ α⊗β
No
1)σ2,3a,b(V
∗
b⊗α
N
1)
which, thanks to 5.1, is equal to :
(1 b⊗α
N
W ∗)(1 b⊗α
N
σν)(a(x) βˆ⊗α
N
1)(1 b⊗α
N
σνo)(1 b⊗α
N
W )
which is equal to (id b∗α
N
Γ)a(x). 
6.7. Theorem. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid, A a
von Neumann algebra, (b, a) an action of G; then, there exist an Hilbert space H, a faithful
normal representation π of A on H, a normal faithful representation a of N on H, such
that π(A) ⊂ a(N)′, a corepresentation V of G on the N −N bimodule aHπ◦b, such that,
for all x in A :
(π b∗α
N
id)a(x) = V (π(x) a⊗β
No
1)V ∗
Proof. Let’s take H = L2(A) b⊗α
N
HΦ, let us write a(n) = 1L2(A) b⊗α
N
αˆ(n), for all n ∈ N ,
and take V = 1L2(A) b⊗α
No
(σνW
oσν)
∗ which is (5.6) a corepresentation of G on aH(1L2(A)b⊗α
No
β)
and choose π = a to obtain the result. 
6.8. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid, aHb
be a N −N bimodule, and V be a corepresentation of G on H; let A be a von Neumann
algebra on H, such that b(N) ⊂ A ⊂ a(N)′; then, are equivalent :
(i) the corepresentation V of G implements an action a of G on A;
(ii) the corepresentation V ∗ of Go implements an action a′ of Go on A′.
Proof. Let us suppose (i); then, we have V (Aa⊗b
No
1)V ∗ ⊂ Ab∗α
N
M ; taking the commutants,
we get :
A′ b⊗α
N
M ′ ⊂ V (A′ a∗β
No
L(HΦ))V
∗
and, therefore, A′ b⊗α
N
1 ⊂ V (A′ a∗β
No
L(HΦ))V
∗, from which have :
V ∗(A′ b⊗α
N
1)V ⊂ A′ a∗β
No
L(HΦ)
but, from 5.3 and 6.6 applied to V ∗, we get that :
V ∗(b(N)′ b⊗α
N
1)V ⊂ b(N)′ a∗β
No
M
and, therefore, we have :
V ∗(A′ b⊗α
N
1)V ⊂ A′ a∗β
No
M
from which we get (ii), using 6.6 again. If we apply this proof to Go, we obtain that (ii)
implies (i). 
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6.9. Definition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid, A
a von Neumann algebra, (b, a) an action of G on A; let ψ a normal semi-finite faithful
weight on A, and let us define, for all n ∈ N , a(n) = Jψb(n∗)Jψ, which gives to a(Hψ)b
a canonical structure of N − N bimodule; let V be a coreprentation of G on Hψ; let us
suppose that V implements a, i.e. that, for any x ∈ A, we have :
a(x) = V (x a⊗β
No
1)V ∗
We shall say that V is a standard implementation of a if, moreover, we have :
V ∗ = (Jψ α⊗β
νo
JbΦ)V (Jψ b⊗α
ν
JbΦ)
6.10. Example. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; then
(β,Γ) is an action of G on M .
Moreover, (σνW
oσν)
∗ is a corepresentation of G on αˆ(HΦ)β which is a standard imple-
mentation of Γ.
6.11. Definition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupo-id,
and let A be a von Neumann algebra, (b, a) an action of G on A; we shall call Aa the
invariant subalgebra of A defined by :
Aa = {x ∈ A ∩ b(N)′; a(x) = x b⊗α
N
1}
In the example 6.2, the invariant subalgebra is Z(N); in the example 6.5, the invariant
subalgebra isM0 ([EV], 7.5); in the example 6.10, the invariant subalgebra is α(N)(3.11(v)).
6.12. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupo-id,
and let A be a von Neumann algebra, (b, a) an action of G on A. Let Φ = ν ◦ α−1 ◦ T ;
for any x ∈ A+, the extended positive element of A
Ta(x) = (id b∗α
ν
Φ)a(x)
is an extended positive element of Aa.
Proof. Let ω ∈ (A b∗α
N
M)+∗ ; then, we have :
ω ◦ a(Ta(x)) = ω(id b∗α
N
id β∗α
ν
Φ)(a b∗α
N
id)a(x)
= ω(id b∗α
N
id β∗α
N
Φ)(id b∗α
N
Γ)a(x)
which, thanks to 4.12(ii), is equal to :
ω((id b∗α
ν
Φ)a(x) β⊗α
N
1)
from which we get that a(Ta(x)) = Ta(x) b⊗α
N
1, which is the result. 
6.13. Proposition. Let (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid, and
let A be a von Neumann algebra, (b, a) an action of (N,M, α, β,Γ, T, T ′, ν) on A. Let
Φ = ν ◦ α−1 ◦ T , and, for any x ∈ A+, let Ta(x) = (id b∗α
N
Φ)a(x) be the extended positive
element of Aa defined in 6.12. Then Ta is a normal faithful operator-valued weight from
A on Aa.
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Proof. Let y in Aa; let ω ∈ A+∗ , such that there exists k > 0 for which ω ◦ b ≤ kν; as
y ∈ b(N)′, the element ωy of A+∗ defined, for all x ∈ A by ωy(x) = ω(y∗xy) satisfies the
same property, and we have, for x ∈ A+:
< Ta(y
∗xy), ω > = ω((id b∗α
N
Φ)a(y∗xy))
= ω((id b∗α
N
Φ)(y∗ b⊗α
N
1)a(x)(y b⊗α
N
1))
= ωy(Ta(x))
= < y∗Ta(x)y, ω >
which proves that Ta is indeed an operator-valued weight. Normality and faithfulness are
trivial. 
6.14. Definition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupo-id,
and let A be a von Neumann algebra, (b, a) an action of G on A; we shall say that
the action is integrable if the operator-valued weight Ta introduced in 6.12 and 6.13 is
semi-finite.
7. Some technical properties of actions
In this chapter, we define technical properties (property A in 7.1, saturation property in
7.3) and prove technical results (7.6, 7.7) about these properties which will be necessary
in the sequel. We shall prove in chapter 11 that these properties are always fulfilled.
7.1. Definition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid,
(b, a) an action of G on a von Neumann algebra A; following ([E1], III2), we shall say
that the action a satisfies the property (A) if :
(a(A) ∪ 1 b⊗α
N
α(N)′)′′ = A b∗α
N
L(HΦ)
7.2. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid;
then, we have :
(Γ(M) ∪ 1 β⊗α
N
α(N)′)′′ = M β∗α
N
L(HΦ)
In other words, the action (β,Γ) of G on M (6.10) satisfies the property (A) (7.1).
Proof. Let y be in β(N)′ such that W (y β⊗α
N
1)W ∗ belongs to L(HΦ) α∗βˆ
No
M ′; then, for
any u unitary in M , we have :
(1 α⊗βˆ
No
u)W (y β⊗α
N
1)W ∗(1 α⊗βˆ
No
u∗) =W (y β⊗α
N
1)W ∗
which can be written :
Γ(u)(y β⊗α
N
1)Γ(u∗) = y β⊗α
N
1
and, therefore, we have Γ(u)(y β⊗α
N
1) = (y β⊗α
N
1)Γ(u); therefore, y commutes with all
elements of the form (id α∗β
N
ω)Γ(u), for all u unitary in M and all ω ∈ M∗ for which
there exists k > 0 such that ω ◦α ≤ kν, and, using A.7, we get that y belongs to M ′. So,
we have :
(β(N)′ β⊗α
N
1) ∩W ∗(L(HΦ) α∗βˆ
No
M ′)W = M ′ β⊗α
N
1
and, as (β(N)′ β⊗α
N
1) = L(HΦ) β∗α
N
α(N) = (1 β⊗α
N
α(N)′)′, we get the result, taking the
commutants. 
49
7.3. Definition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid,
(b, a) an action of G on a von Neumann algebra A; following ([ES1], II8), we shall denote:
Sata = {X ∈ A b∗α
N
M, (a b∗α
N
id)(X) = (id b∗α
N
Γ)(X)}
By definition, we have a(A) ⊂ Sata, and we shall say that a is saturated if a(A) = Sata
7.4. Lemma. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid, aHb a
N − N bimodule, V a corepresentation of G on aHb; let SatV be the set of elements X
in a(N)′ b∗α
N
βˆ(N)′ such that :
(V b⊗α
N
1)σ2,3b,a(X a⊗β
No
1)σ2,3a,b(V
∗
β⊗α
N
1)
= (1 b⊗α
N
W ∗)(1 b⊗α
N
σν)(X βˆ⊗α
N
1)(1 b⊗α
N
σν)(1 b⊗α
N
W )
Then, we have :
(i) SatV = V (L(H) a∗β
No
M̂ ′)V ∗;
(ii) V ∗(1 b⊗α
N
M̂ ′)V ⊂ L(H) a∗β
No
M̂ ′
Proof. As V is a corepresentation, we have, by definition :
(1 b⊗α
N
W ∗)(1 b⊗α
N
σν)(V βˆ⊗α
No
1)(1 a⊗β
No
σνo)(1 a⊗β
No
W )
= (V b⊗α
N
1)σ2,3b,a(V α⊗β
No
1)(1 a⊗β
No
σν)
and, therefore :
(1 b⊗α
N
σνo)(1 b⊗α
N
W )(V b⊗α
N
1)σ2,3b,a
= (V βˆ⊗α
No
1)(1 a⊗β
No
σνo)(1 a⊗β
No
W )(1 α⊗β
No
σνo)(V
∗
α⊗β
No
1)
So, X belongs to SatV if and only if we have :
(1 α⊗β
No
σνoWσνo)(V
∗XV α⊗β
No
1) = (V ∗XV βˆ⊗α
N
1)(1 α⊗β
No
σνoWσνo)
from which we get that X belongs to SatV if and only if V ∗XV belongs to L(H) a∗β
No
M̂ ′,
which finishes the proof of (i).
As it is clear that 1 b⊗α
N
M̂ ′ ⊂ SatV , we get (ii) from (i). 
7.5. Lemma. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid, aHb a
N − N bimodule, A a von Neumann algebra such that b(N) ⊂ A ⊂ a(N)′, V a corepre-
sentation of G on aHb which implements an action (b, a) on A; then we have :
Sata = A b∗α
N
M ∩ V (L(H) a∗β
No
M̂ ′)V ∗
and also :
Sata = A b∗α
N
L(HΦ) ∩ V (a(N)′ a⊗β
No
1)V ∗
50
Proof. Let X ∈ A b∗α
N
M ; as we have :
(a b∗α
N
id)(X) = (V b⊗α
N
1)σ2,3b,a(X a⊗β
No
1)σ2,3a,b(V
∗
β⊗α
N
1)
and :
(id b∗α
N
Γ)(X) = (1 b⊗α
N
W ∗)(1 b⊗α
N
σν)(X βˆ⊗α
N
1)(1 b⊗α
N
σν)(1 b⊗α
N
W )
we get that Sata = A b∗α
N
M ∩ SatV , which, thanks to 7.4(i), gives the first formula.
Starting from this formula, we get, because V is a corepresentation of G :
Sata = V (V ∗(A b∗α
N
M)V ∩ L(H) a∗β
No
M̂ ′)V ∗
⊂ V (L(H) a∗β
N
M ∩ L(H) a∗β
No
M̂ ′)V ∗
= V (L(H) a∗β
N
β(N))V ∗
= V (a(N)′ a⊗β
No
1)V ∗
and, therefore, Sata ⊂ A b∗α
N
M ∩ V (a(N)′ a⊗β
No
1)V ∗.
As a(N)′ a⊗β
No
1 ⊂ L(H) a∗β
No
M̂ ′, using the first formula, we get :
Sata = A b∗α
N
M ∩ V (a(N)′ a⊗β
No
1)V ∗
And, as V (a(N)′ a⊗β
No
1)V ∗ ⊂ L(H) b∗α
N
M , we get the second formula. 
7.6. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid,
aHb a N − N bimodule, A a von Neumann algebra such that b(N) ⊂ A ⊂ a(N)′, V a
corepresentation of G on aHb which implements an action (b, a) of G on A and an action
(a, a′) of Go on A′. Then, are equivalent :
(i) a is saturated;
(ii) a′ satisfies property (A).
Proof. Using 7.5, we get that a is saturated if and only if :
V (A a⊗β
No
1)V ∗ = A b∗α
N
L(HΦ) ∩ V (a(N)′ a⊗β
No
1)V ∗
which, taking the commutants, is equivalent to :
V (A′ a∗β
No
L(HΦ))V
∗ = (A′ b⊗α
N
1 ∪ V (a(N) a∗β
No
L(HΦ))V
∗)′′
or, to :
A′ a∗β
No
L(HΦ) = (V
∗(A′ b⊗α
N
1)V ∪ a(N) a∗β
No
L(HΦ))
′′
which is :
A′ a∗β
No
L(HΦ) = (a
′(A′) ∪ (1 a⊗β
No
β(N)′))′′
which means that a′ satisfies property (A). The converse is proved the same way. 
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7.7. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid, A
a von Neumann algebra, (b, a) an action of G on A; let ψ be a normal semi-finite faithful
weight on A, and let us suppose that there exists a corepresentation V on Hψ which is a
standard implementation for a in the sense of 6.9. Then, are equivalent :
(i) a is saturated;
(ii) a satisfies property (A).
Proof. By 6.9, for all n ∈ N , we write a(n) = Jψb(n∗)Jψ, and V is a corepresentation of
G on a(Hψ)b, which implements a, and verifies :
V ∗ = (Jψ α⊗β
νo
JbΦ)V (Jψ b⊗α
ν
JbΦ)
from which we get that the action a′ implemented by V ∗ satisfies :
(Jψ α⊗β
νo
JbΦ)a
′(A′)(Jψ b⊗α
ν
JbΦ) = a(A)
As (Jψ α⊗β
νo
JbΦ)(A a⊗β
No
1)(Jψ b⊗α
ν
JbΦ) = A
′
b⊗α
N
1, we get that :
(Jψ α⊗β
νo
JbΦ)(A
′
a∗β
No
L(HΦ))(Jψ b⊗α
ν
JbΦ) = A b∗α
N
L(HΦ)
Thanks to 7.6, a is saturated if and only if a′ satisfies property (A), which means that :
A′ a∗β
No
L(HΦ) = (a
′(A′) ∪ (1 a⊗β
No
β(N)′))′′
from which we get that :
A b∗α
N
L(HΦ) = (a(A) ∪ (1 b⊗α
N
α(N)′)′′
which means that a satisfies property (A). 
7.8. Corollary. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; then,
we have :
Γ(M) = {X ∈M β∗α
N
M ; (Γ β∗α
N
id)(X) = (id β∗α
N
Γ)(X)}
Proof. We have seen in 6.10 that Γ can be considered as an action of G on M , which has
a standard implementation; moreover, by 7.2, it satisfies property (A), and, therefore, by
7.7, this action is saturated, which finishes the proof. 
8. The standard implementation of an action : the case of a δ-invariant
weight
In this chapter, we define δ-invariant weights on a von Neumann algebra on which
is acting a measured quantum groupoid (8.1); in that situation, we construct (8.8) a
standard implementation of the action. As a corollary, we obtain in that case that the
property A and the saturation property introduced in chapter 7 are equivalent (8.10).
8.1. Definition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; let
A be a von Neumann algebra, (b, a) an action of G on A and let ψ be a normal faithful
semi-finite weight on A. We shall identify A and πψ(A), for simplification. Let a be the
representation of N on HΨ given by :
a(n) = Jψb(n
∗)Jψ
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We shall say that ψ is δ-invariant if, for all η ∈ D(αHΦ, ν) ∩ D(δ1/2), such that δ1/2η
belongs to D((HΦ)β, ν
o), and for all x ∈ Nψ, we have:
ψ((id b∗α
N
ωη)a(x
∗x)) = ‖Λψ(x) a⊗β
νo
δ1/2η‖2
One should remark that (id b∗α
N
ωη)a(x
∗x) belongs then to M+ψ .
Moreover, if the subset D((Hψ)b, ν
o)∩D(aHψ, ν) is dense in Hψ, we shall say that ψ bears
the density property,
8.2. Example. Let us consider (6.10) the action (β,Γ) of G on M ; then, by 4.5, we get
that Φ is δ-invariant. Namely, taking (ei)i∈I an orthonormal (α, ν) basis of HΦ, we get,
for x ∈ NΦ and convenient η, that :
Φ[(id β∗α
N
ωη)Γ(x
∗x)] =
∑
i
Φ((id β∗α
N
ωη,ei)Γ(x)
∗(id β∗α
N
ωη,ei)Γ(x))
=
∑
i
‖(id ∗ ωδ1/2η,ei)(Ŵ o)ΛΦ(x)‖2
= ‖
∑
i
(1 β⊗α
N
θα,ν(ei, ei))Ŵ o(ΛΦ(x) αˆ⊗β
νo
δ1/2η)‖2
= ‖ΛΦ(x) αˆ⊗β
νo
δ1/2η‖2
Moreover, as D((HΦ)β , ν
o) ∩D(αˆHΦ, ν) is dense in HΦ, Φ bears the density property.
8.3. Lemma. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; let A be
a von Neumann algebra, (b, a) an action of G on A and let ψ be a δ-invariant normal
faithful semi-finite weight on A. Let (ei)i∈I be an (α, ν)-orthogonal basis of HΦ. Let
x ∈ Nψ, and η as in 8.1. Then:
(i) for all ξ ∈ D(αHΦ, ν), (id b∗α
N
ωη,ξ)a(x) belongs to Nψ;
(ii) the sum
∑
iΛψ((id b∗α
N
ωη,ei)a(x)) b⊗α
ν
ei is strongly converging, the limit does not
depend upon the choice of the (α, ν)-orthogonal basis of HΦ, and :
‖
∑
i
Λψ((id b∗α
N
ωη,ei)a(x)) b⊗α
ν
ei‖2 = ψ((id b∗α
N
ωη)a(x
∗x))
Proof. We have :
(id b∗α
N
ωη,ξ)a(x)
∗(id b∗α
N
ωη,ξ)a(x) = (id b∗α
N
ωη)(a(x
∗)(1 b⊗α
N
θα,ν(ξ, ξ))a(x))
which is less than ‖Rα,ν(ξ)‖2(id b∗α
N
ωη)a(x
∗x), which belongs to M+ψ , by hypothesis; so
we get (i).
As the vectors Λψ((id b∗α
N
ωη,ei)a(x)) b⊗α
ν
ei are two by two orthogonal, for any finite J ⊂ I,
we have :
‖
∑
i∈J
Λψ((id b∗α
N
ωη,ei)a(x)) b⊗α
ν
ei‖2
=
∑
i∈J
‖Λψ((id b∗α
N
ωη,ei)a(x)) b⊗α
ν
ei‖2
= ψ(id b∗α
N
ωη)(a(x
∗)(1 b⊗α
N
∑
i∈J
θα,ν(ei, ei))a(x))
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which is less than (and uprising to) ψ(id b∗α
N
ωη)a(x
∗x). If ξ ∈ D(αHΦ, ν), we have :
(ρb,αξ )
∗(
∑
i
Λψ((id b∗α
N
ωη,ei)a(x)) b⊗α
ν
ei) = Λψ((id b∗α
N
ωη,ξ)a(x))
which does not depend upon the choice of the basis, and finishes the proof of (ii). 
8.4. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; let
A be a von Neumann algebra, (b, a) an action of G on A and let ψ be a δ-invariant normal
faithful semi-finite weight on A. Let us define the representation a of N on Hψ by, for
n ∈ N :
a(n) = JΨb(n
∗)Jψ
Then :
(i) there exists an isometry Vψ from Hψ a⊗β
νo
HΦ to Hψ b⊗α
ν
HΦ such that:
Vψ(Λψ(x) a⊗β
νo
δ1/2η) =
∑
i
Λψ((id b∗α
N
ωη,ei)a(x)) b⊗α
ν
ei
for all x ∈ Nψ, η as in 8.1 and for all (α, ν)-orthogonal basis (ei)i∈I of HΦ.
(ii) for all e ∈ Nψ, we have :
(JψeJψ b⊗α
ν
1)Vψ(Λψ(x) a⊗β
νo
δ1/2η) = a(x)(JψΛψ(e) b⊗α
ν
η)
(iii) for all ξ ∈ D(αHΦ, ν), we have :
Λψ((id b∗α
N
ωη,ξ)a(x)) = (id ∗ ωδ1/2η,ξ)(Vψ)Λψ(x)
(iv) for all y ∈ A, z ∈M ′, we have :
a(y)Vψ = Vψ(y a⊗β
νo
1)
(1 b⊗α
N
z)Vψ = Vψ(1 a⊗β
No
z)
(v) for all n ∈ N ; we have :
(a(n) b⊗α
N
1)Vψ = Vψ(1 a⊗β
No
α(n))
(1 b⊗α
N
β(n))Vψ = Vψ(b(n) a⊗β
No
1)
(1 b⊗α
N
βˆ(n))Vψ = Vψ(1 a⊗β
No
βˆ(n))
Proof. Defining Vψ by the formula given in (i), we easily obtain, using 8.3(ii), that for all
x′ ∈ Nψ, η′ as in 8.1, we get :
(Vψ(Λψ(x) a⊗β
νo
δ1/2η)|Vψ(Λψ(x′) a⊗β
νo
δ1/2η′)) = ψ((id b∗α
N
ωη,η′)a(x
′∗x))
which, by polarization of the definition of δ-invariance, is equal to:
(Λψ(x) a⊗β
νo
δ1/2η|Λψ(x′) a⊗β
νo
δ1/2η′)
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which implies that this formula defines an isometry which can be extended by continuity
to Hψ a⊗β
νo
HΦ, and does not depend upon the choice of the basis, which is (i). We then
get :
(JψeJψ b⊗α
ν
1)Vψ(Λψ(x) a⊗β
νo
δ1/2η) =
∑
i
JψeJψΛψ((id b∗α
N
ωη,ei)a(x)) b⊗α
ν
ei
=
∑
i
(id b∗α
N
ωη,ei)a(x))JψΛψ(e) b⊗α
ν
ei
= a(x)(JψΛψ(e) b⊗α
ν
η)
which is (ii). Using (ii), we then get :
JψeJψΛψ((id b∗α
N
ωη,ξ)a(x)) = (id b∗α
N
ωη,ξ)a(x)JψΛψ(e)
= JψeJψ(id ∗ ωδ1/2η,ξ)(Vψ)Λψ(x)
from which we get (iii), by taking the limit when e goes to 1. Using (ii) again, we have
also :
(JψeJψ b⊗α
N
1)a(y)Vψ(Λψ(x) a⊗β
νo
δ1/2η) = a(y)(JψeJψ b⊗α
ν
1)Vψ(Λψ(x) a⊗β
νo
δ1/2η)
= a(yx)(JψΛψ(e) b⊗α
ν
η)
which, thanks to (ii) again, is equal to :
(JψeJψ b⊗α
N
1)Vψ(Λψ(yx) a⊗β
νo
δ1/2η) = (JψeJψ b⊗α
N
1)Vψ(y a⊗β
No
1)(Λψ(x) a⊗β
νo
δ1/2η)
from which we get the first formula of (iv), by taking the limit when e goes to 1. We
have also :
(JψeJψ b⊗α
N
z)Vψ(Λψ(x) a⊗β
νo
δ1/2η) = (1 b⊗α
N
z)a(x)(JψΛψ(e) b⊗α
ν
η)
= a(x)(JψΛψ(e) b⊗α
ν
zη)
and, thanks to (ii) again, we get :
(JψeJψ b⊗α
N
1)Vψ(Λψ(x) a⊗β
νo
δ1/2zη) = (JψeJψ b⊗α
N
1)Vψ(Λψ(x) a⊗β
νo
zδ1/2η)
= (JψeJψ b⊗α
N
1)Vψ(1 a⊗β
No
z)(Λψ(x) a⊗β
νo
δ1/2η)
from which we get the second formula of (iv), by taking the limit when e goes to 1.
Let’s take now n ∈ N , analytic with respect both to σν and γ. We have :
(JψeJψa(n) b⊗α
N
1)Vψ(Λψ(x) a⊗β
νo
δ1/2η) = (Jψeb(n
∗)Jψ b⊗α
N
1)Vψ(Λψ(x) a⊗β
νo
δ1/2η)
= a(x)(JψΛψ(eb(n
∗)) b⊗α
ν
η)
It is equal to :
a(x)(σψ−i/2(b(n))JψΛψ(e) b⊗α
ν
η) = a(x)(b(γ−i/2(n))JψΛψ(e) b⊗α
ν
η)
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which is equal to a(x)(JψΛψ(e) b⊗α
ν
α(σν−i/2γ−i/2(n))η), and, thanks to (ii) again, to :
(JψeJψ b⊗α
N
1)Vψ(Λψ(x) a⊗β
νo
δ1/2α(σν−i/2γ−i/2(n))η)
= (JψeJψ b⊗α
N
1)Vψ(Λψ(x) a⊗β
νo
α(n)δ1/2η)
= (JψeJψ b⊗α
N
1)Vψ(1 a⊗β
No
α(n))(Λψ(x) a⊗β
νo
δ1/2η)
from which we get the first formula of (v), by taking the limit when e goes to 1.
The other formulae of (v) are special cases of (iv), taking y = b(n), and z = βˆ(n). 
8.5. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; let
A be a von Neumann algebra, (b, a) an action of G on A and let ψ be a δ-invariant normal
faithful semi-finite weight on A. Let us define the representation a of N on Hψ by, for
n ∈ N :
a(n) = Jψb(n
∗)Jψ
and let Vψ the isometry from Hψ a⊗β
νo
HΦ to Hψ b⊗α
ν
HΦ constructed in 8.4, which satisfies
the intertwining properties proved in 8.4(v). Then we have :
(1 b⊗α
N
σνoW
∗σν)(Vψ βˆ⊗α
N
1)(1 a⊗β
No
σνoWσν) = (1 b⊗α
N
σνo)(Vψ b⊗α
N
1)σ2,3b,a(Vψ α⊗β
No
1)
Proof. Let x1, x2 in Nψ, ξ1, ξ2 in D(αHΦ, ν), and η1, η2 as in 8.1 (i = 1, 2); then, the
scalar product of the vector :
(Vψ b⊗α
N
1)(1 a⊗β
No
σνo)(Vψ α⊗β
No
1)(1 α⊗β
No
σν)(Λψ(x1) a⊗β
νo
(δ1/2η1 β⊗α
ν
δ1/2η2))
with Λψ(x2) b⊗α
ν
ξ1 β⊗α
ν
ξ2 is equal to :
(Vψ((id ∗ ωδ1/2η2,ξ2)(Vψ)Λψ(x1) a⊗β
νo
δ1/2η1)|Λψ(x2) b⊗α
ν
ξ1)
which, thanks to 8.4(iii), is equal to :
(Vψ(Λψ[(id b∗α
N
ωη2,ξ2)a(x1)] a⊗β
νo
δ1/2η1)|Λψ(x2) b⊗α
ν
ξ1)
and, using 8.4(iii) again, is equal to :
(Λψ[(id b∗α
N
ωη1,ξ1)a((id b∗α
N
ωη2,ξ2)a(x1))]|Λψ(x2))
which, using 6.1, is equal to :
(Λψ((id b∗α
N
ωη1,ξ1 β∗α
N
ωη2,ξ2)(id β∗α
N
Γ)a(x1))|Λψ(x2))
Let us define Ω ∈M∗ such that, for any x ∈M , Ω(x) = (ωη1,ξ1 β∗α
N
ωη2,ξ2)Γ(x).
Let (ei)i∈I be an (α, ν)-orthogonal basis of HΦ. There exists a family of vectors ξi in H ,
such that ξi = βˆ(< ei, ei >α,ν)ξi, and :
W (ξ1 β⊗α
ν
ξ2) =
∑
i
ei α⊗βˆ
νo
ξi
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Moreover, as, for n ∈ Nν :∑
i
‖α(n)ξi‖2 = ‖(1 α⊗βˆ
No
α(n))W (ξ1 β⊗α
ν
ξ2)‖2
= ‖W (α(n)ξ1 β⊗α
ν
ξ2)‖2
≤ ‖Rα,ν(ξ2)‖2‖Rα,ν(ξ1)‖2‖Λν(n)‖2
we get that the vectors ξi belong to D(αHΦ, ν). The same way, there exist vectors
ηi = βˆ(< ei, ei >α,ν)ηi ∈ D(αHΦ, ν), such that :
W (η1 β⊗α
ν
η2) =
∑
i
ei α⊗βˆ
νo
ηi
Moreover, as we have Γ(δit) = δit β⊗α
N
δit, we get that the vectors ηi belongs to D(δ
1/2),
and that :
W (δ1/2η1 β⊗α
ν
δ1/2η2) =
∑
i
ei α⊗βˆ
νo
δ1/2ηi
We have also :∑
i
‖β(n)δ1/2ηi‖2 = ‖(1 α⊗βˆ
No
β(n))W (δ1/2η1 β⊗α
ν
δ1/2η2)‖2
≤ ‖Rβ,νo(δ1/2η1)‖2‖Rβ,νo(δ1/2η2)‖2|Λν(n)‖2
from which we get that the vectors δ1/2ηi belong to D((HΦ)β, ν
o). From these results, we
get that, for any x ∈ M , we have Ω(x) = ∑i ωηi,ξi(x), and, therefore, we have :
(Λψ((id b∗α
N
ωη1,ξ1 β∗α
N
ωη2,ξ2)(id β∗α
N
Γ)a(x1))|Λψ(x2)) =
∑
i
(Λψ((id b∗α
N
ωηi,ξi)a(x1))|Λψ(x2))
The properties of the ξis and the ηis allow us to use again 8.5(iii), and this is equal to :∑
i
((id ∗ ωδ−1/2ηi,ξi)(Vψ)Λψ(x1)|Λψ(x2))
On the other hand, if ζ1 belongs to D(aHψ, ν) and ζ2 to D((Hψ)b, ν
o), we get, by 8.5(iv),
that (ωζ1,ζ2 ∗ id)(V ) belongs to M , and that :∑
i
((id ∗ ωδ1/2ηi,ξi)(Vψ)ζ1|ζ2) =
∑
i
ωδ1/2ηi,ξi(ωζ1,ζ2 ∗ id)(Vψ)
= (ωδ1/2η1,ξ1 β∗α
N
ωδ1/2η2,ξ2)Γ[(ωζ1,ζ2 ∗ id)(Vψ)]
is equal to :
(W ∗((1 α⊗βˆ
No
(ωζ1,ζ2 ∗ id)(Vψ))W (δ1/2η1 β⊗α
ν
δ1/2η2)|ξ1 β⊗α
ν
ξ2)
which is equal to :
((1 b⊗α
N
σνoW
∗σν)(Vψ βˆ⊗α
N
1)(1 a⊗β
No
σνoWσν)(ζ1 a⊗β
νo
δ1/2η2 α⊗β
νo
δ1/2η1)|ζ2 a⊗β
νo
ξ2 α⊗β
νo
ξ1)
From which, by continuity, we get that the scalar product of the vector :
(Vψ b⊗α
N
1)σ2,3b,a(Vψ α⊗β
No
1)(1 α⊗β
No
σν)(Λψ(x1) a⊗β
νo
(δ1/2η1 β⊗α
ν
δ1/2η2))
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with Λψ(x2) b⊗α
ν
ξ1 β⊗α
ν
ξ2 is equal to the scalar product of the vector :
(1 b⊗α
N
σνoW
∗σν)(Vψ βˆ⊗α
N
1)(1 a⊗β
No
σνoWσν)(Λψ(x1) a⊗β
νo
δ1/2η2 α⊗β
νo
δ1/2η1)
with Λψ(x2) b⊗α
ν
ξ1 β⊗α
ν
ξ2, from which, by continuity, we get the result. 
8.6. Theorem. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; let A
be a von Neumann algebra, (b, a) an action of G on A and let ψ be a δ-invariant normal
faithful semi-finite weight on A. Let us define the representation a of N on Hψ by, for
n ∈ N :
a(n) = Jψb(n
∗)Jψ
and let Vψ the isometry from Hψ a⊗β
νo
HΦ to Hψ b⊗α
ν
HΦ constructed in 8.4; then :
(i) Vψ is a unitary, and, for all x in A, we have a(x) = Vψ(x a⊗β
No
1)V ∗ψ ;
(ii) Vψ is a corepresentation of G on the bimodule a(Hψ)b which implements a.
Proof. Thanks to 8.4(i), (v), (iv) and 8.5, we can apply 5.4, which says that V is a unitary
and a corepresentation, which gives (ii), and (i) by 8.4(iv) again. 
8.7. Lemma. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; let A be
a von Neumann algebra, (b, a) an action of G on A and let ψ be a δ-invariant normal
faithful semi-finite weight on A. Let us define the representation a of N on Hψ such that,
for n ∈ N :
a(n) = Jψb(n
∗)Jψ
and let us suppose that ψ bears the density property, as defined in 8.1. Let Vψ be the
corepresentation of G on the bimodule a(Hψ)b constructed in 8.6. Then, for all x, y in
Nψ∩N∗ψ, analytic with respect to ψ, and ξ in D((HΦ)β, νo)∩D((Pδ)−1) such that (Pδ)−1ξ
belongs to D((HΦ)β, ν
o) and η in D(αHΦ, ν) ∩ D((Pδ)−1) such that (Pδ)−1η belongs to
D(αHΦ, ν),we have :
(Vψ(∆ψΛψ(x) a⊗β
νo
(Pδ)−1ξ)|Λψ(y) b⊗α
ν
η) = (Vψ(Λψ(x) a⊗β
νo
ξ)|∆ψΛψ(y) b⊗α
ν
(Pδ)−1η)
Proof. Thanks to the density property, we can use 5.11; therefore, with ξ, η in Eτ , using
4.4(iii) :
(Vψ(∆ψΛψ(x) a⊗β
νo
P−1δ−1ξ)|Λψ(y) b⊗α
ν
η)
= (V ∗ψ (∆ψΛψ(x) b⊗α
ν
JbΦP
−1/2η)|Λψ(y) a⊗β
νo
JbΦP
−1/2δ−1ξ)
= (∆ψΛψ(x) b⊗α
ν
JbΦP
−1/2η|Vψ(Λψ(y) a⊗β
νo
JbΦP
−1/2δ−1ξ))
which, thanks to 8.4(iii), is equal to :
(∆ψΛψ(x)|(id ∗ ωJbΦP−1/2δ−1ξ,JbΦP−1/2η)(Vψ)Λψ(y))
= (∆ψΛψ(x)|Λψ[(id ∗ ωJbΦP−1/2δ−1/2ξ,JbΦP−1/2η)a(y)])
= (Λψ[(id ∗ ωJbΦP−1/2η,JbΦP−1/2δ−1/2ξ)a(y
∗)]|Λψ(x∗))
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which, using again 8.4(iii), is equal to :
((id ∗ ωJbΦP−1/2δ−1/2η,JbΦP−1/2δ−1/2ξ)(Vψ)Λψ(y
∗)|Λψ(x∗))
= (Vψ(Λψ(y
∗) a⊗β
νo
JbΦP
−1/2δ−1/2η)|Λψ(x∗) b⊗α
ν
JbΦP
−1/2δ−1/2ξ)
= (Λψ(y
∗) a⊗β
νo
JbΦP
−1/2δ−1/2η|V ∗ψ (Λψ(x∗) b⊗α
ν
JbΦP
−1/2δ−1/2ξ))
which, using again 5.11, is equal to :
(Λψ(y
∗)b⊗α
ν
δ−1/2ξ|Vψ(Λψ(x∗)a⊗β
νo
P−1δ−1/2η)) = (Λψ(y
∗)|(id∗ωP−1δ−1/2η,δ−1/2ξ)(Vψ)Λψ(x∗))
which, using again twice 8.4(iii), is equal to :
(Λψ(y
∗)|Λψ[(id b∗α
N
ω(Pδ)−1η,δ−1/2ξ)a(x
∗)]) = (SψΛψ(y)|SψΛψ[(id b∗α
N
ωδ−1/2ξ,(Pδ)−1η)a(x)])
= (∆ψΛψ[(id b∗α
N
ωδ−1/2ξ,(Pδ)−1η)a(x)]|Λψ(y))
= (∆ψ(id ∗ ωξ,(Pδ)−1η)(Vψ)Λψ(x)|Λψ(y))
= (Vψ(Λψ(x) a⊗β
νo
ξ)|∆ψΛψ(y) b⊗α
ν
(Pδ)−1η)
from which we get the result, thanks to 4.4(i). 
8.8. Theorem. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; let A
be a von Neumann algebra, (b, a) an action of G on A and let ψ be a δ-invariant normal
faithful semi-finite weight on A. Let us define the representation a of N on Hψ such that,
for n ∈ N :
a(n) = Jψb(n
∗)Jψ
and let us suppose that ψ bears the density property, as defined in 8.1. Let Vψ the corep-
resentation of G on the bimodule a(Hψ)b constructed in 8.6. Then :
(i) for all t ∈ R and n ∈ N , we have σψt (b(n)) = b(γt(n)).
(ii) it is possible to define two one parameter groups of unitaries ∆itψ a⊗β
No
δ−itP−it and
∆itψ b⊗α
N
δ−itP−it with natural values on elementary tensor products, and we have :
Vψ(∆
it
ψ a⊗β
No
δ−itP−it) = (∆itψ b⊗α
N
δ−itP−it)Vψ
(iii) for every x in A, t ∈ R, we have :
a(σψt (x)) = (σ
ψ
t b∗α
N
τ−tσ
Φ◦R
−t σ
Φ
t )a(x)
(iv) we have :
Vψ = (Jψ b⊗α
ν
JbΦ)V
∗
ψ (Jψ b⊗α
ν
JbΦ)
and, therefore, Vψ is a standard implementation of a.
Proof. Let x, y in Nψ ∩N∗ψ, analytic with respect to ψ; let ξ, η as in 8.7, n in N analytic
with respect both to σνt and γt; we have :
(Vψ(∆ψΛψ(b(n)x) a⊗β
νo
(Pδ)−1ξ)|Λψ(y) b⊗α
ν
η)
= (Vψ(Λψ(b(n)x) a⊗β
νo
ξ)|∆ψΛψ(y) b⊗α
ν
(Pδ)−1η)
= (Vψ(b(n)Λψ(x) a⊗β
νo
ξ)|∆ψΛψ(y) b⊗α
ν
(Pδ)−1η)
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which, using 8.4(v), is equal to :
((1 b⊗α
N
β(n))Vψ(Λψ(x) a⊗β
νo
ξ)|∆ψΛψ(y) b⊗α
ν
(Pδ)−1η)
= (Vψ(Λψ(x) a⊗β
νo
ξ)|∆ψΛψ(y) b⊗α
ν
β(n∗)(Pδ)−1η)
but, we know that β(n∗)(Pδ)−1η = (Pδ)−1β(γi(n
∗))η, and β(γi(n
∗))η bears the property
necessary to apply 8.7; therefore, it is equal to :
(Vψ(Λψ(x) a⊗β
νo
ξ)|∆ψΛψ(y) b⊗α
ν
(Pδ)−1β(γi(n
∗))η)
= (Vψ(∆ψΛψ(x) a⊗β
νo
(Pδ)−1ξ)|Λψ(y) b⊗α
ν
β(γi(n
∗))η)
= ((1 b⊗α
N
β(γ−i(n))Vψ(∆ψΛψ(x) a⊗β
νo
(Pδ)−1ξ)|Λψ(y) b⊗α
ν
η)
which, using again 8.4(v) again, is equal to :
(Vψ(b(γ−i(n))∆ψΛψ(x) a⊗β
νo
(Pδ)−1ξ)|Λψ(y) b⊗α
ν
η)
from which we get that :
∆ψΛψ(b(n)x) = b(γ−i(n))∆ψΛψ(x)
and we see that b(n) belongs to D(σψ−i) , and that σ
ψ
−i(b(n)) = b(γ−i(n)). By classical
approximations, we can prove this result for any n in D(γ−i), from which, using ([H], 4.3
and 4.4), one get (i).
Let ξ ∈ D(aHψ); we have, for all n ∈ Nν , t ∈ R :
a(n)∆itψξ = Jψb(n
∗)Jψ∆
it
ψξ
= Jψb(n
∗)∆itψJψξ
= Jψ∆
it
ψσ
ψ
−t(b(n
∗))Jψξ
= Jψ∆
it
ψb(γ−t(n
∗))Jψξ
= ∆itψa(γ−t(n))ξ
= ∆itψR
α,ν(ξ)Λν(γ−t(n))
If we define H it by H itΛν(n) = Λν(γt(n)), we get that ∆
it
ψξ belongs to D(aHψ, ν), and
that Rα,ν(∆itψξ) = ∆
it
ψR
α,ν(ξ)H−it; then, we get, if ξ′ ∈ D(aHψ, ν), that :
< ∆itψξ,∆
it
ψξ
′ >oα,νo= γt(< ξ, ξ
′ >oα,νo)
But, for all n ∈ N , we have:
β(γt(n)) = σ
Φ
t (β(n))
= δ−itσΦ◦Rt (β(n))δ
it
= δ−itβ(σν−t(n))δ
it
= δ−itτ−t(β(n))δ
it
= (δP )−itβ(n)(δP )it
Therefore, it is possible to define a one-parameter group of unitaries ∆itψ a⊗β
No
δ−itP−it on
Hψ a⊗β
No
HΦ, with natural values on elementary tensor products.
The construction of ∆itψ b⊗α
N
δ−itP−it is done in a similar way.
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Let ∆ψ a⊗β
νo
(Pδ)−1 and ∆ψ b⊗α
ν
(Pδ)−1 be the analytic generators of these two one pa-
rameter automorphims groups. We had got in 8.7 that :
Vψ(∆ψ a⊗β
νo
(Pδ)−1) ⊂ (∆ψ b⊗α
ν
(Pδ)−1)Vψ
from which we finish the proof of (ii). Then, we get (iii) from (ii) and 8.6(i).
We can verify that it is possible to define an antilinear unitary Jψ b⊗α
ν
JbΦ from Hψ b⊗α
ν
HΦ
onto Hψ a⊗β
νo
HΦ, with natural values on elementary tensors, whose inverse is Jψ a⊗β
νo
JbΦ;
moreover, we have, using 5.11 :
((Jψ a⊗β
νo
JbΦ)V
∗
ψ (Jψ a⊗β
νo
JbΦ)(Λψ(x) a⊗β
νo
ξ)|Λψ(y) b⊗α
ν
η)
= (V ∗ψ (JψΛψ(x) b⊗α
ν
JbΦξ)|JψΛψ(y) a⊗β
νo
JbΦη)
= (Vψ(JψΛψ(x) a⊗β
νo
P−1/2η)|JψΛψ(y) b⊗α
ν
P 1/2ξ)
which, using (ii), is equal to the scalar product of JψΛψ(y) b⊗α
ν
P 1/2ξ with :
(∆
1/2
ψ b⊗α
ν
δ−1/2P−1/2)Vψ(∆
−1/2
ψ a⊗β
νo
δ1/2P 1/2)(JψΛψ(x) a⊗β
νo
P−1/2η)
which is :
(FψΛψ(y) b⊗α
ν
δ−1/2ξ|Vψ(Λψ(x∗) a⊗β
νo
δ1/2η)) = (FψΛψ(y)|(id ∗ ωδ1/2η,δ−1/2ξ)(Vψ)Λψ(x))
and, using twice 8.4(iii), is equal to :
(FψΛψ(y)|Λψ((id b∗α
N
ωη,δ−1/2ξ)a(x
∗))
= (Λψ((id b∗α
N
ωδ−1/2ξ,η)a(x)|Λψ(y))
= ((id ∗ ωξ,η)(Vψ)Λψ(x)|Λψ(y))
from which we get (iv). 
8.9. Corollary. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; let A
be a von Neumann algebra, (b, a) an action of G on A and let ψ be a δ-invariant normal
faithful semi-finite weight on A. Let us define the representation a of N on Hψ such that,
for n ∈ N :
a(n) = Jψb(n
∗)Jψ
and let us suppose that ψ bears the density property, as defined in 8.1. Let Vψ be the
corepresentation of G on the bimodule a(Hψ)b constructed in 8.6. Then :
(i) it is possible to define the one parameter group of unitaries ∆itψ a⊗β
No
δ−it∆−it
bΦ
and
another one ∆itψ b⊗α
N
δ−it∆−it
bΦ
, with natural values on elementary tensor products.
(ii) we have :
Vψ(∆
it
ψ a⊗β
No
δ−it∆−it
bΦ
) = (∆itψ b⊗α
N
δ−it∆−it
bΦ
)Vψ
(iii) for any x in A, t in R, we have :
a(σψt (x)) = (∆
it
ψ b⊗α
N
δ−it∆−it
bΦ
)a(x)(∆−itψ b⊗α
N
δit∆itbΦ)
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Proof. Using 3.10(vii), ∆bΦ is the closure of PJΦδ
−1JΦ, and, therefore, δ∆bΦ is equal to
PδJΦδ−1JΦ, and, using 8.8(i), we can define ∆
it
ψ a⊗β
No
δ−it∆−it
bΦ
and ∆itψ b⊗α
N
δ−it∆−it
bΦ
by
writing :
∆itψ a⊗β
No
δ−it∆−it
bΦ
= (∆itψ a⊗β
No
δ−itP−it)(1 a⊗β
No
JΦδ
−itJΦ)
∆itψ b⊗α
N
δ−it∆−it
bΦ
= (∆itψ b⊗α
N
δ−itP−it)(1 b⊗α
N
JΦδ
−itJΦ)
We then obtain (ii), thanks to 8.8(i) and 8.6(ii). Then (iii) is an easy corollary of (ii) and
8.6(i). 
8.10. Corollary. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; let
A be a von Neumann algebra, (b, a) an action of G on A; let ψ a δ-invariant normal
semi-finite faithful weight on A, and let us define the representation a of N on Hψ such
that, for n ∈ N :
a(n) = Jψb(n
∗)Jψ
and let us suppose that ψ bears the density property, as defined in 8.1. Then :
(i) a has a standard implementation;
(ii) a satifies property (A) if and only if a is saturated.
Proof. We obtain (i) by 8.8. We obtain then (ii) by using (i) and 7.7. 
8.11. Corollary. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; let
A be a von Neumann algebra, (b, a) an action of G on A and let ψ1, ψ2 be two δ-invariant
normal faithful semi-finite weights on A, and let us suppose that both ψ1 and ψ2 bear the
density property. Then, for all t in R, (Dψ1 : Dψ2)t belongs to A
a.
Proof. Let us consider the von Neumann algebra B = A ⊗ M2(C); for n in N , let us
define b˜(n) = b(n) ⊗ (e11 + e22), which is an injective ∗-antihomomorphism from N into
B, and, for X = (xi,j)i,j in B; let σ denotes the flip from HΦ⊗C2 onto C2⊗HΦ, and let
us define :
b(X) = (1 b⊗α
N
σ)(a(xi,j))i,j(1 b⊗α
N
σ∗)
which belongs to B b˜∗α
N
M .
It is easy to check that (b˜, b) is an action of G on B. Moreover, let ψ be the normal semi-
finite faithful weight defined on B by, for X = (xi,j)i,j in B
+, ψ(X) = ψ1(x11) + ψ2(x22);
we then can verify that ψ is a δ-invariant weight with respect to b, and that ψ bears the
density property.
Therefore, we have, by definition of (Dψ1 : Dψ2)t :
(1 b⊗α
N
σ)[a(Dψ1 : Dψ2)t)⊗ e21](1 b⊗α
N
σ∗) = b[(Dψ1 : Dψ2)t ⊗ e21]
= bσψt (1⊗ e21)
which, using 8.8(ii), is equal to :
(σψt b˜∗α
N
τ−tσ
Φ◦R
−t σ
Φ
t )b(1⊗ e21) = (σψt b˜∗α
N
τ−tσ
Φ◦R
−t σ
Φ
t )[(1⊗ e21) b˜⊗α
N
1]
= [(Dψ1 : Dψ2)t ⊗ e21] b˜⊗α
N
1)
from which we get the result. 
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9. Crossed-product and dual actions
In that chapter, we define the crossed product of a von Neumann algebra by a measured
quantum groupoid (9.1), and the dual action on this new von Neumann algebra (9.4).
We prove that the dual action is integrable (9.8), and satisfies (9.7) the property (A)
introduced in chapter 6.
9.1. Definition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; let
A be a von Neumann algebra acting on a Hilbert space H, (b, a) an action of G on A;
we define the crossed-product of A by G (via the action a) as the von Neumann algebra
generated by a(A) and 1 b⊗α
N
M̂ ′ on the Hilbert space H b⊗α
N
HΦ. This von Neumann
algebra will be denoted by A ⋊a G. Clearly, this von Neumann algebra is included in
A b∗α
N
L(HΦ).
9.2. Example. Let G be a measured groupoid, and a an action of G on a von Neumann
algebra A, in the sense of [Y1], [Y2], [Y3]. We have seen in 6.3 that a can be as well
considered as an action of the abelian measured quantum groupoid constructed from G
(3.13) on A. In [Y1] and [Y3] is given a construction of the crossed product of A by G;
using ([Y1], 2.14), we get that the crossed product defined in 9.1 is the same.
9.3. Example. Let M0 ⊂ M1 be a depth 2 inclusion of von Neumann algebras, with
a regular operator-valued weight T1 from M1 to M0, as defined in 2.2. Let G1 be the
measured quantum groupoid, whose underlying von Neumann algebra is M ′0 ∩M2 and
whose basis is M ′0 ∩M1, constructed (3.15) from this inclusion, and G2 the measured
quantum groupoid constructed from the inclusion M1 ⊂M2, which is isomorphic to Ĝ1
o
(therefore, we get that Ĝ2
c
= Ĝ1). Then (6.5), there exists ([EV], 7.3) a canonical action
a2 of G2 on M1, which has the following properties :
(i) the basis of G2 is M
′
1 ∩ M2 (which, using j1, is anti-isomorphic to M ′0 ∩ M1), the
underlying von Neumann algebra of G2 is M
′
1 ∩M3 and, for x in M1, a2(x) belongs to
M1 j1∗j2
M ′1∩M2
M ′1 ∩M3; in fact a2 is given by the natural inclusion of M1 into M3;
(ii) we have M0 =M
a2
1 ;
(iii) there is an isomorphism Ia2 from M1 ⋊a2 G2 onto M2([EV], 7.6), such that, for any
x ∈M1, we have Ia2(a2(x)) = x, and, for any y ∈M ′0 ∩M2, we have Ia2(1 j1⊗j2
M ′1∩M2
y) = y.
9.4. Theorem. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; let A
be a von Neumann algebra acting on a Hilbert space H, (b, a) an action of G on A, A⋊aG
the crossed product of A by G via the action a. Then :
(i) the operator 1H b⊗α
N
W co is a corepresentation of (Ĝ)c on the No − No bimodule
1b⊗α
N
βˆ(H b⊗α
N
HΦ)1b⊗α
N
αˆ.
(ii) this corepresentation implements an action (1 b⊗α
N
αˆ, a˜) of (Ĝ)c on A ⋊a G, which
verifies, for any x ∈ A, y ∈ M̂ ′ :
a˜(a(x)) = a(x) αˆ⊗β
No
1
a˜(1 b⊗α
N
y) = 1 b⊗α
N
Γ̂c(y)
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This action (1 b⊗α
N
αˆ, a˜) (or a˜ for simplification) of (Ĝ)c will be called the dual action of
a.
(iii) We have :
a(A) ⊂ (A⋊a G)a˜ = A⋊a G ∩A b∗α
N
M
Proof. (i) is given by 5.6. Moreover, as a(x) belongs to A b∗α
N
M , we have :
(1H b⊗α
N
W co)(a(x) βˆ⊗αˆ
N
1)(1H b⊗α
N
W co)∗ = a(x) αˆ⊗β
No
1
and, using 3.12(vi), we get :
(1H b⊗α
N
W co)(1 b⊗α
N
y βˆ⊗α
No
1)(1H b⊗α
N
W co)∗ = 1 b⊗α
N
Γ̂c(y)
and, therefore, we have :
(1H b⊗α
N
W co)A⋊a G(1H b⊗α
N
W co)∗
⊂ (a(A) αˆ⊗β
No
1 ∪ 1 b⊗α
N
M̂ ′ αˆ∗β
No
M̂ ′)′′ ⊂ A⋊a G αˆ∗β
No
M̂ ′
which proves (ii).
The inclusion a(A) ⊂ (A⋊aG)a˜ is given by (ii); let now X be in A⋊aG, then X belongs
to (A⋊a G)
a˜ if and only if we have :
(1 b⊗α
N
W co)(X βˆ⊗βˆ
N
1) = (X αˆ⊗β
No
1)(1 b⊗α
N
W co)
which means that X belongs to L(H) b∗α
N
M . As A⋊aG ⊂ A b∗α
N
L(HΦ), this finishes the
proof of (iii). 
9.5. Example. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid, and
(id, β) its trivial action on No (6.2); then the crossed-product No ⋊β G is equal to M̂
′;
moreover, the dual action β˜ is equal to Γ̂c, considered as an action of (Ĝ)c on M̂ ′ (6.10).
Therefore, (β,Γ), considered as an action of G on M , is the dual action of the trivial
action (id, α) of Ĝo on N .
9.6. Example. Let G be a measured groupoid, and a an action of G on a von neumann
algebra A, in the sense of [Y1], [Y2], [Y3]. We have seen in 9.2 that the crossed-product
A ⋊a G in the sense of 9.1 in equal to the crossed-product in the sense of Yamanouchi;
moreover, the dual action a˜ in the sense of 9.4 is an action of the measured quantum
groupoid Ĝc (whose underlying von Neumann algebra is the von Neumann algebra gen-
erated by the right convolution algebra of G). Using ([Y3], 4.4), we see it is equal to the
”dual coaction of G” introduced in ([Y3], 4.9).
9.7. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; let
A be a von Neumann algebra acting on a Hilbert space H, (b, a) an action of G on A; the
dual action a˜ of (Ĝ)c on the crossed product A⋊aG satisfies the property (A) defined in
7.1.
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Proof. Let us consider the von Neumann algebra B generated on the Hilbert space H b⊗α
ν
HΦ αˆ⊗β
νo
HΦ by a˜(A⋊aG) and 1 b⊗α
N
1 αˆ⊗β
No
β(N)′. By 9.4(ii), it is generated by a(A) αˆ⊗β
No
1,
1 b⊗α
N
Γ̂′(M̂ ′) and 1 b⊗α
N
1 αˆ⊗β
No
β(N)′; but, using 7.2 applied to (Ĝ)c, we get that :
(Γ̂′(M̂ ′) ∪ 1 αˆ⊗β
No
β(N)′)′′ = M̂ ′ αˆ∗β
No
L(HΦ)
and, therefore :
B = (a(A) αˆ⊗β
No
1 ∪ 1 b⊗α
N
M̂ ′ αˆ∗β
No
L(HΦ))
′′
or :
B′ = a(A)′ αˆ∗β
No
L(HΦ) ∩ L(H) b∗α
N
M̂ αˆ⊗β
No
1
= (L(H) b∗α
N
M̂ ∩ a(A)′) αˆ⊗β
No
1
which gives that B = A⋊a G αˆ∗β
No
L(HΦ), and finishes the proof. 
9.8. Theorem. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; let A
be a von Neumann algebra acting on a Hilbert space H, (b, a) an action of G on A; the
dual action a˜ of (Ĝ)c on the crossed product A⋊a G is integrable.
Proof. Let y be positive in M̂ ′; we have :
Ta˜(1 b⊗α
N
y) = (id αˆ∗β
νo
Φ̂c)(1 b⊗α
N
Γ̂c(y)) = 1 b⊗α
N
T̂ c(y)
As T̂ c is a semi-finite weight from M̂ ′ to β(N), we get that Ta˜ is semi-finite, which finishes
the proof. 
9.9. Definition. Let us take the notations of 9.8. Let ψ be a normal semi-finite faithful
weight on (A ⋊a G)
a˜; then, we shall denote ψ˜ the lifted weight ψ˜ = ψ ◦ Ta˜, which is a
normal semi-finite faithful weight on A⋊a G.
9.10. Lemma. With the notations of 9.9, we have, for all x ∈ (A⋊a G)a˜ and a ∈ N bT c:
ψ˜(x∗(1 b⊗α
N
a∗a)x) = ψ(x∗(1 b⊗α
N
T̂ c(a∗a))x)
Proof. We have, using 9.4(ii) :
a˜(1 b⊗α
N
a∗a) = 1 b⊗α
N
Γ̂c(a∗a)
from which we get that :
Ta˜(1 b⊗α
N
a∗a) = 1 b⊗α
N
T̂ c(a∗a)
and, therefore :
Ta˜[x
∗(1 b⊗α
N
a∗a)x] = x∗[1 b⊗α
N
T̂ c(a∗a)]x
from which we get the result. 
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9.11. Proposition. Let’s take the hypothesis and notations of 9.9; there exists an isom-
etry V from Hψ b⊗α
ν
HΦ into Hψ˜, such that, we have, for all x in Nψ and a in N bT c ∩NbΦc :
V (Λψ(x) b⊗α
ν
ΛbΦc(a)) = Λψ˜((1 b⊗α
N
a)x)
Moreover, we have, for all b ∈ M̂ ′, y ∈ (A⋊a G)a˜ :
V (1 b⊗α
No
b) = πψ˜(1 b⊗α
N
b)V
V (JψyJψ b⊗α
No
1) = Jψ˜πψ˜(y)Jψ˜V
Proof. For any a in N bT c ∩ NbΦc , we have ΛbΦc(a) = JbΦΛbΦ(JbΦaJbΦ), which belongs to
D(αHΦ, ν) (2.2), and R
α,ν(ΛbΦc(a)) = JbΦΛ bT (JbΦaJbΦ)Jν , and, therefore, we have:
< ΛbΦc(a)),ΛbΦc(a)) >α,ν= α
−1[T̂ (JbΦa
∗aJbΦ)]
o = β−1(T̂ c(a∗a))
and we get :
‖Λψ(x) b⊗α
ν
ΛbΦc(a))‖2 = (b ◦ β−1(T̂ c(a∗a))Λψ(x)|Λψ(x))
which, using 9.10, is equal to ‖Λψ˜((1 b⊗α
N
a)x)‖2. Which, by polarisation, proves the
existence of the isometry V .
The formula V (1 b⊗α
No
b) = πψ˜(1 b⊗α
N
b)V is then trivial.
As, for all t ∈ R, and y ∈ (A⋊a G)a˜, we have σψ˜t (y) = σψt (y), we get that if y is analytic
with respect to ψ, y is also analytic with respect to ψ˜, and, for such an element :
V (Jψσ
ψ
−i/2(y
∗)yJψ b⊗α
No
1)(Λψ(x) b⊗α
ν
ΛbΦc(a)) = V (Λψ(xy) b⊗α
ν
ΛbΦc(a))
= Λψ˜((1 b⊗α
N
a)xy)
which is equal to :
Jψ˜πψ˜(σ
ψ˜
−i/2(y
∗))Jψ˜Λψ˜((1 b⊗α
N
a)x) = Jψ˜πψ˜(σ
ψ
−i/2(y
∗))Jψ˜Λψ˜((1 b⊗α
N
a)a(x))
which, by continuity, gives the result which finishes the proof. 
9.12. Lemma. Let’s take the hypothesis and notations of 9.9 and 9.11; then, for all X
in A⋊a G, we have πψ˜(X)V = V X.
Proof. Let x ∈ A; we have :
(a b∗α
N
id)a(x) = (id b∗α
N
Γ)a(x)
= (1 b⊗α
N
Ŵ o)(a(x) αˆ⊗β
No
1)((1 b⊗α
N
Ŵ o)∗
and, therefore :
(a(x) αˆ⊗β
No
1)((1 b⊗α
N
Ŵ o)∗ = (1 b⊗α
N
Ŵ o)∗(a b∗α
N
id)a(x)
Let ξ ∈ D(αHΦ), η ∈ D(Hβ); we have :
a(x)(1 b⊗α
N
(id ∗ ωξ,η(Ŵ o
∗
)) = (ρβ,αη )
∗(1 b⊗α
N
Ŵ o)∗(a β∗α
N
id)a(x)ρb,αξ
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Let (ei)i∈I be an orthogonal (α, ν)-basis of HΦ; as
∑
i ρ
β,α
ei
(ρβ,αei )
∗ = 1, it is equal to :
∑
i
(ρβ,αη )
∗(1 b⊗α
N
Ŵ o)∗ρβ,αei (ρ
β,α
ei
)∗(a β∗α
N
id)a(x)ρb,αξ =∑
i
(1 b⊗α
N
(id ∗ ωei,η)(Ŵ o
∗
))a((id b∗α
N
ωξ,ei)a(x))
This sum being convergent σ∗-strongly.
Let y be in NT ∩NΦ ∩NRTR ∩NΦ◦R; and let us put η = JbΦJΦΛΦ(y); then JbΦη belongs
to JΦΛΦ(NΦ) ∩ D(αHΦ, ν) ∩ D((HΦ)β, νo), thanks to 3.10(i); therefore, η belongs to
D(αHΦ, ν)∩D((HΦ)β , νo); moreover, as π′(JbΦη) is a bounded operator, we get (4.1) that
ωJbΦξ,JbΦη belongs to IΦ, and, therefore, by 4.8, that (ωJbΦξ,JbΦη ∗ id)(W ) belongs to NbΦ; we
then get easily that (id ∗ ωξ,η)(Ŵ o
∗
) belongs to NbΦc , and that :
ΛbΦc((id ∗ ωξ,η)(Ŵ o
∗
)) = JbΦΛbΦ((ωJbΦξ,JbΦη ∗ id)(W ))
= JbΦaΦ(ωJbΦξ,JbΦη)
= JbΦπ
′(JbΦη)
∗JbΦξ
= JbΦJΦy
∗JΦJbΦξ
Let x′ be in Nψ, then, a(x)(1 b⊗α
N
(id ∗ ωξ,η)(Ŵ o
∗
))x′ belongs to Nψ˜, by 9.11, and is the
σ∗-strong limit of : ∑
i
(1 b⊗α
N
(id ∗ ωei,η)(Ŵ o
∗
))a((id b∗α
N
ωξ,ei)a(x))x
′
Let J finite, J ⊂ I; then :
Λψ˜[
∑
i∈J
(1 b⊗α
N
(id ∗ ωei,η)(Ŵ o
∗
))a((id b∗α
N
ωξ,ei)a(x))x
′]
is, using 9.11, equal to :
V (
∑
i∈J
[(id b∗α
N
ωξ,ei)a(x)Λψ(x
′) b⊗α
N
ΛbΦc((id ∗ ωei,η)(Ŵ o
∗
))]
which is :
V (
∑
i∈J
[(id b∗α
N
ωξ,ei)a(x)Λψ(x
′) b⊗α
N
JbΦJΦy
∗JΦJbΦei]
which can be written :
V (1 b⊗α
N
JbΦJΦy
∗JΦJbΦ)
∑
i∈J
ρβ,αei (ρ
β,α
ei
)∗a(x)(Λψ(x
′) b⊗α
N
ξ)
which converges in norm, when J is growing, to :
V (1 b⊗α
N
JbΦJΦy
∗JΦJbΦ)a(x)(Λψ(x
′) b⊗α
N
ξ) = V a(x)(Λψ(x
′) b⊗α
N
JbΦJΦy
∗JΦJbΦξ)
= V a(x)(Λψ(x
′) b⊗α
N
ΛbΦc((id ∗ ωξ,η)(Ŵ o
∗
))
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As Λψ˜ is σ
∗-norm closed, we therefore get that :
V a(x)(Λψ(x
′) b⊗α
N
ΛbΦc((id ∗ ωξ,η)(Ŵ o
∗
)) = Λψ˜[a(x)(1 b⊗α
N
(id ∗ ωξ,η)(Ŵ o
∗
))x′]
= πψ˜(a(x))Λψ˜[(1 b⊗α
N
(id ∗ ωξ,η)(Ŵ o
∗
))x′]
= πψ˜(a(x))V (Λψ(x
′) b⊗α
N
ΛbΦc((id ∗ ωξ,η)(Ŵ o
∗
))
and, by linearity and continuity, we get that πψ˜(a(x))V = V a(x), for any x ∈ A. As we
have obtained in 9.11 that V (1 b⊗α
No
b) = πψ˜(1 b⊗α
N
b)V for any b ∈ M̂ ′, we obtain that
πψ˜(X)V = V X for any X in the involutive algebra generated by a(A) and 1 b⊗α
N
M̂ ′;
then, by strong limit, we obtain the result. 
10. An auxilliary weight on the crossed-product
Be given an action a of a measured quantum groupoid G on a von Neumann algebra
A, and a normal semi-finite faithful weight ψ on A, we construct, in this chapter, (10.1)
an auxilliary weight ψ˜0 on A⋊aG which will allow us, thanks to chapter 8, to construct
a standard implementation for the dual action (10.7). We obtain (10.7) that the dual
action satisfies the saturation property introduced in chapter 7; we introduce a third
technical property (property (B) in 10.10) which is satisfied by the dual action (10.12).
10.1. Proposition. Let’s take the hypothesis and notations of 9.9 and 9.11; then :
(i) there exists a unique normal semi-finite faithful weight ψ˜0 on A⋊a G such that :
Nψ˜0 = {x ∈ Nψ˜,Λψ˜(x) ∈ ImV }
and such that we may identify Hψ˜0 with ImV , Λψ˜0 with the restriction of Λψ˜ to Nψ˜0, and,
for any y ∈ A⋊a G, πψ˜0(y) to the restriction of πψ˜(y) to ImV .
(ii) let us write V˜ the unitary from Hψ b⊗α
ν
HΦ onto Hψ˜0 defined, for all Ξ ∈ Hψ b⊗α
ν
HΦ,
by V˜ Ξ = V Ξ; then we have, for all y in A⋊a G :
πψ˜0(y) = V˜ yV˜
∗
(iii) the linear set generated by the elements of the form (1 b⊗α
N
a)x, with a ∈ NTˆ c ∩NΦˆc
and x ∈ Nψ, is dense in A⋊a G.
Proof. Using 9.10, we get that {x ∈ Nψ˜,Λψ˜(x) ∈ ImV } is an ideal of A ⋊a G, which is
dense by 9.11; then, we can apply ([V2], 7.4) to obtain (i); result (ii) is then straightfor-
ward. Result (iii) is also a corollary of 9.10 and 9.11. 
10.2. Proposition. Let’s take the hypothesis and notations of 9.9, 9.11 and 10.1; let us
define the unitary Uψ from Hψ a⊗β
νo
HΦ onto Hψ b⊗α
ν
HΦ by the formula :
Uψ = V˜
∗Jψ˜0V˜ (Jψ a⊗β
νo
JbΦ)
Then :
(i) for all y in (A⋊a G)
a˜, we have y = Uψ(πψ(y) a⊗β
No
1)U∗ψ;
(ii) for all t ∈ R, we have σψ˜0t (y) = σψt (y);
(iii) we have Uψ(Jψ b⊗α
ν
JbΦ) = (Jψ a⊗β
νo
JbΦ)U
∗
ψ.
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Proof. Let us first remark that it is possible to define on elementary tensors an antilinear
surjective isometry Jψ a⊗β
νo
JbΦ from Hψ a⊗β
νo
HΦ onto Hψ b⊗α
ν
HΦ, whose inverse is Jψ b⊗α
ν
JbΦ,
which is defined the same way.
Let us take now y ∈ D(σψi/2); we have, for all x ∈ Nψ, a ∈ NbΦc ∩NTˆ c :
Λψ˜0 [(1 b⊗α
N
a)xy] = V˜ (Λψ(xy) b⊗α
ν
ΛbΦc(a))
= V˜ (Jψπψ(σ
ψ
i/2(y))
∗Jψ b⊗α
N
1)(Λψ(x) b⊗α
ν
ΛbΦc(a))
which is equal to :
V˜ (Jψπψ(σ
ψ
i/2(y))
∗Jψ b⊗α
N
1)V˜ ∗Λψ˜0[(1 b⊗α
N
a)x]
As the linear set generated by all the elements of the form (1 b⊗α
N
a)x is, by construction
of ψ˜0, a core for Λψ˜0, we get that, for any X ∈ Nψ˜0, we have :
Λψ˜0(Xy) = V˜ (Jψπψ(σ
ψ
i/2(y))
∗Jψ b⊗α
N
1)V˜ ∗Λψ˜0(X)
from which we deduce that y belongs to D(σψ˜0i/2), and that :
Jψ˜0πψ˜0(σ
ψ˜0
i/2(y)
∗)Jψ˜0 = V˜ (Jψπψ(σ
ψ
i/2(y))
∗Jψ b⊗α
N
1)V˜ ∗
which can be written also, thanks to 10.1(ii) :
σψ˜0i/2(y) = Uψ(πψ(σ
ψ
i/2(y)) a⊗β
No
1)U∗ψ
Taking the adjoints, we get that, if y′ belongs to D(σψ−i/2), then y
′ belongs to D(σψ˜0−i/2),
and :
σψ˜0−i/2(y
′) = Uψ(πψ(σ
ψ
−i/2(y
′)) a⊗β
No
1)U∗ψ
If now z belongs to D(σψ−i), then z belongs to D(σ
ψ˜0
−i/2), and :
σψ˜0−i/2(z) = Uψ(πψ(σ
ψ
−i/2(z)) a⊗β
No
1)U∗ψ
But, as σψ−i(z) belongs to D(σ
ψ
i/2), σ
ψ
−i(z) belongs to D(σ
ψ˜0
i/2) and :
σψ˜0i/2(σ
ψ
−i(z)) = Uψ(πψ(σ
ψ
i/2(σ
ψ
−i(z))) a⊗β
No
1)U∗ψ = Uψ(πψ(σ
ψ
−i/2(z)) a⊗β
No
1)U∗ψ
and we get that σψ˜0−i/2(z) = σ
ψ˜0
i/2(σ
ψ
−i(z)); therefore, z belongs to D(σ
ψ˜0
−i), and σ
ψ˜0
−i(z) =
σψ−i(z). Then, using ([H], 4.3 and 4.4), we obtain (ii). Let us return now to the formula
obtained for y ∈ D(σψi/2); we had obtained :
σψ˜0i/2(y) = Uψ(πψ(σ
ψ
i/2(y)) a⊗β
No
1)U∗ψ
Using (ii), we get :
σψi/2(y) = Uψ(πψ(σ
ψ
i/2(y)) a⊗β
No
1)U∗ψ
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from which, by density, one obtains (i).
From the definition of Uψ, one gets :
U∗ψ = (Jψ b⊗α
ν
JbΦ)V˜
∗Jψ˜0 V˜
and the formula (iii) is straightforward. 
10.3. Proposition. Let’s take the hypothesis and notations of 9.9, 9.11 and 10.1; then,
the weight ψ˜0 is δˆ
−1-invariant with respect to the dual action a˜.
Proof. By 8.2 applied to Ĝc, we know that Φ̂c is δˆ−1-invariant with respect to the action
Γ̂c of Ĝc on M̂ ′. Moreover, by 4.5 applied to Γ̂c, we get that :
ΛbΦc [((id αˆ∗β
No
ωη,ξ)Γ̂
c(a)] = (id ∗ ωδˆ−1/2η,ξ)(W oc)ΛbΦc(a)
for all a ∈ NbΦc , ξ ∈ D((HΦ)β, νo) and η ∈ D((HΦ)β, νo), such that δˆ−1/2η belongs to
D(αˆHΦ, ν).
Therefore, for any x ∈ Nψ and a ∈ N bT c ∩NbΦc , we have :
Λψ˜0 [(id αˆ∗β
No
ωη,ξ)a˜((1 b⊗α
N
a)x)] = Λψ˜0 [(1 b⊗α
N
(id αˆ∗β
No
ωη,ξ)Γ̂
c(a)x]
which is equal to :
V˜ [Λψ(x) b⊗α
ν
ΛbΦc [(id αˆ∗β
No
ωη,ξ)Γ̂
c(a)]]
= V˜ [1 b⊗α
N
(id ∗ ωδˆ−1/2η,ξ)(W oc)](Λψ(x) b⊗α
ν
ΛbΦc(a))
= V˜ [1 b⊗α
N
(id ∗ ωδˆ−1/2η,ξ)(W oc)]V˜ ∗Λψ˜0((1 b⊗α
N
a)a(x))
which, by definition of ψ˜0, and the closedness of Λψ˜0 , allows us to write, for all X ∈ Nψ˜0 :
Λψ˜0((id αˆ∗β
No
ωη,ξ)a˜(X)) = V˜ [1 b⊗α
N
(id ∗ ωδˆ−1/2η,ξ)(W oc)]V˜ ∗Λψ˜0(X)
Taking now (ξi)i∈I an orthogonal (β, ν
o)-basis of HΦ, we have :
ψ˜0((id αˆ∗β
No
ωη)a˜(X
∗X)) =
∑
i
‖Λψ˜0((id αˆ∗β
No
ωη,ξi)a˜(X))‖2
which is equal to :∑
i
‖[1 b⊗α
N
(id ∗ ωδˆ−1/2η,ξi)(W oc)]V˜ ∗Λψ˜0(X)‖2 =
= ‖(1 b⊗α
N
W oc)V˜ ∗(Λψ˜0(X) β0⊗αˆ
ν
δˆ−1/2η)‖2 = ‖Λψ˜0(X) β0⊗αˆ
ν
δˆ−1/2η‖2
where we put, for n ∈ N , β0(n) = Jψ˜0(1 b⊗α
N
αˆ(n∗))Jψ˜0. Which is the result. 
10.4. Lemma. Let (b, a) be an action of a measured quantum groupoid G on a von Neu-
mann algebra A, and let ψ be a normal semi-finite faithful weight on A. Let A ⋊a G be
the crossed product, and ψ˜0 be the weight defined in 10.1. Then, the linear span generated
by the elements πψ˜0(x
∗)V˜ (Λψ(y) b⊗α
ν
ΛbΦc(a)), where x, y belong to Nψ and a belongs to
N bT c ∩NbΦc ∩N∗bT c ∩N∗bΦc, is a core for Sψ˜0, and we have :
Sψ˜0πψ˜0(x
∗)V˜ (Λψ(y) b⊗α
ν
ΛbΦc(a)) = πψ˜0(y
∗)V˜ (Λψ(x) b⊗α
ν
ΛbΦc(a
∗))
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Proof. By definition of ψ˜0 (10.3(ii)), the linear span generated by the elements (1 b⊗α
N
a)x,
where a belongs to N bT c ∩NbΦc , and x belongs to Nψ is a core for Λψ˜0. We deduce easily
the result from this. 
10.5. Proposition. Let (b, a) be an action of a measured quantum groupoid G on a von
Neumann algebra A, and let ψ be a normal semi-finite faithful weight on A. Let A⋊a G
be the crossed product, and ψ˜0 be the weight defined in 10.1. Then, the unitary Uψ defined
in 10.2 satifies, for all b ∈M :
(1 b⊗α
N
JΦbJΦ)Uψ = Uψ(1 a⊗β
No
JΦbJΦ)
Proof. Using the notations of 4.7 and 10.4, we have :
(1 b⊗α
N
JΦbJΦ)V˜
∗Sψ˜0πψ˜0(x
∗)V˜ (Λψ(y) b⊗α
ν
ΛbΦc(a
∗)) =
(1 b⊗α
N
JΦbJΦ)V˜
∗πψ˜0(y
∗)V˜ (Λψ(x) b⊗α
ν
ΛbΦc(a))
which is equal to :
(1 b⊗α
N
JΦbJΦ)y
∗(Λψ(x) b⊗α
ν
ΛbΦc(a)) = y
∗(1 b⊗α
N
JΦbJΦ)(Λψ(x) b⊗α
ν
ΛbΦc(a))
= y∗(Λψ(x) b⊗α
ν
JΦbJΦΛbΦc(a))
Using 3.10(v), we get that, for all t ∈ R, ∆it
bΦ
JΦbJΦ∆
−it
bΦ
belongs to M ′, and we define this
way an automorphism group µt ofM
′; if we suppose that JΦR(b
∗)JΦ belongs to D(µ−i/2),
we get that :
JΦbJΦΛbΦc(a) = JbΦ∆
−1/2
bΦ
µ−i/2(JΦR(b
∗)JΦ)ΛbΦc(a
∗)
and, therefore, using 10.4, we get :
(1 b⊗α
N
JΦbJΦ)V˜
∗Sψ˜0πψ˜0(x
∗)V˜ ((Λψ(y) b⊗α
ν
ΛbΦc(a
∗))
= y∗(Λψ(x) b⊗α
ν
JbΦ∆
−1/2
bΦ
µ−i/2(JΦR(b
∗)JΦ)ΛbΦc(a
∗)
= V˜ ∗πψ˜0(y
∗)V˜ (Λψ(x) b⊗α
ν
JbΦ∆
−1/2
bΦ
µ−i/2(JΦR(b
∗)JΦ)ΛbΦc(a
∗)
= V˜ ∗Sψ˜0πψ˜0(x
∗)V˜ (Λψ(y) b⊗α
ν
µ−i/2(JΦR(b
∗)JΦ)ΛbΦc(a
∗))
= V˜ ∗Sψ˜0 V˜ x
∗(Λψ(y) b⊗α
ν
µ−i/2(JΦR(b
∗)JΦ)ΛbΦc(a
∗))
and, by the closedness of Sψ˜0 , we get :
(1 b⊗α
N
JΦbJΦ)V˜
∗Sψ˜0 V˜ ⊂ V˜ ∗Sψ˜0 V˜ (1 b⊗α
N
µ−i/2(JΦR(b
∗)JΦ))
Taking the adjoints, we have JΦR(b)JΦ ∈ D(µi/2) and :
(1 b⊗α
N
µi/2(JΦR(b)JΦ))V˜
∗Fψ˜0 V˜ ⊂ V˜ ∗Fψ˜0 V˜ (1 b⊗α
N
JΦb
∗JΦ)
Therefore, if we suppose that JΦbJΦ belongs to µ−i, we get :
(1 b⊗α
N
JΦbJΦ)V˜
∗∆ψ˜0 V˜ ⊂ V˜ ∗∆ψ˜0 V˜ ((1 b⊗α
N
µ−i(JΦbJΦ))
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So, for any X ∈ L(Hψ b⊗α
ν
Hφ), let ǫt(X) = V˜
∗∆it
ψ˜0
V˜ XV˜ ∗∆−it
ψ˜0
V˜ ; we then get that
(1 b⊗α
N
JΦbJΦ) belongs to D(ǫ−i), and, therefore, for any b in M , we have :
ǫt(1 b⊗α
N
JΦbJΦ) = 1 b⊗α
N
µt(JΦbJΦ)
and :
(1 b⊗α
N
JΦbJΦ)V˜
∗Jψ˜0 V˜ = V˜
∗Jψ˜0 V˜ (1 b⊗α
N
JΦR(b
∗)JΦ)
and, therefore :
(1 b⊗α
N
JΦbJΦ)Uψ = Uψ(1 b⊗α
N
JΦbJΦ)

10.6. Corollary. Let (b, a) be an action of a measured quantum groupoid G on a von
Neumann algebra A, and let ψ be a normal semi-finite faithful weight on A. Let A⋊a G
be the crossed product, and ψ˜0 be the weight defined in 10.1. Then, for all n ∈ N , we
have :
Jψ˜0πψ˜0(1 b⊗α
N
αˆ(n))∗Jψ˜0 = V˜ (1 b⊗α
N
βˆ(n))V˜ ∗
Proof. We have, using 10.1(ii),
Jψ˜0πψ˜0(1 b⊗α
N
αˆ(n))∗Jψ˜0 = Jψ˜0 V˜ (1 b⊗α
N
αˆ(n)∗)V˜ ∗Jψ˜0
which, using 10.2, is equal to :
V˜ Uψ(Jψ b⊗α
N
JbΦ)(1 b⊗α
N
αˆ(n)∗)(Jψ a⊗β
No
JbΦ)U
∗
ψV˜
∗
and, using 10.5, is equal to :
V˜ Uψ(1 a⊗β
No
βˆ(n))U∗ψV˜
∗ = V˜ (1 b⊗α
N
βˆ(n))V˜ ∗

10.7. Theorem. Let (b, a) be an action of a measured quantum groupoid G on a von
Neumann algebra A; let A ⋊a G be the crossed product, a˜ the dual action of Gˆ
c on
A ⋊a G, and let ψ be a normal semi-finite faithful weight on (A ⋊a G)
a˜. Let ψ˜0 be the
weight defined in 10.1. Then,
(i) the weight ψ˜0 is δˆ
−1-invariant with respect to the dual action a˜, and bears the density
property defined in 8.1.
(ii) there exists a standard implementation of the dual action on the Hilbert space Hψ˜0.
(iii) the dual action is saturated.
Proof. As V [D((Hψ)b, ν
o) b⊗α
ν
D(αˆHΦ, ν)∩D((HΦ)βˆ, νo)] is dense in Hψ˜0 , we get that ψ˜0
bears the density property defined in 8.1; so (i) is then given by 10.3. Then (ii) is given
by 8.10(i), and (iii) is given by 9.7 and 8.10(ii). 
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10.8. Theorem. Let (b, a) be an action of a measured quantum groupoid G on a von
Neumann algebra A; let A⋊aG be the crossed product, a˜ the dual action of Gˆ
c on A⋊aG,
and let ψ be a normal semi-finite faithful weight on (A⋊aG)
a˜. Let ψ˜ be the lifted weight
defined in 9.9,and ψ˜0 be the weight defined in 10.1. Then :
(i) we have ψ˜ = ψ˜0;
(ii) the linear set generated by the elements of the form (1 b⊗α
N
a)x, with a ∈ NbΦc ∩NTˆ c
and x ∈ Nψ, is a core for Λψ˜.
(iii) the weight ψ˜ is δˆ−1-invariant with respect to the dual action a˜, and bears the density
property defined in 8.1.
Proof. Thanks to 10.7(i), we can apply 8.8(ii) to the action a˜ and to the weight ψ˜0, and
we have, for any x ∈ A⋊a G :
a˜(σψ˜0t (x)) = (σ
ψ˜0
t αˆ∗β
No
τˆ c−tσ
bΦc◦Rc
−t σ
bΦc
t )a˜(x)
and, using 3.8(vi) and (vii) applied to Φ̂c, we get that, for any positive x in A⋊a G, we
have Ta˜(σ
ψ˜0
t (x)) = σ
ψ˜0
t (Ta˜(x)), which implies, using 10.2(ii), that :
Ta˜(σ
ψ˜0
t (x)) = σ
ψ
t (Ta˜(x))
and, therefore, ψ˜(σψ˜0t (x)) = ψ˜(x).
By construction (10.1(i)), we have ψ˜(x) = ψ˜0(x) for all x ∈ Mψ˜0; from which we can
deduce now (i). Then (ii) is just given by (i) and the definition of ψ˜0, and (iii) by (i) and
10.7(i). 
10.9. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupo-id,
aHb a N − N bimodule, A a von Neumann algebra such that b(N) ⊂ A ⊂ a(N)′, V a
corepresentation of G on aHb which implements an action (b, a) of G on A; let A ⋊a G
be the crossed-product, and a˜ the dual action of of (Ĝ)c on the crossed product; then :
(i) A⋊a G ⊂ V (L(H) a∗β
N
M̂ ′)V ∗
(ii) (A⋊a G)
a˜ ⊂ Sata.
Proof. We have obtained in 7.4(ii) that 1 b⊗α
N
M̂ ′ ⊂ V (L(H) a∗β
N
M̂ ′)V ∗; as a(A) =
V (A a⊗β
No
1)V ∗, we obtain (i) by definition of A ⋊a G. Then (ii) is a corollary of (i) and
9.4(iii). 
10.10. Definition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupo-id,
A a von neumann algebra, (b, a) an action of G on A; following ([ES1], II5), we shall say
that a satisfies property (B) if we have a(A) = (A⋊a G)
a˜.
10.11. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum grou-poid,
aHb a N − N bimodule, A a von Neumann algebra such that b(N) ⊂ A ⊂ a(N)′, V a
corepresentation of G on aHb which implements an action (b, a) of G on A; let A ⋊a G
be the crossed-product, and a˜ the dual action of of (Ĝ)c on the crossed product; let us
suppose that the action a is saturated, in the sense of 7.3. Then, the action a satisfies
property (B) (in the sense of 10.10).
Proof. Using 9.4(iii) and 10.9(ii), we have :
a(A) ⊂ (A⋊a G)a˜ ⊂ Sata
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Therefore, the result is trivial. 
10.12. Corollary. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; let
A be a von Neumann algebra acting on a Hilbert space H, (b, a) an action of G on A; the
dual action a˜ of (Ĝ)c on the crossed product A⋊a G satisfies property (B) of 10.10.
Proof. This is a straightforward corollary of 10.7(ii) and 10.11. 
11. Biduality
In that chapter, we prove a first version of biduality theorems (11.3, 11.4), which
implies that any action satisfies properties (A) (11.5(ii)) and (B) (11.5(i)). We then get
the biduality theorem (11.6) and commutation theorem (11.7).
11.1. Lemma. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; let A
be a von Neumann algebra acting on a Hilbert space H, (b, a) an action of G on A, A⋊aG
the crossed product of A by G via this action. Then, we have :
[(a b∗α
N
id)a(A) ∪ 1 b⊗α
N
M̂ ′ β∗α
N
L(HΦ)]
′′ = A⋊a G β∗α
N
L(HΦ)
Proof. We have a(A) ⊂ A b∗α
N
L(HΦ), and, therefore:
(a b∗α
N
id)a(A) ⊂ a(A) b∗α
N
L(HΦ)
from which we get :
[(a b∗α
N
id)a(A) ∪ 1 b⊗α
N
M̂ ′ β∗α
N
L(HΦ)]
′′ ⊂ A⋊a G β∗α
N
L(HΦ)
Conversely, let X ∈ L(H) b∗α
N
M̂ , such that X β⊗α
N
1 commutes with (a b∗α
N
id)a(A). As,
for x ∈ A, we have, using 3.12(v) :
(a b∗α
N
id)a(x) = (id b∗α
N
Γ)a(x) = (1 b⊗α
N
σνW
oσν)
∗(a(x) αˆ⊗β
No
1)(1 b⊗α
N
σνW
oσν)
and, therefore :
a(x) αˆ⊗β
No
1 = (1 b⊗α
N
σνW
oσν)(a b∗α
N
id)a(x)(1 b⊗α
N
σνW
oσν)
∗
As X belongs to L(H) b∗α
N
M̂ , we get that :
(1 b⊗α
N
σνW
oσν)(X β⊗α
N
1) = (X αˆ⊗βˆ
No
1)(1 b⊗α
N
σνW
oσν)
and, therefore, we get that X αˆ⊗βˆ
No
1 commutes with a(x) αˆ⊗β
No
1, which means that X
belongs to a(A)′; as X belongs to L(H) b∗α
N
M̂ , we finally get that X belongs to (A⋊aG)
′.
So, we have proved that :
[(a b∗α
N
id)a(A) ∪ 1 b⊗α
N
M̂ ′ β∗α
N
L(HΦ)]
′ ⊂ [A⋊a G β∗α
N
L(HΦ)]
′
from which we get the result. 
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11.2. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupo-id;
let A be a von Neumann algebra acting on a Hilbert space H, (b, a) an action of G on A,
a˜ the dual action of (Ĝ)c on the crossed product A⋊a G, ˜˜a the bidual action of (G)
oc on
the double crossed-product (A⋊a G)⋊a˜ Ĝ
o; we shall denote :
A = (a(A) ∪ 1 b⊗α
N
α(N)′)′′
and, for any X ∈ A :
a(X) = (1 b⊗α
N
σνoWσνo)(id b∗α
N
ςN )(a b∗α
N
id)(X)(1 b⊗α
N
σνoWσνo)
∗
Moreover, for any Y ∈ L(H b⊗α
ν
HΦ β⊗α
ν
HΦ), we define :
Θ(Y ) = (1 b⊗α
ν
σνW
oσν)Y (1 b⊗α
N
σνW
oσν)
∗ ∈ L(H b⊗α
ν
HΦ αˆ⊗β
νo
HΦ)
Then, for any X ∈ A, we have :
Θ(a b∗α
N
id)(A) = (A⋊a G)⋊a˜ Ĝ
o
(Θ(a b∗α
N
id) b∗α
N
IG)a(X) = ˜˜a ◦Θ(a b∗α
N
id)(X)
and, for any Z ∈ A⋊a G, we get that Θ(a b∗α
N
id)(Z) = a˜(Z).
Proof. Let x ∈ A; then a(x) ∈ A, (a b∗α
N
id)a(x) = (id b∗α
N
Γ)a(x), and, using 3.12, we have
:
Θ(a b∗α
N
id)a(x) = a(x) αˆ⊗β
No
1
Let y ∈ M̂ ′; then 1 b⊗α
N
y ∈ A, (a b∗α
N
id)(1 b⊗α
N
y) = 1 b⊗α
N
1 β⊗α
N
y, and, using 3.10(iii) and
3.12(iv), we get :
Θ(a b∗α
N
id)(1 b⊗α
N
y) = 1 b⊗α
N
Γ̂c(y)
So, for any Z ∈ A ⋊a G, we get that Θ(a b∗α
N
id)(Z) = a˜(Z). Let now z ∈ M ′; then
1 b⊗α
N
z ∈ A, (a b∗α
N
id)(1 b⊗α
N
z) = 1 b⊗α
N
1 β⊗α
N
z, and :
Θ(a b∗α
N
id)(1 b⊗α
N
z) = 1 b⊗α
N
1 αˆ⊗β
No
z
from which we get that Θ(a b∗α
N
id)(A) = (A⋊aG)⋊a˜ Ĝ
o. Moreover, using 3.6, we deduce
from (a b∗α
N
id)a(x) = (id b∗α
No
Γ)a(x), that, for all x ∈ A, we have a(a(x)) = a(x) βˆ⊗α
N
1.
From which we deduce that :
(Θ(a b∗α
N
id) b∗α
N
IG)a(a(x)) = a(x) αˆ⊗β
No
1 βˆ⊗αˆ
N
1
= a˜(a(x)) βˆ⊗αˆ
N
1
= ˜˜a(a˜(a(x)))
= ˜˜a ◦Θ(a b∗α
N
id)a(x)
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For y ∈ M̂ ′, we have a(1 b⊗α
N
y) = 1 b⊗α
N
y βˆ⊗α
N
1 and, therefore :
(Θ(a b∗α
N
id) b∗α
N
IG)a(1 b⊗α
N
y) = 1 b⊗α
N
Γ̂c(y) βˆ⊗αˆ
N
1
= a˜(1 b⊗α
N
y) βˆ⊗αˆ
N
1
= ˜˜a(a˜(1 b⊗α
N
y))
= ˜˜a ◦Θ(a b∗α
N
id)(1 b⊗α
N
y)
from which we deduce that, for all Z ∈ A⋊a G, we have :
(Θ(a b∗α
N
id) b∗α
N
IG)a(Z) = ˜˜a(a˜(Z)) = ˜˜a ◦Θ(a b∗α
N
id)(Z)
For z ∈M ′, we have (a b∗α
N
id)(1 b⊗α
N
z) = 1 b⊗α
N
1 β⊗α
N
z and :
a(1 b⊗α
N
z) = (1 b⊗α
N
σνo)(1 b⊗α
N
(W (1 β⊗α
N
z)W ∗))(1 b⊗α
N
σνo)
As W = (JbΦ β⊗α
N
JΦ)W
∗(JbΦ β⊗α
N
JΦ), we get that :
a(1 b⊗α
N
z) = (id b∗α
N
ςNo)(1 b⊗α
No
(JbΦ β⊗α
N
JΦ)Γ(JΦzJΦ)(JbΦ β⊗α
N
JΦ))
and :
(Θ(a b∗α
N
id) b∗α
N
IG)a(1 b⊗α
N
z) = 1 b⊗α
N
1 αˆ⊗β
No
Γoc(z)
= ˜˜a(1 b⊗α
N
1 αˆ⊗β
No
z)
= ˜˜a ◦Θ(a b∗α
N
id)(1 b⊗α
N
z)
from which we get the result. 
11.3. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupo-id;
let A be a von Neumann algebra acting on a Hilbert space H, (b, a) an action of G on A,
a˜ the dual action of (Ĝ)c on the crossed product A⋊a G, ˜˜a the bidual action of (G)
oc on
the double crossed-product (A⋊a G)⋊a˜ Ĝ
o; then, with the notations of 11.2 :
(i) (1 b⊗α
N
βˆ, a) is an action of G on A;
(ii) this action satisfies property (B);
(iii) Aa = A⋊a G
Proof. Thanks to 11.2, we get that, for any n ∈ N :
a(1 b⊗α
N
βˆ(n)) = (id b∗α
N
ςNo)(1 b⊗α
No
(JbΦ β⊗α
N
JΦ)Γ(α(n))(JbΦ β⊗α
N
JΦ))
= 1 b⊗α
N
1 βˆ⊗α
N
β(n)
On the other hand, we get, using 11.2, for any X ∈ A, that :
(Θ(a b∗α
N
id) b∗α
N
IG b∗α
N
IG)(a(X) β∗α
N
id)a(X)
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is equal to :
(˜˜a ◦Θ(a b∗α
N
id) b∗α
N
IG)a(X) = (˜˜a βˆ⊗αˆ
N
id)˜˜a ◦Θ(a b∗α
N
id)(X)
= (id b⊗αˆ
N
Γoc)˜˜a ◦Θ(a b∗α
N
id)(X)
= (Θ(a b∗α
N
id) b∗α
N
Γoc ◦ IG)a(X)
which is equal to (Θ(a b∗α
N
id) b∗α
N
IG b∗α
N
IG)(id β∗α
N
Γ)a(X), from which we get (i). On the
other hand, we have :
(Θ(a b∗α
N
id) b∗α
N
IG)(A⋊a G) = (Θ(a b∗α
N
id) b∗α
N
IG)(a(A) ∪ 1 b⊗α
N
1 βˆ⊗α
N
M̂ ′)′′
= (˜˜a[(A⋊a G)⋊a˜ Ĝ
o] ∪ 1 b⊗α
N
1 βˆ⊗αˆ
N
M̂)′′
= [(A⋊a G)⋊a˜ Ĝ
o]⋊˜˜a G
oc
Using then 9.4(iii), we get that :
(Θ(a b∗α
N
id) b∗α
N
IG)((A⋊a G)
a˜) = (Θ(a b∗α
N
id) b∗α
N
IG)((A⋊a G ∩ A b∗α
N
M)
which, using 11.2 and 9.4(iii) again, is equal to :
[(A⋊a G)⋊a˜ Ĝ
o]⋊˜˜a G
oc ∩ [(A⋊a G)⋊a˜ Ĝo] αˆ∗βˆ
No
M ′ = ([(A⋊a G)⋊a˜ Ĝ
o]⋊˜˜a G
oc)
˜˜a
which, using 10.12, is equal to ˜˜a[(A⋊a G)⋊a˜ Ĝ
o], and, therefore, by 11.2 again, is equal
to (Θ(a b∗α
N
id) b∗α
N
IG)a(A). From which we get that (A⋊a G)
a˜ = a(A) which is (ii).
Using 11.3, we get that X in A belongs to Aa if and only if Θ(a b∗α
N
id)(X) belongs to
[(A⋊aG)⋊a˜ Ĝ
o]
˜˜a, which, using 10.12, is equal to a˜(A⋊aG), or, using 11.3 again, is equal
to Θ(a b∗α
N
id)(A⋊a G); from which we get (iii). 
11.4. Proposition. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupo-id;
let A be a von Neumann algebra acting on a Hilbert space H, (b, a) an action of G on
A, a˜ the dual action of (Ĝ)c on the crossed product A⋊a G, ˜˜a the bidual action of (G)
oc
on the double crossed-product (A ⋊a G) ⋊a˜ Ĝ
o; let’s use the notations of 11.2 and 11.3.
Then, we have :
A⋊a G = (id b∗α
N
ςNo)[(1 b⊗α
N
W )(A⋊a G β∗α
N
L(HΦ))(1 b⊗α
N
W )∗]
Proof. By definition of A, we have :
a(A) = (id b∗α
N
ςNo)[(1 b⊗α
N
W )((a b∗α
N
id)a(A) ∪ 1 b⊗α
N
1 β⊗α
N
α(N)′)′′(1 b⊗α
N
W )∗]
and A⋊a G = (a(A) ∪ 1 b⊗α
N
1 βˆ⊗α
N
M̂ ′)′′. But, on the other hand, using 3.11(iii), we get
that W ∗(M̂ ′ α⊗βˆ
No
1)W is equal to :
(JbΦ α⊗βˆ
No
JΦ)W (JbΦ α⊗βˆ
No
JΦ)(M̂
′
α⊗βˆ
No
1)(JbΦ β⊗α
N
JΦ)W
∗(JbΦ β⊗α
N
JΦ)
= (JbΦ α⊗βˆ
No
JΦ)Γ̂
o(M̂)(JbΦ β⊗α
N
JΦ)
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Therefore, we get that :
M̂ ′ α⊗βˆ
No
1 = W (JbΦ α⊗βˆ
No
JΦ)Γ̂
o(M̂)(JbΦ β⊗α
N
JΦ)W
∗
and :
1 βˆ⊗α
N
M̂ ′ = ςNo [W (JbΦ α⊗βˆ
No
JΦ)Γ̂
o(M̂)(JbΦ β⊗α
N
JΦ)W
∗]
Moreover, we have :
(JbΦ α⊗βˆ
No
JΦ)Γ̂
o(M̂)(JbΦ β⊗α
N
JΦ) ∪ (1 β⊗α
N
α(N)′)′′ =
= (JbΦ α⊗βˆ
No
JΦ)[Γ̂
o(M̂) ∪ 1 α⊗βˆ
No
βˆ(N)′]′′((JbΦ β⊗α
N
JΦ)
which, by 7.2 applied to Ĝo, is equal to :
(JbΦ α⊗βˆ
No
JΦ)(M̂ α∗βˆ
No
L(HΦ))(JbΦ β⊗α
N
JΦ) = M̂
′
β∗α
N
L(HΦ)
Therefore, we get that A⋊a G is equal to :
(id b∗α
N
ςNo)[(1 b⊗α
N
W )((a b∗α
N
id)a(A) ∪ 1 b⊗α
N
M̂ ′ β∗α
N
L(HΦ))
′′(1 b⊗α
N
W )∗]
which, using 11.1, gives the result. 
11.5. Theorem. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; let
A be a von Neumann algebra acting on a Hilbert space H, (b, a) an action of G on A, a˜
the dual action of (Ĝ)c on the crossed product A⋊a G. Then :
(i) a satisfies property (B), i.e. we have :
(A⋊a G)
a˜ = a(A)
(ii) a satisfies property (A), i.e. we have :
(a(A) ∪ 1 b⊗α
N
α(N)′)′′ = A b∗α
N
L(HΦ)
Proof. Let’s use the constructions and notations of 11.2, 11.3 and 11.4. Using 9.4(iii), we
have (A ⋊a G)
a˜ = A ⋊a G ∩ L(H b⊗α
ν
HΦ) β∗α
M
M , and, therefore, using 11.4 and 9.4(iii)
again, we have :
(A⋊a G)
a˜ = (id b∗α
N
ςNo)[(1 b⊗α
N
W )((A⋊a G)
a˜
β∗α
N
L(HΦ))(1 b⊗α
N
W )∗]
But, by 11.3, we have :
(A⋊a G)
a˜ = a(A) = (id b∗α
N
ςNo)[(1 b⊗α
N
W )(a b∗α
N
id)(A) β∗α
N
L(HΦ))(1 b⊗α
N
W )∗]
from which we deduce that (A⋊aG)
a˜
β∗α
N
L(HΦ) = (a b∗α
N
id)(A), from which we get that
(A ⋊a G)
a˜
β∗α
N
L(HΦ) ⊂ a(A) β∗α
N
L(HΦ) and we deduce that (A ⋊a G)
a˜ ⊂ a(A), which,
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thanks to 9.4(iii), gives (i).
But we have now :
(a b∗α
N
id)(A b∗α
N
L(HΦ)) = a(A) β∗α
N
L(HΦ)
= (A⋊a G)
a˜
β∗α
N
L(HΦ)
= (a b∗α
N
id)(A)
which gives (ii). 
11.6. Theorem. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; let
A be a von Neumann algebra acting on a Hilbert space H, (b, a) an action of G on A, a˜
the dual action of (Ĝ)c on the crossed product A⋊aG, ˜˜a the bidual action of (G)
oc on the
double crossed-product (A⋊a G)⋊a˜ Ĝ
o; let us define, for any X ∈ A b∗α
N
L(HΦ) :
a(X) = (1 b⊗α
N
σνoWσνo)(id b∗α
N
ςN )(a b∗α
N
id)(X)(1 b⊗α
N
σνoWσνo)
∗
Moreover, for any Y ∈ L(H b⊗α
ν
HΦ β⊗α
ν
HΦ), we define :
Θ(Y ) = (1 b⊗α
ν
σνW
oσν)Y (1 b⊗α
N
σνW
oσν)
∗ ∈ L(H b⊗α
ν
HΦ αˆ⊗β
νo
HΦ)
Then, for any X ∈ A b∗α
N
L(HΦ), we have :
Θ(a b∗α
N
id)(A b∗α
N
L(HΦ)) = (A⋊a G)⋊a˜ Ĝ
o
(Θ(a b∗α
N
id) b∗α
N
IG)a(X) = ˜˜a ◦Θ(a b∗α
N
id)(X)
and, for any Z ∈ A⋊a G, we get that Θ(a b∗α
N
id)(Z) = a˜(Z).
Then (1 b⊗α
N
βˆ, a) is an action of G on A b∗α
N
L(HΦ), and :
(A b∗α
N
L(HΦ))
a = A⋊a G
Moreover, for any X ∈ (A b∗α
N
L(HΦ))
+, we have :
T˜˜aΘ(a b∗α
N
id) = Θ(a b∗α
N
id)Ta(X) = a˜(Ta(X))
Proof. This result is given by 11.2, 11.3 and 11.5(ii). 
11.7. Theorem. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid, aHb
a N −N bimodule, A a von Neumann algebra such that b(N) ⊂ A ⊂ a(N)′, V a corepre-
sentation of G on aHb which implements an action (b, a) of G on A and an action (a, a
′)
of Go on A′. Then :
(i) A⋊a G = V (L(H) a∗β
No
M̂ ′)V ∗ ∩A b∗α
N
L(HΦ)
(ii) A′ ⋊a′ G
o = V ∗(A⋊a G)
′V .
Proof. Using 11.6, we get that X ∈ A b∗α
N
L(HΦ) belongs to A ⋊a G if and only if
X ∈ A b∗α
N
βˆ(N)′, and a(X) = X βˆ⊗α
N
1, or, equivalently :
(a b∗α
N
id)a(X) = (1 b⊗α
N
W ∗)(1 b⊗α
N
σν)(X βˆ⊗α
N
1)(1 b⊗α
N
σν)(1 b⊗α
N
W )
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which means (7.4) that X belongs to A b∗α
N
βˆ(N)′ ∩ SatV , and, therefore, by 7.4(i), we
get :
A⋊a G = V (L(H) a∗β
No
M̂ ′)V ∗ ∩ A b∗α
N
βˆ(N)′
We have seen in 7.4 that V (L(H) a∗β
No
M̂ ′)V ∗ belongs to a(N)′ b∗α
N
βˆ(N)′, which gives (i).
From (i), we get that :
(A⋊a G)
′ = (V (1 b⊗α
N
M̂)V ∗ ∪ A′ b⊗α
N
1)′′
and :
V ∗(A⋊a G)
′V = [V (A′ b⊗α
N
1)V ∗ ∪ 1 b⊗α
N
M̂ ]′′
which gives (ii). 
11.8. Theorem. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; let
A be a von Neumann algebra acting on a Hilbert space H, (b, a) an action of G on A;
then, a is saturated, i.e. we have :
a(A) = {X ∈ A b∗α
N
M, (a b∗α
N
id)(X) = (id b∗α
N
Γ)(X)}
Proof. Let us suppose that there exists a corepresentation V on H which implements a;
using 7.6 and 11.5(i), we get that a is saturated (7.3), which means that we have the
result. Applying this fact to 6.7, we get that (a b∗α
N
id)a(A) is equal to :
{X ∈ a(A) b∗α
N
M, (a b∗α
N
id β∗α
N
id)(X) = (id b∗α
N
id β∗α
N
Γ)(X)}
which is the image under (a b∗α
N
id) of :
{Y ∈ A b∗α
N
M ; (a b∗α
N
id β∗α
N
id)(a b∗α
N
id)(Y ) = (id b∗α
N
id β∗α
N
Γ)(a b∗α
N
id)(Y )}
As, (id b∗α
N
id β∗α
N
Γ)(a b∗α
N
id)(Y ) = (a b∗α
N
id β∗α
N
id)(id b∗α
N
Γ)(Y ), we get the result. 
11.9. Theorem. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid; let
A be a von Neumann algebra, (b, a) an action of G on A and A⋊aG its crossed product.
Then, the linear subspace generated by all elements of the form (1 b⊗α
N
a)a(x), with a ∈ M̂ ′
and x ∈ A, is dense in A⋊a G.
Proof. Using 11.5(i), this is a straightforward corollary of 10.1(iii). 
11.10. Remark. These theorems (11.5, 11.6, 11.8) are the generalization, up to the
measured quantum groupoid framework, of biduality theorems ([V2] 2.6, 2.7) obtained
for actions of locally compact quantum groups, and we followed the same strategy as [V2]
(which is, in fact, the strategy of [ES1]). These theorems generalizes as well the duality
theorems for groupoid actions ([Y3], 6.5) and integrable groupoid coactions ([Y3], 7.8).
12. Characterization of crossed-products
On this chapter, inspired by ([ES1], V), a measured quantum groupoid G be given, we
characterize crossed-products among the von Neumann algebras on which there exists an
action of Ĝc (12.3). A corollary (12.5) will be used in chapter 13.
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12.1. Notations. In this chapter, we shall consider a measured quantum groupoid G,
its dual Ĝ, and a von Neumann algebra B on a Hilbert space H. We suppose that there
exist :
(i) a normal faithful morphism µ from M̂ ′ into B;
(ii) a normal faithful morphism b from B into B µ◦αˆ∗β
No
M̂ ′, such that (µ◦ αˆ, b) is an action
of Ĝc on B;
(iii) we have, moreover : b ◦ µ = (µ αˆ∗β
No
id)Γ̂c.
This last formula implies that, for any n ∈ N , b ◦ µ(β(n)) belongs to (µ ◦ αˆ(N))′ and :
b ◦ µ(β(n)) = (µ αˆ∗β
No
id)Γ̂c(β(n)) = (µ αˆ∗β
No
id)(β(n) αˆ⊗β
νo
1) = µ(β(n)) µ◦αˆ⊗β
νo
1
and, therefore, by definition, µ ◦ β(N) ⊂ Ba.
12.2. Lemma. Let’s take the hypothesis and notations of 12.1. Then
(i) there exists a corepresentation Y of G on the bimodule µ◦αˆHµ◦β. such that, for any
ξ ∈ D(αHΦ, ν), η ∈ D((HΦ)β, νo), we have :
(id ∗ ωξ,η)(Y ) = µ[(id ∗ ωξ,η)((σνW oσν)∗)]
(ii) for any b′ ∈ B′, we have Y (b′ µ◦αˆ⊗β
No
1) = (b′ µ◦β⊗α
No
1)Y ;
(iii) for any b ∈ B, Y b(x)Y ∗ belongs to Bb µ◦β∗α
N
L(HΦ); moreover, if x ∈ Bb, then
Y (x µ◦β⊗α
N
1)Y ∗ belongs to Bb µ◦β∗α
N
M ;
(iv) the coreprentation Y of G implements on Bb an action of G, we shall denote d. More
precisely, (µ ◦ β, d) is an action of G on Bb.
Proof. By 3.10(v), HΦ can be considered as the standard Hilbert space of M̂
′, we can
identify with M̂o. Therefore, the Hilbert space H is isomorphic (2.3) to the relative tensor
product H µ⊗πˆ
bΦ
(HΦ), where πˆ denotes here the canonical representation of M̂ (resp. M̂
′)
on HΦ, and this isomorphism is an isomorphism of right M̂ -modules, which means that,
modulo the identification of these Hilbert spaces, we have, for all x ∈ M̂ ′, µ(x) = 1µ⊗πˆ
cM
x.
Let us put Y = 1Hµ⊗πˆ
cM
(σνW
oσν)
∗. So, Y is a unitary from H µ◦αˆ⊗β
νo
HΦ onto H µ◦β⊗α
ν
HΦ.
As (σνW
oσν)
∗ is a corepresentation of G on the N − N bimodule αˆ(HΦ)β (5.6), we get
easily that Y is a corepresentation of G on the N −N bimodule µ◦αˆHµ◦β .
Moreover, we have then :
(id ∗ ωξ,η)(Y ) = (id µ∗πˆ
cM
id ∗ ωξ,η)[1 µ⊗πˆ
cM
(σνW
oσν)
∗]
= 1 µ⊗πˆ
cM
(id ∗ ωξ,η)((σνW oσν)∗)
= µ[(id ∗ ωξ,η)((σνW oσν)∗)]
which gives (i). Then (ii) is a straightforward corollary of (i). From (ii), we get easily
that Y b(b)Y ∗ belongs to B µ◦β∗α
N
L(HΦ), and, therefore, that (id µ◦β∗α
N
ωξ)(Y b(b)Y
∗)
belongs to B. Let (ηi)i∈I be an orthogonal (β, ν
o)-basis of HΦ. We get that the element
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(id µ◦β∗α
N
ωξ)(Y b(b)Y
∗) is equal to the sum :
∑
i,j
(id µ◦β∗α
N
ωξ)(Y θ
β,νo(ηi, ηi)b(b)θ
β,νo(ηj , ηj)Y
∗) =
=
∑
i,j
(id ∗ ωξ,ηi)(Y )(id µ◦αˆ∗β
No
ωηi,ηj)b(b)[(id ∗ ωξ,ηj)(Y )]∗
And, as we know that (σνW
oσν)
∗ = Ŵ c, we get that :
b[(id µ◦β∗α
N
ωξ)(Y b(b)Y
∗)]
is equal to the sum over (i, j) of all following elements :
b ◦ µ[(id ∗ ωξ,ηi)(Ŵ c)(id µ◦αˆ∗β
No
id αˆ∗β
No
ωηi,ηj )(id µ◦αˆ∗β
No
Γ̂c)b(b)]b ◦ µ(id ∗ ωξ,ηj)(Ŵ c)∗
Using the pentagonal relation for Ŵ c, we get that :
b ◦ µ[(id ∗ ωξ,ηi)(Ŵ c)] = (µ αˆ∗β
No
id)Γ̂c[(id ∗ ωξ,ηi)(Ŵ c)]
is equal to (µ αˆ∗β
No
id)(id ∗ id ∗ ωξ,ηi)[σ2,3β,αˆ(Ŵ c α⊗β
No
1)(1 αˆ⊗β
No
σν)(1 αˆ⊗β
No
Ŵ c)]. And, as
(idµ◦αˆ∗β
No
Γ̂c)b(b) is equal to (1Hµ⊗πˆ
cM
Ŵ c)∗(1µ◦αˆ⊗β
No
σνo)(b(b)αˆ⊗β
No
1)(1µ◦αˆ⊗β
No
σνo)
∗(1Hµ⊗πˆ
cM
Ŵ c),
we obtain finally that this sum is equal to :
(µ αˆ∗β
No
id)(id ∗ id ∗ ωξ)[σ2,3β,αˆ(Ŵ cb(b)(Ŵ c)∗ α⊗β
No
1)(σ2,3β,αˆ)
∗]
which can be written :
(id µ◦β∗α
N
ωξ)(σ
2,3
β,αˆ(Y b(b)Y
∗
αˆ⊗β
No
1)(σ2,3β,αˆ)
∗) = (id µ◦β∗α
N
ωξ)(Y b(b)Y
∗) αˆ⊗β
No
1
and, therefore, we get that Y b(b)Y ∗ belongs to Bb µ◦β∗α
N
L(HΦ).
Let x ∈ Bb ⊂ µ◦αˆ(N)′. We have obtained that Y (xµ◦αˆ⊗β
No
1)Y ∗ belongs to Bbµ◦β∗α
N
L(HΦ);
as it belongs clearly to L(H) µ◦β∗α
N
M , we get that Y (x µ◦αˆ⊗β
No
1)Y ∗ belongs to Bbµ◦β∗α
N
M ,
which finishes the proof of (iii).
If n ∈ N , we have :
d(µ ◦ β(n)) = (1H µ⊗πˆ
cM
Ŵ c)(1H µ⊗πˆ
cM
β(n) αˆ⊗β
No
1)(1H µ⊗πˆ
cM
Ŵ c)∗
= 1H µ⊗πˆ
cM
Γ(β(n))
= 1H µ⊗πˆ
cM
1 β⊗α
N
β(n)
= 1 µ◦β⊗α
N
β(n)
which gives (iv). 
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12.3. Theorem. Let G be a measured quantum groupoid, Ĝ its dual measured quantum
groupoid, B a von Neumann algebra on a Hilbert space H. Then, are equivalent :
(i) there exists a von Neumann algebra A, an action (b, a) of G on A, and an isomorphism
I between the von Neumann algebras B and A⋊a G.
(ii) there exists a normal faithful morphism µ from M̂ ′ into B, a normal faithful morphism
b from B into B µ◦αˆ∗β
No
M̂ ′ such that (µ ◦ αˆ, b) is an action of Ĝc on B which satisfies
b ◦ µ = (µ αˆ∗β
No
id)Γ̂c.
Moreover, we have then :
b ◦ I = (I αˆ∗β
No
id)b
I ◦ Tb = Ta˜ ◦ I
I(Bb) = a(A)
B = (Bb ∪ µ(M̂ ′))′′
and, for any x ∈ M̂ ′, we have :
I ◦ µ(x) = 1 b⊗α
N
x
Proof. Let us suppose (i); then, if we define b by b = (I αˆ∗β
No
id)−1 ◦ a˜ ◦ I, and, for x ∈ M̂ ′,
if we put µ(x) = I−1(1 b⊗α
N
x), then, we have (ii).
Let us suppose (ii); we can use all notations and results of 12.2. Let us consider the
action (µ ◦ β, d) of G on Bb; we have :
Bb⋊d G = (d(B
b) ∪ 1 µ◦β⊗α
N
M̂ ′)′′
= (Y (Bb µ◦αˆ⊗β
No
1)Y ∗ ∪ 1 µ◦β⊗α
N
M̂ ′)′′
But, for any x ∈ M̂ ′, we have :
Y ∗(1 µ◦β⊗α
N
x)Y = (1H µ⊗πˆ
cM
Ŵ c∗)(1H µ⊗πˆ
cM
1 µ◦β⊗α
N
x)(1H µ⊗πˆ
cM
Ŵ c)
= 1H µ⊗πˆ
cM
Γ̂c(x)
= (µ αˆ∗β
No
id)Γ̂c(x)
= b ◦ µ(x)
and, therefore, we have :
Bb⋊d G = (Y (B
b
µ◦αˆ⊗β
No
1)Y ∗ ∪ 1 µ◦β⊗α
N
M̂ ′)′′
= (Y b(Bb)Y ∗ ∪ Y b(µ(M̂ ′))Y ∗)′′
= Y b((Bb ∪ µ(M̂ ′)′′)Y ∗
⊂ Y b(B)Y ∗
83
For y ∈ B, let us define I(y) = Y b(y)Y ∗; so, we get Bb⋊d G ⊂ I(B).
Using 12.2(iii), we get that I(B) ⊂ Bb µ◦β∗α
N
L(HΦ), and, therefore :
I(B) ⊂ Bb µ◦β∗α
N
L(HΦ) ∩ Y (L(H) µ◦αˆ∗β
No
M̂ ′)Y ∗
which, thanks to 11.7(i), is equal to Bb⋊d G.
So, we have proved that I(B) = Bb⋊dG, and we get (i), withA = B
b and (b, a) = (µ◦β, d).
We have already obtained that a˜ ◦ I = (I αˆ∗β
No
id)b, and, for any x ∈ M̂ ′, we have
I ◦ µ(x) = 1 b⊗α
N
x from which we get, from the definition of the crossed-product, that
B = (Bb ∪ µ(M̂ ′)′′. 
12.4. Corollary. Let’s take the hypothesis and notations of 12.1 and 12.2; then, there
exists an isomorphism J from Bb µ◦β∗α
N
L(HΦ) onto B ⋊b Ĝ
c such that, for all x ∈
Bb µ◦β∗α
N
L(HΦ), we have :
b˜J(x) = (J µ◦β∗α
N
IG)e(x)
where
e(x) = (1 µ◦β⊗α
N
σνoWσνo)(id µ◦β∗α
N
ςN )(d µ◦β∗α
N
id)(x)(1 µ◦β⊗α
N
σνoWσνo)
∗
and IG had been defined in 3.12(vi).
Proof. Thanks to 12.3, there exist an action (µ ◦ β, d) of G on Bb, and an isomorphism I
from B onto Bb⋊dG such that d˜ ◦ I = (I αˆ∗β
No
id)b. Therefore, we have, using 11.6, there
exists an isomorphism Θ such that :
(I αˆ∗β
No
id)(B ⋊b Ĝ
c) = (Bb⋊d G)⋊d˜ Ĝ
c
= Θ(d µ◦β∗α
N
id)(Bb µ◦β∗α
N
L(HΦ))
Let’s use again 11.6; for all x ∈ Bb µ◦β∗α
N
L(HΦ), let’s define :
e(x) = (1 µ◦β⊗α
N
σνoWσνo)(id µ◦β∗α
N
ςN )(d µ◦β∗α
N
id)(x)(1 µ◦β⊗α
N
σνoWσνo)
∗
We have then :
˜˜
dΘ(d µ◦β∗α
N
id)(x) = (Θ(d µ◦β∗α
N
id) µ◦β∗α
N
IG)e(x)
Let us define J = (I αˆ∗β
No
id)−1◦Θ(dµ◦β∗α
N
id) which is an isomorphism from Bbµ◦β∗α
N
L(HΦ)
onto B ⋊b Ĝ
c; we have then :
(J µ◦β∗α
N
IG)e(x) =
˜˜
dΘ(d µ◦β∗α
N
id)(x) = b˜J(x)
which finishes the proof. 
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12.5. Corollary. Let G be a measured quantum groupoid, and (b, a) an action of G on
a von Neumann algebra A; let A0 a von Neumann subalgebra of A
a, and let us write
D = A ∩ A′0, and d = a|D; then :
(i) (b, d) is an action of G on D;
(ii) D ⋊d G = A⋊a G ∩A′0 b∗α
N
L(HΦ).
Proof. Let us define B = A⋊a G ∩A′0 b∗α
N
L(HΦ) For x ∈ M̂ ′, let us put µ(x) = 1 b⊗α
N
x,
which belongs to B, and let us write b = a˜|B; for all b ∈ B, and a0 ∈ A0, we have :
b(b)(a0 b⊗α
N
1 αˆ⊗β
No
1) = a˜(b)a˜(a(a0) αˆ⊗β
No
1)
= a˜(a(a0) αˆ⊗β
No
1)a˜(b)
= (a0 b⊗α
N
1 αˆ⊗β
No
1)b(b)
from which we get that b(b) belongs to A′0 b∗α
N
L(HΦ) αˆ∗β
No
L(HΦ), and, therefore, to
B αˆ∗β
No
M ′. So, (µ ◦ αˆ, b) is an action of Ĝc on B, and we can apply 12.3, from which we
get that B is the crossed product of Bb by an action of G.
But we have Bb = (A ⋊a G)
a˜ ∩ A′0 b∗α
N
L(HΦ), which is equal to a(A) ∩ A′0 b∗α
N
L(HΦ)
(11.5(i)), and, therefore, to a(D). We then easily finish the proof. 
13. Dual weight; bidual weight; depth 2 inclusion associated to an
action
Be given an action (b, a) of a measured quantum groupoid G on a von Neumann
algebra A and a normal semi-finite faithful weight ψ on A, we define in 13.1 a dual
weight ψ˜ on the crossed-product A ⋊a G, using property (B) proved in 11.5(i) and the
weight constructed in chapter 10. We obtain a characterization of these weights (13.3),
and the GNS construction associated to this weight (13.4). Moreover, we study (13.5)
then the unitary Uψ constructed in 10.2. Using then the isomorphism obtained in chapter
11 between the double crossed product and A b∗α
N
L(HΦ), we obtain a characterization
of the bidual weight (13.7), which will allow us to construct, using 13.5, Jones’ tower
associated to the inclusion a(A) ⊂ A ⋊a G (13.8 and 13.9(i)). We prove then that this
inclusion is depth 2 (13.9(iv)) and that the operator-valued weight Ta˜ of this inclusion is
regular in the sense of 2.2(13.10).
13.1. Definition. Let (b, a) be an action of a measured quantum groupoid G on a von
Neumann algebra A, and let ψ be a normal semi-finite faithful weight on A; using 9.8,
we get that the dual action a˜ of Ĝc on the crossed product A ⋊a G is integrable, and,
therefore, by definition, the operator-valued weight Ta˜ from A⋊aG on (A⋊aG)
a˜ is semi-
finite. On the other hand, using 11.5(i), we know that a(A) = (A⋊aG)
a˜. So, the formula
ψ˜ = ψ ◦ a−1 ◦ Ta˜ defines a normal semi-finite faithful weight on A⋊a G, we shall call the
dual weight of ψ.
13.2. Example. Let G be a measured groupoid, and a an action of G on a von Neumann
algebra, as defined in [Y1], [Y2], [Y3]. We have seen in 9.2 that the crossed-product
defined by Yamanouchi is the same one as ours, and in 9.6 that the dual coaction of G
introduced by Yamanouchi is our dual action a˜ (of Ĝc) on the crossed-product A ⋊a G.
Starting from a normal semi-finite faithful weight on A, in [Y1], [Y2], Yamanouchi defines
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a dual weight on A ⋊a G ([Y2], 4.10), using an operator-valued weight defined in ([Y2],
3.11), which is equal ([Y2], bottom of the page 665) to our operator-valued weight Ta˜;
therefore, Yamanouchi’s dual weight is the same as ours.
13.3. Theorem. Let G be a quantum measured groupoid, and (b, a) an action of G on
a von Neumann algebra A; let ϕ be a normal semi-finite faithful weight on the crossed
product A⋊a G; then, are equivalent :
(i) there exists a normal semi-finite faithful weight ψ on A such that ϕ = ψ˜;
(ii) the weight ϕ is δˆ−1-invariant, with respect to the dual action a˜ of Ĝc on the crossed
product A⋊a G, and bears the density property defined in 8.1.
Proof. Let us suppose (i): then, we have (ii) by a simple application of 10.8(ii).
Let us suppose (ii), and let now θ be a normal semi-finite faithful weight on A, and θ˜ its
dual weight; by 8.11, we obtain that (Dϕ : Dθ˜)t belongs to (A⋊a G)
a˜, which is equal to
a(A) by 11.5(i). As σθ˜t ◦α = α ◦σθt by definition of the dual weight, there exists a normal
semi-finite faithful weight ϕ on A such that a[(Dψ : Dθ)t] = (Dϕ : Dθ˜)t.
On the other hand, by definition of the dual weights, we have :
(Dψ˜ : Dθ˜)t = a[(Dψ : Dθ)t]
From which we deduce that (Dϕ : Dθ˜)t = (Dψ˜ : Dθ˜)t, which gives the result. 
13.4. Theorem. Let G be a quantum measured groupoid, and (b, a) an action of G on
a von Neumann algebra A; let ψ be a normal faithful semi-finite weight on A, and let ψ˜
be the dual weight constructed in 13.1 on the crossed product A⋊aG; then, the linear set
generated by all the elements (1 b⊗α
N
a)a(x), for all x ∈ Nψ, a ∈ NbΦc ∩ NTˆ c, is a core
for Λψ˜, and it is possible to identify the GNS representation of A⋊a G associated to the
weight ψ˜ with the natural representation on Hψ b⊗α
ν
HΦ by writing :
Λψ(x) b⊗α
ν
ΛbΦc(a) = Λψ˜[(1 b⊗α
N
a)a(x)]
Moreover, using that identification, the linear set generated by the elements of the form
a(y∗)(Λψ(x) b⊗α
ν
ΛbΦc(a)), for x, y in Nψ, and a in NbΦc ∩NTˆ c ∩N∗bΦc ∩N∗Tˆ c is a core for
Sψ˜, and we have :
Sψ˜a(y
∗)(Λψ(x) b⊗α
ν
ΛbΦc(a)) = a(x
∗)(Λψ(y) b⊗α
ν
ΛbΦc(a
∗))
Proof. Thanks to 10.8(i) and (ii), the unitary V˜ constructed in 10.1(ii) is equal to the
isometry V constructed in 9.11. So, using this unitary, we can identifyHψ˜ withHψb⊗α
ν
HΦ,
which leads to the first result, using 11.5(i), 9.11 and 10.1(ii). The second result comes
then from 10.4. 
13.5. Proposition. Let G be a quantum measured groupoid, and (b, a) an action of G
on a von Neumann algebra A; let ψ be a normal faithful semi-finite weight on A, and let
ψ˜ be the dual weight constructed in 13.1 on the crossed product A ⋊a G; let us identify
Hψ˜ with Hψ b⊗α
ν
HΦ as in 13.4. Then, the unitary U
a
ψ from Hψ a⊗β
νo
HΦ onto Hψ b⊗α
ν
HΦ
defined by :
Uaψ = Jψ˜(Jψ a⊗β
No
JbΦ)
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satisfies :
Uaψ(Jψ b⊗α
N
JbΦ) = (U
a
ψ)
∗(Jψ a⊗β
No
JbΦ)
and we have :
(i) for all y ∈ A :
a(y) = Uaψ(y a⊗β
No
1)(Uaψ)
∗
(ii) for all b ∈M :
(1 b⊗α
N
JΦbJΦ)U
a
ψ = U
a
ψ(1 a⊗β
No
JΦbJΦ)
(iii) for all n ∈ N :
Uaψ(b(n) a⊗β
No
1) = (1 b⊗α
N
β(n))Uaψ
Uaψ(1 a⊗β
No
α(n)) = (a(n) b⊗α
N
1)Uaψ
Proof. Using again 10.8(i) and 11.5(i), the first result is given by 10.2(iii); (i) is given by
10.2(i), (ii) by 10.5. Applying (i) to y = b(n), we get the first result of (iii); we get then
the second result of (iii) by using Uaψ(Jψ b⊗α
N
JbΦ) = (U
a
ψ)
∗(Jψ a⊗β
No
JbΦ). 
13.6. Lemma. Let G be a measured quantum groupoid, and (b, a) an action of G on a
von Neumann algebra A; let (1 b⊗α
N
βˆ, a) be the action of G on A b∗α
N
L(H) constructed in
11.6. Then, for all a in NbΦc and X in A
+, we have :
Ta(ρ
b,α
ΛbΦc (a)
X(ρb,αΛbΦc (a)
)∗) = (1 b⊗α
N
a)a(X)(1 b⊗α
N
a∗)
Proof. Let us first remark that ΛbΦc(a) = JbΦΛbΦ(JbΦaJbΦ) which belongs to D(αHΦ, ν), by
2.2; on the other hand, let us suppose that A is acting on an Hilbert space H; we verify
straightforwardly that ρb,αΛbΦc (a)
X(ρb,αΛbΦc (a)
)∗ commutes with all Y b⊗α
N
1, with Y ∈ A′, and,
therefore, belongs to (A b∗α
N
L(H))+.
Let η in D(Hb, ν
o); for all ξ in D((HΦ)βˆ, ν
o), we have, using 11.6 :
< Ta(ρ
b,α
ΛbΦc (a)
X(ρb,αΛbΦc (a)
)∗), ωηb⊗α
N
ξ >=
Φ[(ωη b∗α
N
id)(1 b⊗α
N
(ρα,βˆξ )
∗Wρβ,αΛbΦc(a)
)a(X)(1 b⊗α
N
(ρb,αΛbΦc (a)
)∗W ∗ρα,βˆξ )]
We know that (ρb,αΛbΦc (a)
)∗W ∗ρα,βˆξ = (id ∗ ωξ,ΛbΦc(a))(W ∗) belongs to NΦ, thanks to 9.11
applied to Ĝ, and that :
ΛΦ((id ∗ ωξ,ΛbΦc(a))(W ∗)) = abΦ(ωξ,ΛbΦc(a)) = a∗ξ
and, therefore, we get that < Ta(ρ
b,α
ΛbΦc (a)
X(ρb,αΛbΦc (a)
)∗), ωηb⊗α
N
ξ > is equal to :
Φ((id ∗ ωξ,ΛbΦc(a))(W ∗)∗(ωη b∗α
N
id)(X)(id ∗ ωξ,ΛbΦc(a))(W ∗)) =
= ((ωη b∗α
N
id)(X)ΛΦ((id ∗ ωξ,ΛbΦc(a))(W ∗)|ΛΦ(id ∗ ωξ,ΛbΦc(a))(W ∗))
= ((ωη b∗α
N
id)(X)a∗ξ|a∗ξ)
and, finally, we get that :
< Ta(ρ
b,α
ΛbΦc (a)
X(ρb,αΛbΦc (a)
)∗), ωηb⊗α
N
ξ >= ((1 b⊗α
N
a)a(X)(1 b⊗α
N
a∗)(η b⊗α
N
ξ)|η b⊗α
N
ξ)
87
from which we get the result. 
13.7. Theorem. Let G be a measured quantum groupoid, and (b, a) an action of G on a
von Neumann algebra A; let ψ be a normal semi-finite faithful weight on A; let A ⋊a G
be the crossed-product, as defined in 9.1, and ψ˜ the dual weight, as defined in 13.1; let us
consider the dual action, as defined in 9.4, the bicrossed-product and the bidual weight
˜˜
ψ.
We have defined in 11.6 an isomorphism Θ such that :
Θ(a b∗α
N
id)(A b∗α
N
L(HΦ)) = (A⋊a G)⋊a˜ Ĝ
o
We have then :
d ˜˜ψ ◦Θ(a b∗α
N
id)
dψo
= ∆ψ˜
Proof. Let us remark that
˜˜
ψ ◦Θ(a b∗α
N
id) is a normal semi-finite weight on A b∗α
N
L(HΦ),
whose commutant is A′ b⊗α
N
1, which is isomorphic to A′, and, therefore to Ao. Therefore,
the spatial derivative has a meaning. Let us write it h for simplification. By definition of
this spatial derivative, for all Ξ in D(Hψ b⊗α
ν
HΦ, ψ
o), Ξ belongs to D(h1/2) if and only if
θψ
o
(Ξ,Ξ) belongs to M+˜˜ψ◦Θ(ab∗α
N
id)
, and we have then :
‖h1/2Ξ‖2 = ˜˜ψ ◦Θ(a b∗α
N
id)(θψ
o
(Ξ,Ξ))
which, using 11.6, gives that :
‖h1/2Ξ‖2 = ψ˜ ◦ Tb(θψo(Ξ,Ξ))
Let now x, y in Nψ, and a in NTˆ c ∩N∗Tˆ c ∩NbΦ ∩N∗bΦ; we have, for all z ∈ Nψ :
(Jψz
∗Jψ b⊗α
N
1)(a(x∗)(Λψ(y) b⊗α
N
ΛbΦc(a)) = a(x
∗)(Jψz
∗JψΛψ(y) b⊗α
N
ΛbΦc(a))
= a(x∗)(yJψΛψ(z) b⊗α
N
ΛbΦc(a))
= a(x∗)ρb,αΛbΦc(a)
yJψΛψ(z)
from which we get that a(x∗)(Λψ(y) b⊗α
N
ΛbΦc(a)) belongs to D(Hψ b⊗α
ν
HΦ, ψ
o), and that :
Rψ
o
(a(x∗)(Λψ(y) b⊗α
N
ΛbΦc(a))) = a(x
∗)ρb,αΛbΦc(a)
y
Therefore, for x, y in Nψ, a in NTˆ c ∩N∗Tˆ c ∩NbΦ ∩N∗bΦ, we get that :
θψ
o
(a(x∗)(Λψ(y) b⊗α
N
ΛbΦc(a)), a(x
∗)(Λψ(y) b⊗α
N
ΛbΦc(a)) = a(x
∗)ρb,αΛbΦc(a)
yy∗(ρb,αΛbΦc(a)
)∗a(x)
which, thanks to 13.6, belongs to M+Ta , and we have :
Ta(θ
ψo(a(x∗)(Λψ(y) b⊗α
N
ΛbΦc(a)), a(x
∗)(Λψ(y) b⊗α
N
ΛbΦc(a))) =
a(x∗)(1 b⊗α
N
a)a(yy∗)(1 b⊗α
N
a∗)a(x)
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Using now 13.4, we get that this last operator belongs to M+ψ , and, therefore, that
a(x∗)(Λψ(y) b⊗α
N
ΛbΦc(a)) belongs to D(h
1/2). And, by 13.4, we get that a(y∗)(1 b⊗α
N
a∗)a(x)
belongs to Nψ˜ ∩N∗ψ˜, and that :
ψ˜ ◦ Ta(θψo(a(x∗)(Λψ(y) b⊗α
N
ΛbΦc(a)), a(x
∗)(Λψ(y) b⊗α
N
ΛbΦc(a)))
is equal to :
‖Λψ˜(a(y∗)(1 b⊗α
N
a∗)a(x))‖2 = ‖Sψ˜Λψ˜[a(x∗)(1 b⊗α
N
a)a(y)]‖2
= ‖∆1/2
ψ˜
a(x∗)(Λψ(y) b⊗α
ν
ΛbΦc(a))‖2
Therefore, we get that :
‖h1/2a(x∗)(Λψ(y) b⊗α
ν
ΛbΦc(a))‖ = ‖∆1/2ψ˜ a(x∗)(Λψ(y) b⊗αν ΛbΦc(a))‖
and, using again 13.4, as the vectors a(x∗)(Λψ(y) b⊗α
ν
ΛbΦc(a)) are a core for ∆
1/2
ψ˜
, we have
‖h1/2ξ‖ = ‖∆1/2
ψ˜
ξ‖ for all ξ in D(h1/2), from which we get that ∆ψ˜ ⊂ h, and, as they are
self-adjoint operators, we get the result. 
13.8. Theorem. Let G be a measured quantum groupoid, and (b, a) an action of G on a
von Neumann algebra A, A ⋊a G its crossed product; let (1 b⊗α
N
βˆ, a) be the action of G
on A b∗α
N
L(HΦ) introduced in 11.6; then, the inclusion :
a(A) ⊂ A⋊a G ⊂ A b∗α
N
L(HΦ)
is standard, and the operator-valued weight Ta from A b∗α
N
L(HΦ) to A ⋊a G is the basic
construction made from the operator-valued weight Ta˜ from A⋊a G to a(A).
Proof. Let ψ be a normal semi-finite faithful weight on A, and ψ˜ its dual weight on
A⋊aG; let us represent the inclusion a(A) ⊂ A⋊aG on the Hilbert space Hψ˜, which had
been identified (13.4) with Hψ b⊗α
ν
HΦ, equipped with the natural representation of the
inclusion. We have then, using 13.5 :
Jψ˜a(A)Jψ˜ = Jψ˜U
a
ψ(A a⊗β
No
1)(Uaψ)
∗Jψ˜
= (Jψ a⊗β
No
JΦˆ)(A a⊗β
No
1)(Jψ b⊗α
N
JΦˆ)
= A′ b⊗α
N
1
and, therefore, we get :
Jψ˜a(A)
′Jψ˜ = (A
′
b⊗α
N
1)′ = A b∗α
N
L(HΦ)
which gives that A b∗α
N
L(HΦ) is the standard construction made from the inclusion
a(A) ⊂ A⋊a G.
Let T be the standard construction made from the operator-valued weight Ta˜. By defi-
nition (2.2), we have :
dψ˜ ◦ T
dψo
= ∆ψ˜
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which, thanks to 13.7, gives that ψ˜ ◦ T = ˜˜ψ ◦Θ(a b∗α
N
id), and, using 11.6, we have :
ψ˜ ◦ T = ψ˜ ◦ Ta
from which we get that T = Ta, which finishes the proof. 
13.9. Theorem. Let G be a measured quantum groupoid, and (b, a) an action of G on a
von Neumann algebra A, A⋊a G its crossed product; then :
(i) the Jones’ tower associated to the inclusion a(A) ⊂ A⋊a G is :
a(A) αˆ⊗β
No
1 ⊂ a˜(A⋊a G) ⊂ (A⋊a G)⋊a˜ Ĝc ⊂ (A⋊a G) αˆ∗β
No
L(HΦ)
(ii) moreover, the operator-valued weight T(a˜) from (A⋊aG) αˆ∗β
No
L(HΦ) to (A⋊aG)⋊a˜ Ĝ
c
is the operator-valued weight constructed by successive basic constructions in this tower.
(iii) the derived tower is :
a˜(A⋊a G ∩ a(A)′) ⊂ (A⋊a G)⋊a˜ Ĝc ∩ a(A)′ αˆ∗β
No
L(HΦ)
⊂ [A⋊a G ∩ a(A)′] αˆ∗β
No
L(HΦ)
(iv) let us write B = A⋊a G ∩ a(A)′, and b = a˜|B. Then (1 b⊗α
N
αˆ, b) is an action of Ĝc
on B, and we have :
B ⋊b Ĝ
c = (A⋊a G)⋊a˜ Ĝ
c ∩ a(A)′ αˆ∗β
No
L(HΦ)
(v) the inclusion a(A) ⊂ A⋊a G is depth 2.
Proof. We have got in 13.8 that the inclusion :
a(A) ⊂ A⋊a G ⊂ A b∗α
N
L(HΦ)
is standard. Let’s apply the isomorphism Θ(ab∗α
N
id) from Ab∗α
N
L(HΦ) onto (A⋊aG)⋊a˜Ĝ
c
defined in 11.6; we then get the inclusion :
a(A) αˆ⊗β
No
1 ⊂ a˜(A⋊a G) ⊂ (A⋊a G)⋊a˜ Ĝc
of von Neumann algebras on Hψ b⊗α
ν
HΦ αˆ⊗β
νo
HΦ; let’s apply now 13.8 to the inclusion :
a˜(A⋊a G) ⊂ (A⋊a G)⋊a˜ Ĝc
We get that the basic construction made from this inclusion gives the von Neumann
algebra (A⋊a G) αˆ∗β
No
L(HΦ), which gives (i).
By 11.6 again, we see that the isomorphism Θ(a b∗α
N
id) sends the operator-valued weight
Ta on T˜˜a. So, applying again 13.8 to this operator-valued weight, we get (ii).
Now, (iii) is just a corollary from (i), and (iv) is just an application of 12.5. So, we get
that the derived tower obtained in (iii) can be written as :
b(B) ⊂ B ⋊b Ĝc ⊂ B αˆ∗β
No
L(HΦ)
which is standard, by 13.8 applied to the action b; which finishes the proof. 
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13.10. Theorem. Let G be a measured quantum groupoid, and (b, a) an action of G on
a von Neumann algebra A, A⋊aG its crossed product, a the action of G on A b∗α
N
L(HΦ)
introduced in 11.6. Then :
(i) for any x ∈M ′+, 1 b⊗α
N
x belongs to A b∗α
N
L(HΦ) ∩ a(A)′, and we have :
Ta(1 b⊗α
N
x) = 1 b⊗α
N
T co(x)
(ii) the restriction of Ta to A b∗α
N
L(HΦ) ∩ a(A)′ is semi-finite;
(iii) the operator-valued weight Ta˜ from A⋊a G to a(A) is regular in the sense of 2.2.
Proof. Let x ∈M ′; we have, using 3.11 :
W (1 β⊗α
N
x)W ∗ = (JbΦ β⊗α
N
JΦ)W
∗(1 α⊗βˆ
No
JΦxJΦ)W (JbΦ β⊗α
N
JΦ)
= (JbΦ β⊗α
N
JΦ)Γ(JΦxJΦ)(JbΦ β⊗α
N
JΦ)
and, therefore, using 11.6 :
a(1 b⊗α
N
x) = (id b∗α
N
ςN)(1 b⊗α
N
[(JbΦ β⊗α
N
JΦ)Γ(JΦxJΦ)(JbΦ β⊗α
N
JΦ)])
from which we get, for x positive :
Ta(1 b⊗α
N
x) = 1 b⊗α
N
JΦ(Φ ◦R β∗α
N
id)Γ(JΦxJΦ)JΦ
= 1 b⊗α
N
JΦRTR(JΦxJΦ)JΦ
= 1 b⊗α
N
T co(x)
which is (i). Then, (ii) is just a corollary of (i).
Let us apply now (ii) to the action a˜, we get that the restriction of T(a˜) to the von
Neumann algebra (A⋊aG) αˆ∗β
No
L(HΦ) ∩ a˜(A⋊aG)′ is semi-finite, which, with (ii), gives
(iii). 
13.11. Remark. The fact that the inclusion a(A) ⊂ A ⋊a G is depth 2 (13.9(v)) had
been obtained in ([V2], 5.10) for actions of locally compact quantum groups in a somehow
different way.
14. The measured quantum groupoid associated to an action
In this section, we apply the results of ([EV], [E4]), recalled in 3.15, 6.5 and 9.3, to the
depth 2 inclusion (13.9) a(A) ⊂ A⋊aG, where (b, a) is an action of G on a von Neumann
algebra A. From such data, we therefore obtain a new quantum measured groupoid
G(a) (14.2), and we show that the dual action a˜ of Ĝc can be considered as an action
of G(a˜) (14.5). As the underlying von Neumann algebra of G(a) is a crossed-product of
the relative commutant A⋊a G ∩ a(A)′ by the restriction of the action a˜ of Ĝc, we show
that the initial measured quantum groupoid can be naturally sent into G(a) (14.7), and,
moreover, that, in the particular case when we are starting with an outer action of a
locally compact quantum group, we recover the initial locally compact quantum group
(14.9).
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14.1. Theorem. Let G be a measured quantum groupoid, and (b, a) an action of G on a
von Neumann algebra A. Let ψ be a normal faithful semi-finite weight on A, and ψ˜ be
the dual weight on the crossed product A⋊aG. Let us write B for A⋊a G ∩ a(A)′, b for
a˜|B, and M˜ for A b∗α
N
L(HΦ) ∩ a(A)′; then :
(i) let us write id for the inclusion of B into M˜ , and j for the anti-∗-homomorphism
j(x) = Jψ˜x
∗Jψ˜, which sends B into A b∗α
N
L(HΦ) ∩ (A ⋊a G)′ (and, therefore, into M˜).
Then, there exists Γ˜, such that :
(B, M˜, id, j, Γ˜)
is a Hopf-bimodule.
(ii) let us write also j(x) = Jψ˜x
∗Jψ˜ the ∗-anti-automorphism of M˜ ; then j is a co-inverse
for the coproduct constructed in (i).
(iii) let us write T˜ for the restriction of Ta to M˜ ; then, T˜ is a normal, semi-finite,
faithful operator-valued weight from M˜ onto B, which is left-invariant with respect to the
coproduct Γ˜.
(iv) the isomorphism Θ(a b∗α
N
id) sends M˜ onto B⋊b Ĝ
c and B onto b(B). Let us denote
j1 the ∗-anti-automorphism of B ⋊b Ĝc obtained by transporting j via this isomorphism,
and Γ˜1 the coproduct obtained the same way. Then :
(B,B ⋊b Ĝ
c, b, j1 ◦ b, Γ˜1)
is a Hopf-bimodule, isomorphic to the one obtained in (i), j1 is a co-inverse, and Tb˜ is a
left-invariant operator-valued weight.
Proof. We had got in 13.9 that the inclusion a(A) ⊂ A ⋊a G is depth 2, and, in 13.10,
that the operator-valued weight Ta is regular. So, we can apply 3.15(i) and (ii). As, by
13.8, the basic construction made from this inclusion gives the algebra A b∗α
N
L(HΦ), and
the beginning of the derived tower is B ⊂ M˜ , we get (i), (ii) and (iii). Using 13.9(iv), we
get the beginning of (iv); moreover, using 11.2, we get that this isomorphism sends the
restriction of Ta on the restriction of T˜˜a, which is Tb˜. 
14.2. Theorem. Let us take the notations of 14.1. Let us suppose that there exists a
normal semi-finite faithful weight χ on B, invariant under the modular automorphism
group σTa˜t ; then :
(B, M˜, id, j, Γ˜, T˜ , j ◦ T˜ ◦ j, χ) = (B,B ⋊b Ĝc, b, j1 ◦ b, Γ˜1, Tb˜, j1 ◦ Tb˜ ◦ j1, χ)
is a measured quantum groupoid, we shall denote by G(a). Moreover, the dual action a˜
satisfies the same hypothesis, and G(a˜) = Ĝ(a)
o
.
Proof. This is just 3.15 and 13.9. 
14.3. Theorem. Let us take the notations of 14.1 and 14.2; there exists an action (id, a)
of G(a˜) on A ⋊a G (where id means the inclusion of B into A ⋊a G, which is a anti-∗-
homomorphism of the basis Bo of G(a˜)), such that (A⋊a G)
a = a(A), and such that the
crossed-product (A ⋊a G) ⋊a G(a˜) is isomorphic to A b∗α
N
L(HΦ). More precisely, there
exists an isomorphism Ia from (A⋊a G)⋊a G(a˜) onto A b∗α
N
L(HΦ), such that :
(i) for any x ∈ A⋊a G, we have Ia(a(x)) = x;
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(ii) for any y ∈ A b∗α
N
L(HΦ) ∩ a(A)′, we have Ia(1 id⊗ˆ◦b
Bo
y) = y, where ˆ(z) = Jχ˜z
∗Jχ˜,
for all z ∈ B ⋊b Ĝc.
Proof. This is just 9.3 applied to 13.9 and 14.2. 
14.4. Theorem. Let us take the notations of 14.1, 14.2 and 14.3; then, the application
defined, for any x ∈ Nψ˜, y ∈ Nχ, b ∈ NΦoc ∩NT oc by :
U[Λψ˜(x) id⊗ˆ◦b
χo
(Λχ(y) αˆ⊗β
νo
ΛΦoc(b))] = Λψ˜(yx) αˆ⊗β
νo
ΛΦoc(b)
is a unitary from Hψ˜ id⊗ˆ◦b
χo
Hχ˜ onto Hψ˜ αˆ⊗β
νo
HΦ, such that, for all X ∈ (A⋊a G)⋊a˜ Ĝc,
we have :
UXU∗ = Θ ◦ (a b∗α
N
id)Ia(X)
and, in particular, for all Y ∈ A⋊a G, c ∈M ′, we have :
Ua(Y )U∗ = a˜(Y )
U(1 id⊗ˆ◦b
Bo
(1 b⊗α
N
1 αˆ⊗β
No
c))U∗ = 1 b⊗α
N
1 αˆ⊗β
No
c
Proof. Thanks to 14.3 and 11.6, we get that Θ ◦ (a b∗α
N
id)Ia is an isomorphism between
(A⋊a G)⋊a G(a˜) and (A⋊a G)⋊a˜ Ĝ
c, which verifies, for all Y and c :
Θ ◦ (a b∗α
N
id)Ia(a(Y )) = a˜(Y )
Θ ◦ (a b∗α
N
id)Ia(1 id⊗ˆ◦b
Bo
(1 b⊗α
N
1 αˆ⊗β
No
c)) = 1 b⊗α
N
1 αˆ⊗β
No
c
On the other hand, let us put, for all n ∈ N , b˜(n) = Jχ˜αˆ(n∗)Jχ˜. We have, by definition
of Ubχ, for all y ∈ B :
ˆ(b(y)) = Jχ˜b(y
∗)Jχ˜
= Jχ˜U
b
χ(y
∗
b˜⊗αˆ
ν
1)(Ubχ)
∗Jχ˜
= Jχy
∗Jχ αˆ⊗β
νo
1
= s(y) αˆ⊗β
νo
1
where s(y) = Jχy
∗Jχ. Therefore, the identification of Λψ˜(x) id⊗s
χo
Λχ(y) with Λψ˜(yx) (2.3)
gives the definition of U.
Let us write (˜ψ˜) for the dual weight of ψ˜ on (A⋊aG)⋊aG(a˜). Using 13.4 applied to the
weight χ˜, then to the weight (˜ψ˜), we get that :
Λψ˜(x) id⊗ˆ◦b
χo
(Λχ(y) αˆ⊗β
νo
ΛΦoc(b)) = Λψ˜(x) id⊗ˆ◦b
χo
Λχ˜((1 b⊗α
N
1 αˆ⊗β
No
b)b(y))
= Λg(ψ˜)[(1 id⊗ˆ◦b
Bo
(1 b⊗α
N
1 αˆ⊗β
No
b)b(y))a(x)]
As we have a(y) = 1 id⊗ˆ◦b
Bo
b(y), we finally get, using again 13.4 applied to the bidual
weight
˜˜
ψ :
UΛg(ψ˜)[(1 id⊗ˆ◦b
Bo
(1 b⊗α
N
1 αˆ⊗β
No
b))a(yx)] = Λ ˜˜ψ((1 b⊗αN 1 αˆ⊗βNo
b)a˜(yx))
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which we can write, using the isomorphism I = Θ ◦ (a b∗α
N
id)Ia :
UΛg
(ψ˜)
[(1 id⊗ˆ◦b
Bo
(1 b⊗α
N
1 αˆ⊗β
No
b))a(yx)] = Λ ˜˜ψ(I[(1 id⊗ˆ◦b
Bo
(1 b⊗α
N
1 αˆ⊗β
No
b))a(yx)])
Using 10.8(ii) applied to (˜ψ˜) and to
˜˜
ψ, we see that these elements are a core for, respec-
tively, Λg(ψ˜) and Λ ˜˜ψ, and we finaly get that UΛg(ψ˜)(Z) = Λ ˜˜ψ(I(Z)), for all Z ∈ Ng(ψ˜). From
which one gets that :
UXU∗ = Θ ◦ (a b∗α
N
id)Ia(X)
which finishes the proof. 
14.5. Corollary. Let us take the notations of 14.1, 14.2 and 14.3. If we make the iden-
tification of Hψ˜ id⊗ˆ◦b
Bo
Hχ˜ with H ˜˜ψ by writing, for any x ∈ Nψ˜, y ∈ Nχ, b ∈ NΦoc ∩NT oc:
Λψ˜(x) id⊗ˆ◦b
χo
(Λχ(y) αˆ⊗β
νo
ΛΦoc(b)) = Λψ˜(yx) αˆ⊗β
νo
ΛΦoc(b)
we then identify a˜ with a, and, therefore, (id, a˜) (where id is the inclusion of Bo into
A⋊a G) is an action of G(a˜) on A⋊a G.
Proof. Clear by 14.4. 
14.6. Corollary. Let us use the notations of 14.1, 14.2, 14.3. Then, the dual action
(j1 ◦ b, a˜) of Ĝ(a˜)
c
= G(a) on (A⋊aG)⋊a˜ Ĝ
c can be, as well, be identified with the action
(1b⊗α
N
1 αˆ⊗β
No
βˆ, ˜˜a) of Goc, and the action (1b⊗α
N
βˆ, a) of G on Ab∗α
N
L(HΦ) can be considered
as well as an action (j, a) of G(a)oc.
Proof. Left to the reader. 
14.7. Proposition. Let us use the notations introduced in 14.1 and 14.4; let us define,
for all x ∈ M ′, µ(x) = 1 b⊗α
N
x. We define this way an injective ∗-homomorphism from
M ′ into M˜ . Moreover, we have :
(i) for all x ∈ M ′, j1(µ(x)) = µ(Rc(x)); in particular, for all n ∈ N , µ(αˆ(n)) belongs to
N˜ and j1(µ(αˆ(n))) = 1 b⊗α
N
βˆ(n).
(ii) for all positive x ∈M ′+, we have Ta(µ(x)) = µ(T oc(x)).
(iii) for all x ∈ M ′, we have :
Γ˜(µ(x)) ≃ (µ ∗ µ)Γoc(x)
Proof. We have, using successively 13.5, 3.11(v) and 13.5(ii) :
j1(1 b⊗α
N
x) = Jψ˜(1 b⊗α
N
x∗)Jψ˜
= Uaψ(Jψ b⊗α
N
JbΦ)(1 b⊗α
N
x∗)(Jψ a⊗β
No
JbΦ)(U
a
ψ)
∗
= Uaψ(1 a⊗β
No
Rc(x))(Uaψ)
∗
= 1 b⊗α
N
Rc(x)
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which gives (i). Result (ii) is just a rewriting of 13.10(i).
Let us apply now 14.4 and 14.6 to 1 b⊗α
N
y, with y ∈ M̂ ′; we get :
1 b⊗α
N
1 αˆ⊗β
No
Γoc(y) = ˜˜a(1 b⊗α
N
1 αˆ⊗β
No
y)
= a˜(1 b⊗α
N
1 αˆ⊗β
No
y)
= 1 b⊗α
N
1 id⊗j
B
Γ˜(1 b⊗α
N
y)
which, up to the identifications, gives the result. 
14.8. Example. Let G be a locally compact quantum group,and let a be an action
of G on a von Neumann algebra A; by applying 6.4 and 14.6 to a, we can construct a
measured quantum groupoid G(a), whose underlying von Neumann algebra is the relative
commutant A⊗L(HΦ) ∩ a(A)′, the basis being B = A⋊aG ∩ a(A)′; it can be described
also by looking at the restriction b of the dual action a˜ of Ĝc to B and looking at the
inclusion of b(B) into the crossed product B ⋊b Ĝ
c, which is isomorphic to the inclusion
of B into A ⊗ L(HΦ) ∩ a(A)′. This example will be studied later on in another article,
and we need to compare this example with Vainerman’s construction made in [Va].
14.9. Remark. Let us recall that an action a of a locally compact quantum group G on
a von Neumann algebra A is called outer when A ⋊aG ∩ a(A)′ = C (which means that
the inclusion a(A) ⊂ A⋊aG is irreducible). It was proven in ([EN], [E2]) that any depth
2 irreducible inclusion of factors M0 ⊂ M1 generates a locally compact quantum group
G, and an outer action a of Ĝc on M1, such thatM
a
1 =M0, and that the crossed product
M1 ⋊a Ĝ
c is isomorphic to the basic construction made from the inclusion M0 ⊂ M1;
conversely, Vaes proved ([V2]) that, for any action a of a locally compact quantum group
G on a von Neumann algebra A, the inclusion a(A) ⊂ A⋊aG is depth 2.
Here, we have constructed from this depth 2 inclusion, a measured quantum groupoid
G(a); when the action a is outer, this measured quantum groupoid is a locally compact
quantum group ([EN], [E2]), and we get (14.8) that this locally compact quantum group
is Goc. This result was certainly known by specialists, but we were not able to find a
proof anywhere.
As Vaes ([V3]) proved that any locally compact quantum group has an outer action (on
some type III1 factor), this proves that any locally compact quantum group comes from
an irreducible depth 2 inclusion of factors, by the construction made in ([EN], [E2]).
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Appendix
Appendix A. Coinverse and scaling group of a measured quantum
groupoid
In this chapter, we are dealing with a Hopf-bimodule (N,α, β,M,Γ), equipped with
a left-invariant operator-valued weight T , and a right-invariant operator-valued weight
T ′. If ν denotes a normal semi-finite faithful weight on the basis, let Φ (resp. Ψ) be the
lifted normal faithful semi-finite weight on M by T (resp. T ′). Then, with the additional
hypothesis that the two modular automorphism groups associated to the two weight Φ
and Ψ commute (we then say that ν is relatively invariant with respect to T and T ′ (3.7),
we can construct a co-inverse, a scaling group and an antipod, using slight generalizations
of the constructions made in ([L2],9) for ”adapted measured quantum groupoids”.
A.1. Lemma. Let (N,α, β,M,Γ) be a Hopf-bimodule; let us suppose that there exist a
left-invariant operator-valued weight T , a right-invariant valued weight T ′ and ν a normal
semi-finite faithful weight on N , relatively invariant with respect to T and T ′ in the sense
of 3.7; we shall denote Φ = ν ◦ α−1 ◦ T and Ψ = ν ◦ β−1 ◦ T ′ the two lifted normal
semi-finite weights on M . Let us denote δ the modulus of Ψ with respect to Φ and λ the
scaling operator (2.6). We shall use the notations of 2.2.1. Then :
(i) let x ∈ TΨ,T ′ and n ∈ N and y = enx, with the notations of 2.6; then y belongs to
NΨ ∩NT ′, is analytical with respect to Ψ, and the operator σΨ−i/2(y∗)δ1/2 is bounded, and
its closure σΨ−i/2(y
∗)δ1/2 belongs to NΦ; moreover, with the identifications made in 2.6,
we have :
ΛΦ(σΨ−i/2(y
∗)δ1/2) = JΨΛΨ(y)
(ii) let E be the linear space generated by all such elements of the form σΨ−i/2(y
∗)δ1/2, for
all x ∈ TΨ,T ′ and n ∈ N; then E is a weakly dense subspace of NΦ, and, for all z ∈ E,
ΛΦ(z) ∈ D((HΦ)β, νo);
(iii) the linear set of all products < ΛΦ(z),ΛΦ(z
′) >β,νo (for z, z
′ in E) is a dense subspace
of N .
Proof. As en is analytical with respect to Ψ, y belongs to NΨ ∩NTR, is analytical with
respect to Ψ, and σΨ−i/2(y
∗)δ1/2 is bounded ([V1], 1.2); as δ−1 is the modulus of Φ with
respect to Ψ, we get that σΨ−i/2(y
∗)δ1/2 belongs to NΦ; we identify ΛΦ(σΨ−i/2(y
∗)δ1/2) with
ΛΨ(σ
Ψ
−i/2(y
∗)) = JΨΛΨ(y), which is (i).
The subspace E contains all elements of the form σΨ−i/2(x
∗)δ1/2σΨ−i/2(en) (x ∈ TΨ,T ′), and,
by density of TΨ,T ′ in M , we get that the closure of E contains all elements of the form
aenδ−1/2δ1/2σ
Ψ
−i/2(en) = aenσ
Ψ
−i/2(en), for all a ∈ M ; now, as enσΨ−i/2(en) is converging to
1, we finally get that E is dense in M ; as ΛΦ(E) ⊂ JΨΛΨ(Nψ ∩NT ′), we get, by 2.2, that,
for all z in E, ΛΦ(z) belongs to D((HΦ)β, ν
o); more precisely, we have :
Rβ,ν
o
(ΛΦ(σ
Ψ
−i/2(x
∗)δ1/2σΨ−i/2(en))) = R
β,νo(JψΛψ(enx)) = ΛT ′(enx)
Therefore, the set of elements of the form < ΛΦ(z),ΛΦ(z
′) >β,νo contains all elements of
the form β−1 ◦ T ′(x∗enenx), for all x in TΨ,T ′ and n ∈ N; as we have :
T ′(x∗enenx) = ΛT ′(enx)
∗ΛT ′(enx) = ΛT ′(x)
∗e∗nenΛT ′(x)
we get that its closure contains all elements of the form β−1 ◦ T ′(x∗x), and, therefore, it
contains β−1 ◦ T ′(M+T ′), which finishes the proof. 
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A.2. Definition. As in ([L2], 9.2), we can define, for all λ ∈ C, a closed operator ∆λΦ α⊗βˆ
No
∆λΦ, with natural values on elementary tensor products; it is possible also to define a
unitary antilinear operator JΦ α⊗βˆ
No
JΦ from HΦ α⊗βˆ
No
HΦ onto HΦ βˆ⊗α
N
HΦ (whose inverse
will be JΦ βˆ⊗α
N
JΦ); by composition, we define then a closed antilinear operator SΦ α⊗βˆ
No
SΦ,
with natural values on elementary tensor products, whose adjoint will be FΦ βˆ⊗α
N
FΦ.
A.3. Proposition. For all a, c in (NΦ ∩NT )∗(NΨ ∩NT ′), b, d in TΨ,T ′ and g, h in E,
the following vector :
U∗HΦΓ(g
∗)[ΛΦ(h) β⊗α
ν
(λβ,α
ΛΨ(σ
Ψ
−i(b
∗))
)∗UHΨ(ΛΨ(a) α⊗βˆ
νo
ΛΦ((cd)
∗))]
belongs to D(SΦ α⊗βˆ
ν∗
SΦ), and the value of σν(SΦ α⊗βˆ
ν∗
SΦ) on this vector is equal to :
U∗HΦΓ(h
∗)[ΛΦ(g) β⊗α
ν
(λβ,α
ΛΨ(σ
Ψ
−i(d
∗))
)∗UHΨ(ΛΨ(c) α⊗βˆ
νo
ΛΦ((ab)
∗))]
Proof. The proof is identical to ([L2],9.9), thanks to A.1(ii). 
A.4. Proposition. There exists a closed densely defined anti-linear operator G on HΦ
such that the linear span of :
(λβ,α
ΛΨ(σ
Ψ
−i(b
∗))
)∗UHΨ(ΛΨ(a) α⊗βˆ
νo
ΛΦ((cd)
∗))
with a, c in (NΦ ∩NT )∗(NΨ ∩NT ′), b, d in TΨ,T ′, is a core of G, and we have :
G[(λβ,α
ΛΨ(σ
Ψ
−i(b
∗))
)∗UHΨ(ΛΨ(a) α⊗βˆ
νo
ΛΦ((cd)
∗))] = (λβ,α
ΛΨ(σ
Ψ
−i(d
∗))
)∗UHΨ(ΛΨ(c) α⊗βˆ
νo
ΛΦ((ab)
∗))
Proof. The proof is identical to ([L2],9.10), thanks to A.1(iii). 
A.5. Theorem. Let (N,α, β,M,Γ) be a Hopf-bimodule; let us suppose that there exist a
left-invariant operator-valued weight T , a right-invariant valued weight T ′ and ν a normal
semi-finite faithful weight on N , relatively invariant with respect to T and T ′ in the sense
of 3.7; we shall denote Φ = ν ◦ α−1 ◦ T and Ψ = ν ◦ β−1 ◦ T ′ the two lifted normal
semi-finite weights on M . Let G be the closed densely defined antilinear operator defined
in A.4, and let G = ID1/2 its polar decomposition. Then, the operator D is positive
self-adjoint and non singular; there exists a one-parameter automorphism group τt on M
defined, for x ∈ M , by :
τt(x) = D
−itxDit
We have, for all n ∈ N and t ∈ R :
τt(α(n)) = α(σ
ν
t (n))
τt(β(n)) = β(σ
ν
t (n))
which allows us to define τt β∗α
N
τt, τt β∗α
N
σΦt and σ
Ψ
t β∗α
N
τ−t on M β∗α
N
M ; moreover, we
have :
Γ ◦ τt = (τt β∗α
N
τt)Γ
Γ ◦ σΦt = (τt β∗α
N
σΦt )Γ
Γ ◦ σΨt = (σΨt β∗α
N
τ−t)Γ
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Proof. The proof is identical to [L2], 9.12 to 9.28. 
A.6. Theorem. Let (N,α, β,M,Γ) be a Hopf-bimodule; let us suppose that there exists a
left-invariant operator-valued weight T , a right-invariant valued weight T ′ and ν a normal
semi-finite faithful weight on N , relatively invariant with respect to T and T ′ in the sense
of 3.7; we shall denote Φ = ν ◦ α−1 ◦ T and Ψ = ν ◦ β−1 ◦ T ′ the two lifted normal
semi-finite weights on M . Let G be the closed densely defined antilinear operator defined
in A.4, and let G = ID1/2 its polar decomposition. Then, the operator I is antilinear,
isometric, surjective, and we have I = I∗ = I2; there exists a ∗-antiautomorphism R on
M defined, for x ∈M , by :
R(x) = Ix∗I
such that, for all t ∈ R, we get R ◦ τt = τt ◦R and R2 = id.
For any a, b in NΨ ∩NT ′ we have :
R((ωJΨΛΨ(a) β∗α
N
id)Γ(b∗b)) = (ωJΨΛΨ(b) β∗α
N
id)Γ(a∗a)
and for any c, d in NΦ ∩NT , we have :
R((id β∗α
N
ωJΦΛΦ(c))Γ(d
∗d)) = (id β∗α
N
ωJΦΛΦ(d))Γ(c
∗c))
For all n ∈ N , we have R(α(n)) = β(n), which allows us to define Rβ∗α
N
R from M β∗α
N
M
onto M α∗β
No
M (whose inverse will be R α∗β
No
R), and we have :
Γ ◦R = ςNo(R β∗α
N
R)Γ
Proof. The proof is identical to [L2], 9.38 to 9.42. 
A.7. Theorem. Let (N,α, β,M,Γ) be a Hopf-bimodule; let us suppose that there exists a
left-invariant operator-valued weight T , a right-invariant valued weight T ′ and ν a normal
semi-finite faithful weight on N , relatively invariant with respect to T and T ′ in the sense
of 3.7; we shall denote Φ = ν ◦ α−1 ◦ TL; then :
(i) M is the weak closure of the linear span of all elements of the form (ω β∗α
N
id)Γ(x),
for all x ∈M and ω ∈M∗ such that there exists k > 0 with ω ◦ β ≤ kν.
(ii) M is the weak closure of the linear span of all elements of the form (id β∗α
N
ω)Γ(x),
for all x ∈M and ω ∈M∗ such that there exists k > 0 with ω ◦ α ≤ kν.
(iii) M is the weak closure of the linear span of all elements of the form (id ∗ ωv,w)(W ),
where v belongs to D(αHΦ, ν) and w belongs to D((HΦ)βˆ, ν
o).
Proof. The proof is identical to [L2], 9.25. 
A.8. Definition. Let (N,α, β,M,Γ) be a Hopf-bimodule; let us suppose that there exists
a left-invariant operator-valued weight T , a right-invariant valued weight T ′ and ν a
normal semi-finite faithful weight on N , relatively invariant with respect to T and T ′ in
the sense of 3.7; we shall denote Φ = ν ◦α−1◦T and Ψ = ν ◦β−1◦T ′ the two lifted normal
semi-finite weights on M ; let τt the one-parameter automorphism group constructed in
A.5 and let R be the involutive ∗-antiautomorphism constructed in A.6. We shall call τt
the scaling group of (N,α, β,M,Γ, T, T ′, ν) and R the coinverse of (N,α, β,M,Γ, T, T ′, ν).
Thanks to A.6 and A.7, we see that, T and ν being given, R does not depend on the
choice of the right-invariant operator-valued weight T ′.
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Similarly, from A.5, one gets that, for all x in M , ω ∈ M∗ such that there exists k > 0
with ω ◦ α ≤ kν, ω′ ∈M∗ such that there exists k > 0 with ω ◦ β ≤ kν, one has :
τt((id β∗α
N
ω)Γ(x)) = (id β∗α
N
ω ◦ σΦ−t)ΓσΦt (x)
τt((ω
′
β∗α
N
id)Γ(x)) = (ω′ ◦ σΨt β∗α
N
id)ΓσΨ−t(x)
So, T and ν being given, τt does not depend on the choice of the right-invariant operator-
valued weight T ′.
A.9. Theorem. Let (N,α, β,M,Γ) be a Hopf-bimodule; let us suppose that there exists a
left-invariant operator-valued weight T , a right-invariant valued weight T ′ and ν a normal
semi-finite faithful weight on N , relatively invariant with respect to T and T ′ in the sense
of 3.7; we shall denote Φ = ν ◦ α−1 ◦ T ; then, for any ξ, η in D(αHΦ, ν) ∩D((HΦ)βˆ, νo),
(id ∗ ωξ,η)(W ) belongs to D(τi/2), and, if we define S = Rτi/2, we have :
S((id ∗ ωξ,η)(W )) = (id ∗ ωη,ξ)(W )∗
More generally, for any x in D(S) = D(τi/2), we get that S(x)
∗ belongs to D(S) and
S(S(x)∗)∗ = x; S will be called the antipod of the measured quantum groupoid, and,
therefore, the co-inverse and the scaling group, given by polar decomposition of the anti-
pod, rely only upon the pseudo-multiplicative W .
Proof. It is proved similarly to [L2] 9.35 and 9.36. 
A.10. Proposition. Let (N,α, β,M,Γ) be a Hopf-bimodule, equipped with a left-invariant
operator-valued weight T , and a right-invariant valued weight T ′; let ν be a normal
semi-finite faithful weight on N , relatively invariant with respect to T and T ′ in the
sense of 3.7; let τt be the scaling group of (N,α, β,M,Γ, T, T
′, ν) and R the coinverse of
(N,α, β,M,Γ, TL, TR, ν); then :
(i) the operator-valued weight RT ′R is left-invariant, the operator valued-weight RTR is
right-invariant, and ν is relatively invariant with respect to RT ′R and RTR.
(ii) τt is the scaling group of (N,α, β,M,Γ, RT
′R,RTR, ν)
Proof. Let Φ = ν ◦α−1 ◦ T and Ψ = ν ◦ β−1 ◦ T ′ the two lifted normal semi-finite weights
on M by T and T ′; the lifted weight by RT ′R (resp. RTR) is then Ψ ◦R (resp. Φ ◦ R).
As σΨ◦Rt = R ◦ σΨ−t ◦ R and σΦ◦Rs = R ◦ σΦ−s ◦ R, we get that σΨ◦R and σΦ◦R commute,
which is (i).
From A.5 and A.6, we get that :
Γ ◦ σΨ◦Rt = Γ ◦R ◦ σΨ−t ◦R = ςNo(R β∗α
N
R)Γ ◦ σΨ−t ◦R
= ςNo(R ◦ σΨ−t ◦R α∗β
No
R ◦ τt ◦R)ςNΓ = (τt β∗α
N
σΨ◦Rt )Γ
from which we get that, for all x ∈M and ω ∈M∗ such that there exists k > 0 such that
ω ◦ α < kν, we have :
τt((id β∗α
N
ω)Γ(x)) = (id β∗α
N
ω ◦ σΨ◦R−t )Γ(σΨ◦Rt (x))
from which we get, by A.7, that τt is the scaling group associated to RTRR, RTLR and
ν. 
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Appendix B. Automorphism groups on the basis of a measured quantum
groupoid
In this section, with the same hypothesis as in appendix A, we construct two one-
parameter automorphism groups on the basis N (B.2), and we prove (B.7) that these
automorphisms leave invariant the quasi-invariant weight ν. We prove also in B.7 that
the weight ν is also quasi-invariant with respect to T and RTR. We finish by proving
(B.8) that our axioms and Lesieur’s axioms are equivalent.
B.1. Lemma. Let (N,α, β,M,Γ) be a Hopf-bimodule, equipped with a left-invariant operator-
valued weight T , and a right-invariant valued weight T ′; let ν be a normal semi-finite
faithful weight on N , relatively invariant with respect to T and T ′ in the sense of 3.7. Let
x ∈M ∩ α(N)′ and y ∈M ∩ β(N)′. Then :
(i) x belongs to β(N) if and only if we have :
Γ(x) = 1 β⊗α
N
x
(ii) y belongs to α(N) if and only if we have :
Γ(y) = y β⊗α
N
1
More generally, if x1, x2 are in M ∩ α(N)′ and such that Γ(x1) = 1 β⊗α
N
x2, then x1 =
x2 ∈ β(N).
Proof. The proof is given in [L2], 4.4. 
B.2. Proposition. Let (N,α, β,M,Γ) be a Hopf-bimodule; let us suppose that there ex-
ists a left-invariant operator-valued weight T , a right-invariant valued weight T ′ and ν a
normal semi-finite faithful weight on N , relatively invariant with respect to T and T ′ in
the sense of 3.7. Then, there exists a unique one-parameter group of automorphisms γLt
of N such that, for all t ∈ R and n ∈ N , we have :
σTt (β(n)) = β(γ
L
t (n))
σRTRt (α(n)) = α(γ
L
−t(n))
Moreover, the automorphism groups γL and σν commute, and there exists a positive self-
adjoint non-singular operator hL η Z(N) ∩ NγL such that, for any x ∈ N+ and t ∈ R,
we have :
ν ◦ γLt (x) = ν(htLx)
Using the operator-valued weights RT ′R and RTR, we obtain another one-parameter
group of automorphisms γRt of N , such that we have :
σRT
′R
t (β(n)) = β(γ
R
t (n))
σT
′
t (α(n)) = α(γ
R
−t(n))
and a positive self-adjoint non-singular operator hR η Z(N) ∩NγR such that we have :
ν ◦ γRt (x) = ν(htRx)
Proof. The existence of γLt is given by [L2], 4.5; moreover, from the formula σ
Φ
t ◦σΨs (β(n)) =
σΨs ◦ σΦt (β(n)), we obtain :
β(γLt ◦ σν−s(n)) = β(σν−s ◦ γLt (n))
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which gives the commutation of γLt and σ
ν
−s. The existence of hL is then straightforward.
The construction of γR and hR is just the application of the preceeding results to RT
′R,
RTR and ν. 
B.3. Proposition. Let (N,α, β,M,Γ) be a Hopf-bimodule; let us suppose that there ex-
ists a left-invariant operator-valued weight T , a right-invariant valued weight T ′ and ν
a normal semi-finite faithful weight on N , relatively invariant with respect to T and T ′
in the sense of 3.7. Let TL (resp. TR) be another left (resp. right)-invariant operator-
valued weight; we shall denote Φ = ν ◦ α−1 ◦ T , Φ′ = ν ◦ α−1 ◦ TL, Ψ = ν ◦ β−1 ◦ T ′ and
Ψ′ = ν ◦ β−1 ◦ TR the lifted normal semi-finite weights on M ; then, we have :
β(histL ) = (DΨ
′ ◦ σΦt : DΨ′ ◦ τt)s
α(histR ) = (DΦ
′ ◦ σΨ−t : DΦ′ ◦ τt)s
where τs is the scaling group constructed from T , T
′ and ν as well from RT ′R, RTR and
ν (A.5 and A.10).
Proof. From A.5, we get, for all t ∈ R, Γ ◦ σΦt τ−t = (id β∗α
N
σΦt τ−t)Γ, and, therefore, by
the right-invariance of TR, we get, for all x ∈ M+TR , that τtσΦ−tTRσΦt τ−t(x) = TR(x); let
now x ∈ M+Ψ′; TR(x) is an element of the positive extended part of β(N) which can be
written : ∫ ∞
0
λdeλ + (1− p)∞
where p is a projection in β(N), and eλ is a resolution of p. As x belongs to M
+
Ψ′, it is
well known that p = 1, and TR(x) =
∫∞
0
λdeλ. There exists also a projection q and a
resolution of q such that :
τtσ
Φ
−tTRσ
Φ
t τ−t(x) =
∫ ∞
0
λdfλ + (1− q)∞
and, for all µ ∈ R+, we have, because eµxeµ belongs to M+TR :
eµ(
∫ ∞
0
λdfλ)eµ + eµ(1− q)eµ∞ = eµτtσΦ−tTRσΦt τ−t(x)eµ
= τtσ
Φ
−tTRσ
Φ
t τ−t(eµxeµ)
= TR(eµxeµ)
=
∫ µ
0
λdeλ
from which we infer that (1 − q)eµ = 0, and, therefore, that q = 1; then, we get that
eµτtσ
Φ
−tTRσ
Φ
t τ−t(x)eµ is increasing with µ towards TR(x). Therefore, we get that :
τtσ
Φ
−tTRσ
Φ
t τ−t(x) ⊂ TR(x)
and, finally, the equality, for all x ∈M+Ψ′ :
τtσ
Φ
−tTRσ
Φ
t τ−t(x) = TR(x)
Moreover, as we have, for all n ∈ N :
τtσ
Φ
−t(β(n)) = β(σ
ν
t γ
L
−t(n))
we get, using B.2, that, for all x ∈M+Ψ′ :
Ψ′(β(h
−t/2
L )σ
Φ
t τ−t(x)β(h
−t/2
L )) = Ψ
′(x)
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and, therefore, that, for all x ∈M+ :
Ψ′(β(h
−t/2
L )σ
Φ
t τ−t(x)β(h
−t/2
L )) ≤ Ψ′(x)
A similar calculation (with τtσ
Φ
−t instead of σ
Φ
t τ−t) leads to :
Ψ′(β(h
t/2
L )τtσ
Φ
−t(x)β(h
t/2
L )) ≤ Ψ′(x)
which leads to the equality, from which we get the first result.
Applying this result to RTRR, RTLR and ν, we get, using again A.10 :
β(histR ) = (DΦ
′ ◦R ◦ σΨ◦Rt : DΦ′ ◦R ◦ τt)s
= (DΦ′ ◦ σΨ−t ◦R : DΦ′ ◦ τt ◦R)s
= R[((DΦ′ ◦ σΨ−t : DΦ′ ◦ τt)−s)∗]
which leads to the result. 
B.4. Corollary. Let (N,α, β,M,Γ) be a Hopf-bimodule; let us suppose that there exists a
left-invariant operator-valued weight T , a right-invariant valued weight T ′ and ν a normal
semi-finite faithful weight on N , relatively invariant with respect to T and T ′ in the sense
of 3.7. We shall denote Φ = ν ◦ α−1 ◦ T and Ψ = ν ◦ β−1 ◦ T ′ the two lifted normal
semi-finite weights on M , R the coinverse and τt the scaling group constructed in A.6
and A.5; we shall denote λ the scaling operator of Ψ with respect to Φ (2.6), hL and hR
the operators constructed in B.2. Then, for all s, t in R :
(i) (DΨ : DΨ ◦ τt)s = λistβ(histL )
(ii) (DΦ : DΦ ◦ τt)s = λistα(histR )
(iii) (DΦ : DΦ ◦ σΦ◦R−t )s = λistα(histR )α(h−istL )
(iv) (DΨ : DΨ ◦ σΨ◦Rt )s = λistβ(histL )β(h−istR ).
Proof. Applying B.3 with TR = T
′, as (DΨ ◦ σΦt : DΨ)s = λ−ist (2.6), we obtain (i).
Applying B.3 with TL = T , as (DΦ : DΦ◦σΨ−t)s = λist, we obtain (ii). Applying B.3 with
TR = RTR, we obtain :
β(histL ) = (DΦ ◦R ◦ σΦt : DΦ ◦R ◦ τt)s
= (DΦ ◦ σΦ◦R−t ◦R : DΦ ◦ τt ◦R)s
= R((DΦ ◦ σΦ◦R−t : DΦ ◦ τt)∗−s)
and, therefore α(histL ) = (DΦ ◦ σΦ◦R−t : DΦ ◦ τt)∗−s from which one gets :
α(histL ) = (DΦ ◦ σΦ◦R−t : DΦ ◦ τt)s
Using (ii), we get :
(DΦ : DΦ ◦ σΦ◦R−t )s = λistα(histR )α(h−istL )
which is (iii). And applying B.3 with TL = RT
′R, we obtain (iv). 
B.5. Lemma. Let M be a von Neumann algebra, Φ a normal semi-finite faithful weight
on M , θt a one parameter group of automorphisms of M . Let us suppose that there exists
a positive non singular operator µ affiliated to MΦ such that, for all s, t in R, we have
(DΦ ◦ θt : DΦ)s = µist
We have then, for all t ∈ R, θt(µ) = µ. Let us write µ =
∫∞
0
λdeλ the spectral decompo-
sition of µ, and let us define fn =
∫ n
1/n
deλ. We have then, for all a in NΦ, t in R, n in
N :
ωJΦΛΦ(afn) ◦ θt = ωJΦΛΦ(θ−t(a)fnµt/2)
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Proof. Let us remark first that θt(µ) = µ, and, therefore, θt(fn) = fn. On the other hand,
for any a in M , we have :
θ−tσ
Φ
s θt(x) = σ
Φ◦θt
s (x) = µ
istσΦs (x)µ
−ist
and then :
θ−tσ
Φ
s (x) = µ
istσΦs θ−t(x)µ
−ist
If now x is analytic with respect to Φ, we get that θ−t(fnxfm) is analytic with respect to
Φ and that :
fnθ−tσ
Φ
i/2(x)fm = µ
−t/2fnσ
Φ
i/2(θ−t(x))fmµ
t/2
Let us take now a in NΦ, analytic with respect to Φ; we have, for any y in M :
ωJΦΛΦ(fnafm) ◦ θt(y) = (θt(y)JΦΛΦ(fnafm)|JΦΛΦ(fnafm))
= (θt(y)ΛΦ(fmσ
Φ
−i/2(a
∗)fn)|ΛΦ(fmσΦ−i/2(a∗)fn))
= Φ(fnσ
Φ
i/2(a)fmθt(y)fmσ
Φ
−i/2(a
∗)fn)
which, using the preceeding remarks, is equal to :
Φ ◦ θt(µ−t/2fnσΦi/2(θ−t(a))fmµt/2yµt/2fmσΦ−i/2(θ−t(a∗))fnµ−t/2)
and, making now fn increasing to 1, we get that ωJΦΛΦ(afm) ◦ θt(y) is equal to :
Φ(σΦi/2(θ−t(a))fmµ
t/2yµt/2fmσ
Φ
−i/2(θ−t(a
∗)))
= (yΛΦ(fmµ
t/2σΦ−i/2(θ−t(a
∗)))|ΛΦ(fmµt/2σΦ−i/2(θ−t(a∗)))
= (yJΦΛΦ(θ−t(a)fmµ
t/2)|JΦΛΦ(θ−t(a)fmµt/2))
from which we get the result. 
B.6. Lemma. Let (N,α, β,M,Γ) be a Hopf-bimodule, equipped with a left-invariant operator-
valued weight T , and a right-invariant valued weight T ′; let ν be a normal semi-finite
faithful weight on N , relatively invariant with respect to T and T ′ in the sense of 3.7. We
shall denote Φ = ν ◦α−1 ◦T and Ψ = ν ◦β−1 ◦T ′ the two lifted normal semi-finite weights
on M , R the coinverse and τt the scaling group constructed in A.6 and A.5. Then, we
have :
(i) there exists a positive non singular operator µ1 affiliated to M
Φ and invariant under
τt, such that (DΦ ◦ τt : DΦ)s = µist1 ; let us write µ1 =
∫∞
0
λdeλ and fn =
∫ n
1/n
deλ; we
have then, for all a in NΦ, t in R, n in N and x in M
+ :
ωJΦΛΦ(τt(a)fn) = ωJΦΛΦ(afnµt/21 )
◦ τ−t
T ◦ τt(x) = α ◦ σνt ◦ α−1(T (µt/21 xµ−t/21 ))
(ii) there exists a positive non singular operator µ2 affiliated to M
Φ and invariant under
σΦ◦Rt , such that (DΦ ◦ σΦ◦R−t : DΦ)s = µist2 ; let us write µ2 =
∫∞
0
λde′λ and f
′
n =
∫ n
1/n
de′λ;
we have then, for all b in NΦ, t in R and n in N :
ωJΦΛΦ(bf ′n) ◦ σΦ◦Rt = ωJΦΛΦ(σΦ◦R−t (b)f ′nµ−t/22 )
T (σΦ◦R−t (µ
−t/2
1 xµ
t/2
1 )) = α ◦ γLt ◦ α−1(T (x))
Moreover, we have µis1 = λ
−isα(h−isR ), µ
is
2 = µ
is
1 α(h
is
L ), and µ
is
1 , µ
is
2 , α(h
is
L ) belong to
α(N)′ ∩MΦ. The non-singular operators µ1, µ2 and α(hL) commute two by two.
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Proof. By B.4(ii), we get that (DΦ ◦ τt : DΦ)s = λ−istα(h−istR ), as λ is positive non
singular, affiliated to the center Z(M), and hR is positive non singular affiliated to the
center of N , we get there exists µ1 positive non singular, affiliated to M
Φ such that :
µist1 = λ
−istα(h−istR ) = (DΦ ◦ τt : DΦ)s
We can then apply B.5 to τt and τt(a)fn (which belongs to NΦ) to get the first formula
of (i). On the other hand, we get that α ◦ σν−t ◦ α−1 ◦ T ◦ τt is a normal semi-finite
operator-valued weight which verify, for all x ∈M+
α ◦ σν−t ◦ α−1 ◦ T ◦ τt(x) = T (µt/21 xµt/21 )
from which we get the second formula of (i).
By B.4(iii), we get that (DΦ ◦ σΦ◦R−t : DΦ)s = λ−istα(h−istR )α(histL ); with the same argu-
ments, we get that there exists µ2 positive non singular, affiliated to M
Φ such that:
µist2 = λ
−istα(h−istR )α(h
ist
L ) = (DΦ ◦ σΦ◦R−t : DΦ)s
and we get the first formula of (ii) by applying again B.5 with σΦ◦R−t .
On the other hand, using B.2, we get that α ◦ γL−t ◦ α−1 ◦ T ◦ σΦ◦R−t is an operator-valued
weight which verify, for all x ∈M+ :
ν ◦ γL−t ◦ α−1 ◦ T ◦ σΦ◦R−t (x) = ν(h−t/2L α−1(TσΦ◦R−t (x))h−t/2l )
= Φ(α(h
−t/2
L σ
Φ◦R
−t (x)α(h
−t/2
L ))
= Φ ◦ σΦ◦R−t [α(h−t/2L )xα(h−t/2L )]
= Φ(µ
t/2
2 α(h
−t/2
L )xα(h
−t/2
L )µ
t/2
2 )
from which we get, because µ
t/2
2 α(h
−t/2
L ) commutes with α(N) :
α ◦ γL−t ◦ α−1 ◦ T ◦ σΦ◦R−t (x) = T (µt/22 α(h−t/2L )xα(h−t/2L )µt/22 )
or :
T (σΦ◦R−t (x)) = α ◦ γLt ◦ α−1(T (µt/21 xµt/21 ))
from which we finish the proof. 
B.7. Proposition. Let (N,α, β,M,Γ) be a Hopf-bimodule, equipped with a left-invariant
operator-valued weight T , and a right-invariant valued weight T ′; let ν be a normal semi-
finite faithful weight on N , relatively invariant with respect to T and T ′ in the sense of
3.7. We shall denote Φ = ν ◦α−1◦T and Ψ = ν ◦β−1◦T ′ the two lifted normal semi-finite
weights on M , R the coinverse and τt the scaling group constructed in A.6 and A.5; let
λ be the scaling operator of Ψ with respect to Φ (2.6), γL and γR the two one-parameter
automorphism groups of N introduced in B.2 ; then :
(i) for all t ∈ R, we have Γ ◦ τt = (σΦt β∗α
N
σΦ◦R−t )Γ = (σ
Ψ◦R
t β∗α
N
σΨ−t)Γ.
(ii) we have hL = hR = 1, and ν ◦ γL = ν ◦ γR = ν.
(iii) for all s, t in R, we have (DΦ : DΦ ◦ τt)s = (DΨ : DΨ ◦ τt)s = λist.
(iv) for all s, t in R, we have (DΦ ◦ σΦ◦Rt : DΦ)s = λist.
Therefore, the modular automorphism groups σΦ and σΦ◦R commute, the weight ν is
relatively invariant with respect to Φ and Φ ◦ R and λ is the scaling operator of Φ ◦ R
with respect to Φ; and we have τt(λ) = λ, R(λ) = λ;
(v) there exists a non singular positive operator q affiliated to Z(N) such that λ = α(q) =
β(q).
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Proof. As, for all n ∈ N , we have :
σΦ◦R−t (α(n)) = Rσ
Φ
t R(α(n)) = α(γ
L
t (n))
and, by definition, σΦt (β(n)) = β(γ
L
t (n)), using a remark made in 2.4, we may consider
the automorphism σΦ−t β∗α
N
σΦ◦Rt on M β∗α
N
M ; let’s take a and b in NΦ ∩NT ; let’s write
hL =
∫∞
O
λdeLλ and let us write hp =
∫ p
1/p
deLλ ; moreover, let’s use the notations of B.6; we
get that :
(id β∗α
N
ωJΦΛΦ(bα(hp)f ′m))(σ
Φ
−t β∗α
N
σΦ◦Rt )Γ ◦ τt(fna∗afn)
is equal to :
σΦ−t(id β∗α
N
ωJΦΛΦ(bα(hp)f ′m) ◦ σΦ◦Rt )Γ ◦ τt(fna∗afn)
which, thanks to B.6(ii), can be written, because α(hp) belongs to α(N)
′ ∩ MΦ, and
therefore bα(hp) belongs to NΦ :
σΦ−t(id β∗α
N
ω
JΦΛΦ(σΦ◦R−t (bα(hp))f
′
mµ
−t/2
2 )
)Γ ◦ τt(fna∗afn)
or :
RσΦ◦Rt R(id β∗α
N
ω
JΦΛΦ(σ
Φ◦R
−t (bα(hp))f
′
mµ
−t/2
2 )
)Γ ◦ τt(fna∗afn)
By B.6 and 2.2.2, we know that afnµ
t/2
1 belongs to NΦ ∩ NT ; using now B.6(i), we get
that τt(afn) = τt(a)fn belongs to NΦ ∩NT .
On the other hand, by B.6 and 2.2.2, we know that bα(hp)f
′
m belongs to NΦ ∩NT ; using
now B.6(ii), we get that :
σΦ◦R−t (bα(hp)f
′
mµ
−t/2
1 ) = σ
Φ◦R
−t (b)f
′
mµ
−t/2
2 α(hp)α(h
t/2
L )
belongs to NΦ ∩NT , and so, using again 2.2.2,
σΦ◦R−t (b)f
′
mµ
−t/2
2 α(hp) = σ
Φ◦R
−t (b)f
′
mµ
−t/2
2 α(hp)α(h
t/2
L )α(hp)α(h
−t/2
L )
belongs also to NΦ ∩NT ; therefore, we can use A.6, and we get it is equal to :
RσΦ◦Rt (id β∗α
N
ωJΦΛΦ(τt(a)fn))Γ(µ
−t/2
2 f
′
mα(hp)σ
Φ◦R
−t (b
∗b)α(hp)f
′
mµ
−t/2
2 )
which can be written, thanks to B.6(i) :
RσΦ◦Rt (id β∗α
N
ω
JΦΛΦ(afnµ
t/2
1 )
◦ τ−t)Γ(µ−t/22 f ′mα(hp)σΦ◦R−t (b∗b)α(hp)f ′mµ−t/22 )
or, α(hp), as well as µ
−t/2
2 f
′
m, being invariant under σ
Φ◦R
t :
R(id β∗α
N
ω
JΦΛΦ(afnµ
t/2
1 )
)(σΦ◦Rt β∗α
N
τ−t)Γ ◦ σΦ◦R−t (µ−t/22 f ′mα(hp)b∗bα(hp)f ′mµ−t/22 )
and using A.5, and again A.6, we get it is equal to :
R[(id β∗α
N
ω
JΦΛΦ(afnµ
t/2
1 )
)Γ(µ
−t/2
2 f
′
mα(hp)b
∗bα(hp)f
′
mµ
−t/2
2 )]
= (id β∗α
N
ω
JΦΛΦ(bα(hp)f ′mµ
−t/2
2 )
)Γ(µ
t/2
1 fna
∗afnµ
t/2
1 )
Finally, we have proved that, for all a, b in NΦ ∩NT , m,n, p in N, we have :
(id β∗α
N
ωJΦΛΦ(bα(hp)f ′m))(σ
Φ
−t β∗α
N
σΦ◦Rt )Γ ◦ τt(fna∗afn) =
(id β∗α
N
ω
JΦΛΦ(bα(hp)f ′mµ
−t/2
2 )
)Γ(µ
t/2
1 fna
∗afnµ
t/2
1 )
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But, for all x, y ∈M , we have :
ωJΦΛΦ(bα(hp)f ′m)(x) = ωJΦΛΦ(b)(α(hp)f
′
mxf
′
mα(hp))
ω
JΦΛΦ(bα(hp)f ′mµ
−t/2
2 )
(y) = ωJΦΛΦ(b)(α(hp)f
′
mµ
−t/2
2 xµ
−t/2
2 f
′
mα(hp))
and, therefore, we get that :
(id β∗α
N
ωJΦΛΦ(b))[(1 β⊗α
N
α(hp)f
′
m)(σ
Φ
−t β∗α
N
σΦ◦Rt )Γ ◦ τt(fna∗afn)(1 β⊗α
N
f ′mα(hp))]
is equal to :
(id β∗α
N
ωJΦΛΦ(b))[(1 β⊗α
N
α(hp)f
′
mµ
−t/2
2 )Γ(µ
t/2
1 fna
∗afnµ
t/2
1 )(1 β⊗α
N
µ
−t/2
2 f
′
mα(hp))]
and, by density, we get that :
(1 β⊗α
N
α(hp)f
′
m)(σ
Φ
−t β∗α
N
σΦ◦Rt )Γ ◦ τt(fna∗afn)(1 β⊗α
N
f ′mα(hp))
is equal to :
(1 β⊗α
N
α(hp)f
′
mµ
−t/2
2 )Γ(µ
t/2
1 fna
∗afnµ
t/2
1 )(1 β⊗α
N
µ
−t/2
2 f
′
mα(hp))
and, after making p going to ∞, we obtain that :
(1 β⊗α
N
f ′m)(σ
Φ
−t β∗α
N
σΦ◦Rt )Γ ◦ τt(fna∗afn)(1 β⊗α
N
f ′m)
is equal to (∗):
(1 β⊗α
N
f ′mµ
−t/2
2 )Γ(µ
t/2
1 fna
∗afnµ
t/2
1 ))(1 β⊗α
N
µ
−t/2
2 f
′
m)
Let’s now take a file ai in NΦ ∩ NT weakly converging to 1; going to the limit, we get
that :
(1β⊗α
N
f ′m)(σ
Φ
−t β∗α
N
σΦ◦Rt )Γ◦τt(fn)(1β⊗α
N
f ′m) = (1β⊗α
N
f ′mµ
−t/2
2 )Γ(µ
t/2
1 fnµ
t/2
1 )(1β⊗α
N
µ
−t/2
2 f
′
m)
When n goes to ∞, then fn is increasing to 1, the first is increasing to 1 β⊗α
N
f ′m, and the
second is increasing to (1 β⊗α
N
f ′mµ
−t/2
2 )Γ(µ
t
1)(1 β⊗α
N
µ
−t/2
2 f
′
m) which is therefore bounded.
Taking now m going to ∞, we get that the two non-singular operators Γ(µt1) and
1 β⊗α
N
µt2 are equal. Using B.1, we get then that µ1 is equal to µ2 (and is affiliated
to β(N)), from which we get, using B.6, that hL = 1. Applying all these calculations to
(N,α, β,M,Γ, RT ′R, T ′, ν), we get that hR = 1, which is (ii).
Let’s come back to the equality (∗) above; we obtain that :
(1 β⊗α
N
f ′m)(σ
Φ
−t β∗α
N
σΦ◦Rt )Γ ◦ τt(fna∗afn)(1 β⊗α
N
f ′m)
is equal to :
(1 β⊗α
N
f ′m)Γ(fna
∗afn)(1 β⊗α
N
f ′m)
So, when n and m go to ∞, we obtain :
(σΦ−t β∗α
N
σΦ◦Rt )Γ ◦ τt(a∗a) = Γ(a∗a)
which, by density, gives the first formula of (i), the secong being given then by A.10.
From (ii) and B.4 (i) and (ii), we get (iii).
From (ii) and B.4(iii), we get that (DΦ ◦ σΦ◦Rt : DΦ)s = λist; therefore, as λ is affiliated
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to Z(M), we get the commutation of the modular groups σΦ and σΦ◦R. Using 2.6, we get
that there exists λR positive non singular affiliated to Z(M) and δR positive non singular
affiliated to M such that (DΦ ◦R : DΦ)t = λit
2/2
R δ
it
R, and the properties of R allows us to
write that R(λR) = λR. But, on the other hand, the formula (DΦ ◦ σΦ◦Rt : DΦ)s = λistR
(2.6), gives that λR = λ and, therefore, we get that R(λ) = λ. The formula τt(λ) = λ
comes from (iii), which finishes the proof of (iv).
By (i), we have λ = µ1 = µ2, and, as we had proved that µ1 is affiliated to β(N), we get
that λ is affilated to β(N); as R(λ) = λ by (iv), we get (v). 
B.8. Theorem. Let (N,M, α, β,Γ, T, T ′, ν) be a measured quantum groupoid in the sense
of 3.7, and let us denote R (resp. τt) the co-inverse (resp. the scaling group) constructed
in A.6 (resp. A.5). Then :
(i) (N,M, α, β,Γ, T, RTR, ν) (resp. (N,M, α, β,Γ, RT ′R, T ′, ν)) is a measured quantum
groupoid . Moreover, R (resp. τt) remains the co-inverse (resp. the scaling group) of this
measured quantum groupoid.
(ii) (N,M, α, β,Γ, T, R, τ, ν) is a measured quantum groupoid in the sense of [L2], 4.1.
(iii) conversely if (N,M, α, β,Γ, T, R, τ, ν) is a measured quantum groupoid in the sense
of [L2], 4.1, then (N,M, α, β,Γ, T, RTR, ν) is a measured quantum groupoid in the sense
of 3.7.
Proof. Result (i) is given by B.7(iv); (ii) is given by A.6, A.8 and B.7(ii); and (iii) is given
by [L2], 5.3. 
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