Information processing has been suggested to depend on the current state of the brain as well as stimulus characteristics (e.g. salience). We compared processing of salient stimuli (subject's own names [SONs] and angry voice [AV] stimuli) to processing of unfamiliar names (UNs) and neutral voice (NV) stimuli across different vigilance stages (i.e. wakefulness as well as sleep stages N1 and N2) by means of event-related oscillatory responses during wakefulness and a subsequent afternoon nap. Our findings suggest that emotional prosody and self-relevance drew more attentional resources during wakefulness with specifically AV stimuli being processed more strongly. During N1, SONs were more arousing than UNs irrespective of prosody. Moreover, emotional and self-relevant stimuli evoked stronger responses also during N2 sleep suggesting a 'sentinel processing mode' of the brain during this state of naturally occurring unconsciousness. Finally, this initial preferential processing of salient stimuli during N2 sleep seems to be followed by an inhibitory sleep-protecting process, which is reflected by a K-complex-like response.
Introduction
Vigilance, attention and responsiveness to environmental stimuli strongly vary across the circadian cycle (Horowitz, Cade, Wolfe, & Czeisler, 2003; Valdez, Ramírez, García, Talamantes, & Cortez, 2010; Valdez et al., 2005) . Most prominently, responsiveness to external stimuli and conscious awareness are drastically reduced during sleep (American Academy of Sleep Medicine & Iber, 2007; Tononi, 2009) . In this state, the brain has been suggested to be 'shielded' from environmental stimuli and the thalamus has been proposed to play a key role in this inhibitory process. More specifically, the 'thalamic gating hypothesis' (cf. Steriade, McCormick, & Sejnowski, 1993) proposes that oscillations generated in the reticular nucleus of the thalamus as well as synchronous firing of neocortical neurons disrupt information flow from the thalamus to the cortex and thus processing of external stimuli during sleep. Another perspective, however, highlights the importance of the interaction between two components, namely the state of the brain as well as stimulus properties, for the brain's response to external stimuli (cf. Dehaene & Changeux, 2005; Guillery & Sherman, 2002; Sherman, 2001) . Like the 'thalamic gating hypothesis', the model put forward by Dehaene and Changeux, for example, specifically proposes a crucial role of thalamocortical oscillations in vigilance and conscious perception. In particular, spontaneous oscillatory activity, which can be recorded through scalp EEG, is seen as the basis for vigilance. It is proposed that when ascending activity crosses a certain threshold, thalamocortical activity changes fundamentally. That is when the amplitude of thalamocortical oscillations is high enough, high frequency thalamocortical oscillations and vigilance suddenly (re-)emerge. Vigilance in turn is the prerequisite and basis for global 'ignition' in the global workspace (Baars, 1988 (Baars, , 2005 and thus for conscious information processing and reportability (Dehaene & Changeux, 2005; Dehaene, Changeux, Naccache, Sackur, & Sergent, 2006) . To what extent a stimulus is processed, however, does not only depend on ongoing thalamocortical oscillations or vigilance, i.e. the state of the brain, but also on stimulus properties such as intensity, duration and possibly also emotional or motivational relevance. Dehaene and Changeux (2005) do generally not expect stimulus processing beyond early sensory areas in altered states of consciousness such as the unresponsive wakefulness syndrome (UWS) or during sleep. However, sleep cannot be considered a unitary phenomenon as it comprises different sleep stages, that is non-rapid eye movement (NREM) sleep stages N1, N2, N3 and rapid eye movement (REM) sleep (for details please see American Academy of Sleep Medicine & Iber, 2007) . The sleep stages can be considered a variation of vigilance, here being defined as the arousal level on the sleep-wake spectrum (for a comprehensive discussion of the term 'vigilance' see Oken, Salinsky, & Elsas, 2006) , within the brain with a decrease of arousal from wakefulness to N1, N2 and N3. Interestingly, a variety of studies suggest that especially motivationally important or salient stimuli are still processed during altered states of consciousness to a certain degree thus reflecting the very interaction between the state of the brain and stimulus properties. That is if stimuli are strong (i.e. in terms of physical properties such as volume or contrast) or salient enough they are processed despite low levels of or even in the absence of vigilance. Perrin, Garcia-Larrea, Mauguiere, and Bastuji (1999) for example investigated processing of a subject's own name (SON) during wakefulness and sleep by means of event-related potentials (ERPs) in the electroencephalogram (EEG). The authors focussed on the P3 component, whose relation to attentional processes is very well-established during wakefulness (Hillyard, Hink, Schwent, & Picton, 1973; Olofsson, Nordin, Sequeira, & Polich, 2008; Picton, 1992) . When participants were awake, they observed an increased P3 to the SON as compared to unfamiliar names (UNs) in a passive listening task suggesting that more attentional resources were automatically allocated to subjectively relevant stimuli. This is in line with findings reported in other studies (e.g. Berlad & Pratt, 1995; Folmer & Yingling, 1997) . Interestingly, they also observed differences in K-complexes (KCs) evoked by SONs and UNs during N2 sleep. The KC is a graphoelement in the EEG during N2 sleep, which has been suggested to protect sleep and to be related to processing of external information (e.g. Halász, 2005; Wauquier, Aloe, & Declerck, 1995) . In particular, the early part of the KC as well as a P3-like response were significantly enhanced following presentation of the SON. According to Perrin et al. (1999) the modulation of these components may indicate processing of salient and intrinsically relevant stimuli even during sleep. They moreover concluded that processing of the SON during N2 was comparable to processing during wakefulness. Voss and Harsh (1998) found an overall higher number of KCs elicited by SONs during N2 sleep as well as a larger N350 ERP component during transition to sleep. They concluded that 'higher level processing' continues during light sleep with the SON remaining a salient stimulus that is processed preferentially during sleep stage N2. Likewise Pratt, Berlad, and Lavie (1999) found effects that suggest continued evaluation of the salience of auditory stimuli during sleep stage N2. This effect, however, disappeared during deep sleep (i.e. N3).
Yet other studies investigated processing of the SON in pathological states of altered consciousness, namely in severely brain damaged patients. The available reports suggest that the SON remains exceptionally salient in all minimally conscious (MCS) patients, some patients in the unresponsive wakefulness syndrome (UWS) and presumably even in comatose patients (Fischer, Dailler, & Morlet, 2008; Perrin et al., 2006; Schnakers et al., 2008) . Di et al. (2007) even report processing of the SON beyond just primary sensory auditory areas, that is hierarchically higher associative regions in UWS patients, who recover (minimal) consciousness later. In conclusion, all these findings suggest that salient stimuli such as the SON are processed preferentially during sleep and altered states of consciousness, although, probably at a lower level meaning that higher cortical areas and higher cognitive functions are involved to a lesser extent than during wakefulness. However, not only the intrinsic importance of a stimulus such as one's own name, but also other stimulus properties such as familiarity of a voice or prosody can increase stimulus salience. Holeckova, Fischer, Giard, Delpuech, and Morlet (2006) , for example, found that the SON uttered by a familiar voice led to more robust responses of involuntary attention switching and deeper highlevel processing compared to an unfamiliar voice. Investigating oscillatory brain responses, del Giudice et al. (2014) report increased alpha desynchronisation to a familiar voice and the SON possibly indicating an increased involvement of working memory resources. Besides familiarity, also emotional prosody has been shown to affect stimulus processing during wakefulness. Wambacq, Shea-Miller, and Abubakr (2004) report that voluntary and involuntary processing of negative prosody gave rise to differential ERP responses when compared to processing of neutral prosody stimuli. Specifically, they found a reduced amplitude for a P2-like component, which they relate to involuntary processing, as well as an increased P3 amplitude that is suggested to reflect voluntary processing of negative prosody. In clinical populations, Kotchoubey, Kaiser, Bostanov, Lutzenberger, and Birbaumer (2009) found indicators of successful processing of emotional exclamations even in patients with severe disorders of consciousness (UWS and minimally conscious state, MCS) and Laureys et al. (2004) report an activation pattern comparable to healthy controls in an MCS patient when stimulated with emotionally relevant baby cries.
Altogether, these findings suggest that information processing still takes place even when vigilance levels are decreased. However, whether and how stimulus properties such as emotional prosody and stimulus familiarity are still processed during sleep, is still unknown. Therefore, one aim of the present study was to investigate processing of SONs and UNs uttered by a neutral or an angry voice (NV vs. AV) during the transition from wakefulness to NREM sleep. As this is a modification of the classic 'subject's own name' (SON) task, we will refer to this paradigm as the emotional SON (eSON) paradigm hereafter. To this end, we looked at oscillatory responses in the EEG elicited by the presentation of auditory stimuli during a two hour afternoon nap. Specifically, we focused on event-related de-/synchronisation (ERD/ERS) in the delta (1-3 Hz), theta (4-7 Hz), lower alpha (8-10 Hz) and upper alpha (10-12 Hz) frequency bands. As the alpha range during wakefulness overlaps considerably with the sigma or spindle frequency range during N2 sleep, we investigated event-related activity between 11 and 15 Hz during N2 sleep instead.
With respect to a functional interpretation of these eventrelated oscillations, delta ERS has repeatedly been linked to attentional processes and the detection of salient or motivationally relevant stimuli (for reviews see Knyazev, 2007 Knyazev, , 2012 . Theta ERS on the other hand has been linked to the encoding of new information as well as working and episodic memory (Doppelmayr, Klimesch, Schwaiger, Auinger, & Winkler, 1998 ; for review see Klimesch, 1999; Klimesch, Doppelmayr, Pachinger, & Ripper, 1997; Klimesch, Schack, & Sauseng, 2005) . Finally, desynchronisation in the lower alpha band most likely reflects task demands and attentional processes whereas upper alpha ERD has repeatedly been linked to semantic long-term memory retrieval processes (for review see Klimesch, 1999; Klimesch, Doppelmayr, Russegger, Pachinger, & Schwaiger, 1998) . Importantly, all these interpretations have been established during wakefulness and it is to be tested whether they subserve similar functions during sleep, especially because the EEG frequency spectrum is shifted to slower frequencies when consciousness fades. During N1 sleep, an increase in alpha activity typically indicates an increase in arousal (Rechtschaffen & Kales, 1968) . Regarding sleep spindles, this pattern of waxing and waning 11-15 Hz activity has been shown to affect and impair processing of stimuli in the environment (for an overview see Dang-Vu et al., 2011; De Gennaro & Ferrara, 2003; Schabus et al., 2012) and serve the protection of sleep by inhibiting information processing (Cote, Epps, & Campbell, 2000; Elton et al., 1997; Sato, Fukuoka, Minamitani, & Honda, 2007) .
Following these findings, we hypothesised that oscillatory responses would indicate salience and deeper processing of SONs as well as angry prosody stimuli (compared to UNs and neutral prosody stimuli) during wakefulness. Moreover, we expected responsiveness to stimuli to decrease with vigilance levels that is from wakefulness to N2 sleep despite a sustained and specific advantage for salient and motivationally relevant stimuli (i.e. one's own name and angry voice stimuli).
Methods and materials

Participants
Data were obtained from 25 healthy individuals with no reported history of psychiatric or neurological illness or sleep disorders. Two participants were excluded from the data analysis as they scored abnormally high on self-evaluation scales of depression (Beck Depression Inventory (BDI) II, Hautzinger, Keller, Kühner, & Beck, 2006) and/or alexithymia (Toronto Alexithymia Scale (TAS); Kupfer, Brosig, & Brähler, 2000) . The remaining sample comprised 23 participants (12 males, 11 females) and had a mean age of 29.9 years (SD = 11.7 years). For N1, the sample size was 21 participants as two participants did not show enough N1 sleep for the analyses. All participants were right-handed as revealed by the Oldfield Handedness Inventory (Oldfield, 1971) .
Participants received either course credit or financial remuneration for taking part in the study. Prior to the study, participants gave written informed consent. Ethical consent had been obtained from the ethics committee of the University of Salzburg and the study was in accordance with the Declaration of Helsinki (World Medical Association (WMA), 1964).
Experimental procedure
Participants were advised to keep a sleep/wake rhythm with eight hours time in bed (TIB) for four nights prior to their visit to our sleep laboratory. They only slept for six hours during the night prior to the experimental testing in order to increase sleep pressure and thus make falling asleep easier. In order to verify sleep schedules participants wore a wrist actigraph (Cambridge Neurotechnology ActiwatchÓ) for the evening and the night prior to their visit as well as on the day of the experiment.
On the day of the experiment, they arrived at the laboratory at about one o'clock. They were advised not to consume any caffeinecontaining substances on the day of the experiment. Following electrode placement, they took a seat in a comfortable chair. During the course of the experiment participants were stimulated with two different stimulus sets comprising pronouns and names during the wake and sleep parts of the experiment. The presentation order of the stimulus sets was counterbalanced across participants. However, only EEG data obtained during stimulation with the names is included in the present analysis.
The wake part of the experiment comprised a passive listening as well as an active counting condition, during which participants listened to the stimuli presented via in-ear headphones at a volume of approximately 65 dB. For the passive condition participants were instructed to listen attentively to the stimuli while in the active condition they were to count the number of presentations of one of the names (i.e. the target). The passive condition always preceded the active one. In this publication, we only present the results from the passive listening condition as we are interested in stimulus processing across all vigilance stages (i.e. wakefulness, N1 and N2 sleep). During the passive listening condition, participants were presented with their own name (SON) as well as two unfamiliar names (UNs). Moreover, each name was presented once with neutral and once with angry prosody. The stimulus set was specific for each participant and all names of one stimulus set were matched regarding the number of syllables and the occurrence in the general population according to STATISTIK AUSTRIA (http:// www.statistik.at/). The mean duration of the stimuli was 846 ms (SD = 133 ms). Stimulus length did not differ between SONs and the UNs and neither between neutral and angry voice. Stimuli were recorded by a dialect-free female native German speaker and preprocessed (denoising, normalisation) using AudacityÓ software (http://audacityteam.org/). Stimulus delivery during the wake part of the experiment was controlled by Presentation Ò (Neurobehavioral Systems Inc., Berkeley, USA). Each stimulus was presented 40 times and the interstimulus interval (ISI) was 2000 ms. Moreover, each name had the same probability of occurrence and the same name could not be presented twice in a row. Following the wake recordings, participants went to bed for a 120 min nap, during which stimulation was continued at approximately 45 dB. The auditory stimulation protocol was akin to the passive condition of the wake part, although during the nap, stimulus onset asynchrony (SOA) was jittered between 2 and 7 s in 500 ms steps. The SOA was jittered specifically in the nap protocol as this should allow for an investigation of stimulus processing during down-and up-states of N3 slow oscillations as well as outside slow oscillations. Due to the limited amount of N3 sleep during the nap and the resulting low number of trials in N3 sleep, however, we could not perform such a phase-dependent analysis on the current dataset. SOA was not jittered during wakefulness as this would have rendered the tasks lengthy and probably fatiguing. Given the randomisation of stimuli, potential expectancy effects during the wake part are, however, not stimulus-specific and importantly, we do not compare effects across vigilance stages. Stimulus delivery in the nap part of the experiment was controlled by Matlab Ò (Mathworks, Natick, USA) using Cogent 2000. During the nap each stimulus was presented 126 times and had the same probability of occurrence as had each SOA.
Electrophysiological data collection and reduction
For EEG acquisition we used a BrainAmp Standard amplifier (Brainproducts Inc., Gilching, Germany) and placed goldcup scalp electrodes (F3, Fz, F4, FC3, FC5, C3, Cz, C5, CP5, CPz, CP6, P3, Pz, P4), which were referenced to FCz. Additionally, we placed four electrooculogram (EOG) electrodes, one electrode each below and above the right eye for a vertical EOG and two horizontal EOG electrodes according Rechtschaffen and Kales (1968) . Moreover, we also placed two chin electromyogram (EMG) electrodes and two electrocardiogram (ECG) electrodes in the infraclavicular fossa. Impedances for all electrodes were kept below 10 kO.
Wake data
EEG data were pre-processed in the Brain Vision Analyzer 2 software (Brainproducts Inc., Gilching, Germany), where we first re-referenced them to digitally linked mastoids and filtered between 0.5 and 70 Hz with an infinite response filter (IIR, slope 24 dB/oct). Subsequently, eye movement artefacts were corrected using the independent component analysis (ICA) tool implemented in the Analyzer 2 software and bad intervals were removed manually during visual data inspection.
Following this, the data were segmented into 2000 ms epochs from À300 to 1700 ms relative to stimulus onset for the stimulation intervals and from À1000 to 1000 ms for the baseline intervals. In order to achieve sufficient frequency resolution the data were segmented into relatively long epochs of which only certain time windows were extracted during subsequent data processing. For the UNs, we randomly selected 50% of the trials to account for the imbalance in the stimulus set (only one SON, but two UNs were presented). We chose a common baseline for all stimuli for which we randomly selected 17% of the available segments. This way, the calculation of baseline values rested upon the same number of trials as did the calculations for evoked responses. We then applied a Complex Morlet Wavelet transformation (c = 8, 1 Hz linear frequency steps) to each of the segments, which was followed by averaging of the wavelets. Finally, spectral amplitude values were exported for further processing in Matlab Ò (Mathworks, Natick, USA).
Nap data
Preprocessing for the nap data was essentially the same, however, we did not correct for eye movement artefacts. The data were segmented into 2000 ms bits from À800 to 1200 ms relative to stimulus onset for the stimulation intervals and from À1100 to 900 ms for the baseline intervals. Please note that although the timing of the segments differed slightly from the analysis during wakefulness, this has no effect on comparability of the results across vigilance stages. Segmentation was done separately for N1 and N2 sleep. Within each sleep stage, for each participant the number of segments taken into account for subsequent processing was geared to the overall minimal number of available segments for each stimulus. In detail, the number of available segments for AV-SON, NV-SON, AV-UNs and NV-UNs was compared and, if these were not equal for all four stimuli, only a subset of segments was randomly selected (e.g. if only 30 trials were available for AV-SON we also only randomly selected 25 trials for NV-SON, AV-UN, and NV-UN). We then applied Morlet wavelet transformations to the single segments using the same parameters as for the wake data and, following averaging, exported the data for further processing in Matlab Ò (Mathworks, Natick, USA).
Sleep staging
Sleep was scored semi-automatically by The Siesta GroupÓ (Somnolyzer 24 Â 7; cf. Anderer et al., 2004 Anderer et al., , 2005 
Event-related de-/synchronization (ERD/ERS)
For each frequency band (filter borders for delta: 0.9-3.3 Hz, theta: 3.6-7.7 Hz, lower alpha: 8.1-9.9 Hz and upper alpha: 9.9-12.1 Hz, sigma/spindle range: 10.75-15.6 Hz) and vigilance stage, we computed ERD/ERS for each sampling point according to the formula provided by Pfurtscheller and Lopes da Silva (1999) :
À Á Ã 100 with T denoting power during a test interval and R denoting power during a reference (i.e. baseline) interval. The averaged values from À700 to À100 ms relative to stimulus onset served as a baseline. Subsequently, ERD/ERS values were averaged for five 200 ms time windows from 0 to 1000 ms following stimulus onset.
For completeness, we also provide event-related potential (ERP) results in the Supplementary material; although we consider ERP analyses during sleep less representative as they require exactly time-locked 'evoked' EEG activity that is likely to be lost during sleep.
Statistical analyses
Statistical analyses were performed using R Version 3.2.3. Analyses of variance (ANOVAs) were calculated using the 'ez' package (Lawrence, 2013) .
ERD/ERS values were pooled across electrodes for each stimulus type and time window for each vigilance stage. Delta ERS was analysed for a centroparietal cluster (C3, Cz, C4, CPz, Pz) as delta activity was rather distributed across the scalp (cf. & Schürmann, 1999) . Theta and alpha oscillations were analysed for a frontal (F3, Fz, F4) and parietal (P3, Pz, P4) cluster, respectively, as power in the respective frequency bands is most pronounced above these regions (cf. e.g. Bastiaansen, Posthuma, Groot, & de Geus, 2002; Jensen, Gelfand, Kounios, & Lisman, 2002) . Activity in the sleep spindle range during N2 was analysed for a central (C3, Cz, C4) cluster, where spindles are most prominent (cf. McCormick, Nielsen, Nicolas, Ptito, & Montplaisir, 1997).
Outliers were detected using boxplots and they were defined as values deviating more than three times the interquartile difference from the median. This procedure gave rise to a varying number between zero and four participants, whose data were excluded from the statistical analyses.
In case Mauchly's test (Mauchly, 1940 ) indicated a violation of the assumption of sphericity, we report Greenhouse-Geisser corrected p-values along with uncorrected degrees of freedom. Values p < .05 and p < .1 are denoted significant and marginally significant, respectively.
We computed separate repeated-measures ANOVAs with type 2 sums of squares for each frequency band and vigilance stage. Each ANOVA included the factors time (T1: 0-200 ms, T2: 200-400 ms, T3: 400-600 ms, T4: 600-800 ms, T5: 800-1000 ms), voice (angry voice (AV) vs. neutral voice (NV)) and name (subject's own name (SON) vs. unfamiliar names (UNs). Where applicable, main effects and interactions were followed up using paired sample t-tests. Results of the t-tests were corrected for multiple comparisons using the FDR-method according to Benjamini and Hochberg (1995) . We report generalised eta square (g 2 G ) as an effect size for the ANOVAs (Bakeman, 2005; Olejnik & Algina, 2003) and the Pearson correlation r as an effect size for the t-tests along with p-values. According to Bakeman (2005) , the following convention is applied when interpreting g 2 G : g 2 G = .02: small effect; g 2 G = .13: medium effect; g 2 G = .26: large effect. In addition to classical p-values, we also applied a Bayesian method to our ANOVA results and report the Bayes Information Criterion (BIC) approximation of posterior probabilities (p BIC ). Specifically, we report p BIC for the alternative hypotheses (i.e. p BIC (H 1 |D) , where D is the data) according to Wagenmakers (2007) and Masson (2011) . p BIC (H i |D), in contrast to classical p-values, allows quantifying evidence for H i given the data. The evaluation of p BIC (H 1 |D) is based on the proposal by Raftery (1995) (see Table 1 ). Processing of the names varied across the different time windows, which was reflected by a significant interaction time Â name 
Theta band ERD/ERS
The ANOVA for theta ERS values revealed a main effect of time (F (4, 88) = 92.33, p < .001, e = .587, g 2 G = .26, p BIC (H 1 |D) > .99). Neither the main effect of voice nor the effect of name were significant (voice: p BIC (H 1 |D) = .66; name: p BIC (H 1 |D) = .13). However, p BIC indicated a weak effect of voice, where AV stimuli led to stronger synchronisation than NV stimuli.
Moreover, a significant time Â voice interaction suggested that processing of different prosodies differed across the five time windows (F(4, 88) = 4.79, p = .002, e = .553, g 2 G = .009, p BIC (H 1 |D) = .04). Specifically, AV led to stronger ERS than NV only during T1 (t(22) = 2.98, p = .008, r = .54) while during T2 the difference was marginally significant (t(22) = 2.14, p = .04, r = .42). The response to AV stimuli peaked during T2, that is from 200-400 ms (T1 vs. T2: t(22) = À4.26, p < .001, r = .67; T2 vs. T3: t(22) = 10.47, p < .001, r = .91; T3 vs. T4: t(22) = 5.9, p < .001, r = .78; T4 vs. T5: t(22) = 6.92, p < .001, r = .83) as did the response to NV stimuli (T1 vs. T2: t(22) = À6.29, p < .001, r = .80; T2 vs. T3: t(22) = 1.18, p < .001, r = .24; T3 vs. T4: t(22) = 7.00, p < .001, r = .83; T4 vs. T5: t(22) = 8.03, p < .001, r = .86) (see Fig. 2 ).
Lower & upper alpha bands ERD/ERS
Analyses of the lower and upper alpha bands only indicated a significant main effect of time for lower alpha ERD (F(4, 84) = 7.17, p < .001, e = .677, g 2 G = .021, p BIC (H 1 |D) = .25) whereas this effect was only marginally significant in the upper alpha band (F(4,88) = 2.24, p = .09, e = .723, g 2 G = .009, p BIC (H 1 |D) = .004). All other results involving the factors name or voice were non-significant.
Sleep
Analysis of the sleep staging results revealed that the median of the total sleep time (TST) was 97 min (range 59-127.5 min). Wakefulness after sleep onset (WASO) had a median of 24 min (range 2.5-48.5 min). The total number of awakenings varied between 2 and 20 with a median of 8. All participants reached N2 sleep while t(21) = 2.7, p = .01, r = .51; T4, 600-800 ms: t(21) = 3.04, p = .006, r = .55; T5, 800-1000 ms: t(21) = 3.26, p = .004, r = .58). The response to AV stimuli peaked during T3, that is from 400 to 600 ms (T1 vs. T2: t(21) = À7.73, p < .001, r = .86; T2 vs. T3: t(21) = À5.53, p < .001, r = .77; T3 vs. T4: t(21) = 2.29, p = .03, r = .45; T4 vs. T5: t(21) = 4.22, p < .001, r = .68). Also the response to NV stimuli peaked during T3, i.e. from 400 to 600 ms (T1 vs. T2: t(21) = À6.64, p < .001, r = .82; T2 vs. T3: t(21) = À3.59, p = .002, r = .62; T3 vs. T4: t(21) = 3.11, p = .005, r = .56; T4 vs. T5: t(21) = 5.18, p < .001, r = .75) (see Fig. 4 ). Corresponding scalp plots of differences in ERS between AV and NV. The black contour indicates the chosen electrode cluster. Please note that the peak response is shifted by approx. 400 ms when compared to the response during wakefulness (cf. Fig. 2c ). 35), analyses of the lower alpha band yielded a marginally significant interaction time Â name (F(4, 68) = 3.06, p = 0.061, e = .494, g 2 G = .009, p BIC (H 1 |D) = .015). However, post hoc t-tests revealed that this was only due to a significant increase in alpha ERS between T4 (600-800 ms) and T5 (800-1000 ms) for SONs (t(16) = À4.32, p < .001, r = .72, all other t < 1.84 and p > .08) whereas no difference between SONs and UNs could be observed.
Also analyses of the upper alpha band showed a significant main effect of time (F(4, 76) = 14.75, p < .001, e = .358, g 2 G = .087, p BIC (H 1 |D) = .984). Moreover, we observed a significant interaction time Â name (F(4, 76) = 4.84, p = 0.014, e = .488, g 2 G = .012, p BIC (H 1 | D) = .055). Specifically, an increase in upper alpha ERS was observed for SONs from T3 to T5, that is between 400 to 1000 ms (T3 vs. T4: t (19) = À3.12, p = .006, r = .58; T4 vs. T5: t(19) = À5.1, p < .001, r = .76). Interestingly, during T5 SONs led to significantly more alpha ERS than did UNs (t(19) = 3.28, p = .004, r = .60). Please see Supplementary Fig. 3 for an overview of the N1 effects.
3.2.3.2. N2 -Sigma band. Analyses in the sigma band or spindle range revealed a main effect of time (F(4, 72) = 9.92, p < .001, e = .511, g 2 G = .072, p BIC (H 1 |D) = .74). Moreover, there was a significant effect of voice (F(1, 18) = 11.03, p = .004, g 2 G = .046, p BIC (H 1 |D) < .99) with AV stimuli giving rise to stronger ERS than NV stimuli and a significant voice Â name interaction (F(1, 18) = 5.05, p = .04, g 2 G = .016, p BIC (H 1 |D) = .95) with UNs uttered by an AV leading to stronger sigma ERS than UNs uttered by a NV (t(18) = 4.02, p < .001, r = .69) and SONs eliciting a by trend stronger ERS than UNs when stimuli were uttered by an NV (t(18) = 2.41, p = .027, r = .49). For an overview of the effects, please see Supplementary  Fig. 4. 
Event-related potentials
Additional analyses of ERPs (see Supplementary material for details and discussion) revealed effects that are generally congruent with the abovementioned effects. Specifically, we found a larger P3 amplitude for AV compared to NV stimuli during wakefulness as well as a larger amplitude of the negative proportion of the evoked KC-like responses during N2 sleep. Generally, these effects support the salience of especially AV stimuli during wakefulness and, interestingly, also unconscious N2 sleep (see discussion section for further elaboration).
Discussion
The present study sought to investigate to what extent self-and emotionally relevant stimuli (i.e. own names and angry prosody) are salient across vigilance stages, that is from conscious wakefulness to unconscious NREM sleep. Intriguingly, our main findings indicate that stimulus properties such as self-relevance and emotional prosody render stimuli salient even during NREM stage 2 sleep, a state characterised by unconsciousness of the sleeping individual. Our findings relate to recent studies showing that low-level processing of auditory stimuli is preserved during NREM sleep and that even higher cognitive processes such as learning can be boosted by the presentation of verbal stimulus material during sleep (Schreiner, Göldi, & Rasch, 2015; Schreiner & Rasch, 2014; Strauss et al., 2015) .
During wakefulness, results revealed that the SONs as well as AV stimuli elicited stronger ERS in the delta frequency band across all analysed time windows. These results are well in line with our hypotheses and suggests that the SONs as well as AV stimuli were more salient and probably drew more attentional resources (cf. Knyazev, 2007 Knyazev, , 2012 . The results are also consistent with earlier studies reporting a processing advantage for SONs (e.g. Berlad & Pratt, 1995; Folmer & Yingling, 1997; Perrin et al., 1999) and negative prosody (Wambacq et al., 2004) .
In the theta range, ERS for AV stimuli was stronger than for NV stimuli during wakefulness, an effect which was however only obvious in the earlier time windows (i.e. between 0 and 400 ms). Interestingly, this effect was left-lateralised, which could reflect auditory processing of linguistic stimulus material. This effect of prosody was in line with our expectations and may suggest that AV stimuli drew more working memory resources than did NV stimuli (cf. Klimesch, 1999; Klimesch et al., 2005) . Complementing the findings in the delta range this finding suggests that stimulus salience may have qualified AV stimuli for further processing in working memory. The fact that the advantage for AV stimuli was only evident during early time windows, i.e. between 0 and 400 ms, could indicate that prosody was processed in an automatic or bottom-up manner during wakefulness. There were no differences in theta ERS between SONs and UNs during wakefulness. Yet, a person's own name is a highly overlearned stimulus that is salient and whose processing may well be highly automatised (cf. the 'cocktail party phenomenon', Wood & Cowan, 1995) . Thus, processing of one's own name probably does not demand increased working memory resources while the UNs on the other hand may simply not be relevant or salient enough to enter working memory for further processing. Interestingly, also del Giudice et al. (2014) did not find differences between SONs and UNs in the theta range when analysing stimuli spoken by (un)familiar voices thus supporting such an interpretation.
Contrasting our hypotheses, we did not find effects of prosody or self-relevance (i.e. own name) in the alpha bands during wakefulness. Alpha effects have repeatedly been reported to vary with task demands and in studies involving an 'active' component such as stimulus categorisation (cf. Klimesch, Doppelmayr, Pachinger, & Russegger, 1997; . As in the present study, participants had only been instructed to listen to the stimuli; low task demands may offer an explanation for the lack of hypothesis-consistent results. Previously, however, del Giudice et al. (2014) also reported stronger alpha ERD to salient familiar voice stimuli and SONs in a very similar passive task condition. The fact that we were not able to replicate this finding in the current study may be due to the fact that our subjects were partially sleep-deprived, wherefore they may have become drowsy during the passive listening task. This could have impaired especially the top-down or inhibitory component of cognitive processing, which has been related to parietal alpha ERD . Please also note that the alpha effects reported by del Giudice et al. (2014) in the passive condition only reached significance when taking into account the interaction with hemisphere.
During N1 sleep, no significant effects involving prosody or names were evident neither in the delta nor in the theta range. Only the BIC approximation of Bayesian posterior probabilities suggested weak evidence for a difference between SONs and UNs in the delta range. Specifically, SONs led to stronger ERS than UNs and may thus support the notion of continued salience of SONs during N1 sleep. This perspective is indeed supported by SONs eliciting stronger upper alpha ERS than UNs between 800 and 1000 ms after stimulus onset. The response, which is widespread across the whole scalp (cf. Supplementary Fig. 3 ), indicates an increase in arousal specifically to one's own name (Rechtschaffen & Kales, 1968) . Besides this, one has to acknowledge that N1 sleep is a highly variable state during which the brain transits from wakefulness to sleep with alpha waxing and waning as well as alternating arousal levels, which even allow subjects to respond to environmental stimuli from time to time (e.g. Strauss et al., 2015) .
Interestingly, also during sleep stage N2 SONs and AV stimuli elicited stronger delta ERS than did UNs or NV stimuli. Although the topographies of the effects were different during N2 sleep and wakefulness (cf. Fig. 3c and d and Supplementary Fig. 5 ), the responses to the respective stimulus eliciting the stronger effect were widely distributed across the scalp. This is well in line with a distributed response system to salient stimuli in the delta range, which may persist in N2 sleep (Bas ßar et al., 1999; Knyazev, 2007 Knyazev, , 2012 . Also findings by Karakas ß, Çakmak, Bekçi, and Aydın (2007) lend support to this notion. In this study, deviant stimuli in an oddball paradigm elicited stronger delta responses than standard stimuli. Given our findings, SONs as well as angry prosody stimuli thus seem to remain salient during unconscious N2 sleep, which is in line with findings during altered states of consciousness reported in earlier studies (Di et al., 2007; Perrin et al., 1999 Perrin et al., , 2006 Pratt et al., 1999; Voss & Harsh, 1998) . However admittedly, the functional interpretation of delta oscillatory activity during sleep may differ significantly from delta during wakefulness. We therefore offer an alternative interpretation taking K-complexes (KCs) into consideration, whose peak frequency lies within the delta range (Amzica & Steriade, 1997) . KCs have been suggested to serve two functions, that is first low-level information processing and, subsequently, also the protection of sleep (Bastuji & García-Larrea, 1999; Cash et al., 2009; Halász, 2005; Jahnke et al., 2012) . Previously, it has been shown that KCs can be elicited by the presentation of salient or high-intensity auditory stimuli during sleep (Bastuji & García-Larrea, 1999; Cote, De Lugt, Langley, & Campbell, 1999) . We thus suggest that our results could also reflect KCs elicited by the presentation of salient stimuli (i.e. AV stimuli and to a lesser extent also SON). Indeed, additional analyses of ERPs suggest that especially angry prosody stimuli elicited a KC-like response (see Supplementary Fig. 2 ). Analyses by Jahnke et al. (2012) using dynamic causal modelling (DCM) for analyses of effective connectivity in a fMRI study suggested that following primary auditory cortex activation, midline regions were activated successively from front to back (i.e. anterior mid cingulate cortex to precuneus). More specifically, processing in primary sensory areas could, according to the authors, reflect low-level cognitive processing of salient information while the activation of midline regions is suggested to mirror the sleep-protecting part of the KC or a 'global down-state'. Evidence for this time course of stimulus processing and inhibition, although not specifically related to KCs, is also supported by Schabus et al. (2012) in a simultaneous EEG-fMRI study. Interestingly, also the topography of our effects showed a spreading of delta ERS from (pre-)frontal to parietal areas with the response peaking between 400 and 800 ms. In line with this, also Strauss et al. (2015) reported transient activity in frontoorbital regions to salient tones during N2 sleep, that is deviations from an overlearned sequence in an oddball paradigm. Importantly, we made sure that the prominent prefrontal delta ERS peak we observed to angry prosody and, to a lesser extent to SONs, was not an EOG-related artefact (see Suppl. Fig. 6 ). The fact that scalp plots (see Fig. 3c and d) did not suggest an effect above primary auditory regions preceding this second sleep-protecting response as reported by Strauss et al. (2015) and Jahnke et al. (2012) is likely to be due to methodological constraints such as the lack of temporal electrodes or the averaging of the ERS response within time windows of 200 ms, which may ultimately have concealed such an effect. Hence, we conclude that the delta response during N2 sleep may reflect activity related to a KC elicited by the presentation of salient stimuli. Following this interpretation, the delta response during N2 sleep still indexes the detection of salient stimuli, although the underlying electrophysiological processes may well differ from wakefulness. In conclusion, our findings suggest that low-level processing of salient stimuli still takes place even during unconscious N2 sleep, which is tied to an inhibitory process protecting sleep.
Similarly to the delta band, also theta synchronisation was stronger for SONs and AV stimuli. Given a similar topography and time course, we propose that delta and theta ERS during N2 sleep may actually reflect a similar process, namely the protection of sleep. This is in line with the time course of the theta response starting at 400 ms as well as earlier propositions linking the second, negative part of the KC to a sleep-protecting 'down-state' (Cash et al., 2009; Jahnke et al., 2012; Massimini et al., 2007 ). Yet, different interpretations of this negative part of the KC as well as the theta response more generally have been proposed in the literature. Specifically, some studies have related negative components that contribute to KCs such as the N300 to cognitive processing (cf. Niiyama, Fushimi, Sekine, & Hishikawa, 1995) and Karakas ß et al. (2007) suggested that the theta response, which they observed between about 120 and 430 ms, may be related to attentional processing. Recently, Schreiner et al. (2015) found enhanced long-term memory performance for words that elicited a larger frontal negativity between 800 and 1100 ms and an increase in theta power between 700 and 900 ms after stimulus onset during sleep. However, while these findings at first sight seem to suggest that negative ERP components and theta power are related to extended processing rather than the protection of sleep, we would like to emphasise that cognitive processing and (inhibitory) processes protecting sleep essentially reflect two sides of a coin, which cannot easily be separated. Concisely, one cannot say whether the observed EEG phenomena are due to a salient stimulus receiving more cognitive processing resources or whether its salience triggered stronger inhibition. Although a definite answer remains to be found, the interpretation of the theta response as reflecting an inhibitory mechanisms protecting sleep following low-level processing of salient stimuli thus still seems valid.
Further support for this interpretation comes from the analyses in the sigma range (11) (12) (13) (14) (15) , that is the range of sleep spindle activity. Although it must be noted that our analyses do not allow conclusions regarding the presence or absence of spindles, we found stronger sigma ERS to AV stimuli than to NV stimuli, an effect that was visible from 200 ms onwards already (for a graphical illustration, please see Supplementary Fig. 4) . Moreover, when comparing stimuli uttered by an NV SONs still elicited stronger sigma ERS than UNs. This is well in line with the overall pattern that already became obvious in the delta and theta range. Taking into account previous findings that suggested sleep spindles to be involved in the inhibition of information processing and thus the protection of sleep (Cote et al., 2000; Elton et al., 1997; Sato et al., 2007) , these findings lend further support to the notion of continued processing, especially of salient stimuli, during unconscious N2 sleep, which is tied to a response protecting sleep.
One potential confound when investigating prosody is related to the inherent physical stimulus properties. Angry in contrast to neutral prosody has, for example, been associated with increased pitch and loudness and a faster rate of speech. In the present study, stimuli were matched regarding loudness and we did not detect any significant differences in length between NV and AV stimuli. Thus, only pitch could have had an effect on the observed oscillatory responses. However, increased pitch is inherent to angry prosody and this very property might actually render AV stimuli more salient. Hence, we think that, although physical stimulus characteristics may affect oscillatory responses, its influence does not alter the interpretation of our findings.
In summary, the results suggest that during N1 and intriguingly also during N2 sleep, i.e. a state of naturally occurring unconsciousness, stimuli are still differentiated by their self-and emotional relevance and thus salience and subjective motivational relevance.
Effect sizes indicated that, during sleep, effects of prosody were slightly stronger than effects of name. This may be due to evolutionary reasons as during sleep, stimuli signalling potential threat should be processed preferentially and if necessary activate mechanisms promoting further stimulus evaluation and eventually awakening. Our findings thus provide support for the notion that also during sleep, the brain is not completely 'shielded' from environmental inputs, but low-level stimulus processing still serves a kind of a 'sentinel' processing mode. Future studies should address the question whether self-relevance and (negative) emotional prosody are still processed to a similar degree in N3 and rapid eye movement (REM) sleep or even more specifically during the presence or absence of certain EEG graphoelements such as sleep spindles or slow oscillations. On a practical level, our findings may have important implications especially for bedside communication with individuals in altered states of consciousness (i.e. sleep and disorders of consciousness) as they suggest that emotional relevance and especially the prosody of a voice may still be processed irrespective of the content of speech in states of absent awareness.
