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Director:
Leonardo Trujillo, PhD
2020
i
Contenido
Introducción. XII
1. Conceptos básicos y desarrollo de estimadores 1
1.1. Algunos conceptos de muestreo . . . . . . . . . . . . . . . . . . . . 1
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A.3. Códigos computacionales de la aplicación . . . . . . . . . . . . . . . 139
iii
Lista de tablas
1. Esquema de la información y de estimaciones directas . . . . . . . xiv
2.1. Missing 10 % y Correlación alta . . . . . . . . . . . . . . . . . . . . 55
2.2. Missing 10 % y Correlación media . . . . . . . . . . . . . . . . . . . 56
2.3. Missing 10 % y Correlación baja . . . . . . . . . . . . . . . . . . . . 57
2.4. Missing 20 % y Correlación alta . . . . . . . . . . . . . . . . . . . . 57
2.5. Missing 20 % y Correlación media . . . . . . . . . . . . . . . . . . 58
2.6. Missing 20 % y Correlación baja . . . . . . . . . . . . . . . . . . . . 59
2.7. Missing 30 % y Correlación alta . . . . . . . . . . . . . . . . . . . . 60
2.8. Missing 30 % y Correlación media . . . . . . . . . . . . . . . . . . 61
2.9. Missing 30 % y Correlación baja . . . . . . . . . . . . . . . . . . . . 61
3.1. Esquema de presentación de la información y estimación de la pro-
porción . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.2. Correlación alta y 10 % de datos faltantes . . . . . . . . . . . . . . . 79
3.3. Correlación media y 10 % de datos faltantes . . . . . . . . . . . . . 79
3.4. Correlación alta y 20 % de datos faltantes . . . . . . . . . . . . . . 80
3.5. Correlación media y 20 % de datos faltantes . . . . . . . . . . . . . 80
3.6. Correlación alta y 30 % de datos faltantes . . . . . . . . . . . . . . 80
3.7. Correlación media y 30 % de datos faltantes . . . . . . . . . . . . . 81
iv
4.1. β′s estimados y p−valores . . . . . . . . . . . . . . . . . . . . . . . 89
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u) por páıs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.6. MSE para el estimador γ̂Epd . . . . . . . . . . . . . . . . . . . . . . 101
4.7. Resultados de las estimaciones con γ̂d y γ̂
Ep
d y sus medidas de calidad103
4.8. Predicción de los resultados en matemática para 5 páıses eliminados
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Resumen
Generar datos de alta calidad y bajo costo es una necesidad para los tomadores de deci-
siones. En el sector educativo, estos datos son necesarios para decidir sobre la creación
de poĺıticas públicas, la continuidad de los programas existentes y la asignación de re-
cursos año por año. En esta tesis se propone una metodoloǵıa que incorpora la teoŕıa de
respuesta al ı́tem con la estimación en áreas pequeñas en presencia de datos faltantes.
Se propone un estimador insesgado para el promedio de la habilidad de los estudiantes y
un estimador bayesiano basado en la distribución beta, para la proporción de estudian-
tes que cuenten con una caracteŕıstica particular. Estos estimadores se comparan, v́ıa
simulación con los estimadores más usados en la práctica como lo son el estimador de
Horvitz-Thompson, calibración y estimadores compuestos, para el caso del promedio, y
para el caso de la proporción, se compara con el estimador de una razón y el estimador
bayesiano para la proporción basado en la distribución normal. Concluyendo con esto
que, los estimadores propuestos tienen menores errores estándar relativos y a su vez,
son insesgados para el caso del promedio y aproximadamente insesgados para el caso de
la proporción. Adicional a lo anterior, se hacen dos aplicaciones de esta metodoloǵıa, la
primera, utilizando los resultados de la prueba de matemáticas de PISA presentada en el
año 2015 y la segunda, utilizando los resultados de las pruebas Saber 3°, 5° y 9° aplicada
por el Icfes en Colombia. Para la primera, se comparan los resultados publicados con los
obtenidos utilizando esta metodoloǵıa en términos de precisión y a su vez, se predicen
algunos páıses, observándose que los sesgos relativos de estas predicciones son pequeños.
Para la segunda, se toma la muestra controlada, la cual implica más seguridad en la apli-
cación y en la posible copia entre participantes, y se predicen los resultados a nivel de
entidades territoriales certificadas (ETC). Concluyendo con esto, que esta metodoloǵıa
es una buena alternativa para la generación de estad́ısticas oficiales en el sector educativo.
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Palabras claves: Estimación en áreas pequeñas, Teoŕıa de respuesta al ı́tem, PISA,
Icfes, Saber 3°, 5° y 9°
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Abstract
Generating high-quality low-cost data is a must for decision makers. In the education
sector, these data are necessary to decide on the creation of public policies, the con-
tinuity of the affected programs and the allocation of resources year by year. In this
thesis, a methodology is proposed that incorporates item response theory methods and
small area estimation in the presence of missing data. An unbiased estimator for the
average of students ability and a Bayesian estimator based on the Beta distribution for
the proportion of students with a particular characteristic are proposed. These estima-
tors are compared, via simulation, with the estimators most used in survey practice for
the mean population such as the Horvitz-Thompson, calibration and composite estima-
tor. Regarding the estimator of a proportion, its estimator is compared with the ratio
estimator and the Bayesian estimator based on a normal distribution. The proposed
estimators have lower relative standard errors, they are unbiased for the mean estima-
tor and approximately unbiased for the proportion case. In addition, two applications
of this methodology were implemented; the first one, using the PISA mathematics test
results in 2015 and the second one, using the results of Saber 3°, 5° y 9° tests applied
by Icfes in Colombia. In the PISA case, the published results are compared with those
obtained using this methodology in terms of precision and, in turn, some countries are
predicted, observing that the relative biases of these predictions are small. In the Icfes
application the results are predicted at the level of certified territorial entities (ETC). In
conclusion, this methodology is a good alternative for the generation of official statistics
in the educational sector.
Keywords: Small area estimation, Item Response Theory, PISA, Icfes, Saber 3°, 5° y
9°.
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Introducción
La evaluación educativa puede entenderse como el proceso sistemático de uso de
datos emṕıricos sobre actitudes, creencias, conocimientos y habilidades para mejo-
rar el aprendizaje de los estudiantes (Allen 2004). Estos datos emṕıricos se pueden
obtener de pruebas estandarizadas aplicadas directamente a los estudiantes pa-
ra evaluar el logro de los objetivos de aprendizaje (UNESCO 2019, ICFES 2015,
Kuh et al. 2014). El uso continuo y frecuente de pruebas estandarizadas para la
evaluación educativa en muchos páıses en todo el mundo, enfrenta actualmente el
problema de un número decreciente de participantes o estudiantes debido al acceso
y restricciones financieras. Por ejemplo, un problema común en las pruebas estan-
darizadas, como Programme for International Student Assessment (PISA) (OECD
2014), Trends in the International Study of Mathematics and Sciences (TIMMS)
(Mullis et al. 2015), Saber 3 °, 5 ° y 9 ° (ICFES 2015), entre muchos otros, es la
presencia de datos faltantes en la cadena de respuesta del alumno. Algunos autores
como Adams & Darwin (1982), Baker & Kim (2004), Sulis & Porcu (2017) han
estudiado el tema de los datos faltantes en la cadena de respuesta en el contexto
de pruebas estandarizadas. En el caso del Icfes, la evidencia de solicitudes anterio-
res y los resultados incluidos en los manuales técnicos ICFES (2014b), muestran
que cada estudiante tomaŕıa más de quince (15) horas para responder todas las
preguntas de la prueba. Esto se debe a que cada pregunta está planeada para
ser respondida en aproximadamente dos (2) minutos. Exponer a cada alumno a
una prueba de quince horas no solo es una estrategia contraproducente para los
resultados finales de la prueba, sino también desde el punto de vista pedagógico
(Álvarez et al. 2007).
Los procesos de estimación y análisis para pruebas estandarizadas se abordan
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principalmente a partir de las técnicas de la teoŕıa de respuesta al ı́tem (TRI)
(Fernández 1997, Lord 1980, Mart́ınez Arias 1995, Hambleton 1985). Los mode-
los de teoŕıa de respuesta al ı́tem estudian cómo la probabilidad de respuestas a
cualquier pregunta particular vaŕıa en función (Sulis & Porcu 2017) de: (a) un
parámetro de ubicación entendido como la posición de la categoŕıa del elemento a
lo largo del rasgo latente; (b) un parámetro de discriminación como la capacidad
del ı́tem para discriminar individuos con valores de rasgos latentes estad́ısticamen-
te diferentes y (c) un parámetro de persona relacionado con la intensidad del rasgo
latente. Esta capacidad o probabilidad de responder correctamente a un ı́tem par-
ticular se estima mediante modelos loǵısticos (OECD 2014). Entonces, un primer
objetivo de este trabajo es redefinir las metodoloǵıas de los modelos de teoŕıa de
respuesta al ı́tem, considerando en el proceso de estimación, los valores faltantes,
lo que permitirá lograr indicadores de buena calidad para las pruebas a costos más
bajos.
El problema considerado para este trabajo se describe en la Tabla 1. Las filas en
la Tabla 1 representan a cada uno de los estudiantes que fueron seleccionados pro-
babiĺısticamente para presentar una prueba; por ejemplo, Matemáticas, Lenguaje
o Ciencias Naturales de las pruebas Saber 3 °, 5 ° y 9 °. Los estudiantes están
agrupados por dominios, que representan escuelas o establecimientos educativos.
En las columnas se relaciona la cadena de respuestas de cada estudiante, donde,
el número 1 indica que la pregunta fue respondida de manera correcta, el 0 que no
y un ×′s representan aquellas preguntas que no se aplicaron en la prueba a algún
estudiante en particular. Cabe aclarar que, las preguntas que no presentarán los
estudiantes vienen dadas por diferentes esquemas aleatorios usados en la práctica.
A modo de ejemplo, el Icfes utiliza los Bloques Incompletos Balanceados (BIB)
para generar los cuestionarios a hacer aplicados en cada uno de los estudiantes
(Instituto Colombiano para la Evaluación de la Educación 2017). Siguiendo con
la descripción de la tabla, las columnas bajo el nombre Valores plausibles (ICFES
2014a) se definen como la realización de una variable aleatoria que genera una
estimación de la capacidad de los estudiantes con la presencia de datos faltantes.
Como se observa en la tabla, a cada estudiante dentro de un dominio o escuela,
se le generan k valores plausibles, por tanto, para cada valor plausible se tendrán
nd realizaciones (dado que hay nd estudiantes en cada dominio), lo que implica
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Dominios Individuos en la muestra String Valores plausibles
1
1 x 0 x · · · 1 θ̃111 θ̃112 · · · θ̃11k
.
.
.
.
.
.
.
.
.
n1 1 x 0 · · · x θ̃1n11 θ̃1n12 · · · θ̃1n1k
Estimación directa θ̂dir11 θ̂
dir
12 · · · θ̂
dir
1k
Varianza estimada V̂
(
θ̂dir11
)
V̂
(
θ̂dir12
)
· · · V̂
(
θ̂dir1k
)
.
.
.
d
1 x 1 1 · · · x θ̃d11 θ̃d12 · · · θ̃d1k
.
.
.
.
.
.
nd 0 x 0 · · · 1 θ̃dnd1 θ̃dnd2 · · · θ̃dndk
Estimación directa θ̂dird1 θ̂
dir
d2 · · · θ̂
dir
dk
Varianza estimada V̂
(
θ̂dird1
)
V̂
(
θ̂dird2
)
· · · V̂
(
θ̂dirdk
)
.
.
.
D
1 1 0 x · · · 1 θ̃D11 θ̃D12 · · · θ̃D1k
.
.
.
nD 0 x 0 · · · 1 θ̃DnD1 θ̃DnD2 · · · θ̃DnDk
Estimación directa θ̂dirD1 θ̂
dir
D2 · · · θ̂
dir
Dk
Varianza estimada V̂
(
θ̂dirD1
)
V̂
(
θ̂dirD2
)
· · · V̂
(
θ̂dirDk
)
Tabla 1: Esquema de la información y de estimaciones directas
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que, en total, se tendrán nd× k valores plausibles en un dominio d. Finalmente, se
estima en cada dominio (utilizando el mismo diseño con que se seleccionaron los
estudiantes), la habilidad media, junto con la varianza que obtuvieron los estudian-
tes para cada uno de los k valores plausibles. Por ende, se tendrán k estimaciones
de la habilidad media y varianza en un dominio d.
Por otro lado, como se muestra en los manuales técnicos de las pruebas, particu-
larmente en OECD (2014), estas habilidades θ se estiman a través de modelos de
teoŕıa de respuesta al ı́tem. Sin embargo, debido a que los estudiantes solo res-
ponden un subconjunto de ı́tems, la medición de su habilidad individual θ está
sujeta a errores de medición considerable. Por esta razón, se utilizan imputaciones
múltiples para obtener las habilidades de los estudiantes (Mislevy 1991, Mislevy,
Beaton, Kaplan & Sheehan 1992) y aśı disminuir el error. Esta metodoloǵıa es
actualmente utilizada emṕıricamente por varias pruebas estandarizadas, sin un es-
tudio formal que permita estudiar las propiedades estocásticas de los estimadores
involucrados. Por ejemplo, en Colombia se aplican las pruebas Saber 3 °, 5 ° y 9 °
a un grupo de escuelas seleccionadas bajo un esquema de muestreo probabiĺıstico
que se encuentra definido en el manual técnico (ICFES 2015). Dentro de estas
escuelas, se seleccionan a los estudiantes que presentarán cada una de las pruebas,
para este caso son, Matemáticas y Lenguaje y, por último, se utiliza la imputación
múltiple (Rubin 1987) para generar las habilidades estimadas o resultados que
obtuvieron los estudiantes en las escuelas. Cabe aclarar que los resultados que se
publican son a nivel de escuela, no de estudiantes.
Ahora bien, las Estimaciones de Áreas Pequeñas (SAE por sus siglas en inglés)
son metodoloǵıas que permite generar estimaciones confiables en dominios o áreas
geográficas donde el tamaño de muestra es pequeño. Entiéndase como pequeño
aquellos tamaños de muestra en los cuales las estimaciones directas (usando solo
el diseño de muestreo) tienen baja precisión (Pfeffermann 2002, Rao 2003).
Dado que pueden haber escuelas, páıses, u otras unidades de interés, con informa-
ción insuficiente, en el caso de las pruebas estandarizadas, para que las estimaciones
directas sean adecuadas en términos de eficiencia y precisión, ya sea porque hay
pocos estudiantes en la escuela (caso Saber 3°, 5° y 9° en escuelas pequeñas de
carácter rural) o porque el páıs, en algún año particular no presentó las prue-
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bas (caso PISA), se requiere alguna técnica que mejore dichas estimaciones o que
pueda predecirla con alta calidad. Es aqúı donde se hace necesario recurrir a las
metodoloǵıas de estimación en áreas pequeñas.
La inclusión de estimaciones de áreas pequeñas en la estimación de la habili-
dad θ utilizando modelos de teoŕıa de respuesta al ı́tem con imputación múltiple,
complejiza el problema, no solo porque se debe contar con variables auxiliares co-
rrelacionadas con la habilidad de los estudiantes, que según Treviño et al. (2010)
pueden ser el nivel socio económico de los padres, estudios alcanzado de los pa-
dres, infraestructura de la escuela, entre otras (información a la cual no siempre
se tiene acceso), sino también, por la construcción misma del estimador resultante
junto con su error cuadrático medio (MSE, por sus siglas en inglés). Es por esto
que, la construcción de un estimador que combine la teoŕıa de respuesta al ı́tem,
la imputación múltiple y la estimación en áreas pequeñas utilizando el modelo de
Fay Herriot (Fay & Herriot 1979), es el objetivo principal de este trabajo, no solo
por la importancia que desde el punto de vista práctico tiene, sino también, por el
aporte teórico que brinda dicha construcción.
Siguiendo en esta misma dirección, probar teóricamente y v́ıa simulación que dicho
estimador es insesgado o aproximadamente insesgado y además, encontrar una
expresión para una medida de calidad, como lo es el MSE, se convirtió en un reto
teórico interesante que fue abordado y solucionado en esta tesis.
Posterior a esto, y como otro objetivo de este trabajo, se planteó un estimador
jerárquico de Bayes para estimar una proporción con las condiciones presentadas en
la Tabla 1. Este estimador resulta interesante en el campo de la teoŕıa de respuesta
al ı́tem puesto que, además de reportar el promedio de habilidades de una escuela,
se reporta el porcentaje de estudiantes que pertenecen, por ejemplo, a los niveles
de desempeño bajo o superior. Esta información resulta de gran importancia para
generar poĺıtica pública en educación.
Por otro lado, una vez mostrado en el Caṕıtulo 2, el desarrollo teórico del estimador
del promedio de la habilidad utilizando el modelo Fay Herriot, junto con su MSE,
se realiza un estudio de simulación en el cual se compara el estimador propuesto con
los estimadores ya existentes en la literatura especializada, lo que permite concluir
que el estimador propuesto es mejor en términos de menor error cuadrático medio
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relativo y sesgo relativo con distintas fracciones de muestreo y distintas cantidades
de datos faltantes.
En esta misma dirección, en el Caṕıtulo 3, se presenta la propuesta bayesiana para
estimar una proporción, teniendo como resultados del estudio de simulación, que el
estimador propuesto, en términos del error estándar relativo promedio
(
EERP
)
,
es más eficientes que un estimador directo (estimador de una razón) y el esti-
mador bayesiano propuesto presentado por Liu, Lahiri & Kalton (2007). Otras
propiedades del estimador propuesto son presentadas en este Caṕıtulo.
En el Caṕıtulo 4, se realizan dos aplicaciones de esta metodoloǵıa, una con las
pruebas Saber 3°, 5° y 9° y la otra con las pruebas PISA del año 2015. Dichas apli-
caciones permitieron ver la utilidad que tiene en la vida práctica los estimadores
propuestos en esta tesis y además, se resalta la calidad de las estimaciones que
produce dicho estimador. Finalmente, en el Caṕıtulo 5, se presenta algunas con-
clusiones y recomendaciones de los estimadores propuestos y los alcances, tantos
prácticos como teóricos, que esta nueva metodoloǵıa posee.
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Caṕıtulo 1
Conceptos básicos y desarrollo de
estimadores
En este caṕıtulo se mostrarán, de manera general, los conceptos teóricos más re-
levantes que permitan el desarrollo de esta propuesta. Primero se abordarán los
conceptos relacionados con muestreo y estimación en áreas pequeñas, posterior-
mente, los conceptos relacionados con la teoŕıa de respuesta al ı́tem.
1.1. Algunos conceptos de muestreo
El muestreo estad́ıstico es un área que responde a la necesidad de estimar carac-
teŕısticas en la población, permitiendo, a través de muestras, inferir a la población
completa. Según Gutiérrez (2016), un requisito fundamental para tener estimacio-
nes de calidad es que en la muestra seleccionada se reflejen de manera cercana
las carcateŕısticas de la población. A continuación, se definen unos conceptos que
serán necesarios para el desarrollo de la tesis.
Muestra aleatoria
Es un subconjunto representativo de la población. El témino aleatorio se debe a
que este subconjunto es extraido utilizando un mecanismo probabiĺıstico. En la
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literatura especializada como Särndal et al. (2003), Gutiérrez (2016), se denota
como S a la muestra aleatoria y con s = {1, ..., j, ..., ns} a una realización de ella.
En este sentido, a la cardinalidad de s se le conoce como tamaño de muestra.
Muestreo probabiĺıstico
Särndal, Swensson & Wretman (2003) y Gutiérrez (2016) definen un muestreo
probabiĺıstico como un proceso de selección de una muestra en el cual todas las
posibles muestras s tengan un probabilidad conocida y mayor o igual que cero.
Adicional a esto, la probabilidad de inclusión de un elemento debe ser estrictamente
mayor a cero.
Probabilidades de inclusión
La inclusión de un individuo j en una muestra está definida por:
Ij =
1 si j ∈ S0 si j /∈ S
Por lo tanto, la probabilidad de que un elemento j sea incluido en una muestra(
πj = Pr (j ∈ S) = Pr (Ij = 1) =
∑
j∈S P (s)
)
se conoce como probabilidad de in-
clusión. En este sentido, la probabilidad de que un par de elementos j y l sean
incluidos en una muestra s será notado por πjl y se conoce como probabilidad de
inclusión de segundo orden.
Parámetros
Para el desarrollo de este trabajo, los parámetros que se consideran son los siguien-
tes:
1. Total poblacional: t =
∑
j∈U
yj, donde yj es el valor que toma la caracteŕıstica
de interés para el individuo j.
2. Media poblacional: ȳU =
tπ
N
, donde N es el tamaño de la población.
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3. Varianza poblacional: S2yU =
∑
j∈U
(yj−ȳU )2
N
.
4. Proporción poblacional: P = X
N
donde X es una variable binomial.
Subgrupos poblacionales
Para efectos del desarrollo teórico de este trabajo, los subgrupos poblacionales que
se utilizarán son los Dominios y Estratos. En este orden de ideas, Gutiérrez (2016)
define los Dominios (Ud) como un subgrupo poblacional en la cual la identificación
de los elementos se logra una vez la muestra sea recolectada. La generalización de
la teoŕıa de estimación en dominios para cualquier diseño muestral fue desarrollada
por Hartley (1959). Por otro lado, cuando se sabe que la caracteŕıstica de interés
tiene un comportamiento distinto en cada uno de los subgrupos y además, la
pertenencia de los individuos a dichos subgrupos es conocida, esto configura un
diseño Estratificado.
1.1.1. Estimadores
En la literatura especializada, existen diferentes clases de estimadores, entre ellos se
tienen los estimadores directos, que se basan en el diseño muestral. Los estimadores
indirectos, los cuales se basan en posibles relaciones estructurales con variables
auxiliares y por último, los compuestos, definidos como una combinación de los
dos anteriores. A continuación, se definen cada uno de estos estimadores.
Estimadores directos
En la teoŕıa clásica del muestreo, los estimadores directos se basan fundamental-
mente en el diseño de muestreo probabiĺıstico. En este orden de ideas y siendo un
poco más riguroso en términos de eficiencia, según Särndal et al. (2003), existe la
posibilidad de incorporar modelos dentro del proceso de estimación que permiten
aumentar la eficiencia de los estimadores con el uso de información auxiliar corre-
lacionada con la variable de interés (Estimadores asistidos por modelos). Una de
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las restricciones que tienen estos estimadores es que usan la información únicamen-
te de la muestra seleccionada en el dominio, por ende, la estimación en áreas no
observadas o áreas pequeñas no es posible hacerlas. Un resultado que se desprende
del trabajo de Ghosh & Rao (1994) es que los resultados obtenidos utilizando es-
timaciones asistidas por modelos, son más susceptibles a inconsistencias debido a
errores de especificación del modelo a medida que el tamaño del dominio aumente.
A continuación, se define el estimador de Horvitz y Thompson que es uno de los
estimadores directos más usados en la literatura especializada.
El estimador de Horvitz-Thompson
El estimador de Horvitz- Thompson (HT) para el total poblacional se define como:
t̂dirπ =
∑
j∈s
yj
πj
=
∑
j∈s
y̌j, (1.1)
con y̌j =
yj
πj .
En este orden de ideas,
ˆ̄y =
t̂dirπ
N
, (1.2)
Aśı mismo, la varianza del estimador (HT) está dada por:
V (t̂dirπ ) =
∑
j∈U
∑
l∈U
∆jly̌j y̌l, (1.3)
y
V (ˆ̄y) =
V (t̂dirπ )
N2
, (1.4)
con ∆jl = πjl − πjπl y πjl > 0 para todo j y l ∈U .
Un estimador insesgado para V (t̂dirπ ) (ver demostración en Särndal, Swensson &
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Wretman (2003)) es:
V̂ (t̂dirπ ) =
∑
j∈s
∑
l∈s
∆̌jly̌j y̌l, (1.5)
y
V̂ (ˆ̄y) =
V̂ (t̂dirπ )
N2
(1.6)
donde ∆̌jl =
∆jl
πjl , con πjl > 0 para todo j y l ∈ s (Gutiérrez 2016).
Estimador Indirecto
Los estimadores indirectos usan información auxiliar provenientes de registros ad-
ministrativos, estudios realizados con anterioridad o de las áreas mayores (Rao
2003). En el caso donde se utiliza para cada área pequeña la información dispo-
nible del área mayor bajo el supuesto de homogeneidad, se utiliza el estimador
sintético (Särndal, Swensson & Wretman 2003); dicho estimador aumenta su pre-
cisión, sin embargo, no es un estimador insesgado. A ráız de lo anterior, Nicholls
(1977) propone el estimador compuesto el cual es una suma ponderada entre un es-
timador directo y el estimador sintético que si bien disminuye el sesgo, aumenta un
poco la varianza y dificulta la selección de los pesos involucrados en el estimador.
Estimador sintético
Gónzalez (1973) describe los estimadores sintéticos como aquellos estimadores que
utilizan el conocimiento de la estructura de la población para mejorar la eficien-
cia de los estimadores basados solamente en el diseño muestral. Este estimador se
utiliza cuando se puede suponer que las áreas pequeñas tienen las mismas carac-
teŕısticas que las áreas grandes con respecto a la variable de interés. Cuando esto
no sucede los estimadores sintéticos suelen ser sesgados y se estima por:
t̂sintd =
∑
q
ˆ̄yqNdq (1.7)
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donde,
t̂sintd es el estimador del total de la variable y por cada área pequeña d
Ndq número de individuos de la población del grupo g en el área d
d es el área pequeña
q grupo definido por la variable auxiliar
Estimador compuesto
Para compensar la variabilidad que tienen los estimadores directos y el sesgo que
poseen los estimadores sintéticos se utilizan los estimadores compuestos. Estos esti-
madores según Drew, Singh & Choudhry (1982) se definen como una combinación
convexa entre los estimadores directos y los sintéticos como sigue :
t̂compd = αdt̂
dir
π + (1− αd) t̂sintd (1.8)
y,
αd =
1 si N̂d ≥ α∗NdN̂d
α∗Nd
en otro caso
siendo N̂d =
∑
dwk y α
∗ es un parámetro que usualmente toma los valores de
2/3, 1, 1.5, y 2.
1.1.2. Estimador de la varianza
La varianza juega un papel fundamental al momento de estimar la precisión de un
parámetro pues, entre más pequeña sea esta, más precisa es la estimación. Como lo
mencionan Shao & Tu (2012), la metodoloǵıa Jackknife presenta mejores resultados
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en cuanto a precisión frente a otras metodoloǵıas como el Bootstrap, es por eso que
se utilizará esta metodoloǵıa para la estimación de la varianza en SAE con datos
faltantes. Esta metodoloǵıa fue inicialmente desarrollada por Quenouille (1949)
para reducir el sesgo de un estimador, posteriormente fue ampliada por Tukey
(1958) para estimar la varianza de estimadores. El concepto principal parte de
una muestra de tamaño n, la cual se divide en η grupos de igual tamaño m = n/η,
a partir de esta división, la varianza de un estimador T̂ se estima a partir de la
varianza observada en los η grupos (ICFES 2016).
Para cada grupo (η∗ = 1, 2, ..., η), se calcula T̂(η∗), lo cual es una estimación para
el parámetro T calculada de la misma forma que la estimación T̂ obtenida con la
muestra completa, pero solo con la información restante, luego de la eliminación
del grupo η∗. Para η∗ = 1, 2, ..., η se define
T̂η∗ = ηT̂ − (η − 1)T̂(η∗), (1.9)
como un pseudovalor de T . El estimador obtenido mediante jackknife se presenta
como una alternativa a T̂ y se define como:
T̂JK =
1
η
η∑
η∗=1
T̂η∗ , (1.10)
mientras que el estimador de la varianza obtenido mediante jackknife se obtiene
como:
V̂JK1 =
1
η(η − 1)
η∑
η∗=1
(
T̂η∗ − T̂JK
)2
. (1.11)
También es posible utilizar como estimador alternativo:
V̂JK2 =
1
η(η − 1)
η∑
η∗=1
(
T̂η∗ − T̂
)2
(1.12)
Para el caso de estudio tratado en este documento, se utiliza la técnica jackknife
para estimar la varianza. La estimación para dicha varianza está basada en la
estimación de la varianza para los valores plausibles presentada más adelante.
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1.2. Estimación en áreas pequeñas
Como se ha mencionado anteriormente, este tipo de estimación se utiliza cuando
existen dominios con tamaños de muestras relativamente pequeños en los cuales
los estimadores directos generan estimaciones con poca eficiencia o calidad. La
estimación en áreas pequeñas se basa en el ajuste de modelos mixtos. Esto permite
aumentar la información con la que se dispone en cada área y por ende, mejorar
la calidad de las estimaciones. Según Rao (2003), una de las ventajas que tiene
la utilización de la estimación en áreas pequeñas es diagnosticar la calidad del
modelo seleccionado para la estimación, permiten con ello obtener medidas de
calidad consistentes en área pequeña.
Puesto que las estimaciones en áreas pequeñas, en su mayoŕıa, son modelo depen-
diente, la calidad de las estimaciones están sujetas a la calidad de la información
auxiliar que se le suministre. En este sentido, la información puede estar dispo-
nible a nivel de individuo dentro de cada una de las áreas o a nivel agregado en
cada área. En el primer caso, se conoce como modelo de unidad que fue propuesto
por Battese, Harter & Fuller (1988) y para el segundo, se conoce como modelo
de área el cual fue propuesto por Fay & Herriot (1979). Este trabajo se centra
en el segundo modelo. Con esto en mente, existen 3 formas de estimación (Rao
2003) que se diferencian, esencialmente, por el supuesto de la distribución norma-
lidad. Detalladamente, el primer método de estimación se usa cuando las variables
se pueden asumir normales en el ajuste de un modelo mixto el cual da origen al
Mejor Predictor Lineal Emṕırico Insesgado (EBLUP, por sus siglas en inglés). La
segunda y tercera forma de estimar se utilizan cuando el supuesto de normalidad
de las variables no se puede asumir. Por ende, la construcción del estimador se
basa en las técnicas de modelamiento Bayesiano Emṕırico y Bayesiano Jerárquico
dando lugar a los estimadores EB y HB, respectivamente.
Tomando como referencia (Rao 2003), se presentan los modelos a nivel de área
cuando se supone normalidad, al igual que los métodos de estimación para variables
que no siguen esta distribución.
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1.2.1. Modelo de Fay Herriot
Este modelo es una de las herramientas más conocidas cuando se habla de esti-
mación en áreas pequeñas. Los siguientes conceptos son tomados de Rao (2003).
Considere la población objetivo conformada por subgrupos poblacionales llama-
das dominios o áreas, de las cuales, d áreas son seleccionadas de un total de D
áreas. El objetivo es estimar el parámetro γd = g
(
θ̄d
)
con d = 1, ..., D, mediante
γ̂d = g
(
ˆ̄θd
)
con g (·) una función de interés sobre la habilidad (θ) de cada indi-
viduo, θ̄d la habilidad media en el dominio d y
ˆ̄θd su estimación. Adicional a lo
anterior, los estimadores directos γ̂d de γd, poseen un error de estimación propios
del muestreo. En este sentido, la relación entre el parámetro y el estimador es de
la forma:
γ̂d = γd + ed (1.13)
donde, el término ed es un error inducido por el diseño de muestreo p(.) utilizado
y se asume que los errores para las diferentes áreas son independientes con media
cero y varianza σ2d conocida. Si es posible asociar una distribución de probabilidad
fd al estimador γ̂d dado el parámetro γd, entonces:
γ̂d | γd, σ2d ∼ fd
(
γd, σ
2
d
)
. (1.14)
Continuando con la construcción del modelo, es importante ver la relación que
tiene el parámetro con la(s) variable(s) auxiliare(s) disponibles en cada área de
interés. A modo de notación, llamaremos xAd a la información auxiliar disponible
a nivel de área y xId la información auxiliar a nivel de individuos. Esta relación es
determinada por la siguiente ecuación:
γd =
(
xAd
)t
β + ztdud. (1.15)
donde β es el vector de coeficientes de regresión y ud son efectos aleatorios asocia-
dos al dominio los cuales se asumen independientes e idénticamente distribuidos
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con media cero y varianza bajo el modelo dada por σ2u. Tanto x
A
d como zd son las
variables auxiliares en cada área, unas asociado al β y otras asociadas al factor
aleatorio ud. Si es posible contar con una segunda distribución de probabilidad f
∗
d
se tiene que:
γd | ud ∼ f ∗d
((
xAd
)t
β + ztdud, σ
2
u
)
.
En conclusión, el modelo Fay Herriot se escribe como:
γ̂d =
(
xAd
)t
β + ztdud + ed, d = 1, ..., D. (1.16)
Con la finalidad de obtener algunas estimaciones, el modelo (1.16) puede ser rees-
crito de manera matricial como:
γ̂D×1 = X
A
D×pβp×1 +ZD×quq×1 + eD×1,
donde, γ̂ es el vector de estimadores directos en cada área muestreada, X y Z
son matrices invertibles que contienen la información auxiliar en cada dominio y
ud×1 y ed×1 son vectores independientes con E (u) = 0 , var (u) = V u , E (e) =
0 , var (e) = V e y (V u,V e) son matrices de varianzas y covarianzas para el efecto
aleatorio y el error respectivamente.
Con las anteriores definiciones y sujetos a las ecuaciones normales, se obtiene el
mejor predictor lineal insesgado BLUP para β y u como sigue:
β̂ =
((
XA
)t
V −1XA
)−1 ((
XA
)t
V −1γ̂
)
y
û = V uZ
tV −1
(
γ̂ −XAβ̂
)
,
donde, V = ZV uZ
t+V e. Puesto que las componentes de las matrices de varianzas
y covarianza son desconocidas y por tanto deben ser estimadas; al incorporar estas
estimaciones surge el mejor predictor lineal emṕırico insesgado.
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Bajo el supuesto que las funciones fd y f
∗
d son normales dada las distribuciones de
ed y ud entonces,
γ̂FHd = (1−Bd) γ̂d +BdxAd β (1.17)
con Bd =
σ2d
σ2u + σ
2
d
.
Si σ2u es desconocido, puede ser estimado con el cuadrado medio del error del
modelo (1.16), con lo cual, se obtiene el mejor estimador lineal insesgado emṕırico
para γ̂d.
γ̂EBLUPd =
(
1− B̂d
)
γ̂d + B̂d
(
xAd
)t
β̃ (1.18)
donde β̃ es la estimación de β. En la literatura especializada, los autores reco-
miendan estimar β, u y σ2u con máxima verosimilitud restringida (REML, por sus
siglas en inglés). Cabe aclarar que la varianza σ2d usualmente es estimada a partir
de la información muestral.
1.2.2. Método de estimación emṕırica de Bayes
Puesto que uno de los objetivos de este trabajo es proponer estimadores aproxima-
damente insesgados utilizando metodoloǵıas de estimación en áreas pequeñas para
la proporción en dominios con imputación múltiple en modelos 3PL, se requiere
un método de estimación para este parámetro. La proporción es un parámetro
ampliamente utilizado en distintos sectores como, por ejemplo, la educación, el
mercadeo, en encuestas poĺıticas entre otros. Particularmente, en educación es de
utilidad calcular el porcentaje de estudiantes que adquieren cierto beneficio, por
ejemplo "Generación E", "Ser Pilo Paga", entre otros.
Bajo el supuesto de normalidad se pueden obtener de manera expĺıcita los estima-
dores EBLUP, y dado el conocimiento a priori de las varianzas muestrales, esto
permite calcular el estimador EBLUP. Aunque el supuesto de normalidad no es una
exigencia al momento de realizar la estimación, śı lo es para calcular las medidas
de calidad de los estimadores y en consecuencia realizar inferencia estad́ıstica.
Por su parte, Pfeffermann (2002) y Rao & Molina (2015) afirman que, cuando
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las variables dependientes no son continuas, o tienen la naturaleza de tener o no
una caracteŕıstica de interés (tipo binomial), no es adecuado utilizar el estimador
EBLUP. Si bien, la proporción es un parámetro continuo, está restringido al inter-
valo (0, 1). Esta condición imposibilita garantizar que con el ajuste del modelo Fay
Herriot, las estimaciones se encuentren en dicho intervalo. Los métodos emṕıricos
de Bayes (EB) y jerárquicos de Bayes (HB) son generalmente aplicables en el sen-
tido de manejar modelos para datos binarios y de conteo, aśı como modelos mixtos
lineales normales. En este último caso, los estimadores EB y EBLUP son idénticos.
Según Rao & Molina (2015), el método de estimación emṕırica de Bayes, en primer
lugar, obtiene la distribución posterior π (γd | γ̂d,λ) donde λ = (λ1,λ2) denota el
vector de parámetros del modelo. Esta distribución modela el parámetro de interés
γd en las áreas pequeñas. Por su parte, para la construcción de esta distribución, se
toman como insumos la distribución condicional f (γ̂d | γ, λ1) y la función de den-
sidad f (γ| λ2). Como paso siguiente, se debe estimar los parámetros del modelo
λ,tomando como insumos las distribuciones, tanto marginales como condicionales
definidas anteriormente y por último, se usa la distribución posterior estimada
π
(
γd | γ̂d,λ̂
)
para hacer inferencias acerca de γd. Cabe resaltar que λ̂ es el esti-
mador de λ.
Para llevar a cabo la estimación bayesiana en la estimación de áreas pequeñas, de-
finamos θ̄d = µd y como consecuencia, γd = g (µd). Teniendo en cuenta lo anterior,
la ecuación 1.13, y que h es una función se tiene que:
γ̂d = h (µd) + ed.
En término de los modelos lineales generales (MLG), g (·) puede ser visto como la
función de enlace que linealiza la relación entre el valor esperado posterior de γd
con las covariables y el factor aleatorio. Dado las consideraciones anteriores y las
densidades ya definidas y asumiendo que φ es un vector de parámetros desconoci-
dos, el estimador bayesiano se define como:
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π (γd | γ̂d, φ) =
fd (γ̂d | γd) f ∗d (γd, φ)∫
fd (γ̂d | γd) f ∗d (γd, φ) dγd
.
Bajo la función de pérdida cuadrática condicional, el estimador bayesiano γ̃d es:
γ̃d = E (γd | γ̂d, φ) =
∫
γd fd (γ̂d | γd) f ∗d (γd, φ) dγd∫
fd (γ̂d | γd) f ∗d (γd, φ) dγd
. (1.19)
Como se puede observar en la ecuación 1.19, para poder tener definido completa-
mente el estimador bayesiano, se debe estimar el vector de parámetros φ. Dicha
estimación se realiza usando las distribuciones marginales de los estimadores di-
rectos γ̂d la cual se define como:
L (φ) =
D∏
d=1
∫
fd (γ̂d | γd) f ∗d (γd, φ) dγd.
Dado lo anterior, el estimador emṕırico bayesiano está dado por:
γ̃EBd = E
(
γd | γ̂d, φ̂
)
(1.20)
Algo a tener en cuenta es que bajo los supuestos distribucionales para la estructura
del modelo Fay Herriot, el estimador Bayesiano es:
γ̃EBd
(
β, σ2u
)
=
(
1− B̂d
)
γ̂d + B̂d
(
xAd
)t
β̃.
El cual coincide con el estimador EBLUP definido anteriormente.
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1.2.3. Método de estimación jerárquica de Bayes
La estimación jerárquica Bayesiana consiste en construir distribuciones posterioris
tomando como base la correcta especificación de distribuciones a priori y el uso del
teorema de Bayes. Una de las ventajas que tiene utilizar este tipo de estimación es
cuando los estimadores resultantes no tienen una expresión anaĺıtica. Para estos
casos, se pueden utilizar algoritmos como el muestreador de Gibbs o el Metrópolis-
Hastings, para aproximarlas.
Como lo describe Bernal & González (2017), en este método los parámetros γd,
β, y σ2u se consideran aleatorios y son estimados desde el enfoque Bayesiano. Co-
mo se hace regularmente en la inferencia bayesiana, para estimar γd se utiliza
la media posterior E (γd | γ̂d) y la variabilidad es estimada por la varianza de la
distribución posterior V (γd | γ̂d). Para el modelo de Fay-Herriot, se tiene que,
γ̂d | γd,β, σ2d ∼ N (γd, σ2d) y γd | β, σ2u ∼ N
((
xAd
)t
β, σ2u
)
. Sin embargo, para
este estimador se requiere especificar distribuciones a priori para β, y σ2u. Usual-
mente se asume como distribución apriori para β, f (β) ∝ 1 si σ2u es conocida o
f (β, σ2u) = f (β) f (σ
2
u) ∝ f (σ2u).
1.2.4. Estimación de una proporción con el modelo normal
- loǵıstico
Este estimador está descrito en el art́ıculo de Liu, Lahiri & Kalton (2007) y permite
estimar una proporción utilizando un modelo normal-loǵıstico. En esta sección se
describe, de manera general, la construcción de dicho estimador. Posteriormente,
será comparado con el estimador propuesto en esta tesis para estimar una propor-
ción en presencia de valores plausibles y que está descrito en el Caṕıtulo 3.
Sea Nd el tamaño poblacional en el dominio d. Se define la variable Idj la cual
es la respuesta binaria para la caracteŕıstica de interés para el individuo j en el
dominio d. El parámetro a estimar en el área d es la proporción, la cual se define
como ρd =
∑
j∈s
Idj
Nd
. Este parámetro se estima mediante:
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ρ̂d =
∑
j
Idj
πdj∑
j
1
πdj
(1.21)
cuya varianza está dada por:
V ar (ρ̂d) =
ρd (1− ρd)
nd
Deffd
donde el Deffd es el efecto del diseño en el dominio d (Kish 1965). Una de las
limitaciones que tiene esta estimación (ecuación 1.21) es que es poco precisa para
tamaños muestrales pequeños (Särndal, Swensson & Wretman 2003). Para suplir
el problema de las áreas pequeñas se utilizará el estimador HB descrito en la
sección 1.2.3 para estimar ρd. Las estimaciones a nivel de área, en general consta
de dos modelos, uno, el modelo de muestreo, el cual está pensado para controlar el
error de muestreo de las estimaciones directas de la encuesta. El otro, modelo de
vinculación, relaciona el valor de la población para variables auxiliares espećıficas
de cada área xAd = (xd1, ..., xdp). Para vincular las variables x
′s de cada área y
dada la naturaleza de la variable se utilizará un modelo logit. Para poder utilizar
el estimador HB se utilizan las siguientes distribuciones de probabilidad,
ρ̂d | ρd ∼ N (ρd, ψd)
con modelo de enlace,
logit (ρd) | β, σ2v ∼ N
((
xAd
)t
β, σ2v
)
donde se asume que se conoce la varianza ψd.
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1.2.5. Error Cuadrático Medio del EBLUP (MSE)
En esta sección se desarrollará, de manera teórica y general, el error cuadrático
medio que posteriormente será tomado como referencia para encontrar el MSE del
estimador propuesto en esta metodoloǵıa, siguiendo las ideas mostradas en Prasad
& Rao (1990) y Morales & Molina (2015). Sea a = (ats, a
t
r)
t
N×1 un vector de cons-
tantes, donde los sub́ındices s y r indican que fueron observados y no lo fueron en
la muestra respectivamente. El interés se centra en estimar una combinación lineal
de las habilidades θ. Para ello, se escribe θ en términos de las partes observadas
y no observadas como sigue:
η = atsθs + a
t
rθr (1.22)
Por otra parte, si se define a γ como el predictor de la parte no observada en la
ecuación 1.22, es decir, γ = atr
(
XAr β +Zru
)
y además, θr = X
A
r β +Zru+ er se
tiene que,
atrθr = γ + a
t
rer (1.23)
Teniendo en cuenta las ecuaciones 1.23 la idea es entonces calcular el error cuadráti-
co medio que se comete cuando se predice el valor de η con el predictor propuesto
en esta metodoloǵıa. Para este propósito definamos γ̂Epd como el estimador EBLUP
propuesto para γd. Aśı, por definición,
MSE
(
γ̂Epd
)
= MSE
(
γ̂Bpd
)
+ E
(
γ̂Epd − γ̂
Bp
d
)2
+ (1.24)
2E
[(
γ̂Epd − γ̂
Bp
d
)(
γ̂Bpd − γd
)]
Por otro lado, utilizando los resultados que encontraron Kackar & Harville (1984)
se tiene que E
[(
γ̂Epd − γ̂
Bp
d
)(
γ̂Bpd − γd
)]
= 0, por tanto, la ecuación 1.24 se reduce
a,
MSE
(
γ̂Epd
)
= MSE
(
γ̂Bpd
)
+ E
(
γ̂Epd − γ̂
Bp
d
)2
. (1.25)
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Si se cuenta con la normalidad y además g (θ) es invariante a traslaciones, Hen-
derson (1975) propuso una expresión para MSE
(
γ̂Bpd
)
. Lo anterior implica que,
para que quede completamente determinada el MSE
(
γ̂Epd
)
mostrado en la ecua-
ción 1.25, falta encontrar una expresión para E
(
γ̂Epd − γ̂
Bp
d
)2
. Siguiendo con la
construcción del MSE, utilizando el factor de primer orden de la series de Taylor
centrada en un vector σ0 =
(
σ10, σ
2
0, ..., σ
d
0
)
(Kackar & Harville 1984) y bajo el
supuesto que el estimador σ̂u es asintoticamente insesgado se tienese tiene,
E
(
γ̂Epd − γ̂
Bp
d
)2 ∼= D∑
i=0
D∑
i=0
E
[
A∗i (σu)
(
σ̂iu − σiu
)
A∗j (σu)
(
σ̂ju − σju
)]
. (1.26)
donde, A∗d (σu) =
∂γ(σ0)
∂σd0
|σu , d = 1, 2, ..., D y dado que A∗ (σu) = A∗ (σu,u) es un
vector aleatorio, entonces,
D∑
j=0
D∑
i=0
E
[
A∗i (σu)A
∗
j (σu)
(
σ̂iu − σiu
) (
σ̂ju − σju
)] ∼= (1.27)
D∑
j=0
D∑
i=0
cov
(
A∗i (σu) , A
∗
j (σu)
)
cov (σ̂i, σ̂j) (1.28)
Por su parte, en la ecuación 1.29 se muestra la aproximación que Kackar & Harville
(1984) presentan para el MSE
(
γ̂Epd
)
:
MSE
(
γ̂Epd
)
= MSE
(
γ̂Bpd
)
+ tr {V d V σ̂u} . (1.29)
donde V d es la matriz de varianzas y covarianzas de A
∗ (σu) y V σ̂u es la de σ̂u.
Utilizando la aproximación propuesta en Prasad & Rao (1990) para tr {V d V σ̂u},
y las expresiones para gi (σ
2
u) mostrada en Morales & Molina (2015) se tiene que:
MSE
(
γ̂Epd
)
= g1d
(
σ2u
)
+ g2d
(
σ2u
)
+ g3d
(
σ2u
)
donde,
g1d
(
σ2u
)
= atrZrT sZ
t
rar
y
g2d
(
σ2u
)
=
[
atrX
A
r − atrZrT sZtsV
−1
es X
A
s
]
P s
[
atrX
A
r − atrZrT sZ
t
sV
−1
es X
A
s
]t
(1.30)
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con, T s = V u
(
I −ZtsV −1es ZsV u
)
, V u es la matriz de covarianzas del factor alea-
torio, P s =
((
XAs
)t
V −1es X
A
s
)−1
y V es es la matriz de covarianzas del error en los
dominios observados. Además,
g3d
(
σ2u
) ∼= tr {(∇b′) V es (∇b′)E [(σ̂u − σu) (σ̂u − σu)t]}
b′ = atrZrV uZ
t
sV
−1
es
∇b′ =

∂b′
∂σ
1
0
∂b′
∂σ
2
0
...
∂b′
∂σ
d
0
 (1.31)
Por último, para encontrar una estimación del error cuadrático medio, según Pra-
sad & Rao (1990), basta con reemplazar σ̂2u (un estimador consistente) en lugar
de σ2u y teniendo en cuenta que E [g2d (σ̂
2
u)]
∼= g2d (σ2u), E [g3d (σ̂2u)] ∼= g3d (σ2u) y
E [g1d (σ̂
2
u)] = g1d (σ
2
u)− g3d (σ2u) se tiene que,
ˆMSE
(
γ̂Epd
)
= g1d
(
σ̂2u
)
+ g2d
(
σ̂2u
)
+ 2g3d
(
σ̂2u
)
. (1.32)
La ecuación 1.32 es válida para estimaciones insesgadas o aproximadamente inses-
gadas de σu (métodos de Henderson 3 y REML). Para el caso en que se utilice el
método de máxima verosimilitud, el error cuadrático medio se estima como:
ˆMSE
(
γ̂EBLUP
)
= g1
(
σ̂2u
)
+ g2
(
σ̂2u
)
+ 2g3
(
σ̂2u
)
− b′σ̂2u
(
σ2u
)
∇g1
(
σ2u
)
.(1.33)
1.2.6. Algoritmo EM
Este algoritmo está compuesto por dos etapas (Dempster, Laird & Rubin 1977).
La primera, se basa en el cálculo de la esperanza y la segunda, como su nombre
lo indica, aborda el proceso de maximización de los parámetros a estimar. El
algoritmo EM puede ser utilizado en situaciones donde la finalidad es estimar un
conjunto de parámetros Λ que caracterizan una distribución de probabilidad, dada
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únicamente una parte observada de los datos que produce la distribución. Este
algoritmo será utilizado en la generación de los valores plausibles en la metodoloǵıa
propuesta.
Para dar un contexto general de este algoritmo, suponga que en cada realización
del experimento aleatorio se observa un parámetro y también existe un parámetro
oculto. En este orden de ideas, definamos como ξobsij = {ξ1j, . . . ,ξmj} al conjunto
de m ı́tems evaluados y respondidos por el individuo j, ξnobsij =
{
ξ(m+1)j, . . . , xnij
}
al conjunto de items no presentados por el individuo j y ξij = ξobsij
⋃
ξnobsij la
totalidad de los ı́tems. Los ı́tems ξnobsij se pueden considerar como una variable
aleatoria cuya distribución de probabilidad está definida por los parámetros a
estimar Λ∗ y de los datos observados ξobsij . En este mismo sentido, ξij también es
una variable aleatoria puesto que depende de ξnobsij . Por otro lado, llamemos h
∗
0
al valor actual del parámetro Λ∗ y h∗1 al valor del parámetro que se estima en cada
iteración del algoritmo EM.
Teniendo en cuenta lo anterior, la finalidad del algoritmo EM es encontrar el valor
del parámetro en alguna iteración l el cual maximiza la esperanza E
{
ln
[
p
(
ξij | h∗1
)]}
,
donde p
(
ξij | h∗1
)
es la distribución de probabilidad de la variable aleatoria ξij la
cual depende de los parámetros desconocidos Λ∗. Esta distribución de probabilidad
representa la verosimilitud de los datos completos ξij dada una hipótesis h
∗
1 de los
parámetros ocultos. Aśı mismo, al maximizar el logaritmo de la distribución, se
está maximizando la verosimilitud. La función valor esperado E
{
ln
[
p
(
ξij | h∗1
)]}
se introduce en este algoritmo dado que el conjunto completo de datos ξij es una
variable aleatoria.
Dado que el conjunto de datos ξij contiene datos no observados, se deben considerar
todos los posibles valores de ξnobsij , ponderándolos según su probabilidad. En otras
palabras, se calcula el valor esperado E
{
ln
[
p
(
ξij | h∗1
)]}
sobre la distribución de
probabilidad de ξij la cual es desconocida pues, está determinada, en parte, por
los parámetros Λ∗ los cuales se deben estimar. Es por lo anterior que, el algoritmo
EM usa la hipótesis h∗0 para estimar la distribución de ξij. Se define entonces
una función Q (h∗1 | h∗0) que define a E
{
ln
[
p
(
ξij | h∗1
)]}
como una función que
depende de h∗1 , bajo el supuesto que Λ
∗ = h∗0 dado un conjunto de observaciones
ξobsij . Esta función Q se define como:
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Q (h∗1 | h∗0) = E
{
ln
[
p
(
ξij | h∗1
)]
| h∗0, ξobsij
}
. (1.34)
En la función definida en la ecuación 1.34, se supone que la hipótesis h∗0 y los
datos observados ξobsij tienen unos valores fijos y que éstos definen la distribución
de probabilidad de las variables ocultas ξnobsij (y, por tanto, sus valores esperados).
La distribución de probabilidad de ξij definida por ξobsij y h
∗
0 es, entonces, la que
se utiliza para calcular E
{
ln
[
p
(
ξij | h∗1
)]}
para una hipótesis cualquiera h∗1. A
continuación, se definen los dos pasos que utiliza el algoritmo EM lo cuales, como
se definieron anteriormente son Esperanza y Maximización.
Paso 1: Esperanza
1. Elegir un valor inicial para Λ∗ = h∗0
2. Teniendo en cuenta que ξnobsij es no observable, no es posible maximizar
directamente la verosimilitud de ξij, por lo cual se maximiza su valor espe-
rado, condicionado a los datos observados ξobsij y el valor inicial h
∗
0. Esto es,
Q (h∗1 | h∗0) = E
{
ln
[
p
(
ξij | h∗1
)]
| h∗0, ξobsij
}
.
Paso 2: Maximización
Sustituir h∗0 por el valor del parámetro en la iteración l, h
∗
1 que maximiza la función
arg max
h∗1
(Q (h∗1 | h∗0))
Los anteriores pasos se repiten hasta obtener la convergencia.
1.2.7. Algoritmo Metropolis-Hastings
Según Metropolis, Rosenbluth, Rosenbluth, Teller & Teller (1953) este algoritmo
se basa en mecanismos de aceptación y rechazo. Inicialmente, se considera una
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densidad de transición conocida q (· | λt), tal que f(λ)q(λ|y, λ) se concidera aproxima-
damente constante. Para generar las observaciones de la densidad objetivo f (λ),
se siguen los siguientes pasos:
1. En el paso j = 1, se asume un valor inicial para λ el cual lo denotaremos
como λ0,
2. Utilizando la densidad de transición q (λ∗), se genera un nuevo valor λ∗ ,
3. Se define la probabilidad
P
(
λ(j−1), λ∗
)
= min
{
1,
f (λ∗) q
(
λ(j−1), λ∗
)
f (λ(j−1)) q (λ(j−1))
}
como mecanismo de aceptación y rechazo, el cual permite pasar del estado
t− 1 al estado t.
4. Si P
(
λ(j−1), λ∗
)
> u, donde u ∼ U (0, 1), se acepta el cambio de estado y se
toma λj = λ∗. En caso contrario, se vuelve al paso 2.
5. El proceso se repite con el elemento j + 1, hasta lograr la convergencia.
Los algortimos mostrados en esta sección, en la sección 1.2.8 y en la sección 1.2.9
serán utilizandos en el Caṕıtulo 3.
1.2.8. Muestreador de Gibbs
Según Gamerman & Lopes (2006) para los p parámetros de λ = (λ1, λ2, ..., λp) es
posible establecer las funciones de densidad condicionadas completas (full condi-
tionals), que determinan la distribución a posteriori conjunta P (λ) como sigue:
1. En el paso j = 1, se asume un vector de valores iniciales λ0 =
(
λ01, λ
0
2, ..., λ
0
p
)
.
2. A partir de las distribuciones condicionales completas, se obtienen los nuevos
valores λj =
(
λj1, λ
j
2, ..., λ
j
p
)
en el paso j como sigue:
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λj1 ∼ P
(
λ1 | λj−12 , ..., λj−1p
)
λj2 ∼ P
(
λ2 | λj1, λ
j−1
3 , ..., λ
j−1
p
)
λj3 ∼ P
(
λ3 | λj1, λ
j
2, ..., λ
j−1
p
)
...
λjp ∼ P
(
λp | λj1, λ
j
2, ..., λ
j
p−1, λ
j−1
p
)
3. El proceso se repite con el elemento j + 1, hasta lograr la convergencia.
1.2.9. Algoritmo Metropolis-Hastings con Gibbs
En este apartado se presenta un método que combina los algoritmos mostrados en
las secciones 1.2.7 y 1.2.8 (Gamerman & Lopes 2006). En este sentido, el método
funciona de la siguiente manera:
1. En el paso j = 1, se asume un vector de valores iniciales λ0 =
(
λ01, λ
0
2, ..., λ
0
p
)
.
2. A partir de las distribuciones condicionales completas q (λ1 | ·), se obtienen
los valores actualizados al paso j, λj =
(
λj1, λ
j
2, ..., λ
j
p
)
para cada uno de los
parámetros de interés:
λ∗j1 ∼ q1
(
λj−11 | ·
)
λ∗j2 ∼ q2
(
λj−12 | ·
)
...
λ∗jp ∼ qp
(
λj−1p | ·
)
3. Si se acepta el valor propuesto λ∗ji , actualizar λ
j−1
i = λ
∗j
i .
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1.2.10. Método de cuadratura de Gauss
Según Faires & Richard (1998), en análisis numérico el método de cuadratura es
una aproximación de una integral definida de una función. Una cuadratura de
Gauss, es una cuadratura que selecciona los puntos de la evaluación de manera
óptima y no en una forma igualmente espaciada, construida para dar el resultado
de un polinomio de grado 2n − 1 o menos, elegibles para los puntos xi y los
coeficientes wi para i = 1, ..., n. El dominio de tal cuadratura por regla es de
[−1, 1] dada por:
∫ 1
−1
f (x) dx '
n∑
i=1
wif (xi) (1.35)
Tal cuadratura dará resultados precisos solo si f(x) es aproximado por un polino-
mio dentro del rango [−1, 1]. Si la función puede ser escrita como f(x) = W (x)g(x),
donde g(x) es un polinomio aproximado y W (x) es conocido.
∫ 1
−1
f (x) dx =
∫ 1
−1
W (x)g(x)dx
'
n∑
i=1
wig (xi) (1.36)
donde,
wi =
2
(1− x2i ) [Pn (xi)]
2
donde, Pn son polinomios de Legendre en el intervalo [−1, 1]. Se definen los poli-
nomios de Legendre como:
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Pn (xi) =
1
2n n!
dn
dxni
[(
x2i − 1
)n]
(1.37)
1.3. Aspectos generales de la teoŕıa de respuesta
al ı́tem
Una vez desarrollado todo lo relacionado con la estimación de áreas pequeñas, otro
aspecto que se aborda en esta tesis son los conceptos relacionados con la Teoŕıa
de Respuesta al Ítem (TRI por sus siglas). El objetivo fundamental de la teoŕıa
de respuesta al ı́tem es construir instrumentos que sean invariantes entre distintas
poblaciones. En otras palabras, si un individuo j1 y otro j2 tienen un rasgo latente
medio igual, entonces, ambos deberán tener la misma probabilidad de responder
un ı́tem i, independientemente de la población a la cual pertenezcan. En este orden
de ideas, el grado del rasgo latente que tiene un individuo j, se obtiene de una
estimación (utilizando un modelo) en la cual, uno de los factores a modelar es el
patrón de respuestas a un conjunto de ı́tems determinado.
En distintos centros estad́ısticos que trabajan con datos en educación, por ejemplo
(ICFES 2014a) con su prueba Saber 3°, 5° y 9°, utilizan el modelos loǵısticos de tres
parámetros (3PL) para generar las habilidades θ que tienen los estudiantes frente a
un conjunto de ı́tems. Según Lord & Novick (1968), Lazarsfeld (1955) y Fernández
(1997), los modelos 3PL se utilizan con la finalidad de modelar variables que no son
observables directamente (rasgo latente) y como lo mencionan Cervantes, Cepeda
& Camargo (2008), estos modelos tienen como objetivo mostrar la relación entre
una serie de ı́tems (prueba) con la variable no observada, que para efectos de
este trabajo son las habilidades θ. En este sentido, como lo mencionan Hambleton
et al. (1991) los modelos de respuesta al ı́tem fueron desarrollados inicialmente para
estimar el error que se comete cuando se desea medir un fenómeno psicológico. En
la actualidad, estos modelos son ampliamente utilizados en los diversos campos
del conocimiento por sus propiedades de escala y medición (Fox 2010).
Lord (1986), Hambleton, Swaminathan & Rogers (1991) y de Andrade, Tavares
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& da Cunha Valle (2000) entre otros autores afirman que la teoŕıa de respuesta
al ı́tem tiene dos supuestos fundamentales, el primero, es que existe una relación
funcional entre la magnitud del rasgo latente y la probabilidad que tiene un in-
dividuo de responder correctamente un ı́tem. El segundo supuesto hace referencia
a la independencia local entre los ı́tems; esto significa que, las respuestas que se
le den a cada uno de los ı́tems en una prueba son estad́ısticamente independiente
entre śı.
Según de Andrade, Tavares & da Cunha Valle (2000), en los modelos más utili-
zados, entre ellos el modelo loǵıstico de 3 parámetros, el atributo θ ∈ (−∞, ∞).
Adicional a esto, los ı́tems toman valores de uno cuando la respuesta es correcta y
cero cuando no. En la literatura especializada se pueden encontrar diferentes mode-
los, como lo son los modelos de 1, 2 y 3 PL. Sin embargo, los modelos de uno y dos
parámetros loǵısticos son un caso particular del modelo de 3PL. A continuación,
se define este último modelo.
1.3.1. Modelo loǵıstico de tres parámetros (3PL)
El modelo 3PL incorpora los parámetros de dificultad, discriminación y el pseudo
azar para modelar la probabilidad de responder correctamente al ı́tem. Este modelo
fue desarrollado por Birnbaum (1958), el cual asume que la función caracteŕıstica
está dada por:
Pi (ξij = 1 | θj, ai, bi, ci) = ci+
(1− ci)
1 + exp [(−ai (θj − bi))]
(1.38)
donde bi es la dificultad del ı́tem, ai es la discriminación y el azar (ci), para i =
1, 2, ..., l. ξij es una variable dicotómica que es uno si la respuesta es correcta
y cero si no lo es. θj habilidad o trazo latente del individuo j y Pi (ξij = 1 | ·)
la probabilidad que el individuo j responda correctamente el ı́tem i dada una
habilidad θj. A su vez, θj y bi están en la misma escala y toman valores en el
intervalo (−∞, ∞) . Note que en bi se tiene el punto de inflexión en la curva
caracteŕıstica del ı́tem (CCI, por sus siglas) la cual se define como una función
matemática que relaciona la probabilidad de responder correctamente un ı́tem con
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el nivel medido del rasgo latente (Hambleton et al. 1991). Por otro lado, ai es
proporcional a la pendiente de la CCI en el punto bi, ci indica la probabilidad de
que un individuo responda correctamente al ı́tem i cuando su valor de atributo
tiende a menos infinito. Cabe resaltar que el modelo de dos parámetro se obtiene
cuando el parámetro de pseudo azar ci = 0 en el modelo de 3PL y el modelo de
1PL se obtiene cuando, adicional al parámetro de pseudo azar, el parámetro de
discriminación ai es una constante.
En esta tesis, el modelo de 3PL será utilizado para encontrar las estimaciones de
las habilidades de los estudiantes en cada uno de los establecimientos educativos
o dominios (d) seleccionados en la muestra, lo cual servirá como insumo princi-
pal para implementar la teoŕıa de estimación en áreas pequeñas en presencia de
imputación múltiple y con ello, poder estimar el parámetro γ.
1.3.2. Estimación de los parámetros del modelo loǵıstico
En las secciones 1.3.2 y 1.3.3 los procesos de estimación siguen el esquema abor-
dado por (Perozo 2016). Por otro lado, como lo muestra Bock & Aitkin (1981), la
estimación de los parámetros que conforman el modelo de teoŕıa de respuesta al
ı́tem se realiza por medio de la máxima verosimilitud marginal asumiendo a su vez,
independencia local. La independencia local hace referencia a que las respuestas de
diferentes sujetos j con un determinado nivel de habilidad θj a un ı́tem i, son tam-
bién estad́ısticamente independientes de las respuestas de esos sujetos a cualquier
otro ı́tem, es decir, cada nueva respuesta es independiente de la respuesta anterior,
y éstas sólo vienen determinadas por la probabilidad de acierto a ese ı́tem, que
para sujetos con igual habilidad, es la misma para todo el grupo Kass & Steffey
(1989).
Por su parte, la probabilidad que un individuo j responda correctamente la cadena
de respuesta, ξij = (ξ1j, ξ2j, . . . , ξnij), dada su habilidad θj está dada por:
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P
(
ξij = 1 | θj
)
= Φi (θj) =
1√
2π
∫
ω(θj)
exp
(
− t2
2
)
dt
y
P
(
ξij = 0 | θj
)
= 1− Φi (θj)
donde ω (θj) = ai (θj − bi), con ai y bi definidos anteriormente.
En el supuesto usual de independencia local, la probabilidad de que el sujeto
responda el patrón de respuesta ξj se puede reescribir como:
P (ξii = 1 | θj) =
n∑
i=1
[
Φi (θj)
ξij
] [
1− Φi (θj)1−ξij
]
. (1.39)
Para un sujeto al azar muestreado de una población con una distribución de ha-
bilidad continua g (θ), la probabilidad es:
P (ξ) =
∫
R
P (ξ | θ) g (θ) dθ (1.40)
Usando cuadraturas gausianas, la integral mostrada en la ecuación 1.40, es apro-
ximadamente:
∑q
k=1 P (ξ | ξk)A (ξk) (1.41)
donde q es el número de puntos en la cuadratura, ξk es un punto de cuadratura
y A (ξk) es una ponderación obtenida de la función de densidad g (·) (Goldstein
et al. 1966).
Sea l = 1, 2, . . . , s∗ los patrones de puntajes observados en una muestra aleatoria
de n individuos con s∗ ≤ min {2n, n}. La cantidad de individuos que responden
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en el patrón l se denota por rl, es decir,
s∑
l
rl = N
Dado que los conteos de patrones observados asignan efectivamente a cada indi-
viduo uno y solo uno de las 2n categoŕıas, la frecuencia rl tiene una distribución
multinomial con parámetro N y Pl = P (ξ = ξl), entonces, la función log-verosimil
es:
log (L) = C+
s∑
l=1
rl log (Pl) (1.42)
donde C es una constante que no depende de los parámetros.
Para resolver las ecuaciones impĺıcitas que surgen de las derivadas parciales ∂log(L)
∂ai
y ∂log(L)
∂bi
se utiliza el algoritmo EM y los métodos Newton-Gauss o Fisher-Scoring.
Con lo anterior, es posible encontrar las estimaciones de los parámetros del modelo
(Bock & Aitkin 1981).
Si se desea ver de manera más detallada el desarrollo teórico de estas estimaciones,
se puede referir al libro de Andrade, Tavares & da Cunha Valle (2000).
1.3.3. Estimación de la habilidad
En la literatura especializada, como por ejemplo Neyman & Scott (1948) y Isaacson
& Keller (1994), se trabajan dos métodos de estimación para la habilidad θi, el
primero es v́ıa máxima verosimilitud y el segundo el utilizando técnicas bayesianas.
A continuación, se presentan cada uno.
Estimación utilizando máxima verosimilitud
La función log-verosimil del rasgo latente θj para el j−ésimo individuo está dada
por:
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log [L (θj)] =
n∑
i=1
{ξij log [P (ξij = 1 | θj)] + (1− ξij) log [P (ξij = 0 | θj)]} (1.43)
Con lo anterior en mente y siguiendo el algoritmo de máxima verosimilitud, se
debe resolver la siguiente ecuación para encontrar la estimación del parámetro:
∂ log [L (θj)]
∂ θj
=
n∑
i=1
ξij − P
(
ξij = 1 | θj
)
P
(
ξij = 1 | θj
)
P
(
ξij = 0 | θj
) ∂ P (ξij = 1 | θj)
∂ θj
= 0 (1.44)
Para obtener el estimador máximo verosimil θ̂j, se utilizará el método de Fisher
Scoring. Dicho algoritmo depende de la información de Fisher, que para este caso,
se obtiene de la siguiente manera:
I (θj) =
n∑
i=1
a2i P (ξij = 1 | θj) P (ξij = 0 | θj) (1.45)
Con lo anterior, la solución de las iteraciones del método está dada por:
θ̂t+1 = θ̂t + I
−1
(
θ̂j
) (∂ log [L (θ)]
∂θ
|θ=θ̂t
)
(1.46)
Cuyo error estándar está dado por,
S.E
(
θ̂
)
=
√√√√ 1
I
(
θ̂
) (1.47)
Estimación Bayesiana
Dado que con el método anterior no es posible estimar el rasgo latente cuando
el individuo responde de manera correcta o de manera incorrecta absolutamente
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todos los ı́tems, puesto que la ecuación 1.44 no tiene solución, es necesario recurrir
a otros métodos de estimación que solvente dicho problema. El método de esti-
mación de Bayes es una alternativa para dicho problema. Este estimador cuenta
con un error promedio de estimación más bajo en la población, que cualquier otro
estimador, incluso que el estimador de máxima verosimilitud. Adicional a lo ante-
rior, el estimador bayesiano es sesgado pero su sesgo es pequeño (Bock & Mislevy
1982).
Usando los argumentos de la teoŕıa bayesiana, este estimador de define como el
promedio de la distribución a posteriori de θ dado que se ha observado el patrón de
respuestas ξ. Revuelta & Ximénez (2014) proponen usar cuadraturas gaussianas
(definida en la sección 1.2.10) para aproximar dicho estimador y con esto obtener
el estimador esperado a posteriori que se define como:
θ̂j ∼=
q∑
j=1
ξjP (ξ | ξj) A
(
ξj
)
∑q
j=1 P (ξ | ξj) A
(
ξj
) . (1.48)
Una vez realizada la estimación mostrada en 1.19, es necesario tener una medida de
la calidad de la estimación. Para ello, se define el DEP
(
θ̂j
)
el cual es la desviación
estándar aposteriori y se define como,
DEP
(
θ̂j
)
∼=
q∑
j=1
(
ξj − θ̂j
)2
P (ξ | ξj) A
(
ξj
)
∑q
j=1 P (ξ | ξj) A
(
ξj
) . (1.49)
Donde, los pesos A
(
ξj
)
vienen dados por la distribución asumida para θ.
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1.4. Imputación multiple: Valores plausibles
La imputación múltiple consiste en realizar K imputaciones de cada observación
faltante y con ellas, analizar el conjunto de datos completos con el fin de poder
realizar estimaciones con el menor error posible. En las pruebas estandarizadas,
como, por ejemplo, PISA, TIMMS o Saber 3°, 5° y 9°, una de las caracteŕısticas
más relevantes es que un estudiante solo presenta un subconjunto de ı́tems de la
totalidad de la prueba. Esto se debe a que una de las condiciones de aplicación de la
prueba es que los estudiantes la respondan durante la jornada escolar, dado todas
las afirmaciones que se deben evaluar en la prueba completa, resultaŕıa imposible
que un estudiante la responda en su jornada escolar. Es por eso que las preguntas
que conforman un cuadernillo de prueba que responde cada estudiante, son una
muestra de la totalidad de la estructura de prueba.
Dado lo anterior, la estimación del desempeño o habilidad o variable latente, θj de
cada estudiante, está sujeto a un error alto de medición. Para disminuir este error y
generar resultados insesgados para niveles agregados, se utilizan procedimientos de
imputación múltiple y se genera un conjunto de K valores plausibles que represente
la distribución del desempeño de un estudiante (ICFES 2016). Estos valores son
útiles, pues tienen en cuenta la aleatoriedad producida por el hecho de que los
estudiantes responden a un número pequeño de preguntas, lo cual permite obtener
mejores estimaciones de las estad́ısticas de interés relacionadas con el desempeño
en las pruebas a nivel agregado von Davier, Gonzalez & Mislevy (2009).
Con lo anterior en mente, sea ξ =
(
ξ1, . . . , ξk . . . , ξnd
)
una matriz de datos nd×P
donde ξj = (ξ1j, . . . , ξpj) con función de probabilidad condicionada por la habi-
lidad, P
(
ξj | θ
)
. Cabe recordar que, ξ es una matriz donde cada fila representa
el string de respuesta de cada estudiante y las columnas representan los ı́tems
evaluados. Adicional a lo anterior, definamos R = (rij) donde,
rij =
1 si ξij es no observada0 si ξij es observada (1.50)
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Teniendo en cuenta la ecuación 1.50, y las definiciones que presenta Zhang (2003)
se tiene que, P
(
ξobsij | ξij
)
= pij. Luego, la distribución de probabilidad de la
variable R dado un vector de parámetros asociados a las observaciones faltantes,
δ, y el string de respuestas es P
(
R | δ, ξj
)
. Por lo tanto,
P
(
ξj, R | θ, δ
)
= P
(
ξj | θ
)
P
(
R | ξj, δ
)
, (1.51)
donde, P
(
ξj | θ
)
es la distribución marginal de ξj y P
(
R | ξj, δ
)
es la distribución
condicional de los datos faltantes dado las observaciones. Adicional a esto, para
un conjunto de datos, la función de probabilidad conjunta, discriminando entre
los datos observados y los faltantes esta dada por P (ξobs, ξnobs, R | θ, δ), donde,
ξobs = {ξij | rij = 0} y por ende, ξnobs = {ξij | rij = 1}.
Como se puede observar en la ecuación (1.51), hay dos conjuntos de parámetros
involucrados, los parámetros de interés θ y los parámetros δ que son los relacio-
nados a la no respuesta. En general, las inferencias sobre θ, deben realizarse sobre
la base del modelo de probabilidad conjunta definido en (1.51), lo cual, como se
puede observar dependen de cómo se define el modelo de probabilidad para los
datos faltantes. Rubin (1976), definen tres mecanismos de datos faltantes y con
ellos unas equivalencias en las ecuaciones anteriormente definidas. Tomando esto
como insumo,
L (θ, δ | ξobs, R) ∝ P (ξobs, R | θ, δ) (1.52)
donde ,
P (ξobs, R | θ, δ) =
∫
P (R | ξobs, ξnobs, δ)P (ξobs, ξnobs | θ) dξnobs (1.53)
Bajo los esquemas de MCAR (Missing completely at random) y MAR (Missing at
random), la ecuación 1.53, según Zhang (2003), se puede reescribir como:
P (ξobs, R | θ, δ) =
P (R | δ)P (ξobs | θ) Si MCARP (R | δ, ξobs)P (ξobs | θ) Si MAR
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Por su parte, Zhang (2003) argumenta que si θ y δ son distintos, las inferencias
centradas en la verosimilitud de θ, pueden realizarse basadas en P (ξobs | θ), esto
quiere decir, que la distribución de los datos observados P (ξobs, δ | θ, R) puede ser
reemplazada por la distribución marginal de los datos observados, con el propósito
de hacer inferencias sobre θ, y la función de verosimilitud de los datos observados,
ignorando el mecanismo aleatorio que determina los datos faltantes es,
L (θ | ξobs)  P (ξobs | θ) . (1.54)
Ahora bien, si suponemos que π (θ) es una distribución a priori para θ, entonces,
se tiene que la distribución posterior de θ condicionada a los datos observados esta
dada por
P (θ | ξobs)  L (θ | ξobs)× π (θ) . (1.55)
Como se mostró anteriormente, la idea era encontrar una distribución a los paráme-
tros de interés, teniendo en cuenta los datos faltantes, y con ella poder generar una
estimación de él.
Por otro lado, una segunda forma de estimar dicho parámetro, es completando la
matriz de datos, es decir, imputar los datos faltantes de la matriz y luego aplicar
métodos tradicionales a la matriz que ha sido completada y con ello, realizar las
inferencias respectivas al parámetro Θ. En este orden de ideas, la distribución de
probabilidad condicional de ξnobs, dado ξobs es:
P (ξnobs | ξobs) =
∫
P (ξnobs | ξobs,θ)P (θ | ξobs) dθ (1.56)
donde P (θ | ξobs) es la distribución posterior de θ y P (ξnobs | ξobs,θ) es la distri-
bución condicional predictiva de ξnobs dado ξobs y θ; la distribución condicional
P (ξnobs | ξobs) se denomina distribución predictiva posterior de ξnobs, dado ξobs.
La estimación de las ecuaciones 1.55 y 1.56 se hace mediante el uso del algoritmo
EM (Dempster, Laird & Rubin 1977).
Para la construcción de los estimadores propuestos en este trabajo, como método
de generación de los valores plausibles, se utilizará el primero dado que el objetivo
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no es llenar la cadena de respuesta de cada estudiante, sino, estimar la habilidad
con las respuestas que los estudiantes proporcionan.
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Caṕıtulo 2
Estimación de la media con
valores plausibles
En este caṕıtulo se presenta la ruta para abordar la estimación del promedio en
áreas con muestras insuficientes utilizando imputación múltiple en modelos de 3PL,
el cual, es uno de los objetivos propuesto en esta tesis. Para ellos, en primer lugar,
se desarrollará la estimación de los valores plausibles usando como verosimilitud
para P (ξobs | θ) un modelo de 3PL y combinando las distintas herramientas de
teoŕıa de respuesta al ı́tem mostradas en la sección anterior. Una vez resuelto este
problema, se procede a utilizar la teoŕıa de estimación en áreas pequeñas, junto
con el modelo de Fay Herriot y con esto, encontrar las expresiones del estimador
de la media, junto con su MSE.
En términos estad́ısticos, la ruta a seguir y que será desglosada de manera detallada
en este caṕıtulo, teniendo en cuenta la estructura de datos mostrados en la Tabla
1, es la siguiente:
1. Generar los K valores o habilidades plausibles para cada estudiante por
medio de la siguiente distribución:
P (θ | ξobs)  L (θ | ξobs)× π (θ) .
donde L (θ | ξobs)  P
(
ξobs | θ, XI
)
, XI es la información auxiliar a nivel
de individuo y P
(
ξobs | θ,XI
)
se obtiene utilizando el modelo 3PL y cuyas
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forma de estimar sus parámetros se describieron en la sección 1.3.2 y π (θ)
se asume una distribución normal (se detalla en la sección 2.1).
2. Luego de obtener los K valores plausibles, se utiliza la metodoloǵıa de Rubin
& Schenker (1991) para obtener la estimación de la habilidad
[
γd = g
(
θvpdjk
)]
y su varianza [V (γd | ξobs)] para cada área, donde, θ
vp
djk es el valor plausible
k en el dominio d para el individuo j. Se denotó γd como el promedio en el
área (se detalla en la sección 2.1).
3. Desarrollar el estimador propuesto para el promedio tomando como base, el
ajuste del modelo Fay Herriot en presencia de valores plausibles (se detalla
en la sección 2.2),
γ̂d = x
A
d β + µd + ed
4. Encontrar la expresión del MSE para el estimador propuesto (se detalla en
la sección 2.3).
2.1. Obtención de la habilidad estimada utilizan-
do los valores plausibles y el modelo 3PL
Suponga que tenemos un universo U de tamaño N , distribuidos en D escuelas
o dominios, es decir, U =
D⋃
d=1
Ud, Nd es el tamaño de la población Ud con N =
∑D
d=1Nd. Y sea s =
D⋃
d=1
sd una muestra de individuos de tamaño n =
∑D
d=1 nd
obtenida con un diseño p (·) con nd el tamaño de la muestra en el dominio d. Cabe
notar que es posible que para algún d, sd = φ. Para cada individuo j (j = 1, 2..., nd)
se observan las variables ξij, las cuales son variables dicotómicas con valor de uno
cuando el individuo j responde correctamente al ı́tem i (i = 1, 2, ..., I) y cero si
no responde de forma correcta. Teniendo en cuenta esto, se genera la cadena de
respuestas para los individuos.
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Para encontrar la distribución de θ, como se mostró en la ecuación 1.55, además
de contar con el patrón de respuestas ξ, se debe contar también con información
auxiliar a nivel de individuos, la cual está contenida en la variable XIj . Teniendo
en cuenta lo anterior, la distribución de θ estará condicionada, tanto por el patrón
de respuestas ξ, como por la información asociada a cada individuo. Por tanto,
P
(
θ | ξobs, XIj
)
= P
(
ξobs |XIj ,θ
)
P
(
θ |XIj
)
. (2.1)
Ahora bien, teniendo en cuenta el supesto de independencia condicional entre ξ y
XIj (Rubin & Schenker 1991) se puede reescribir la ecuación 2.1 como:
P (θ|ξobs,XIj ) = P (ξobs | θ)P
(
θ |XIj
)
. (2.2)
Puesto que, la finalidad es encontrar una distribución para el parámetro θ, en
la ecuación 2.2, se puede observar que dicha distribución depende a su vez, de
otras dos distribuciones, la primera P (ξobs | θ), que es la distribución de la cadena
de respuestas de cada estudiante, dado su habilidad, que como se definió en la
ecuación 1.38, se modelará con el modelo 3PL, y puesto que la habilidad, en general,
pertenece a los números reales, aunque su mayor concentración se encuentre entre
-3 logit y 3 logit (de Andrade, Tavares & da Cunha Valle 2000), se puede asumir
una distribución normal multivariante al componente P
(
θ |XIj
)
. Sin embargo,
algo a tener en cuenta para esta distribución, es que se debe asumir que, de alguna
manera, involucre la información auxiliar que se tiene para cada individuo j y que a
su vez, influya en el valor de θ. Esta consideración es muy relevante puesto que, en
el sector educativo, el aprendizaje de los estudiantes depende, en parte, de variable
socioeconómicas, nivel educativo del grupo familiar, entre otros (Garbanzo 2007).
Con lo anterior en mente, y siguiendo lo mostrado en Perozo (2016), se define
para P
(
θ |XIj
)
, una distribución normal multivariada con matriz de varianza y
covarianzas Σ y media XIΓ, donde Γ, es un vector de constantes. Dicho de otra
manera,
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P
(
θ |XIj
)
= Φ
(
θ, XIΓ, Σ
)
(2.3)
donde, Φ (·) es la función de densidad de probabilidad de una distribución normal.
De la ecuación 2.3, y del supuesto que las variables exógenas de cada individuo
influyen en la habilidad del estudiante, se puede deducir que, θ = XIΓ + ε, ε ∼
ND (0,Σ). Para estimar los parámetros de la distribución P
(
θ |XIj
)
se utilizará
el algoritmo EM. En este orden de ideas, en primer lugar, se deben generar unos
valores iniciales al vector θ utilizando los datos observados y por último, se defi-
ne W = diag (w1, . . . , wN) como una matriz que contiene los pesos de muestreo
inducidos por el diseño a cada individuo j.
Con el fin de establecer el l− ésimo paso del algoritmo EM, se toman los estima-
dores máximo verośımil como insumo iniciales, siendo estos:
Γ̂ =
((
XI
)
tWXI
)−1 (
XI
)
tWθ̂
y
Σ̂ =
1
tr (W )
(
θ̂ −XIΓ̂
)t
W
(
θ̂ −XIΓ̂
)
(2.4)
Esto permite establecer que en el l-ésimo paso del algoritmo, las estimaciones son
obtenidas según el paso M de la siguiente manera:
Γ̂
(l+1)
=
((
XI
)
tWXI
)−1 (
XI
)
tWθ̃
l
(2.5)
y
Σ̂(l+1) =
1
tr (W )
{
E
[(
θ − θ̃l
)t
W
(
θ − θ̃l
)
|XI ,Σt,Γt, ξobs
]}
(2.6)
Como se mostró en la sección 1.2.6, el paso E permite encontrar la solución a la
esperanza posteriori siendo esta:
θ̃
l
= E
(
θ |XI ,Σt,Γt, ξobs
)
(2.7)
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Para actualizar los valores de Σ̂(l+1) dado una solución a la ecuación 2.7, se debe
solucionar la esperanza:
E
(
θtWθ |XI ,Σt, Γt, ξobs
)
(2.8)
Para concluir la utilización del algoritmo EM en la estimación de estos parámetros,
la evaluación de la cantidad mostradas en 2.7 y 2.8, se realiza por el método de
integración por cuadratura de Gauss mostrada en la sección 1.2.10.
Ahora bien, puesto que en la sección 1.3.2, se mostró la metodoloǵıa para la esti-
mación de los parámetros del modelo de 3PL y con la estimación de los parámetros
de la distribución P
(
θ |XI
)
, queda completamente definida la distribución poste-
rior P (θ|ξobs,XIj ). Por lo tanto, para cada individuo j en el dominio d, se generan
k realizaciones aleatorias (valor plausible ) obtenidas de la distribución 2.2, uti-
lizando para ello, el método de Metrópolis Hastings, como se puede observar en
Fox (2010). A modo de notación, éstas realizaciones son denotadas como θvpdjk con
j = 1, ..., J , k = 1, ..., K y d = 1, ..., D.
Para encontrar una estimación del parámetro y su varianza, definamos la siguiente
función de probabilidad basados en el teorema de Bayes:
P (γd|ξobs) =
∫
P (γd | ξobs, ξnobs)P (ξnobs | ξobs) dξnobs (2.9)
donde, γd = g
(
θvpdjk
)
, representa una función cualquiera de los valores plausibles.
Entonces,
E (γd | ξobs) = E [E (γd | ξobs, ξnobs) | ξobs]
→ γ̂d '
1
K
K∑
k=1
θ̂vpdk
y
V (γd | ξobs) = E [V ar (γd | ξobs, ξnobs) | ξobs] + V ar [E (γd | ξobs, ξnobs) | ξobs] (2.10)
=
1
K
K∑
k=1
V ar
(
θ̂vpdk
)
+
(
1 +
1
K
)
1
(K − 1)
K∑
k=1
(θ̂vpdk − γ̂d)
2.
39
Tanto el estimador directo, como su varianza, serán insumos fundamentales para
el ajuste del modelo Fay Herriot, el cual es pilar fundamental para la construcción
del estimador propuesto en esta metodoloǵıa.
2.2. Construcción del estimador propuesto γ̂Epd
En las secciones anteriores se presentaron herramientas para tener estimaciones
de γd para los establecimientos seleccionados en la muestra; para aquellos que no
fueron seleccionados, es posible utilizar modelos de estimación en áreas pequeñas
para obtener dicha estimación. Bajo esta perspectiva, los establecimientos no se-
leccionados en la muestra se consideran como áreas pequeñas.
Un modelo que nos permite enlazar la información auxiliar a nivel de área xAd =(
xAd1, . . . , x
A
dp
)
y las estimaciones γ̂d realizadas en la sección inmediatamente ante-
rior, para la construcción del estimador propuesto en este trabajo, es el modelo de
Fay-Herriot, el cual para ser construido utilizando lo visto en la sección inmedia-
tamente anterior, será necesario el siguiente resultado.
Corolario 1. Considerando el modelo
γ̂d = X
Aβ +Zu+ e
con u ∼ ND (0, V u), independientes e ∼ ND (0, V e) independientes y V u, V e
conocidas. var (γ̂d) = V = ZV uZ
t + V e. El predictor ĺıneal insesgado ópti-
mo de τ = Lβ + Mu con LD×p y MD×q es τ̂ = Lβ̂ + Mû, donde β̂ =((
XA
)t
V −1XA
)−1 (
XA
)t
V −1γ̂d y û = V uZ
tV −1
(
γ̂d −XAβ̂
)
.
Demostración. La demostración de este teorema y la construcción del estimador, se
realizaron siguiendo las ideas de Harville 1977, Morales & Molina 2015. Puesto que
se desea estimar un predictor lineal τ , su estimador está dada por τ̂ = Q0 +Q1γ̂d.
Ahora bien, puesto que el predictor es insesgado se debe satisfacer que E (τ̂ − τ ) =
0, pero, E (τ̂ ) = Q0E (γ̂d) +Q1 = Q0X
Aβ +Q1 y E (τ ) = Lβ con lo que,
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0 = E (τ̂ − τ )
= E (τ̂ )− E (τ )
= Q1X
Aβ +Q0 −Lβ
=
(
Q1X
A −L
)
β +Q0
Para que E (τ̂ − τ) = 0 se debe satisfacer que Q0 = 0 y Q1XA = L. Por lo tanto,
el mejor predictor τ̂ debe surgir de solucionar la ecuación
Minimizar var (τ̂ − τ) , sujeto a Q1XA = L (2.11)
Ahora bien, partiendo de la ecuación 2.11 tenemos,
var (τ̂ − τ) = var (Q1γ̂d −Lβ −Mu)
= var (Q1γ̂d −Mu)
= var (Q1γ̂d) + var (Mu)− 2cov (Q1γ̂d,Mu)
= Q1V Q
t
1 +MV uM
t − 2Q1CM t, con C = cov (γ̂d, u) (2.12)
Como se puede observar en la ecuación 2.12,MV uM
t no depende deQ1, entonces,
solo se debe resolver:
Minimizar Q1V Q
t
1 − 2Q1CM t, sujeto a Q1XA = L. (2.13)
Para resolver la ecuación 2.13, se requiere definir una función Lagrangiana. Dicha
ecuación se muestra a continuación:
L (Q1, Λ) = Q1V Q
t
1 − 2Q1CM t + 2
(
Q1X
A −L
)
Λ (2.14)
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Para encontrar las estimaciones, inicialmente derivemos parcialmente la ecuación
2.14 con respecto a Q1,
0 =
∂L (Q1, Λ)
∂Q1
= 2V Qt1 − 2CM t + 2XAΛ
→ V Qt1 +XAΛ = CM t. (2.15)
Ahora, derivemos la ecuación 2.14 con respecto a Λ,
0 =
∂L (Q1, Λ)
∂Λ
= 2
(
Q1X
A −L
)
→ Q1XA = L↔
(
XA
)t
Qt1 = L
t (2.16)
Reescribiendo las ecuaciones 2.15 y 2.16 de forma matricial con el fin de utilizar
propiedades matriciales, se tiene,
(
V XA(
XA
)t
0
)(
Qt1
Λ
)
=
(
CM t
Lt
)
→
(
Qt1
Λ
)
=
(
V XA(
XA
)t
0
)−1(
CM t
Lt
)
Como se mencionó anteriormente, utilizando resultados del álgebra matricial y
tomando G =
((
XA
)t
V XA
)−1
se tiene,
(
Qt1
Λ
)
=
 V −1 − V −1XAG(XA)t V −1 V −1XAG
G
(
XA
)t
V −G
( CM t
Lt
)
(2.17)
De la ecuación 2.17 se deduce que,
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Qt1 = V
−1
[
I −XAG
(
XA
)t
V −1
]
CM t + V −1XAGLt (2.18)
Puesto que se definió como predictor ĺıneal τ̂ = Q0 + Q1γ̂d y para efectos del
insesgamiento se asumió que Q0 = 0 entonces, el predictor lineal toma la forma
τ̂ = Q1γ̂d. Ahora bien, tomando el resultado de la ecuación 2.18 el BLUP de τ es:
τ̂ =
[
LG
(
XA
)t
V −1 +MCtV −1
(
I −XAG
(
XA
)t
V −1
)]
︸ ︷︷ ︸
Q1
γ̂d.
= LG
(
XA
)t
V −1γ̂d +MC
tV −1
(
I −XAG
(
XA
)t
V −1
)
γ̂d
= LG
(
XA
)t
V −1γ̂d +MC
tV −1γ̂d −MCtV −1XAG
(
XA
)t
V −1γ̂d︸ ︷︷ ︸
β̂
= LG
(
XA
)t
V −1γ̂d +MC
tV −1
(
γ̂d −XAβ̂
)
(2.19)
Puesto que el objetivo del teorema es escribir el preditor lineal mostrado en 2.19
de la forma τ̂ = Lβ̂ +Mû, y usando los resultados mostrados en Harville 1977,
tomemos β̂ = G
(
XA
)t
V −1γ̂d y û = C
tV −1
(
γ̂d −XAβ̂
)
, tenemos:
τ̂ = LG
(
XA
)t
V −1︸ ︷︷ ︸ γ̂d
β̂
+MCtV −1
(
γ̂d −XAβ̂
)
︸ ︷︷ ︸
û
= Lβ̂ +Mû
Por su parte, el modelo Fay Herriot viene dado por,
γ̂d = x
A
d β + µd + ed, (2.20)
donde β es el vector de q coeficientes de regresión y ud son los efectos aleatorios
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asociados al dominio d los cuales se asumen independientes e idénticamente distri-
buidos con media cero y varianza σ2u. Además, el término ed es un error inducido
por el diseño de muestreo utilizado p(.) para el cual se asume que es independien-
te de ud y tiene Ep[ed|γ̂d] = 0 y V arp[ed|γ̂d] = σ2d. Esta última se obtiene de la
ecuación 2.10.
Utilizando el Colorario 1 y reescribiendo el modelo 2.20 de forma matricial como
sigue,

γ̂1
γ̂2
...
γ̂D
 =

xA11 · · · xA1p
...
. . .
...
xAD1 · · · xADp


β1
...
βp
+

u1
...
uD
+

e1
...
ed

donde los componentes mostrados son, Z = ID, V = diag(σ
2
u + σ
2
1, . . . , σ
2
u + σ
2
D),
por tanto, V −1 = diag
(
(σ2u + σ
2
1)
−1
, . . . , (σ2u + σ
2
D)
−1
)
se tiene que los estimadores
y predictores BLUP de β = (β1, . . . , βp) y u = (u1, . . . , uD) son,
β̃ =
((
XA
)t
V −1XA
)−1 (
XA
)t
V γ̂d
ũ = CtV −1
(
γ̂d −XAβ̃
)
(2.21)
donde las componentes de ũ son,
ũd =
σ2u
σ2u + σ
2
d
(
γ̂d − xAd β̃
)
Por lo tanto, el BLUP propuesto en esta metodoloǵıa está dado por:
γ̂Bpd =
σ2u
σ2u + σ
2
d
γ̂d +
σ2d
σ2u + σ
2
d
xAd β̃. (2.22)
Por lo tanto, el EBLUP para la media del área pequeña γd, bajo el modelo 2.20
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de Fay-Herriot propuesto en esta metodoloǵıa, se obtiene sustituyendo σ2u por un
estimador σ̂2u en la ecuación 2.22. Obteniendo con esto:
γ̂Epd =
σ̂2u
σ̂2u + σ
2
d
γ̂d +
σ2d
σ̂2u + σ
2
d
xAd β̃
= (1−Bd) γ̂d +BdxAd β̃ (2.23)
Con Bd =
σ2d
σ̂2u+σ
2
d
.
Teorema 2. El estimador γ̂Epd es insesgado para γd.
Demostración. La propiedad de insesgamiento se puede ver como el acercamiento
que tienen las dos variables aleatorias γ̂Epd y γd que hace que su diferencia tenga
un valor esperado igual a cero. Anaĺıticamente se tiene lo siguiente:
γ̂Epd − γd = (1−Bd) γ̂d +Bdx
A
d β̃ − [Bdγd + (1−Bd) γd] .
Para efecto de escritura y de hacer la demostración más expedita, definamos
αd =1−Bd y recordando que γd = xAd β + ud y γ̂d = γd + ed tenemos:
γ̂Epd − γd = αd (γd + ed) + (1− αd)x
A
d β̃ − αdγd − (1− αd) γd
= αded + (1− αd)xAd β̃ − (1− αd)
[
xAd β + ud
]
= αded + (1− αd)
[
xAd
(
β̃ − β
)]
− (1− αd)ud
Luego,
E
(
γ̂Epd − γd
)
= E
(
αded + (1− αd)
[
xAd
(
β̃ − β
)]
− (1− αd)ud
)
= 0
puesto que, E (ed) = E (ud) = 0, y E
(
β̃ − β
)
= 0 dado que β̃ es un estimador
insesgado para β.
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2.3. Construcción del error cuadrático medio pa-
ra el estimador γ̂Epd
Una vez construido el estimador propuesto en esta metodoloǵıa, a partir del modelo
de Fay Herriot, el paso siguiente es encontrar el error cuadrático medio y con esto
poder construir una medida de calidad para las estimaciones realizadas. Para ello,
es necesario encontrar de manera expĺıcita las cantidades gi (σ
2
u), con i = 1, 2, 3,
mostradas en la sección 1.2.5. Particularmente, para calcular g1 (σ
2
u) tengamos en
cuenta que V u = σ
2
uID, V e = σ
2
dW
−1
N V
−1
s = diag
(
V −1s1 , ..., V
−1
sD
)
con V −1sd =
1
σ2d
(
W sd − Bdwdwndw
t
nd
)
, y WN es una matriz diagonal de pesos inducidos por
el diseño de muestreo, entonces, siguiendo el camino mostrado en Prasad & Rao
(1990), Morales & Molina (2015), tenemos:
V uZ
t
sV
−1
s ZsV u =
σ4u
σ2d
diag
(
1tn1 , ..., 1
t
nD
)
diag
(
Wn1 −
B1
n1
wn11
t
w1
, ..., WnD −
BD
nD
wnD1
t
D
)
·
diag (1n1 , ..., 1nD )
= σ2u diag
(
B1
w1
wtn1 , ...,
BD
wD
wtnD
)
diag (1n1 , ..., 1nD )
= σ2u diag (B1, ..., BD)
Por consiguiente,
T s = σ
2
u diag (1−B1, ..., 1−BD) (2.24)
Puesto que el objetivo de este caṕıtulo es estimar el promedio de los valores plau-
sibles de todos los individuos en un dominio d, tenemos,
at =
1
Nd
(
0tN1 , ..., 0
t
Nd−1
,1tNd ,0
t
Nd+1
, ...,0tND
)
Por lo tanto, y acudiendo al desarrollo realizado en la sección 1.2.5, tenemos que,
g1 d
(
σ2u
)
= atrZrT sZ
t
rar
=
σ2u
N2d
(
0t, ...,0t,1tNd−nd ,0
t, ...,0t
)
diag
(
1N1−n1 , ...,1Nd−nd
)
·
diag (1−B1, ..., 1−BD) diag
(
1tN1−n1 , ...,1
t
ND−nD
) (
0t, ...,0t,1tNd−nd ,0
t, ...,0t
)
(2.25)
=
σ2u
N2d
(1−Bd) (Nd − nd)2
= σ2u (1−Bd) con nd << Nd.
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Otro de los componentes de la estimación del error cuadrático medio del estimador
propuesto es g2 (σ
2
u) . Para la construcción de esta componente, primero calculemos
los siguientes términos:
ZrT sZ
t
s = σ
2
u diag (1N1−n1 , ...,1ND−nD) diag (1−B1, ..., 1−BD) diag
(
1tn1 , ...,1
t
nD
)
= σ2u diag
(
(1−B1) 1N1−n11tn1 , ..., (1−BD) 1ND−nD1
t
nD
)
luego,
atrZrT sZ
t
sV
−1
es X
A
s =
1
Nd
σ2u
σ2d
(
0t, ...,0t,1tNd−nd ,0
t, ...,0t
)
·
diag
(
(1−B1) 1N1−n11tn1 , ..., (1−BD) 1ND−nD1
t
nD
)
W sX
A
s
(2.26)
=
1
Nd
σ2u
σ2d
(1−Bd) (Nd − nd)
(
0t, ...,0t,wtnd ,0
t, ...,0t
)
XAs
= (1− fd)Bd ˆ̄Xd con ˆ̄Xd=
1
wd
∑
k∈sd
wdkxdk (2.27)
Por su parte, el otro factor a calcular es,
atrX
A
r =
1
Nd
(
0t, ...,0t,1tNd−nd ,0
t, ...,0t
)
XAr
= (1− fd) X̄d con X̄d =
1
Nd
∑
k∈d
xdk (2.28)
Aśı, de las ecuaciones 2.27 y 2.28 y asumiendo que nd << Nd tenemos,
g2 d
(
σ2u
)
=
(
X̄d −Bd ˆ̄Xd
) ((
XAs
)
tV −1s X
A
s
)−1 (
X̄d −Bd ˆ̄Xd
)t
(2.29)
Siguiendo con la dinámica del cálculo de las componentes del MSE para el esti-
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mador propuesto, es el turno de encontrar g3 (σ
2
u). Para ello, primero calculemos:
bt =
1
Nd
σ2u
σ2d
(
0t, ...,0t,1tNd−nd ,0
t, ...,0t
)
diag (1N1−n1 , ...,1ND−nD) ·
diag
(
1tn1 , ...,1
t
nD
)
diag
(
W n1 −
B1
w1
wn1w
t
n1
, ...,W nD −
BD
wD
wnDw
t
nD
)
=
1
Nd
(
0t, ...,0t,1tNd−nd ,0
t, ...,0t
)
diag
(
B1
w1
1N1−n1w
t
n1
, ...,
BD
wD
1ND−nDw
t
nD
)
=
(
0t, ...,0t,
Bd
wd
Nd − nd
Nd
wtnd ,0
t, ...,0t
)
(2.30)
Aśı,
(
∇bt
)
=
(
0t, ...,0t, (1− fd) ∂Bd∂σ2d
1
wd
wtnd ,0
t, ...,0t
0t, ...,0t, (1− fd) ∂Bd∂σ2u
1
wd
wtnd ,0
t, ...,0t
)
(2.31)
Por tanto,
g3 d
(
σ
2
u
)
= tr
(1− fd)
2
(
σ
2
u +
σ2d
wd
)
(
∂Bd
∂σ2
d
)2
∂Bd
∂σ2
d
∂Bd
∂σ2u
∂Bd
∂σ2
d
∂Bd
∂σ2u
(
∂Bd
∂σ2u
)2

 V (σ̂2d) cov (σ̂2d, σ̂2u)
cov
(
σ̂2d, σ̂
2
u
)
V
(
σ̂2u
) 

= (1− fd)
2
(
σ
2
u +
σ2d
wd
){(
∂Bd
∂σ2
d
)2
V
(
σ̂
2
d
)
+ 2
∂Bd
∂σ2
d
∂Bd
∂σ2u
cov
(
σ̂
2
d, σ̂
2
u
)
+
(
∂Bd
∂σ2u
)
V
(
σ̂
2
u
)2}
= (1− fd)
2
(
σ
2
u +
σ2d
wd
)−3
1
w2
d
[
σ
4
u V
(
σ̂
2
d
)
− 2σ2u σ
2
d cov
(
σ̂
2
d, σ̂
2
u
)
+ σ
4
d V
(
σ̂
2
u
)]
=
(
σ
2
u +
σ2d
wd
)−3
1
w2
d
V
(
σ
2
uσ̂
2
d − σ
2
dσ̂
2
u
)
con nd << Nd. (2.32)
Teniendo en cuenta las ecuaciones 2.25,2.29 y 2.32 y los desarrollos hechos por
Ghosh & Rao (1994) y Prasad & Rao (1990), la estimación del error cuadrático
medio para γ̂Epd , se puede escribir dependiendo del método de estimación de los
componentes de varianza, como se mencionó anteriormente. En este orden de ideas,
se presentan las expresiones de g1 d (σ̂
2
u) , g2 d (σ̂
2
u) y g3 d (σ̂
2
u). Cabe recordar que el
componente g3 d (σ̂
2
u) dependerá del método de estimación de las componentes de
varianza utilizado, luego,
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g1 d
(
σ̂2u
)
=
σ̂2uσ
2
d
σ̂2u + σ
2
d
= σ2d (1−Bd) (2.33)
g2 d
(
σ̂2u
)
=
[
σ2d
(σ̂2u + σ
2
d)
]2
xAd
[∑D
d=1 x
A
d
(
xAd
)
t
σ̂2u + σ
2
d
]−1 (
xAd
)t
= B2d x
A
d
[∑D
d=1 x
A
d
(
xAd
)
t
σ̂2u + σ
2
d
]−1 (
xAd
)t
(2.34)
Ahora bien, en primer lugar, cuando se utiliza los estimador de los momentos de
Prasad-Rao, el término g3 d (σ̂
2
u) es:
g3 d
(
σ̂2u
)
=
σ4d
(σ̂2u + σ
2
d)
3var
(
σ̂2u
)
,
con var
(
σ̂2u
)
=
2
D
[
σ̂4u +
2σ̂2u
D
D∑
d=1
σ2d +
1
D
D∑
d=1
σ4d
]
(2.35)
Mientras que, cuando se usa el estimador ML o REML para las estimaciones de
los componentes de varianzas, el término g3 (σ̂
2
u) es:
g3 d
(
σ̂2u
)
=
σ4d
(σ̂2u + σ
2
d)
3var
(
σ̂2u
)
, (2.36)
con var
(
σ̂2u
)
= 2
[
D∑
d=1
(
σ̂2u + σ
2
d
)−2]−1
.
Ahora bien, la ecuación 2.36 se puede reescribir como:
g3 d
(
σ̂2u
)
=
(
1
σ̂2u + σ
2
d
)
2B2d∑D
d=1 (σ̂
2
u + σ
2
d)
2 (2.37)
Por otro lado, si el método de estimación es el de los momentos de Prasad y Rao
o REML, el estimador del error cuadrático medio es:
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ˆMSE
(
γ̂Epd
)
= g1 d
(
σ̂2u
)
+ g2 d
(
σ̂2u
)
+ 2g3 d
(
σ̂2u
)
(2.38)
Mientras que, cuando se use como método de estimación ML, el estimador del
error cuadrático medio es:
ˆMSE
(
γ̂Epd
)
= g1 d
(
σ̂2u
)
+ g2 d
(
σ̂2u
)
+ 2g3 d
(
σ̂2u
)
− b∇g1 (2.39)
donde,
∇g1 = σ4d
(
σ̂2u + σ
2
d
)−2
b = −tr

(
D∑
d=1
(
σ̂2u + σ
2
d
)−1 (
xAd
)t
xAd
)−1( D∑
d=1
(
σ̂2u + σ
2
d
)−2 (
xAd
)t
xAd
)× (2.40)[
D∑
d=1
(
σ̂2u + σ
2
d
)−2]−1
2.4. Estudio de simulación
Este estudio fue diseñado con el fin de analizar el Sesgo Relativo
(
SBd =
γd−γ̂d
γ̂d
)
y
el Error Estándar Relativo
(
EERd =
RMSE(γ̂d)
γd
× 100 %
)
del estimador propuesto
mostrado en la ecuación 2.23, frente a otros estimadores ya existentes en la li-
teratura tales como: el estimador Horvitz-Thompson definido en la ecuación 1.2,
estimador de calibración y el estimador compuesto definido en la ecuación 1.8.
Entiéndase como RMSE (γ̂d) =
√
MSE (γ̂d). Para realizar estas comparaciones
se propuso un estudio de simulación que considera poblaciones con diferentes ca-
racteŕısticas relevantes para el análisis de estas propiedades. A continuación, se
describe el estudio:
1. Simular una población de N = 100000 estudiantes con 150 ı́tems cada uno y
D = 500 dominios y 2 variables auxiliares asociadas a la habilidad θ de cada
estudiante.
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a) El primer paso es definir la cantidad de estudiantes que habrá en cada
uno de los 500 dominio. Para esto, se asigna cada estudiante a uno de los
500 dominios con una probabilidad generada mediante una distribución
beta. luego de esto, se cuentan cuántos estudiantes fueron asignados a
cada dominio. Esto con el fin de garantizar que los dominios no tengan la
misma cantidad de estudiantes. Respetando que la suma de los tamaños
de los dominios es N = 100000.
b) Se generan las habilidades esperadas para cada dominio, utilizando una
secuencia de números entre −3 y 3 (recordando que, como lo dice la
literatura (de Andrade, Tavares & da Cunha Valle 2000) , en este rango
se encuentran la mayor parte de las habilidades).
c) Para generar las habilidades de los estudiantes en cada dominio, se
utiliza la distribución normal con promedio igual a la secuencia men-
cionada en el paso 3 y una varianza aleatoria (vaŕıa entre 0.3 y 0.7 por
estudiante).
d) Para generar los ı́tems que repliquen la habilidad creada en el paso
anterior para cada estudiante, se utiliza un modelo 3PL y la función
simdata de la libreŕıa mirt.
e) Para definir las variables auxiliares asociadas a las habilidades esperadas
definidas en el paso (c), se aumenta la varianza (σ2i ) del componente
aleatorios en un modelo de regresión lineal de la forma Xd,j = βdj ×
θdj +edj, donde θdj es la habilidad del j−ésimo estudiante en el dominio
d, βdj es una constante obtenida de una distribución uniforme y edj ∼
N (0, σ2i ) , hasta lograr unas correlaciones aproximadas de alto (> 80 %),
medio (60 % , 80 %) y bajo (< 60 %).
En el Anexo A.1.2, están los algoritmos computacionales para generar estos
pasos de la simulación.
2. Inducir un 10 %, 20 % y 30 % de respuestas faltantes con un mecanismo
aleatorio en la población por estudiante.
a) A cada estudiante se induce un 10 %, 20 % o 30 % de datos faltantes
de manera aleatoria, según sea el escenario, usando la función sample
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para seleccionar aleatoriamente las respuestas que serán eliminadas. El
algoritmo completo se encuentra en el Anexo A.1.2.
3. Definir 2 variables auxiliares a nivel de dominio correlacionadas en tres ni-
veles (alto (> 80 %), medio (60 % , 80 %) y bajo (< 60 %)) con θd, usando la
metodoloǵıa descrita en el paso (1) numeral (e).
4. Estimar 5 valores plausibles para cada estudiante1.
a) Se estiman los parámetros del modelo 3PL utilizando el algoritmo EM.
Esto se hace mediante la función tam.mml.3pl de la libreŕıa TAM.
b) Se generan los 5 valores plausibles utilizando la función tam.pv de la
libreŕıa TAM.
En el Anexo A.1.2, están los algoritmos computacionales para generar estos
pasos de la simulación.
5. Se hace una selección aleatoria de la cantidad de dominios a estudiar con
fracciones de fd = 30 %, 50 %, y 70 %, con el fin de evaluar la calidad de las
estimaciones. En el Anexo A.1.4, están los algoritmos computacionales para
generar este paso de la simulación.
6. Para los dominios seleccionados en el paso (5), se selecciona una muestra
aleatoria con fracción de muestreo fn = 5 %, 10 %, y 20 % de la población uti-
lizando un muestreo aleatorio simple y se hace la estimación directa
(
γ̂Dird
)
,
la estimación calibrada
(
γ̂Cald
)
y el estimador compuesto
(
γ̂Compd
)
, para ca-
da dominio seleccionado, junto con su desviación estándar. En Anexo A.1.4,
están los algoritmos computacionales para generar este paso de la simulación.
7. Se estima γ̂Epd para cada dominio utilizando el método REML. En el Anexo
A.1.4, están los algoritmos computacionales para generar este paso de la
simulación.
1Este valor se tomó de un estudio de simulación en el cual se generaron 1, 2, 5, 10 y 20 valores
plausibles y al estudiar los resultados se logró observar que con 5 o más valores plausibles se
obteńıas resultados similares.
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8. Calcular los sesgos relativos (SBd) y los errores estándares relativos (EERd)
por dominio, para cada uno de los estimadores γ̂Epd , γ̂
dir
d , γ̂
Cal
d y γ̂
Comp
d y
calcular:
a) SBP =
D∑
d=1
SBd
D
(Sesgo relativo promedio)
b) EERP =
D∑
d=1
EERPd
D
(Error estándar relativo promedio)
9. Repetir los pasos del 5 al 8 para 100000 muestras aleatorias y calcular
a) SBR =
100000∑
r=1
SBPr
100000
(Promedio de los sesgos relativos promedios)
b) EERP =
100000∑
r=1
EERPr
100000
(Promedio del error estándar relativo prome-
dio)
2.4.1. Resultados del estudio de simulación
En esta sección se presentan los resultados obtenidos bajo el estudio de simulación
propuesto anteriormente y una discusión de dichos resultados. Para este estudio,
se simuló la caracteŕıstica de interés, en este caso la habilidad de los estudiantes,
de manera heterogénea, es decir, al momento de generar las habilidades de cada
uno de los estudiantes en el paso (1) numeral (c) del estudio de simulación, se pone
a variar, tanto la habilidad esperada, como la varianza de la distribución normal
que genera las habilidades en cada dominio. Esto permite que al generarse las ha-
bilidades lo hagan con varianzas diferentes y promedios diferentes. Esto con el fin
de evaluar cómo se comportan los estimadores en este tipo de poblaciones. Luego,
se indujeron los valores faltantes con los distintos porcentajes antes mencionados
(ver el paso 2 del estudio de simulación). Una vez hecho esto, se procedió a utilizar
la técnica de valores plausibles para hacer la estimación de las habilidades de loes
estudiantes en cada dominio (ver paso 4 del estudio de simulación). Una vez hecho
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esto, se procedió a repartir las observaciones en cada dominio (no todos del mismo
tamaño), luego de esto, se seleccionó un porcentaje de los dominios para ver el
comportamiento de los estimadores variando la cantidad de dominio trabajados
u observados (ver paso 5 del estudio de simulación) y dentro de cada dominio se
seleccionaron distintas muestras con un diseño MAS. Una vez obtenida las mues-
tras, se utilizarán los estimadores Horvitz-Thompson, Calibración y Compuestos,
este último con distintos λ (λ = 0.1, 0.2, 0.3, ...0.99), mostrando en las tablas aquel
que menor varianza presentara. Por último, se presenta el estimador propuesto en
esta metodoloǵıa. Los estimadores se comparan en cuanto a error estándar relati-
vo y adicional a esto, para el estimador propuesto en esta metodoloǵıa, se reporta
el sesgo relativo. Ambos cálculos se muestras en los pasos 8 y 9 del estudio de
simulación.
Comparación de los estimadores
En esta sección se consideran los estimadores de Horvitz-Thompson, el estimador
de calibración y el estimador compuesto bajo un diseño MAS. Particularmente,
para calcular el estimador propuesto en esta metodoloǵıa, γ̂Epd , tal cual como se
mostró anteriormente, se utiliza la varianza definida en la ecuación 2.10 como la
varianza σ2d la cual permite calcular Bd definido en la ecuación 2.23.
El análisis que se va a realizar a continuación se basa exclusivamente en comparar
los resultados de los estimadores antes mencionados con el estimador propuesto en
esta metodoloǵıa en los distintos escenarios propuestos. Como se mencionó ante-
riormente, el sesgo relativo solo se estudiará para el estimador propuesto dado que,
en algunos textos académicos tales como Särndal, Swensson & Wretman (2003),
Rao (2003) y Gutiérrez (2016), se hace una discusión exhaustiva del sesgo que
tiene los estimadores Horvitz- Thompson, Calibración y Compuestos.
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fd ( %) fn( %) EERPγ̂
Dir
d ( %) EERPγ̂
Cal
d ( %) EERPγ̂
Comp
d
( %) EERPγ̂
Ep
d
( %) SBRγ̂
Ep
d
( %)
30 % 5 % 1.53 1.20 1.03 0.85 0.08
30 % 10 % 1.23 1.07 1.00 0.85 0.02
30 % 20 % 1.03 1.00 0.98 0.85 -0.01
50 % 5 % 1.87 1.38 1.09 0.88 0.14
50 % 10 % 1.45 1.16 1.02 0.86 0.05
50 % 20 % 1.17 1.04 0.99 0.87 0.01
70 % 5 % 2.16 1.56 1.15 0.96 0.22
70 % 10 % 1.63 1.24 1.05 0.87 0.09
70 % 20 % 1.29 1.09 1.01 0.89 0.03
Tabla 2.1: Missing 10 % y Correlación alta
Como se puede observar, en la Tabla 2.1, el estimador propuesto para este estudio
de simulación bajo esta metodoloǵıa es insesgado tal y como se mostró teóricamen-
te. Por su parte, al comparar el estimador propuesto con los estimadores: Horvitz
Thompson, Calibración y Compuesto, en todos los escenarios, el estimador pro-
puesto, tiene menor EERP lo que indica que tiene menor error cuadrático medio
que los demás, siendo esto deseable en un estimador. Cabe resaltar que todos los
estimadores tienen EERP bajos, sin embargo, el más bajo de todos es el propuesto
en este trabajo.
Por su parte, uno de los escenarios en donde el EERP es más grande en los estima-
dores es cuando el porcentaje de dominios es el 70 %, es decir, 350 dominios y solo
se toma un 5 % de la población como muestra seleccionada (5000). Es claro que
esta configuración no es muy conveniente en términos de muestra por dominio,
pues, en promedio, cada dominio seleccionado tendrá 15 observaciones (algunos
tendrán más, otros menos), es por esto que el estimador Horvitz-Thompson em-
pieza a fallar y los estimadores de calibración y compuesto desmejoran un poco,
mientras que el estimador propuesto en esta metodoloǵıa, sigue teniendo EERP
bajos en los distintos escenarios probados.
Otro resultado que se puede observar en la Tablas 2.1 es que a medida que el
porcentaje de muestra aumenta (fn ↑), manteniendo la cantidad de dominios fijas,
el EERP en todos los estimadores disminuye. Esto se debe a que la cantidad
de muestra que hay para realizar las estimaciones en cada dominio aumenta, por
tanto, la varianza de las estimaciones tiende a disminuir. Mientras que a medida
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que la cantidad de dominios aumento (fd ↑) manteniendo fijo el porcentaje de
muestra, el EERP para todos los estimadores aumenta. Esto se debe a que, al
aumentar la cantidad de dominios con el mismo tamaño de muestra, el tamaño de
muestra por dominio disminuye y hace que las estimaciones sean menos precias.
Estas tendencias hablan de la consistencia en el estudio de simulación y que, en
todos los casos, el EERP en todos los escenarios para el estimador propuesto es
menor en comparación con los demás.
fd ( %) fn( %) EERPγ̂
Dir
d ( %) EERPγ̂
Cal
d ( %) EERPγ̂
Comp
d ( %) EERPγ̂
Ep
d ( %) SBRγ̂
Ep
d ( %)
30 % 5 % 1.48 1.47 1.01 0.92 0.06
30 % 10 % 1.17 1.15 0.94 0.88 0.05
30 % 20 % 0.96 0.96 0.90 0.87 0.01
50 % 5 % 1.84 1.84 1.11 0.96 0.09
50 % 10 % 1.38 1.37 0.99 0.88 0.07
50 % 20 % 1.09 1.09 0.92 0.86 0.04
70 % 5 % 2.11 2.17 1.22 1.11 0.11
70 % 10 % 1.58 1.57 1.04 0.92 0.08
70 % 20 % 1.22 1.21 0.95 0.87 0.05
Tabla 2.2: Missing 10 % y Correlación media
Por otro lado, al observar la Tabla 2.2, se nota que los EERP de los estimadores
de calibración y compuesto aumentan un poco y eso es debido a que las variables
auxiliares disminuyen su correlación. En algunos casos, como por ejemplo (fd =
30 % y fn = 20 %) y (fd = 50 % y fn = 20 %) la eficiencia del estimador de
calibración es igual a la obtenida con el estimador Horvitz-Thompson. Y en el
escenario (fd = 70 % y fn = 5 %) la eficiencia del estimador de calibración es más
baja que la del estimador Horvitz-Thompson. Cabe recordar que según Särndal,
Swensson & Wretman (2003) el estimador de calibración tiene menor varianza en
comparación con el estimador Horvitz-Thompson siempre y cuando la correlación
entre la variable de interés y las covariables es alta. Por otra parte, para el caso
del estimador propuesto en esta metodoloǵıa, en términos de eficiencia es mejor
que los demás en todos los escenarios en que se puso a prueba y en cuanto al sesgo
se mantiene despreciable.
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fd ( %) fn( %) EERPγ̂
Dir
d ( %) EERPγ̂
Cal
d ( %) EERPγ̂
Comp
d ( %) EERPγ̂
Ep
d ( %) SBRγ̂
Ep
d ( %)
30 % 5 % 1.49 2.84 1.33 1.22 -0.06
30 % 10 % 1.19 1.93 1.10 1.08 -0.03
30 % 20 % 1.00 1.24 0.97 1.01 0.01
50 % 5 % 1.84 3.85 1.61 1.45 -0.14
50 % 10 % 1.40 2.60 1.26 1.15 -0.04
50 % 20 % 1.13 1.72 1.06 1.01 0.01
70 % 5 % 2.12 4.71 1.95 1.86 -0.19
70 % 10 % 1.58 3.12 1.40 1.23 -0.11
70 % 20 % 1.24 2.11 1.14 1.03 -0.02
Tabla 2.3: Missing 10 % y Correlación baja
Para el caso en que la correlación es baja (alrededor de 30 %) que son mostrados en
la Tabla 2.3, se puede observar que el estimador de calibración aumenta el EERP
hasta el punto que, es mayor que el estimador Horvitz-Thompson en casi todos los
escenarios probados lo cual no es de sorprender pues, la correlación de la variable
de interés y las covariables es muy baja (como se mencionó antes). Mientras que
el estimador compuesto, si bien aumenta también su EERP , este se mantiene
por debajo del estimador Horvitz-Thompson y el de calibración, pero a su vez, el
estimador propuesto en esta metodoloǵıa aumenta un poco el EERP pero sigue
siendo menor, en todos los escenarios, a los demás estimadores trabajados y el
sesgo sigue siendo despreciable.
fd ( %) fn( %) EERPγ̂
Dir
d ( %) EERPγ̂
Cal
d ( %) EERPγ̂
Comp
d ( %) EERPγ̂
Ep
d ( %) SBRγ̂
Ep
d ( %)
30 % 5 % 1.57 1.25 1.09 0.92 0.07
30 % 10 % 1.27 1.12 1.05 0.91 0.02
30 % 20 % 1.10 1.06 1.04 0.91 -0.01
50 % 5 % 1.90 1.42 1.14 0.94 0.03
50 % 10 % 1.48 1.20 1.08 0.93 0.06
50 % 20 % 1.22 1.10 1.05 0.92 0.01
70 % 5 % 2.18 1.59 1.20 1.02 0.24
70 % 10 % 1.67 1.29 1.10 0.94 0.1
70 % 20 % 1.33 1.14 1.06 0.95 0.03
Tabla 2.4: Missing 20 % y Correlación alta
A diferencia de las tablas anteriores, a continuación, se aumenta el porcentaje de
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datos faltantes en todos los escenarios y se vuelven a comparar los estimadores. El
comportamiento de los estimadores en los distintos escenarios es similar al descri-
to anteriormente. En la Tabla 2.4, como es de esperarse, el EERP del estimador
Horvitz-Thompson es mayor al del estimador de calibración, compuesto y al esti-
mador propuesto. Por su parte, el estimador compuesto tiene menor EERP que el
estimador de calibración, sin embargo, el estimador propuesto en esta metodoloǵıa
tiene menor es mejor que todos los anteriores en todos los escenarios probados y
el sesgo sigue siendo despreciable.
fd ( %) fn( %) EERPγ̂
Dir
d ( %) EERPγ̂
Cal
d ( %) EERPγ̂
Comp
d ( %) EERPγ̂
Ep
d ( %) SBRγ̂
Ep
d ( %)
30 % 5 % 1.53 1.52 1.09 0.98 0.07
30 % 10 % 1.22 1.22 1.02 0.95 0.04
30 % 20 % 1.04 1.04 0.98 0.94 0.00
50 % 5 % 1.85 1.89 1.18 1.04 0.09
50 % 10 % 1.44 1.43 1.08 0.97 0.07
50 % 20 % 1.17 1.16 1.01 0.94 0.03
70 % 5 % 2.13 2.24 1.29 1.19 0.09
70 % 10 % 1.62 1.61 1.11 0.98 0.09
70 % 20 % 1.28 1.27 1.03 0.95 0.05
Tabla 2.5: Missing 20 % y Correlación media
En la Tabla 2.5, sucede algo similar a lo descrito en la Tabla 2.2, el estimador de
calibración, en algunos escenarios, como por ejemplo, (fd = 30 % y fn = 10 %)
tiene eficiencias iguales a la del estimador de Horvitz-Thompson y eso se debe a
que la información que ofrecen las variables auxiliares no alcanzan a minimizar,
lo suficiente, el error de estimación. Mientras que en otros escenarios como por
ejemplo (fd = 50 % y fn = 5 %) y (fd = 70 % y fn = 5 %) la eficiencia del
estimador de calibración es más baja que el estimador Horvitz-Thompson. Sin
embargo, en todos los escenarios que se propusieron el estimador propuesto en
este trabajo tiene menor EERP en comparación con los demás estimadores.
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fd ( %) fn( %) EERPγ̂
Dir
d ( %) EERPγ̂
Cal
d ( %) EERPγ̂
Comp
d ( %) EERPγ̂
Ep
d ( %) SBRγ̂
Ep
d ( %)
30 % 5 % 1.52 2.83 1.34 1.16 -0.07
30 % 10 % 1.20 1.93 1.12 1.02 0.01
30 % 20 % 1.02 1.26 1.00 0.96 0.02
50 % 5 % 1.83 3.83 1.61 1.41 -0.07
50 % 10 % 1.41 2.57 1.27 1.08 -0.04
50 % 20 % 1.15 1.73 1.08 0.96 0.01
70 % 5 % 2.12 4.70 1.92 1.86 -0.16
70 % 10 % 1.60 3.11 1.41 1.19 -0.08
70 % 20 % 1.26 2.11 1.16 0.99 -0.01
Tabla 2.6: Missing 20 % y Correlación baja
Para el caso de la Tabla 2.6, dado que la correlación es baja, el estimador de
calibración tiene eficiencias más bajas que el estimador de Horvitz-Thompson.
Por su parte, el estimador propuesto en esta metodoloǵıa tiene eficiencias más
altas que los demás estimadores en todos los escenarios propuestos en este estudio,
siguiendo la tendencia de los anteriores resultados. El hecho que el estimador de
calibración tenga eficiencias bajas en este escenario, se debe a la baja correlación
de las variables auxiliares. Sin embargo, el estimador compuesto, en todos los
escenarios propuestos tiene menor EERP que el estimador Horvitz-Thompson y
eso se debe a que se da más ponderación al estimador directo que al sintético en
este caso particular, pero como se mencionó anteriormente, el estimador propuesto
en esta metodoloǵıa consigue superar esta barrera y obtiene menores EERP en
comparación con los demás estimadores.
Para dar por terminado el estudio de simulación propuesto en esta tesis, a conti-
nuación, se proponen unos escenarios con el 30 % de datos faltantes, es decir, se
pretende mirar la bondad de los estimadores trabajados en esta tesis, particular-
mente el propuesto en esta metodoloǵıa, teniendo la tercera parte de la información
perdida o no evaluada. Si bien, el comportamiento en términos generales es bueno,
es decir, los EERP son bajos, el mejor de todos los tiene el estimador propuesto en
esta metodoloǵıa. Es claro, que mientras la correlación de las variables auxiliares
es más alta, el EERP es más bajo para los estimadores de calibración, compuesto
y el propuesto, cosa que no pasa con el estimador de Horvitz-Thompson ya que
este no depende de las variables auxiliares.
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En la Tabla 2.6 se logra observar que las estimaciones de las habilidades realiza-
da con los valores plausibles es adecuada y además, la calidad de la información
auxiliar ayuda en gran medida a disminuir el EERP es los estimadores de calibra-
ción, compuestos y el propuesto, siendo estos últimos los de mejor comportamiento
en términos de eficiencias en los escenarios probados. Por otra parte, los valores
plausibles logran disminuir el EERP para el estimador Horvitz-Thompson.
fd ( %) fn( %) EERPγ̂
Dir
d ( %) EERPγ̂
Cal
d ( %) EERPγ̂
Comp
d ( %) EERPγ̂
Ep
d ( %) SBRγ̂
Ep
d ( %)
30 % 5 % 1.57 1.26 1.11 0.90 0.1
30 % 10 % 1.29 1.13 1.07 0.89 0.04
30 % 20 % 1.11 1.07 1.05 0.90 0.01
50 % 5 % 1.89 1.41 1.16 0.92 0.17
50 % 10 % 1.48 1.21 1.10 0.90 0.07
50 % 20 % 1.23 1.11 1.07 0.92 0.03
70 % 5 % 2.16 1.58 1.21 1.01 0.25
70 % 10 % 1.67 1.29 1.12 0.92 0.11
70 % 20 % 1.34 1.15 1.08 0.93 0.05
Tabla 2.7: Missing 30 % y Correlación alta
En la Tabla 2.8, el comportamiento es similar al de la Tabla 2.2 y 2.4. Por ejemplo,
entre otros, el escenario (fd = 30 % y fn = 20 %) el EERP del estimador de
calibración es igual al de Horvitz-Thompson, mientras que en el escenario (fd =
50 % y fn = 5 %) y (fd = 50 % y fn = 10 %) el estimador Horvitz-Thompson tiene
menor EERP que el de calibración. La explicación de este comportamiento es la
dada en el análisis de los resultados en la Tabla 2.4. Por su parte, el estimador
compuesto, en todos los escenarios, tiene menor EERP en comparación con el
estimador de calibración y el de Horvitz-Thompson. Sin embargo, el estimador
propuesto tiene menor EERP en comparación con los demás estimadores que se
consideraron en este estudio en los diferentes escenarios que se pusieron a prueba.
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fd ( %) fn( %) EERPγ̂
Dir
d ( %) EERPγ̂
Cal
d ( %) EERPγ̂
Comp
d ( %) EERPγ̂
Ep
d ( %) SBRγ̂
Ep
d ( %)
30 % 5 % 1.64 1.65 1.24 1.04 0.09
30 % 10 % 1.36 1.36 1.18 1.04 0.04
30 % 20 % 1.20 1.20 1.15 1.03 0.02
50 % 5 % 1.94 2.00 1.33 1.11 0.12
50 % 10 % 1.54 1.57 1.22 1.04 0.07
50 % 20 % 1.31 1.31 1.17 1.03 0.04
70 % 5 % 2.22 2.34 1.42 1.25 0.13
70 % 10 % 1.72 1.74 1.26 1.07 0.09
70 % 20 % 1.41 1.42 1.19 1.05 0.06
Tabla 2.8: Missing 30 % y Correlación media
Por último, los escenarios mostrados en la Tabla 2.9, son poco prácticos pues si
se tiene un 30 % de datos faltantes lo mı́nimo que uno debe garantizar para tener
unas buenas estimaciones es que la calidad de la información auxiliar sea alta.
Sin embargo, se decidió poner a prueba el estimador propuesto y como en los
demás escenarios ya estudiados tiene el menor EERP y el sesgo del estimador es
despreciable.
fd ( %) fn( %) EERPγ̂
Dir
d ( %) EERPγ̂
Cal
d ( %) EERPγ̂
Comp
d ( %) EERPγ̂
Ep
d ( %) SBRγ̂
Ep
d ( %)
30 % 5 % 1.60 2.95 1.45 1.24 -0.07
30 % 10 % 1.32 2.03 1.24 1.08 -0.01
30 % 20 % 1.16 1.39 1.14 1.03 0.02
50 % 5 % 1.91 3.93 1.70 1.46 -0.14
50 % 10 % 1.51 2.67 1.38 1.14 -0.05
50 % 20 % 1.26 1.84 1.21 1.04 0.00
70 % 5 % 2.18 4.83 2.00 1.94 -0.14
70 % 10 % 1.68 3.20 1.51 1.26 -0.08
70 % 20 % 1.37 2.20 1.28 1.07 -0.01
Tabla 2.9: Missing 30 % y Correlación baja
Con el anterior estudio de simulación se pretendió mostrar las bondades del esti-
mador propuesto en esta metodoloǵıa, comparándolo con alguno de los estimadores
más usados en la literatura especializada. Si bien, en términos generales, todos los
estimadores tienen un buen comportamiento, esto en parte se debe a la calidad
de la estimación de la habilidad que se hace usando valores plausibles. Los valores
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plausibles son la mejor opción cuando se está trabajando con este tipo de datos
como ya se mostró en el anterior estudio de simulación y como lo propońıa Rubin
(1987). Cabe resaltar que en este estudio de simulación no se consideró el escenario
donde no se usaran los valores plausibles para generar la habilidad debido a que,
como se mencionó en la introducción de este trabajo, los estudiantes responden
solo un subconjunto de la cantidad total de ı́tems desarrollados para la prueba y
esto conlleva a que la estimación de su habilidad individual esté sujeta a un error
grande de medición y al agrupar las habilidades a nivel de dominio, este error au-
menta y por ende, las habilidades estimadas seŕıan poco útiles en la práctica (von
Davier, Gonzalez & Mislevy 2009). Es por esto que entidades gubernamentales
importantes como el Icfes y PISA lo utilizan en sus metodoloǵıas. En las siguien-
tes gráficas se presentan las estimaciones de las habilidades v́ıa valores plausibles
versus las habilidades reales con los distintos porcentajes de valores faltantes.
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Figura 2.1: Habilidad real vs. habilidad estimada por dominio (10 % de datos
faltantes)
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Figura 2.2: Habilidad real vs. habilidad estimada por dominio (20 % de datos
faltantes)
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Figura 2.3: Habilidad real vs. habilidad estimada por dominio (30 % de datos
faltantes)
Por su parte, las ventajas principales que tiene el estimador propuesto en este
trabajo es que disminuye el EERP que proporcionan los estimadores directos,
calibración y compuestos y a su vez, puede predecir el promedio de habilidad en
aquellos dominios donde no se tomó muestra alguna o donde la muestra tomada es
insuficiente para obtener unas buenas estimaciones directas, lo cual es una limitante
para los estimadores clásicos y que es el objetivo principal de este trabajo.
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Caṕıtulo 3
Estimación de la proporción con
valores plausibles.
Un parámetro de interés considerado en muchos estudios estad́ısticos (investigacio-
nes sociales, económicas, estudios de mercadeo, en el sector educativo, entre otros)
es la proporción. La teoŕıa de muestreo probabiĺıstico clásica asociada a la esti-
mación de dicho parámetro, se basa en funciones no lineales de otros parámetros
(como el total poblacional y el total de un dominio).
En el sector educativo, son muchas las aplicaciones y utilidades que tiene modelar
proporciones, una de ellas es modelar la proporción de estudiantes que están en el
nivel de desempeño alto o simplemente, modelar la proporción de respuestas co-
rrectas que puede tener un estudiante en una prueba estandarizada. Por otro lado,
en el campo poĺıtico, se puede modelar la proporción de votantes por determinado
candidato o en el campo televisivo, modelar el rating de algún programa televisivo.
El uso de los modelos clásicos de estimación de área pequeña, por ejemplo los
propuesto por Fay & Herriot (1979) o Battese et al. (1988) no son eficientes al
momento de estimar parámetros como la proporción puesto que, no pueden ase-
gurar que las predicciones encontradas se encuentren en el intervalo (0, 1). Es por
esto que, como lo menciona Chandra, Kumar & Aditya (2018), con frecuencia se
utiliza un empirical plug-in predictor (EPP, por sus siglas en inglés) bajo un mo-
delo mixto lineal generalizado a nivel de unidad con función de enlace logit para la
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estimación de dicho parámetro. Sin embargo, el estimador EPP requiere la dispo-
nibilidad de información a nivel de unidad con la cual no siempre se cuenta. Por su
parte, Salvati, Chandra & Chambers (2012) proponen un estimador para la fun-
ción de distribución en áreas pequeñas y por medio de la cual, se podŕıan estimar
proporciones con información auxiliar a nivel de área. El modelo que utilizan en
este art́ıculo para relacionar la información auxiliar con la variable objetivo o de
interés es no paramétricos. La justificación que se da para abordar este enfoque
es que si la forma funcional de la relación entre la variable de interés y las varia-
bles auxiliares disponibles es desconocida o tiene una forma funcional complicada,
entonces las estimaciones en áreas pequeñas basadas en el uso de un modelo de
regresión no paramétrico puede ofrecer ventajas significativas sobre el basado en
un modelo lineal. Sin embargo, la relación que existe entre la habilidad (θj) y las
covariables xA′s está plenamente determinada y es una regresión lineal como lo
exponen Treviño, Fraser, Meyer, Morawietz, Hinostrosa & Naranjo (2016), OECD
(2014) y Ayala-Garćıa & Ayala-Garćıa (2015). Por ende, para el estimador de la
proporción que se propone en esta tesis, se utiliza un modelo paramétrico.
Por otro lado, algunos trabajos al respecto de la estimación de proporciones en
áreas pequeñas con modelos paramétricos han sido realizados por Larsen (2003),
quien utiliza información de encuestas para estimar proporciones, Chandra, Cham-
bers & Salvati (2012) quienes utilizan la estimación de proporciones para encuestas
de negocios y Chandra, Kumar & Aditya (2018), quienes estiman proporciones con
información auxiliar en distintos niveles de desagregación. Por su parte, Jiang &
Lahiri (2001) describen el mejor predictor emṕırico (EBP, por sus siglas en inglés),
que minimiza el error cuadrático medio (MSE) para datos binarios y Jiang (2003)
extendió los resultados de Jiang y Lahiri a los modelos lineales generalizados mix-
tos (GLMMs, por sus siglas en inglés). Uno de los inconvenientes que tiene el
EBP es que no tiene una forma cerrada y solo se puede calcular por aproximación
numérica. En general, el cálculo de la EBP no es sencillo y, por este motivo, el
EPP bajo un GLMM se usa ampliamente como una alternativa al EBP. Por su
parte, Molina, Saei & Lombard́ıa (2007) y López-Vizcáıno, Lombard́ıa & Morales
(2013) también utilizan el EPP en sus aplicaciones.
Por otro lado, anteriormente en este trabajo, se ha mencionado que los trabajos
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realizados en estimación de áreas pequeñas se fundamentan, generalmente, en va-
riables que siguen una distribución normal en modelos a nivel de área o individuos,
obteniendo estimadores EBLUP o EB. Por su parte, otros desarrollos que se han
realizado utilizando la teoŕıa de modelos lineales generalizados (MLG) los cuales
permiten obtener estimadores que provengan de variables con otras naturalezas
distintas a la distribución normal, tales como la distribución binomial cuando se
cuenta con información a nivel de unidad o Poisson cuando está a nivel de área,
realizando esto bajo los métodos de estimación EB y HB. Por su parte, el trabajo
realizado por Liu, Lahiri & Kalton (2007) es un estimador jerárquico Bayesiano
en cuya construcción se utiliza, entre otras, la distribución normal para modelar
la proporción y un modelo loǵıstico como enlace. Uno de los limitantes que tiene
esta propuesta es que las estimaciones de la proporción pueden salirse del intervalo
(0, 1) ya que, por la naturaleza de la variable, la proporción se debeŕıa modelar
con una distribución cuyo soporte sea (0, 1). Sin embargo, modelarlo con una dis-
tribución normal tiene la ventaja de que la distribución posterior tiene una forma
conocida. Ahora bien, si contamos con información a nivel de área y la atención
se centra en modelar proporciones, se puede utilizar técnicas como transformar la
variable y asumir normalidad, lo cual, desde el punto de vista teórico no es del todo
correcto, pues, Salinas-Rodŕıguez, Pérez-Núñez & Ávila-Burgos (2006) mostraron
que las transformaciones de variables, si bien, cumpĺıan con el objetivo de trans-
formar la variable y que tuviera una distribución normal, no lograba controlar la
sobre dispersión y peor aún, podŕıa existir valores indefinidos.
Algo en común que tienen los trabajos presentados anteriormente, es que no usan
imputación múltiple ni combinan la teoŕıa de respuesta al ı́tem con la estimación
en áreas pequeñas para estimar proporciones en sus procedimientos. Es por eso que
en esta sección se aborda el problema de estimar una proporción en áreas pequeñas
cuando se cuenta con datos imputados utilizando la técnica de valores plausibles y
el modelo 3PL, pero abordando la estimación desde el ámbito bayesiano utilizando
el método Hierarchical Bayes (HB) tomando como insumo la distribución beta.
Bernal & González (2017), en su tesis de maestŕıa realiza un trabajo interesante
al modelar, de manera bayesiana dicha proporción, sin embargo, no considera el
caso de tener datos faltantes en los dominios, tampoco trabaja los datos utilizando
68
la teoŕıa de respuesta al ı́tem y no hace los desarrollos matemáticos ni muestra
los problemas de las distribuciones condicionales ( full conditionals en inglés). En
esta sección se presenta una metodoloǵıa que permite modelar la proporción en
áreas pequeñas en presencia de valores plausibles utilizando el método Hierarchical
Bayes (HB) definido previamente.
Para abordar esta sección, en primer lugar, y como se mostró en la sección anterior,
se trabaja el problema de los datos faltantes, luego, se propone un estimador para
la proporción junto con su medida de calidad y, por último, se realiza un estudio
de simulación para mostrar las bondades de dicho estimador y compararlo con los
disponibles en la literatura especializada.
3.1. Obtención de las estimaciones directas uti-
lizando valores plausibles
La metodoloǵıa de imputación múltiple v́ıa valores plausible en este proyecto, fue
desarrollada en la sección 2.1, en la cual, se mostró la forma de obtener dichos
valores y adicional a esto, se encontró unas expresiones para el estimador directo y
su varianza estimada. Dichas expresiones son mostradas en la ecuación 2.10. Para
este caso en particular, en la Tabla 3.1 se muestra un esquema de cómo utilizar
los desarrollos mostrados en la sección anterior y adaptarlos a la estimación de
proporciones en presencia de valores plausibles.
En este esquema, se generan los K valores plausibles y luego se define una variable
dicotómica como sigue:
Idjk =

1, si el valor plausible K en el dominio d, del individuo j
(
θ̃vpdjk
)
está por debajo/encima de un umbral determinado.
0, en otro caso
(3.1)
Una vez definida la variable Idjk mostrada en la ecuación 3.1, se procede a estimar
la K−ésima proporción en el d−ésimo dominio (ρ̂dk) como lo muestra Särndal,
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Tabla 3.1: Esquema de presentación de la información y estimación de la proporción
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Swensson & Wretman (2003):
ρ̂dk =
1
N̂d
∑
j
Ǐdjk
ˆV ar (ρ̂dk) =
1
N̂2d
∑∑
s
∆̌jl
(
Idjk − ρ̂dk
πj
)(
Idlk − ρ̂dk
πl
)
(3.2)
donde, N̂d =
∑
j
1
πj
y πj = Pr (j ∈ sd).
Teniendo en cuenta las ecuaciones 2.10 y 3.2 se obtienen los estimadores directos
que serán insumos fundamentales en el ajuste del modelo de área pequeña como
se muestra a continuación,
ρ̂dird =
K∑
k=1
ρ̂dk
ˆV ar
dir
d (ρ̂dk) =
1
K
K∑
k=1
ˆV ar (ρ̂dk) +
(
1 +
1
K
)
V ar (ρ̂d) (3.3)
donde, ρ̂d = (ρ̂d1, ρ̂d2,..., ρ̂dk).
3.2. Estimación de la proporción en áreas pe-
queñas en presencia de valores plausibles
Suponga que tenemos un universo U de tamaño N , distribuidos en d escuelas o
dominios, es decir, U =
D⋃
d=1
Ud con N =
∑D
d=1Nd. Y sea s =
D⋃
d=1
sd una muestra de
individuos de tamaño n =
∑D
d=1 nd obtenida con un diseño p (·). Cabe notar que
es posible que para algún d, sd = φ. Para cada individuo j (j = 1, 2..., nd), una
vez obtenidos los valores plausibles como se mostró en la sección 3.1, se observa la
variable dicotómica Idjk definida en la ecuación 3.1 con el fin de hacer inferencia
para la proporción ρ en un dominio d. Dicha proporción se define como:
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ρd =
1
Nd
∑
j∈Ud
Idj (3.4)
la cual se estima, junto como su varianza como se mostró en las ecuaciones 3.3. El
estimador directo de proporciones en cada área son insesgados (Särndal, Swensson
& Wretman 2003), sin embargo, requieren de información observada en el domi-
nio. El estimador clásico de la proporción se vuelve inestable cuando el tamaño
de muestra espećıfico del área es pequeño y peor aún, cuando no se cuenta con
observaciones cosa que no necesariamente sucede con el estimador bayesiano. Co-
mo resultado de lo anterior, se desestima el uso de los estimadores directos para
las áreas pequeñas cuando no se cuenta con observaciones en las áreas. Es en este
contexto donde las metodoloǵıas de estimación en áreas pequeñas juegan un papel
fundamental en la estimación de los parámetros (Rao 2003).
Para construir el estimador que se propone en esta metodoloǵıa, y como se ha
mencionado anteriormente, usaremos como soporte la distribución beta que es
ampliamente conocida en la inferencia estad́ıstica para variables con dominio (0, 1).
En la ecuación 3.5 se define ésta distribución. Adicional a esto, Cepeda (2001)
trabaja con una reparametrización de esta distribución que permite modelar de
forma tradicional el valor esperado de la variable de interés.
f
(
ρ̂dird , α, ϕ
)
=
Γ (αd + ϕd)
Γ (αd) Γ (ϕd)
(
ρ̂dird
)αd−1 (1− ρ̂dird )ϕd−1 (3.5)
E
(
ρ̂dird
)
=
αd
(αd + ϕd)
(3.6)
V ar
(
ρ̂dird
)
=
αd ϕd
(αd + ϕd) (αd + ϕd + 1)
(3.7)
donde αd, ϕd > 0 y cuya reparametrización es,
72
f
(
ρ̂dird , µd, ϕ
)
=
Γ (φd)
Γ (µdφd) Γ [(1− µd)φd]
(
ρ̂dird
)µdφd−1 (
1− ρ̂dird
)(1−µd)φd−1
(3.8)
E
(
ρ̂dird
)
= µd (3.9)
V ar
(
ρ̂dird
)
=
µd (1− µd)
(1 + φd)
(3.10)
donde, φd = αd + ϕd > 0 es el parámetro de precisión que para este caso se
asume conocido y 0 < µd < 1. Wieczorek & Hawala (2011) propone una forma
de estimar este parámetro en términos del efecto del diseño como sigue, φd =
nd
deffd
−1. Sin embargo, esto no siempre se tiene. Por su parte, Kish (1992) propuso
aproximaciones al efecto de diseño en función de los pesos de diseño, tamaños de
muestra y tamaños de población. Una estimación, que utiliza solo los pesos del
diseño de muestreo está dada por:
deffd = nd
∑
h
w2dh
ndh
(3.11)
con wdh el peso en el estrato h en el dominio d y ndh es el tamaño de muestra del
estrato h en el dominio d.
Continuando con la construcción del estimador y contando con la información
auxiliar para cada dominio xd, un modelo que vincula la información auxiliar con
las diferentes áreas o dominios es el modelo loǵıstico, cuya función, para nuestro
caso es logit (µd) = log
(
µd
1−µd
)
. En este orden de ideas y siguiendo los principios
de los modelo lineales generalizados mixtos, logit (µd) = ηd =
(
xAd
)t
β+ ud, donde
ud ∼ N (0, σ2u) y (σ2d, β) son parámetros desconocidos y requieren ser estimados.
Por otro lado, el uso de la distribución beta en la estimación de áreas pequeñas, en
lugar de la distribución normal para el análisis de datos restringidos en el intervalo
(0, 1), tiene algunas ventajas, entre ellas, permite capturar la heterogeneidad debi-
do a observaciones agrupadas y mitiga el potencial sesgo que introducen los valores
de proporciones cercanos a los ĺımites del espacio de parámetros. Una desventaja
de usar la distribución beta, es que la naturaleza del modelo y la función de enlace
genera dificultades en la estimación de parámetros del modelo. Este problema se
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abordará a continuación.
3.2.1. Estimación de los parámetros del modelo beta en
estimación de áreas pequeñas
Dado que desde el enfoque bayesiano no se requiere el supuesto de las convergencias
asintóticas de los estimadores de máxima verosimilitud para realizar inferencia, lo
que sugiere que no requiere de grandes muestras, es este el escenario ideal para
trabajar áreas pequeñas y, por tanto, es el camino que se usará para desarrollar
el estimador propuesto en esta metodoloǵıa. Para ello, y basándose en lo que
propone Gamerman & Lopes (2006) y Spiegelhalter et al. (1994), se definen como
distribuciones a priori por la naturaleza de los parámetros una distribución inversa
gamma para σ2u y una "flat" para el parámetro β, es decir, f (σ
2
u) ∝ (σ2u)
−(a+1)
e
− b
σ2u ,
f (β) ∝ 1 y ηd =
(
xAd
)t
β + ud, con ud ∼ N (0, σ2u). Los parámetros a y b de la
distribución inversa gamma se definen como, a = 2
D
y b =
D ˆV ar(ρ̂dird )
2
. Teniendo
en cuenta lo anterior, el objetivo aqúı es construir la distribución ρ̂dird | µd, φd ∼
beta (µdφd, (1− µd)φd).
Cabe resaltar que se consideraron en el análisis otras distribuciones a prioris para el
parámetro σ2u, como por ejemplo, una distribución Uniforme con parámetros aU =
0 y bU = 1000, es decir, f (σ
2
u) ∝ U (0, 1000), y una distribución correspondiente al
valor absoluto de una variable aleatoria normal, dividido por la ráız cuadrada de
una variable aleatoria gamma que son mostradas en Gelman (2006), sin embargo,
se siguió lo recomendado por Gamerman & Lopes (2006) y Spiegelhalter et al.
(1994) dado que los resultados, en cuanto a las medidas de calidad en todos los
escenarios de simulación propuestos, son buenas (ver sección 3.3).
Ahora bien, para poder realizar inferencias de esta distribución, es necesario ge-
nerar muestras. Como es común en la estad́ıstica Bayesiana, un método que nos
permite realizar esta tarea es el muestreador de Gibbs, la cual está descrita en la
sección 1.2.8. Para utilizar esta técnica es necesario obtener las full conditionals
de β y σ2u. Adicionalmente, se requiere obtener la distribución full conditional del
parámetro µd con lo cual, quedaŕıa completamente determinada la distribución
beta (µdφd, (1− µd)φd) . A continuación, se deducen las full conditionals para los
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parámetros antes mencionados, sin embargo, la distribución condicional para µd
no tiene forma cerrada, lo que implica que se debe realizar un paso de Metrópolis-
Hastings dentro del muestreador de Gibbs como se describe en la sección 1.2.9.
Ahora bien, para poder deducir las full conditionals de β,σ2u y µd es necesario
primero, encontrar la distribución conjunta f
(
β, σ2u, µd | ρ̂dird
)
. Para ellos, asumi-
remos a priori independientes para los parámetros a estimar, con esto obtenemos:
f
(
β, σ2u, µd | ρ̂dird
)
∝ f
(
ρ̂dird | ηd, φ
)
f
(
ud | β, σ2u
)
f
(
σ2u
)
f (β)
∝
 D∏
d=1
nd∏
j=1
f
(
ρ̂dirdj | ηdj , φ
) [ D∏
d=1
f
(
ud | β, σ2u
)]
× (3.12)
f
(
σ2u
)
f (β)
Partiendo de la distribución conjunta definida en 3.12 y de las distribuciones a
prioris mencionadas anteriormente, tenemos:
f
(
σ2u | ∗
)
∝
[
D∏
d=1
f
(
ud | β, σ2u
)]
f
(
σ2u
)
∝
[
D∏
d=1
(
σ2u
)− 1
2 exp
{
− 1
2σ2u
D∑
d=1
(
ηd −
(
xAd
)t
β
)t (
ηd −
(
xAd
)t
β
)}]
×
(
σ2u
)−(a+1)
exp
{
− b
σ2u
}
∝
(
σ2u
)−(D2 +a+1) exp{− 1
σ2u
[
1
2
D∑
d=1
(
ηd −
(
xAd
)t
β
)2
+ b
]}
(3.13)
Con lo cual concluimos que f (σ2u | ∗) ∼ IG
(
D
2
+ a,
[
1
2
∑D
d=1
(
ηd −
(
xAd
)t
β
)2
+ b
])
.
Por otro lado, para obtener la full conditional de β tenemos que:
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f (β | ∗) ∝
[
D∏
d=1
f
(
ud | β, σ2u
)]
f (β)
∝
[
exp
{
−
1
2
D∑
d=1
(
logit (µd)−
(
xAd
)t
β
)t
I
1
σ2u
(
logit (µd)−
(
xAd
)t
β
)}]
× 1 (3.14)
∝ exp
{
−
1
2
D∑
d=1
((
xAd
)t
β − logit (µd)
)t
I
1
σ2u
((
xAd
)t
β − logit (µd)
)}
Con lo que se concluye que
(
xAd
)t
β ∼ Np (logit (µd) , I · σ2u). Por su parte, usando
las propiedades de la distribución normal tenemos que:
→
[[
xAd
(
xAd
)t]−1 [
xAd
(
xAd
)t]
β
]
∼ N
([
xAd
(
xAd
)t]−1 D∑
d=1
xAd logit (µd) , (3.15)
D∑
d=1
σ2u
[
xAd
(
xAd
)t]−1)
→ β ∼ N
([
xAd
(
xAd
)t]−1 D∑
d=1
xd logit (µd) ,
D∑
d=1
σ2u
[
xAd
(
xAd
)t]−1)
Y finalmente, para el caso del parámetro µd, la expresión de la full conditional es
inmediata y es:
f (µd | ∗) ∝
[
D∏
d=1
f
(
ηd | β, σ2u
)]
f
(
ρ̂dird | ηd, φ
)
∝ 1
Γ (µdφd) Γ [(1− µd)φd]
1
µd (1− µd)
ρ̂µdφd ×
(1− ρ̂d)(1−µd)φ exp
{
− 1
2σ2u
[
logit (µd)−
(
xAd
)t
β
]2}
3.3. Estudio de simulación y resultados
En esta sección se presenta el estudio de simulación con el cual se pretende mostrar
las propiedades del estimador propuesto en esta metodoloǵıa. Dicho estimador se
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comparará con el estimador de una razón mostrado en la ecuación 3.2, el cual es
un estimador directo, y el estimador bayesiano descrito en la sección 1.2.3 y que
fue implementado en el paquete estad́ıstico R (R Core Team 2018). Este último
estimador, se diferencia del estimador propuesto en este documento, básicamente
en que asume una distribución normal para ρ y permite distribuciones posteriores
cerradas, mientras que, como se mostró a lo largo de este caṕıtulo, cuando se
asume una distribución beta para ρ, se complejiza la distribución posterior y toca
recurrir otros método para generar valores de la distribución posterior pero tiene
la ventaja que, se está teniendo en cuenta la naturaleza de la variable y que las
estimaciones de las proporciones siempre estarán en el intervalo (0, 1). Por otro
lado, se decidió utilizar, para efectos de comparación, 2 estimadores más los cuales
fueron los que se mencionaron anteriormente. Cabe aclarar que se pudo considerar
más estimadores en este estudio de simulación, sin embargo, se tomaron los dos
antes mencionado como una muestra de un estimador directo, el cual es muy
utilizado en la práctica y un estimador bayesiano puesto que el estimador propuesto
tiene esa ĺınea de construcción. No se implementó en este estudio de simulación
el estimador EPP puesto que como se mencionó al principio de este caṕıtulo, este
requiere información a nivel de individuo y aqúı se cuenta con información a nivel
de área. Ahora bien, La comparación que se realizará entre estos estimadores, se
hará en términos de los errores estándar relativos promedios
(
EERP
)
. Adicional
a eso, se mostrará el sesgo relativo promedio
(
SBR
)
del estimador propuesto. Los
escenarios de simulación y las poblaciones simuladas fueron descritas en la sección
2.4.
3.3.1. Resultados del estudio de simulación
En esta sección se presentan los resultados obtenidos bajo el estudio de simulación
propuesto en la sección 2.4 y una discusión de dichos resultados. En primera lugar,
se simuló la caracteŕıstica de interés, en este caso la habilidad de los estudiantes, de
manera heterogénea, es decir, al momento de generar las habilidades de cada uno
de los estudiantes en el paso (1) numeral (c) del estudio de simulación (sección 2.4),
se pone a variar, tanto la habilidad esperada, como la varianza de la distribución
normal que genera las habilidades en cada dominio. Esto permite que al generarse
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las habilidades lo hagan con varianzas diferentes y promedios diferentes. Esto con
el fin de evaluar cómo se comportan los estimadores en este tipo de poblaciones.
Luego, se indujeron los valores faltantes con los distintos porcentajes antes mencio-
nados (ver el paso 2 del estudio de simulación). Una vez hecho esto, se procedió a
utilizar la técnica de valores plausibles para hacer la estimación de las habilidades
de los estudiantes en cada dominio (ver paso 4 del estudio de simulación). Una vez
hecho esto, se procedió a repartir las observaciones en cada dominio (no todos del
mismo tamaño), luego de esto, se seleccionó un porcentaje de los dominios para ver
el comportamiento de los estimadores variando la cantidad de dominio trabajados
u observados (ver paso 5 del estudio de simulación) y dentro de cada dominio se
seleccionaron distintas muestras con un diseño MAS. Una vez obtenida las mues-
tras, se utilizarán los estimadores de una razón
(
ρ̂Dird
)
(ecuación 3.2), estimador
bayesiano
(
ρ̂BSaed
)
(sección 1.2.3) y el estimador propuesto
(
ρ̂Epd
)
. Por último, Los
estimadores se comparan en cuanto a error estándar relativo y adicional a esto,
para el estimador propuesto en esta metodoloǵıa, se reporta el sesgo relativo. Am-
bos cálculos se muestras en los pasos 8 y 9 del estudio de simulación.
Comparación de los estimadores
El análisis que se va a realizar a continuación se basa exclusivamente en comparar
los resultados de los estimadores antes mencionados con el estimador propuesto
en esta metodoloǵıa en los distintos escenarios propuestos. Cabe resaltar que en la
literatura especializada como Särndal, Swensson & Wretman (2003), Rao (2003)
y Gutiérrez (2016), se hace una discusión del sesgo que tiene el estimador de una
razón. Además, al inicio de este caṕıtulo, se muestran las desventajas que tiene el
estimador trabajado en Liu, Lahiri & Kalton (2007). La idea es entonces, revisar
los errores estándar de estos estimadores con el propuesto en esta metodoloǵıa.
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fd ( %) fn( %) EERP ρ̂
Dir
d ( %) EERP ρ̂
BSae
d ( %) EERP ρ̂
Ep
d ( %) SBRρ̂
Ep
d ( %)
50 % 30 % 11.12 5.12 3.10 -0.89
50 % 50 % 11.13 5.12 3.10 -0.89
50 % 70 % 11.13 5.12 3.10 -0.81
70 % 30 % 11.12 5.12 3.10 -0.84
70 % 50 % 11.11 5.11 3.09 -0.83
70 % 70 % 11.10 5.10 3.08 -0.80
Cuadro 3.2: Correlación alta y 10 % de datos faltantes
fd ( %) fn( %) EERP ρ̂
Dir
d ( %) EERP ρ̂
BSae
d ( %) EERP ρ̂
Ep
d ( %) SBRρ̂
Ep
d ( %)
50 % 30 % 11.13 5.16 4.12 -0.90
50 % 50 % 11.12 5.16 4.12 -0.89
50 % 70 % 11.13 5.13 4.10 -0.89
70 % 30 % 11.11 5.10 4.10 -0.85
70 % 50 % 11.11 5.12 4.09 -0.85
70 % 70 % 11.10 5.11 4.09 -0.84
Cuadro 3.3: Correlación media y 10 % de datos faltantes
Como se pudo observar en las Tablas 3.2 y 3.3, en todos los escenarios plantea-
dos, los errores estándares relativos promedios de los estimadores bayesianos son
menores que las del estimador directo. Adicional a esto, los EERP del estimador
propuesto, son menores que las del estimador bayesiano trabajado en Liu, Lahiri &
Kalton (2007). Por su parte, se puede observar que si bien, la diferencia no es muy
grande, la mayor virtud que tiene el estimador propuesto en esta metodoloǵıa, es
que, dada su construcción, nunca las estimaciones se saldrá del intervalo (0, 1), co-
sa que si puede ocurrir con el otro estimador bayesiano. Adicional a esto, se puede
observar que los sesgos relativos obtenidos no superan el 1 %, lo que implica que,
adicional a los pequeños errores estándares relativos que se obtienen, el estimador
propuesto en esta metodoloǵıa, cuenta con sesgos muy pequeños, lo que en otras
palabras se podŕıa concluir es que dicho estimador es aproximadamente insesgado.
Por otro lado, si bien la correlación de las variables no afecta significativamente la
calidad de la estimación, ni el sesgo, dado que el estimador que se está proponiendo
es bayesiano, la calidad de dichas estimaciones son buenas (bajos EERP ) en todos
los escenarios propuestos. En otras palabras, si se cuentan con correlaciones medias,
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la calidad de las estimaciones utilizando la metodoloǵıa propuesta, tienen bajos
errores estándares relativos promedios.
fd ( %) fn( %) EERP ρ̂
Dir
d ( %) EERP ρ̂
BSae
d ( %) EERP ρ̂
Ep
d ( %) SBRρ̂
Ep
d ( %)
50 % 30 % 11.11 5.13 3.11 -0.93
50 % 50 % 11.13 5.12 3.11 -0.92
50 % 70 % 11.12 5.13 3.10 -0.92
70 % 30 % 11.12 5.13 3.11 -0.90
70 % 50 % 11.10 5.11 3.09 -0.90
70 % 70 % 11.10 5.10 3.09 -0.89
Cuadro 3.4: Correlación alta y 20 % de datos faltantes
fd ( %) fn( %) EERP ρ̂
Dir
d ( %) EERP ρ̂
BSae
d ( %) EERP ρ̂
Ep
d ( %) SBRρ̂
Ep
d ( %)
50 % 30 % 11.14 5.14 4.12 -0.95
50 % 50 % 11.12 5.14 4.12 -0.94
50 % 70 % 11.12 5.13 4.12 -0.94
70 % 30 % 11.12 5.11 4.11 -0.94
70 % 50 % 11.11 5.12 4.10 -0.92
70 % 70 % 11.11 5.11 4.10 -0.90
Cuadro 3.5: Correlación media y 20 % de datos faltantes
Como se puede observar en las Tablas 3.4 y 3.5, el comportamiento es similar al
mostrado en las tablas 3.2 y 3.3. Como es de esperarse, se eleva levemente los
errores estándares relativos en todos los estimadores. Sin embargo, en todos los
escenarios propuestos, el estimador propuesto en esta metodoloǵıa sigue teniendo
menores EERP en comparación con los demás.
fd ( %) fn( %) EERP ρ̂
Dir
d ( %) EERP ρ̂
BSae
d ( %) EERP ρ̂
Ep
d ( %) SBRρ̂
Ep
d ( %)
50 % 30 % 16.24 6.24 5.21 -0.96
50 % 50 % 16.23 6.24 5.22 -0.96
50 % 70 % 16.22 6.24 5.20 -0.94
70 % 30 % 16.23 6.23 5.22 -0.94
70 % 50 % 15.20 5.21 5.21 -0.94
70 % 70 % 13.20 6.20 5.18 -0.93
Cuadro 3.6: Correlación alta y 30 % de datos faltantes
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fd ( %) fn( %) EERP ρ̂
Dir
d ( %) EERP ρ̂
BSae
d ( %) EERP ρ̂
Ep
d ( %) SBRρ̂
Ep
d ( %)
50 % 30 % 16.24 6.24 5.24 -0.97
50 % 50 % 16.22 6.25 5.24 -0.97
50 % 70 % 16.19 6.25 5.13 -0.97
70 % 30 % 16.22 6.21 5.21 -0.92
70 % 50 % 16.21 6.22 4.20 -0.92
70 % 70 % 16.21 6.19 4.08 -0.90
Cuadro 3.7: Correlación media y 30 % de datos faltantes
En las Tablas 3.6 y 3.7, se incrementa un poco los errores estándares relativos
promedios en todos los estimadores y esto se debe a la cantidad de datos faltantes
introducidos. Sin embargo, en todos los escenarios mostrados, el estimador pro-
puesto tiene igual o menor EERP en comparación con el estimador directo
(
ρ̂Dird
)
y el bayesiano
(
ρ̂BSaed
)
.
En términos generales, los resultados del estudio de simulación mostrados en esta
sección revelan que si bien, las diferencias entre los dos estimadores bayesianos
en términos de los EERP no son muy grande, la calidad de dichos estimadores
es buena, son menos del 6 % en todos los escenarios planteados. Sin embargo,
y como se mencionó anteriormente, en esta metodoloǵıa se está proponiendo un
estimador bayesiano cuyas estimaciones no se salen del intervalo (0, 1) lo cual es
muy importante puesto que la naturaleza del parámetro que se está estimando, aśı
lo exige con sesgos bajos.
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Caṕıtulo 4
Aplicación para datos del
programa PISA
En este caṕıtulo se realizará una aplicación de la metodoloǵıa propuesta para esti-
mar, tanto el promedio de las habilidades de los estudiantes en cada páıs como la
proporción de estudiantes que pertenecen al nivel de desempeño 2, es decir, aque-
llos que obtuvieron un promedio entre los 408 y 480 puntos utilizando los datos del
Programa para la Evaluación Internacional de Alumnos (PISA, por sus siglas en
inglés) del año 2015. Una segunda aplicación se realizó utilizando los resultados de
las pruebas Saber 3◦, 5◦ y 9◦en Colombia, los cuales, por efectos de la ley habeas
data, no son posible mostrarlos en este documento. Sin embargo, los procedimien-
tos y resultados de esta segunda aplicación, los pueden encontrar en el documento
ICFES (2016).
La idea del ejercicio con los datos de PISA es estimar el promedio de las habilidades
de los estudiantes en la prueba de matemáticas del año 2015 para los páıses que
presentaron esta prueba y compararlas, en términos de precisión, con las ya publi-
cadas oficialmente. También se estimará el porcentaje de estudiantes que quedaron
en el nivel de desempeño 2, que según la OECD (2016), son aquellos estudiantes
cuyos resultados promedios oscilan entre los 408 y 480 puntos. Adicional a esto,
y para efectos de medir la precisión con la que el modelo propuesto predice, se
eliminarán de la base de datos, de manera aleatoria, el 10 % y el 20 % de los páıses
y se evaluará el sesgo relativo de la predicción. Por su parte, el modelo antes men-
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cionado se construirá a partir de información socio-demográfica disponible de cada
páıs participante. Para efectos de la selección de los páıses (dominios) que serán
considerados como áreas pequeñas (cuyo tamaño de muestra es cero), se hará de
manera aleatoria, por ende, la información de los páıses restantes serán los insumos
para construir del estimador propuesto en esta metodoloǵıa.
Para dar una contextualización de esta evaluación, según el Ministerio de Edu-
cación Nacional de Colombia, el Programa para la Evaluación Internacional de
Alumnos, evalúa el desarrollo de las habilidades y conocimientos de los estudian-
tes de 15 años (de grado séptimo en adelante) a través de tres pruebas principales:
lectura, matemáticas y ciencias. La Organización para la Cooperación y Desarro-
llo Económico (OCDE) aplica este examen estandarizado cada tres años, desde el
año 2000, y en cada una de las aplicaciones profundiza en una de las tres áreas
mencionadas.
Los resultados obtenidos en PISA permiten que los páıses participantes tomen de-
cisiones de poĺıtica educativa, las cuales pueden conllevar a oportunidades de desa-
rrollo social, oportunidades educativas, apertura de mercado laboral entre otros.
Uno de los objetivos principales de esta prueba es que los páıses se comparen
entre śı en términos educativos y generar mejoras en este aspecto (Ministerio de
Educación Nacional 2016).
Según el informe de resultados de PISA 2015 (OECD 2016), cerca de 540.000
estudiantes presentaron las pruebas en los distintos páıses. Esta cantidad es una
muestra representativa de alrededor de 29 millones de jóvenes de 15 años de las
escuelas de los 72 páıses y economı́as participantes. Los resultados por páıses que
contempla este informe son basados en un diseño de muestreo en varias etapas que
será descrito más adelante. Este diseño se ha conservado en las últimas aplicaciones
y con este, se hizo la estimación del promedio para cada páıs.
Información disponible
La información con la que se dispone para realizar este ejercicio, en primera ins-
tancia, es la publicada por la OCDE en su página https://www.oecd.org/pisa/
83
data/ y consta de los valores plausibles para cada una de las pruebas que se aplica-
ron en 2015 y los códigos de los páıses participantes. Particularmente, se utilizará
como información principal los valores plausibles de la prueba de matemáticas para
cada páıs pues se pretende estimar los resultados promedios en esta prueba para
cada páıs. Adicional a esto, la información auxiliar que se tomará para realizar
este ejercicio son variables relacionadas con el contexto de aprendizaje; entiéndase
el contexto de aprendizaje como el entorno en el cual el estudiantado aprende; por
ejemplo, la infraestructura f́ısica de la escuela, situación socio-económica del páıs
y/o de las familias, etc.) que según el estudio realizado por el laboratorio latinoa-
mericano de evaluación de la calidad de la educación tiene una relación directa
con el logro académico (Treviño, Fraser, Meyer, Morawietz, Hinostrosa & Naranjo
2016). Ahora bien, las variables socio-económica juegan un papel importante pa-
ra estimar el logro académico en cada páıses puesto que, según Treviño, Fraser,
Meyer, Morawietz, Hinostrosa & Naranjo (2016) ((Páıses con economı́as fuertes y
estables, altos niveles de equidad y mejores oportunidades de vida para sus habi-
tantes, proveen condiciones más favorables para el desarrollo de la educación y el
logro de aprendizajes. Del mismo modo, las mejoras al sistema educativo repercu-
ten positivamente en las condiciones de desarrollo de las naciones.)). Las variables
auxiliares que se consideraron para este ejercicio son las siguientes:
1. Producto Interno Bruto (PIB)
2. Gasto por alumno, nivel secundario ( % del PIB per cápita)
3. Desempleo, total ( % de participación total en la fuerza laboral) (estimación
nacional)
4. Art́ıculos en publicaciones cient́ıficas y técnicas
5. Gasto en investigación y desarrollo ( % del PIB)
6. Gasto público en educación, total ( % del PIB)
7. Índice de Gini
8. Porcentaje de escuelas con acceso al servicio de agua potable
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9. Porcentaje de escuelas con acceso al servicio de electricidad
se pueden descargar en la página del banco mundial https://datos.bancomundial.
org/, de la UNESCO http://data.uis.unesco.org y páginas oficiales de cada
páıs. Puesto que la información auxiliar utilizada no estaba disponible para todos
los páıses que presentaron la prueba (72 páıses), se utilizó para este ejercicio, 55
páıses para lo cuales se contaba con la información completa.
Diseño de muestreo
La población objetivo de PISA, como se mencionó anteriormente, son los estu-
diantes de 15 años que asisten a un instituto educativo y que a su vez están por
terminar la educación básica al momento de la aplicación de la prueba, por ejem-
plo, los estudiantes de grado séptimo. El diseño de muestreo que definió PISA
para todos los páıses (excepto la Federación Rusa) para la selección de los estu-
diantes participantes en la evaluación, es un diseño estratificado en dos etapas,
donde las unidades de muestreo en la primera etapa son escuelas que cuentan con
estudiantes matriculados con edades de 15 años durante el periodo que comprende
la prueba. Antes del muestreo, las escuelas son asignadas a grupos mutuamen-
te excluyentes según ciertas caracteŕısticas de la escuela (urbano, rural, público,
privado, sabatina, jornada única, entre otras). Estos grupos son formados para
mejorar la precisión de las estimaciones (estratificación expĺıcita).
La selección de las escuelas en la primera etapa (UPM) se realizó de manera sis-
temática con probabilidad proporcional al tamaño utilizando como marco, todas
las escuelas elegibles por PISA (diseño sistemático - πPT ). Las unidades de mues-
treo de la segunda etapa (USM) son los estudiantes de las escuelas seleccionadas en
las UPM. Para cada páıs, se definen unas medidas de tamaño (MT) que depende
del tipo de aplicación que se hará, es decir, para la prueba electrónica las MT por
escuela son, en promedio 42 estudiantes mientras que para la prueba en papel son
35 estudiantes. Si una escuela muestreada contiene más de los estudiantes en la
MT, se realiza un muestreo aleatorio simple para seleccionar los estudiantes, de lo
contrario se hará un censo.
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Para el caso de la Federación Rusa, el diseño utilizado fue uno en tres etapas.
En la primera etapa (UPM) se seleccionaron las áreas geográficas mediante un
muestreo πPT . En la segunda etapa (USM) se seleccionaron escuelas dentro de
estas áreas geográficas con un diseño sistemático πPT . En la tercera etapa (UTM)
se seleccionaron estudiantes mediante un muestreo aleatorio simple en las escuelas
seleccionadas en las USM. Para información más detallada del diseño de muestreo
y de la representatividad de esta muestra ver OECD (2014).
Los pesos de muestreo (factores de expansión) de cada páıs obtenidos una vez
empleado el diseño de muestreo, son publicados por la OECD y pueden ser consul-
tados en su página web. Estos pesos se tomarán como insumo para las estimaciones
directas y las estimaciones utilizando esta metodoloǵıa, tanto para el promedio co-
mo para la proporción.
Los valores plausibles en PISA
Las pruebas estandarizadas a gran escala, aplicadas en la educación, tienen distin-
tos objetivos y metas establecidas. El objetivo principal es medir conocimientos y
habilidades que tienen los estudiantes que aplican la prueba en cierta área del co-
nocimiento, en la cual, para efectos de medir con precisión dicha habilidad se hace
necesario minimizar el error de medida en cada estudiante, pues con estas habili-
dades estimadas se expiden puntajes o calificaciones que pueden incurrir en becas
o incentivos estudiantiles. Un segundo objetivo que se puede desprender de estas
pruebas es evaluar conocimientos de la población, es decir, tener la información
anterior a nivel agregado. En este caso se ve aún más la necesidad de minimizar
los errores en la población.
Por otro lado, a causa del diseño de la prueba utilizado en PISA (ver OECD 2014),
deben usarse procedimientos robustos y complejos para la estimación de las pun-
tuaciones de los estudiantes con datos incompletos. La metodoloǵıa que utiliza
PISA está basada en la teoŕıa de la imputación de valores faltantes propuesta por
Rubin (1987) y es preciso aclarar que las puntuaciones obtenidas no se pueden
utilizar a nivel individual o por estudiante sino que solamente sirven para la esti-
mación de agregados, puesto que con estos se incluye la estimación de la varianza
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introducida por los valores plausibles.
Como lo menciona Martinez (2006), el problema a resolver en esta prueba y otras
como las pruebas Saber y TIMS es que el estudiante responde solamente un sub-
conjunto de los ı́tems de la prueba y se requiere estimar cómo seŕıa su comporta-
miento en el total de los ı́tems utilizados en la evaluación. Para ello, se predicen
estos resultados utilizando las respuestas a los ı́tems que ha contestado y otras va-
riables (denominadas de ((condicionamiento)), que se obtienen de los cuestionarios
de contexto). En vez de predecir una única puntuación, se genera una distribución
a posteriori de valores para cada sujeto con sus probabilidades asociadas (general-
mente se asume que es una distribución normal). De esta distribución se obtienen
aleatoriamente cinco valores denominados ((valores plausibles)), porque son de la
propia distribución de cada sujeto. Esto se hace para prevenir el sesgo que se pro-
duciŕıa estimando la habilidad solamente a partir de un conjunto reducido de ı́tems
del dominio. La selección de varios valores es necesaria para estimar la varianza
derivada de la imputación.
La metodoloǵıa que implementa PISA para imputar los valores plausibles se basa
en utilizar el consecutivo de las respuestas (la matriz de ceros y unos) de los
estudiantes a cada subconjunto de ı́tems que le fue asignado, utilizando para ellos
los valores de los parámetros calibrados a nivel nacional y adicional a esto, toma un
conjunto de condicionantes como lo son, entre otras, sexo, ocupación del padre y de
la madre y media en matemáticas de la escuela. Las variables de condicionamiento
restantes se obtienen a partir del cuestionario del alumno en el que todas las
variables se codifican en códigos dummy y se reduce su dimensionalidad utilizando
la técnica de los componentes principales, en un número que explique hasta el 95 %
de la varianza total, que puede variar entre páıses. Los estad́ısticos poblacionales
se estiman usando cada uno de los valores plausibles separadamente. El estad́ıstico
poblacional referido en los informes es el promedio de los estad́ısticos obtenidos
con cada uno de los valores plausibles (Martinez 2006).
Para efectos de esta aplicación, los valores plausibles del área de matemáticas
del año 2015 son publicados por la OCDE en sus bases de datos los cuales se
pueden descargar en http://www.oecd.org/pisa/data/2015database/ y serán
tomados como insumos para el cálculo de la varianza de los estimadores directos.
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Estos valores plausibles, según el manual técnico, son obtenidos como se mostró
en la sección . Por efectos de privacidad de la información publicada por PISA,
no es posible realizar el ejercicio de la estimación de los valores plausibles en
este apartado. Por ende, se utilizarán, como ya se mencionó anteriormente, los
publicados por PISA.
Planteamiento del ejercicio
Como lo menciona Rao (2003), las metodoloǵıas de SAE se pueden enfocar en
dos sentidos, el primero y el más común es la predicción de valores en áreas no
observadas o áreas con poca información para realizar una estimación directa y la
segunda, mejorar las estimaciones directas, sintéticas o compuestas que se hayan
hecho. En este sentido, el objetivo de este ejercicio es, en primer lugar, mejorar, en
términos de precisión, las estimaciones que se presentan en el reporte de resultados
de PISA 2015 y el segundo lugar, realizar las predicciones de algunos páıses (que
se retirarán de manera aleatoria) pero de los cuales se cuenta con información
auxiliar.
En el caso del primer ejercicio, las comparaciones se harán en términos de EER que
está definido en la sección 2.4, y para el segundo caso, se utilizará el sesgo relativo
como medida de calidad. Para este último, el valor reportado en la publicación
oficial se toma como el valor verdadero y se compara con la estimación realizada.
Si bien, predecir los resultados de un páıs no se podŕıa tomar como información
oficial por los inconvenientes poĺıticos y sociales que esto pueda traer, si se puede
tomar como insumo para realizar una poĺıtica pública en educación.
Como lo reporta PISA en su manual técnico, el modelo que usa para obtener la
habilidad estimada de los estudiantes o simplemente calificar a los estudiantes es
un modelo 2PL con valores plausibles, y como se mostró en el marco teórico, este
modelo es un caso particular del modelo loǵıstico de tres parámetros cuando el
parámetro de pseudo azar es cero. Este modelo es de la forma:
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Pi (ξik = 1 | θk, ai, bi, ) =
e1.7a(θk−bi)
1 + e1.7a(θk−bi)
(4.1)
donde el parámetro (bi) es la dificultad del ı́tem y el parámetro (ai) es la discrimi-
nación. Por su parte, ξik es una variable dicotómica y toma el valor de uno cuando
el individuo j responde correctamente al ı́tem i y cero si no responde de forma
correcta con j = 1, 2, ..., nd, donde nd es el número de individuos en el páıs d.
La estimación de la habilidad para cada área evaluada v́ıa valores plausible en cada
páıs que presentó PISA 2015, junto con los pesos de muestreo, son reportados
por la OCDE en sus bases de datos. Ahora bien, utilizando todas las posibles
combinaciones de las variables mostradas en la sección 4, se ajustaron más de 10
modelos en los cuales inclúıan 1,2, 3 y hasta 9 covariables. La información auxiliar,
junto con los β′s asociados que fueron significativos con un α = 10 % se muestran
en la Tabla 4.1:
Covariable β̂ p-valor
Intercepto −5669.07 2.79× 10−5
Gasto público en educación, total ( % del PIB) x1 14.52 9.7310
−3
% de escuelas con acceso al servicio de electricidad x2 54.60 8.53× 10−5
% de escuelas con acceso al servicio de agua potable x3 6.26 5.16× 10−2
Gasto en investigación y desarrollo ( % del PIB) x4 10.41 2.91× 10−2
Desempleo, total ( % de participación total en la fuerza laboral) x5 −1.50 9.6× 10−2
Tabla 4.1: β′s estimados y p−valores
En la Tabla 4.1 se puede observar que la información auxiliar que resultó signi-
ficativa para la estimación del logro académico en matemáticas está relacionada
con la inversión que los páıses hacen en el sector educativo e investigación (Gasto
público en educación, total ( % del PIB) y Gasto en investigación y desarrollo), las
condiciones en las que viven las personas (Porcentaje de personas que tienen acce-
so al servicio de electricidad y Porcentaje de personas que tienen acceso al servicio
de agua potable ) y el porcentaje de desempleo, que según Treviño, Fraser, Meyer,
Morawietz, Hinostrosa & Naranjo (2016) tienen relación directa con la calidad de
la educación.
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Resultados
Para calcular las habilidades promedios estimadas utilizando el estimador pro-
puesto, se utiliza la expresión mostrada en ecuación 2.23 y para ellos, primero,
se estima la varianza del factor aleatorio utilizando la ecuación 2.21 obteniendo,
σ̂u = 986.58. Seguido, se calcula Bd como:
Bd =
σ2d
986.58 + σ2d
donde, σ2d son las varianzas reportadas por PISA en el año 2015 para cada páıs, las
cuales son mostradas en la Tabla 4.2 junto con los demás insumos necesarios para
calcular γ̂Epd . Por su parte, γ̂d son los resultados promedios por páıs publicados por
PISA en el año 2015 para el área de matemáticas.
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Páıses σ2d Bd 1−Bd
(
xAd
)t
β̂ γ̂d γ̂
Ep
d
Albania 11.90 0.01 0.99 430.00 413.00 413.00
Alemania 8.35 0.01 0.99 510.00 506.00 506.00
Australia 2.59 0.00 1.00 476.00 494.00 494.00
Austria 8.18 0.01 0.99 519.00 497.00 497.00
Bélgica 5.52 0.01 0.99 496.00 507.00 507.00
Brasil 8.18 0.01 0.99 417.00 377.00 377.00
Bulgaria 15.60 0.02 0.98 458.00 441.00 441.00
Canadá 5.34 0.01 0.99 502.00 516.00 516.00
Catar 1.61 0.00 1.00 472.00 402.00 402.00
Chile 6.45 0.01 0.99 464.00 423.00 423.00
Colombia 5.24 0.01 0.99 359.00 390.00 390.00
Corea 13.76 0.01 0.99 529.00 524.00 524.00
Costa Rica 6.10 0.01 0.99 416.00 400.00 400.00
Croacia 7.67 0.01 0.99 465.00 464.00 464.00
Dinamarca 4.71 0.00 1.00 513.00 511.00 511.00
Emiratos árabes 5.81 0.01 0.99 461.00 427.00 427.00
Eslovaquia 7.08 0.01 0.99 478.00 475.00 475.00
Eslovenia 1.59 0.00 1.00 495.00 510.00 510.00
España 4.62 0.00 1.00 458.00 486.00 486.00
Estados Unidos 10.05 0.01 0.99 505.00 470.00 470.00
Estonia 4.16 0.00 1.00 497.00 520.00 520.00
Federación Rusa 9.67 0.01 0.99 456.00 494.00 494.00
Finlandia 5.34 0.01 0.99 507.00 511.00 511.00
Francia 4.41 0.00 1.00 470.00 493.00 493.00
Grecia 14.06 0.01 0.99 447.00 454.00 454.00
Hong Kong-China 8.88 0.01 0.99 505.00 548.00 548.00
Hungŕıa 6.40 0.01 0.99 487.00 477.00 477.00
Indonesia 9.49 0.01 0.99 420.00 386.00 386.00
Irlanda 4.20 0.00 1.00 453.00 504.00 504.00
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Islandia 3.96 0.00 1.00 542.00 488.00 488.00
Israel 13.18 0.01 0.99 512.00 470.00 471.00
Italia 8.12 0.01 0.99 469.00 490.00 490.00
Japón 9.00 0.01 0.99 519.00 532.00 532.00
Jordania 7.02 0.01 0.99 420.00 380.00 380.00
Letonia 3.50 0.00 1.00 461.00 482.00 482.00
Lituania 5.43 0.01 0.99 454.00 478.00 478.00
Luxemburgo 1.61 0.00 1.00 477.00 486.00 486.00
Macao-China 1.23 0.00 1.00 491.00 544.00 544.00
México 5.02 0.01 0.99 398.00 408.00 408.00
Montenegro 2.13 0.00 1.00 437.00 418.00 418.00
Noruega 4.97 0.01 0.99 482.00 502.00 502.00
Nueva Zelanda 5.15 0.01 0.99 470.00 495.00 495.00
Páıses Bajos 4.88 0.00 1.00 504.00 512.00 512.00
Perú 7.34 0.01 0.99 424.00 387.00 387.00
Polonia 5.71 0.01 0.99 480.00 504.00 504.00
Portugal 6.20 0.01 0.99 482.00 492.00 492.00
República Checa 5.76 0.01 0.99 513.00 492.00 492.00
Rumańıa 14.36 0.01 0.99 457.00 444.00 444.00
Singapur 2.16 0.00 1.00 511.00 564.00 564.00
Suecia 10.05 0.01 0.99 491.00 494.00 494.00
Suiza 8.53 0.01 0.99 519.00 521.00 521.00
Tailandia 9.18 0.01 0.99 456.00 415.00 415.00
Túnez 8.70 0.01 0.99 355.00 367.00 367.00
Turqúıa 17.06 0.02 0.98 473.00 420.00 421.00
Vietnam 19.89 0.02 0.98 439.00 495.00 494.00
Tabla 4.2: Estimación por páıs bajo el estimador propuesto
Para calcular el MSE del estimador γ̂Epd (definido en la ecuación en la ecuación
2.39), primero, se debe calcular g1d (σ̂
2
u) como se muestra en la ecuación 2.33 y
para ello, se debe utilizar los insumos mostrados en la Tabla 4.3,
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Páıses σ2d 1−Bd g1d (σ̂
2
u)
Albania 11.90 0.99 11.76
Alemania 8.35 0.99 8.28
Australia 2.59 1.00 2.59
Austria 8.18 0.99 8.11
Bélgica 5.52 0.99 5.49
Brasil 8.18 0.99 8.11
Bulgaria 15.60 0.98 15.36
Canadá 5.34 0.99 5.31
Catar 1.61 1.00 1.61
Chile 6.45 0.99 6.41
Colombia 5.24 0.99 5.22
Corea 13.76 0.99 13.57
Costa Rica 6.10 0.99 6.06
Croacia 7.67 0.99 7.61
Dinamarca 4.71 1.00 4.69
Emiratos árabes 5.81 0.99 5.77
Eslovaquia 7.08 0.99 7.03
Eslovenia 1.59 1.00 1.59
España 4.62 1.00 4.60
Estados Unidos 10.05 0.99 9.95
Estonia 4.16 1.00 4.14
Federación Rusa 9.67 0.99 9.58
Finlandia 5.34 0.99 5.31
Francia 4.41 1.00 4.39
Grecia 14.06 0.99 13.86
Hong Kong-China 8.88 0.99 8.80
Hungŕıa 6.40 0.99 6.36
Indonesia 9.49 0.99 9.40
Irlanda 4.20 1.00 4.18
Islandia 3.96 1.00 3.94
Israel 13.18 0.99 13.00
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Italia 8.12 0.99 8.06
Japón 9.00 0.99 8.92
Jordania 7.02 0.99 6.97
Letonia 3.50 1.00 3.48
Lituania 5.43 0.99 5.40
Luxemburgo 1.61 1.00 1.61
Macao-China 1.23 1.00 1.23
México 5.02 0.99 4.99
Montenegro 2.13 1.00 2.13
Noruega 4.97 0.99 4.95
Nueva Zelanda 5.15 0.99 5.13
Páıses Bajos 4.88 1.00 4.86
Perú 7.34 0.99 7.29
Polonia 5.71 0.99 5.68
Portugal 6.20 0.99 6.16
República Checa 5.76 0.99 5.73
Rumańıa 14.36 0.99 14.16
Singapur 2.16 1.00 2.16
Suecia 10.05 0.99 9.95
Suiza 8.53 0.99 8.45
Tailandia 9.18 0.99 9.10
Túnez 8.70 0.99 8.63
Turqúıa 17.06 0.98 16.77
Vietnam 19.89 0.98 19.50
Tabla 4.3: g1d (σ̂
2
u) por páıs
Para calcular g2d (σ̂
2
u) se utiliza la ecuación 2.34 y los insumos mostrados en la
Tabla 4.4,
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Páıses σ2d Bd x1 x2 x3 x4 x5 g2d
(
σ̂2u
)
Albania 11.90 0.01 3.44 100.00 98.00 0.15 17.08 0.0149
Alemania 8.35 0.01 4.81 100.00 100.00 2.91 4.62 0.0038
Australia 2.59 0.00 3.31 100.00 99.97 1.92 6.05 0.0006
Austria 8.18 0.01 5.46 100.00 100.00 3.05 5.72 0.0048
Bélgica 5.52 0.01 4.54 100.00 100.00 2.46 8.48 0.0011
Brasil 8.18 0.01 3.24 99.71 95.61 1.34 11.60 0.0096
Bulgaria 15.60 0.02 4.08 100.00 99.19 0.10 9.14 0.0167
Canadá 5.34 0.01 5.34 100.00 99.99 1.70 6.91 0.0013
Catar 1.61 0.00 3.61 100.00 99.69 0.52 0.17 0.0004
Chile 6.45 0.01 4.88 99.71 99.60 0.38 6.66 0.0031
Colombia 5.24 0.01 4.47 98.19 97.68 0.29 8.30 0.0145
Corea 13.76 0.01 5.09 100.00 99.96 4.22 3.55 0.0281
Costa Rica 6.10 0.01 3.08 99.41 99.53 0.45 10.14 0.0045
Croacia 7.67 0.01 4.56 100.00 99.59 0.84 16.18 0.0050
Dinamarca 4.71 0.00 5.03 100.00 100.00 3.05 6.17 0.0013
Emiratos árabes 5.81 0.01 4.36 100.00 98.77 0.90 13.64 0.0016
Eslovaquia 7.08 0.01 4.64 100.00 99.79 1.17 11.48 0.0020
Eslovenia 1.59 0.00 4.91 100.00 99.53 2.20 8.96 0.0001
España 4.62 0.00 4.27 100.00 99.93 1.22 22.06 0.0040
Estados Unidos 10.05 0.01 4.96 100.00 99.26 2.72 5.28 0.0050
Estonia 4.16 0.00 5.14 100.00 99.91 1.47 6.19 0.0007
Federación Rusa 9.67 0.01 3.83 100.00 96.83 1.10 5.57 0.0077
Finlandia 5.34 0.01 5.08 100.00 100.00 2.89 9.38 0.0018
Francia 4.41 0.00 3.10 100.00 100.00 2.27 10.36 0.0021
Grecia 14.06 0.01 3.96 100.00 100.00 0.96 24.90 0.0496
Hong Kong-China 8.88 0.01 5.86 100.00 100.00 0.76 3.32 0.0101
Hungŕıa 6.40 0.01 4.58 100.00 99.97 1.36 6.81 0.0013
Indonesia 9.49 0.01 3.58 99.54 96.96 0.25 4.51 0.0079
Irlanda 4.20 0.00 3.76 100.00 97.37 1.19 9.91 0.0010
Islandia 3.96 0.00 7.53 100.00 100.00 2.12 3.98 0.0045
Israel 13.18 0.01 4.05 100.00 100.00 4.26 5.25 0.0311
Italia 8.12 0.01 4.08 100.00 99.44 1.34 11.90 0.0024
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Japón 9.00 0.01 5.09 100.00 99.93 3.28 3.40 0.0063
Jordania 7.02 0.01 3.84 99.72 96.00 0.71 13.07 0.0048
Letonia 3.50 0.00 4.24 100.00 98.52 0.63 9.87 0.0005
Lituania 5.43 0.01 4.22 100.00 96.60 1.04 9.12 0.0023
Luxemburgo 1.61 0.00 3.96 100.00 99.93 1.28 6.67 0.0001
Macao-China 1.23 0.00 5.18 100.00 100.00 0.14 1.81 0.0002
México 5.02 0.01 3.24 99.00 98.38 0.52 4.31 0.0048
Montenegro 2.13 0.00 4.16 100.00 97.06 0.37 17.54 0.0005
Noruega 4.97 0.01 3.55 100.00 100.00 1.93 4.30 0.0020
Nueva Zelanda 5.15 0.01 3.34 100.00 100.00 1.23 5.37 0.0025
Páıses Bajos 4.88 0.00 5.28 100.00 100.00 1.98 6.87 0.0010
Perú 7.34 0.01 3.97 99.85 95.04 0.12 8.30 0.0083
Polonia 5.71 0.01 4.81 100.00 99.04 1.00 7.50 0.0011
Portugal 6.20 0.01 4.88 100.00 99.90 1.24 12.44 0.0021
República Checa 5.76 0.01 5.79 100.00 99.88 1.93 5.05 0.0023
Rumańıa 14.36 0.01 3.11 100.00 100.00 0.49 6.81 0.0259
Singapur 2.16 0.00 5.25 100.00 100.00 2.26 3.79 0.0002
Suecia 10.05 0.01 3.55 100.00 100.00 3.26 7.43 0.0123
Suiza 8.53 0.01 5.10 100.00 100.00 3.37 4.80 0.0058
Tailandia 9.18 0.01 4.12 99.60 99.29 0.62 0.49 0.0093
Túnez 8.70 0.01 3.60 98.70 95.73 0.63 15.16 0.0234
Turqúıa 17.06 0.02 4.75 100.00 98.90 0.88 10.24 0.0109
Vietnam 19.89 0.02 4.34 100.00 93.20 0.44 2.12 0.1504
Tabla 4.4: g2d (σ̂
2
u) por páıs
A modo de ilustrar el cálculo para el primer páıs, el procedimiento es el siguiente,
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[∑D
d=1 x
A
d
(
xAd
)
t
986.58 + 11.90
]−1
=

1830775.04 1088.45 −18320.54 −90.23 1728.72 86.31
1088.45 31.56 −9.15 −3.18 −4.20 0.98
−18320.54 −9.15 193.13 −9.12 −12.32 −0.99
−90.23 −3.18 −9.12 10.34 −5.26 0
1728.72 −4.20 −12.32 −5.26 22.78 0.85
86.31 0.98 −0.99 0 0.85 0.84

g2,1
(
σ̂2u
)
= 0.012
(
1, 3.43797, 100, 98.00102, 0.15412, 17.08
)
×
[∑D
d=1 x
A
d
(
xAd
)
t
986.58 + 11.90
]−1

1
3.43797
100
98.00102
0.15412
17.08

= 0.015.
Para calcula g3d (σ̂
2
u) , usamos la ecuación 2.37 y los insumos mostrados en la Tabla
4.5
Páıses σ2d Bd g3d (σ̂
2
u)
Albania 11.90 0.01 0.0051
Alemania 8.35 0.01 0.0025
Australia 2.59 0.00 0.0002
Austria 8.18 0.01 0.0024
Bélgica 5.52 0.01 0.0011
Brasil 8.18 0.01 0.0024
Bulgaria 15.60 0.02 0.0087
Canadá 5.34 0.01 0.0010
Catar 1.61 0.00 0.0001
Chile 6.45 0.01 0.0015
Colombia 5.24 0.01 0.0010
Corea 13.76 0.01 0.0068
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Costa Rica 6.10 0.01 0.0014
Croacia 7.67 0.01 0.0022
Dinamarca 4.71 0.00 0.0008
Emiratos árabes 5.81 0.01 0.0012
Eslovaquia 7.08 0.01 0.0018
Eslovenia 1.59 0.00 0.0001
España 4.62 0.00 0.0008
Estados Unidos 10.05 0.01 0.0037
Estonia 4.16 0.00 0.0006
Federación Rusa 9.67 0.01 0.0034
Finlandia 5.34 0.01 0.0010
Francia 4.41 0.00 0.0007
Grecia 14.06 0.01 0.0071
Hong Kong-China 8.88 0.01 0.0029
Hungŕıa 6.40 0.01 0.0015
Indonesia 9.49 0.01 0.0033
Irlanda 4.20 0.00 0.0007
Islandia 3.96 0.00 0.0006
Israel 13.18 0.01 0.0062
Italia 8.12 0.01 0.0024
Japón 9.00 0.01 0.0029
Jordania 7.02 0.01 0.0018
Letonia 3.50 0.00 0.0005
Lituania 5.43 0.01 0.0011
Luxemburgo 1.61 0.00 0.0001
Macao-China 1.23 0.00 0.0001
México 5.02 0.01 0.0009
Montenegro 2.13 0.00 0.0002
Noruega 4.97 0.01 0.0009
Nueva Zelanda 5.15 0.01 0.0010
Páıses Bajos 4.88 0.00 0.0009
Perú 7.34 0.01 0.0020
Polonia 5.71 0.01 0.0012
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Portugal 6.20 0.01 0.0014
República Checa 5.76 0.01 0.0012
Rumańıa 14.36 0.01 0.0074
Singapur 2.16 0.00 0.0002
Suecia 10.05 0.01 0.0037
Suiza 8.53 0.01 0.0026
Tailandia 9.18 0.01 0.0031
Túnez 8.70 0.01 0.0028
Turqúıa 17.06 0.02 0.0103
Vietnam 19.89 0.02 0.0139
Tabla 4.5: g3d (σ̂
2
u) por páıs
A modo de ilustrar el cálculo para el primer páıs, el procedimiento es el siguiente,
g3,1
(
σ̂2u
)
=
(
1
986.58 + 11.90
)[
2 (0.012)
5.569056× 10−5
]
= 5.110907× 10−3
Por último, el MSE del estimador γ̂Epd definido en la ecuación en la ecuación 2.39
se muestra en la Tabla 4.6:
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Páıses g1d (σ̂
2
u) g2d (σ̂
2
u) g3d (σ̂
2
u) MSE
(
γ̂Epd
)
Albania 11.7606 0.0149 0.0051 11.7810
Alemania 8.2820 0.0038 0.0025 8.2880
Australia 2.5853 0.0006 0.0002 2.5860
Austria 8.1123 0.0048 0.0024 8.1200
Bélgica 5.4918 0.0011 0.0011 5.4940
Brasil 8.1123 0.0096 0.0024 8.1240
Bulgaria 15.3596 0.0167 0.0087 15.3850
Canadá 5.3074 0.0013 0.0010 5.3100
Catar 1.6103 0.0004 0.0001 1.6110
Chile 6.4097 0.0031 0.0015 6.4140
Colombia 5.2164 0.0145 0.0010 5.2320
Corea 13.5747 0.0281 0.0068 13.6100
Costa Rica 6.0634 0.0045 0.0014 6.0690
Croacia 7.6137 0.0050 0.0022 7.6210
Dinamarca 4.6865 0.0013 0.0008 4.6890
Emiratos árabes 5.7741 0.0016 0.0012 5.7770
Eslovaquia 7.0252 0.0020 0.0018 7.0290
Eslovenia 1.5850 0.0001 0.0001 1.5850
España 4.6009 0.0040 0.0008 4.6060
Estados Unidos 9.9476 0.0050 0.0037 9.9560
Estonia 4.1441 0.0007 0.0006 4.1450
Federación Rusa 9.5782 0.0077 0.0034 9.5890
Finlandia 5.3074 0.0018 0.0010 5.3100
Francia 4.3904 0.0021 0.0007 4.3930
Grecia 13.8649 0.0496 0.0071 13.9220
Hong Kong-China 8.8012 0.0101 0.0029 8.8140
Hungŕıa 6.3596 0.0013 0.0015 6.3620
Indonesia 9.3961 0.0079 0.0033 9.4070
Irlanda 4.1847 0.0010 0.0007 4.1860
Islandia 3.9443 0.0045 0.0006 3.9490
Israel 13.0032 0.0311 0.0062 13.0410
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Italia 8.0562 0.0024 0.0024 8.0610
Japón 8.9186 0.0063 0.0029 8.9280
Jordania 6.9729 0.0048 0.0018 6.9790
Letonia 3.4845 0.0005 0.0005 3.4850
Lituania 5.3992 0.0023 0.0011 5.4030
Luxemburgo 1.6103 0.0001 0.0001 1.6100
Macao-China 1.2306 0.0002 0.0001 1.2310
México 4.9922 0.0048 0.0009 4.9980
Montenegro 2.1270 0.0005 0.0002 2.1280
Noruega 4.9480 0.0020 0.0009 4.9510
Nueva Zelanda 5.1261 0.0025 0.0010 5.1300
Páıses Bajos 4.8600 0.0010 0.0009 4.8620
Perú 7.2898 0.0083 0.0020 7.3000
Polonia 5.6792 0.0011 0.0012 5.6820
Portugal 6.1614 0.0021 0.0014 6.1650
República Checa 5.7266 0.0023 0.0012 5.7300
Rumańıa 14.1580 0.0259 0.0074 14.1910
Singapur 2.1562 0.0002 0.0002 2.1570
Suecia 9.9476 0.0123 0.0037 9.9640
Suiza 8.4533 0.0058 0.0026 8.4620
Tailandia 9.0963 0.0093 0.0031 9.1090
Túnez 8.6264 0.0234 0.0028 8.6530
Turqúıa 16.7670 0.0109 0.0103 16.7880
Vietnam 19.4985 0.1504 0.0139 19.6630
Tabla 4.6: MSE para el estimador γ̂Epd
Dando alcance a la primera parte del ejercicio propuesto en esta sección, en la Tabla
4.7, se presentan las estimaciones γ̂d de las habilidades promedio por páıs obtenida
en la prueba de matemática junto con su cve publicados por PISA en 2015 y la
estimación realizada con el estimador propuesto γ̂Epd junto con el EERd =
√
MSE
γ̂Epd
×
100 %. Adicional a esto, se presenta la medida Difrel =
(σ2d−MSE(γ̂
Ep
d ))
σ2d
× 100 %,
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donde σ2d se encuentra en la Tabla 4.5 y MSE
(
γ̂Epd
)
en Tabla 4.6. Esta medida
es una diferencia relativa entre las medidas de variabilidad de los estimadores γ̂d
y γ̂Epd con el fin de comparar si hubo reducción en la variabilidad de la estimación
del promedio de la habilidad en la prueba de matemáticas empleando el estimador
propuesto.
Páıses γ̂d Cve (100 %) γ̂
Ep
d EERd (100 %) Difrel (100 %)
Albania 413.0000 0.8354 413.0000 0.8308 0.9810
Alemania 506.0000 0.5711 506.0000 0.5690 0.7332
Australia 494.0000 0.3259 494.0000 0.3256 0.2202
Austria 497.0000 0.5755 497.0000 0.5732 0.7043
Bélgica 507.0000 0.4635 507.0000 0.4624 0.4953
Brasil 377.0000 0.7586 377.0000 0.7555 0.6457
Bulgaria 441.0000 0.8957 441.0000 0.8891 1.3383
Canadá 516.0000 0.4477 516.0000 0.4467 0.4747
Catar 402.0000 0.3159 402.0000 0.3156 0.1256
Chile 423.0000 0.6005 423.0000 0.5984 0.5547
Colombia 390.0000 0.5872 390.0000 0.5868 0.2132
Corea 524.0000 0.7080 524.0000 0.7041 1.0728
Costa Rica 400.0000 0.6175 400.0000 0.6158 0.4957
Croacia 464.0000 0.5970 464.0000 0.5950 0.6502
Dinamarca 511.0000 0.4247 511.0000 0.4238 0.4118
Emiratos árabes 427.0000 0.5644 427.0000 0.5627 0.5146
Eslovaquia 475.0000 0.5600 475.0000 0.5582 0.6316
Eslovenia 510.0000 0.2471 510.0000 0.2469 0.1436
España 486.0000 0.4424 486.0000 0.4417 0.3465
Estados Unidos 470.0000 0.6745 470.0000 0.6710 0.8854
Estonia 520.0000 0.3923 520.0000 0.3916 0.3724
Federación Rusa 494.0000 0.6296 494.0000 0.6274 0.8207
Finlandia 511.0000 0.4521 511.0000 0.4510 0.4652
Francia 493.0000 0.4260 493.0000 0.4253 0.3645
Grecia 454.0000 0.8260 454.0000 0.8222 0.9518
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Hong Kong-China 548.0000 0.5438 548.0000 0.5422 0.7138
Hungŕıa 477.0000 0.5304 477.0000 0.5288 0.5770
Indonesia 386.0000 0.7979 386.0000 0.7941 0.7996
Irlanda 504.0000 0.4067 504.0000 0.4062 0.3698
Islandia 488.0000 0.4078 488.0000 0.4071 0.2573
Israel 470.0000 0.7723 471.0000 0.7676 0.9874
Italia 490.0000 0.5816 490.0000 0.5797 0.7283
Japón 532.0000 0.5639 532.0000 0.5619 0.7682
Jordania 380.0000 0.6974 380.0000 0.6948 0.5869
Letonia 482.0000 0.3880 482.0000 0.3874 0.3140
Lituania 478.0000 0.4874 478.0000 0.4864 0.4650
Luxemburgo 486.0000 0.2613 486.0000 0.2611 0.1439
Macao-China 544.0000 0.2040 544.0000 0.2040 0.0966
México 408.0000 0.5490 408.0000 0.5481 0.3736
Montenegro 418.0000 0.3493 418.0000 0.3489 0.1740
Noruega 502.0000 0.4442 502.0000 0.4434 0.4253
Nueva Zelanda 495.0000 0.4586 495.0000 0.4577 0.4341
Páıses Bajos 512.0000 0.4316 512.0000 0.4307 0.4370
Perú 387.0000 0.7003 387.0000 0.6978 0.5727
Polonia 504.0000 0.4742 504.0000 0.4731 0.5140
Portugal 492.0000 0.5061 492.0000 0.5048 0.5459
República Checa 492.0000 0.4878 492.0000 0.4865 0.4978
Rumańıa 444.0000 0.8536 444.0000 0.8483 1.1518
Singapur 564.0000 0.2606 564.0000 0.2604 0.1922
Suecia 494.0000 0.6417 494.0000 0.6391 0.8131
Suiza 521.0000 0.5605 521.0000 0.5584 0.7269
Tailandia 415.0000 0.7301 415.0000 0.7267 0.7536
Túnez 367.0000 0.8038 367.0000 0.8019 0.5419
Turqúıa 420.0000 0.9833 421.0000 0.9738 1.5146
Vietnam 495.0000 0.9010 494.0000 0.8981 1.0803
Tabla 4.7: Resultados de las estimaciones con γ̂d y γ̂
Ep
d y sus medidas de calidad
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En la Tabla 4.7 se pudo observar que los EERd, en todos los páıses que partici-
paron en la prueba, son menores que los cve publicados por PISA. Ahora bien,
dado que en el estudio de simulación se probó que el estimador propuesto es mejor
que los estimadores directo, sintético y compuesto, era de esperarse este resulta-
do. Sin embargo, no deja de sorprender que utilizando el estimador propuesto, se
disminuyó el error de estimación (mostrados en la columna Difrel (100 %)) aun
cuando estos ya eran muy pequeños. Con los resultados anteriores podemos con-
cluir que, la metodoloǵıa propuesta en este documento es una mejor opción para
generar estad́ısticas oficiales en PISA con una mayor precisión es sus estimaciones
comparadas con la usadas tradicionalmente.
Por otro lado, para abordar el segundo objetivo, se procede a eliminar de manera
aleatoria el 10 % de los páıses participantes. la idea es entonces, predecir el resulta-
do de estos páıses y compararlo con los publicados por PISA. Los páıses eliminados
fueron: Alemania, Eslovaquia, Eslovenia, Lituania y México. Ahora bien, utilizan-
do la información auxiliar con la que se dispone para estos páıses, sus calificaciones
promedios estimadas para matemática, junto con el sesgo relativo (definido en la
sección 2.4) son mostradas en la Tabla 4.8
Páıses γ̂Epd γ̂d SBd
Alemania 510.00 506.00 -0.80
Eslovaquia 478.00 475.00 -0.60
Eslovenia 494.00 510.00 3.10
Lituania 452.00 478.00 5.40
México 397.00 408.00 2.70
Tabla 4.8: Predicción de los resultados en matemática para 5 páıses eliminados
aleatoriamente
Como se puede observar en la Tabla 4.8, los sesgos relativos obtenidos con la
predicción hechas con el modelo son inferiores al 6 %. Esto nos permite concluir
que son unas muy buenas predicciones y que, a su vez, esta metodoloǵıa se convierte
en una buena alternativa cuando se desee predecir los resultados de un páıs que
por alguna causa no pueda presentar dicha evaluación.
A manera de poner a prueba un poco más el modelo, se extendió el ejercicio de
predicción eliminado el 20 % de los páıses. Los resultados son muy similares a los
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Páıses γ̂Epd γ̂d SBd
Alemania 508.00 506.00 -0.40
Australia 473.00 494.00 4.30
Dinamarca 511.00 511.00 0.00
Eslovaquia 476.00 475.00 -0.20
Eslovenia 493.00 510.00 3.30
Letonia 460.00 482.00 4.60
Luxemburgo 475.00 486.00 2.30
Portugal 480.00 492.00 2.40
Rumania 455.00 444.00 -2.50
Suecia 489.00 494.00 1.00
Suiza 517.00 521.00 0.80
Tabla 4.9: Predicción de los resultados en matemática para 11 páıses eliminados
aleatoriamente
expuestos anteriormente. Las predicciones logradas por el modelo, junto con su
sesgo relativo, son mostradas en la siguiente Tabla 4.9
Como ejercicio final de esta sección, se estimará la proporción de estudiantes que
pertenecen al nivel de desempeño 2, que como se mencionó anteriormente, son
aquellos estudiantes que obtuvieron un promedio entre 408 y 480 puntos, utilizando
la metodoloǵıa propuesta en este trabajo. Adicional a esto, se compararán dichos
resultados, con los métodos de estimaciones ya mencionados, para todos los páıses
que presentaron PISA en 2015.
En la Tabla 4.10 se presenta la estimación de la proporción de estudiantes que
están en el nivel de desempeño 2 con el estimador de una razón
(
ρ̂Dird
)
, el estimador
bayesiano
(
ρ̂BSaed
)
trabajado en Liu et al. (2007) y el estimador propuesto en esta
metodoloǵıa
(
ρ̂Epd
)
junto con sus medidas de calidad en porcentaje cveDir , cveBSae
y cveEp respectivamente. Para generar los resultados se utilizó la libreŕıa rjags del
software R, asumiendo las distribuciones aprioris y full conditionals mostradas en
la sección 3.2.1.
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Páıses ρ̂Epd cveEp ρ̂
BSae
d cveBSae ρ̂
Dir
d cveDir
Albania 0.2999 2.1335 0.3043 3.3333 0.3000 11.7993
Alemania 0.2401 2.2203 0.2306 4.1667 0.2400 15.4944
Australia 0.2500 1.4464 0.2594 4.0000 0.2500 15.7071
Austria 0.2399 2.1258 0.2191 4.1667 0.2400 16.2984
Bélgica 0.2100 1.9827 0.2428 4.7619 0.2100 13.1073
Brasil 0.2099 1.2582 0.2483 4.7619 0.2100 16.1808
Bulgaria 0.2700 2.0917 0.2768 3.7037 0.2700 13.6320
Canadá 0.2201 1.3178 0.2430 4.5455 0.2200 14.0709
Catar 0.2400 1.6269 0.2625 4.1667 0.2400 16.7982
Chile 0.2999 1.8134 0.2645 3.3333 0.3000 16.7684
Colombia 0.2700 1.5068 0.2462 3.7037 0.2700 29.9385
Corea 0.1900 2.7529 0.2010 5.2632 0.1900 20.0865
Costa Rica 0.3200 1.7693 0.2913 3.1250 0.3200 17.0979
Croacia 0.3001 2.0349 0.2856 3.3333 0.3000 14.4553
Dinamarca 0.2399 2.1372 0.2232 4.1667 0.2400 14.4052
Emiratos Árabes Unidos 0.2700 1.3504 0.2758 3.7037 0.2700 13.4690
Eslovaquia 0.2601 2.1356 0.2691 3.8462 0.2600 14.3864
Eslovenia 0.2300 2.2781 0.2388 4.3478 0.2300 13.8636
España 0.2801 1.9434 0.2982 3.5714 0.2800 17.1479
Estados Unidos 0.3000 1.9698 0.2299 3.3333 0.3000 16.2720
Estonia 0.2301 2.4523 0.2378 4.3478 0.2300 14.7752
Federación Rusa 0.2801 2.0206 0.2556 3.5714 0.2800 16.9284
Finlandia 0.2399 2.3407 0.2351 4.1667 0.2400 14.5174
Francia 0.2300 2.3439 0.2721 4.3478 0.2300 16.1536
Grecia 0.2999 2.0768 0.3254 3.3333 0.3000 18.0432
Hong Kong-China 0.1498 3.2556 0.2280 6.6667 0.1500 17.1435
Hungŕıa 0.2599 2.2645 0.2587 3.8462 0.2600 14.2758
Indonesia 0.2400 2.2701 0.2564 4.1667 0.2400 15.2222
Irlanda 0.2601 2.2667 0.2607 3.8462 0.2600 14.9564
Islandia 0.2599 2.9158 0.2080 3.8462 0.2600 22.6148
Israel 0.2400 2.1653 0.2258 4.1667 0.2400 18.9019
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Italia 0.2601 1.5749 0.2687 3.8462 0.2600 13.4666
Japón 0.1900 2.4905 0.2116 5.2632 0.1900 16.6797
Jordania 0.2599 1.9615 0.2696 3.8462 0.2600 15.2472
Letonia 0.3101 2.1514 0.2800 3.2258 0.3100 13.7000
Lituania 0.2901 1.8926 0.2571 3.4483 0.2900 15.1520
Luxemburgo 0.2500 2.3727 0.2646 4.0000 0.2500 14.1726
Macao-China 0.1600 3.4756 0.2424 6.2500 0.1600 16.8387
México 0.3300 1.6622 0.2737 3.0303 0.3300 18.8233
Montenegro 0.2898 2.1325 0.2876 3.4483 0.2900 14.2848
Noruega 0.2601 2.2648 0.2610 3.8462 0.2600 16.0768
Nueva Zelanda 0.2500 2.5702 0.2691 4.0000 0.2500 16.2092
Páıses Bajos 0.2199 2.5482 0.2385 4.5455 0.2200 13.9426
Perú 0.2599 2.0096 0.2590 3.8462 0.2600 19.1350
Polonia 0.2499 2.5911 0.2515 4.0000 0.2500 13.5617
Portugal 0.2401 2.0772 0.2639 4.1667 0.2400 14.7571
República Checa 0.2599 2.0413 0.2307 3.8462 0.2600 15.7736
Rumańıa 0.3200 2.0699 0.2949 3.1250 0.3200 15.5465
Singapur 0.1300 3.2591 0.2103 7.6923 0.1300 17.4710
Suecia 0.2600 2.2999 0.2473 3.8462 0.2600 18.2706
Suiza 0.1999 2.5619 0.2164 5.0000 0.2000 17.1600
Tailandia 0.3100 1.6319 0.2536 3.2258 0.3100 15.9079
Túnez 0.2101 2.6549 0.2506 4.7619 0.2100 24.0035
Turqúıa 0.2999 1.9925 0.2735 3.3333 0.3000 13.8579
Vietnam 0.2901 2.0570 0.2321 3.4483 0.2900 32.3501
Tabla 4.10: Estimación de la proporción de estudiantes en el nivel de desempeño
Como se puede observar en las Tabla 4.10, se presentan las estimaciones con los
distintos estimadores que se han mencionado en este trabajo, junto con la calidad
de las mismas (Cve). Se puede observar que la calidad de las estimaciones, uti-
lizando la metodoloǵıa propuesta en este trabajo, aumenta considerablemente en
comparación con las estimaciones directas, es decir, los coeficientes de variación
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obtenidos con el estimador propuesto son mucho menores que los obtenidos con el
estimador directo. Por otro lado, al compararse con el estimador bayesiano, tam-
bién mejora la calidad de la estimación, aunque no sea en gran medida como en el
caso del estimador directo.
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Caṕıtulo 5
Conclusiones y recomendaciones
El presente trabajo refleja la utilidad práctica y metodológica que tiene la inte-
gración entre la estimación en áreas pequeñas, la teoŕıa de respuesta al ı́tem y la
imputación múltiple. Se logró mostrar v́ıa simulación y teórica que el estimador
propuesto para el promedio de las habilidades es insesgado. Adicional a lo ante-
rior, en todos los escenarios que se puso a prueba el estimador propuesto, tiene
menor error estándar relativo promedio en comparación con los demás estimado-
res estudiados, considerando un muestreo aleatorio simple. Más detalladamente, al
variar las fracciones de muestras (fn) y las fracciones de dominios (fd) y contando
con correlaciones altas (definidas en la sección 2.4) en las variables auxiliares, se
pudo observar que el estimador propuesto contaba con menores errores estánda-
res relativos promedios comparándolos con los demás estimadores utilizados en
la simulación. Este comportamiento se mantuvo para las correlaciones medias y
bajas. Por otro lado, cuando variaba el porcentaje de datos faltantes se pudo ob-
servar que si bien, los errores estándares relativos se incrementaban a medida que
el porcentaje de datos faltantes era mayor, siempre el estimador propuesto obteńıa
los menores errores estándares relativos en comparación con los otros estimadores
estudiados en la simulación, es más, en el escenario donde se indućıa un 30 % de
datos faltantes y una baja fracción de muestreo, los errores estándares relativos no
superaban, en promedio, el 5 %, lo que implica que estas estimaciones, según Gu-
tiérrez (2016), son bajas. Ahora bien, en términos del sesgo relativo, el estimador
propuesto, obtuvo sesgos bajos (inferiores al 0.1 %) lo cual era de esperarse puesto
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que en la sección 2.2 se mostró que el estimador era insesgado. Este ejercicio se
hizo para verificar cómo se comportaba el sesgo en los distintos escenarios en que
se puso a prueba el estimado y se mostró que en todos los escenarios el resultado
fue el mismo, sesgos inferiores al 0.1 %.
Por otro lado, para el estimador bayesiano propuesto para estimar la proporción
en presencia de valores plausibles con modelos de 3PL, en todos los escenarios en
los que se puso a prueba, se obtuvo menores errores estándares relativos en com-
paración con el estimador de una razón ρ̂Dird ,mientras que, al compararlo con el
estimador ρ̂BSaed , los errores estándares relativos son similares, aclarando que, siem-
pre se obtienen menores errores estándares relativos con el estimador propuesto.
Por su parte, dado que el estimador propuesto ρ̂Epd y el estimador ρ̂
BSae
d son baye-
sianos, las distintas fracciones muestrales (30 %, 50 % y 70 %) y el porcentaje de
datos faltantes (10 %, 20 % y 30 %) no generaban un factor diferencial al momento
de calcular la calidad de la estimación (errores estándar relativos) mientras que
para el estimador ρ̂Dird , mientras más baja era la fracción de muestreo, más alto
eran los errores estándar relativos y mientras más alta eran la proporción de datos
faltantes, también aumentaba el error estándar relativo. Una ventaja adicional que
tiene utilizar el estimador propuesto ρ̂Epd con respecto al otro estimador bayesiano
ρ̂BSaed es que dado su construcción, las estimaciones que genera siempre estarán
en el intervalo (0, 1) lo cual no necesariamente sucede con el estimador bayesiano
ρ̂BSaed . En términos del sesgo relativo, sin bien, los estimadores bayesianos no son
necesariamente insesgados, el estimador propuesto en esta metodoloǵıa, en todos
los escenarios propuestos, tiene sesgos inferiores al 1 % con lo que se puede concluir
que el estimador es aproximadamente insesgado.
Por otro lado, se utilizó, a manera de ejemplo, los resultados de PISA en el área
de matemáticas del año 2015 para, uno, mejorar las estimaciones en términos de
precisión con la ya publicadas y dos, para predecir el resultado de algunos páıses
que fueron eliminados de manera aleatoria, particularmente, el 10 % y 20 % de
los páıses. Una vez realizado el ejercicio, se mostró que utilizando la metodoloǵıa
propuesta se mejoró las estimaciones en todos los páıses y a su vez, se hicieron
predicciones con sesgos relativos inferiores ambos al 5.5 % bajo un diseño estrati-
ficado en 2 tapas. Adicional al ejemplo de PISA, se utilizó también la información
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recolectada por el Icfes para predecir los resultados futuros de un establecimiento
en la prueba Saber 3◦, 5◦, 7◦, 9◦, reflejando esto unas muy buenas estimaciones en
comparación con las obtenidas en campo, teniendo esto como plus, una reducción
de costo asociados a la recolección y análisis de la información.
Algo importante a tener en cuenta es que la metodoloǵıa aqúı presentada debe
ser manejada con cautela, es necesario dar una discusión sobre la conveniencia
de reemplazar la aplicación de pruebas por la estimación generada por modelos
estad́ısticos. Aunque las ventajas desde el punto de vista estad́ıstico y teórico son
prometedoras, los problemas poĺıticos que puede generar una aplicación inadecua-
da de esta herramienta, como por ejemplo, asignar de manera equivocada recursos
para la educación en un páıs basados en los resultados pronosticados, pueden inva-
lidar su utilización. Es por esto que los resultados generados con esta metodoloǵıa
pueden ser utilizados para construir un sistema de monitoreo del desempeño de los
establecimientos educativos, en el cual se disponga de un pronóstico para los es-
tablecimientos, que refleje, entre otras cosas, la calificación que hubieran obtenido
de ser seleccionados en la muestra.
Un contraste posterior entre el pronóstico generado y los resultados reportados
por la calificación permitirá detectar establecimientos que obtengan calificaciones
muy bajas o muy altas con respecto a las esperadas siguiendo la metodoloǵıa SAE.
Cabe resaltar, que se puede extender la utilización de esta metodoloǵıa en otras
pruebas estandarizadas, por ejemplo, PISA for Schools cuya información se puede
encontrar en la página https://www.oecd.org/pisa/data/ , TIMMS y PRILS
cuya información se encuentra en la página https://www.iea.nl/data-tools/
repository.
Una posible expansión de este trabajo es incluir el factor espacio-temporal en la
metodoloǵıa propuesta y ver cómo afecta esto en el insesgamiento y en el EER
resultante. Otro aspecto importante, que seŕıa interesante trabajar, es expandir al
caso multivariado esta metodoloǵıa, por ejemplo, estimar un vector de proporciones
utilizando la distribución Dirichlet y mirar si al incluir correlaciones, éstas alteran
significativamente los resultados ya mostrados en este trabajo.
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Apéndice A
Códigos computacionales
En esta sección reposan los códigos utilizados tanto para la simulación realizada
en esta tesis como para realizar el ejercicio de la aplicación de la metodoloǵıa.
A.1. Códigos de la simulación
Esta primera parte muestra las funciones y recursos utilizados para el estudio de
simulación.
A.1.1. Función gen.mis y RECM
Esta función permite inducir las respuestas faltantes en el string de respuesta de
cada individuo. Los parámetros de esta función son:
X Matriz de string de respuestas para cada estudiantes.
na.s Porcentaje de omisiones para cada estudiante.
gen.mis = function(X, na.s){
n = dim(X)[1]
p = dim(X)[2]
for(ii in 1:n){
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X[ii,sample(1:p,round(na.s*p))] <-NA
}
data.frame(X) }
Esta función permite realizar el cálculo de la ráız del error cuadrático medio de la
estimación
RECM<- function(x){
round(10*sqrt(abs(mean(x, na.rm = TRUE))),1)
}
A.1.2. Población artificial
En este apartado de presenta la función que permite generar la población art́ıfical
que será usada en el estudio de simulación. Esta función retorna, entre otros:
1. Los valores plausibles por cada estudiantes en los distintos dominios.
2. El promedio de las habilidades reales (simuladas) para cada dominio junto
con las variables auxiliares.
Los argumentos de la función son:
N Cantidad de estudiantes.
Xi Número de variables auxiliares.
d Número de dominios a simular.
miss Porcentaje de omisiones para cada estudiante.
np Número de valores plausibles.
CorX Tipo de correción entre las habilidades y las variables auxiliares. Pue-
den ser: Alta, medias o bajas. Estas mismas correlaciones se definirán
para los dominios.
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pobartificial<- function(N, Xi, d, miss, np, item, CorX = "B"){
rho = 0.5
if (CorX == "B") { sigma = 100
}else if (CorX == "M") { sigma = 25
} else if (CorX == "A")
{ sigma = 10 }
# Crecaion de correlaciones entre variables###
M <- diag(0,Xi)
M <- rho ^ abs(col(M)-row(M))
nvars <- Xi
Dominios <- sample(d, N, replace=T,prob = rbeta(d,20,75))
namesPredic <- paste0("Predic",1:nvars)
PromPob <- round(seq(-3,3,length.out = d),1)
rdata <- lapply(1:d,
function(d){
Nd <- as.vector(table(Dominios))[d]
Theta = rnorm(Nd,PromPob[d], round(runif(1,1,13)))
rdata <- mvtnorm::rmvnorm(Nd, (1:nvars)^2, M)
for(ii in 1:nvars){
rdata[,ii] <- runif(1,0,ii) * Theta + rdata[,ii] + rnorm(Nd,50,sigma)}
colnames(rdata) <- namesPredic
rdata <- data.frame(Theta = Theta, rdata)
rdata$Dominios <- d
rdata
}
) %> % plyr::ldply()
Infdominio <- rdata %> % group by(Dominios) %> %
summarize all(mean) %> % as.data.frame()
for(ii in namesPredic){
if(CorX == "B"){
Infdominio[,ii]<- round(Infdominio$Theta,2) +
runif(1,0,0.5) * Infdominio[,ii] + rnorm(d, 0,10)}
if(CorX == "M"){
Infdominio[,ii]<- round(Infdominio$Theta,2) +
runif(1,0,0.5) * Infdominio[,ii] + rnorm(d, 0,4)}
if(CorX == "A"){
Infdominio[,ii]<- round(Infdominio$Theta,2) +
runif(1,0,0.5) * Infdominio[,ii] + rnorm(d, 0,1)}
}
names(Infdominio) <- gsub("Predic","x", names(Infdominio))
Infdominio[,"PromeidoPob"] <- Infdominio[,"Theta"]
Infdominio[,"Theta"] <- NULL
## Definicion de parametros del modelo 3pl ##
a <- rnorm(item,0,1)
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b <-rlnorm(item,0,0.2)
## Genera la matriz de respuestas sujeta a la habilidad ##
dataset <- simdata(a=1.702*a,d=1.702*a*b,
itemtype = ’3PL’,Theta = matrix(rdata$Theta))
## introduccion de datos faltantes##
missdataset <- gen.mis(dataset, miss)
## Obtencion de plausibles ##
covariables <- rdata[,namesPredic]
mod3pl <- tam.mml.3pl(missdataset, Y = covariables,
control = list(maxiter = 100,
nodes = seq(-5, 5,len = 300)))
tet <- IRT.factor.scores(mod3pl)$EAP
plaus <- tam.pv(mod3pl,nplausible = 5,normal.approx = TRUE)$pv[,-1]
uu <- cor(rdata$Theta,tet)
ifelse(uu<0, plausibles <- -1*plaus,plausibles <- plaus )
m<-mean(rdata$Theta)
desv<-sd(rdata$Theta)
plausibles<- as.data.frame(scale(plausibles)*desv+m)
##Creacion de los dominios ##
poblacion1 <- data.frame(Dominios = rdata$Dominios,
"Theta" = rdata$Theta,plausibles, covariables)
corplauscontheta <- cor(rdata$Theta,plausibles)
list(Poblacion=poblacion1, Parametros= Infdominio,
Correplausible=corplauscontheta)
}
A.1.3. Función E.Calib
Esta función permite hacer la estimación del promedio de los valores plausibles por
dominio usando calibración chi-cuadrado. Los argumentos de esta función son:
pv Nombre de la columna que contiene el k-ésimo valor plausible
dd Dominio a estimar.
data Información proveniente de la muestra.
Total Información agregada en el dominio para la calibración (tx)
E.Calb <- function(pv,dd, data,Toltal ){
x <- subset(data, Dominios == dd)
total <- subset(Toltal, Dominios == dd)
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Xk <- grep("Pred",names(data),value = TRUE)
FormulaPV = paste0("FormulaPV <- formula(",pv,"~ -1+",
paste0(Xk,collapse = "+"),")")
eval(parse(text = FormulaPV))
gkl <- calib(cbind(x[, Xk]), d = 1/x[["pik"]],
total = as.numeric(total[,-1]), method="linear",max iter = 1000)
x[["pesos.greg"]] <- gkl/x[["pik"]]
den <- sum(x[["pesos.greg"]])
num <- x[["pesos.greg"]] * x[, pv]
eepv <- residuals(lm(FormulaPV, x, weights = x[[’pik’]]))
data.frame(PV = pv,Y = sum(num/den), sd = sd(eepv))
}
A.1.4. Función EblubPV
Esta función realiza la selección de la muestra y estimación del promedio por
dominio bajo dos diseños, el MAS y el πPT , esta es la estimación directa. Adicional
a eso, realiza la estimación del promedio de las habilidades utilizando el método
de calibración chi-cuadrado. Seguidamente, hace la estimación del promedio de las
habilidades utilizando la metodoloǵıa propuesta. Los parámetros de esta función
son:
Pob La salida de la función "pobartificial" definida en la sección A.1.2.
n Número de observaciones o registros a observar.
nd Número de dominios a seleccionar en la muestra.
s1DM Diseño muestral para seleccionar dominios.
s2DM Diseño muestral para seleccionar estudiantes o registros dentro de los
dominios.
E2DM Método de estimación del promedio de las habilidades según sea el
diseño definido en s2DM.
EblubPV <- function(Pob, n = 1000, nd = 50, s1DM = "MAS",
s2DM = "MAS", E2DM = "MAS"){
## Seleccion de dominios ##
Infdominio <- Pob$Parametros
poblacion <- Pob$Poblacion
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PDominios <- poblacion %> % group by(Dominios) %> %
summarise(Nd = length(Dominios))
if(s1DM == "MAS"){ pos <- S.SI(nrow(PDominios),nd)[,1]
selD <- as.vector(PDominios[pos,][["Dominios"]])
}else if(s1DM == "piPT"){
selD <- S.piPS(n = nd,x = PDominios$Nd)[,"samp"] }
MuestraDom <- subset(poblacion, Dominios %in % selD)
## Seleccion dentro de dominios ##
DomSel <- subset(PDominios, Dominios %in % selD)
DomNotSel <- subset(PDominios, !Dominios %in % selD)
DomSel$nd <- round(n*DomSel$Nd/sum(DomSel$Nd))
if(s2DM == "MAS"){ Muestra <- lapply(selD,FUN = function(x){
xd <- subset(MuestraDom, Dominios == x)
ndi <- subset(DomSel , Dominios == x) %> % data.frame()
sel <- S.SI(nrow(xd),ndi[1,3])[,1]
selxd <- xd[sel,]
selxd$pik <- ndi[1,3]/ndi[1,2]
selxd
} ) %> % plyr::ldply()
}else if(s2DM == "piPT"){
Muestra <- lapply(selD,FUN = function(x){
xd <- subset(MuestraDom, Dominios == x)
ndi <- subset(DomSel , Dominios == x) %> % data.frame()
sel <- S.piPS(n = ndi[1,3], x = abs(xd$Predic1))
selxd <- xd[sel[,"samp"],]
selxd$pik <- sel[,"Pik.s"]
selxd}) %> % plyr::ldply()
}
## Estimacion por dominio ##
pv <- grep("PV",names(Muestra),value = TRUE)
if(E2DM == "MAS"){
Estimado0 <- lapply(selD,FUN = function(x){
selxd <- subset(Muestra, Dominios == x)
ndi <- subset(DomSel , Dominios == x) %> % data.frame()
lapply(pv,function(pvi){
E.x <- E.SI(selxd[,pvi],N = ndi[1,2],n = ndi[1,3])/ndi[1,2]
data.frame(PV = pvi, Y = E.x[1,2], sd = E.x[2,2])
}) %> % plyr::ldply() %> % mutate(D = x)
} ) %> % plyr::ldply()
}else if(E2DM == "piPT"){
Estimado0 <- lapply(selD,FUN = function(x){
selxd <- subset(Muestra, Dominios == x)
ndi <- subset(DomSel , Dominios == x) %> % data.frame()
lapply(pv,function(pvi){
E.x <- E.piPS(selxd[,pvi],selxd[,"pik"])/ndi[1,2]
data.frame(PV = pvi, Y = E.x[1,2], sd = E.x[2,2])
} ) %> % plyr::ldply() %> % mutate(D = x)
}) %> % plyr::ldply()
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}
## Estimador de calibraci?n ##
TXk <- poblacion %> % group by(Dominios) %> %
summarize at(vars(matches("Pre")),sum)
Estimado <- lapply(selD,
function(dd){
lapply(pv,function(pv2){
E.Calb(pv2,dd, data = Muestra,Toltal = TXk)}
) %> % plyr::ldply() %> % mutate(D = dd)
}) %> % plyr::ldply()
Estimado0 <- Estimado0 %> % group by(D) %> %
summarise(np = n(), PromY = mean(Y),
varY = var(Y), PromVarY = mean(sd^2)) %> %
mutate(sd2 = PromVarY + ((np+1)/np)*varY,
Estimador = E2DM)
Estimado <- Estimado %> % group by(D) %> %
summarise(np = n(), PromY = mean(Y),
varY = var(Y), PromVarY = mean(sd^2)) %> %
mutate(sd2 = PromVarY + ((np+1)/np)*varY,
Estimador = "Calib")
insumo0 <- merge(Estimado0,Infdominio,
by.x = "D",by.y = "Dominios")
insumoCal <- merge(Estimado,Infdominio,
by.x = "D",by.y = "Dominios")
Zk <- grep("x",names(insumo0),value = TRUE)
## Modelo SAE con MAS o piPT ##
# mseFH(Formula, vardir = sd2,data = na.omit(insumo0), method = "REML")
Formula = paste0("Formula <- formula(PromY~ ",
paste0(Zk,collapse = " + "),")")
eval(parse(text = Formula))
eblup2 <- mseFH(Formula,
vardir = sd2,data = na.omit(insumo0), method = "REML")
# eblup <- eblupFH(Formula,
vardir = sd2,data = insumo0, method = "REML")
if(!eblup2$est$fit$convergence){
insumo0[,"eblup"] <- NA
insumo0[,"mse"] <- NA
RECM Pred dir <- NA
Dom eblup dir <- data.frame() }else{
insumo0[,"eblup"] <- as.numeric(eblup2$est$eblup[,1])
insumo0[,"mse"] <- as.numeric(eblup2$mse)
DomNot <-merge(DomNotSel,Infdominio, by = "Dominios")
DomNot[,"eblup"]<- t(eblup2$est$fit$estcoef[,"beta"] %* %
t(cbind(X0 =1,DomNot[,Zk])))[,1]
RECM Pred dir = mean((DomNot$eblup - DomNot$PromeidoPob)^2)
Dom eblup <- insumo0[,c("D", "eblup","mse")]
names(Dom eblup)<- c("Dominios", "eblup","mse")
Dom eblup$Metodo<- "Eblup"
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Dom Pred <-DomNot[,c("Dominios", "eblup")]
Dom Pred$mse<- NA
Dom Pred$Metodo<- "Predic"
Dom eblup dir <- data.frame(Estimador = E2DM,
rbind(Dom eblup,Dom Pred)) %> %
arrange(Dominios)
}
## Modelo SAE con calibracion ##
# eblup <- eblupFH(Formula, vardir = sd2,data =
insumoCal, method = "REML")
eblup2 <- mseFH(Formula, vardir = sd2,data =
insumoCal, method = "ML")
if(!eblup2$est$fit$convergence){
insumoCal[,"eblup"] <- NA
insumoCal[,"mse"]<- NA
RECM Pred Cal <- NA
Dom eblup Cal <- data.frame()
}else{insumoCal[,"eblup"]<- as.numeric(eblup2$est$eblup[,1])
insumoCal[,"mse"] <- as.numeric(eblup2$mse)
DomNot<-merge(DomNotSel,Infdominio, by = "Dominios")
DomNot[,"eblup"]<- t(eblup2$est$fit$estcoef[,"beta"] %* %
t(cbind(X0 =1,DomNot[,Zk])))[,1]
RECM Pred Cal = mean((DomNot$eblup - DomNot$PromeidoPob)^2)
Dom eblup <- insumoCal[,c("D", "eblup","mse")]
names(Dom eblup)<- c("Dominios", "eblup","mse")
Dom eblup$Metodo<- "Eblup"
Dom Pred<- DomNot[,c("Dominios", "eblup")]
Dom Pred$mse<- NA
Dom Pred$Metodo <- "Predic"
Dom eblup Cal <- data.frame(Estimador = "Calib",
rbind(Dom eblup,Dom Pred)) %> %arrange(Dominios)
}
## Preparar salida ##
X <- rbind(insumoCal,insumo0)
X$diff dir <-(X$PromY - X$PromeidoPob)^2
X$diff eblup <- (X$eblup - X$PromeidoPob)^2
RECM <- X %> % group by(Estimador) %> %
summarise(RECM dir = mean(diff dir),
RECM eblup = mean(diff eblup))
RECM <- merge(RECM, data.frame(Estimador = c(E2DM,"Calib"),
RECM Pred = c(RECM Pred dir, RECM Pred Cal)))
eblup <- rbind(Dom eblup dir, Dom eblup Cal)
return(list(RECM = RECM, eblup = eblup)) }
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A.1.5. Función sim2 y simV
Estas funciones se encargan de correr, en los distintos escenarios de simulación,
todas las funciones definidas anteriormente y genera las salidas presentadas en el
estudio de simulación.
sim2 <- function(fd, fn, Pob,nsim ){
ndomin <- nrow(Pob$Parametros)
nobs <- nrow(Pob$Poblacion)
nd1 <- round(ndomin*fd)
n <- round(nobs * fn)
XR <- sapply(nsim,function(i){
EblubPV(Pob, n = n, nd = nd1, s1DM = "MAS",s2DM = "MAS", E2DM = "MAS")})
#################### eblup ######################
eblupProm <- XR["eblup",] %> % plyr::ldply() %> %
merge(Pob $Parametros[,c("Dominios","PromeidoPob")] ) %> %
mutate(dif2 = (eblup - PromeidoPob)^2,
sesgo =(eblup - PromeidoPob) / PromeidoPob) %> %
group by(Estimador) %> %summarise( MedEblup = mean(eblup),MSE = mean(dif2),
CV Eblup = 100*sqrt(MSE)/MedEblup,sesgo Eblup = 100*mean(sesgo) )\MedEblup,
sesgo Eblup = 100*mean(sesgo) )
#################### directo ######################
DirProm <- XR["E dir",] %> % plyr::ldply() %> %
mutate( dif2 = (PromY - PromeidoPob)^2,
sesgo = (PromY - PromeidoPob) / PromeidoPob) %> %
group by(Estimador) %> %
summarise( Media = mean(PromY),VarMed = mean(dif2),
CV dir = 100*sqrt(VarMed)/Media, sesgo dir = 100*mean(sesgo) )
sin <- merge(DirProm, eblupProm, all = TRUE)
sin$d <- fd sin$n <- fn sin }
SimV <- function(miss, corx,sim){
nsim <- 1:sim
Pob <- pobartificial(N= 50000, Xi = 2, d = 200,
miss = miss, np = 5, item = 70, CorX = corx)
s<- rbind(sim2(fd = .3, fn = .05 , Pob = Pob , nsim = nsim ),
sim2(fd = .3, fn = .1 , Pob = Pob , nsim = nsim ),
sim2(fd = .3, fn = .2 , Pob = Pob , nsim = nsim ),
sim2(fd = .5, fn = .05 , Pob = Pob , nsim = nsim ),
sim2(fd = .5, fn = .1 , Pob = Pob , nsim = nsim ),
sim2(fd = .5, fn = .2 , Pob = Pob , nsim = nsim ),
sim2(fd = .7, fn = .05 , Pob = Pob , nsim = nsim ),
sim2(fd = .7, fn = .1 , Pob = Pob , nsim = nsim ),
sim2(fd = .7, fn = .2 , Pob = Pob , nsim = nsim ) )
s$miss <- miss
s$Corx <- corx
s}
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A.1.6. Rutina para correr la simulación
Una vez definido las funciones a utilizar y las poblaciones artificiales, se procede a
realizar las simulaciones con los siguientes códigos.
library(mirt)
library(lattice)
library(car)
library(TAM)
library(TeachingSampling)
library(dplyr)
library(plyr)
library(sae)
library(sampling)
require(ggplot2)
##source("Funciones/funciones.R") ##
## Población ##
faltante<- c(0.1, 0.2, 0.3)
correlaX<-c("A", "M", "B")
escenarios<-expand.grid(faltante, correlaX)
for(i in 1:9){
salida <- SimV(escenarios[i,"Var1"], escenarios[i,"Var2"], sim= 100000)
tt<-paste0(escenarios[i,"Var1"], " ", escenarios[i,"Var2"])
tt<-paste0("../Output/salida ", tt, ".txt")
write.table(salida, tt, sep = "\t", quote = F, row.names = F,dec = ",")
}
A.2. Códigos Empleados para el estudio de si-
mulación del estimador propuesto para la
proporción
Para el estudio de simulación que se realizó para estimar la proporción, estos fueron
los códigos empleados.
A.2.1. Función InfoAux
Esta función genera la información auxiliar a nivel de estudiante y a nivel de
dominio. Los argumentos de esta función son:
Y La variable de interés a la cual se le desea generar información auxiliar
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CorX Tipo de correción entre las habilidades y las variables auxiliares. Pue-
den ser: Alta, medias o bajas. Estas mismas correlaciones se definirán
para los dominios.
nvars Número de variables auxiliares que se desean generar.
InfoAux <- function(Y, CorX = "B", nvars = 2){
d = length(Y)
M <- diag(x = 0 ,nrow = nvars)
#M <- 0.5 ^ abs(col(M) - row(M))
Xnames <- paste0("X",1:nvars)
X = as.data.frame( matrix(NA,d,nvars), stringsAsFactors = FALSE )
names(X) <- Xnames
sigma <- seq(1, 500, len = 100)
for (ii in Xnames) {
for(jj in 1: length(sigma)) {
# e1 <- as.data.frame( mvtnorm::rmvnorm(d, rep(500, nvars), M) )
# names(e1) <- Xnames
X[[ii]] <- Y + rnorm(d, 3000, sigma[jj] )
rho = cor(X[[ii]], Y)
if(rho >= 0.2 & rho <= 0.4 & CorX == "B") { break}
if(rho >= 0.45 & rho <= 0.75 & CorX == "M" ) {break}
if(rho > 0.75 & CorX == "A") {break}
}
}
return(X)
}
A.2.2. Función ThetaDom
Esta función genera las habilidades de los estudiantes por cada dominio. Los ar-
gumentos de esta función son:
x Vector de información que contienen el número de observaciones, el
promedio de las habilidades de los estudiantes dentro de cada dominio
y el nombre de los dominios
Homog Si la habilidad de los estudiantes dentro de un dominio es homogénea
o no.
Nestud Cantidad de estudiantes que se espera dento de un dominio.
Xi Cantidad de variables auxiliares a nivel de individuo.
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rho Tipo de correción entre las habilidades y las variables auxiliares. Pue-
den ser: Alta, medias o bajas. Estas mismas correlaciones se definirán
para los dominios.
ThetaDom <- function(x, Homog = FALSE, Nestud = 30, Xi = 2, rho = "A"){
Nd = x[["Nd"]]
PromPob <- x[["PromPob"]]
idDom <- paste0("D",x[["Dominios"]])
### Estudiantes por colegio #######
NEE = round(Nd/Nestud)
IdE <- paste0("E",sample(NEE,Nd,replace = TRUE))
#### tipo de población ###########
if(Homog){
Theta <- rnorm(Nd, PromPob, runif(Nd,.5,1.5))
}else{
Nd1 <- ceiling(Nd*.75)
Nd0 <- Nd - Nd1
Theta <- c(rnorm(Nd1, PromPob, runif(Nd1,.5,1.5)) ,
rnorm(Nd0, -PromPob, runif(Nd0,.5,1.5)) )
}
######## Informacion auxiliar para la calibacion de items
X <- InfoAux( Y = Theta, CorX = rho , nvars = Xi) %> %
mutate(Theta = Theta, IdE = IdE, Dominios = idDom) %> %
arrange(IdE) %> % dplyr::select(Dominios, IdE, Theta, matches("X"))
return(X)
}
A.2.3. Función Pob Artificial
Esta función fue definida en la sección A.1.2.
Pob Artificial <- function(N = 50000, d = 100, nvars = 2,
nitem = 70, Nestud = 30, miss = 0.7,
Media nueva = 300 , sd nueva = 50){
### Observaciones por dominio
Dominios <- sample(d, N, replace = T, prob = rbeta(d,20,75))
#Infdominio <- as.data.frame(Dominios) %> % group by(Dominios) %> %
#summarize(Nd =n()) %> % mutate(PromPob = seq(-5,5,length = d))
Infdominio <- as.data.frame(Dominios) %> % group by(Dominios) %> %
summarize(Nd =n()) %> % mutate(PromPob = rnorm(d, 0, 3.5))
ThetaPob <- Infdominio %> % split(.$Dominios) %> %
map(ThetaDom, Nestud = Nestud, Xi = nvars) %> %
plyr::ldply() %> % mutate(.id = NULL)
#cor(ThetaPob$Theta, ThetaPob$X1)
#ThetaPob %> % group by(Dominios) %> % summarise(dd= cor(Theta, X1)) %> % arrange(dd)
### Cambio de escala
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InfEscuela <- ThetaPob %> % mutate(Theta = as.numeric(scale(Theta))*sd nueva +
Media nueva) %> %
group by(Dominios,IdE) %> % summarize(Theta = mean(Theta), Nd = n())
## Calcular la theta por dominio
Infdominio <- InfEscuela %> % group by(Dominios) %> %
summarize(Nd = sum(Nd), Theta = mean(Theta))
## Informacion auxiliar por correlacion
Infdominio <- sapply( c("A","M","B") ,
function(CorDom){
cbind( Infdominio,
InfoAux( Infdominio[["Theta"]], CorX = CorDom)
) %> % as.data.frame()})
Infdominio <- colnames(Infdominio) %> % map(~Infdominio[,.x] %> % as.data.frame())
names(Infdominio) <- c("A","M","B")
#Infdominio %> % map(~.x %> % summarise(dd= cor(Theta, X1)))
######## Genera la matriz de respuestas sujeta a la habilidad
######## y cada poblacion
a <- rnorm(nitem,0, 1)
b <- rlnorm(nitem,0,0.2)
String Resp <- simdata(a = 1.702*a, d = 1.702*a*b,
itemtype = ’3PL’,Theta = matrix(ThetaPob$Theta) )
######### introduccion de datos faltantes##################
String Resp <- gen.mis( String Resp, na.s = miss, npar = 3 )
String Resp <- data.frame(ThetaPob[,1:3],String Resp)
################ Salida ##############################
list(Poblacion = String Resp,
Infdominio = Infdominio,
InfEscuela = InfEscuela,
Escala = list(Media = Media nueva, Sd = sd nueva),
ItemPar = list(a = a, b = b))
}
A.2.4. Función Sel Muestras
Esta función permite la selección de la muestra y la generación de la variable
dicotómica para la estimación de la proporción. Los argumentos de la distribución
son:
Pob La salida de la problación artificial definida en la sección A.2.3.
frac d Fracción de dominios a seleccionar.
frac EE Fracción de estudiantes a seleccionar.
P corte Punto de corte para generar la variable dicotómica.
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Sel Muestras <- function(Pob, frac d = 0.1, frac EE, P corte = NULL){
E.plaus <- function(x, Media, Sd) {
Xitems <- select(x, matches("Item")) %> % data.frame()
IDX <- grep("Item", names(x), invert = TRUE, value = TRUE )
### Estimar modelo 3PL
Mod <- tam.mml.3pl(resp = Xitems, Y = NULL,
item.elim = TRUE, control =
list(maxiter = 100 ) )
plaus <- tam.pv(Mod,nplausible = 5, normal.approx = TRUE)$pv[,-1]
if(cor(x[["Theta"]],plaus[,1]) < 0){
plaus <- -1*plaus}
plaus <- (scale(plaus)*Sd + Media ) %> % as.data.frame()
data.frame( x[,IDX], plaus )
}
Poblacion <- Pob$Poblacion
## Muestra de dominios
InfPob <- Pob$Infdominio[[1]] %> % sample frac(frac d)
Media nueva <- Pob$Escala$Media
Sd nueva <- Pob$Escala$Sd
#if(is.null(P corte)){P corte <- Media nueva }
Prop Pob <- Poblacion %> % mutate(Prop = ifelse(scale(Theta)*Sd nueva +
Media nueva > P corte ,1,0)) %> %
group by(Dominios) %> % summarise(Prop R = mean(Prop)) %> % arrange(Prop R)
# NEscuelas <- Poblacion %> % select(Dominios,IdE) %> % unique() %> %
# group by(Dominios) %> % summarize(NE =n())
### Sel muestra
Muestras EE <- lapply(frac EE, function(x){
NEscuelas <- filter(Poblacion, Dominios %in % InfPob$Dominios ) %> %
group by(Dominios) %> % summarise(NE = n())
left join(NEscuelas, Poblacion, by = "Dominios") %> %
split(.$Dominios) %> %
map df(~.x %> % sample frac(x) %> %
mutate(nE = n(), pik = nE/NE, Prop = NULL ))
} )
names(Muestras EE) <- paste0("fn ", frac EE )
#browser()
# Muestras EE <- Muestras EE %> % map(~left join(.x, Poblacion,
# by = c("Dominios", "IdE") ) %> % data.frame())
###############################
### Plausibles
Muestra <- Muestras EE %> % map(~ .x %> % E.plaus(Media = Media nueva, Sd = Sd nueva))
Muestra <- Muestra %> % map(~.x %> % mutate at(vars(matches("Pv")),
function(x) ifelse(x > P corte ,1,0) ))
Muestra <- Muestra %> % map(~merge(.x,Prop Pob, by = ’Dominios’))
Muestra
}
# frac d = 0.6; frac EE= 0.5; P corte = 270
# Pob<- Pob Artificial()
# Muestra <- Sel Muestras(Pob, frac d, frac EE, P corte)
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A.2.5. Función auxHajek
Esta función permite estimar la proporción utilizando el estimador de una razón.
Los argumentos de esta función son:
Muestra Salida de la función Sel Muestras definida en la sección A.2.4.
aux Hajek <- function(Muestra){
Est pro<- function(yk, pik, N){
test<- sum(yk/pik)
n<- length(yk)
Nest<- sum(rep(1, n)/pik)
propest<- test/Nest
ek<- yk-propest
varest<- (1/Nest^2) * ( (Nest^2)/ n)* (1- (n/Nest)) * var(ek)
data.frame("pest"= propest, "variest"= varest)
}
nE <- Muestra %> % group by(Dominios) %> % summarise(nd = unique(nE))
tmuesta <- gather(Muestra, PV, Valor, -IdE ,-nE, -NE,-Dominios, -pik, -Theta, -Prop R )
PropH <- tmuesta %> % split(.$Dominios) %> % map df(~.x %> % split(.$PV)
%> % map df(~Est pro(yk= .$Valor, pik =.$pik,
N= .$NE)) %> %
summarise(EProp= mean(pest),
var1=mean(variest),
var2= var(pest)), .id = "Dominios") %> %
mutate(Var pv= var1+ (1+(1/5))*var2) %> % select(-var1, -var2)
PropH <- merge(PropH,nE)
return(PropH)
}
E Hajek <- function(Muestra){
Muestra %> % map(~.x %> % aux Hajek )}
# E Hajek(Muestra)
A.2.6. Función AuxMod
Esta función permite hacer la estimación bayesiana de la proporción utilizando la
libreŕıa BayesSAE. El argumento de esta función es:
xdata Salida de la función Sel Muestras definida en la sección A.2.4.
AuxMeger <- function(infAux, list xdat){
lapply(infAux, function(y){
list xdat %> % map(~.x %> % merge(y)) })
}
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auxMod <- function(xdat){
xnames <- names(xdat)
y = "EProp"
vary = "Var pv"
Xs = paste0(grep(xnames, pattern = "^X",value = TRUE),collapse = " + ")
mod <- paste0( y," ~ ",Xs," | ",vary)
fit <- BayesSAE(formula(mod), data = xdat , innov = "normal", mcmc = 5000, tran = "logit",
prior = list( beta.type = "non in",
sigv.type = "inv gamma",
sigv.prior = list(a0 = 0.01, b0 = 0.05)))
data.frame(xdat, E SAE Bayes = summary(fit)$theta) %> %
select(Dominios, E SAE Bayes )
}
# ## Cuenticas ##########
# aa<- auxMod(xdat)
# bb<- Muestra$fn 0.5 %> % group by(Dominios) %> % summarise(Prop Real=mean(Prop R))
# cc<- merge(aa, bb) %> % mutate(diff= 100*(Prop Real- E SAE Bayes)/Prop Real)
A.2.7. Función auxWinBUGS
Esta función permite hacer la estimación de la proporción utilizando la metodo-
logóa propuesta en esta tesis. Los argumentos son:
xdata Salida de la función Sel Muestras definida en la sección A.2.4.
params Parámetro de rastreo.
# xdat<- Muestra$fn 0.5 %> % group by(Dominios) %> % summarise(nd= n()) %> % merge(xdat)
auxWinBUGS <- function(xdat, params = "mu"){
scale2 <- function(x, na.rm = FALSE) {
y <- (x - mean(x, na.rm = na.rm)) / sd(x, na.rm)
y*3+0.5
}
X <- select(xdat, matches("X")) %> % mutate all(scale2) %> % mutate(X0 = 1)
X = X[,order(names(X))]
Prop <- "EProp"
datos <- list(
p = ncol(X) - 1,
D = nrow(X),
Phi = xdat[["nd"]] - 1,
Prob = xdat[[Prop]],
X = X
)
Xs = paste0(grep(names(xdat), pattern = "^X",value = TRUE),collapse = " + ")
mod <- paste0( "EProp ~ ",Xs," | ","Var pv")
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fit <- BayesSAE(formula(mod), data = xdat , innov = "normal", mcmc = 5000, tran = "logit",
prior = list( beta.type = "non in",
sigv.type = "inv gamma",
sigv.prior = list(a0 = 0.01, b0 = 0.05)))
aa <- summary(fit)
BetaIn <- setNames(aa$cf[,1], names(X))
valIni <- list("Beta" = BetaIn, "sigma" = 1)
#valIni <- list("Beta" = round(colMeans(X),5), "sigma" = 1)
###### Modelo #############
text Model <- "model
{
for ( i in 1:D)
{
a[i] = mu[i]*Phi[i]
b[i] = (1-mu[i])*Phi[i]
Prob[i] ~ dbeta(a[i], b[i])
u[i]~dnorm(0, sigma u)
logit(mu[i]) = inprod(Beta[], X[i, ])+u[i]
}
for ( k in 1:(p+1) ){
Beta[k]~dnorm(0,0.1)
}
sigma ~ dgamma(D,0.5)
sigma u <- 1/sigma
}
"
ModelX <- jags.model( textConnection(text Model) , data = datos,
inits = valIni, n.chains = 1, n.adapt=5000 )
samps <- coda.samples( ModelX, params, n.iter=10000 )
E SAE WinBUGS <- summary(samps)$statistics[,"Mean"] %> % as.numeric()
data.frame(xdat, E SAE WinBUGS = E SAE WinBUGS ) %> %
select(Dominios, E SAE WinBUGS )
}
A.2.8. Función Meto Est
Esta función permite generar las estimaciones en los distintos escenarios de simu-
lación. Los argumentos de esta función son:
Pob Salida de la función Pob Artificial.
fracd Fracción de dominios a seleccionar.
fracEE Fración de estudiantes a seleccionar en la muestra.
Pcorte Punto de corte para generar la variable indicadora.
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Meto Est <- function(Pob, fracd = .3, fracEE = c(0.4, 0.7), Pcorte = 270){
Muestra <- Sel Muestras(Pob, frac d = fracd, frac EE = fracEE, P corte = Pcorte)
Pob$Poblacion$Prop <- ifelse( (scale(Pob$Poblacion$Theta)*Pob$Escala$Sd +
Pob$Escala$Media) > Pcorte, 1,0)
Theta Porp <- Pob$Poblacion %> % group by(Dominios) %> % summarise(Theta Prop = mean(Prop))
InfAuxDomi <- Pob$Infdominio
Est dir <- E Hajek(Muestra)
InsumoSAE <- AuxMeger(InfAuxDomi,Est dir)
BayesSae <- InsumoSAE %> % lapply(., function(y){
y %> % map df( auxMod, .id = "Fn" ) }) %> % plyr::ldply(.id = "Corx") %> %
mutate("Metodo" = "E Dir")
SAE WinBUGS <- InsumoSAE %> % map df(~.x %> %
map df(~auxWinBUGS(xdat = .x),
.id = "Fn" ), .id = "Corx") %> %
mutate("Metodo" = "E Dir")
Directos <- Est dir %> % plyr::ldply(.id = "Fn") %> %
select(Fn,Dominios, EProp) %> %
merge(Theta Porp) %> %
mutate( Estimate = EProp, EProp = NULL,
Metodo = "E Dir", SAE = "No aplica" , Corx = "No aplica" )
Result <- rbind(
merge(BayesSae, Theta Porp) %> %
mutate(SAE = "Bayes", Estimate = E SAE Bayes,
E SAE Bayes = NULL ),
merge(SAE WinBUGS, Theta Porp) %> %
mutate(Estimate = E SAE WinBUGS, SAE = "WinBUGS",
E SAE WinBUGS = NULL ))
rbind(Directos, Result)
}
RumSim <- function(Miss = 0.3, corte = 270, Rep = 100000, ...){
Pob <- Pob Artificial(miss = Miss,...)
SimProp <- 1:Rep %> % map(~ frac dom %> % map(~Meto Est(Pob, fracd = .x,
fracEE = frac in dom, Pcorte = corte )))
Cuentas <- 1:length(frac dom) %> % map(function(y){
temp1 <- SimProp %> % map df(~.x[[y]]) %> %
mutate(Diff = (Estimate - Theta Prop)^2) %> %
group by(Dominios, Fn, Metodo, SAE, Corx ) %> %
summarise(RMSE =sqrt( mean(Diff)))
SAE <- temp1 %> % filter(SAE != "No aplica") %> %
unite(temp, Corx, SAE) %> %
spread(key = temp, value = "RMSE", fill = 0)
merge(SAE, temp1 %> % filter(SAE == "No aplica") %> %
rename(E Dir = RMSE) %> % data.frame() %> %
select(Dominios, Fn , E Dir) )
}
)
names(Cuentas) <- paste0("Frac dom", frac dom)
salida <- list(Resultado = Cuentas, Poblacion = Pob, Rsim = SimProp)
save(salida, file = paste0("../Output/salida miss = ", Miss,
" punto Corte = ", corte, ".rdata"))
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return(salida)
}
A.3. Códigos computacionales de la aplicación
Códigos computacionales para el ejemplo de la aplicación del promedio
library(intsvy)
library("dplyr")
library("ggplot2")
library("tidyr")
library(survey)
library(tidyverse)
library(haven)
library(sae)
library(readxl)
library(xtable)
## Cargue de la información ####################################
setwd("C:/Users/CRISTAN/Desktop/Aplicaciı́n PISA")
load("C:/Users/CRISTAN/Desktop/Aplicaciı́n PISA/PISA2015.Rdata")
PISA 2012 <- read excel("Info auxiliar PISA 2012.xlsx")
Agre Mate <- pisa2015.mean.pv(pvlabel = "MATH", by = c("CNT"),
data = PISA2015) %> %
rename(Math2015 = Mean,MathSE = "s.e." ) %> %
dplyr::select("CNT",Math2015, MathSE ) %> %
mutate(Math2015= round(Math2015))
## Generando estimadores directos usando los valores Plausibles ###########
####### Método de remuestreo BRR (Buscar en el libro de Survey) ###########
PISA 2015<- left join(Agre Mate, Agre Leng) %> % left join(Agre Cienc)
PISA 2015$CNT<- as.character(PISA 2015$CNT)
dataSAE <- left join(PISA 2015,PISA 2012, by= "CNT") %> % na.omit()
### Caso Matemáticas ######################################################
attach(dataSAE)
fitMath<- mseFH(Math2015 ~ Matemáticas + Lenguaje + Ciencias , vardir = MathSE^2)
dataSAE$CveSAE Math<- (sqrt(fitMath$mse)/fitMath$est$eblup)*100
dataSAE$Cve Math<- (MathSE/Math2015)*100
### Eliminando paises ###################################################
dataSAE2 <- dataSAE %> % sample frac(.80)
### Caso Matemáticas ######################################################
attach(dataSAE2)
SAEPredt <- anti join(dataSAE[,c("CNT","Matemáticas", "Lenguaje" , "Ciencias")],
dataSAE2, by = "CNT") %> % mutate(Int = 1)
nombres<- SAEPredt[,1]
X<- SAEPredt %> % dplyr::select(Int, "Matemáticas", "Lenguaje" , "Ciencias")
fitMath2<- mseFH(Math2015 ~ Matemáticas + Lenguaje + Ciencias , vardir = MathSE^2)
SAEPredt$estSAEMate<- as.matrix(X) %* % matrix(fitMath2$est$fit$estcoef$beta,4)
%> % as.vector()
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aa<- left join(SAEPredt, dataSAE)
prediciones<- aa[, c(13, 7, 6 )]
prediciones$sesgo rela<- round(((aa$Math2015-aa$estSAEMate)/aa$Math2015)*100, 1)
prediciones<- prediciones %> % arrange(Paı́ses) %> % xtable()
print.xtable(prediciones,include.rownames = FALSE)
Códigos computacionales para el ejemplo de la aplicación de la proporción.
library(intsvy) library("dplyr")
library("ggplot2")
library("tidyr")
library(survey)
library(tidyverse)
library(haven)
library(sae)
library(readxl)
library(xtable)
## Cargue de la informacion ####################################
setwd("C:/Users/CRISTAN/Desktop/Aplicación PISA")
setwd("C:/Users/CRISTAN/Dropbox/sae(1)/Simulacion/Aplicaciı́n PISA")
load("PISA2015.Rdata")
## Cargue de funciones
source("funciones V01.r", encoding = "UTF-8")
## Leer datos de PISA
PISA 2012 <- read excel("Info auxiliar PISA 2012.xlsx")
Proc <- function(x , na.rm = FALSE) ifelse(x>=408 & x<= 480,1,0)
PISA2015 1 <- PISA2015 %> % mutate at(vars(matches("PV")), Proc)
Agre Mate <- pisa2015.mean.pv(pvlabel = "MATH", by = c("CNT"), data = PISA2015 1) %> %
rename(Math2015 = Mean, MathSE = "s.e.", nd = Freq ) %> %
dplyr::select(CNT:MathSE ) %> % mutate(Math2015 = (Math2015))
Agre Leng <- pisa2015.mean.pv(pvlabel = "READ", by = c("CNT"), data = PISA2015 1) %> %
rename(Read2015 = Mean,ReadSE = "s.e." , nd = Freq) %> %
dplyr::select(CNT:ReadSE ) %> % mutate(Read2015 = (Read2015))
Agre Cienc <- pisa2015.mean.pv(pvlabel = "SCIE", by = c("CNT"), data = PISA2015 1) %> %
rename(SCIE2015 = Mean, SCIESE = "s.e." , nd = Freq) %> %
dplyr::select(CNT:SCIESE ) %> % mutate(SCIE2015= (SCIE2015))
## Generando estimadores directos usando los valores Plausibles ###
####### Metodo de remuestreo BRR (Buscar en el libro de Survey) ###
PISA 2015<- left join(Agre Mate, Agre Leng) %> % left join(Agre Cienc)
PISA 2015$CNT<- as.character(PISA 2015$CNT)
names(PISA 2012)[-c(1:2)] <- paste0("X", names(PISA 2012[-c(1:2)]))
dataSAE <- left join(PISA 2015, PISA 2012, by= "CNT") %> % na.omit()
%> % rename(Dominios = CNT)
### Caso Matematicas ##################
matewinbugs<- merge(auxWinBUGS(dataSAE, Prop = "Math2015"),
auxMod(dataSAE, Prop = "Math2015")) %> %
merge(dataSAE %> % dplyr::select(Dominios, Paı́ses, matches("Math")))
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