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In t roduct ion  
I n  t h i s  paper we consider t h e  fol lowing opt imal  c o n t r o l  prob- 
lem. Consider a c o n t r o l  system 
where f maps Jo X Y X E i n t o  Y, Jo = [ao,bo] i s  an i n t e r v a l ,  and Y,E 
a r e  Euclidean spaces. 
J C Jo i s  an i n t e r v a l ,  y: J +Y i s  absolu te ly  continuous, u: J + E  
i s  Lebesgue measurable, and $(t) = f ( t , y ( t ) , u ( t ) ) ,  u ( t )  E U ( t , y ( t ) )  
almost everywhere (a .e . )  i n  J. The c o n t r o l  domain U i s  a map from 
Jo x Y i n t o  subsets  of E. 
By a so lu t ion  of  (0.1) i s  meant a t r i p l e  ( J ,y ,u) ,  where 
Besides the  system (O.l), a " c o s t  function" 
i s  given;where (J,y,u) i s  a solut ion of (0.1) and g maps Jo x Y x E 
i n t o  another Euclidean space X. An order  ''9 i s  given i n  X and with 
r e spec t  t o  which t h e  pos i t i ve  cone C i s  convex and closed and C-C = 
( x l x  = c p*, c1,c2 E c] = x. 
The problem i s  t o  minimize I (wi th  r e spec t  t o  t h e  order  i n  
X) i n  a given c l a s s  R of solut ions of (0.1). The c l a s s  Q may 
be determined, f o r  instance,  by boundary condi t ions  
c 
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y( ao) E Ao, y(bo) E Bo where Ao,Bo a r e  given f ixed s e t s .  Since 
t h e  order i s  i n  general ,  not  t o t a l  we a r e  thus  looking f o r  minimal po in t s  
of I(Q) 
a* E R such t h a t  fo r  each LU E R t h e  inequal i ty ,  I(a) 5 I (w*) 
r a the r  than an absolu te  minimum; t h a t  i s  we want t o  f ind  
implies  I ( w * )  5 I(c0). Such an w* w i l l  be ca l l ed  an optimal solu- 
t ion. -
T h i s  problem (o f  minimizing a vector-valued funct ion r a t h e r  
tha? a funct ional)  has been formulated and discussed 
and i s  of some i n t e r e s t  i n  appl icat ions.  For re ferences  we r e f e r  
t h e  reader  t o  t h e  paper [2]. In t h i s  paper t he  authors  give 
necessary conditions f o r  an optimal so lu t ion .  
I n  t h i s  paper we seek condi t ions on f,g,U and 
Q which guarantee the  ex is tence  of an optimal so lu t ion .  
I n  a recent  paper Lambert0 Cesar i  [l] gave seve ra l  theorems 
of t h i s  nature fo r  t he  case when X i s  one dimensional. I n  c o n t r a s t  
t o  preceding papers ( c f .  f o r  example, F i l ippov [ 31, Marcus and Lee 
[ 111, Roxin [ 131, Waiewski [ 173 ) non-compact c o n t r o l  do- 
m a i n s  U a r e  considered i n  [ l], which allows t h e  author  t o  give a 
uni f ied  and very general  ex is tence  theory  applying t o  b o t h  t h e  
Pontryagin optimal c o n t r o l  problem a s  we l l  a s  t o  t h e  c l a s s i c a l  La- 
grange problem i n  the  ca l cu lus  of va r i a t ions .  The present  paper i s  
s t rongly  inspired by Cesa r i ' s  recent  work and it p resen t s  some genera l i -  
za t ions  of the l a t t e r .  The gene ra l i za t ions  a r e  two fo ld .  On t h e  
one hand we t r e a t  t h e  problem with a vector-valued cos t  func t ion  
whereas Cesari considered t h e  s c a l a r  case.  On t h e  o ther  hand 
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we a r e  ab le  t o  r e l a x  t h e  r e g u l a r i t y  condi t ions on f , g  and U. 
To use an analogy from ordinary d i f f e r e n t i a l  equations,  t h e  con t inu i ty  
requirements a r e  replaced by Carathfbdory' s type  assumptions. For a more 
de t a i l ed  account of t h e  r e l a t i o n  between our r e s u l t s  and those  of 
Cesari  see Remark 2 of Section 3. 
However t h e  novel ty  of the  paper l i e s  perhaps more i n  the  
approach than i n  t h e  r e s u l t s  themselves. 
z e v e s  t h a t  t h e  lemma of Sect ion l i s  by i t s e l f  of some i n t e r e s t .  
I n  p a r t i c u l a r  t h e  author be- 
To prove t h e  exis tence of a minimal poin t  of I ( R )  one 
shows f i r s t  t h a t  t h e  c losure  I ( R )  has one. This  gives  a minimizing 
sequence and now one wants t o  connect with such a sequence 
an element u* of R such t h a t  I(u*) S lim I.(%) = a minimal poin t  
of I(n7. T h i s  i s  usua l ly  done by e s t ab l i sh ing  a c e r t a i n  compactness 
{%] C R  
k + m  
proper ty  f o r  52 and con t inu i ty  fo r  I. For  example, F i l i ppov ' s  
ex is tence  theorem [3,4] can be based upon t h e  fol lowing f a c t  ( c f .  [lo]). 
Suppose R i s  t h e  s e t  of absolu te ly  continuous f u n c t i m s  y: J +Y, 
uniformly bounded on J (by a fixed constant)  and such t h a t  $(t) E 
P ( t )  a.e.  i n  J, where P ( t )  i s  a convex and closed subset  of  Y and 
maX IIp\I i s  bounded by an in tegrable  funct ion.  Then R i s  com- 
pac t  i n  t h e  uniform convergence topology. The l e m a  of Section 1 i s  
P E P ( t )  
a s u i t a b l e  extension of t h e  above f a c t  so t h a t  it app l i e s  a l s o  t o  t h e  
noncompact case considered by Cesari. To be more s p e c i f i c ,  t h e  
boundedness assumption on P, which can be equiva len t ly  expressed as 
f o r  each c E Y t h e r e  i s  an in tegrable  cp 8 J -+R such t h a t  
C 
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i s  replaced i n  the  lemma by t h e  same condi t ion but  r e s t r i c t e d  t o  c 
from an open convex cone. This  allows P ( t )  t o  be unbounded but  
only i n  ce r t a in  d i r ec t ions .  I n  t h i s  case R i s  no longer compact 
bu t  s t i l l  each sequence conta ins  a convergent subsequence (pointwise,  
not  uniformly) t o  a funct ion which i s  not i n  genera l  abso lu t e ly  con- 
t inuous but i s  of bounded va r i a t ion .  The abso lu te ly  continuous p a r t  
of t h e  l i m i t  belongs t o  R while t h e  s ingular  p a r t  h a s  a c e r t a i n  
monotonicity property.  This type of convergence appears a l s o  i n  the  
Cesar i ' s  paper, bu t  ne i tne r  t h e  Lemma nor a s p e c i a l  case of it i s  
e x p l i c i t l y  s t a t ed  the re .  
We be l ieve  our approach i s  d i f f e r e n t  and more geometric. 
For instance the  so ca l led  growth condi t ion i n  t h e  ex is tence  theorems 
of t he  calculus  of v a r i a t i o n s  appearing a l s o  i n  [l] i s  replaced here  
by a geometrical assumption expressed i n  terms of  " t h e  shape" of cer -  
t a i n  convex s e t s .  Also, t h e  proof of t h e  lemma i s  based on a 
charac te r iza t ion  of convex closed s e t  which does not  conta in  a l i n e  
given i n  [ 7 ]  and on some simple ideas  used i n  [lo]. 
The optimal problem, described above i s  equivalent  t o  an 
optimization problem f o r  a system w i t h  multivalued right-hand s ide  or  
i n  Waiewski's terminology [17] an o r i en to r  f i e l d .  This  l a t t e r  prob- 
lem i s  t rea ted  i n  sec t ion  2. 
In  sec t ion  3 we s t a t e  and prove two exis tence  theorems con- 
cerning the o r i g i n a l  optimal problem descr ibed above. These r e s u l t s  a r e  
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obtained as a combination of t h e  r e s u l t s  of s ec t ion  2 and an appropr ia te  
extension of t h e  so  ca l l ed  Filippov' s i m p l i c i t  func t ion  lemma. 
1. The p r i n c i p a l  lemma. 
Relevant t o  our considerat ions i s  t h e  r o l e  played by closed 
convex s e t s  which do not  contain a l ine ,  and we begin by d i scuss ing  
some of  t h e i r  p roper t ies .  
The following charac te r iza t ion  of such s e t s  i s  contained 
i n  [TI, where a more genera l  case of i n f i n i t e  dimensional l i n e a r  
spaces i s  considered. 
Proposi t ion 1. Let Z be a f i n i t e  dimensional Euclidean space and 
P a proper subset  of Z. Then the  fol lowing two condi t ions  a reequ iva len t :  
( i) 
(ii) For each dense subset  D of Z t h e  e q u a l i t y  holds 
P i s  closed, convex and does not conta in  a l i n e .  
where <, > i s  t h e  s c a l a r  product i n  Z.  
For our purpose we w i l l  need a modif icat ion of (ii). For 
each subset P of Z de f ine  
c = (a1 p+X a E P f o r  each pep and h 2 0 )  
P ( 1-21 
The s e t  C i s  not empty (always contains  0) and i s  a cone. Indeed, P 
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it i s  c l ea r  by d e f i n i t i o n  (1 .2)  t h a t  i f  a E C p  and h 2 0 then 
ha E Cp; thus hC C Cp f o r  each h > O .  The s e t  C i s  c a l l e d  
t h e  asymptotic c ~ n e  of P. If P i s  closed then  Cp i s  closed 
and i f  P i s  COnVeX then  S O  i s  c Fina l ly ,  if p i s  c losed  and 
convex, the cone 
P P 
P' 
i s  proper (does not  conta in  a l i n e :  C n ( -Cp)  = ( 0 ) )  cP P 
if and only i f  P does not  conta in  a l i n e .  
Summing up we can s t a t e  t h a t  f o r  a 
which does not  conta in  a l i n e  t h e  asymptotic 
convex and proper. 
c losed convex s e t  P 
cone Cp i s  closed 
Consider now t h e  polar  C; of Cp; t h a t  i s , t h e  s e t  
0 Cp = (cl.: c, a > 2 0 f o r  each a E Cp). 
Note t h a t  t h e  supremum i n  t h e  right-hand s i d e  of (1.1) can 
0 be  f i n i t e  only if d E Cp. Thus (1.1) s t i l l  holds  i f  we r ep lace  D 
by  D n Cp o r  any dense subset  of C i .  Since i n  (ii) t h e  r e l a t i o n  
(1.1) i s  supposed t o  hold f o r  each dense D, it fol lows t h a t  i f  (ii) i s  
t r u e  then  Co has a non-empty i n t e r i o r  and D can be  replaced i n  (1.1) 




0 On t h e  other  hand i f  i n t  Cp i s  not  empty and f o r  each 
dense D C Z 
P =  n (21 < d,z  > 5 sup < d,p>] 
> PEP 0 dcD r l  i n t  Cp 
(1.4) 
then (1.1) holds. Indeed, for each D t h e  s e t  P i s  contained 
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i n  t h e  right-hand s i d e  of (1.1) and t h e  l a t t e r  i s  contained i n  t h e  
right-hand s i d e  of (1 .4)  and therefore  i s  i n  P. 
and have shown t h e  following: 
Hence we have (1.1) 
Proposi t ion l t e  If P i s  a proper subset  of Z then  
(i) i s  equivalent  t o  
(i?) Co has  a norbempty i n t e r i o r  and (1.4) holds  f o r  each dense sub- 
P 
s e t  D of  Z. 
Note t h a t  i f  P s a t i s f i e s  ( i) then  max < d, p > e x i s t s  f o r  
PEP 
each d E i n t  Co\ [O) and i s  f i n i t e .  Indeed, t h e  set 
0 i s  compact f o r  each a if d E i n t  Cp. If t h e  s e t  P were un- 
bounded, t h e r e  would e x i s t  an a # 0 such t h a t  p+ha E P 
d , a  
d? a 
and h > 0. Thus a E Cp C Cp. But < d,  
d ,a  for each E pd,a: 
p+ha > 2 a f o r  each h > 0 which impl ies  t h a t  < d , a  > 2 0. The 
l a t t e r  i n e q u a l i t y  con t r ad ic t s  t h e  assumption t h a t  d E i n t  Co\(0) . 
Therefore  P i s  bounded,and since it i s  always c losed , i t  i s  com- 
pact ,  and t h e  ex is tence  of max < d , p  > fol lows,  Hence i n  (1.4) 
'sup' can be  replaced by  'rnax'. 
d ,a  
PEP 
I n  which follows Z w i l l  b e  endowed with an order  '9 such 
t h a t  (Z,"s") form an ordered vector  space and such t h a t  t h e  p o s i t i v e  
cone C i s  closed and convex. (Note t h a t  t h e  same "5" i s  used t o  
denote  t h e  usua l  i nequa l i ty  between scalars.) 
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E C ) .  The s e t  X i s  a c2 Let x = C-c = {zl z = cl-c2, 
closed subspace of Z. By Y we denote t h e  orthogonal complement 
of X. I n  pa r t i cu la r ,  e i t h e r  X o r  Y can be  zero dimensional.  I n  o ther  
words, we do not exclude C = (0) or  C-C = Z. O f  course, Z i s  t h e  
d i r e c t  sum of X and Y and t h e r e f o r e  each z E Z can be  uniquely repre-  
sented a s  t h e  sum x+y where x E X and y E Y.  I f  a l e t t e r  o the r  than  
z ,  say c, i s  used t o  denote a po in t  i n  Z, then  cx and c w i l l  s tand for 
t h e  unique components of c i n  X and Y r e spec t ive ly .  
Now we can s t a t e  ou r  bas i c  lemma. 
Y 
Lemma. Let P be a map of an i n t e r v a l  J = [a ,b]  i n t o  closed con- 
vex subse ts  of Z. Assume t h a t  
-
= C f o r  each t E J 
p( t 1  (1.5) C 
and t h a t  for  each 
such t h a t  
c E i n t  Co\ (0)  t h e r e  i s  an in t eg rab le  c p c :  J + R  
where Co i s  t h e  polar  of C .  
Let zk: J + Z  be abso lu te ly  continuous and uniformly 
bounded on J, k = 1 ,2  ,... . Assume t h a t  f o r  each k 
























Under these assumptions there is a subsequence z k2 ' 
I 
i = 1,2, ... converging everywhere in J to a function z+v, where: 
1' Z is absolutely continuous and 
2' v is singular and increasing, that is, 
(1.9) ;(t) = 0 a.e. in J and v(s) S v(t) if s 5 t. 
3' If yk (t) denotes the Y-component of z (t), then 
i ki 
(1. lo) yk (t) + y(t) uniformly in J 
i 
where y(t) is the Y-component of z(t). 
The proof of the lema will be preceded by a proposition, 
which essentially is the one dimensional counterpart of the lemma. 
Proposition 2. Let %8 J + R  be absolutely continuous and uniformly 
bounded, k = 1,2 ,... . Assume that 
(1.11) %(t) 5 h(t) 5 cp(t) a.e. in J 
where cp is integrable. 




t o  a function a+@, where a: J +R i s  abso lu te ly  continuous and 
( 1.12) &(t) 5 h ( t )  a .e .  i n  J, 
and 6: J + R  i s  s ingu la r  and nonincreasing, t h a t  i s ,  
@(t)  = 0 a.e .  i n  J and B ( t )  2 ( 3 ( S )  if t (1.13) 
Moreover, f o r  each & > 0 t h e r e  i s  an i such t h a t  
0 
(1.14) B(b)-& 5 a (t)-a(t)  S @ ( a ) &  i f  i 2 i and t E J. 
0 ki 
t - Proof. Put y ( t )  = s ~ p  &,(t) and 6k( t )  = ak(t)- jay(T)dT.  By (1.11) 
y ( t )  5 h ( t )  a.e. i n  J and y i s  in tegrable .  Since (ak) i s  mi- 
formly bounded, so i s  ( tjk). By d e f i n i t i o n  t h e  6k a r e  nonin- 
c reas ing  for  each k; 6 ( t )  5 0 a.e .  i n  J f o r  each k. Thus an 
everywhere convergent subsequence (6, can be chosen and t h e  l i m i t  
k 
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func t ion  i s  a l s o  nonincreasing. A s  such, by t h e  canonica l  decomposi- 
t i o n  theorem, it can be  represented a s  t h e  sum 6+B, where 6 i s  ab- 
s o l u t e l y  continuous, @ i s  s ingular  and both  a r e  nonincreasing.  Thus 
t h e  corresponding sequence ( a  ] converges everywhere t o  a+@ where 
a ( t )  = 6( t )  + .f:u(T)dT. 
6 ( t ) + y ( t )  2 u( t )  I h( t )  . Thus (1.12) and (3 s a t i s f i e s  (1.13). 
ki 
Hence a i s  a b s o l u t e l y  continuous and &(t)  =
To prove t h e  second p a r t  of Proposi t ion 2, t a k e  an & > 0 
and choose a p a r t i t i o n  a = t < tl < ... < ts = b of J such t h a t  
0 
* I -  
I 
O 5 6 ( t . ) - 6 ( t j c l )  < &/2. Take i so l a rge  t h a t  16 ( t j ) -  
6 ( t . ) - @ ( t j ) l  < &/2 f o r  i 4 i and j = 0,'- ,..., s. These i n e q u a l i t i e s  
and monotonicity of 6k ,6 and f3 y ie ld  f o r  i 2 i and t .  5 t S tj+l 
ki J 0 
0 J 
I 
i i 0 J 
a ,*(t)-a(t)  = 6 ( t ) - 6 ( t )  5 6k ( t j ) - 6 ( t j ) +  &/2 5 p ( t . ) + &  
1 ki i J 
5 @(a)+& 
and s i m i  l a r  l y  I 
Hence (1.14) follows, which completes t h e  proof. 
Proof of t h e  lemma. Let us  take  an a r b i t r a r y  d e i n t  Co and put I 
%(t) = < d,z ( t )  >. Because of (1.6) and (1.7) {ak) s a t i s f i e s  k 
. t h e  assumptions of Proposi t ion 2 with h ( t )  = max < d,p > and 





where ad i s  abso lu te ly  continuous, 
& ( t )  5 max < d,p > a.e.  i n  J, 
PEP( t 1 d 
( 1.16) 
f3, i s  s ingular  and nonincreasing. Since i n t  Co i s  not empty and open 
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t h e r e  i s  a bas i s  Edl, ..., d } of Z contained i n  i n t  C . Mani- 
f e s t l y  t h e r e  i s  a subsequence (z } such t h a t  (1.13) and (1.16) 
holds f o r  each d = d j = 1 ,..., n. But [d l  ,..., d n ) i s  a b a s i s  and 
hence t h e  subsequence ( zk } i t s e l f  has  t o  be convergent. Therefore t h e  l i m i t  





a r e  unique so lu t ions  of t h e  fol lowing systems, r e spec t ive ly  
and z i s  absolu te ly  continuous and v i s  s ingular .  Now s ince  
we have a convergent subsequence, (1.15) 
and 
holds  f o r  each d E i n t  Co 
Clear ly ,  ad i s  absolu te ly  continuous and f3 i s  s ingu la r .  Moreover by 
Proposi t ion 2 (1.16) holds and pd i s  nonincreasing f o r  each d E i n t  Co.  
Hence 
d 
(1.17) < d , i ( t )  > S max < d,p> a.e.  i n  J 
PEP( t )  
and 
( 1.18) < d,v( t ) -v(s )  > S 0 i f  t < s. 













and ( 1.17) y ie ld  (1.8) while (1.18) implies t h a t  v( t ) - v (  s) E C, t h a t  
i s ,  second p a r t  of (1.9) holds.  
of zk converges uniformly t o  
i i 'k 
To prove t h a t  t h e  Y-component 
t h e  Y-component y of z note  tha t ,  i f  c E i n t  Co n X and d E Y, then 
d+hc E i n t  Co f o r  each X > 0. T h i s  follows from (1.2) and t h e  f a c t  
t h a t  < d+Xc, a > = X < c, a> i f  a E C C X, s ince  Y i s  t h e  or-  
thogonal complement of X. Let (dl, .  . .ds) be an orthonormal b a s i s  
i n  Y, and l e t  c a f ixed poin t  of i n t  Co fl X. Without loss of  g e n e r a l i t y  
0 
we may assume t h a t  v(a) = 0. Then by (1.9) v ( t )  E C C X for  each 
t E J. Take an B: > 0 and choose X > 0 such t h a t  f o r  each i = 
1,2,0.. 
By (L14) of Proposi t ion 2, (1.19) and t h e  equa l i ty  
<d. + Xco,zki(t) > = < dj,yk (t)  > + h < co,x ( t )  > 
i ki J 
we obta in  t h e  i n e q u a l i t y  
0.  
I < d y ( t ) - y ( t )  > I 4 2& if t E J and i 2 i 
j '  ki ( 1.20) 
It i s  c l e a r  t h a t  i can be choosen independently of j ,  s ince  j 
i s  from a f i n i t e  s e t .  Hence (1.20) implies  uniform convergence of y 





In t h e  next s ec t ion  we w i l l  be dea l ing  with so lu t ions  of 
generalized d i f f e r e n t i a l  equat ions and they  w i l l  not i n  genera l  be de- 
f ined on the same in t e rva l .  Thus f o r  our purposes we need t o  extend 
t h e  lemma s l i g h t l y .  
zk: Jk = [ a  b 3 +Z,  k = 1,2 ,..., i s  k' k Suppose a sequence 
given, where t h e  domain i n t e r v a l  may change with 
sequence by { zk,Jk). Assume t h a t  Jk C J f o r  each k 
k. We denote t h i s  
Def in i t i on l .  We say t h a t  [ zk,Jk] converges - as k + w - t o  ( zo,Jo), 
Jo - bo, b0 1 ,  pointwise (uniformly) - i f  
a + a  b k - + b o  as k + m  k o  
cv 
and t h e  sequence (2,) defined by 
cv zk(ak) a 5 t s a k 
z ( t )  = ak S t 5 bk 
b k 5 t S b 




converges pointwise (uniformly on J) t o  z where z i s  a s imi l a r  
extension of 
0' 0 
( z  0, Jo) - 
Remark 1. The Lemma holds  f o r  t h e  sequence [zk,Jk) when 
Jk C J, i f  (1.7) i s  replaced by k k ( t )  E P ( t )  
convergence i n  t h e  conclusion i s  i n  t h e  sense 
d e f i n i t i o n .  I n  p a r t i c u l a r  for t h e  convergent 
we have 
a .e .  i n  J, and 
of t h e  above 
sub sequence ( 'ki 'kil 
(1.22) 
and 
(1.23) x(b )-.(a ) S . l i m  (x (k1-x ( a  ) ) .  0 0 1330 ki ki ki 
To prove Remark 1 it i s  enough t o  no t i ce  t h a t  t h e  modified 
s e t  valued funct ion 
P ( t )  if t E [ao+6, b -61 
cocl[(O) U P ( t ) ]  if t E J\[ao+6, bo-6] 
0 * P6( t) . = 
( c o c l  s tands f o r  convex c losure)  s a t i s f i e s  a l l  assumptions of t h e  Lema 
i f  P ( t )  
{Pk) defined by (1 .27) .  Since t h i s  can be done f o r  each 6 > 0 and 
s ince  one chosen convergent subsequence i s  good f o r  any o ther  
t he re fo re  we may repla.ce 6 with zero and thus  (1.7) holds on . 
Now (1.22) follows from t h e  uniform convergence of 






yk! while (1.23) i s  a 
1 
e" 
consequence of t h e  monotonicity of v. 
Remark 2*  
x k ( t )  = 0 i f  t E [ a  a 3 f o r  each k and thus  a l s o  t h e  x-par t  of 
t h e  l i m i t  func t ion  z(t)  + v ( t )  = 0 i f  a 6 t < ao. Hence f i x i n g  
.(a) = 0 we conclude by  cont inui ty  of x t h a t  ;(a ) = 0. Hence 
t h e  l i m i t  funct ion s a t i s f i e s  t h e  same i n i t i a l  condi t ion.  
If i n  t h e  above we assume t h a t  x ( a  ) = 0, then k k  
cy 




Remark 3. If C = (0) then  Z = Y and we have t h e  case discussed 
i n  t h e  introduct ion:  any bounded sequence conta ins  a uniformly con- 
vergent subsequence. 
[ 101 ( c f .  a l s o  [ 41 and [ 141). Perhaps it i s  worthwhile t o  poin t  out 
t h a t  t h e  set  valued func t ion  P can be el iminated from both t h e  as- 
sumptions and t h e  conclusion of t h e  Lemma. I n  o the r  words i f  we as- 
sume t h a t  a sequence (z,) of absolu te ly  continuous f x c t i o n s  i s  
bounded and f o r  each 
funct ion independent of 
with (1.8) de le ted .  
This s p e c i a l  case of t h e  lemma i s  given i n  
c E i n t  Co < c, i , ( t )  > i s  bounded by an in t eg rab le  
k, then t h e  conclusion of t h e  lemma remains v a l i d  
Remark 4. If t h e  sequence (2,) i n  t h e  Lemma converges pointwise 
t o  an absolu te ly  continuous func t ion  then  t h e  convergence i s  uni- 
form. Indeed, i f  i n  Proposi t ion 2 t h e  s ingu la r  p a r t  f3 i s  zero,  
then  by (1.14) a, + a( t )  uniformly Thus under our assumption 
f3 ( t )  
Hence t h e  s ingular  p a r t  v has t o  be equal  t o  zero  and z,(t) + z ( t )  
uniformly. I n  fact  t h e  same statement could be  proved i f  t h e  l i m i t  
func t ion  i s  continuous ( t h e  s ingular  p a r t  i s  cont inuous) .  For t h a t  
purpose par t  (1.14) of Proposi t ion 2 should be  changed. 
0 
i 
0 i n  (1.15) and t h e  convergence i s  uniform f o r  each d E i n t  C . 
d 
The above d iscuss ion  br ings  t o  mind t h e  c l a s s i c a l  3 i n i  
In f a c t  Proposi t ion 2 i s  a combination of Hel ly 's  theorem theorem. 
and (1.14) i s  "almost" t h e  Dini  theorem. 
considered as gene ra l i za t ion  of those  two r e s u l t s .  
Therefore our Lemma could be 
V C  
F ina l ly  l e t  us  mention t h a t  t he  i n t e g r a b i l i t y  of  func t ions  
i s  not  e s s e n t i a l  f o r  t h e  v a l i d i t y  of t h i s  remark. 
Indeed a s  follows from Theorem I of [lo] and Propos i t ion  
1' it i s  enough t o  assume t h a t  cp i s  l o c a l l y  in t eg rab le ;  t h a t  i s ,  d 
f o r  almost a l l  t E J t h e r e  i s  a neighborhood of t on which cp 
d i s  in t eg rab le .  
is not i n t eg rab le .  
d 
However t h e  lemma i t s e l f  i s  no longer t r u e  i f  cp 
2. Existence theorems f o r  o r i en to r  f i e l d s .  
Consider a map Q: Jo X Z + 2' (2' s tands  f o r  t h e  s e t  of a l l  
subse ts  of Z ) .  The following expression 
i s  ca l l ed  an o r i e n t o r  f i e l d  o r  a d i f f e r e n t i a l  equat ion w i t h  mul t i -  
valued right-hand s ide .  By  a solution of (2.1) we w i l l  mean a p a i r  
( J , z )  where J = [a,b] C J0  i s  an i n t e r v a l ,  i s  an abso lu te ly  con- 
t inuous  func t ion  from J i n t o  Z and (2.1)  i s  s a t i s f i e d  a.e.  i n  
Jj t h a t  isI b ( t )  E Q ( t , z ( t ) )  a.e. i n  J. 
The optimal problem we described i n  t h e  in t roduc t ion  can 
be  reduced t o  t h e  following optimization problem for  (2 .1) .  As before  
l e t  C be a closed, convex and proper cone i n  Z, X = C-C and 
l e t  Y be t h e  orthogonal complement of X. For any s o l u t i o n  (I) = 
( J , z )  of (2.1) def ine  
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where x ( t )  denotes t h e  X component of  z( t). 
The problem i n  quest ion i s  t o  minimize I i n  a given 
c l a s s  R of so lu t ions  of ( 2 . 1 ) .  More p rec i se ly  we want condi t ions 
which w i l l  imply f o r  a given R t h e  exis tence of an opt imal  so lu t ion ;  
t h a t  i s ,  an u* E such t h a t  f o r  each o E R t h e  i n e q u a l i t y  
I ( w )  5 I(w*) implies  I(w*) = I ( w ) ,  where t h e  order  i s  t h a t  induced by 
t h e  cone C .  
Natural ly  R cannot be a r b i t r a r y  and we impose upon R 
t h e  following condi t ions.  
d i fke ren t  for  t h e  Y and X p a r t s  of t h e  so lu t ion ,  we s h a l l  i n  f u t u r e  
denote a solut ion by (J ,x ,y)  and mean t h a t  X I  J + X, y: J + Y a r e  
both absolutely continuous and t h a t  z ( t )  = x ( t ) + y ( t )  s a t i s f i e s  (2 .1)  
Since t h e  condi t ion which follows a r e  
on J. Recal l  t h a t  J = [ a ,b ] .  
(I) If (J ,x ,y)  C R then .(a) = 0 
- 
(11) I f  (J,x,y) E s1, (J,F,y) i s  a so lu t ion  of (2.1) and .(a) = 0) 
then (J,X,y) c R, 
(111) If (Jk,xk,yk) E R, k = 1,2 ,... , (Jo,xo,yo) i s  a so lu t ion  of 
(2*1), (Jk,yk) + (Jo,Yo) 
x (0) = 0 then  (Jo,xo,yo) E R. 
uniformly ( c f .  Def in i t i on  1) and i f  
0 i 
(IVa) There i s  a constant  M > 0 such t h a t  IIy(t)(l 5 M f o r  each ( J ,x ,y )  E .Q 
and for each t E J 
(IVb) There i s  a constant  M > 0 w i t h  t h e  proper ty  t h a t  f o r  each (J ,x ,y)  E R 
there  i s  t E J such t h a t  IIy(t)ll S M. 
The above r e s t r i c t i o n s  on R a r e  motivated by app l i ca t ions .  I n  
f a c t  t h e  y p a r t  of z w i l l  be a so lu t ion  of system (0.1) while 
x(b)  
c r e t e  cases  by a boundary value type condition; f o r  example, t h e  end 
po in t s  ( a , y ( a ) )  and (b ,y(b) )  a re  t i e d  t o  a compact s e t s .  I n  t h i s  
case 
f o r  example, when we a r e  r e s t r i c t e d  t o  so lu t ions  of (0.1) whose 
i s  t h e  value of (0.2). Condition (111) i s  replaced i n  more con- 
(In) w i l l  automatical ly  be s a t i s f i e d .  We face  condi t ion  ( IVa) 
graphs a r e  i n  a compact s e t .  For s impl i c i ty  we s h a l l  c a l l  
a class R admissible i f  (I), (11), (111) and ( I V b )  hold and bounded 
admissible i f  ( I V b )  i s  replaced b y  ( I V a ) .  
The two theorems which follow give s u f f i c i e n t  condi t ions  for  
t h e  exis tence of an optimal element i n  a bounded admissible R and an 
admissible  R, r e spec t ive ly  . 
Below, by an upper semicontinuous ( u.s.c.) map Q: Y + 2 Z - -
(Y,Z-topological spaces i n  general)  we mean simply t h a t  t h e  graph of 
i n  Y X Z i s  closed ( c f .  Kuratowski [ 8 ] ) .  I n  p a r t i c u l a r ,  t h e  
map Q i n  (2 .1)  i s  u.s.C. i n  z fo r  each f ixed t i f  f o r  any 
Q 
ang qk + qo such t h a t  q E Q ( t  z ) we can conclude t h a t  7s + zo k ’ k  
qo 6 Q(t ,zo) .  If Q i s  u.s.c., then values  of Q a r e  closed s e t s .  
Theorem 1. Assume t h a t  Q i n  (2.1) i s  u.S.C. i n  z f o r  each f ixed  
t, values  of Q a r e  convex s e t s ,  and the  asymptotic cone of Q ( t , z )  
i s  constant  and e q u a l t o  CJ t h a t  i s  
= C = const .  
‘Q( t, 2 )  
I n  addi t ion  assume t h a t  
20 
- =  (2.4) Q(t,.) C Q(t,z) i f  z 5 z 
0 
and t h a t  f o r  each d E i n t  C and p o s i t i v e  r t h e r e  e x i s t  an i n t e -  
grab le  cp (t ,r)  such t h a t  d 
where y i s  t h e  Y-component of z .  
Under these  assumptions any bounded admissible  c l a s s  C2 
contains  an opt imal  element. 
If condi t ion ( I V a )  f o r  R i s  replaced by t h e  weaker con- 
d i t i o n  ( I n )  then  t h e  conclusion i s  s t i l l t r u e  provided some ad- 
d i t i o n a l  r e s t r i c t i o n  on cpd i n  (2 .4)  a r e  imposed. Namely, we have 
t h e  following: 
Theorem 2. Let Q i n  (2.1) s a t i s f y  a l l  t h e  assumptions of Theorem 1. 
I n  addi t ion  assume t h e r e  i s  c E ( i n t  C o )  fl X such t h a t  one of 
t h e  following condi t ions holds:  
( A )  The funct ion qc(t ,r)  i n  (2 .5)  does not depend on r and t h e r e  
i s  an 7 > 0 such t h a t  f o r  each d E Y, \Id11 = 1 th.e func t ion  
8 
i s  l i n e a r  i n  r. 'd+vc 
( B )  The funct ion cpc(t,r) a s  well as q7c+d a r e  l i n e a r  i n  r f o r  
each d E Y, IIdll = 1 and 7 c (O,vO], vo > 0, and if 
c 
21 
Then any admissible c l a s s  R 
t i m a l  element. 
of so lu t ions  of (2.1) conta ins  an op- 
Remark 1. I n  app l i ca t ions  of t hese  theorems t o  t h e  problem discussed 
i n  t h e  introduct ion,  condi t ion (2.4) i s  automatical ly  s a t i s f i e d  
s ince  t h e  s e t  valued funct ion i s  independent of "x" 
on IIyll. Thus Q(t,E) = Q ( t , z )  f o r  any z 5 z. 
and depends only 
- =  
Before pmving  theorems 1 and 2 we show t h e  following: 
Z 
Proposi t ion 3. Assume t h a t  t h e  mag Q: Z + 2  i s  u.s.e., t he  values  of Q 
= C = const .  
cQ( t, 4 a r e  coi-vex subse ts  of Z, t h e ,  asymptotic cone 
'and t h a t  f o r  each r > 0 and d E i n t  Co 
Then t h e  map Q has t h e  following property (property (Q) of Cesar i  
[ 1 1 ) :  
Proof. Let us s e l e c t  ro and zo so t h a t  (IZJI < ro. It i s  clear t h a t  
t h e  left-hand s ide  of (2.8) i s  contained i n  the  right-hand s ide .  T o  
prove t h e  opposi te  t ake  , qo j! Q(zo) .  Since C i s  assumed t o  be  t h e  
asymptotic cone of Q ( z , )  
-
it follows from Proposi t ion 1' t h a t  t h e r e  i s  a 
22 
d E i n t  Co and an & > 0 such t h a t  
0 
(2.9) 
On t h e  other hand f o r  t h e  same reasons 
i s  compact f o r  each z whose norm i s  bounded by r We want t o  
show t h a t  (2.10) i s  empty if (Iz-zdI < r and r1 i s  s m a l l  enough. 
Suppose the cont ra ry .  Then t h e r e  would e x i s t  sequences Z + z 




If % were convergent o r  contained a convergent subsequence,then 
we would have a con t r ad ic t ion  w i t h  upper semicont inui ty  of Q be- 
cause of (2.9). Therefore l \ ~ ] \  + w .  But i n  t h a t  case, s ince  Co 
has  no empty in te r ior ,  t h e r e  e x i s t s  d, E i n t  C such t h a t  l i m  sup 0 
> i s  i n f i n i t e  which c o n t r a d i c t s  (2.7). Hence t h e r e  i s  an < d*,S, 
3: > 0 such t h a t  for 11z-zd1 < r t h e  s e t  (2.10) i s  empty which 
shows t h a t  z 
and completes t h e  proof. 
1 1 
does not belong t o  t h e  right-hand s i d e  of (2.8) 
0 
Remark 3. Note t h a t  under t h e  assumptions of Propos i t ion  2 t h e  func t ion  
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sup < d ,  q > i s  U.S.C. i n  z f o r  each d i n  i n t  Co. This i s  
s E Q (  z)  
an immediate consequence of (2 .8) .  
assume (2.7) f o r  d from any fixed dense subset D of i n t  Co. The 
Note a l s o  t h a t  it s u f f i c e s  t o  
l a s t  remark and Proposit ion 3 gives t h e  following. 
Corollary.  If Q: J X Z -+Z s a t i s f i e s  t h e  assumptions o f  Theorem 1, then  
t h e r e  i s  a subset N C J of measure zero  such t h a t  Q ( t , z )  has 
proper ty  (2.8) i n  z i f  t E JW. 
Indeed, f i x i n g  a denumerable dense subset D of i n t  eo 
and a sequence r +m, t h e r e  i s  a s e t  N o f  measure ze ro  such t h a t  
cpd(t,r) i s  f i n i t e  if t E J \ N , r  E (r ) and d E D. Hence (2.7) 
holds  f o r  any f ixed t from JW.  
n 
n 
Proof of Theorem 1. Let Lll C R be such t h a t  I(R,) i s  t o t a l l y  
ordered by "5". By Kuratowski-Zorn lemma theorem 1 w i l l  be proved 
- 
i f  we show t h a t  f o r  eazh such Q t h e r e  i s  w E R such t h a t  I(;) S 1 
I ( w )  f o r  each cu E R1. 
Let p E I (R,)  be a r b i t r a r y .  Since I (R, )  i s  t o t a l l y  
ord er ed , 
(2.11) 
I n  p a r t i c u l a r ,  i f  we take an a r b i t r a r y  d E i n t  Co\(0) and 
denote  by ?T(d ,p) t h e  hyperplane pass ing  through p perpendicular  
t o  d, then  because of (2.11) 
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(2.12) 
The l a t t e r  holds  f o r  each p E I ( R l ) .  Thus 
I(R,) i s  a graph of a map from a subset of 
i n t o  t h e  subspace ( X I  < x,d > = 0) of X.  
we can conclude t h a t  
t h e  l i n e  
Moreover because of (2.11) 
( z I  z = Ad, X E R )  
and t h e  closedness of C t h e  map i n  ques t ion  s a t i s f i e s  a Lipschi tz  
condi t ion and the re fo re  i s  continuous. Thus a l s o  t h e  c losure  ‘ q r  
i s  a t o t a l l y  ordered se t ,  s ince  it i s  again a graph of a Lipschi tz ian  
map. 
we have 
On the o ther  hand by ( 2 . 5 )  and t h e  i n t e g r a b i l i t y  of cpd( .,M) 
where M i n  t h e  constant  i n  (IVa).  Therefore  we can conclude t h a t  
t h e r e  i s  p E cl(I(R,))  such t h a t  po 5 p f o r  each p E I(R,)  . 
0 
Now t o  complete t h e  proof we need t o  show t h a t  t h e r e  i s  
p, E I ( R )  such t h a t  p, S p. Here i s  where t h e  lemma i s  needed. Let 
( Jk,xk, y,) E R1 and be  such t h a t  
Put Z k  = x +y and k k  
where 
on U Jk whose values a r e  
t o  check t h a t  t h e  sequence 
K ( t )  = (k (  t E Jk} . I n  t h i s  way (2.15) d e f i n e s  a s e t  valued map 
convex closed s e t s .  It i s  a simple mat te r  
{zk) and t h e  map P s a t i s f i e s  a l l  as- 
sumptions of t h e  lemma. Therefore  t h e  l a t t e r  t oge the r  w i t h  Remark 
1 and 2 of s ec t ion  1 imply t h a t  there  e x i s t s  a subsequence(for simpli-  
c i t y  s t i l l  denoted by ( Jk,xk,yk)) converging pointwise t o  (J,,x,+v,y,) 





(2 .19 )  
To f i n i s h  t h e  proof it i s  s u f f i c i e n t  now t o  prove t h a t  
i s  a so lu t ion  of (2.1) belonging t o  
of (2.17), (2.18) and condi t ion  (111) provided (J,,z,) 
of (2 .1) .  
(J,,z,) 
R. The l a t t e r  i s  a consequence 
i s  a s o l u t i o n  
This we w i l l  prove now. For t h a t  purpose d e f i n e  
For exac t ly  t h e  same reason as above we have 
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( 2 ~ 6 ~ )  Z , ( t )  E p j ( t )  a.e.  i n  J,, j = 1,2,... 
The Corollary t o  Proposi t ion 3 ,  (2 .16j)y assumption ( 2 . 3 ) ,  t h e  point-  
wise convergence of (Jk,zk) t o  (J,,z,+v) and t h e  monotonicity of 
v y ie ld  
(2.20) 
f o r  almost a l l  t E J,. Therefore (J,,z,) i s  a so lu t ion  of (2.1) 
and t h e  proof of Theorem 1 i s  completed. 
- - -  
Proof of Theorem 2. Let us t ake  an a r b i t r a r y  = (J ,x ,y)  E R 
and put 
Q0 = { w  € Rl I(u) I(=)). 
It i s  c l ea r  t h a t  any minimal poin t  of 
point  of I ( R )  . Thus it i s  enough t o  prove t h e  ex is tence  of an Optimal 
element i n  Ro. We w i l l  d o  t h i s  by proving t h a t  R O  s a t i s f i e s  con- 
I(Qo) i s  a l s o  a minimal 
d i t i o n  (IVa) and thus  reduce t h e  proof t o  Theorem 1. 
For t h a t  purpose l e t  
f ixed ( J  = [ a , b ] ) .  Denote by 
w = (J ,x ,y)  E Ro be  a r b i t r a r y  bu t  
I -  
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where c i s  t h e  f ixed  poin t  of ( i n t  C o \ ( 0 ) )  n X i n  condi t ions ( A )  
and ( B ) .  Notice t h a t  f o r  each d E Y and any 7 > 0 ,  7c-t-d E i n t  C 0 . 
Suppose f o r  some 7 > 0 and each d E Y, I)dll = 1 t h e  func t ion  i n  
t h e  right-hand s ide  of (2.3) i d  o f  t h e  form q~ 
Using t h e  or thogonal i ty  of  X and Y we ge t  
( t )  + rqdcllc. d+qc 
S k e i n b o t h  condi t ions (A)  and ( B )  cpc(t,r) i s  assumed t o  be l i n e a r ,  
we may rep lace  it 
d = 0, 7 = 1 holds: 
cpc(t) + r q C ( t )  and t h e  analog of (2.22) f o r  
Since (2.22) holds  for both d and -d , it holds  a l s o  
with <d, $(t) > replaced by i t s  absolu te  value with obvious changes 
i s  an orthonormal dn 
on t h e  right-hand s ide .  Therefore i f  dl, ... 
b a s i s  i n  Y we can deduce from (2.22) t h e  fol lowing inequa l i ty  
( t)]  and thus  both are  in t eg rab le  on J. I'd. 1 +qc ( t ) ,  '-d.+Vc 1 
Since (J ,x ,y)  E 91 C Q, we have by (I)  and (2.21) t h a t  0 
8 
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a(0) = 0 and from d e f i n i t i o n  of Qo we get  
(2.25) a ( b )  = < c,x(b)  > 2 < c,y(b) > = No. 
Moreover (Ivb) implies t h a t  t h e r e  i s  a t E J such t h a t  
0 
0 S @(t ) I M ,  (2.26) 0 
Taking i n t o  account t h e  i n e q u a l i t y  I b ( t ) l  5 IIf(t)(l and (2.26) 
we get from (2.24) i f  t 2 to t h a t  
and i f  t < = to t h a t  
Since AT and p a r e  nonnegative, we can us ing  (2.27')  and (2.27") 
es t imate  @(t) a s  follows: 
tl 
where N1 = -.f 
On t h e  other hand p u t t i n g  
6 ('r)dT, 6 (t)  = min ( O , & ( t ) )  and N2 = .f h ( T ) d T .  - J t l  Jo - 
6+( t)  = max (O,&( t ) )  we ob ta in  by (2.25) 
a (b )  = 1 6 ( T ) d T + J  6 ( T ) d T  2 No 
(2.29) J +  J -  
and because of (2.25) 
I f  ( A )  holds, then i n  (2.30) qc 0 and thus  N1 i s  
bounded by a constant  depending only on No and cp,. But (2.22) 
holds f o r  some 
edness of B ( t )  by a constant  which does not depend on w E no. 
n s a t i s f i e s  condi t ion ( m a ) .  
q > 0, and therefore  (2.28) i s  va l id  and it implies  bound- 
Hence 
0 
If ( B )  holds,  then  (2.28) can be used f o r  q E (O,vo], 
7 > 0 
t i o n  f o r  p . Hence we  have 
and it i s  easy t o  see  t h a t  (2 .6)  implies t h e  analogous condi- 
0 
7 
1 p ( ? ) d T  5 m < +a if q f (0,7,], Jo v 0 
and t h i s  p lus  (2.28)-(2.30) yie ld  
m 
5 6 ( 7 ) d T - N  5 I cp (T)dT+e 0 (M+7N1+N2)/Jqc( 7 )dT-No.  N1- J-e  o J c  
T h i s i n  t u r n  shows t h a t  i f  7 > 0 i s  small  enough then  N can be 1 
estimated by a constant  depending only on q and c bu t  not on a p a r t i c u l a r  
element of Ro. Thus again R s a t i s f i e s  condi t ion (IVa) .  There- 
f o r e  i n  both cases  we can apply Theorem 1 t o  
0 
no and t h i s  completes 
50 
t h e  proof of Theorem 2. 
Example 1. 
d i f f e rence  between them l e t  us consider a very simple example i n  
I n  order  t o  i l l u s t r a t e  Theorem 1 and Theorem 2 and t h e  
which both X and Y a r e  one dimensional .  Then Z i s  a plane, 
C = ( (x ,Y) E ZI x 2 0, y = Q ) ,  co = [ (x ,y) l  x 5 0 , 
y arb i t ra ry) ,  and suppose J = [0,1]. A s  Q(t,z) we t ake  t h e  s e t  
valued funct ton depending only on y and given by 
0 
so t h a t  condition (2.4)  i s  automatical ly  s a t i s f i e d  ( c f .  Remark 1). 
The s e t  (2.31) i s  convex provided a ( t , y )  h 0 and U.S.C.  i n  y if 
a , p , y  a r e  continuous i n  y. The asymptotic cone 
C i f  and only i f  a ( t , y )  > O .  
i s  equal  t o  'Q( t , Y) 
It i s  c l e a r  t h a t  it i s  enough t o  as- 
' sume a ( t , y )  3 0 f o r  each ( t , y )  E (JW) X Y where N i s  a s e t  
of measure zero. Now t h e  maximum i n  (2.5) can e a s i l y  beca lcu la t ed  
and i s  equal ( f o r  ( -7 ,  ? d )  E i n t  C o )  t o  
Now assumption (2.15) says i n  t h i s  case t h a t  (2.32) i s  bounded on each 
compact subset of Y by an in t eg rab le  funct ion of t depending on 
q and d .  
Theorem 1 dea l s  with t h e  case when R i s  bounded (con- 
dit ion(1Va)) and t h a t  i s  why we a r e  i n t e r e s t e d  i n  having a bound 
4 
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for (2.32) on compact subse ts  of Y only. One may say t h a t  i n  t h e  
case of Theorem 1 w e  assume (almost e x p l i c i t l y )  two f a c t s :  
t h e  i n f  x(b) f o r  (J ,x ,y)  E R i s  f i n i t e  and 2' it can be ap- 
proached by a sequence with uniformly bounded y-components. 
1' 
I n  t h e  example we consider t h e  a d d i t i o n a l  assumption ( A )  
of Theorem 2 i s  expressed by two i n e q u a l i t i e s  
and f o r  some 7 > 0 
where poyw7, and h a re  in tegrable .  So i n  t h i s  case we s t i l l  
assume 1 ( i n e q u a l i t y  ( 2 . 3 3 ) )  bu t  n o t  2' s ince  R i s  assumed t o  sat- 
7 
0 
i s f y  only (IVb). This i s  a l s o  t h e  reason why (2.33) i s  assumed t o  
hold f o r  a l l  y. F i n a l l y  i n  t h e  case ( B )  condi t ion  (2.33) i s  relaxed 
by allowing on t h e  right-hand s i d e  a term yo( t)l yI , so it i s  not ob- 
vious any more t h a t  1 0 holds and of course also 2' has t o  be proved. 
Na tu ra l ly  t h i s  r equ i r e s  s t ronger  assumption and t h i s  i s  i n e q u a l i t y  
(2.34) which now i s  supposed t o  hold f o r  
bes ides  t h e r e  i s  a constant m < +w such t h a t  
E ( O , v O ] ,  qo > 0 and 
0 
It i s  easy t o  give many s p e c i f i c  condi t ion on a,@ and r such t h a t  
one of t h e  cases discussed t akes  place.  
examples. I n  both we put @ 0. F i r s t  l e t  
We r e s t r i c t  ourse l f  t o  two 
t h a t  t h e  f i r s t  term i n  (2.34) i s  t-lte( 47)- l (  l+( y( ), and the re -  
f o r e  i f  y i s  supposed t o  be l i n e a r  i n  y, then t h e  inequa l i ty  
(2.34) holds f o r  7 > 0.. However,because of t h e  term (4jq) -l , (2.35) 
does not  ho ld  so we a r e  i n  t h e  case ( A )  assuming t h a t  (com- 
pare (2.33)) 
(2 .37)  
integrable .  
I-10 
On the  other  hand i f  we put 
(2.38) 
t hencond i t ion  (B)  holds i f  we assume 
where v0,ho are  in t eg rab le  and poss ib ly  negat ive.  
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Remark 2 .  Note t h a t  if Q i n  (2 .1)  does not depend on z then  t h e r e  
i s  no d i f f e rence  between t h e  assumptions of Theorem 1 and 2, and they  
coinci.de w i t h  t h e  assumptions concerning P i n  t h e  Lemma. There- 
f o r e  it follows from Theorem 2 t h a t  t h e  following problem: minimize 
x(b) i n  t h e  class of abso lu t e ly  continuous func t ions  z = (x,y): 
J + Z such t h a t  ( a )  .(a) = 0,  (b)  Y( a)  = y19 ~ ( b )  = Y2 ( C )  
z ( t )  E P ( t ) ,  admits an optimal so lu t ion  provided 
assumptions of t h e  Lemma. 
P ( t )  s a t i s f i e s  t h e  
I n  fact  t h e  above statement follows immediately from t h e  
Leimiia. 
i s  bounded. 
Tile only t n i n g  one has t o  prove i s  t h a t  a minimizing sequence 
Example 2. The aim of t h i s  example i s  t o  show t h a t  t h e  statement 






not i n t e g r a b l e  f o r  some c. So  l e t  Z be t h e  plane R P ( t )  a closed 
and convex subset of R2 such tha t  f o r  each t E [0,1] 
2 
P ( t )  n {(x ,y )  E R I x 5 0 )  = ((O,O), 
= c = ( ( x , y ) l y =  0, x 2 0 )  




1 1 cp ( t ) d t  = -I m. F i n a l l y  assume t h a t  f o r  each 
a r e  measurable CXn,Bn such t h a t  (an(t),pn(t)) E P ( t )  a.e. i n  
[0,1] and 
yn > 0 ,  7, - S O ,  cpn(t) i s  pos i t i ve ,  measurable but  
n = 1,2, ... t h e r e  
O n  
(2.43) 
Under these  assumptions t h e  c l a s s  51 composed of  a l l  ab- 
2 
so lu t e ly  continuous z :  [O,l] + R  z = (x ,y) ,  such t h a t  x(0) = 0, 
y(0) = 0 ,  y(1) = 1 and i(t) E P ( t )  a. e. i n  [0,1] does not  con- 
t a i n  an optimal so lu t ion .  
Clear ly  R s a t i s f i e s  (I), (11), (111) and (ID). From 
(2.40) it follows t h a t  k ( t )  2 0 a.e .  i n  J for each (x,y)  E R .  
Hence x( 1) 2 0 and the  i n f  of I ( R )  i s  non-negative. We s h a l l  
show t h a t  i s  i s  equal  t o  zero.  For t h a t  purpose l e t  En C J 
be a measurable s e t  such t h a t  I p ( 7 ) d T  = 1. Such En e x i s t .  
Indeed, from (2.40),  convexity of P ( t )  and t h e  p o s i t i v i t y  of 'pn 
it follows t h a t  both an(t) and p n ( t )  a r e  p o s i t i v e  and i f  vn < 1 
then also an(t) < @,(t). 
'pn O n  
of En. Moreover 
E;ln 
Thus (2.24) and t h e  non in teg rab i l i t g  of 
implies t h a t  /% ( t ) d t  = +m, which i n  t u r n  y i e lds  t h e  ex is tence  
< +03* 
Let us put now i,(t) = (an(t),f3,(t)> i f  t € En and 
( 0 , O )  otherwise and zn(0) = ( 0 , O ) .  Clear ly  z n E R .  But from (2.43) 
I 
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Now vn -+ 9, an(t) and cpn(t) are pos i t ive ,  and the re fo re  i E n a n ( t ) d t  + 0 
as n +w. But ./ a ( t ) d t  = x n ( l )  = I ( z n ) .  Hence i n f  I ( w )  = 0. 
En Ws2 
Suppose now t h a t  t h e r e  i s  an w* E such t h a t  I(u*) = 0. This  
would imply t h a t  ?*(t) = 0 a .e .  i n  [O,l] (a* = (x*,y")). B u t ,  
s ince  (?*(t),?*(t)) E Q a.e .  i n  [0,11, it follows from (2.40) 
t h a t  ( k * ( t ) , ? ( t ) )  = ( 0 , O )  a.e. i n  [0,1]. Hence p(1) = 0 = 
y*(o) which con t r ad ic t s  t h e  f a c t  t h a t  (x*,y") E R, and t h i s  com- 
p l e t e s  t h e  proof.  
Notice t h a t  t h e  sequence (zn) i s  convergent pointwise 
t o  a discontinuous func t ion  and {yn} does not  converge uniformly. 
3. Existence Theorems: c o n t r o l  system case.  
In  t h i s  s ec t ion  we proceed with t h e  d iscuss ion  of t h e  optimal 
c o n t r o l  problem s t a t ed  i n  t h e  introduct ion.  
Thus we consider a c l a s s  R of so lu t iors  ( J ,y ,u)  of sys- 
tem (0.1);  t h a t  i s ,  J i s  an in t e rva l ,  y: J -+Y i s  absolu te ly  con- 
t inuous,  uI  J +E i s  measurable, and 
(3.1) j r ( t )  = f ( t , y ( t ) , u ( t ) ) ,  u ( t )  E u ( t , y ( t ) )  a.e.  i n  J. 
The cos t  funct ion 
i s  a map I: R +X. 
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As before E, X and Y a r e  Euclidean spaces. We assume t h a t  an order i s  
given i n  X such t h a t  t h e  pos i t i ve  cone C i s  convex, closed, proper 
and C-C = X. 
mal points  of I (Q) .  
O u r  goal  i s  t o  give condi t ions implying t h e  exis tence of mini- 
The following assumption w i l l  be imposed upon f , g  and U 
throughout t h i s  sec t ion  
Assumption 1. The maps f :  Jo X Y x E + Y and g: Jo X Y X E -+ X 
a r e  both continuous i n  (y,u) f o r  each f ixed t E Jo = [ao,bo) and 
measurable i n  t f o r  each f ixed (y,u)  E Y X E. The map U: 
Jo x Y + 2  i s  U.S.C. i n  both va r i ab le s  ( t , y ) .  E 
Concerning R we assume t h e  fol lowing condi t ions :  
( i) If ((Jk,yk,%)] C R, (J,,y,,u,) i s  a so lu t ion  of (3.1) and i f  
( Jkjyk) ( J*,y*) uniformly, then (J,,y,,u*) E R 
( i i a )  There i s  an M > 0 such t h a t  IIy(t)ll 5 M f o r  each (J ,y ,u)  E R 
and t i n  J. 
( i i b )  There i s  an M > 0 such t h a t  f o r  each (J ,y ,u)  E R t h e r e  i s  t 
i n  J w i t h  IIy(t)ll S M. 
Put Z = X X Y, and def ine  t h e  s c a l a r  product ( t h u s  a l s o  
t h e  norm) by 
( 3 . 3 )  
where z = (xl,yl), z2 = (xe,y2) a r e  two po in t s  i n  Z and on t h e  
right-hand s ide  of (3.3) a re  the  s c a l a r  products i n  X and Y, 
1 
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respec t ive ly .  I n  t h i s  way, we may i d e n t i f y  X and Y w i t h  subspaces 
X x (0) and (0) X Y of Z ,  respect ively.  A s  before  X and Y 
a r e  mutually orthogonal and Z = X 8 Y. We may consider  a l s o  t h e  
cone C a s  a cone i n  Z and thus  extend t h e  order  t o  Z. How- 
ever, note  t h a t  ( xl,yl) 5 ( x2,y2) i f  and only i f  
and y1 = y2. The polar  Co of C i n  Z i s  then  
x1 5 x2 
(3.4) Co = (d = ( d  ,d ) I  < d ,a > 5 0 for each a E C, d E Y) 
X Y  X Y 
Denote by h t h e  map from Jo X Y X E i n t o  Z which 
sends ( t ,y ,u)  i n t o  (g ( t , y ,u ) , f ( t , y ,u ) ) .  The map h s a t i s f i e s  
Assumption 1. 
The fol lowing two existence theorems correspond t o  Tbeorem 
1 and Theorem 2 of t h e  previous section. 
Theorem 3. Suppose Assumption 1 holds. Assume t h a t  (i) t h e  s e t  
i s  convex f o r  each ( t , y )  E Jo X Y, (ii) t h e  map Q sending ( t , y )  i n t o  
Q(t,y) i s  U.S .C .  i n  y f o r  each fixed t, and (iii) for each d E i n t  Co 
and p o s i t i v e  r t h e r e  i s  on Jo an in t eg rab le  s c a l a r  valued func t ion  
cpd( a,.) such t h a t  
Under t h e s e  assumptions each nonempty class R of solut ions 
of (3.1) s a t i s f y i n g  (i) and ( i i a )  conta ins  an opt imal  so lu t ion .  
Theorem 4. 
e i t h e r  condition ( A )  or ( B )  of Theorem 2 holds f o r  t h e  func t ion  cp (-,r) 
d 
i n  (3.6). Then each c l a s s  R s a t i s f y i n g  (i) and ( i i b )  conta ins  an 
opt imal  solut ion.  
I n  add i t ion  t o  a l l  t h e  assumptions of Theorem 4 assume t-t 
For  t h e  proof of t h e  above theorems we w i l l  need t h e  f o l -  
lowing extension of "F i l ippov ' s  i m p l i c i t  func t ion  lemma" i n  
[31 
Proposition 4. Let i r  J X E -+Z be continuous i n  u E E f o r  each 
t € J and measurable i n  t E J for each u E E. Let w8 J + Z E  
be  U.S.C. Define 
( 3  07) Q(t) = { z l z  2 i ( t , u )  u E W ( t ) ' )  
and suppose t h e r e  i s  a measurable z: J + Z such t h a t  
( 3  08) z ( t )  E Q(t) a.e. i n  J ,  
Then t h e r e  i s  a measurable u: J +E such t h a t  
( 3  -9) z ( t )  2 i ( t , u ( t ) )  and u ( t )  E W ( t )  a.e. i n  J. 
4 
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We s h a l l  only sketch t h e  proof of Proposit ion 3. It i s  
i n  f a c t  very much l i k e  t h e  case when i n  both (3.7) and 
(3.9) t h e  i n e q u a l i t y  i s  replaced by equal i ty .  I n  t h e  l a t t e r  case 
t h e  r e s u l t  i s  known ( c f .  [ > I  and [ 6 ] ) .  
The func t ion  u: J + E i  we wish  t o  prove t h e  ex is tence  of ,  
i s  t o  have t h e  proper ty  
(3.10) u ( t )  E V ( t )  = { u  E W ( t ) l i ( t , u )  5 z ( t ) )  
I n  o the r  words u i s  t o  be a measurable s e l e c t i o n  f o r  t h e  s e t  valued func- 
t i o n  V: J + 2  . Such a s e l e c t i o n  does e x i s t  i f  V i s  i t s e l f  measur- 
able; t h a t  i s ,  i f  f o r  each closed 
E 
F C E, t h e  s e t  
( c f .  [ 191). 
F, s ince  each closed F = UFk where Fk a r e  compact and V-(UFk) = 
U(V-Fk). The s e t  (3.11) i s  closed when F i s  compact i f  i 
and z i n  (3.10) a r e  continuous. This i s  so because t h e  p o s i t i v e  
cone i s  closed and the re fo re  t h e  inequa l i ty  i s  preserved i n  t h e  
l i m i t .  If i and z i n  (3.10) are not continuous but  s a t i s f y  t h e  
assumption of Propos i t ion  4, then  f o r  each 
closed subset K C J such t h a t  the measure p( J\K) < e ,  and z 
r e s t r i c t e d  t o  K and i r e s t r i c t e d  t o  K X E a r e  both continuous. 
The f i r s t  i s  t h e  ce lebra ted  Lusin's theorem, t h e  second i s  an 
Now (3.11) i s  t r u e  if one shows it i s  t r u e  f o r  each compact 
& > 0 t h e r e  i s  a 
40 
extension of a r e s u l t  due t o  Scorza Dragoni [ c f .  Jacobs, [6]  Corol la ry  
2.31. 
a s  desired by a closed s e t .  
But t h i s  means t h a t  t h e  s e t  (3.11) can be approximated a s  c l o s e l y  
Hence it i s  measurable. 
Proof of Theorem 3 and 4. Consider t h e  o r i e n t o r  f i e l d  
where Q is given by (3.5). Let E be t h e  s e t  of so lu t ions  of 
(3.12) such t h a t  (J ,x ,y)  E i f  and only i f  .(a) = 0, 
Now t h e r e  i s  a measurable u: J +E such t h a t  (J ,y ,u)  s a t i s f i e s  
(3.1) and belongs t o  R ,  If (J ,y ,u)  E R, and x ( t )  = Iag(T,y(T),u(T))dT, 
then it i s  c lear  t h a t  (J ,x ,y)  E E s ince  ?(t) + f(t)  = h ( t , y ( t ) , u ( t ) )  E 
Q ( t , y ( t ) ) .  Thus we have an e: + E  which maps (J ,y ,u)  + ( J ,x ,y)  
where x ( t )  i s  defined as above. This map has t h e  proper ty  
t 
(3.13) I(o) = y ( e ( o ) )  f o r  each cu E R, 
- 
where Tz + X and I(J ,x ,y)  = x(b)  . 
- 
On t h e  c the r  hand by Proposi t ion 4 f o r  each o = (J,x,y) E 5 
t h e r e  i s  a measurable u: J + E  such t h a t  (3.9) holds,  where 
i ( t , u )  = N t , Y ( t ) , U )  = (g(t,y(t),u),f(t,y(t),u)) and W ( t )  = 
U ( t , y ( t ) ) .  B u t  t h e  f i r s t  i n e q u a l i t y  of (3.9) means t h a t  
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$(t) = f ( t , y ( t ) , u ( t ) )  and ?(t \  g ( t , y ( t ) , u ( t ) ) .  Thus (J,Y,u) i s  
a so lu t ion  of (3.1) belonging %o R and x(b) 2 I J g ( t , y ( t ) , u ( t ) ) d t .  
Hence can be mapped i n t o  R, say by a map e, with t h e  proper ty  
t h a t  
- 
(3.14) I(T(u)) 5 y(cu) for  each cu E 
It follows from (3.13) and (3.14) t h a t  each minimal point  of 
i s  a minimal poin t  of I ( R ) .  Indeed, l e t  p E I ( n )  be minimal. 
y(<) 
- -  
By (3-1L) t h e r e  is q E ~ ( f i )  such that 9 2 p.  init. C i a i r n  i n a t  q = p 
and q i s  minimal f o r  I ( R ) .  Let q1 E I ( R )  and q1 < = q ,  
Then by (3.13) q1 E T(n) and q1 5 q 5 p. But p i s  minimal, and hence 
q1 = p. Therefore q1 = g = p and q i s  minimal f o r  ~ ( n ) .  
I n  order  t o  prove Theorem 3 ( o r  4) it s u f f i c e s  t o  show 
t h a t  and Q defined by (3.5) s a t i s f y  t h e  condi t ions of Theorem 1 
( o r  2). By d e f i n i t i o n ,  il s a t i s f i e s  (I) and (11). Condition (111) 
follows e a s i l y  from (i) and Proposit ion 4. F i n a l l y  ( I V a )  and (In) 
fol low from ( i i a )  and ( i i b ) ,  respec t ive ly .  
- 
The assumption (2.4)  concerning Q i s  r e a d i l y  s a t i s f i e d  
s ince  Q depends only on y and does not depend on x. Q i s  
U.S.C.  by assumption. It i s  c l e a r  by ( 3 . 5 )  t h a t  t h e  asymptotic cone 
conta ins  C. Suppose t h a t  f o r  some ( t , y )  t h e  cone C i s  
‘Q( t , Y) 
\C. Then t h e r e  i s  
a E ‘Q(t,y) 
and l e t  
‘Q( t , Y) a proper subset  of  
d E i n t  Co such t h a t  < d, a > > 0. But f o r  each q E Q( t , y )  and 
h > 0 ,  q+ha E Q( t ,y ) .  This and (3.5) con t r ad ic t  (3 .6) .  
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Hence (2.3) holds. 
d i t i o n s  ( A )  and (B)  a r e  t h e  same i n  both Theorem 2 and Theorem 4. 
F i n a l l y  (2.5) follows from (3.6) and (3.3),and con- 
Thus t h e  proof i s  completed. 
Remark 1. It follows from Assumption 1 t h a t  any change of e i t h e r  f 
o r  g or both (and thus  a l s o  Q defined by ( 3 . 3 ) )  on a s e t  
N X Y x E 
not e f f e c t  t h e  conclusion of both Theorem 3 and 4. 
o the r  hand from Proposit ion l', it follows t h a t  i f  Q i s  def ined  
where N C Jo has measure zero  i s  i r r e l e v a n t  and does 
On t h e  
by ( 3 . 3 )  and cpd(t,r) with ( t , r )  f ixed  i s  f i n i t e  f o r  d from a dense 
subset of 0 i n t  C , then  it has t o  be f i n i t e  f o r  each d E i n t  Co. 
Therefore t h e r e  i s  no loss of g e n e r a l i t y  from 
everywhere i n  J o r  t h a t  qd(t ,r)  i s  f i n i t e  
assuming t h a t  (3.6) holds 
f o r  each t (compare t h i s  
w i t h  t h e  Corol la ry  of Sec. 2 ) .  
Remark 2. The purpose of t h i s  remark i s  t o  c o n t r a s t  our Theorem 3 
' and 4 w i t h  Cesari 's  analogous r e s u l t  [ 1, Existence Theorem I, p. 
3901. For t h a t  purpose t h e  reader  can t h i n k  about X be ing  one 
dimensional, C 
This i s  indeed t h e  case  considered by Cesar i .  
i n g  t o  Theorem 3 (Q 
"growth condition" on each bounded subse t  of 
a s  p o s i t i v e  h a l f  x -ax is  i n  Z, i n t  Co = {(x,y) E Zl x < 01. 
I n  t h e  case  correspond- 
s a t i s f i e s  ( i i a ) ) ,  Cesar i  assumes t h e  so-called 
Y, t h a t  is, f o r  each 
bounded subset B of Y t h e r e  e x i s t s a  continuous func t ion  ( 3 8  R+ + R  
such t h a t  @ ( c ) / c  +co as c + =  and two p o s i t i v e  cons t an t s  G,H 
such t h a t  g( t ,y ,u)  B @(IIull) and I)f(t,y,u)ll 5 G+H\\ull f o r  ( t , y )  E 
J X B and u E U(t,y).  It i s  easy t o  check t h a t  t h i s  impl ies  (3.6) 
with cpd independent of t .  Indeed, i f  d E i n t  Co, d = (dx,dy)  
then  dxq(t,y,u) + < d Y , f ( t , Y , d  > +dxQ(ll.ll) + l l~~l(G+Hllull)  
(remember t h a t  dx < 0 ) .  Since t h e  l a t t e r  sum tends  t o  -m as I uI --j +a, 
it i s  bounded from above. The assumptions concerning t h e  s e t  Q 
a r e  t h e  same with t h e  exception t h a t  Cesa r i  assumed condi t ion  (2.8) 
wi th  r e spec t  t o  both v a r i a b l e s  while we assume Q i s  U.S.C. i n  a 
weaker sense and only with respec t  t o  one va r i ab le .  S imi l a r ly  f 
and g a r e  also assumed i n  [l] t o  be continuous i n  t .  
Concerning t h e  unbounded case  ( cond i t ion  ( i i b ) ) ,  bes ides  t h e  
G1 growthcondi t ion it i s  assumed i n  [l] t h a t  t h e r e  a r e  cons tan ts  
and H1 such t h a t  g;(t,y,u) 2 G1/1f(t ,Y,U)ll  if IIYII > u E U ( t , Y ) .  
Those two condi t ions  imply t h a t  t he  func t ion  cp 
t aken  as cons tan t  i f  d = ('qdx,d ), dx < 0, and 
Therefore t h i s  i s  taken ca re  o f  by our Theorem 4 case  ( A ) .  
i n  (3.6) can be 
d 
7 i s  small  enough. 
Y 
There 
i s  no counterpar t  i n  [l] t o  our Theorem 4 case  ( B ) .  I n  o the r  words 
Cesa r i  always assumes 'almost e x p l i c i t l y '  an a p r i o r i  bound f o r  t h e  
infimum of t h e  cos t  func t iona l .  
A s  follows from t h e  proof of Theorem 2 (see a l s o  t h e  d i s -  
cussion of t h e  example i n  sec t ion  2 )  conditions(A) and ( B )  a r e  t o  
guarantee t h a t  t h e  subc lass  
s a t i s f y i n g  (In) ( o r  ( i i b ) )  s a t i s f i e s  (ma). This can be assured 
by d i f f e r e n t  kind of condi t ions  not connected with t h e  bound i n  (3.6).  
Ro = ( w  E R l I ( c u )  5 I(cu ) )  of R 
0 
These a r e  t h e  typesof  condi t ions  which supply an a p r i o r i  bound 
fo r  a so lu t ion  of (3.1) s a t i s f y i n g  a f ixed  i n i t i a l  condition ( i n -  
dependent of g) . We omit d e t a i l s  here .  
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Example. 
c a l  Lagrange problem i n  t h e  ca l cu lus  of va r i a t ions ,  which corresponds 
The problem we considered conta ins  as a s p e c i a l  case t h e  c l a s s i -  
t o  t h e  case when f ( t , y ,u )  = u and U(t,y) = E = Y. The convexity 
of t h e  s e t  Q(t ,y) i s  now equivalent  t o  convexity of g i n  u. An 
extension of t h e  exis tence theorems of Nagumo [ 133, McShane [ 121, and Tone l l i  [ 161 
can be formulated. However we r e s t r i c t  ourselves  t o  an example 
r e l a t e d  t o  t h e  examples a t  t h e  end of s ec t ion  2. 
Suppose we wish t o  minimize t h e  func t iona l  
(3.15) 
i n  t h e  c l a s s  sd of absolu te ly  continuous func t ion  s a t i s f y i n g  
t h e  boundary value condition: 
(3.16) y(0) = 1 y ( t )  = 0 , t 5 1. 
If cx(t,y) = t and r 0, an opt imal  so lu t ion  does not  e x i s t .  
I n  f a c t  i n  t h i s  case t h e  bound i n  (3.6) (compare with (2 .32) )  i s  a constant  
t imes t-' 
However, i f  a I t 
Y(t,y) = u,(t) 1 u , ( t ) y  provided t h a t  both yo and y1 a r e  i n t e -  
grab le  on [0,1]. 
and the re fo re  i s  not  i n t eg rab le  ( c f .  Example 2 of Sect ion 2 ) .  
L E  then  an optimal so lu t ion  e x i s t s  even with > 
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