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GRO¨BNER BASES AND SYZYGY THEOREM FOR DIRECT PRODUCT
OF PRINCIPAL IDEAL RINGS
BABAK JABARNEJAD
Abstract. In this paper we give versions of Hilbert’s syzygy theorem for finitely generated
modules over polynomial rings over direct product of principal ideal rings.
1. Introduction
The concept of Gro¨bner bases for polynomial rings over a field was presented by Buch-
berger [3]. He also gave generalizations of this concept over some rings (e.g. [2]). Some
generalizations of this concept can be found in [1], [13], [12], [9], [5].
In the excellent paper [7], Gamanda et. al. generalize the concept of Gro¨bner bases for
Be´zout rings with divisibility test. They also give versions of Hilbert’s syzygy theorem for
Be´zout domains and Be´zout rings of dimension zero with divisibility test.
In the present paper, we give a generalization to syzygies on polynomials whose leading
coefficients are monomials in a fixed permutable weak regular sequence. We show that
length of a free resolution of monomial ideal in permutable weak regular sequence s1, . . . , sk
is bounded by k. Later on as an application we give different versions of Hilbert’s syzygy
theorem for polynomial rings over principal ideal domains and direct product of principal
ideal rings. From the proofs we conclude that if M ∼= F/U (F is a free module) and leading
coefficients of a Gro¨bner basis of U are nonzero divisors, then the module M admits a finite
free resolution. A result that is not proved in [7]. Note that By [10, Lemma 10, Corollary
11], every principal ideal ring is a finite direct sum of quotients of PIDs. So to prove facts
for principal ideal rings it is enough to prove facts for finite direct sum of quotients of PIDs.
Also, we know that by Auslander-Buchsbaum-Serre Theorem every finitely generated module
over a local ring has a finite free resolution iff the ring is regular. But this theorem does not
hold in general for a non-local regular ring. For example if we consider regular ring Z × Z
then the ideal Z× {0} doesn’t have a finite free resolution.
The paper [7] lies in the framework of constructive mathematics, but our paper lies in the
framework of classical mathematics. Therefore, we don’t assume that rings are equipped
with divisibility test. Additionally, we point out that in the present paper we don’t need to
assume that the direct product of principal ideal rings have dimension zero. As our method
of proofs are totally different than methods of proofs in [7]. They localize Be´zout rings
whereas we directly use the concept of permuatble weak regular sequence.
In the last section of the paper we generalize the Gro¨bner bases concept for polynomial
rings over solvable principal ideal rings. We end the paper with some examples, including
an example, where we compute a free resolution on a polynomial ring over a principal ideal
ring of dimension 1.
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2. Gro¨bner bases on finitely generated modules
In the entirety of this paper R is a commutative ring with unit. We fix S = R[x1, ..., xn]
and finitely generated free S-module F = ⊕ri=1S with standard basis {e1, . . . , er}. Every
monomial of F has the form uei, where u is a monomial of S. Assume we have a monomial
order > on F . If f ∈ F , then we denote the leading term of f by LT(f). If LT(f) = auei,
where a ∈ R and u is a monomial in S, then we denote lc(f) = a, LM(f) = uei, lm(f) = u
and lt(f) = au. For every f 6= 0, we decide LT(f) > LT(0) = 0. For auei and bvej , where
a, b ∈ R and u, v are monomials in S, we say that auei divides bvej and we write auei|bvej
if au divides bv and i = j.
Example 2.1. Let S = R[x1, x2, x3] and we have lexicographic order on S. Suppose that
F = S ⊕ S ⊕ S. Assume F has lexicographic order given priority to the position. If
f = rx31x2e1 − x
4
1x2x3e3, then LT(f) = rx
3
1x2e1, lt(f) = rx
3
1x2, LM(f) = x
3
1x2e1, lc(f) = r
and lm(f) = x31x2.
Remark 2.2. In this paper the monomial order on F does not depend on an order on S. Let
f ∈ F and g ∈ S. Suppose {blflej} is the set of all terms of f (bl ∈ R and flej is a monomial
of F ) and {aigi} is the set of all terms of g (ai ∈ R and gi is a monomial of S). Then there
is a single gi0 and a single fl0ej0 such that gi0fl0ej0 is maximal among all giflej, because if
there are gi1, gi2 and fl1ej1, fl2ej1 such that gi1fl1ej1 = gi2fl2ej1 , assume that fl1ej1 > fl2ej1 ,
then gi2fl1ej1 > gi2fl2ej1 , so such a gi1fl1ej1 cannot be maximum. We denote lc(g) = ai0 ,
lm(g) = gi0 and lt(g) = ai0gi0 . Actually the monomial order on F induces a monomial
order on S and with this monomial order lm(g) is the leading monomial of g and also we see
that LM(f) = fl0ej0. If R is an integral domain, then LM(gf) = lm(g) LM(f), otherwise
we have lm(g) LM(f) ≥ LM(gf).
Definition 2.3. Let G = {f1, ..., fm} ⊆ F . We say f ∈ F reduces to zero modulo G and
denote this by f →G 0 if there are pi ∈ S, for 1 ≤ i ≤ m , such that
f = p1f1 + ...+ pmfm, and LM(f) ≥ lm(pi) LM(fi)
Definition 2.4. Let U be a submodule of F and {f1, ..., fm} ⊆ U . We say {f1, ..., fm} is a
Gro¨bner basis for U if 〈LT(f1), ...,LT(fm)〉 = LT(U), where LT(U) is the S-module generated
by the leading terms of elements of U .
If R is a Noetherian ring and U is a submodule of F , then a Gro¨bner basis of U always
exists.
Lemma 2.5. If U is a submodule of F and G = {f1, ..., fm} is a Gro¨bner basis for U , then
for every f ∈ U , we have f →G 0.
Proof. If f ∈ U , then we have an expression LT(f) =
∑
rigi LT(fi), where ri ∈ R and gi
are monomials in S. If we take the element h1 =
∑
rigifi, then h1 ∈ 〈f1, . . . , fm〉 ⊆ U and
LT(f) = LT(h1) ≥ lm(rigi) LM(fi), so that LM(f) > LM(f−h1). We repeat this procedure
and finally we have LT(f − h1 − · · · − hk−1) = 0 or LT(f − h1 − · · · − hk−1) = a ∈ R. If
LT(f − h1 − · · · − hk−1) = 0, then f − h1 − · · · − hk−1 = 0, and so f = h1 + · · ·+ hk−1. If
LT(f − h1− . . . hk−1) = a, then f − h1− · · ·− hk−1 = a. But a can be generated by fi. This
completes the proof. 
Remark 2.6. From this lemma we conclude that if U is a submodule of F andG = {f1, ..., fm}
is a Gro¨bner basis for U , then the elements of G generate U .
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Definition 2.7. Let U be a submodule of F generated by f1, . . . , fm. Suppose G is a free
module over S with the standard basis g1, . . . , gm and let α : G → U be a homomorphism
such that α(gi) = fi. The Schreyer monomial order on G induced by f1, . . . , fm and < (a
given monomial order in F ) and denoted by <f1,...,fm is defined as the following: Let ugi and
vgj be monomials in G. Then we set
ugi <f1,...,fm vgj ⇐⇒ LM(ufi) < LM(vfj), or LM(ufi) = LM(vfj) and j < i.
This order is a monomial order, see [6].
3. Syzygies of s-monomial type elements
As we know the sequence s = s1, . . . , sk is a weak regular sequence if si is anR/〈s1, . . . , si−1〉-
regular element for i = 1, . . . , k. We fix a permutable weak regular sequence s = s1, . . . , sk
in R, where none of them is a unit. By an s-monomial we mean a monomial in this fixed
weak regular sequence and by an s-term we mean an element of the form ua, where u is a
unit and a is an s-monomial.
Remark 3.1. Any s-monomial has a unique representation. Also, we consider 1 as an s-
monomial, even though 1 is also a monomial in S.
Remark 3.2. If a, b ∈ R and a, b are s-terms, then lcm(a, b) and gcd(a, b) exist and they are
unique up to unit (by lcm (resp. gcd) we mean the least common multiple (resp. the greatest
common divisor)). If a = u1s
α1
1 . . . s
αk
k , b = u2s
β1
1 . . . s
βk
k , αi, βi ∈ Z≥0 are s-terms, then we
canonically choose gcd(a, b) = sγ11 . . . s
γk
k and lcm(a, b) = s
η1
1 . . . s
ηk
k , where γi = min{αi, βi}
and ηi = max{αi, βi}.
Corollary 3.3. [11, Corollary 2.6] Let a1, . . . , an ∈ R be s-monomials. Then the R-module
{(c1, . . . , cn); c1a1 + · · ·+ cnan = 0} ⊆ R
n is generated by {
lcm(ai,aj)
ai
ei −
lcm(ai,aj)
aj
ej ; 1 ≤ i <
j ≤ n}.
Definition 3.4. If f ∈ F , and lc(f) is an s-term, then we say f is s-monomial type.
Let f, g be s-monomial type elements. If the leading terms of f and g don’t involve the
same basis element, then we don’t define the S-element, otherwise we have
S(f, g) =
lcm(lm(f), lm(g))
lt(f)
f −
lcm(lm(f), lm(g))
lt(g)
g.
It is clear that the S-element of such f and g is in a finitely generated free module over
K[x1, ..., xn], where K is the total ring of fractions of R. Now, we define the S
′
-element for
such s-monomial type elements in F .
S
′
(f, g) = lcm(lc(f), lc(g))S(f, g).
It is clear that S
′
(f, g) ∈ F .
The following lemma is the key result that will be used to prove Buchberger’s criterion for
our case. But before we start we observe a notation: If δ = (δ1, . . . , δn) ∈ Z
n
≥0, then by x
δ
we mean xδ11 . . . x
δn
n .
Lemma 3.5. [11, Lemma 2.8] Let f1, . . . , fm ∈ F be s-monomial type. Suppose we have a
sum
∑m
i=1 cifi, where ci ∈ R and for all i, LM(fi) = x
δel, δ ∈ Z
n
≥0. If x
δel > LT(
∑m
i=1 cifi),
then
∑m
i=1 cifi is an R-linear combination of the S
′
-elements S
′
(fi, fj), for 1 ≤ i < j ≤ m.
We also have xδel > LM
(
S
′
(fi, fj)
)
.
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The proof of the following theorem is similar to [4, Theorem 6], but since we will use the
proof later on we provide the proof.
Theorem 3.6 (Buchberger’s criterion). Let G = {f1, ..., fm} be a family of s-monomial type
elements in F and U = 〈f1, ..., fm〉. Then G is a Gro¨bner basis for U iff for every 1 ≤ i <
j ≤ m, S
′
(fi, fj)→G 0.
Proof. Using Lemma 3.5, the proof will proceed. Let f ∈ U , we consider all possible
ways that f =
∑m
i=1 gifi, where gi ∈ S, and if x
u(i)eu(i) = lm(gi) LM(fi) and x
δel =
max(xu(1)eu(1), . . . , x
u(m)eu(m)), so x
δel is minimal. Clearly x
δel ≥ LT(f). If LM(f) = x
δel,
then LT(f) ∈ 〈LT(fi)〉
m
i=1, if not, thus x
δel > LT(f). Then we can write
f =
∑
xu(i)eu(i)=xδel
gifi +
∑
xu(i)eu(i)<xδel
gifi
=
∑
xu(i)eu(i)=xδel
lt(gi)fi +
∑
xu(i)eu(i)=xδel
(gi − lt(gi))fi +
∑
xu(i)eu(i)<xδel
gifi.
The xδel is greater than all monomials appearing in the fourth and fifth sums. Then the
assumption xδel > LT(f), means that the x
δel is also greater than leading term of the third
sum.
Let lt(gi) = cix
α(i), then
∑
xu(i)eu(i)=xδel
lt(gi)fi =
∑
xu(i)eu(i)=xδel
cix
α(i)fi, we assume
xα(i)fi = hi, by Lemma 3.5, with a suitable order,
∑
xu(i)eu(i)=xδel
cix
α(i)fi is a linear combi-
nation of S
′
(xα(j)fj , x
α(k)fk), but
S(xα(j)fj, x
α(k)fk) = x
δ−γjkS(fj , fk)
where xγjk = lcm(lm(fj), lm(fk)). Then
S
′
(xα(j)fj, x
α(k)fk) = x
δ−γjkS
′
(fj, fk)
⇒
∑
xu(i)eu(i)=xδel
cix
α(i)fi =
∑
xu(i)eu(i)=xδel
cjkx
δ−γjkS
′
(fj, fk) cjk ∈ R.
On the other hand
S
′
(fj , fk) =
m∑
t=1
ltjkft, ltjk ∈ S, LM(S
′
(fj , fk)) ≥ lm(ltjk) LM(ft)
thus
xδ−γjkS
′
(fj , fk) =
m∑
t=1
atjkft, atjk = x
δ−γtjk ltjk ∈ S
xδel > LM(x
δ−γjkS
′
(fj , fk)) ≥ lm(atjk) LM(ft).
We get the equation ∑
xu(i)eu(i)=xδel
cjkx
δ−γjkS
′
(fj , fk) =
∑
j,k
cjk
(∑
atjkft
)
=
∑
htft, ht ∈ S, x
δel > lm(ht) LM(ft).
Therefore we have a contradiction. 
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In the rest of this section our results are similar to some of the results in sections 4.4.1
and 4.4.3 in [6] with slightly different proofs.
Let G = {f1, ..., fm} be a family of s-monomial type elements in F and they form a
Gro¨bner basis for submodule U . Then we have
S
′
(fi, fj) = uijfi − ujifi = qij,1f1 + · · ·+ qij,mfm,
where LM(S
′
(fi, fj)) ≥ lm(qij,l) LM(fl), i < j, uij =
lcm(bi,bj)
cibi
lcm(ui,uj)
ui
(cibi = lc(fi), ci is a
unit, bi is an s-monomial and ui = lm(fi)) and leading terms of such fi and fj involve the
same basis element.
Let g1, . . . , gm be a basis for a free module L over S. We define
rij = uijgi − ujigj − qij,1g1 − · · · − qij,mgm.
Theorem 3.7. With mentioned notation and condition above rij (1 ≤ i < j ≤ m), generate
the syzygies of {f1, . . . , fm}.
Proof. Let V be a submodule of L generated by all rij and let G = Syz(f1, . . . , fm). We need
to prove that G ⊆ V . Let r =
∑m
j=1 hjgj ∈ G.
Let wr = max{lm(hj) LM(fj); j = 1, . . . , m}. Without loss of generality, we assume that
wr = lm(hj) LM(fj) for j = 1, . . . , t and lm(hj) LM(fj) < wr for j = t + 1, . . . , m. If
lm(hj) = vj, and lc(hj) = aj , then wr = ujvjei for j = 1, . . . , t, (LM(fj) = ujei) and∑t
j=1 ajcjbj = 0. Hence by Corollary 3.3, we have
(a1c1, . . . , atct) =
∑
1≤i<j≤t
fij
lcm(bi, bj)
bi
ki − fij
lcm(bi, bj)
bj
kj,
where {ki|1 ≤ i ≤ t} is the standard basis for R
t.
For each fixed 1 ≤ i ≤ t − 1, we have uivi = ujvj for j = i + 1, . . . , t so that there exist
monomials wij such that vj = wij
lcm(ui,uj)
uj
for j = i+ 1, . . . , t.
Assume for the moment that we already know that wr′ < wr for the relation
r
′
= r −
t−1∑
i=1
t∑
j=i+1
fijwijrij .
By induction we may then assume that r
′
∈ V , which then implies that r ∈ V , since∑t−1
i=1
∑t
j=i+1 fijwijrij ∈ V . Hence it is enough to prove that wr′ < wr. Let ρij =
∑m
l=1 qij,lgl,
where
∑m
l=1 qij,lfl is the standard expression of S
′
(fi, fj). Then we have
r
′
=
t∑
j=1
hjgj +
m∑
j=t+1
hjgj
−
t−1∑
i=1
t∑
j=i+1
fijwij
(
lcm(bi, bj)
cibi
lcm(ui, uj)
ui
gi −
lcm(bi, bj)
cjbj
lcm(ui, uj)
uj
gj
)
+
t−1∑
i=1
t∑
j=i+1
fijwijρij .
On the other hand we have
wij
lcm(ui, uj)
ui
=
wijuj
ui
lcm(ui, uj)
uj
=
ujvj
ui
=
uivi
ui
= vi,
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then we have
r
′
=
t∑
j=1
hjgj +
m∑
j=t+1
hjgj
−
t−1∑
i=1
t∑
j=i+1
vifij
lcm(bi, bj)
cibi
gi − vjfij
lcm(bi, bj)
cjbj
gj +
t−1∑
i=1
t∑
j=i+1
fijwijρij
=
t∑
j=1
(hj − ajvj)gj +
m∑
j=t+1
hjgj +
t−1∑
i=1
t∑
j=i+1
fijwijρij .
It is clear that lm(hj − ajvj) LM(fj) < wr for 1 ≤ j ≤ t. On the other hand for a summand
fijwijρij (1 ≤ i ≤ t− 1, 2 ≤ j ≤ t) its summands are fijwijqij,lgl. Then we have
lm(fijwijqij,l) LM(fl) ≤ LM(wijS
′
(fi, fj))
< max{LM(wij
lcm(ui, uj)
ui
fi),LM(wij
lcm(ui, uj)
uj
fj)}
= max{LM(vifi),LM(vjfj)}
≤ max{lm(hi) LM(fi), lm(hj) LM(fj)} ≤ wr.
This completes the proof. 
Corollary 3.8. Let U be a submodule of F generated by s-monomial type terms f1, . . . , fm.
Then Syz(f1, . . . , fm) is generated by the relations rij = uijgi − ujigj for all 1 ≤ i < j ≤ m
for which fi and fj involve the same basis element.
Proof. Clearly if fi and fj involve the same basis element, then S
′
(fi, fj) = 0, and so
f1, . . . , fm form a Gro¨bner basis. Then the claim follows by Theorem 3.7. 
Theorem 3.9. Let U be a submodule of F with Gro¨bner basis G = {f1, . . . , fm} and fi be
s-monomial type elements. Then the relations rij arising from the S
′
-elements of the fi and
fj form a Gro¨bner basis of Syz(f1, . . . , fm) with respect to Schreyer monomial order <f1,...,fm.
Moreover with this order we have LT(rij) = uijgi.
Proof. Since lm(uij) LM(fi) = lm(uji) LM(fj) and because i < j we conclude that LT(uijgi−
ujigj) = uijgi. On the other hand lm(qij,l) LM(fl) ≤ LM(S
′
(fi, fj)) < lm(uij) LM(fi), then
LT(qij,lgl) < uijgi. Thus it follows that LT(rij) = uijgi.
Now we show that the relations rij form a Gro¨bner basis for V = Syz(f1, . . . , fm). Let
g =
∑m
j=1 rjgj be an arbitrary relation. Let LT(rjgj) = ajvjgj (aj ∈ R, vj is a monomial of
S) for j = 1, . . . , m. Then LT(g) = aivigi for some i. Now let g
′
=
∑
j ajvjgj, where the sum
is taken over the set S of those j for which LT(vjfj) = LT(vifi). Then j ≥ i for all j ∈ S.
If we substitute each gj by LT(fj), the sum becomes zero. Therefore g
′
is a relation of the
elements LT(fj) with j ∈ S. Hence by Corollary 3.8, the element g
′
is a linear combination
of elements of the form utlgt − ultgl with t, l ∈ S and t < l. Since j > i for all j ∈ S with
j 6= i, LT(g
′
) is a linear combination of uijgi. But each uijgi is the leading term of rij. This
completes the proof. 
Theorem 3.10. Let R be a commutative ring and F =
∏
i∈AR. Suppose s = s1, . . . , sk is a
permutable weak regular sequence in R. Let U = 〈a1, . . . , an〉 ⊆ F , where ai are s-monomial
GRO¨BNER BASES AND SYZYGY THEOREM FOR DIRECT PRODUCT OF PRINCIPAL IDEAL RINGS7
type terms. Then U admits a free R-resolution
0→ Fp → Fp−1 → · · · → F1 → F0 → U → 0
of length p ≤ k.
Proof. We order every s-monomial lexicographically when s1 > s2 > · · · > sk. We reorder
ai similar to what is said in [6, Corollary 4.17](whenever LT(ai) and LT(aj) for some i < j
involve the same basis element and LT(ai) = uek and LT(aj) = vek, then u > v with
respect to pure lexicographic order). First of all by Buchberger’s criterion these terms form
a Gro¨bner basis. On the other hand in each step of the resolution, rij are elements of s-
monomial type and they form a Gro¨bner basis with Schreyer’s monomial order (actually
here we don’t have monomial order on variables and the orders are based on position). We
should remark that reordering repeats in any step to remove one factor from the leading
terms of rij. By induction on k − t we show that if ai don’t contain factors of s1, . . . , st,
then p ≤ k − t. If t = k, then the leading coefficients of elements of Gro¨bner basis are
units. Hence we have a Gro¨bner basis with leading terms of ei1 , . . . , eil, so that the syzygy
module is zero. If t < k, then we label a Gro¨bner basis as it is mentioned above. This
implies that Syz(a1, . . . , an) has a Gro¨bner basis such that s1, . . . , st+1 do not appear in any
of leading terms of the elements of Gro¨bner basis. Thus by induction Syz(a1, . . . , an) has an
R-resolution of length ≤ k − t− 1. This completes the proof. 
4. Gro¨bner bases and syzygy theorem for a PID
In this section R is a PID. As we know if a, b ∈ R, then lcm(a, b) is unique up to unit. For
every a, b ∈ R we choose an arbitrary lcm(a, b). If f, g ∈ F involve the same basis element
we define
SR(f, g) = lcm(lc(f), lc(g))S(f, g).
Then SR(f, g) is unique up to unit and arbitrarily we choose one.
Lemma 4.1. Let f1, . . . , fm ∈ F . Suppose we have a sum
∑m
i=1 cifi, where ci ∈ R and for all
i, LM(fi) = x
δel, δ ∈ Z
n
≥0. If x
δel > LT(
∑m
i=1 cifi), then
∑m
i=1 cifi is an R-linear combination
of the SR-elements SR(fi, fj), for 1 ≤ i < j ≤ m. We also have x
δel > LM(SR(fi, fj)).
Proof. Because the number of fi’s is finite we can choose a finite set of irreducible elements
of R such as q1, . . . , qt, such that the leading coefficients of all fi are units times a product of
qi. On the other hand a finite set of irreducible elements in a PID form a permutable weak
regular sequence. If we fix qi as a permutable weak regular sequence, for each fi, fj we have
S
′
(fi, fj) = uijSR(fi, fj), where uij is a unit. Then the proof is clear. 
Theorem 4.2 (Buchberger’s criterion). Let G = {f1, ..., fm} be a family of elements in F and
U = 〈f1, ..., fm〉. Then G is a Gro¨bner basis for U iff for every i < j, SR(fi, fj)→G 0.
Let G = {f1, ..., fm} be a family of elements in F and they form a Gro¨bner basis for a
submodule U . We have
SR(fi, fj) = uijfi − ujifi = qij,1f1 + · · ·+ qij,mfm,
where LM(SR(fi, fj)) ≥ lm(qij,l) LM(fl), i < j, uij =
lcm(bi,bj)
bi
lcm(ui,uj)
ui
(bi = lc(fi) and
ui = lm(fi)) and the leading terms of such fi and fj involve the same basis element.
Let g1, . . . , gm be a basis for free module L over S. We define
rij = uijgi − ujigj − qij,1g1 − · · · − qij,mgm.
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Theorem 4.3. With mentioned notation and condition above rij (1 ≤ i < j ≤ m), generate
syzygies of f1, . . . , fm.
Proof. By the same reason explained in the proof of Lemma 4.1, rij arising by S
′
-elements
generate syzygies of U . But the rij mentioned above are associate to the rij arising from
S
′
-elements. 
Corollary 4.4. Let U be a submodule of F generated by terms f1, . . . , fm. Then Syz(f1, . . . , fm)
is generated by the relations rij = uijgi − ujigj for all i < j for which fi and fj involve the
same basis element.
Theorem 4.5. Let U be a submodule of F with Gro¨bner basis G = {f1, . . . , fm}. Then
the relations rij arising from the SR-elements of the fi and fj form a Gro¨bner basis of
Syz(f1, . . . , fm) with respect to Schreyer monomial order <f1,...,fm. Moreover with this order
we have LT(rij) = uijgi.
Theorem 4.6 (Hilbert’s syzygy theorem for PID). Let M be a finitely generated S-module.
Then M admits a free S-resolution
0→ Fp → Fp−1 · · · → F1 → F0 →M → 0
of length p ≤ n+ 1.
Proof. We know that M ∼= F/U , where F is a finitely generated free S-module. It is enough
to prove that U has a free S-resolution of length ≤ n. Suppose e1, . . . , er is the basis of F
and f1, . . . , fm is a Gro¨bner basis of U . If t is the largest integer such that the variables
x1, . . . , xt don’t appear in any of the leading terms of fi, then by induction on n− t we prove
that U has a free S-resolution of length ≤ n − t. If t = n, we consider all fi (if they exist)
in which the leading terms involve the basis element e1. If these fi are fi1 , . . . , fis, then
∃r1, . . . , rs; r1 lc(fi1) + . . . rs lc(fis) = gcd(lc(fi1), . . . , lc(fis)).
Let g1 = r1fi1 + · · ·+rsfis . Now we consider all fi (if they exist) whose leading terms involve
the basis element e2 and by the same procedure we obtain g2, so that in the maximum case
g1, . . . , gr form a Gro¨bner basis for U with the same order and its syzygies is zero module.
If t < n, we assume that the Gro¨bner basis of f1, . . . , fm is labeled as described in [6,
Corollary 4.17]. Hence by Theorem 4.5 and [6, Corollary 4.17], Syz(f1, . . . , fm) has a Gro¨bner
basis such that variables x1, . . . , xt+1 do not appear in any of the leading monomials of the
elements of the Gro¨bner basis. Then by induction Syz(f1, . . . , fm) has a free S-resolution of
length ≤ n− t− 1. This completes the proof. 
5. The case of quotient of a PID
In this section we fix the quotient ring R/NR, where R is a PID. We know that we can
factor N = pn11 . . . p
nk
k , where pi are irreducible elements of R. For every αi > ni, we have
pαii +NR = p
αi
i + p
n1
1 . . . p
nk
k +NR = p
ni
i (p
αi−ni
i + p
n1
1 . . . p
ni−1
i−1 p
ni+1
i+1 . . . p
nk
k ) +NR.
But gcd(pαi−nii +p
n1
1 . . . p
ni−1
i−1 p
ni+1
i+1 . . . p
nk
k , N) = 1. Hence p
αi−ni
i +p
n1
1 . . . p
ni−1
i−1 p
ni+1
i+1 . . . p
nk
k +NR
is a unit. Then all elements of R/NR have a presentation of the form upα11 . . . p
αk
k + NR,
where u + NR is a unit and αi ≤ ni. On the other hand this presentation is unique
because if upα11 . . . p
αk
k + NR = vp
β1
1 . . . p
βk
k + NR (0 ≤ αi, βi ≤ ni), then up
α1
1 . . . p
αk
k −
vpβ11 . . . p
βk
k = lp
n1
1 . . . p
nk
k . Without loss of generality we may assume α1 < β1. Hence
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upα22 . . . p
αk
k − vp
γ1
1 p
β2
2 . . . p
βk
k = lp
η1
1 p
n2
2 . . . p
nk
k , γ1, η1 > 0. Then p1 divides up
α2
2 . . . p
αk
k , which
is a contradiction.
We define SR/NR-element of two elements f, g ∈ F (the base ring is S = (R/NR)[x1, . . . , xn]).
Let the leading terms of f, g involve the same basis element, lc(f) = a + NR and lc(g) =
b+NR, then
SR/NR(f, g) = (
lcm(a, b)
a
+NR)
lcm(lm(f), lm(g))
lm(f)
f − (
lcm(a, b)
b
+NR)
lcm(lm(f), lm(g))
lm(g)
g.
We should remark that SR/NR(f, g) is unique up to unit. If lc(f) = a + NR, then we set
ann(lc(f)) = N
a
+ NR. Note that ann(lc(f)) is unique up to unit. Now we state a similar
result to Lemma 3.5.
Lemma 5.1. Let f1, . . . , fm ∈ F . Suppose we have a sum
∑m
i=1 cifi, where ci ∈ R/NR and for
all i, LM(fi) = x
δel, δ ∈ Z
n
≥0. If x
δel > LT(
∑m
i=1 cifi), then if m = 1, c1f1 = a ann(lc(f1))f1
and if m > 1, then
∑m
i=1 cifi is an R-linear combination of the SR/NR-elements SR/NR(fi, fj),
for 1 ≤ i < j ≤ m. We also have xδel > LM
(
SR/NR(fi, fj)
)
and xδel > LM(ann(lc(fi))fi).
Proof. For the case of m = 1 the claim is clear so we prove the case m > 1. For each fi
we consider its representative (one of them) in (R[x1, . . . , xn])
r and denote it by gi. Now if
the leading coefficient of gi is uip
α1,i
1 . . . p
αk,i
k , 0 ≤ αj,i ≤ ni, then
∑m
i=1 ciuip
α1,i
1 . . . p
αk,i
k = Nl.
Let di = p
α1,i
1 . . . p
αk,i
k and dm+1 = N . We define pi =
gi
lc(gi)
and we have
∑m
i=1 cigi =∑m−1
i=1 ciuidiS(gi, gm).
By the same argument as in the proof of Lemma 3.5,
m∑
i=1
cigi =
m−1∑
i=1
m+1∑
j=1
ri,j lcm(di, dj)S(gi, gm).
In the sum above
ri,m lcm(di, dm) + ri,m+1 lcm(di, dm+1) = a lcm(di, dm), a ∈ R,
so that
∑m
i=1 cifi is a R-linear combination of SR/NR(fi, fj). 
Theorem 5.2 (Buchberger’s criterion). Let G = {f1, ..., fm} be a family of elements in F and
U = 〈f1, ..., fm〉. Then G is a Gro¨bner basis for U iff for each i, ann(lc(fi))fi →G 0 and for
every i < j, SR/NR(fi, fj)→G 0.
Proof. Let f ∈ U , we consider all possible ways that f =
∑m
i=1 gifi, where gi ∈ S, and
if xu(i)eu(i) = lm(gi) LM(fi) and x
δel = max(x
u(1)eu(1), . . . , x
u(m)eu(m)), so x
δel is minimal.
Clearly xδel ≥ LT(f). If LM(f) = x
δel, then LT(f) ∈ 〈LT(fi)〉
m
i=1, if not, then x
δel > LT(f).
Then we can write
f =
∑
xu(i)eu(i)=xδel
gifi +
∑
xu(i)eu(i)<xδel
gifi
=
∑
xu(i)eu(i)=xδel
lt(gi)fi +
∑
xu(i)eu(i)=xδel
(gi − lt(gi))fi +
∑
xu(i)eu(i)<xδel
gifi.
The xδel is greater than all monomials appearing in the forth and fifth sums. Then the
assumption xδel > LT(f), means that the x
δel is also greater than leading term of the third
sum. On the other hand in the third sum if we have only one summand say lt(gi)fi, then
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lt(gi)fi = a ann(lc(fi))fi and by the assumption the claim is clear. If we have more than one
summand, then the proof is similar to Theorem 3.6. 
LetG = {f1, ..., fm} be a family of elements in F that form a Gro¨bner basis for a submodule
U . We have
SR/NR(fi, fj) = uijfi − ujifi = qij,1f1 + · · ·+ qij,mfm,
where LM(SR/NR(fi, fj)) ≥ lm(qij,l) LM(fl), i < j, uij = (
lcm(bi,bj)
bi
+NR)
lcm(ui,uj)
ui
(bi+NR =
lc(fi) and ui = lm(fi)) and the leading terms of such fi and fj involve the same basis element.
We also have
ann(lc(fi))fi = qii,1f1 + · · ·+ qii,mfm,
where LM(ann(lc(fi))fi) ≥ lm(qii,l) LM(fl).
Let g1, . . . , gm be a basis for a free module L over S. We define
rij = uijgi − ujigj − qij,1g1 − · · · − qij,mgm,
and
rii = ann(lc(fi))gi − qii,1g1 + · · · − qii,mgm.
Theorem 5.3. With mentioned notation and condition above rij (1 ≤ i ≤ j ≤ m) generate
Syz(f1, . . . , fm).
Proof. Let V be submodule of L generated by all rij and let G = Syz(f1, . . . , fm). We need
to prove that G ⊆ V . Let r =
∑m
j=1 hjgj ∈ G.
Let wr = max{lm(hj) LM(fj); j = 1, . . . , m}. Without loss of generality, we assume that
wr = lm(hj) LM(fj) for j = 1, . . . , t and lm(hj) LM(fj) < wr for j = t + 1, . . . , m. Let
bj + NR = cjdj + NR, where cj + NR is a unit and dj = p
α1,j
1 . . . p
αk,j
k (0 ≤ αi,j ≤ ni). If
lm(hj) = vj , and lc(hj) = aj +NR, then wr = ujvjei for j = 1, . . . , t, (LM(fj) = ujei) and∑t
j=1 ajcjdj + at+1ct+1dt+1 = 0, where ct+1 = 1, dt+1 = N . Hence by Corollary 3.3, we have
(a1c1, . . . , atct, at+1ct+1) =
∑
1≤i<j≤t+1
fij
lcm(di, dj)
di
ki − fij
lcm(di, dj)
dj
kj,
where {ki|1 ≤ i ≤ t+ 1} is the standard basis for R
t+1. Then we can write
(a1, . . . , at, at+1) =
∑
1≤i<j≤t
fij
lcm(ci, cj)
lcm(cidi, cjdj)
cidi
ki −
fij
lcm(ci, cj)
lcm(cidi, cjdj)
cjdj
kj
+
t∑
i=1
fit+1
lcm(di, dt+1)
cidi
ki − fit+1
lcm(di, dt+1)
dt+1
kt+1.
Let
fij
lcm(ci,cj)
+NR = f
′
ij +NR for 1 ≤ i < j ≤ t.
For each fixed 1 ≤ i ≤ t − 1, we have uivi = ujvj for j = i + 1, . . . , t so that there exist
monomials wij such that vj = wij
lcm(ui,uj)
uj
for j = i+ 1, . . . , t.
Assume for the moment that we already know that wr′ < wr for the relation
r
′
= r −
t−1∑
i=1
t∑
j=i+1
(f
′
ij +NR)wijrij −
t∑
i=1
(fit+1 +NR)virii.
On the other hand we see that ann(lc(fi)) =
lcm(di,dt+1)
cidi
+ NR. Then using induction the
claim follows similar to Theorem 3.7. 
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Corollary 5.4. Let U be a submodule of F generated by terms f1, . . . , fm. Then Syz(f1, . . . , fm)
is generated by the relations ann(lc(fi))gi and rij = uijgi − ujigj for all 1 ≤ i < j ≤ m for
which fi and fj involve the same basis element.
Theorem 5.5. Let U be a submodule of F with Gro¨bner basis G = {f1, . . . , fm}. Then the
relations rij for 1 ≤ i ≤ j ≤ m form a Gro¨bner basis of Syz(f1, . . . , fm) with respect to
Schreyer monomial order <f1,...,fm. Moreover with this order we have LT(rij) = uijgi when
i < j and LT(rii) = ann(lc(fi))gi.
Theorem 5.6 (Hilbert’s syzygy theorem for quotient of PID). Let M be a finitely generated
S-module. Then M admits a free S-resolution
· · · → Fp → Fp → Fp → Fp−1 · · · → F1 → F0 →M → 0
where p ≤ n+ 1.
Proof. The proof is similar to Theorem 4.6. The only step at which the argument is different
is when the leading term of Gro¨bner basis does not contain any variables. Since in R/NR
we have Be´zout identity, then gi form a Gro¨bner basis for U , where gi are the same as in
the proof of the mentioned theorem. If the leading coefficients of all gi are units, then the
syzygies are zero modules. It is enough to map a free module onto U such that the kernel of
this map is zero. In the next step we map the same free module to zero. The next step we
map the same free module to itself and so on. Otherwise we may assume that the leading
term of gi for 1 ≤ i ≤ s is not a unit and the leading term of gi for i ≥ s + 1 is a unit.
Hence we map ⊕S onto U by sending hi to gi ({hi} is standard basis of the free module).
Then by Theorem 5.3 the syzygies are generated by l1, . . . , ls, where the leading term of li
is ann(lc(gi))hi. It is enough to map ⊕
s
i=1S by sending the standard basis to li, and map
⊕i≥s+1S to zero. We can continue this procedure. 
Corollary 5.7. Let M be a finitely generated S-module. If M ∼= F/U and the leading
coefficients of a Gro¨bner basis of U with a monomial order all are nonzero divisors, then M
admits a free S-resolution
0→ Fp → Fp−1 · · · → F1 → F0 →M → 0
of length p ≤ n+ 1.
6. Gro¨bner bases and syzygy theorem for direct product of principal ideal
rings
In this section we fix R =
∏p
i=1Ri/NiRi, where Ri are PID and Ni ∈ Ri, moreover Ni is
not a unit but it is not necessarily nonzero. Then R is a direct sum of PIDs and quotients
of PIDs. As before S = R[x1, . . . , xn], F = ⊕
r
i=1S with standard basis e1, . . . , er. If U is a
submodule of F , then a Gro¨bner basis of U exists. By (ai + NiRi) we mean an element of
R, whose ith component is ai +NiRi.
Let f, g ∈ F , lc(f) = (ai +NiRi) and lc(g) = (bi +NiRi). Then we define
SR(f, g) = (
lcm(ai, bi)
ai
+NiRi)
lcm(lm(f), lm(g))
lm(f)
f− (
lcm(ai, bi)
bi
+NiRi)
lcm(lm(f), lm(g))
lm(g)
g.
We should remark that if ai + NiRi or bi + NiRi is zero, then we define
lcm(ai,bi)
ai
+ NiRi =
lcm(ai,bi)
bi
+NiRi = NiRi. We also remark that SR(f, g) is unique up to unit. Let f ∈ F . By
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(d)j we mean an element in R whose jth component is d and whose other components are
zero.
Lemma 6.1. Let f1, . . . , fm ∈ F . Suppose we have a sum
∑m
i=1 cifi, where ci ∈ R and
for all i, LM(fi) = x
δel, δ ∈ Z
n
≥0. If x
δel > LT(
∑m
i=1 cifi), then
∑m
i=1 cifi is an R-linear
combination of the ann(lc(fi))fi and SR-elements SR(fi, fj), for 1 ≤ i < j ≤ m. We also
have xδel > LM(SR(fi, fj)) and x
δel > LM(ann(lc(fi))fi).
Proof. We assume that jth component of ci is cij . Then
∑m
i=1 cifi =
∑m
i=1
∑p
j=1(cij)jfi.
Hence for each j we consider the subsum
∑m
i=1(cij)jfi. We see that x
δel > LT(
∑
(cij)jfi).
Let lc(fi)j be the jth component of lc(fi). Now if all (cij)j are zero, then we don’t consider
this subsum. If lc(fi)j is zero, then (cij)j = (cij)j(1)j, so that (cij)jfi = (cij)j ann(lc(fi))fi.
Then we can consider β’s such that lc(fβ)j 6= 0. We have x
δel > LT(
∑
β(cβj)fβ). Now if
there is only one β, then (cβj)fβ = (a)j ann(lc(fβ))fβ. If there is more than one β, then∑
cβj lc(fβ)j = 0. Let
Sj(f, g) = (
lcm(lc(f)j, lc(g)j)
lc(f)j
+NjRj)j
lcm(lm(f), lm(g))
lm(f)
f
−(
lcm(lc(f)j, lc(g)j)
lc(g)j
+NjRj)j
lcm(lm(f), lm(g))
lm(g)
g.
Thus by the same argument as Lemma 4.1 and Lemma 5.1, we have∑
(cβj)jfβ =
∑
(aγ)jSj(fη, fθ).
On the other hand
(aγ)jSj(fη, fθ) = (aγ)jSR(fη, fθ).
This completes the proof. 
LetG = {f1, ..., fm} be a family of elements in F that form a Gro¨bner basis for a submodule
U . We have
SR(fα, fβ) = uαβfα − uβαfβ = qαβ,1f1 + · · ·+ qαβ,mfm,
where LM(SR(fα, fβ)) ≥ lm(qαβ,l) LM(fl), α < β, uαβ = (
lcm(ai,bi)
ai
+ NiRi)
lcm(uα,uβ)
uα
((ai +
NiRi) = lc(fα) and uα = lm(fα)) and the leading terms of such fα and fβ involve the same
basis element. We also have
ann(lc(fα))fα = qαα,1f1 + · · ·+ qαα,mfm,
where LM(ann(lc(fα)))fα ≥ lm(qαα,l) LM(fl).
Let g1, . . . , gm be a basis for free module L over S. We define
rαβ = uαβgα − uβαgβ − qαβ,1g1 − · · · − qαβ,mgm,
and
rαα = ann(lc(fα))gα − qαα,1g1 + · · · − qαα,mgm.
Theorem 6.2. With the mentioned notation and condition above rαβ (1 ≤ α ≤ β ≤ m)
generate Syz(f1, . . . , fm).
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Proof. Let V be the submodule of L generated by all rαβ and let G = Syz(f1, . . . , fm). We
need to prove that G ⊆ V . Let r =
∑m
α=1 hαgα ∈ G.
Let wr = max{lm(hα) LM(fα);α = 1, . . . , m}. Without loss of generality, we assume
that wr = lm(hα) LM(fα) for α = 1, . . . , t and lm(hα) LM(fα) < wr for α = t + 1, . . . , m.
If lm(hα) = vα, then wr = uαvαeβ for α = 1, . . . , t, (LM(fα) = uαeβ). We assume that
γ-component of lc(fα) (resp. lc(hα)) is lc(fα)γ (resp. lc(hα)γ). The rest of the proof is
similar to the proof of Theorem 3.7 and Theorem 5.3. We consider
r
′
= r −
t−1∑
i=1
t∑
j=i+1
(cijγ)wijrij −
t∑
i=1
(diiγ)virii.
In the following we will say what are values of cijγ and diiγ. For an arbitrary γ we have two
cases:
(i) Nγ = 0. Therefore, in this component we deal with a PID. If for some 1 ≤ α ≤ t we
have lc(hα)γ = 0, then we have ciαγ = cαjγ = dααγ = 0. If lc(hα)γ 6= 0 and lc(fα)γ = 0, then
ciαγ = cαjγ = 0 and dααγ = lc(hα)γ . For remaining 1 ≤ i, j ≤ t, we have diiγ = 0 and cijγ
can be obtained by using Corollary 3.3.
(ii) Nγ 6= 0. Therefore, in this component we deal with a quotient of a PID. Again the
argument is similar to the case (i) when lc(hα)γ = 0 or lc(hα)γ 6= 0 and lc(fα)γ = 0. For the
remaining 1 ≤ i, j ≤ t, similar to the proof of Theorem 5.3, we have cijγ = f
′
ij +NγRγ and
diiγ = fit+1 +NγRγ . 
Corollary 6.3. Let U be a submodule of F generated by terms f1, . . . , fm. Then Syz(f1, . . . , fm)
is generated by the relations ann(lc(fα))gα and rαβ = uαβgα − uβαgβ for all 1 ≤ α < β ≤ m
for which fα and fβ involve the same basis element.
Theorem 6.4. Let U be a submodule of F with Gro¨bner basis G = {f1, . . . , fm}. Then the
relations rαβ for 1 ≤ α ≤ β ≤ m form a Gro¨bner basis of Syz(f1, . . . , fm) with respect to
Schreyer monomial order <f1,...,fm. Moreover with this order we have LT(rαβ) = uαβgα when
α < β and LT(rαα) = ann(lc(fα))gα.
Theorem 6.5 (Hilbert’s syzygy theorem for finite direct product). Let M be a finitely gen-
erated S-module. Then M admits a free S-resolution
· · · → Fp → Fp → Fp → Fp−1 · · · → F1 → F0 →M → 0
where p ≤ n+ 1.
Proof. Regarding the proof of Theorem 4.6, it is enough to do the last step when there are
no variables in the leading term of f1, . . . , fm and they form a Gro¨bner basis for U . In each
component of elements in R we have Be´zout identity. Then we have Be´zout identity on
elements of R. Therefore similarly to the proof of Theorem 4.6, we obtain gi which form a
Gro¨bner basis for U . If all gi are nonzero divisors then we are done. Otherwise, the argument
is similar to Theorem 5.6. 
Corollary 6.6 (Hilbert’s syzygy theorem for finite direct product). Let M be a finitely gen-
erated S-module. If M ∼= F/U and the leading coefficients of a Gro¨bner basis of U with a
monomial order all are nonzero divisors then M admits a free S-resolution
0→ Fp → Fp−1 · · · → F1 → F0 →M → 0
of length p ≤ n+ 1.
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In the rest of this section R =
∏
i∈ARi/NiRi, where A is an infinite set and Ri are PIDs.
Before we state the main result we make the following observation.
Remark 6.7. If U is a submodule of F and LT(U) is finitely generated then we have the
same rαβ . We have a similar result to Theorem 6.2 with a similar proof. We should also
observe that Buchberger’s criterion is valid for infinite direct products. In the proof of this
theorem we just need to explain that since the number of SR-elements is finite, at the end
we can obtain a finite sum of these elements.
Then we have the following results.
Theorem 6.8 (Hilbert’s syzygy theorem for direct product). Let M be a finitely generated
S-module. Suppose M ∼= F/U and LT(U) with a monomial order is finitely generated. Then
M admits a free S-resolution
· · · → Fp → Fp → Fp → Fp−1 · · · → F1 → F0 →M → 0
where p ≤ n+ 1.
Corollary 6.9 (Hilbert’s syzygy theorem for direct product). Let M be a finitely generated
S-module. IfM ∼= F/U , LT (U) is finitely generated and the leading coefficients of a Gro¨bner
basis all are nonzero divisors, then M admits a free S-resolution
0→ Fp → Fp−1 · · · → F1 → F0 →M → 0
of length p ≤ n+ 1.
7. Gro¨bner bases for solvable rings
Definition 7.1. A ring R is solvable when given a, a1, . . . , am ∈ R, we can determine whether
a ∈ 〈a1, . . . , am〉 and if it is, to find b1, . . . , bm ∈ R such that a = a1b1 + · · ·+ ambm.
Note that every Euclidean domain is solvable.
Remark 7.2. If R is solvable, then R/NR is solvable. Because the question a + NR ∈
〈a1 +NR, . . . , ak +NR〉 and finding solutions goes to the question a ∈ 〈a1, . . . , ak, N〉 and
finding solutions.
Now we state the division algorithm on solvable rings.
Lemma 7.3. Let R be a solvable ring and E = (f1, . . . , fm) be an ordered m-tuple of elements
of F , and let f ∈ F . Consider the following algorithm:
1. Order m-tuples (i1, . . . , im) (ij ∈ {0, 1}) lexicographically.
2. g1 = g2 = · · · = gm = 0, r = 0, and g = f .
3. If LT(g) is generated by LT(fi), then find smallest (i1, . . . , im) (ij ∈ {0, 1}) such
that LT(g) =
∑m
j=1 rjhjij LT(fj) (hj are monomials). Replace gj by gj + rjhjij and g by
g −
∑m
j=1 rjhjijfj .
4. Repeat step 3 until LT(g) is not generated by LT(fj). Then replace r by r+LT(g) and
g by g − LT(g).
5. If now g 6= 0, start again with step 3. If g = 0 stop the algorithm.
This is an algorithm which gives us an m-tuple (g1, . . . , gm) ∈ S
m and an r ∈ F with
f = g1f1 + · · ·+ gmfm + r,
and such that the following conditions are satisfied.
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a. If r 6= 0, then none of the terms of r is generated by LT(f1), . . . ,LT(fm).
b. We have LM(f) ≥ lm(gi) LM(fi).
We call r a remainder of f on division by E and denote it by f
E
.
The algorithm terminates in finitely many steps, because in each step the leading term
becomes strictly smaller.
In the rest of this section we fix R =
∏p
i=1Ri/NiRi, where Ri are PID and Ni ∈ Ri,
moreover Ni is not a unit but it is not necessarily nonzero. Then R is a direct product of
PIDs and quotients of PIDs. We also assume that every Ri is solvable.
Now we can state Buchberger’s algorithm.
Theorem 7.4. Let f1, . . . , fm ∈ F . Consider the following algorithm:
1. Initially consider an ordered m-tuple H = (f1, . . . , fm).
2. For each pair {p, q}, p 6= q in H do first S = SR(p, q)
H
and if S 6= 0, then add S to H .
Second compute S = ann(lc(f))f
H
(f = p, q) and in each step if S 6= 0, then add S to H .
3. Repeat 2 until all remainders are zero.
This is an algorithm that gives us a Gro¨bner basis for the submodule U = 〈f1, . . . , fm〉.
The algorithm terminates in finitely many steps since the calculation is in a finite direct
sum which is a Noetherian ring.
Remark 7.5. By [10, Lemma 10, Corollary 11], every principal ideal ring is a finite direct
sum of quotients of PIDs. Then all arguments about finite direct product of quotients of
PIDs are valid for a principal ideal ring. Also, if a principal ideal ring is solvable we can
state Buchberger’s algorithm.
Example 7.6. Let S = Z/2Z× Z/4Z× Z/8Z[X, Y ] and we have lexicographic order. Let
I = 〈f1 = (0, 2, 2)X
2 + (1, 1, 0), f2 = (1, 2, 4)Y + (0, 3, 0), f3 = (1, 0, 0)〉.
For brevity by ann(fj) we mean ann(lc(fj))fj.
1. H = (f1, f2, f3), f4 = SR(f1, f2)
H
= (0, 1, 0)X2 + (0, 1, 0)XY , H = (f1, f2, f3, f4),
f5 = ann(f2)
H
= (0, 2, 0), H = (f1, f2, f3, f4, f5), ann(f1)
H
= 0.
2. SR(f1, f3) = SR(f2, f3) = ann(f3) = 0.
3. f6 = SR(f1, f4)
H
= (0, 1, 0)X , H = (f1, f2, f3, f4, f5, f6), ann(f4) = 0.
4. SR(f2, f4)
H
= 0, SR(f3, f4) = 0.
5. SR(f1, f5)
H
= SR(f4, f5)
H
= 0, f7 = SR(f2, f5)
H
= (0,−1, 0),H = (f1, f2, f3, f4, f5, f6, f7),
ann(f5) = 0.
Finally we see that all other remainders are zero. We can also remove some of these
polynomials and remaining polynomials which are f1, f2, f3, f7 form a Gro¨bner basis.
Example 7.7. Let S = Z/2Z × Z/4Z× Z/8Z[X, Y ] and F = S ⊕ S. Suppose F has lexico-
graphic order given priority to the position. Let
U = 〈f1 = (0, 2, 1)XY
2e2 + (0, 1, 0)e2, f2 = (1, 2, 2)X
2Y e1 + (0, 1, 4)Xe2, f3 = (1, 0, 1)e2〉.
For brevity by ann(fj) we mean ann(lc(fj))fj.
1. H = (f1, f2, f3), SR(f1, f3) = 0, f4 = ann(f1) = (0, 2, 0)e2, H = (f1, f2, f3, f4).
2. ann(f2)
H
= 0.
3. f5 = SR(f1, f4) = (0, 1, 0)e2. H = (f1, f2, f3, f4, f5).
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Finally we see that all other remainders are zero. We can also see that f2, f3, f5 is a
Gro¨bner basis.
Example 7.8. Let R = Z × Z. Consider the ideal I = 〈(2, 0)x2y + (1, 2), (0, 3)xy2 +
(1, 1)y, (3, 4)x〉 ⊂ S = R[x, y]. After calculation we obtain the Gro¨bner basis below for
I:
f1 = (0, 3)xy
2 + (1, 1)y, f2 = (0, 2), f3 = (1, 0).
We have r13 = r23 = 0, r12 = (0, 2)g1 − (0, 3)xy
2g2 − yg2, r11 = (1, 0)g1 − yg3, r22 = (1, 0)g2
and r33 = (0, 1)g3. Using Be´zout identity we obtain the Gro¨bner basis below for syzygies:
(1, 2)g1 − (0, 3)xy
2g2 − yg2 − yg3, (1, 0)g2, (0, 1)g3.
Then we obtain the following S-resolution for I:
· · · → S ⊕ S → S ⊕ S → S ⊕ S ⊕ S → S ⊕ S ⊕ S → I.
We remark that dimension of Z× Z is 1.
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