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Re´sume´
On e´tudie le processus {Xn, n ∈ N} a` variables re´elles borne´es de´fini par Xn+2 = ϕ(Xn,Xn+1).
On cherche a` obtenir la de´croissance des corre´lations de ce mode`le en prenant uniquement des
hypothe`ses analytiques sur la transformation.
1 Introduction
Depuis les anne´es 80, l’e´tude des se´ries temporelles non-line´aires par les statisticiens a permis de
mode´liser de nombreux phe´nome`nes en Physique, E´conomie et en Finance. Mais c’est dans les
anne´es 90 que la the´orie du Chaos est devenue un axe de recherche incontournable pour l’e´tude
de ces processus. Pour une revue comple`te de cette litte´rature, sur la the´orie du Chaos on
pourra consulter Collet-Eckmann [CE] et concernant l’e´tude des se´ries temporelles non-line´aires
Chan-Tong [TON1]. Dans cette perspective, un mode`le ge´ne´ral pourrait s’e´crire :
Xt+1 = ϕ(Xt, . . . ,Xt−d+1) + εt,
avec ϕ non-line´aire et εt un bruit. Nous proposons une premie`re e´tude du ”squelette” de ce
mode`le comme l’appelle Tong [TON2] en commenc¸ant avec d = 2, c’est a` dire par une e´tude d’un
syste`me dynamique induit de ce mode`le. En effet, on conside`re le mode`le a` variables borne´es,
Xn+2 = ϕ(Xn,Xn+1), avec ϕ : U2 → U pour U = [−L,L] et L ∈ R∗+, ϕ e´tant de´finie par
morceaux sur U2. Ce mode`le induit un syste`me dynamique (Ω, τ, µ, T ) ou` µ est une mesure
invariante par la transformation T : Ω → Ω, et Ω un compact de R2. Nous obtenons sous
certaines hypothe`ses sur ϕ, telles que T ve´rifie les hypothe`ses de Saussol [SAU], la de´croissance
exponentielle des corre´lations si T est me´lange. Plus pre´cise´ment, pour des applications f et h
bien choisies, il existe une constante C = C(f, h) > 0, 0 < ρ < 1 tels que :∣∣∣∣
∫
Ω
f ◦ T n h dµ−
∫
Ω
fdµ
∫
Ω
hdµ
∣∣∣∣ 6 C ρn.
Ce re´sultat nous permet d’en de´duire une ine´galite´ de covariance du type :
|Cov( f(Xn), h(X0) ) | 6 C ρn.
D’autres voies seraient possibles pour obtenir le meˆme re´sultat sous diffe´rentes hypothe`ses sur
le syste`me induit. On peut en effet citer la me´thode des ”tours de Young” [YOU]. Pour une
vue d’ensemble de ces techniques, on pourra consulter l’article de Alves-Freitas-Luzzato-Vaienti
[AFLV].
A la fin de cet article, nous illustrons nos re´sultats par deux exemples, l’un line´aire par morceaux
et l’autre non line´aire.
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2 Hypothe`ses et re´sultats
Soit ϕ : [−L,L]2 → [−L,L] pour un certain L ∈ R∗+, de´finie par morceaux sur [−L,L]2. Pour
e´tudier le processus {Xn, n ∈ N} de´fini par Xn+2 = ϕ(Xn,Xn+1), il existe diffe´rentes fac¸ons
de choisir le syste`me dynamique induit Zn+1 = T (Zn) avec Zn ∈ R2. Nous avons tente´ deux
approches, d’une part la me´thode canonique, en prenant T (x, y) = (y, ϕ(x, y)), et d’autre part
une double ite´ration, ce qui revient a` prendre T (x, y) = (ϕ(x, y), ϕ(y, ϕ(x, y))). Il s’ave`re que la
premie`re me´thode, moyennant une conjugaison (T (x, y) = ( yγ , γϕ(x,
y
γ )) avec Zn = (Xn, γXn+1))
est la plus fructueuse, les hypothe`ses a` imposer pour faire fonctionner la seconde approche e´tant
plus lourdes et les re´sultats obtenus moins bons. Il a alors e´te´ possible de travailler dans des
espaces similaires aux espaces Vα de Saussol et d’utiliser ses re´sultats.
Plus pre´cise´ment, on suppose que les hypothe`ses suivantes sont ve´rifie´es :
1. Il existe d ∈ N∗ tel que
[−L,L]2 =
d⋃
k=1
Ok ∪ N ,
ou` les Ok sont des ouverts non vides, N est de mesure de Lebesgue nulle et la re´union est
disjointe. Les bords des Ok sont inclus dans des sous-varie´te´s compactes C
1 de dimension
1 de R2.
2. Il existe ε1 > 0 tel que, pour tout k ∈ {1, . . . d}, il existe une application ϕk de´finie sur
Bε1(Ok) = {(x, y) ∈ R2, d((x, y), Ok) ≤ ε1} a` valeurs dans R, telle que ϕk|Ok = ϕ|Ok .
3. L’application ϕk est borne´e, de classe C
1,α sur Bε1(Ok) pour un α ∈]0, 1] 1, ce qui signifie
que ϕk est de classe C
1 et qu’il existe Ck > 0 tel que, pour tous (u, v), (u
′, v′) de Bε1(Ok),∣∣∣∣∂ϕk∂u (u, v) − ∂ϕk∂u (u′, v′)
∣∣∣∣ ≤ Ck||(u, v) − (u′, v′)||α∣∣∣∣∂ϕk∂v (u, v) − ∂ϕk∂v (u′, v′)
∣∣∣∣ ≤ Ck||(u, v) − (u′, v′)||α.
On suppose e´galement qu’il existe A > 1 et M ∈]0, A− 1[ tels que :
∀(u, v) ∈ Bε1(Ok),
∣∣∣∣∂ϕk∂u (u, v)
∣∣∣∣ ≥ A,
∣∣∣∣∂ϕk∂v (u, v)
∣∣∣∣ ≤M.
4. Les Ok ve´rifient la condition ge´ome´trique qui suit
2 : pour tous (u, v) et (u′, v) de Bε1(Ok),
il existe un chemin Γ = (Γ1,Γ2) : [0, 1]→ Bε1(Ok), de classe C1, reliant (u, v) a` (u′, v), de
gradient non nul et ve´rifiant
∀t ∈]0, 1[, ∣∣Γ′1(t)∣∣ > MA
∣∣Γ′2(t)∣∣ .
5. Le nombre maximal d’arcs C1 de N se croisant en un point est Y ∈ N∗. De plus, on pose
s =
(
2A+M2 −M√M2 + 4A
2
)−1/2
< 1
et l’on suppose que
η := sα +
8s
π(1− s)Y < 1.
1. Si ϕk est de classe C
2 sur Bε1(Ok), elle est ne´cessairement de classe C
1,α sur Bε1(Ok) avec α = 1
2. Dans les cas favorables, l’hypothe`se ge´ome´trique peut eˆtre remplace´e par la suivante, plus forte mais plus
simple : pour tous points (u, v) et (u′, v) de Bε1(Ok), le segment [(u, v), (u
′, v)] est inclus dans Bε1(Ok)
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On notera γ =
1√
A
< 1 et, pour tout k ∈ {1, ..., d}, Uk (resp. Wk, N ′) sera l’image de Ok (resp.
Bε1(Ok), N ) par l’affinite´ qui a` (u, v) ∈ R2 associe (u, γv). L’ensemble Ω = [−L,L]× [−γL, γL],
sur lequel nous travaillerons, sera l’image de [−L,L]2 par cette meˆme affinite´.
Pour tout bore´lien de mesure non nulle S de R2, pour toute f ∈ L1m(R2,R), on notera :
Osc(f, S) = Esup
S
f − Einf
S
f
ou` Esup
S
et Einf
S
repre´sentent le sup et l’inf essentiels sur S pour la mesure de Lebesgue m.
On de´finit alors :
|f |α = sup
0<ε<ε1
ε−α
∫
R2
Osc(f,Bε(x, y)) dxdy et ‖f‖α = ‖f‖L1m + |f |α
puis l’ensemble Vα = {f ∈ L1m(R2,R), ‖f‖α < +∞}.
Nous introduisons des notions similaires sur Ω : pour tout 0 < ε0 < γε1, pour tout g ∈ L∞m (Ω,R),
on de´finit :
N(g, α, L) = sup
0<ε<ε0
ε−α
∫
Ω
Osc(g,Bε(x, y) ∩ Ω) dxdy.
On pose alors :
||g||α,L = N(g, α, L) + 16(1 + γ)ε1−α0 L||g||∞ + ||g||L1m .
On dit que g appartient a` Vα(Ω) si cette quantite´ est finie. Cet ensemble ne de´pend pas du choix
de ε0, mais N et ‖.‖α,L en de´pendent.
Il existe des liens entre ces deux ensembles. En effet, on peut de´montrer le re´sultat suivant graˆce
a` la proposition 3.4 de [SAU] :
Proposition 1 1. Si g ∈ Vα(Ω) et si on prolonge g en une fonction note´e f en posant
f(x, y) = 0 si (x, y) /∈ Ω, alors f ∈ Vα et
‖f‖α ≤ ‖g‖α,L.
2. Soit f ∈ Vα. Posons g = f1Ω. Alors g ∈ Vα(Ω) et l’on a
‖g‖α,L ≤
(
1 + 16(1 + γ)L
max(1, εα0 )
πε1+α0
)
‖f‖α.
On obtient ainsi, sous les hypothe`ses 1 a` 5 pre´ce´dentes, un premier re´sultat :
The´ore`me 2 Soit T la transformation de´finie sur Ω par : ∀(x, y) ∈ Uk :
T (x, y) = Tk(x, y) =
(
y
γ
, γϕk(x,
y
γ
)
)
.
La de´finition des Tk s’e´tend naturellement a` Wk par la meˆme formule. Alors :
1. L’ope´rateur de Perron-Frobe´nius P : L1m(Ω) → L1m(Ω) associe´ a` T a un nombre fini de
valeurs propres λ1, . . . , λr de module 1.
2. Pour tout i ∈ {1, . . . , r}, l’espace propre Ei = {f ∈ L1m(Ω) : Pf = λif} associe´ a` la
valeur propre λi est inclus dans Vα(Ω) et de dimension finie.
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3. L’ope´rateur P se de´compose en
P =
r∑
i=1
λiPi +Q,
ou` les Pi sont des projections sur les espaces Ei, ‖|Pi‖|1 ≤ 1 et Q est un ope´rateur line´aire
sur L1m(Ω), ve´rifiant Q(Vα(Ω)) ⊂ Vα(Ω), sup
n∈N∗
‖|Qn‖|1 < ∞ et ‖|Qn‖|α,L = O(qn) quand
n→ +∞ pour un q ∈]0, 1[. De plus PiPj = 0 si i 6= j, PiQ = QPi = 0 pour tout i.
4. L’ope´rateur P admet 1 comme valeur propre. Supposons que λ1 = 1, soit h∗ = P11Ω et soit
dµ = h∗ dm. Alors µ est la plus grande mesure invariante absolument continue (ACIM)
de T , au sens suivant : si ν << m et ν est T invariante, alors ν << µ.
5. Le support de µ peut eˆtre de´compose´ en un nombre fini d’ensembles mesurables, deux a`
deux disjoints, sur lesquels une puissance de T est me´lange (mixing). Plus pre´cise´ment,
pour tout j ∈ {1, 2, . . . ,dim(E1)}, il existe Lj ∈ N∗ et Lj ensembles Wj,l (0 ≤ l ≤ Lj − 1)
deux a` deux disjoints, ve´rifiant T (Wj,l) = Wj,l+1 mod (Lj) et T
Lj est me´lange sur chaque
Wj,l. On note µj,l la “restriction normalise´e“ de µ a` Wj,l de´finie par
µj,l(B) =
µ(B ∩Wj,l)
µ(Wj,l)
, dµj,l =
h∗1Wj,l
µ(Wj,l)
dm.
Dire que TLj est me´lange sur chaque Wj,l signifie que, pour tout f ∈ L1µj,l(Wj,l) et pour
tout h ∈ L∞µj,l(Wj,l),
lim
n→+∞
< T nLjf, h >µj,l=< f, 1 >µj,l< 1, h >µj,l
avec les notations indiffe´remment employe´es : < f, g >µ′= µ
′(fg) =
∫
fg dµ′.
6. De plus, il existe C > 0 et 0 < ρ < 1 tels que, pour tout h dans Vα(Ω) et f ∈ L1µ(Ω), on a∣∣∣∣∣∣
∫
Ω
f ◦ T n×ppcm(Li)h dµ−
dim(E1)∑
j=1
Lj−1∑
l=0
µ(Wj,l) < f, 1 >µj,l< 1, h >µj,l
∣∣∣∣∣∣ ≤ C||h||α,Ω||f ||L1µ(Ω) ρn.
7. Si de plus T est me´lange 3, alors le re´sultat pre´ce´dent peut s’e´crire : il existe C > 0 et
0 < ρ < 1 tels que, pour tout h dans Vα(Ω) et f ∈ L1µ(Ω), on a :∣∣∣∣
∫
Ω
f ◦ T n h dµ −
∫
Ω
fdµ
∫
Ω
hdµ
∣∣∣∣ ≤ C||h||α,Ω ||f ||L1µ(Ω) ρn.
Revenons maintenant au syste`me initial et essayons d’en de´duire la loi invariante associe´e a`
Xn. Si (Xn)n est de´fini par X0,X1 a` valeurs dans [−L,L] et la relation de re´currence Xn+2 =
ϕ(Xn,Xn+1), on pose Zn = (Xn, γXn+1). Alors (Zn)n ve´rifie la relation de re´currence Zn+1 =
T (Zn) et on en de´duit :
The´ore`me 3 Supposons que la variable ale´atoire Z0 = (X0, γX1) a pour densite´ h∗. Alors Zn
a pour densite´ h∗. En prenant les marginales, on en de´duit que pour tout n ∈ N, Xn a pour
densite´
f : x 7→
∫
[−γL,γL]
h∗(x, v) dv = γ
∫
[−L,L]
h∗(u, γx) du.
3. Ce qui e´quivaut a` : si 1 est la seule valeur propre de P de module 1 et si de plus elle est simple
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En effet, comme Zn = (Xn, γXn+1) a la densite´ h∗, on obtient que Xn a la densite´ f en calculant
la premie`re marginale. En calculant la deuxie`me, on a que γXn+1 a la densite´ g = g(y) de´finie
par
g(y) =
∫
[−L,L]
h∗(u, y) du.
On en de´duit que Xn+1 a la densite´ y 7→ γg(γy). Or Zn+1 a aussi la densite´ h∗, donc Xn+1 a
aussi la densite´ f donne´e par la premie`re marginale, ce qui donne l’e´galite´ annonce´e.
Si F est de´finie sur [−L,L], notons Tr F la fonction de´finie, sur Ω, par Tr F (x, y) = F (x).
On a le re´sultat suivant, conse´quence directe du point 6 du the´ore`me 2 applique´ a` Tr F et
Tr H :
The´ore`me 4 Pour tout B bore´lien et I intervalle, si (X0,X1) suit la loi invariante, on a :∣∣∣∣∣∣P
(
Xn×ppcm(Li) ∈ B,X0 ∈ I
)− dim(E1)∑
j=1
Lj−1∑
l=0
µ(Wj,l) < Tr 1B , 1 >µj,l< 1, T r 1I >µj,l
∣∣∣∣∣∣
≤ 16(1 + γ) C L3 (10ε1−α0 + L) ρn.
Plus ge´ne´ralement, soit F de´finie, mesurable sur [−L,L] telle que Tr F appartienne a` L1µ(Ω).
Soit H ∈ L∞m ([−L,L]) telle que sup
0<ε<ε0
ε−α
∫
[−L,L]
Osc(H, ]x− ε, x+ ε[∩[−L,L]) dx < +∞.
Alors Tr H ∈ Vα(Ω) et
∣∣∣∣∣∣E(F (Xn×ppcm(Li))H(X0))−
dim(E1)∑
j=1
Lj−1∑
l=0
µ(Wj,l)µj,l(Tr F )µj,l(Tr H)
∣∣∣∣∣∣ ≤ C(F,H) ρn
avec
C(F,H) = C L ||Tr F ||L1µ
(
2γ sup
0<ε<ε0
ε−α
∫
[−L,L]
Osc(H, ]x− ε, x+ ε[∩[−L,L]) dx
+16(1 + γ) ε1−α0 ||H||L∞m ([−L,L]) + 2γ ||H||L1m([−L,L])
)
.
Si de plus T est me´lange, alors :
|Cov(F (Xn),H(X0))| ≤ C(F,H) ρn.
3 De´monstrations
Le the´ore`me 2 est une conse´quence des the´ore`mes 5.1 et 6.1 de [SAU]. La difficulte´ re´side dans
la ve´rification, par T , des hypothe`ses (PE1) a` (PE5).
Pour ve´rifier (PE2), nous allons d’abord montrer que Tk est un C
1 diffe´omorphisme de Wk dans
Tk(Wk). L’hypothe`se 3 sur
∂ϕk
∂u
assure que Tk est un diffe´omorphisme local. Pour l’injectivite´,
conside´rons (x, y) et (x′, y′) deux points diffe´rents deWk, ayant meˆme image par Tk. On obtient
y = y′ et ϕk(x
′, y/γ) = ϕk(x, y/γ). En utilisant l’hypothe`se ge´ome´trique 4 et en appliquant le
the´ore`me des accroissements finis a` t 7→ ϕk(Γ1(t),Γ2(t)), on aboutit a` une contradiction.
Les hypothe`ses de re´gularite´ sur les ϕk (et donc les Tk) permettent d’e´tablir que det(DT
−1
k ) est
ho¨lde´rien d’exposant α, si l’on restreint convenablement le domaine : on peut voir qu’il existe,
pour chaque k, βk > 0, un ouvert Vk d’adhe´rence compacte et une constante ck tels que
5
– Uk ⊂ Vk ⊂ Vk ⊂Wk ;
– Bβk(Tk(Uk)) ⊂ Tk(Vk);
– pour tout ε < βk, tout z ∈ Tk(Vk) et tous x, y ∈ Bε(z) ∩ Tk(Vk), on ait∣∣∣ det(DT−1k (x))− det(DT−1k (y))∣∣∣ ≤ ck∣∣∣ det(DT−1k (z))∣∣∣εα.
En posant β = min
k
βk > 0 et c = max
k
ck > 0, on obtient des constantes valables pour tout
k ∈ {1, . . . , d}, d’ou` (PE2) est ve´rifie´e.
Cela permet de fixer les ouverts sur lesquels on va travailler : il existe ε2 > 0 tel que, pour tout
k ∈ {1, . . . , d}, B2ε2(Uk) ⊂ Vk ⊂Wk. On prend de´sormais Vk = Bε2(Uk). On a Tk(Vk) ouvert et
Tk(Uk) compact inclus dans Tk(Vk). On peut trouver un ε
1
0 > 0 tel que Bε1
0
(Tk(Uk)) ⊂ Tk(Vk)
pour tout k. L’hypothe`se (PE1) est ainsi ve´rifie´e.
L’hypothe`se (PE3) est e´vidente car Ω =
d⋃
k=1
Uk ∪ N ′ est une re´union disjointe d’ouverts et
d’une partie ne´gligeable.
Pour (PE4), on proce`de en deux e´tapes : d’abord montrer un re´sultat de dilatance lorsque
les points ante´ce´dents dans Vk sont proches (proposition 5) puis l’hypothe`se proprement dite
(proposition 6), re´sultat de dilatance lorsque les points images dans Tk(Vk) sont proches.
Proposition 5 Soient (x, y) et (x′, y′) ∈ Vk tels que le segment [(x, y), (x′, y′)] soit inclus dans
Vk. Alors
||Tk(x, y) − Tk(x′, y′)||2 ≥ 1
s2
||(x, y) − (x′, y′)||2.
De´monstration : On applique le the´ore`me des accroissement finis a` l’application de´finie sur [0, 1]
par t 7→ ϕk(x+ t(x′−x), 1γ (y+ t(y′− y)), ce qui nous permet de voir qu’il existe c ∈]0, 1[ tel que
||Tk(x, y) − Tk(x′, y′)||2 = (x′ − x, y′ − y)B
(
x′ − x
y′ − y
)
ou`
B =


γ2
(
∂ϕk
∂u
(xc,
1
γ
yc)
)2
γ
∂ϕk
∂u
(xc,
1
γ
yc)
∂ϕk
∂v
(xc,
1
γ
yc)
γ
∂ϕk
∂u
(xc,
1
γ
yc)
∂ϕk
∂v
(xc,
1
γ
yc)
1
γ2
+
(
∂ϕk
∂v
(xc,
1
γ
yc)
)2


avec (xc, yc) = (x+ c(x
′ − x), y + c(y′ − y)).
La matrice B est syme´trique, re´elle. Posons
ξ1 = Tr(B) =
1
γ2
+
(
∂ϕk
∂v
(xc,
1
γ
yc)
)2
+ γ2
(
∂ϕk
∂u
(xc,
1
γ
yc)
)2
ξ2 = det(B) =
(
∂ϕk
∂u
(xc,
1
γ
yc)
)2
.
Nous allons e´tablir que les valeurs propres de B sont supe´rieures ou e´gales a` 1
s2
. En effet,
l’application ζ : R2 → R2 de´finie par ζ(x, y) = (x+y, xy) re´alise une bijection entre les ensembles
V ′′s = {(x, y) ∈ R2 : s−2 ≤ x ≤ y} et ζ(V ′′s ) = {(ξ1, ξ2) ∈ (R∗+)2 : ξ1 ≥ 2s−2, ξ2 ≥ s−2(ξ1−s−2), ξ2 ≤
ξ21
4
}.
Il suffit donc de ve´rifier que (ξ1, ξ2) est dans ζ(V
′′
s ) pour avoir le re´sultat.
Or, les valeurs propres de B sont re´elles, le discriminant de son polynoˆme caracte´ristique est
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positif donc 4ξ2 ≤ ξ21 et les conditions sur A et M , ainsi que le choix de s et γ, assurent que les
deux autres ine´galite´s sont ve´rifie´es.
Donc la matrice B a ses valeurs propres supe´rieures ou e´gales a` s−2. Il s’ensuit que ||Tk(x, y)−
Tk(x
′, y′)||2 ≥ 1
s2
||(x, y) − x′, y′)||2.
Par des arguments de compacite´, on montre qu’il existe ε20 > 0 tel que, pour tout (x, y) ∈ Vk,
Bε2
0
(Tk(x, y)) ⊂ Tk(Bε2(x, y)).
Proposition 6 Soit ε0 = min(ε
1
0, ε
2
0) > 0. On rappelle que Uk ⊂ Vk ⊂ Vk ⊂ Vk ⊂Wk. Alors :
– Quels que soient (u1, v1), (u2, v2) ∈ Tk(Vk) ve´rifiant d((u1, v1), (u2, v2)) < ε0, on a l’ine´galite´
s2 d((u1, v1), (u2, v2)) > d(T
−1
k (u1, v1), (T
−1
k (u2, v2)).
avec s2 < 1.
– Bε0(Tk(Uk)) ⊂ Tk(Vk).
De´monstration : La deuxie`me affirmation vient de ce que ε0 ≤ ε10 et de ce qu’on a obtenu dans
(PE1).
La premie`re affirmation entraˆıne la condition (PE4) de Saussol. En effet, soient (u1, v1), (u2, v2) ∈
Tk(Vk) ve´rifiant d((u1, v1), (u2, v2)) < ε0. Soit (x, y) = T
−1
k (u1, v1) ∈ Vk. D’apre`s la remarque
pre´ce´dente, ε0 e´tant infe´rieur a` ε
2
0,
(u2, v2) ∈ Bε0(Tk(x, y)) ⊂ Tk(Bε2(x, y)).
Donc (x′, y′) = T−1k (u2, v2) ∈ Bε2(x, y) ⊂ Vk. D’apre`s la proposition 5,
d((u1, v1), (u2, v2))
2 = ||Tk(x, y) − Tk(x′, y′)||2 > σ||(x, y) − (x′, y′)||2,
ce qui prouve le re´sultat.
Pour finir, l’hypothe`se (PE5) vient du lemme 2.1 de Saussol et de l’hypothe`se 6.
Puisque les hypothe`ses (PE1) a` (PE5) sont ve´rifie´es, le the´ore`me 5.1 de [SAU] implique les pro-
prie´te´s 1 a` 5 du the´ore`me 2 sur Vα et L
1
m. Mais, si f ∈ Ei, f est nulle sur Ωc et donc f ∈ L1m(Ω)
et Vα(Ω).
Pour de´montrer le point 6, nous allons appliquer le the´ore`me 6.1 de [SAU] sur chaque Wj,l ou`
une puissance de T est me´lange. Avec les notations du point 5 du the´ore`me 5.2 de [SAU], on a
l’existence de constantes C > 0 et ρ ∈]0, 1[ telles que, pour tout (j, l) ve´rifiant 1 ≤ j ≤ dim(E1),
0 ≤ l ≤ Lj − 1, toute fonction f ∈ L1µj,l(Ω) et pour toute fonction h ∈ Vα(Ω),∣∣∣∣
∫
Ω
(f − µj,l(f)) ◦ T nLjh dµj,l
∣∣∣∣ ≤ C||f − µj,l(f))||L1µj,l ||h||α,Lρn.
Soient alors h ∈ Vα(Ω) et f ∈ L1µ(Ω) (de sorte que f ∈ L1µj,l(Ω) pour chaque j, l). En prenant le
p.p.c.m. L′ des Lj et en faisant la somme des ine´galite´s ci-dessus, avec n remplace´ par n
L′
Lj
, on
obtient ∣∣∣∣∣∣
∫
Ω
f ◦ T nL′h dµ −
dim(E1)∑
j=1
Lj−1∑
l=0
µ(Wj,l)µj,l(f)µj,l(h)
∣∣∣∣∣∣ ≤ C||h||α,Ω||f ||L1µρn.
Le point 7 est une conse´quence directe du 6, vu que dim(E1) = 1 et que L1 = 1.
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Passons au the´ore`me 4. Si
(
X0
γX1
)
suit la loi µ, alors
(
Xn
γXn+1
)
aussi. Si f ∈ L1µ(Ω) et si
h ∈ Vα(Ω), on a :∣∣∣∣∣∣E
(
f
(
XnL′
γXnL′+1
)
h
(
X0
γX1
))
−
dim(E1)∑
j=1
Lj−1∑
l=0
µ(Wj,l)µj,l(f)µj,l(h)
∣∣∣∣∣∣ ≤ C||f ||L1µ ||h||α,Ωρn.
Pour que Tr H appartienne a` Vα(Ω), il faut et il suffit que H soit dans L
∞([−L,L],m) et ve´rifie
sup
0<ε<ε0
ε−α
∫
[−L,L]
Osc(H, ]x − ε, x+ ε[∩[−L,L]) dx <∞.
De plus,
||Tr H||α,Ω = 2γL sup
0<ε<ε0
ε−α
∫
[−L,L]
Osc(H, ]x− ε, x+ ε[∩[−L,L]) dx
+16(1 + γ)Lε1−α0 ||H||L∞m ([−L,L]) + 2γL||H||L1m([−L,L]).
Donc si H ve´rifie ces conditions et si F est telle que Tr F soit dans L1µ(Ω), par exemple si F
est mesurable et borne´e sur [−L,L], on a∣∣∣∣∣∣E(F (Xn×L′)H(X0))−
dim(E1)∑
j=1
Lj−1∑
l=0
µ(Wj,l)µj,l(Tr F )µj,l(Tr H)
∣∣∣∣∣∣
≤ C||Tr F ||L1µ
(
2γL sup
0<ε<ε0
ε−α
∫
[−L,L]
Osc(H, ]x− ε, x+ ε[∩[−L,L]) dx
+16(1 + γ)Lε1−α0 ||H||L∞m ([−L,L]) + 2γL||H||L1m([−L,L])
)
ρn.
En particulier, si H est l’indicatrice d’un intervalle et F , celle d’un bore´lien, on obtient la
premie`re assertion du the´ore`me 4.
4 Exemples
4.1 Un cas non line´aire
On note, pour tout k ∈ Z, fk la fonction polynomiale fk(x) = −71
2
x2 − 214x + k − 1
2
.
Pour tout −179 ≤ k ≤ 250, on de´finit l’ouvert Ok par :
Ok = {(u, v) ∈]− 1, 1[2 / fk(u) < v < fk+1(u)}.
On conside`re les applications ϕk de´finies sur B1(Ok) (ε1 = 1) pour tout −179 ≤ k ≤ 250 par :
ϕk(u, v) = 2v − 2fk(u)− 1.
On de´finit ϕ : [−1, 1]2 → [−1, 1] presque partout en posant ϕ|Ok = ϕk|Ok pour tout −179 ≤ k ≤
250. Nous allons maintenant nous assurer que ces fonctions et ouverts ve´rifient les conditions de
la partie 2.
La condition sur les ouverts est facilement ve´rifie´e, puisque [−1, 1]2\
250⋃
k=−179
Ok est une re´union
de segments et de paraboles. De plus, le nombre maximal d’arcs se croisant est Y = 3.
Les conditions de re´gularite´ sont satisfaites car les ϕk sont C
∞ sur B1(Ok). On prend α = 1.
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Les de´rive´es partielles ve´rifient les ine´galite´s suivantes : pour tout −179 ≤ k ≤ 250 et pour tout
(u, v) ∈ B1(Ok) on a : ∣∣∣∣∂ϕk∂v (u, v)
∣∣∣∣ = 2 =M
et ∣∣∣∣∂ϕk∂u (u, v)
∣∣∣∣ = 2|71u + 214| > 2(214 − 71(1 + 1)) = 144 = A > M + 1.
Dans ce cas, γ = 112 . Un calcul montre que s ≤ 110 et η < 1.
On pose Ω = [−1, 1] × [− 112 , 112] et pour tout −179 ≤ k ≤ 250 on de´finit les ouverts
Uk = {(x, y) ∈ Ω˚ : fk(x) < 12y < fk+1(x)}.
On obtient les applications
Tk(x, y) = (12y,
2
12
(12y − fk(x))− 1
12
).
Si −177 ≤ k ≤ 248, Tk(Uk) = Ω˚ et Tk est bijectif de Uk sur Ω˚.
Sinon, on peut ve´rifier que T−178 est une bijection de U−178 sur Ω1 ∪ Ω2, ou` Ω1 est la partie
ouverte de Ω˚ situe´e au-dessus de la droite d’e´quation y = 2x+112 , Ω3 celle situe´e sous la droite
y = 2x−112 et Ω2 celle situe´e entre ces deux droites. On a des relations similaires pour k = −177,
249 et 250 et d’autres sous-ensembles de Ω.
Enfin la condition ge´ome´trique est ve´rifie´e sous sa forme simple (l’ouvert contient le segment
horizontal).
La transformation T admet donc une densite´ invariante h∗.
Soit P l’ope´rateur de Perron Frobenius associe´ a` T . On peut ve´rifier que les fonctions constantes
ne sont pas invariantes par P , donc que h∗ n’est pas constante. On pose
ψk(x, y) = (214)
2 − 71(2x − 12y) + 142k.
Alors Ph a l’expression Ph(x, y) =
b∑
k=a
h(T−1k (x, y))
1
2
√
Ψk(x, y)
, avec (a, b) = (−179, 248) si
(x, y) ∈ Ω1, (a, b) = (−178, 249) si (x, y) ∈ Ω2, (a, b) = (−177, 250) si (x, y) ∈ Ω3.
On va e´tablir que P1 6= 1. Supposons que h = 1 et posons z = x− 6y.
Si (x, y) ∈ Ω3, z ∈]− 32 ,−12 [. La fonction z 7→
√
(214)2 − 142z + 142k est strictement de´croissante
sur ]−32 ,−12 [. Donc z 7→
1
2
√
(214)2 − 71(2x − 12y) + 142k est strictement croissante sur ]−
3
2 ,−12 [
et P1 n’est donc pas constante.
4.2 Un cas line´aire par morceaux
Dans toute cette partie, a et b sont des entiers relatifs non nuls, L est un entier ou demi entier
strictement positif.
On note U2 le carre´ [−L,L]2. Pour tout n ∈ Z, l’ouvert Ωn est de´fini par
Ωn = {(u, v) ∈]− L,L[2 : av + bu ∈](2n − 1)L, (2n + 1)L[}.
On de´signe par ∆n la droite d’e´quation av + bu = (2n − 1)L. On de´finit ϕn sur R2 par
ϕn(u, v) = av + bu− 2nL.
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Alors ϕn|Ωn est a` valeurs dans ]− L,L[ et l’on pose
∀(u, v) ∈ Ωn, ϕ(u, v) = ϕn(u, v).
On impose la condition suivante, avec S = 1 +
48
π
+
288
π2
+
4
π
(
1 +
12
π
)√
6π + 36,
|a| < |b| − S√
S
.
On ve´rifie les conditions de la partie 2.
Le carre´ U2 est la re´union disjointe d’un nombre fini d’ouverts Ωn et d’une partie ne´gligeable
constitue´e d’une nombre fini de segments de droites.
Le nombre maximal de croisements de ces segments est Y = 3.
Pour tout η > 0, les ouverts Bη(Ωn) sont convexes donc le chemin Γ joignant deux points de
meˆme ordonne´e est le segment horizontal et la condition ge´ome´trique est satisfaite.
Les ϕn sont de classe C
∞ sur Bη(Ωn). On prendra α = 1. De plus ϕn(Ωn) ⊂ [−L,L].
On pose M = |a|, A = |b|, de sorte que les ine´galite´s sur les de´rive´es partielles soient satisfaites.
La majoration de |a| implique que 0 < M < A− 1.
On de´finit γ = |b|−1/2, le coefficient d’aplatissement et on ve´rifie que η < 1.
On de´termine pour quels entiers n la droite ∆n intersecte le carre´ U2. On ve´rifie que ∆n∩U2 6= ∅
si et seulement si −|a| − |b|+ 1
2
≤ n ≤ |a|+ |b|+ 1
2
.
On de´finit N (a, b) comme e´tant l’ensemble des indices n tels que Ωn 6= ∅ intersecte U2.
Posons
Ω = [−L,L]× [−γL, γL]
et
Ωn,a = {(x, y) ∈ Ω˚ : a
√
|b|y + bx− 2nL ∈]− L,L[}
On pose
Tn : Ωn,a → Ω
(x, y) 7→ (√|b|y, ay + b√
|b|
x− 2nL√
|b|
).
On de´finit T presque partout, de Ω dans lui-meˆme en posant T |Ωn,a = Tn.
L’ope´rateur de Perron Frobenius P associe´ a` T a l’expression
Ph(x, y) =
1
|b|
∑
n∈N (a,b)
1(x,y)∈Tn(Ωn,a)h(T
−1
n (x, y)).
Si h est une fonction constante e´gale a` c > 0, on en de´duit que
Ph(x, y) =
c
|b|♯{n ∈ N (a, b) : (x, y) ∈ Tn(Ωn,a)}.
On ve´rifie que ce cardinal est bien |b|, ce qui donne une densite´ invariante constante.
Or le the´ore`me donne l’existence d’une mesure invariante h∗m, donne´e par P11Ω = h
∗. D’apre`s
le lemme 4.1 de [ITM],
P11Ω = lim
n→+∞
1
n
n∑
k=1
P k1Ω = 1Ω.
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