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Abstract-This paper advances a procedure to compute the a-posteriori errorbounds for the solution of a
wide class ofordinary differential equations with given initial conditions. Themethod isbased onaniterative
scheme which yields upper and lower bounds which approach each other. The convergence of these
iterations is proved analytically. Application of the proposed method is demonstrated by several examples.
Themethod is independent of the integration scheme used. Also, separate bounds for eachcomponent of
the solution are specifically available as a function of time compared to the bound on the norm yielded by
conventional methods.
INTRODUCTION
The analysis of dynamical systems in time domain often requires the solution of a set of p
ordinary differential equations of the first order with p initial conditions. In those cases, the
system is represented by the following equations
(1)
In equation (1), f is, in general, a nonlinear function of the state y and time t.
The demand for efficient and accurate numerical solutions for initial value problems,
motivated the development of a large number of numerical integration methods[l, 2]. It may be
noted that, in addition to the numerical solution itself, the information on error bounds is also
important. Mostof the analytical estimates of the error[3-5] are a priori in nature, i.e. they are
based onlyon the system equation and do not contain the additional information that is included
in the numerical solution. Whereas a-posteriori methods which do include information from the
numerical solution have been applied to several typesof problems [6,7],few attempts havebeen
made to utilize these techniques in the case of dynamical systems [8].
In this paper, a method is advanced to yield a-posteriori error bounds for a system of
ordinary nonlinear time-varying differential equations represented by (1). Themethod, applicable
to a wide class of differential equations, is independent of the integration scheme. In addition, it
yields at each time step both upper and lower bounds on each component of the solution. To
obtain the error bounds, two sequences Xn, and Zn are generated by an iterative scheme called
monotone iterations. These sequences enclose the exact solution in the following manner
Xn(t ) :5y(t) s Zn(t) } i. s t s: t
2
,
!i!!! x, (t) = y(t) !iEl t; (t) =y(t)
(2)
where X; Zn are p-dimensional vectors and serveas lower and upperbounds, respectively. The
computation of theelements Xo, Zo to start the iterations are based on the numerical solution.
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THEORY
Since the method of iteration is basedon the properties of monotone operators, the following
definitions are quoted from Ref. 9.
Definition. Let Rand R*bepartially ordered Banach spaces. Let T bean operator defined by
T:D~W DcR WCR*,
where D and Ware subspaces of Rand R*, respectively.
If
V ::5 W~ Tv ::5 Tw foreveryv,w C D,
then T is called isotone, and if
v::5 W~ To e Tw for every v, w CD,
(3)
(4)
then T is called antitone. T is called monotone if it is eitherisotone or antitone. Note that if Tis
isotone then - T is antitone and vice-versa.
Based on the properties of monotone operators, the following theorem on a general operator
equation is proved in Ref. 9.
THEOREM 1. Consider the operator equation
u = Tu+r = T*u, (5)
where u and r are elements in a partially ordered Banach space R, and T* is merely used as a
convenient abbreviation.
(i) Let the operator T be decomposed into a sum of two operators T, and Tz, which are
assumed to be continuous and defined on a convex domain D, so that
(6)
and TI is isotone and T, is antitone.
(ii) Let it be assumed that two elements Vo, wo, can befound in D, such that thefollowing is
satisfied
where
VI = Ttvo+ Tzwo+ r}.
WI = T,wo+ Tzvo+ r
(7)
(8)
Following thisassumption, the operator T* maps the interval Mn = [v", Wn 1intoitself, namely,
T*u, ~ u, for alln
where
(9)
vn: T,vn-,+TZWn-l +r}.
Wn - Tlwn-l + Tzvn-,+r
Moreover, if eqn (5) does have a unique solution u in D and if
vo::5 U ::5 WO,
then
vn ::5 U ::5 Wn for everyn.
(10)
(11)
Thea-posteriori errorbounds
Expressing eqn (1) in its integral form
y(t) = Yo+ f' f(y, t) dt,
II
409
(12)
It follows that eqn (12) is a special case of the general operator eqn (5). The existence and
uniqueness of a solution to (12) in the domain D
(13)
where t., t2 , C., C2 are constants, is given by the Lipschitz condition[lO], so that the above
theorem andinparticular inequality (11)holds. However, some of the requirements of thegeneral
theorem, which limit itsuse,canberemoved inthespecial caseofordinary differential equations.
With respect to requirement (i) of Theorem 1, we have the following theorem.
THEOREM 2. Let f(y, t) be written as
(14)
where gk(y, t) is a p-dimensional vector with a first -order derivative in D such that
Note that gki is the ith component of gk.
If for each gki in D either
agki>_O . IJ = , ... ,p,
aYi
or
agk 0 . I
-a':::; J = , ... , p,
Yi
then requirement (i) of Theorem I is satisfied.
Proof By the use of the mean-value theorem
where
(15)
(16)
Then if (15) holds gk is by definition isotone, and if (16) holds, gk is antitone, so that the
decomposition is possible.
In caseswhere neither (15)nor (16)holds, the decomposition in theformof (6) is notfeasible,
and a different method must be used.
Requirement (ii) of Theorem 1 implies that the theorem holds onlyfor a specially chosen set
of initial values Vo, woo This is not true for the case of differential equations where convergence
can be achieved from any initial condition as implied by the following theorems:
THEOREM 3. Let f(y, t) satisfy requirement (i) so that
f(y, t) = fa(y, t) - fb (y, t)
where both fa, and fb are isotones, and satisfy
fa(Y2' t) - fa(y., t) :::; L.(Y2 - YI)}.
fb(Y2, t) - fb(y., t):::; Lb2 - YI)
(17)
(18)
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Where Li, and L2 are p x p matrices with real elements. If y is the unique solution of (12) in D,
then for every vector pair Xo(t), Zo(t) that satisfies
The pair Xn , Z. which is generated by the iterations
X.=Yo+l' fo(X.-hr)dr-I. ' {P(Z._"T)dT
11 t r
z. =Yo+ f' fa(Zn -hr)dr- (' fb(X. -1,r)dT,1ft )' 1
satisfies
Z. (t) - X.(t) :~::Y ~:1)·Ln (k+h),
where
h ~y - Xo(t )
k~Zo(t)-y.
(19)
(20)
(21)
(22)
(23)
Proof. The proof of the theoremis by the method of induction, and is similar to the classical
proof of Picard theorem [1 I]. For n = I, we have
Zt(t) - Xt(t) = I' [farz, 1') - fa rx, T)]dr + I' [fb(Zo, r) - fb(Xo, r)J dr,
'I "
From (18)
Z,(r) - Xt(t):sf' L.(Zo- Xo) dr +f ' L2(Zo - Xo) dT = Lf' (Zo- Xo)dT.
' 1 I t I I
Substituting (23) in the above equation:
In order to show that (21) is satisfied, let us assume that the following equality holds
Z X (t - tJln -t L· -1(k h)n- J - . _1 :5 (n _I) ! +,
we have
Z.(t) - x.rn = 1.' Hfa(Zn - h r) - fa(Xn -h r)] + [fb(Zn- h 1') - fb(Xn- h r)]} dr,
"
From (18)
Z. (t) - x, (t):s i, I' (Zn -l - x.- 1) dr + L21.' (Z._I - Xn- t ) dr,
11 'I
Substituting (24) in the above equation, one obtains
(24)
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In the following discussion it is shown that the solution Yis included in the interval [Xm Z. 1for
every n.
THEOREM 4. Let X. and Z. be generated iteratively as described in THEOREM 3. If
Then
(25)
Proof. Again induction will be used.
For n = I
By using (17) and the nature of isotone operations
By the same argument
Assuming now that
it is evident that
X. =Yo +I' [fa(X.- Io 7") - fb(Z.- Io 7")] dr :S Yo +It [fa(y, 7") - fb(y, 7")] dr =Y
I, I I
t; = Yo +I' [f.,(Z.-1o 7") - fb(X.-t, 7")] dr ~ Yo +I' [fa(y,7") - fb(y, 7")] dr = y.
tl II
Theorems 3and 4 imply that if the decomposition (17) is possible the inclusion property(equation
(11)) is independent of the initial elements Vo, woo However, the decomposition is not feasible if
neither(15) nor (16) holds. In such cases, one cannot use iterations(20) and a different method of
iteration is needed. This can be done by decomposition of y(t) rather than f(y, t).
Assume that in the domain D, y(t) can be decomposed as follows :
y(t) = u(t) +v(t) ,
such that for UI :S Uz and every v in D
and for VI :S Vz and every U in D
Mu, VI, t) ~Mu, vz, t) i = I, . .. ,p,
where Mu, v, t) is the ith component of f(y, t).
THEOREM 5. Let Xo(t) , and Zo(t) be a pair of real-valued vectors that satisfy
(26)
(27)
(28)
(29)
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(30)
where N1 and N2 are p xp real valued matrices, then the pair Xn(t), Zn(t) generated by the
iterations
Xn.; = YO.i +rf(Xn- h Zn-h r) • ._
i t I-I, ... ,p,Zn,i = YO,i + t(Zn-h Xn- h r) drII
whereXn,i, Zn,i, Ii(X, Z, t) are the i th components ofXn, Zn, andf(X, Z, t), respectively, satisfy
Zn(t)- Xn(t) :~:;Y - ~I)" Nn(k +h),
n.
where h, k are defined by (23) and
Also, if a unique solution y does exist and
then
X, (t) ::5Y::5L; (t) for every n.
Theproofof thistheoremissimilar to theproofof theorems 3and4andcanbefoundinRef. 12.
(31)
(32)
(33)
APPLICATION AND NUMERICAL EXAMPLES
The above theory can be applied to obtain a-posteriori error bounds for a set of differential
equationssolvednumerically. Considerthesystemof differential equationsintheirintegral form
y(t)=Yo+f' f(y,r)dr,
II
(34)
with a unique solution y(t) in the domain D defined by (13). Let q(t) be the numerical solution
found by any of the conventional methods [1, 2]. The error e(t) is defined as
e(t) = y(t) - q(t).
Choose two real-valued vectors k(t), h(t) such that
where k, and hi are the ith components of vectors k and h, respectively.
Define the initial elements Xo(t) and Zo(t) by
Xo(t) = q(t) - h(t)
Zo(t) = q(t) + k(t).
Adjust h(t) and k(t) so that
(35)
(36)
(37)
(38)
Since y(t) is not known, it is advisable to overestimate k(t) and h(t) based on the knowledge of
Thea-posteriori errorbounds 413
the a-prion bound. Using eitheriteration scheme (20) or (31), onegetstwo sequences X, (t) and
L; (t) which would enclose theexact solution y(t) in the following manner (bytheorems 3,4, and
5):
X,(t) :5 y(t) :5 L;(t) for every n
lim (Zn(t) - X, (t)) -+°
n_oo
(39)
Asthe numerical solution is found by the use of a digital computer, a quadrature scheme has
to be used in the integration. It is evident from theorems 3 and 5 that, in order to guarantee the
convergence, one mustensure that the quadrature errors would not interfere with the monotone
nature of theiterations. Therefore the useof the trapezoidal scheme, where the direction of error
is known[13] is recommended for the quadrature in (20) and (31). It should be noted that the
errorsinvolved incalculating thequadrature provide the limit for theaccuracy of the method.
To show the effectiveness of the method, the following examples were solved using a CDC
3600 digital computer. The interation method wasusedas a subroutine added to the well-known
fourth-order Runge-Kutta fixed step integration of ordinary differential equations.
Example 1.Consider the following second-order linear time invariant system as a special case
of nonlinear time-varying systems.
with the closed form solution
( -0.3')y = _:-0.3"
The choice of this rather simplistic example was dictated by the possibility of finding analytical
solution for the quadrature in (20).
(40)
where k and h were chosen as
(0' 1)k = h = 0.1 .
The values in (40) illustrate the convergence properties (21), and in particular that eachof Xn(t)
and Zn(t) approach y as n goes to infinity. The system was also solved numerically and the
bounds reached steady-state dueto truncation errorsafter nine iterations. Increasing k andh bya
factor of ten caused the bounds to reach the same steady state after ten iterations.
Example 2. Consider the second-order nonlinear system
The exact solution is
y, =e'
The integration stepused was 0·4. Asthe system canbe decomposed according to (17), iterations
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(20) were used as follows:
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X l .n == 1+f (l/Z2.n-l) dr
X2•n == 1-f (l/X1•n-l) dr
k and h were chosen as
(41)
(0' 17)k == h == 0.17 .
The convergence of the lower bound of Yl is shown in Fig. 1for various time values. Similar
results were obtained for the upper bound as well as for the two bounds on Y2. Theconvergence
reached steady statedue to the truncation errorafter seven iterations. The t-dependent bound on
YI is
e(t == 0,24) == 10-5
e(t == 1,92) == 3x 10-3•
Example 3. Consider the second-order system
The exact solution is
Y. == Y2
2
. -Y2Y2==--
Yl
y.(l) == 1 1
yD) == 0.5 1::5 t ::5 3.
Yl == t'"
Y2 == 0·5t- 1/2.
10
rIUI-1BEll or lJERATION$
17
Fig. I. Theconvergence of thelower bound of YI inexample I.
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Since -y/IYI does not satisfy either (15) or (16), iterations (31) were used as follows
It _Z2 It-X
2
. ,n _ 1X2,n =0·5 + 2.n - l dr Z2.n =0·5 + Z dr,
1 X 1•n - 1 1 I,n -I
(42)
The integration step used was 0·04, and values for k and h were chosen as
(0' 17)k = h = 0.17 .
Theconvergence of the lower bound of Yl is shown in Fig, 2. Thesteady state wasreached after
eight iterations and the error was
e(t = 1'12)= 10-6
e(t = 2,92) = 10-4 •
t; 1 . 12
t; 2 . ')2
I I I I I I I I I " n
4 6 e 10 12
NUM r,£ R or I TERATI ONS
io-6 -I---'-l---'---+--+--+---+---+----+---+---+--+--+---+--O~
r,
Fig. 2. Theconvergence of the lower bound of y, inexample 2.
CONCLUSIONS
A method has been advanced for finding bounds on the a-posteriori error in the numerical
solution of a wide class of ordinary differential equations, Since the method is based notonly on
the a-priori information. but also on the numerical solution itself, a better accuracy can be
achieved for the estimated error. Upperand lower bounds are generated for each component of
the solution vector y(t ) by monotone iterations. The procedure is based on a general operator
equation which reduces to a much simpler scheme in the special caseof differential equations. In
particular. it is shown that the convergence of the iterations was independent of the initial
bounds.
Theproposed method is independent of the numerical scheme usedto integrate the equations
and,as such, canbeaugmented asa subroutine with anyof theconventional integration programs
that are available to the user. The input to this subroutine is quite straight-forward and involves
only a knowledge of the gradient of the nonlinearity f(y, t) .
Rather than yielding the bounds on the norm of the solution Ily(t)11. the proposed method
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separates thebounds foreach component of thesolution as well as foreach time step, thusgiving
more information on thedevelopment of theerror. Another advantage is that thebounds define a
closed interval in which the exact solution lies.
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