This paper considers the blind equalization problem for nonlinear channels of Volterra type excited by real i.i.d. symbols. Previous work has shown that under the right conditions the equalizers can be found from the second order statistics of the channel output as long as the number of subchannels exceeds the number of kernels. In order to alleviate this requirement, we consider the use of a simple precoding device previous to transmission which provides a tradeoff between effective data rate and number of subchannels required. Necessary and sufficient conditions for blind equalizability under this scheme are given, and an algorithm for the computation of the equalizers is presented.
INTRODUCTION
Blind equalization of single-input multiple-output linear channels has received considerable attention, motivated by the fact that these channels can be perfectly equalized from the second-order statistics (SOS) of the received signal [4] if the subchannels are coprime.
Many systems such as digital satellite and radio links, highdensity magnetic and optical storage channels, etc., exhibit nontrivial nonlinearities. Recently blind equalization techniques for nonlinear channels, both deterministic [1] and SOS-based [2] have been proposed, which exploit the fact that if several subchannels are available (e.g. if the received signal is oversampled and/or multiple sensors are used), linear FIR equalizers have the potential to completely remove both linear and nonlinear ISI. The discrete-time equivalent single-input, -output channel model that we consider has the form ¢ ¥ ¤ § ¦
. In what follows it is assumed that (3) is implemented so that all terms satisfy (4) . We shall denote the total number of surviving kernels by a r u (thus
). We shall consider the use of linear equalizers for the precoded nonlinear channel. Due to the upsampling operation (3) at the transmitter, the equalizer output must be downsampled by a factor of . With ¢ ¥ ¤ § ¦
, the data to be transmitted and
its precoded mutation, the overall configuration is depicted in Figure 1 , where ZMNL is a single-input, equalizer transfer function. In view of (4), ZMNL only consists pure powers of its input, i.e. has the form
. By using Figure 1 : Overall precoder-channel-equalizer configuration.
(polyphase representations), and noting that the upsampler and the ZMNL commute, one obtains the equivalent block diagram of Figure 2 , where 
PROBLEM STATEMENT
Observe that the
is cyclostationary. We can block it to form the @ 9 B A
which now is wide-sense stationary. This process satisfies
With this, we can stack
These processes satisfy the following relation:
where the signal regressor
, and the channel matrix ± is given by
Therefore the covariance sequence of ¢ D C¦
can be written as
with the signal and noise covariance matrices 
can be estimated as the smallest eigenvalue of
and thus the effect of the noise can be removed from º » ¢ P ¦ . Henceforth we shall assume that this has been done so that
. Assumption A4 is a 'persistent excitation' requirement. The problem is stated as follows. Blind Equalizability Problem: Let Î ± be a matrix of the same size as
We say that 
Observe that if (9) is satisfied, then the matrices
effectively contain enough information for the determination of the equalizers. In that case we say that the channel is blindly equalizable from the SOS of ¢ D C¦ . 
EQUALIZABILITY CONDITIONS

Assume that
, where
Then in view of Lemma 1 and (7), one has Note that condition (ii) in Lemma 2 amounts to having
Lemma 2 The channel (5) is blindly equalizable from the output SOS iff (i) there is no nonlinear kernel with the same length as the linear one, and (ii) there is no odd-order kernel longer than the linear one. That is, if the
à C T C S C à R z G or equivalently ã q C S C o C ḧ Q ã R z G t(13)
OBTAINING THE EQUALIZERS
Assuming that the channel satisfies the conditions of Lemma 2, the equalizers can be found as follows. First, it will be convenient to reorder the kernels so as to have the linear one first, then all those longer than the linear one, and then all those shorter. Then (11) still holds, but now ä is obtained from (10) by suitably permuting rows and columns. (Note that the resulting ä still is lower triangular because of (13)). As in [5] , perform an SVD of
where ì Y G Table 1 : Coefficients of the precoded Volterra channel used in the simulations
SIMULATION RESULTS
We considered an equivalent channel as in (5) 
( '
). Figure 4 shows the variation of the symbol error rate with the number of symbols & for covariance estimation, for a SNR value of 20 dB.
CONCLUSIONS
We have presented a simple precoding scheme that considerably alleviates the need for a large number of subchannels for the blind equalization of nonlinear Volterra channels, by reducing the effective number of nonlinear kernels that need to be equalized. For i.i.d. symmetrically distributed input data, we show that the channel can be equalized from its second order output statistics iff in its effective precoded model no nonlinear kernel has the same length as the linear kernel, and no odd degree nonlinear kernel has larger length than the linear one. An algorithm for the computation of the equalizers is presented. 
