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THE ATOMIC HARDY SPACE FOR A GENERAL BESSEL OPERATOR
EDYTA KANIA-STROJEC
Abstract. We study Hardy spaces associated with a general multidimensional Bessel operator Bν .
This operator depends on a multiparameter of type ν that is usually restricted to a product of half-
lines. Here we deal with the Bessel operator in the general context, with no restrictions on the type
parameter. We define the Hardy space H1 for Bν in terms of the maximal operator of the semigroup
of operators exp(−tBν). Then we prove that, in general, H1 admits an atomic decomposition of local
type.
1. Introduction
Let ν = (ν1, . . . , νd) ∈ Rd, d ≥ 1, and consider the multidimensional Bessel differential operator
(1.1) Bνf(x) =
d∑
j=1
−∂2j f(x)−
2νj + 1
xj
∂jf(x),
acting on functions on Rd+ = (0,∞)d. Operator Bν is formally symmetric in L2(Rd+, dµν), where
dµν(x) = x
2ν+1 dx := x2ν1+11 . . . x
2νd+1
d dx1 . . . dxd.
1.1. Hardy spaces associated with the classical Bessel operator. When ν ∈ (−1,∞)d there
exists a classical self-adjoint extension of Bν (acting initially on C2c (Rd+)), from now on denoted by Bclsν
[15,18]. The operator Bclsν is the infinitesimal generator of the classical Bessel semigroup of operators
Wclst,ν = exp(−tBclsν ), which has the integral representation Wclst,νf(x) =
∫
Rd+
Wclst,ν(x, y)f(y) dµν(y),
t > 0. It is well known that
Wclst,ν(x, y) =
d∏
j=1
1
2t
(xjyj)
−νjIνj
(xjyj
2t
)
exp
(
−x
2
j + y
2
j
4t
)
=:
d∏
j=1
W clst,νj(xj, yj),
for x, y ∈ Rd+ and t > 0, where Iτ denotes the modified Bessel function of the first kind and order
τ > −1, cf. [25]. The classical Bessel kernel satisfies the lower and upper Gaussian bounds, i.e.
(1.2)
C1
µν(B(x,
√
t))
exp
(
−|x− y|
2
c1t
)
≤Wclst,ν(x, y) ≤
C2
µν(B(x,
√
t))
exp
(
−|x− y|
2
c2t
)
,
with some constants c1, c2, C1, C2 > 0, where B(x,
√
t) =
{
y ∈ Rd+ : |x− y| <
√
t
}
.
Recently, harmonic analysis related to the classical Bessel operator has been extensively developed,
see e.g. [1–6,8, 11,13,18,19] and references therein. In particular, the Hardy space
(1.3) H1(Bclsν ) =
{
f ∈ L1(Rd+, dµν) : ‖f‖H1(Bclsν ) :=
∥∥∥∥sup
t>0
∣∣Wclst,νf ∣∣∥∥∥∥
L1(Rd+,dµν)
<∞
}
,
associated with Bclsν and its characterizations have been studied. An especially useful result is the
characterization of H1(Bclsν ) by atomic decomposition, which was proved in [5] in the one-dimensional
case and then extended to higher dimensions in [11]. This atomic characterization also follows from
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a more general result from [10]. This result states, in particular, that every function f ∈ H1(Bclsν )
can be represented as f =
∑
k λkak, where
∑
k |λk| ' ‖f‖H1(Bclsν ) and ak are the classical atoms on
the space of homogeneous type (Rd+, | · |, dµν), that is there exist balls Bk such that
(1.4) supp ak ⊆ Bk, ‖ak‖∞ ≤ µν(Bk)−1,
∫
ak dµν = 0.
We say that the atoms ak satisfy localization, size and cancellation conditions [9].
The main goal of this paper is to prove an atomic decomposition theorem for the Hardy space
associated with the multidimensional Bessel operator Bν in the general situation, admitting all ν ∈
Rd. For a precise definition of the operator Bν see in Section 1.3. According to the best of the
author’s knowledge the theory of Hardy spaces for the Bessel operator for the full range of the
parameter has never been studied. The most general results are known for νj > −1, and a vast
majority of them are restricted to νj ≥ −1/2, j = 1, . . . , d. Our atomic decomposition theorem is a
starting point for developing this theory in a general Bessel context and the first step towards proving
other characterizations of H1(Bν). Note that one of the difficulties in the general situation is that
the measure is not locally finite, in particular it does not satisfy the standard doubling condition.
Theory of Hardy spaces or Calderón-Zygmund operators for spaces with non-doubling measure is far
more difficult and less known. It has been developed only quite recently, see e.g. [16, 17, 22, 23, 26].
Usually an essential assumption in this theory is the polynomial growth condition µ(B(x, r)) ≤ Crn.
But this condition fails for µν unless ν ∈ (−1,∞)d, since otherwise there are balls of arbitrarily
small radius and infinite measure. For the same reason, our measure does not satisfy the property
known in the literature as a local doubling condition, considered for instance in [7]. Another obstacle
is that, in general, operators considered in the literature are generators of semigroups of operators
whose integral kernels satisfy the upper Gaussian bounds. This is not the case of Bν if ν /∈ (−1,∞)d.
Nevertheless we overcome these difficulties and give an atomic decomposition of the Hardy space
associated with the general multidimensional Bessel operator Bν for any ν ∈ Rd.
1.2. The exotic Bessel operator. Recall that dµ(x) = x2ν+1dx. When we take ν ∈ ((−∞, 1) \
{0})d in (1.1), then there exists a self-adjoint extension of Bν , denoted by Bexoν and called the exotic
Bessel operator [18]. It is quite remarkable that for the parameter ν ∈ ((−1, 1) \ {0})d there exist
both, the classical and the exotic, self-adjoint extensions of Bν , which differ significantly. We denote
by Wexot,ν = exp(−tBexoν ) the semigroup of operators generated by Bexoν . It is known that the exotic
semigroup kernel can be expressed in a simple way in terms of the classical one, namely
Wexot,ν (x, y) =
d∏
j=1
W exot,νj (xj, yj) =
d∏
j=1
(xjyj)
−2νjW clst,−νj(xj, yj).
It turns out that if 0 < νj < 1 then the so-called pencil phenomenon occurs. In the one-dimensional
situation this means that for any fixed t > 0 the operator W exot,νj is well defined on L
p(R+, dµνj) and
maps this space into itself if and only if νj + 1 < p < (νj + 1)/νj. Therefore there is no reason in
studying the theory of Hardy spaces for the exotic Bessel operator in the case ν ∈ (0, 1)d. For more
details see the discussion in [18, Sec. 4] or in [4]. Thus, from now on we shall consider the operator
Bexoν only for ν ∈ (−∞, 0)d.
For the sake of convenience we shall write Bexo−ν , where ν ∈ (0,∞)d. Hence, we will use such
notation in the rest of the paper.
1.3. Main results. We consider a general multidimensional Bessel operator Bν = L1 + . . . + Ld,
d ≥ 1, where each Li is either one-dimensional classical Bessel operator Bclsνi for νi ∈ (−1,∞) or
one-dimensional exotic Bessel operator Bexo−νi for νi ∈ (0,∞) (acting on the ith coordinate variable,
see Section 4.1 for details). Since Bclsνi and B
exo
−νi are self-adjoint operators, Bν is well defined and
THE ATOMIC HARDY SPACE FOR A GENERAL BESSEL OPERATOR 3
essentially self-adjoint [20, Thm. 7.23]. To simplify the notation, by changing the coordinates, we
shall consider Bν = Bclsνc +B
exo
−νe , where ν = (νc,−νe) ∈ (−1,∞)d1 × (−∞, 0)d2 and d1 + d2 = d. Then
Bνf(x) = Bclsνc f(·,x2) + Bexo−νef(x1, ·) for x = (x1,x2) ∈ Rd1+ × Rd2+ = Rd+.
As we mentioned above, the case d1 ≥ 1 and d2 = 0, that is the classical case, is well known and
slightly different from the context involving the exotic Bessel operator. Therefore we will consider
d1 ≥ 0 and d2 ≥ 1.
Denote by Wt,ν = exp(−tBν) the semigroup of operators generated by Bν . Clearly, the semigroup
Wt,ν has the integral representation
Wt,νf(x) =
∫
Rd+
Wt,ν(x,y)f(y) dµν(y), x ∈ Rd+, t > 0,
where
Wt,ν(x,y) = Wclst,νc(x1,y1)W
exo
t,−νe(x2,y2), x = (x1,x2),y = (y1,y2) ∈ Rd1+ × Rd2+ .
We define the Hardy space for the operator Bν exactly in the same way as in (1.3), i.e. by means
of the maximal operator associated with the semigroup of operators {Wt,ν},
H1(Bν) =
{
f ∈ L1(Rd+, dµν) : ‖f‖H1(Bν) :=
∥∥∥∥sup
t>0
|Wt,νf |
∥∥∥∥
L1(Rd+,dµν)
<∞
}
.
We will prove that elements ofH1(Bν) have an atomic decomposition, where atoms are either classical
atoms (1.4) or some additional atoms of the form µν(Q)−11Q for some cube Q ⊂ Rd+. Such atoms
µν(Q)
−11Q are called ”local atoms” and notice that they do not satisfy cancellation condition. More
precisely, we will show that every function f ∈H1(Bν) belongs also to the local atomic Hardy space
H1at(Q, µν) associated with some family of cubes Q in Rd+. That means that f can be decomposed
into a sum f =
∑
k λkak, where
∑
k |λk| <∞ and ak are either classical atoms described in (1.4) and
supported in cubes Q ∈ Q or atoms of the form ak = µν(Q)−11Q, Q ∈ Q.
For the general Bessel operator Bν let us define the family of cubes QB which arises as follows. Let
D = {[2n, 2n+1] : n ∈ Z} be the collection of all closed dyadic intervals in R+. Consider a family{
Rd1+ ×Q1 × . . .×Qd2 : Qi ∈ D
}
. Then tile each cylinder Rd1+ ×Q1× . . .×Qd2 with countably many
cubes having diameters equal to the smallest of the diameters of Q1, . . . , Qd2 . The family QB consists
of all of these smaller cubes. For a rigorous definition of QB see Section 4.
The main result of this paper is the following.
Theorem 1.5. Let d1 ≥ 0, d2 ≥ 1. Assume that νc ∈ (−1,∞)d1 and νe ∈ (0,∞)d2. Then H1(Bclsνc +
Bexo−νe) and H
1
at(QB, µν) are isomorphic as Banach spaces.
In the proof we will use only general properties of Bclsνc and B
exo
−νe , therefore some auxiliary results
in Sections 3 and 4 will be formulated in a more general context. Moreover, we introduce universal
conditions on a semigroup kernel so that the product case can be deduced from a lower-dimensional
information. The methods we use have roots in [14], however in that paper the Lebesgue measure
case is considered, and here we need to adapt them to our situation, which requires some effort.
1.4. Organization of the paper. Section 2 contains definitions and notation used in the paper.
Also, some auxiliary results are proved there. In Section 3 we consider a general self-adjoint and
nonnegative operator L, which generates a semigroup of operators possessing an integral represen-
tation. We present general assumptions on the semigroup integral kernel and some family of cubes
that are sufficient to prove an atomic decomposition of local type for H1(L). Section 4 is devoted
to a similar atomic characterization in a product situation. More precisely, we slightly generalize
conditions from Section 3 and show that if (lower-dimensional) component operators L1, L2 satisfy
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them, then the operator L = L1 + L2 also does. Hence, one may deduce the result for the sum of
operators by checking “one-dimensional” conditions. Finally, in Section 5, we prove Theorem 1.5.
Throughout the paper we use standard notation. In particular, C and c at each occurrence denote
some positive constants independent of relevant quantities. Values of C and c may change from line
to line. Further, we write α ' β if there exists a positive constant C, independent of significant
quantities, such that C−1α ≤ β ≤ Cα.
2. Preliminaries
2.1. Notation and terminology. We consider the metric measure space (Rd+, | · |, dµν), where | · |
stands for the standard Euclidean metric. It is well known that if ν ∈ (−1,∞)d, then µν possesses
the doubling property, i.e. there exists C > 0 such that
(2.1) µν(B(x, 2r)) ≤ Cµν(B(x, r)), x ∈ Rd+, r > 0,
where B(x, r) =
{
y ∈ Rd+ : |x− y| < r
}
.
Since both the space and the measure have product structure, it is convenient to use cubes and
cuboids rather than balls. Thus denote by
Q(z; r1, . . . , rd) =
{
x ∈ Rd+ : |xi − zi| ≤ ri for i = 1, . . . , d
}
the cuboid centered at z ∈ Rd+ having axial radii r1, . . . , rd > 0. When r1 = . . . = rd = r the cuboid
becomes a cube which we denote briefly by Q(z, r). We denote by dQ the Euclidean diameter of
a cuboid Q.
Definition 2.2. We call a family Q of cuboids in Rd an admissible covering if there exist C1, C2 > 0
such that:
1. Rd+ =
⋃
Q∈QQ,
2. if Q1, Q2 ∈ Q and Q1 6= Q2 , then µν(Q1 ∩Q2) = 0,
3. if Q = Q(z; r1, . . . , rd) ∈ Q, then ri ≤ C1rj for i, j ∈ {1, . . . , d},
4. if Q1, Q2 ∈ Q and Q1 ∩Q2 6= ∅, then C−12 dQ1 ≤ dQ2 ≤ C2dQ1.
Observe that item 3 means that admissible cuboids are uniformly bounded deformations of cubes.
In fact, we shall often use only cubes. From now on we always assume that Q is an admissible
covering of Rd+.
Given a cuboidQ, byQ∗ we denote a (slight) enlargement ofQ. More precisely, ifQ = (z; r1, . . . , rd),
then Q∗ := Q(z;κr1, . . . , κrd), where κ > 1 is a fixed constant. Let Q be a given admissible covering
of Rd+. We fix κ = κ(Q) sufficiently close to 1, so that for any Q1, Q2 ∈ Q,
(2.3) Q∗∗∗1 ∩Q∗∗∗2 6= ∅ ⇐⇒ Q1 ∩Q2 6= ∅.
The family {Q∗∗∗}Q∈Q is a finite covering of Rd+,∑
Q∈Q
1Q∗∗∗(x) ≤ C, x ∈ Rd+.
For Q ∈ Q denote N(Q) =
{
Q˜ ∈ Q : Q˜∗∗∗ ∩Q∗∗∗ 6= ∅,
}
(all neighbors of the cuboid Q).
For the covering Q as above consider functions ψQ ∈ C1(Rd+) satisfying
(2.4) 0 ≤ ψQ(x) ≤ 1Q∗(x),
∥∥ψ′Q∥∥∞ ≤ Cd−1Q , ∑
Q∈Q
ψQ(x) = 1Rd+(x), x ∈ Rd+.
It is straightforward to see that such a family {ψQ}Q∈Q exists. We call it a partition of unity related
to Q.
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We now define suitable atoms and a local atomic Hardy space H1at(Q, µν) related to Q.
Definition 2.5. A function a : Rd+ → C is a (Q, µν)-atom if:
(i) either there is Q ∈ Q and a cube K ⊂ Q∗, such that
supp a ⊆ K, ‖a‖∞ ≤ µν(K)−1,
∫
a dµν = 0;
(ii) or there exists Q ∈ Q such that
a = µν(Q)
−11Q.
The atoms as in (ii) are called local atoms.
Having (Q, µν)-atoms at our disposal, we define the local atomic Hardy space H1at(Q, µν) related to
Q in the standard way. Namely, a function f belongs to H1at(Q, µν) if it has an atomic decomposition
f =
∑
k λkak with
∑
k |λk| <∞ and ak being (Q, µν)-atoms. The norm in H1at(Q, µν) is given by
‖f‖H1at(Q,µν) = inf
∑
k
|λk| ,
where the infimum is taken over all possible representations of f as above. Note that H1at(Q, µν) is
a Banach space.
2.2. Auxiliary results.
Lemma 2.6. Let d = 1 and ν ∈ R. The following estimates hold.
(a) If ν > −1, then
µν(B(x, r)) '
(
1 ∧ r
x
)
(x+ r)2ν+2, x, r > 0.
(b) If ν = −1, then
µν(B(x, r)) ' log x+ r
x− r , x > r > 0.
(c) If ν < −1, then
µν(B(x, r)) '
(
1 ∧ r
x
)
(x− r)2ν+2, x > r > 0.
Proof. (a) If r > x, then
µν(B(x, r)) = (2ν + 2)
−1(x+ r)2ν+2.
When x ≥ r > x/2, we have
µν(B(x, r)) = (2ν + 2)
−1 ((x+ r)2ν+2 − (x− r)2ν+2) ' x2ν+2 ' (x+ r)2ν+2.
Finally, if r ≤ x/2, then x+ r ' x ' x− r. Therefore, applying the Mean Value Theorem,
µν(B(x, r)) = (2ν + 2)
−1 ((x+ r)2ν+2 − (x− r)2ν+2) ' rx2ν+1 ' r
x
(x+ r)2ν+2.
The proof of (b) is straightforward. We pass to proving (c). If x > r > x/2, then
µν(B(x, r)) = (−2ν − 2)−1
(
(x− r)2ν+2 − (x+ r)2ν+2) ' (x− r)2ν+2,
since now 2ν + 2 < 0. When r ≤ x/2, we proceed similarly as in the corresponding part of the proof
of (a) above. The conclusion follows. 
Corollary 2.7. Let d = 1. Then
(a) for each ν ∈ R,
µν(B(x, r)) ' rx2ν+1, 0 < r < x/2;
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(b) for each ν > −1,
µν(B(x, r)) ' r(x+ r)2ν+1, x, r > 0.
Proof. (a) Since r < x/2, we have that x + r ' x− r ' x and for ν 6= −1 the claim readily follows
from (a) and (c) of Lemma 2.6. To cover ν = −1, use Lemma 2.6(b) and then observe that by
the Mean Value Theorem log(x + r) − log(x − r) ' r/x. Part (b) is a simple reformulation of
Lemma 2.6(a).

As a consequence of the above results we obtain the following.
Corollary 2.8. Let d ≥ 1 and ν ∈ Rd. Then
µν(B(x, r)) '
d∏
j=1
µνj(B(xj, r)) ' rd
d∏
j=1
x
2νj+1
j , x ∈ Rd+, 0 < r < min(x1, . . . , xd)/2.
Moreover, if ν ∈ (−1,∞)d, then
µν(B(x, r)) '
d∏
j=1
µνj(B(xj, r)) ' rd
d∏
j=1
(xj + r)
2νj+1, x ∈ Rd+, r > 0.
Lemma 2.9. Let Q be an admissible covering of Rd+. Assume that ν ∈ (−1,∞)d and Q ∈ Q. Let
y ∈ Q∗. Then for each δ ∈ (0,min(1/2, ν1 + 1, . . . , νd + 1)) and each c > 0
(2.10)
∫
Q∗∗
sup
t>0
tδµν(B(x,
√
t))−1 exp
(
−|x− y|
2
ct
)
dµν(x) ≤ Cd2δQ ,
and
(2.11)
∫
(Q∗∗)c
sup
t>0
t−δµν(B(x,
√
t))−1 exp
(
−|x− y|
2
ct
)
dµν(x) ≤ Cd−2δQ ,
where the constant C is independent of Q and y.
Proof. Let Q = Q1 × . . . × Qd, with dQ ' dQ1 ' . . . ' dQd . First we prove (2.10). To do that we
need some auxiliary estimates.
Case 1: νi ≥ −1/2. Applying Corollary 2.7(b) we have
Ii :=
∫
Q∗∗i
sup
t>0
tδ/dµνi(B(xi,
√
t))−1 exp
(
−|xi − yi|
2
ct
)
dµνi(xi)
≤ C
∫
Q∗∗i
sup
t>0
tδ/d−1/2(xi +
√
t)−2νi−1 exp
(
−|xi − yi|
2
ct
)
x2νi+1i dxi
≤ C
∫
Q∗∗i
sup
t>0
tδ/d−1/2 exp
(
−|xi − yi|
2
ct
)
dxi
≤ C
∫
Q∗∗i
|xi − yi|2δ/d−1 dxi ≤ Cd2δ/dQi .
(2.12)
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Case 2: νi ∈ (−1,−1/2). In this case, since δ/d− 1− νi < 0, using Corollary 2.7(b) we obtain
Ii ≤ C
∫
Q∗∗i
sup
0<t≤x2i
tδ/d−1/2(xi +
√
t)−2νi−1x2νi+1i exp
(
−|xi − yi|
2
ct
)
dxi
+ C
∫
Q∗∗i
sup
t>x2i
tδ/d−1/2(xi +
√
t)−2νi−1x2νi+1i exp
(
−|xi − yi|
2
ct
)
dxi
≤ C
∫
Q∗∗i
|xi − yi|2δ/d−1 dxi
+ C
∫
Q∗∗i ∩{xi : xi/2≤|xi−yi|}
sup
t>0
tδ/d−1−νix2νi+1i exp
(
−|xi − yi|
2
ct
)
dxi
+ C
∫
Q∗∗i ∩{xi : xi/2>|xi−yi|}
sup
t>0
tδ/d−1−νix2νi+1i exp
(
−|xi − yi|
2
ct
)
dxi
≤ Cd2δ/dQi + C
∫
{xi : xi≤cdQi}
x
2δ/d−1
i dxi + C
∫
Q∗∗i
|xi − yi|2δ/d−1 dxi
≤ Cd2δ/dQi .
(2.13)
To get (2.10) we use Corollary 2.8, (2.12) and (2.13) obtaining
∫
Q∗∗
sup
t>0
tδµν(B(x,
√
t))−1 exp
(
−|x− y|
2
ct
)
dµν(x) ≤ C
d∏
i=1
Ii ≤ C
d∏
i=1
d
2δ/d
Qi
≤ Cd2δQ .
Next, we prove (2.11) by induction with respect to the dimension d.
Step 1. Suppose d = 1. We consider two cases.
Case 1: ν ≥ −1/2. Using Corollary 2.7(b) we see that the left hand side of (2.11) is controlled
by
∫
(Q∗∗)c
sup
t>0
t−δ−1/2(x+
√
t)−2ν−1 exp
(
−|x− y|
2
ct
)
x2ν+1 dx
≤ C
∫
(Q∗∗)c
sup
t>0
t−δ−1/2 exp
(
−|x− y|
2
ct
)
dx
≤ C
∫
(Q∗∗)c
|x− y|−2δ−1 dx ≤ Cd−2δQ .
The last inequality follows from the relation |x− y| ≥ cdQ, since x ∈ (Q∗∗)c and y ∈ Q∗.
Case 2: ν ∈ (−1,−1/2). In this case we again apply Corollary 2.7(b) to bound the left hand side
of (2.11) by
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∫
(Q∗∗)c
sup
t>0
t−δ−1/2(x+
√
t)−2ν−1 exp
(
−|x− y|
2
ct
)
x2ν+1 dx
≤ C
∫
(Q∗∗)c
sup
0<t≤x2
t−δ−1/2 exp
(
−|x− y|
2
ct
)
dx
+ C
∫
(Q∗∗)c∩{x : x≤2dQ}
sup
t>x2
t−δ−1−ν exp
(
−|x− y|
2
ct
)
x2ν+1 dx
+ C
∫
(Q∗∗)c∩{x : x>2dQ}
sup
t>x2
t−δ−1−ν x2ν+1 dx
≤ C
∫
(Q∗∗)c
|x− y|−2δ−1 dx+ Cd−2δ−2−2νQ
∫ 2dQ
0
x2ν+1 dx+ C
∫ ∞
2dQ
x−2δ−1 dx
≤ Cd−2δQ .
Step 2. Let d > 1 be fixed. Suppose ν = (ν1, ν˜) = (ν1, ν2, . . . , νd) ∈ (−1,∞)d and Q = Q1 × Q˜,
where dQ ' dQ1 ' dQ˜. We use the notation x = (x1, x˜),y = (y1, y˜) ∈ R+×Rd−1+ . Assume that (2.11)
holds for Q˜, that is for every 0 < δ′ < min(1/2, ν2 + 1, . . . , νd + 1)
(2.14)
∫
(Q˜∗∗)c
sup
t>0
t−δ
′
µν˜(B(x˜,
√
t))−1 exp
(
−|x˜− y˜|
2
ct
)
dµν˜(x˜) ≤ Cd−2δ′Q˜ .
Take δ ∈ (0,min(1/2, ν1 + 1, . . . , νd + 1)). We split the set (Q∗∗)c = S1 ∪ S2 ∪ S2, where
S1 = Q
∗∗
1 × (Q˜∗∗)c, S2 = (Q∗∗1 )c × Q˜∗∗, S3 = (Q∗∗1 )c × (Q˜∗∗)c,
and write∫
(Q∗∗)c
sup
t>0
t−δµν(B(x,
√
t))−1 exp
(
−|x− y|
2
ct
)
dµν(x) =
∫
S1
. . .+
∫
S1
. . .+
∫
S3
. . . =: J1 + J2 + J3.
To estimate J1 we apply Corollary 2.8(b), (2.14) and (2.10) with some small ε > 0 such that
δ + ε < min(1/2, ν1 + 1, . . . , νd + 1). We get
J1 ≤ C
∫
Q∗∗1
sup
t>0
tεµν1(B(x1,
√
t))−1 exp
(
−|x1 − y1|
2
ct
)
dµν1(x1)
×
∫
(Q˜∗∗)c
sup
t>0
t−δ−εµν˜(B(x˜,
√
t))−1 exp
(
−|x˜− y˜|
2
ct
)
dµν˜(x˜)
≤ Cd2εQ1d−2δ−2εQ˜ ≤ Cd
−2δ
Q .
We deal with J2 similarly, but this time using (2.10) for the integral over the cube Q˜ and Step 1
for the integral over Q1. This gives
J2 ≤ C
∫
(Q∗∗1 )c
sup
t>0
t−δ−εµν1(B(x1,
√
t))−1 exp
(
−|x1 − y1|
2
ct
)
dµν1(x1)
×
∫
Q˜∗∗
sup
t>0
tεµν˜(B(x˜,
√
t))−1 exp
(
−|x˜− y˜|
2
ct
)
dµν˜(x˜)
≤ Cd−2δ−2εQ1 d2εQ˜ ≤ Cd−2δQ .
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Treating J3 we apply (2.14) and Step 1 and obtain
J3 ≤ C
∫
(Q∗∗1 )c
sup
t>0
t−δ/2µν1(B(x1,
√
t))−1 exp
(
−|x1 − y1|
2
ct
)
dµν1(x1)
×
∫
(Q˜∗∗)c
sup
t>0
t−δ/2µν˜(B(x˜,
√
t))−1 exp
(
−|x˜− y˜|
2
ct
)
dµν˜(x˜)
≤ Cd−δQ1d−δQ˜ ≤ Cd
−2δ
Q .
This completes the proof. 
2.3. Local Hardy space. In this subsection we consider ν ∈ (−1,∞)d. Let τ > 0 be fixed. We are
interested in decomposing into atoms a function f such that
(2.15)
∥∥∥∥∥supt≤τ2 ∣∣Wclst,νf ∣∣
∥∥∥∥∥
L1(Rd+,dµν)
<∞.
In the classical case of the Laplace operator on Rd equipped with Lebesgue measure, if one restricts
the supremum to 0 < t ≤ τ 2 in the maximal operator, then one obtains an atomic space with the
classical atoms complemented with atoms of the form |B|−11B, where the ball B has radius τ , c.f. [12].
It turns out that a similar phenomenon occurs in case of the classical Bessel operator. More precisely,
(2.15) holds if and only if f =
∑
k λkak, where
∑
k |λk| <∞ and ak are either the classical atoms or
local atoms at scale τ . The latter are atoms a supported in a cube Q of diameter comparable to τ
such that ‖a‖∞ ≤ µν(Q)−1 but we do not impose cancellation condition. In other words one could
say that these atoms built the space H1at(Q{τ}, µν) introduced in Section 2.1, where Q{τ} is a covering
of Rd+ by cubes with diameter τ . The next proposition states a local atomic decomposition theorem
that will be suitable for the proof of our main result. This proposition can be obtained by known
methods based on Uchiyama [24, Cor. 1’]. We refer the reader also to [11, Sec. 4], where the authors
check assumptions of Uchiyama’s Theorem in the classical Bessel framework for the whole range of
the parameter ν ∈ (−1,∞)d. For the sake of completeness, below we present a sketch of the proof.
Let Q{τ} be a section of Rd+ consisting of cuboids, which have diameter uniformly comparable to τ ,
i.e. there exists a positive constant C such that C−1τ ≤ dQ ≤ Cτ for every Q ∈ Q{τ}.
Proposition 2.16. There exists C > 0 independent of τ such that:
(a) For every classical atom a supported in K ⊂ Q∗ or atom of the form a = µν(Q)−11Q, where
Q ∈ Q{τ}, we have ∥∥∥∥∥supt≤τ2 ∣∣Wclst,νa∣∣
∥∥∥∥∥
L1(Rd+,dµν)
≤ C.
(b) If suppf ⊆ Q∗and ∥∥∥∥∥supt≤τ2 ∣∣Wclst,νf ∣∣
∥∥∥∥∥
L1(Q∗,dµν)
= M <∞,
then there exist a sequence λk and (Q{τ}, µν)-atoms ak, such that f =
∑
k λkak,
∑
k |λk| ≤
CM , and ak are either the classical atoms supported in Q∗ or ak = µν(Q)−11Q.
Proof. (a) If a is a classical atom satisfying cancellation condition, then the statement follows from
[11, Prop. 4.1]. So assume that a = µν(Q)−11Q. The maximal operator associated with Wclst,ν is
bounded on Lp(Rd+, dµν) for p > 1, by Stein’s general maximal theorem for semigroups of operators
[21, p. 73]. Hence, using this fact and the Schwarz inequality,∥∥∥∥∥supt≤τ2 ∣∣Wclst,νa∣∣
∥∥∥∥∥
L1(Q∗∗,dµν)
≤ Cµν(Q)1/2
∥∥∥∥sup
t>0
∣∣Wclst,νa∣∣∥∥∥∥
L2(Rd+,dµν)
≤ Cµν(Q)1/2 ‖a‖L2(Rd+,dµν) ≤ C.
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To estimate the norm on (Q∗∗)c observe that |x− y| & τ when y ∈ Q and x ∈ (Q∗∗)c. Applying (1.2)
and (2.11) with sufficiently small ε > 0 we obtain∥∥∥∥∥supt≤τ2 ∣∣Wclst,νa∣∣
∥∥∥∥∥
L1((Q∗∗)c,dµν)
≤ C
∫
(Q∗∗)c
sup
t≤τ2
∫
Q
µν(Q)
−1µν(B(x,
√
t))−1e−
|x−y|2
ct dµν(y)dµν(x)
≤ Cµν(Q)−1τ 2ε
∫
Q
∫
(Q∗∗)c
sup
t≤τ2
t−εµν(B(x,
√
t))−1e−
|x−y|2
ct dµν(x)dµν(y)
≤ Cµν(Q)−1τ 2εd−2εQ
∫
Q
dµν(y) ≤ C,
since dQ ' τ .
(b) Consider X = Q∗ as a space. Define λ0 =
∫
fdµν and g = f − λ0µν(Q)−11Q. Notice that
(2.17) |λ0| ≤ ‖f‖L1(Q∗,dµν) ≤M,
and
(2.18)
∫
g dµν = 0.
Therefore ‖g‖L1(Q∗,dµν) ≤ 2 ‖f‖L1(Q∗,dµν) ≤ 2M . Moreover,
∥∥supt≤τ2 ∣∣Wclst,νg∣∣∥∥L1(Q∗,dµν) ≤ CM . In-
deed, using (a) and (2.17) we have∥∥∥∥∥supt≤τ2 ∣∣Wclst,νg∣∣
∥∥∥∥∥
L1(Q∗,dµν)
≤
∥∥∥∥∥supt≤τ2 ∣∣Wclst,νf ∣∣
∥∥∥∥∥
L1(Q∗,dµν)
+ |λ0|
∥∥∥∥∥supt≤τ2 ∣∣Wclst,ν (µν(Q)−11Q)∣∣
∥∥∥∥∥
L1(Q∗,dµν)
≤ CM.
For t > τ 2, by (1.2) and (2.1) we obtain∥∥∥∥sup
t>τ2
∣∣Wclst,νg∣∣∥∥∥∥
L1(Q∗,dµν)
≤ C
∫
Q∗
sup
t>τ2
∫
Q∗
µν(B(x,
√
t))−1|g(y)| dµν(y)dµν(x)
≤ C
∫
Q∗
|g(y)|
∫
Q∗
sup
t>τ2
µν(B(x,
√
t))−1 dµν(x)dµν(y)
≤ C
∫
Q∗
|g(y)|
∫
Q∗
µν(B(z, τ))
−1 dµν(x)dµν(y)
≤ C ‖g‖L1(Q∗,dµν)
≤ CM.
Repeating the proof of [11, Prop. 4.1], where the authors use Uchiyama’s Theorem [24, Cor. 1’],
we conclude that the function g may be decomposed as
g = λ˜µν(Q
∗)−11Q∗ +
∑
k
λkak,
where ak are atoms supported in X = Q∗ and satisfy cancellation condition. The constant atom
µν(Q
∗)−11Q∗ appears since µν(X) = µν(Q∗) < ∞, see [24, Sec. 2]. However, by (2.18) we get
λ˜ = 0. Further, inf
∑
k |λk| '
∥∥supt>0 ∣∣Wclst,νg∣∣∥∥L1(Q∗,dµν) ≤ CM , which combined with (2.17) gives
the desired conclusion. 
3. Local atomic decomposition
3.1. Local atomic decomposition theorem. Let L be a self-adjoint and nonnegative operator
defined on L2(Rd+, dµν). Denote by Tt = exp (−tL) the semigroup generated by L and suppose there
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exists an integral kernel Tt(x, y), such that Ttf(x) =
∫
Rd+
Tt(x, y)f(y)dµν(y), t > 0. Similarly as in
(1.3) we consider the maximal Hardy space for the operator L
H1(L) =
{
f ∈ L1(Rd+, dµν) : ‖f‖H1(L) :=
∥∥∥∥sup
t>0
|Ttf |
∥∥∥∥
L1(Rd+,dµν)
<∞
}
.
For ν ∈ (−1,∞)d, an admissible covering Q, and the semigroup {Tt} we consider the following
conditions.
0 ≤ Tt(x, y) ≤ Cµν(B(x,
√
t))−1 exp
(
−|x− y|
2
ct
)
,
t > 0, Q ∈ Q, x ∈ N(Q), y ∈ Q∗.
(A0)
(A′1) sup
y∈Q∗
∫
(Q∗∗)c
sup
t>0
Tt(x, y) dµν(x) ≤ C, Q ∈ Q.
(A′2) sup
y∈Q∗
∫
Q∗∗
sup
t≤d2Q
∣∣Tt(x, y)−Wclst,ν(x, y)∣∣ dµν(x) ≤ C, Q ∈ Q.
Let us emphasize that the constants C, c in these above conditions are independent of Q ∈ Q.
The main result of this section is the following.
Theorem 3.1. Let ν ∈ (−1,∞)d. Assume that L, {Tt} with an admissible covering Q satisfy (A0),
(A′1) and (A′2). Then H1(L) and H1at(Q, µν) are isomorphic as Banach spaces.
To prove Theorem 3.1 we need one more lemma.
Lemma 3.2. Let ν ∈ (−1,∞)d. Assume that {Tt} and Q satisfy conditions (A0), (A′1) and a family
{ψQ}Q∈Q satisfies (2.4). Then
(3.3) sup
y∈Q∗
∫
Q∗∗
sup
t>d2Q
Tt(x, y) dµν(x) ≤ C, Q ∈ Q,
(3.4) sup
y∈Rd+
∑
Q∈Q
∫
Q∗∗
sup
t≤d2Q
Tt(x, y) |ψQ(x)− ψQ(y)| dµν(x) <∞.
Proof. First, we prove (3.3). Let Q ∈ Q and take y ∈ Q∗. Notice that if x ∈ Q∗∗ then in particular
x ∈ N(Q), hence we may use (A0). We have∫
Q∗∗
sup
t>d2Q
Tt(x, y)dµν(x) ≤ C
∫
Q∗∗
sup
t>d2Q
µν(B(x,
√
t))−1 dµν(x)
≤ C
∫
Q∗∗
µν(B(x, dQ))
−1 dµν(x)
≤ Cµν(Q)−1
∫
Q∗∗
dµν(x) ≤ C,
since µν(B(x, dQ)) ' µν(Q), x ∈ Q∗, by the doubling property of µν .
Next we show (3.4). Let y ∈ Rd+. There exists Q0 ∈ Q such that y ∈ Q0. Recall that N(Q0) =
{Q ∈ Q : Q∗∗∗ ∩Q∗∗∗0 6= ∅}. We write∑
Q∈Q
∫
Q∗∗
sup
t≤d2Q
Tt(x, y) |ψQ(x)− ψQ(y)| dµν(x) =
∑
Q∈N(Q0)
. . .+
∑
Q∈Q\N(Q0)
. . . =: S1 + S2.
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To estimate S2 we use 0 ≤ ψQ ≤ 1 and (A′1), getting
S2 ≤
∑
Q∈Q\N(Q0)
∫
Q∗∗
sup
t>0
Tt(x, y) dµν(x)
≤ C
∫
(Q∗∗0 )c
sup
t>0
Tt(x, y) dµν(x) ≤ C.
To treat S1, write Q = Q1 × . . .×Qd. We claim that, given j = 1, . . . , d, and εj ∈ (0, 2νj + 2), for
xj ∈ N(Qj), yj ∈ Q∗j one has the bound
(3.5) P := sup
t≤d2Q
µνj(B(xj,
√
t))−1 exp
(
−|x− y|
2
cjt
)
|x− y|εjx2νj+1j ≤ C min(xj, |xj − yj|)−1+εj ,
that holds with C independent of Q ∈ Q, xj and yj. This will be verified in a moment. Now choose
εj, j = 1, . . . , d, such that εj ∈ (0, 2νj +2) and ε :=
∑
j εj < 1. Using (A0), the Mean Value Theorem
for ψQ, (2.4), Corollary 2.8 and then (3.5) we obtain
S1 ≤ C
∑
Q∈N(Q0)
∫
Q∗∗
sup
t≤d2Q
µν(B(x,
√
t))−1 exp
(
−|x− y|
2
ct
) |x− y|
dQ
dµν(x)
≤ C
∑
Q∈N(Q0)
d−εQ
∫
Q∗∗
d∏
j=1
(
sup
t≤d2Q
µνj(B(xj,
√
t))−1 exp
(
−|x− y|
2
cdt
)
|x− y|εjx2νj+1j
)
dx
≤ C
∑
Q∈N(Q0)
d−εQ
d∏
j=1
∫
Q∗∗j
min(xj, |xj − yj|)−1+εj dxj
≤ C
∑
Q∈N(Q0)
d−εQ
d∏
j=1
(∫
{xj : xj≤|xj−yj |≤cdQ}
x
−1+εj
j dxj +
∫
{xj : xj>|xj−yj |}∩Q∗∗j
|xj − yj|−1+εj dxj
)
≤ C
∑
Q∈N(Q0)
d−εQ
d∏
j=1
d
εj
Qj
≤ C,
since dQj ' dQ for j = 1, . . . , d.
It remains to show (3.5). We will consider several cases and subcases.
Case 1: νj ≥ −1/2. In this case, by Corollary 2.7(b) we have
P ≤ C sup
t≤d2Q
t−1/2(xj +
√
t)−2νj−1 exp
(
−|x− y|
2
cjt
)
|x− y|εjx2νj+1j =: P1.
Case 1a: xj < |xj − yj|/2. We have
P1 ≤ C sup
t≤d2Q
t−1−νj exp
(
−|x− y|
2
cjt
)
|x− y|εjx2νj+1j
≤ Cx2νj+1j |x− y|−2νj−2+εj
≤ Cx2νj+1j |xj − yj|−2νj−2+εj
≤ Cx−1+εjj .
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Case 1b: xj ≥ |xj − yj|/2. Here we obtain
P1 ≤ C sup
t≤d2Q
t−1/2 exp
(
−|x− y|
2
cjt
)
|x− y|εj
≤ C|x− y|−1+εj
≤ C|xj − yj|−1+εj .
Case 2: νj ∈ (−1,−1/2). Using Corollary 2.7(b) we get
P ≤ C sup
t≤x2j
t−1/2(xj +
√
t)−2νj−1 exp
(
−|x− y|
2
cjt
)
|x− y|εjx2νj+1j
+ C sup
x2j<t≤d2Q
t−1/2(xj +
√
t)−2νj−1 exp
(
−|x− y|
2
cjt
)
|x− y|εjx2νj+1j =: P2.
Case 2a: xj < |xj − yj|/2. We write
P2 ≤ C sup
t>0
t−1/2 exp
(
−|x− y|
2
cjt
)
|x− y|εj
+ C sup
x2j<t≤d2Q
t−νi−1x2νj+1j exp
(
−|x− y|
2
cjt
)
|x− y|εj
≤ C|x− y|−1+εj + Cx2νj+1j |x− y|−2νj−2+εj
≤ C|xj − yj|−1+εj + Cx−1+εjj
≤ Cx−1+εjj .
Case 2b: |xj − yj|/2 < xj ≤ dQ. In this case
P2 ≤ C sup
t>0
t−1/2 exp
(
−|x− y|
2
cjt
)
|x− y|εj
+ C sup
x2j<t≤d2Q
t−νi−1 exp
(
−|x− y|
2
cjt
)
|x− y|εj |xj − yj|2νj+1
≤ C|x− y|−1+εj + C|x− y|−2νj−2+εj |xj − yj|2νj+1
≤ C|xj − yj|−1+εj .
Case 2c: dQ < xj. Here we have
P ≤ C sup
t≤d2Q
t−1/2(xj +
√
t)−2νj−1 exp
(
−|x− y|
2
cjt
)
|x− y|εjx2νj+1j
≤ C sup
t≤d2Q
t−1/2 exp
(
−|x− y|
2
cjt
)
|x− y|εj
≤ C|x− y|−1+εj ≤ C|xj − yj|−1+εj .
This finishes proving (3.5). 
3.2. Proof of Theorem 3.1. We shall prove the two inclusions.
First inclusion. Let f ∈ H1at(Q, µν). We need to show ‖supt>0 |Ttf |‖L1(Rd+,dµν) ≤ C ‖f‖H1at(Q,µν).
By the standard density argument it is enough to check that ‖supt>0 |Tta|‖L1(Rd+,dµν) ≤ C for every
(Q, µν)-atom a, where C does not depend on a.
Take an atom a associated with a cuboid Q ∈ Q, see Definition 2.5. Using (A′1), (3.3), (A′2) and
Proposition 2.16(a) with τ = dQ we get
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∥∥∥∥sup
t>0
|Tta|
∥∥∥∥
L1(Rd+,dµν)
≤
∥∥∥∥sup
t>0
|Tta|
∥∥∥∥
L1((Q∗∗)c,dµν)
+
∥∥∥∥∥supt>d2Q |Tta|
∥∥∥∥∥
L1(Q∗∗,dµν)
+
∥∥∥∥∥supt≤d2Q |(Tt −Wclst,ν)a|
∥∥∥∥∥
L1(Q∗∗,dµν)
+
∥∥∥∥∥supt≤d2Q |Wclst,νa|
∥∥∥∥∥
L1(Q∗∗,dµν)
≤ C.
Second inclusion. Let f ∈ H1(L). We shall prove ‖f‖H1at(Q,µν) ≤ C ‖supt>0 |Ttf |‖L1(Rd+,dµν). Let
ψQ be a partition of unity related to Q, see (2.4). Then f =
∑
Q∈Q ψQf . Denote fQ = ψQf and
notice that supp fQ ⊂ Q∗. We have
(3.6) Wclst,νfQ = (Wclst,ν − Tt)fQ + (TtfQ − ψQTtf) + ψQTtf.
Clearly,
(3.7)
∑
Q∈Q
∥∥∥∥∥supt≤d2Q |ψQTtf |
∥∥∥∥∥
L1(Q∗∗,dµν)
≤ C
∥∥∥∥sup
t>0
|Ttf |
∥∥∥∥
L1(Rd+,dµν)
.
Using (A′2),
(3.8)
∑
Q∈Q
∥∥∥∥∥supt≤d2Q
∣∣(Wclst,ν − Tt)fQ∣∣
∥∥∥∥∥
L1(Q∗∗,dµν)
≤ C
∑
Q∈Q
‖fQ‖L1(Rd+,dµν) ≤ C ‖f‖L1(Rd+,dµν) .
By (3.4),
∑
Q∈Q
∥∥∥∥∥supt≤d2Q |TtfQ − ψQTtf |
∥∥∥∥∥
L1(Q∗∗,dµν)
≤
∑
Q∈Q
∫
Rd+
|f(y)|
∫
Q∗∗
sup
t≤d2Q
Tt(x, y) |ψQ(y)− ψQ(x)| dµν(x)dµν(y)
≤ C ‖f‖L1(Rd+,dµν) .
(3.9)
Combining (3.7) – (3.9) with (3.6) we arrive at
∑
Q∈Q
∥∥∥∥∥supt≤d2Q
∣∣Wclst,νfQ∣∣
∥∥∥∥∥
L1(Q∗∗,dµν)
≤ C
∥∥∥∥sup
t>0
|Ttf |
∥∥∥∥
L1(Rd+,dµν)
.
Here we have used the fact that ‖f‖L1(Rd+,dµν) ≤ C ‖supt>0 |Ttf |‖L1(Rd+,dµν).
Now we apply Proposition 2.16(b) for each fQ separately with τ = dQ. For each fQ we obtain a
sequence λQk and atoms a
Q
k such that
f =
∑
Q
fQ =
∑
Q,k
λQk a
Q
k
and ∑
Q
∑
k
|λQk | ≤ C
∑
Q∈Q
∥∥∥∥∥supt≤d2Q
∣∣Wclst,νfQ∣∣
∥∥∥∥∥
L1(Q∗,dµν)
≤ C
∥∥∥∥sup
t>0
|Ttf |
∥∥∥∥
L1(Rd+,dµν)
.
Finally, we observe that for each Q the atoms aQk obtained by Proposition 2.16 are either local atoms
of the form µν(Q)−11Q or classical atoms supported in Q∗, therefore they are indeed (Q, µν)-atoms.
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4. Local atomic decomposition in the product case
4.1. Product of local atomic Hardy spaces. In this section we consider operators of the form
L = L1 + . . .+LN , where each Li acts nontrivially only on the variable xi ∈ Xi = Rdi+ . We introduce
conditions on the kernels of the semigroups generated by Li, and admissible coverings Qi of Xi, which
are sufficient to prove the local atomic decomposition theorem for the Hardy space H1(L).
More precisely, we consider X = X1 × . . . × XN = Rd1+ × . . . × RdN+ = Rd+. We equip the space
X with the Euclidean metric and the measure dµν(x) = x2ν+1dx, where ν = (ν1, . . . , νN) and
νi = (νi,1, . . . , νi,di) ∈ (−1,∞)di for i = 1, . . . , N . Assume that Li is an operator on L2(Xi, dµνi), as
in Section 3.1. Slightly abusing the notation we keep the symbol
Li = I ⊗ . . .⊗ I︸ ︷︷ ︸
i−1 times
⊗Li ⊗ I ⊗ . . .⊗ I︸ ︷︷ ︸
N−i times
for the operator on L2(X, dµν), where I denotes the identity operator on the corresponding subspace,
and we define
(4.1) Lf(x) = L1f(x) + . . .+ LNf(x), x = (x1, . . . , xN) ∈ X.
We denote by T [i]t (xi, yi), xi, yi ∈ Xi, the integral kernel of T [i]t = exp (−tLi).
Given two admissible coverings Q1 and Q2 of X1 and X2, respectively, we would like to produce
an admissible covering on X1 ×X2. However, the products {Q1 ×Q2 : Q1 ∈ Q1, Q2 ∈ Q2} do not
form an admissible covering (in general item 3 of Definition 2.2 fails). Therefore, we need a finer
construction. We split each Q = Q1 ×Q2 (without loss of generality let us assume that dQ1 > dQ2)
into cuboids Qj, j = 1, . . . ,M , such that all of them have diameters comparable to dQ2 . Then the
cuboids Qj = Qj1 ×Q2, j = 1, . . . ,M, satisfy:
• Q = ⋃Mj=1Qj,
• µν(Qi ∩Qj) = 0 for i, j ∈ {1, . . . ,M}, i 6= j,
• each Qj satisfies condition 3 of Definition 2.2.
Definition 4.2. The admissible covering of X1×X2 described in the above construction will be called
the product admissible covering and denoted by Q1 Q2.
As an example, consider the family D = {[2n, 2n+1] : n ∈ Z}, which is an admissible covering of
R+. The product admissible covering D D of R2+ is illustrated by Figure 1 below.
2n−1 2n 2n+1
2n−1
2n
2n+1
Figure 1. Product admissible covering D D of R2+.
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For a product admissible covering Q1  Q2 we also fix a new κ such that (2.3) is fulfilled. The
covering Q1  . . .QN of X1 × . . .×XN is constructed as above by induction.
Remark 4.3. The collection of all the smaller cuboids Qj1 emerging from splitting the cuboid Q1 and
described before Definition 4.2 forms an admissible covering of Rd1+ .
We shall assume that each T [i]t (xi, yi) , i = 1, . . . , N , and the corresponding admissible covering
Qi satisfy condition (A0). Furthermore, we consider certain modifications of conditions (A′1), (A′2).
Namely, for i = 1, . . . , N ,
there exists γ ∈ (0, 1/3) such that:
• for each δ ∈ (−γ, γ)
sup
y∈Q∗
∫
(Q∗∗)c
sup
t>0
tδT
[i]
t (xi, yi) dµνi(xi) ≤ Cd2δQ , Q ∈ Qi,
(A1)
and
• for each δ ∈ [0, γ)
sup
y∈Q∗
∫
Q∗∗
sup
t≤d2Q
t−δ
∣∣∣T [i]t (xi, yi)−Wclst,νi(xi, yi)∣∣∣ dµνi(xi) ≤ Cd−2δQ , Q ∈ Qi.(A2)
Notice that if {Tt} and Q satisfy (A1) and (A2), then (A′1) and (A′2) also hold.
Remark 4.4. Condition (A1) for negative δ ∈ (−γ, 0) is automatically satisfied if the kernels
T
[i]
t (xi, yi) satisfy the upper Gaussian estimates, that is the bound of condition (A0) for all xi, yi ∈ Xi.
This is a direct consequence of (2.11).
Our main result in this section is the following.
Theorem 4.5. Let L be as in (4.1) and assume that for each i = 1, . . . , N , the kernel T [i]t (xi, yi)
together with the corresponding admissible covering Qi satisfy conditions (A0) – (A2). Then
H1(L) = H1at(Q1  . . .QN , µν)
and the corresponding norms are equivalent.
Proof. We will show the following claim. If conditions (A0) – (A2) hold for T
[i]
t (xi, yi) together with
admissible coverings Qi for i = 1, 2, then (A0) – (A2) also hold for Tt(x, y) = T [1]t (x1, y1)T [2]t (x2, y2),
together with Q = Q1Q2. This is enough, since by simple induction we shall get that in the general
case Tt(x, y) = T
[1]
t (x1, y1) . . . T
[N ]
t (xN , yN) with Q1 . . .QN satisfy (A0) – (A2), and consequently,
the assumptions of Theorem 3.1 will be fulfilled.
To prove the claim let T [i]t (xi, yi) and Qi satisfy (A0) – (A2) with γi for i = 1, 2. Let 0 < γ <
min(γ1, γ2, ν1,1 + 1, . . . , ν1,d1 + 1, ν2,1 + 1, . . . , ν2,d2 + 1). Suppose that Q 3 Q ⊆ Q1 × Q2, where
Q1 ∈ Q1, Q2 ∈ Q2. Without loss of generality we may assume that dQ1 ≥ dQ2 . Hence Q = K ×Q2,
where K ⊆ Q1 is a cuboid emerging from the very construction of Q1  Q2, see the description
preceding Definition 4.2 and Figure 2 below. Denote by z = (z1, z2) the center of Q = K ×Q2.
Figure 2. Splitting Q1 ×Q2 into admissible cuboids.
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Verification of (A0). Notice that if x = (x1, x2) ∈ N(Q), then in particular x1 ∈ N(Q1) and x2 ∈
N(Q2). Similarly, if y = (y1, y2) ∈ Q∗, then y1 ∈ Q∗1 and y2 ∈ Q∗2. Therefore, for such x, y we may
use (A0) for each of T
[1]
t (x1, y1) and T
[2]
t (x2, y2) obtaining (A0) for Tt(x, y) = T
[1]
t (x1, y1)T
[2]
t (x2, y2).
Verification of (A1). Fix δ ∈ (−γ, γ). Let y ∈ Q∗. Recall that dQ ' dK ' dQ2 ≤ dQ1 . Decompose
(Q∗∗)c = S1 ∪ S2 ∪ S3 ∪ S4 ∪ S5, where
S1 = (Q
∗∗
1 )
c ×Q∗∗2 , S2 = K∗∗ × (Q∗∗2 )c, S3 = (Q∗∗1 \K∗∗)× (Q∗∗2 )c,
S4 = (Q
∗∗
1 )
c × (Q∗∗2 )c, S5 = (Q∗∗1 \K∗∗)×Q∗∗2 .
We start with estimating the integral over S1. We shall consider two cases.
Case 1: δ ∈ (−γ, 0]. In this case we take a small ε > 0 such that δ − ε > −γ. Using (A1) for
T
[1]
t (x1, y1), (A0) for T
[2]
t (x2, y2) and then (2.10), we have∫
S1
sup
t>0
tδTt(x, y) dµν(x) ≤ C
∫
(Q∗∗1 )c
sup
t>0
tδ−εT [1]t (x1, y1) dµν1(x1)
×
∫
Q∗∗2
sup
t>0
tεµν2(B(x2,
√
t))−1 exp
(
−|x2 − y2|
2
ct
)
dµν2(x2)
≤ Cd2δ−2εQ1 d2εQ2 ≤ Cd2δQ2 ≤ Cd2δQ ,
since dQ1 ≥ dQ2 ' dQ.
Case 2: δ ∈ (0, γ). Then, again using (A1) for T [1]t (x1, y1), (A0) for T [2]t (x2, y2) and then (2.10)
we have∫
S1
sup
t>0
tδTt(x, y) dµν(x) ≤ C
∫
(Q∗∗1 )c
sup
t>0
T
[1]
t (x1, y1) dµν1(x1)
×
∫
Q∗∗2
sup
t>0
tδµν2(B(x2,
√
t))−1 exp
(
−|x2 − y2|
2
ct
)
dµν2(x2)
≤ Cd2δQ2 ≤ Cd2δQ .
The integral over S2 is treated similarly. Indeed we take a small ε > 0 such that δ − ε > −γ. We
apply (A0) for T
[1]
t (x1, y1) and then (2.10), and (A1) for T
[2]
t (x2, y2). We get∫
S2
sup
t>0
tδTt(x, y) dµν(x) ≤ C
∫
K∗∗
sup
t>0
tεµν1(B(x1,
√
t))−1 exp
(
−|x1 − y1|
2
ct
)
dµν1(x1)
×
∫
(Q∗∗2 )c
sup
t>0
tδ−εT [2]t (x2, y2) dµν2(x2)
≤ Cd2εKd2δ−2εQ2 ≤ Cd2δQ ,
since dK ' dQ2 ' dQ. By Remark 4.3 we were allowed to use Lemma 2.9 for the cuboid K.
To estimate the integral over S3 notice that since x1 ∈ Q∗∗1 we may use (A0) for T [1]t (x1, y1). Let
ε > 0 be such that δ + ε < γ. Then we use (A1) for T
[2]
t (x2, y2) and (2.11) and arrive at∫
S3
sup
t>0
tδTt(x, y) dµν(x) ≤ C
∫
Q∗∗1 \K∗∗
sup
t>0
t−εµν1(B(x1,
√
t))−1 exp
(
−|x1 − y1|
2
ct
)
dµν1(x1)
×
∫
(Q∗∗2 )c
sup
t>0
tδ+ε T
[2]
t (x2, y2) dµν2(x2)
≤ Cd−2εK d2δ+2εQ2 ≤ Cd2δQ .
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Treating the integral over S4 we make use of (A1) for both T
[1]
t (x1, y1) and T
[2]
t (x2, y2). We get∫
S4
sup
t>0
tδTt(x, y) dµν(x) ≤ C
∫
(Q∗∗1 )c
sup
t>0
T
[1]
t (x1, y1) dµν1(x1)
×
∫
(Q∗∗2 )c
sup
t>0
tδT
[2]
t (x2, y2) dµν2(x2)
≤ Cd2δQ2 ≤ Cd2δQ .
Turning to the last integral over S5 we consider two cases.
Case 1: δ ∈ (−γ, 0]. Take ε > 0 such that δ−ε > −γ. We use (A0) for T [1]t (x1, y1) and T [2]t (x2, y2),
and then Lemma 2.9 getting∫
S5
sup
t>0
tδTt(x, y) dµν(x) ≤ C
∫
Q∗∗1 \K∗∗
sup
t>0
tδ−εµν1(B(x1,
√
t))−1 exp
(
−|x1 − y1|
2
ct
)
dµν1(x1)
×
∫
Q∗∗2
sup
t>0
tεµν2(B(x2,
√
t))−1 exp
(
−|x2 − y2|
2
ct
)
dµν2(x2)
≤ Cd2εQ2
∫
(K∗∗)c
sup
t>0
tδ−εµν1(B(x1,
√
t))−1 exp
(
−|x1 − y1|
2
ct
)
dµν1(x1)
≤ Cd2εQ2d2δ−2εK ≤ Cd2δQ ,
since dK ' dQ2 ' dQ.
Case 2: δ ∈ (0, γ). Let ε > 0 be such that δ + ε < γ. Using (A0) for T [1]t (x1, y1), T [2]t (x2, y2) and
then Lemma 2.9 we obtain∫
S5
sup
t>0
tδTt(x, y) dµν(x) ≤ C
∫
Q∗∗1 \K∗∗
sup
t>0
t−εµν1(B(x1,
√
t))−1 exp
(
−|x1 − y1|
2
ct
)
dµν1(x1)
×
∫
Q∗∗2
sup
t>0
tδ+εµν2(B(x2,
√
t))−1 exp
(
−|x2 − y2|
2
ct
)
dµν2(x2)
≤ Cd2δ+2εQ2
∫
(K∗∗)c
sup
t>0
t−εµν1(B(x1,
√
t))−1 exp
(
−|x1 − y1|
2
ct
)
dµν1(x1)
≤ Cd2δ+2εQ2 d−2εK ≤ Cd2δQ .
Condition (A1) is now verified.
Verification of (A2). Fix δ ∈ [0, γ). Let y ∈ Q∗. In this proof Wclst,ν will be the classical Bessel
semigroup on Rd1+ , Rd2+ or on Rd1+d2+ , depending on the context. First, notice that by (A0) and (2.10),
for any given constant c > 1 and i = 1, 2, we have∫
Q∗∗i
sup
c−1d2Qi≤t≤cd
2
Qi
t−γ
∣∣∣T [i]t (xi, yi)−Wclst,νi(xi, yi)∣∣∣ dµνi(xi)
≤ Cd−2γ−2εQi
∫
Q∗∗i
sup
c−1d2Qi≤t≤cd
2
Qi
tε µνi(B(xi,
√
t))−1 exp
(
−|xi − yi|
2
ct
)
dµνi(xi)
≤ Cd−2γQi .
(4.6)
Since Wclst,ν(x, y) = Wclst,ν1(x1, y1)W
cls
t,ν2
(x2, y2), by the triangle inequality we have∫
Q∗∗
sup
t≤d2Q
t−δ
∣∣Tt(x, y)−Wclst,ν(x, y)∣∣ dµν(x) ≤ I1 + I2,
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where
I1 =
∫
Q∗∗
sup
t≤d2Q
t−δT [1]t (x1, y1)
∣∣∣T [2]t (x2, y2)−Wclst,ν2(x2, y2)∣∣∣ dµν(x),
I2 =
∫
Q∗∗
sup
t≤d2Q
t−δWclst,ν2(x2, y2)
∣∣∣T [1]t (x1, y1)−Wclst,ν1(x1, y1)∣∣∣ dµν(x).
Applying (A0) for T
[1]
t (x1, y1) and then (2.10), and (A2) together with (4.6) for T
[2]
t (x2, y2), gives
I1 ≤ C
∫
K∗∗
sup
t≤d2Q
tγ−δT [1]t (x1, y1) dµν1(x1)
×
∫
Q∗∗2
sup
t≤cd2Q2
t−γ
∣∣∣T [2]t (x2, y2)−Wclst,ν2(x2, y2)∣∣∣ dµν2(x2)
≤ Cd2γ−2δK d−2γQ2 ≤ Cd−2δQ ,
since 0 ≤ δ < γ < min(γ1, γ2).
Similarly, by (1.2), (2.10), (A2) and (4.6), we have
I2 ≤ C
∫
Q∗∗2
sup
t≤d2Q
tγ−δWclst,ν2(x2, y2) dµν2(x2)
×
∫
Q∗∗1
sup
t≤cd2Q1
t−γ
∣∣∣T [1]t (x1, y1)−Wclst,ν1(x1, y1)∣∣∣ dµν1(x1)
≤ Cd2γ−2δQ2 d−2γQ1 ≤ Cd−2δQ ,
since dQ1 ≥ dQ2 ' dQ. This finishes verification of (A2).
The proof of Theorem 4.5 is complete. 
4.2. Product of local and nonlocal atomic Hardy space. As we have mentioned, all atoms
of the Hardy space H1(Bclsν1 ) satisfy cancellation condition, i.e. they are nonlocal atoms. However,
if we consider the product Rd+ = R
d1
+ × Rd2+ with the measure µν = µν1 ⊗ µν2 and the operator
L = Bclsν1 + L2, where the semigroup Kt := exp(−tL2) generated by L2, together with an admissible
covering Q2 satisfy conditions (A0) – (A2) on Rd2+ , then the resulting Hardy space H1(L) shall have
local character.
Let Rd1+ Q2 be the admissible covering that arises by splitting all the cylinders Rd1+ ×Q2, Q2 ∈ Q2,
into countably many cubes Q1,n × Q2, where Q1,n = Q(zn, dQ2/2). Denote by Tt = exp(−tL) the
semigroup of operators generated by the operator L. There exists an integral kernel associated with
{Tt} satisfying
Tt(x, y) = Wclst,ν1(x1, y1)Kt(x2, y2), x = (x1, x2), y = (y1, y2) ∈ Rd1+ × Rd2+ .
We will prove the following.
Proposition 4.7. Let ν = (ν1, ν2) ∈ (−1,∞)d1 × (−1,∞)d2 and let L2 and L be as above. Assume
that for Kt(x2, y2) and an admissible covering Q2 of Rd2+ conditions (A0) – (A2) hold. Then (A0) –
(A2) are satisfied for Tt(x, y) and QL := Rd1+ Q2.
Combining Proposition 4.7 with Theorem 4.5 we get the following.
Corollary 4.8. Let ν = (ν1, ν2) ∈ (−1,∞)d1 × (−1,∞)d2 and let L2, L be as above. Assume that
Kt(x2, y2) with an admissible covering Q2 of Rd2+ satisfy (A0) – (A2). Then the spaces H1(L) and
H1at(Rd1 Q2, µν) are isomorphic as Banach spaces.
Now we pass to proving Proposition 4.7.
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Proof. Verification of (A0). Let QL 3 Q ⊂ Rd1+ × Q2, where Q2 ∈ Q2. We take y ∈ Q∗ and x ∈
N(Q). Since x2 ∈ N(Q2), y2 ∈ Q∗2, we know that (A0) holds for Kt(x2, y2). Moreover, Wclst,ν1(x1, y1)
satisfies (1.2), hence (A0) for Tt(x, y) follows.
To verify (A1) and (A2) suppose that γ is as in (A1) for Kt(x2, y2) and Q2, and let
0 < γ′ < min(γ, ν1,1 + 1, . . . , ν1,d1 + 1, ν2,1 + 1, . . . , ν2,d2 + 1). Let QL 3 Q = Q1×Q2 ⊂ Rd1+ ×Q2 and
take y = (y1, y2) ∈ Q∗. Recall that dQ1 ' dQ2 ' dQ.
Verification of (A1). Let δ ∈ (−γ′, γ′). In what follows ε > 0 will be always a fixed constant such
that δ − ε > −γ′ and δ + ε < γ′. We decompose (Q∗∗)c = S1 ∪ S2 ∪ S3, where
S1 = Q
∗∗
1 × (Q∗∗2 )c, S2 = (Q∗∗1 )c ×Q∗∗2 , S3 = (Q∗∗1 )c × (Q∗∗2 )c.
To deal with the integral over S1 we consider two cases.
Case 1: δ ∈ (−γ′, 0]. We use (A1) for Kt(x2, y2), (1.2) for Wclst,ν1(x1, y1) and (2.10), getting∫
S1
sup
t>0
tδTt(x, y) dµν(x) ≤ C
∫
Q∗∗1
sup
t>0
tεµν1(B(x1,
√
t))−1 exp
(
−|x1 − y1|
2
ct
)
dµν1(x1)
×
∫
(Q∗∗2 )c
sup
t>0
tδ−εKt(x2, y2) dµν2(x2)
≤ Cd2εQ1d2δ−2εQ2 ≤ Cd2δQ .
Case 2: δ ∈ (0, γ′). By (A1) for Kt(x2, y2), (1.2) for Wclst,ν1(x1, y1) and (2.10) we obtain∫
S1
sup
t>0
tδTt(x, y) dµν(x) ≤ C
∫
Q∗∗1
sup
t>0
tδµν1(B(x1,
√
t))−1 exp
(
−|x1 − y1|
2
ct
)
dµν1(x1)
×
∫
(Q∗∗2 )c
sup
t>0
Kt(x2, y2) dµν2(x2)
≤ Cd2δQ1 ≤ Cd2δQ .
To estimate the integral over S2 we again consider the two cases.
Case 1: δ ∈ (−γ, 0]. Using (A0) for Kt(x2, y2) and (1.2) for the classical Bessel semigroup kernel,
and then applying (2.11) and (2.10) we arrive at∫
S2
sup
t>0
tδTt(x, y) dµν(x) ≤ C
∫
(Q∗∗1 )c
sup
t>0
tδ−εµν1(B(x1,
√
t))−1 exp
(
−|x1 − y1|
2
ct
)
dµν1(x1)
×
∫
Q∗∗2
sup
t>0
tεµν2(B(x2,
√
t))−1 exp
(
−|x2 − y2|
2
ct
)
dµν2(x2)
≤ Cd2δ−2εQ1 d−2εQ2 ≤ Cd2δQ .
Case 2: δ ∈ (0, γ′). In this case we use (A0), (1.2) and Lemma 2.9, getting∫
S2
sup
t>0
tδTt(x, y) dµν(x) ≤ C
∫
(Q∗∗1 )c
sup
t>0
t−εµν1(B(x1,
√
t))−1 exp
(
−|x1 − y1|
2
ct
)
dµν1(x1)
×
∫
Q∗∗2
sup
t>0
tδ+εµν2(B(x2,
√
t))−1 exp
(
−|x2 − y2|
2
ct
)
dµν2(x2)
≤ Cd−2εQ1 d2δ+2εQ2 ≤ Cd2δQ .
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Finally, to treat the integral over S3 we use (A1) for Kt(x2, y2), (1.2) for Wclst,ν1(x1, y1) and (2.11)
obtaining∫
S3
sup
t>0
tδTt(x, y) dµν(x) ≤ C
∫
(Q∗∗1 )c
sup
t>0
t−εµν1(B(x1,
√
t))−1 exp
(
−|x1 − y1|
2
ct
)
dµν1(x1)
×
∫
(Q∗∗2 )c
sup
t>0
tδ+εKt(x2, y2) dµν2(x2)
≤ Cd−2εQ1 d2δ+2εQ2 ≤ Cd2δQ .
Verification of (A2). Let δ ∈ [0, γ′) and fix ε > 0 such that δ + ε < γ′. We write Wclst,ν(x, y) =
Wclst,ν1(x1, y1)W
cls
t,ν2
(x2, y2). By (A2) for Kt(x2, y2) and (1.2) for Wclst,ν1(x1, y1) and (2.10), we have∫
Q∗∗
sup
t≤d2Q
t−δ
∣∣Tt(x, y)−Wclst,ν(x, y)∣∣ dµν(x)
=
∫
Q∗∗
sup
t≤d2Q
t−δ Wclst,ν1(x1, y1)
∣∣Wclst,ν2(x2, y2)−Kt(x2, y2)∣∣ dµν(x)
≤ C
∫
Q∗∗1
sup
t≤d2Q
tεµν1(B(x1,
√
t))−1 exp
(
−|x1 − y1|
2
ct
)
dµν1(x1)
×
∫
Q∗∗2
sup
t≤d2Q
t−δ−ε
∣∣Wclst,ν2(x2, y2)−Kt(x2, y2)∣∣ dµν2(x2)
≤ Cd2εQ1d−2δ−2εQ2 ≤ Cd−2δQ .
The conclusion follows. 
5. Atomic Hardy space for the general Bessel operator
In this section we prove Theorem 1.5. Recall that we consider the operator Bν = Bclsνc + B
exo
−νe
acting on functions defined on the space X = Rd1+ × Rd2+ = Rd+ equipped with the measure µν =
µ(νc,−νe) := µνc ⊗ µ−νe , where νc ∈ (−1,∞)d1 , νe ∈ (0,∞)d2 and d1 ≥ 0, d2 ≥ 1. We use the notation
νc = (ν1, . . . , νd1), νe = (νd1+1, . . . , νd1+d2) and x = (x1,x2),y = (y1,y2) ∈ Rd1+ × Rd2+ . Moreover, we
write x2ν+1 = x2νc+11 x
−2νe+1
2 := x
2ν1+1
1 . . . x
2νd1+1
d1
x
−2νd1+1+1
d1+1
. . . x
−2νd1+d2+1
d1+d2
.
Observe that
‖f‖H1(Bν) =
∫
X
sup
t>0
∣∣∣∣∫
X
Wclst,νc(x1,y1)W
exo
t,−νe(x2,y2)f(y)dµ(νc,−νe)(y)
∣∣∣∣ dµ(νc,−νe)(x)
=
∫
X
sup
t>0
∣∣∣∣∫
X
Wclst,νc(x1,y1)x
−4νe
2 Wexot,−νe(x2,y2)y
−4νe
2 f(y)dµ(νc,νe)(y)
∣∣∣∣ dµ(νc,νe)(x)
=
∫
X
sup
t>0
∣∣∣∣∫
X
Wclst,νc(x1,y1)Kt(x2,y2)f˜(y)dµ(νc,νe)(y)
∣∣∣∣ dµ(νc,νe)(x)
=
∫
X
sup
t>0
∣∣∣∣∫
X
Tt(x,y)f˜(y)dµ(νc,νe)(y)
∣∣∣∣ dµ(νc,νe)(x)
=
∥∥∥∥sup
t>0
|Ttf˜ |
∥∥∥∥
L1(X,dµ(νc,νe))
,
(5.1)
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where f˜(y) = y−4νe2 f(y), Tt(x,y) = Wclst,νc(x1,y1)Kt(x2,y2), and
Kt(x2,y2) = x−4νe2 Wexot,−νe(x2,y2)
=
d1+d2∏
i=d1+1
(2t)−1yνii x
−3νi
i Iνi
(xiyi
2t
)
exp
(
−x
2
i + y
2
i
4t
)
=:
d1+d2∏
i=d1+1
Kt,νi(xi, yi).
From the above we see that f ∈ H1(Bν) if and only if supt>0 |Ttf˜ | ∈ L1(X, dµ(νc,νe)). To prove
Theorem 1.5 we need the following.
Proposition 5.2. Let D = {[2n, 2n+1] : n ∈ Z} be the admissible covering of R+. Assume ν ∈
(0,∞) and let
(5.3) Kt,ν(x, y) = (2t)−1yνx−3νIν
(xy
2t
)
exp
(
−x
2 + y2
4t
)
.
Then Kt,ν with D satisfy conditions (A0) – (A2).
In the proof we will need the following standard asymptotics of the modified Bessel function Iτ ,
see e.g. [25, p. 203-204],
Iτ (x) = Γ (τ + 1)
−1 (x/2)τ +O(xτ+2), for x ∼ 0,(5.4)
Iτ (x) = (2pix)
−1/2ex +O(x−3/2ex), for x ∼ ∞.(5.5)
Proof. To verify (A0) – (A2) for Kt,ν with D, let D 3 Q = [2n, 2n+1] for some n ∈ Z and take y ∈ Q∗.
Verification of (A0). We consider x ∈ N(Q). Notice that then x−1y ' 1, hence Kt,ν(x, y) =
(x−1y)2νW clst,ν (x, y) ' W clst,ν (x, y). Therefore
0 ≤ Kt,ν(x, y) ≤ Cµν(B(x,
√
t))−1 exp
(
−|x− y|
2
ct
)
,
since the kernel W clst,ν (x, y) is non-negative and satisfies the Gaussian estimate (1.2).
Verification of (A1). Suppose 0 < γ < min(1/2, ν) and take δ ∈ (−γ, γ). We write∫
(Q∗∗)c
sup
t>0
tδKt,ν(x, y) dµν(x) ≤
∫
(Q∗∗)c
sup
t>xy/2
tδKt,ν(x, y) dµν(x)
+
∫
(Q∗∗)c∩(0,2dQ)
sup
0<t≤xy/2
tδKt,ν(x, y) dµν(x)
+
∫
(Q∗∗)c∩(2dQ,∞)
sup
0<t≤xy/2
tδKt,ν(x, y) dµν(x)
=:I1 + I2 + I3.
To treat I1 we use (5.3) and (5.4).
I1 ≤ C
∫ ∞
0
sup
t>xy/2
tδ(2t)−1yνx−3ν
(xy
2t
)ν
exp
(
−x
2 + y2
4t
)
x2ν+1 dx
≤ Cy2ν
∫ ∞
0
(x2 + y2)δ−ν−1x dx
= Cy2ν lim
ε→0
∣∣(ε−2 + y2)δ−ν − (ε2 + y2)δ−ν∣∣
= Cy2νy2δ−2ν ≤ Cd2δQ ,
since δ − ν < 0 and y ' dQ.
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To deal with I2 we use (5.3) and (5.5). Observing that xy ≤ cd2Q ≤ c|x− y|2, we get
I2 ≤ C
∫
(Q∗∗)c∩(0,2dQ)
sup
0<t≤xy/2
tδ−1/2yν−1/2x−ν+1/2 exp
(
−|x− y|
2
4t
)
dx
≤ Cyδ+ν−1
∫
(Q∗∗)c∩(0,2dQ)
xδ−ν exp
(
−|x− y|
2
cxy
)
dx
≤ Cyδ+ν−1
∫
(Q∗∗)c∩(0,2dQ)
xδ−ν
( |x− y|2
cxy
)−N
dx
≤ Cyδ+ν−1+Ndδ−ν+NQ
∫
(Q∗∗)c
|x− y|−2N dx
≤ Cyδ+ν−1+Ndδ−ν−N+1Q ≤ Cd2δQ ,
since y ' dQ, and we choose N large enough so that δ − ν +N ≥ 0.
Treating I3 we observe that x ≥ 2dQ implies |x− y| ' x. Then using (5.3) and (5.5) we obtain
I3 ≤ C
∫
(Q∗∗)c∩(2dQ,∞)
sup
0<t≤xy/2
tδ−1/2yν−1/2x−ν+1/2 exp
(
−|x− y|
2
4t
)
dx
≤ Cyν−1/2
∫
(Q∗∗)c∩(2dQ,∞)
sup
0<t≤xy/2
tδ−1/2x−ν+1/2
( |x− y|2
4t
)−N
dx
≤ Cyν−1+δ+N
∫
(Q∗∗)c∩(2dQ,∞)
xδ+N−ν |x− y|−2N dx
≤ Cyν−1+δ+N
∫
(Q∗∗)c
|x− y|δ−N−ν dx
≤ Cyν−1+δ+Ndδ−N−ν+1Q ≤ Cd2δQ ,
by taking N sufficiently large and since y ' dQ.
Verification of (A2). Let 0 < γ < min(1/2, ν) and take δ ∈ [0, γ). Notice that here x ' y ' dQ.
Moreover, t ≤ d2Q ≤ cxy. Using (5.3), (1.1), (5.5) and the Mean Value Theorem, we obtain∫
Q∗∗
sup
t≤d2Q
t−δ
∣∣Kt,ν(x, y)−W clst,ν (x, y)∣∣ dµν(x)
≤
∫
Q∗∗
sup
t≤d2Q
t−δ(2t)−1Iν
(xy
2t
)
exp
(
−x
2 + y2
4t
)
x−νyν
∣∣x−2ν − y−2ν∣∣x2ν+1 dx
≤ C
∫
Q∗∗
sup
t>0
t−1−δ
(xy
2t
)−1/2
exp
(
−|x− y|
2
4t
)
xν+1yν |x− y| ξ−2ν−1x,y dx
≤ Cy2ν
∫
Q∗∗
|x− y|−1−2δ |x− y| d−2ν−1Q dx
≤ Cd−1Q
∫
Q∗∗
|x− y|−2δ dx ≤ Cd−2δQ ,
since y ' dQ and δ < 1/2; here ξx,y denotes a point between x and y. 
Proof of Theorem 1.5. Recall that QB = Rd1+ D  . . .D︸ ︷︷ ︸
d2 times
. In view of (5.1) we have
‖f‖H1(Bν) =
∥∥∥∥sup
t>0
|Ttf˜ |
∥∥∥∥
L1(X,dµ(νc,νe))
,
where f˜(y) = y−4νe2 f(y). Combining Proposition 5.2 with Proposition 4.7 and Theorem 4.5 we infer
that supt>0 |Ttf˜ | ∈ L1(X, dµ(νc,νe)) if and only if there exist a sequence λk and (QB, µ(νc,νe))-atoms a˜k
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such that
f˜ =
∑
k
λka˜k and
∥∥∥∥sup
t>0
|Ttf˜ |
∥∥∥∥
L1(X,dµ(νc,νe))
' inf
∑
k
|λk|.
Hence, f belongs to H1(Bν) if and only if it has a decomposition
f(y) =
∑
k
λka˜k(y)y
4νe
2 =:
∑
k
λkak(y).
Thus it suffices to show that functions of the form ak(y) = a˜k(y)y4νe2 are (QB, µ(νc,−νe))-atoms after
a modification by multiplying by some function which is comparable to a constant.
Suppose first that a˜k = µ(νc,νe)(Q)−11Q for some cube QB 3 Q = Q1 × Q2 ⊂ Rd1+ × [2n1 , 2n1+1] ×
. . .× [2nd2 , 2nd2+1]. Without loss of generality we may assume that n1 = mini ni and that dQ ' 2n1 '
dQ1 ' dQ2 . Denote by z the center of Q. Then
ak(y) = y
4νe
2 a˜k(y) = y
4νe
2
µ−νe(Q2)
µνe(Q2)
µνc(Q1)
−1µ−1−νe(Q2)1Q(y) = y
4νe
2
µ−νe(Q2)
µνe(Q2)
µ(νc,−νe)(Q)
−11Q(y),
where µ(νc,−νe)(Q)−11Q(y) is (QB, µ(νc,−νe))-atom. Using Corollary 2.7(b), for y2 ∈ Q2 we obtain
y4νe2
µ−νe(Q2)
µνe(Q2)
' y4νe2
∏d1+d2
i=d1+1
µ−νi(B(zi, 2
n1))∏d1+d2
i=d1+1
µνi(B(zi, 2
n1))
'
d1+d2∏
i=d1+1
y4νii
∏d1+d2
i=d1
z−2νi+1i · 2n1∏d1+d2
i=d1+1
z2νi+1i · 2n1
=
d1+d2∏
i=d1+1
y4νi z
−4νi
i ' 1,
(5.6)
since yi ' zi for i = d1 + 1, . . . , d1 + d2. Notice that the above estimate is uniform in Q2.
On the other hand, if a˜k is a (QB, µ(νc,νe))-atom of the form (i) from Definition 2.5 associated with
a cube QB 3 Q = Q1 × Q2 ⊂ Rd1+ × [2n1 , 2n1+1] × . . . × [2nd2 , 2nd2+1] as above, then the function
ak(y) = y
4νe
2 a˜k(y) satisfies:
1. supp ak ⊆ K = K1 ×K2 ⊆ Q∗,
2. similarly as in (5.6),
‖ak‖∞ = ess sup
y∈K
y4νe2 |a˜k(y)| ≤ ess sup
y∈K
y4νe2 ‖a˜k‖∞
≤ µ(νc,−νe)(K)−1 ess sup
y2∈K2
y4νe2
µ−νe(K2)
µνe(K2)
≤ Cµ(νc,−νe)(K)−1,
where the constant C does not depend on K2,
3. ∫
ak(y)dµ(νc,−νe)(y) =
∫
a˜k(y)dµ(νc,νe)(y) = 0.
This finishes the proof. 
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