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In this paper, it is attempted to find out whether dialogue acts 
are  a  viable  means  of  recognizing  the  meeting  activity  type 
(MAT) of meeting activities and the presenter of presentations 
by  means  of  Markov  chains,  neural  networks  and  hidden 
Markov models. It is found that a relationship exists between 
dialogue  acts  and  the  MAT  of  a  meeting  activity  and  that 
dialogue  acts  are  viable  for  MAT  recognition,  although  the 
achieved  recognition  performance  is  not  yet  very  good.  The 
presenter  of  a  presentation  can  be  recognized  very  well,  by 
selecting the participant that has the highest talkativity. 
1.  INTRODUCTION 
This research concerns the Augmented Multi-party Interaction 
(AMI)  project’s  small  meeting  groups. The AMI project is a 
project  in  which  technology  is  developed  to  support  human 
interaction  in  meetings  and  to  help  structure  and  document 
meetings,  focusing  on  meetings  of  groups  of  four  persons 
[MCKa]. 
As part of the AMI project, a large corpus of data consisting of 
video,  audio,  presentation  slides  and  whiteboard  notes  was 
created by recording meetings in which four persons play out a 
scenario. During a meeting, the participants engage in activities 
(meeting activities), each having a certain type (meeting activity 
types, or MATs). A typical MAT is Presentation, during which 
one  participant  presents  some  information  to  the  other 
participants. 
A  number  of  meetings  have  (among  other  things)  been 
annotated  with  dialogue  acts.  A  dialogue  act  is  a  part  of  a 
meeting participant’s speech that is separated from other parts 
by a change in intention [AMI05]. This means that a dialogue 
act  can  consist  of  two  sentences  if  a  participant  uses  those 
sentences to achieve the same thing. A dialogue act is defined 
by  a  speaker,  a  dialogue  act  type  (DAT)  and  an  addressee, 
depending on the type of dialogue act. Typical DATs are Inform 
and Suggest, where a speaker gives information and makes a 
suggestion about the actions of others, respectively. 
It  is  desirable  to  create  computer  software  that  can  analyze 
meetings and extract information about the meetings, such as 
what is going on, who is talking to whom and what is being 
said.  This  information  can  be  used  to  automatically  create 
summaries,  for  example.  This  research  is  a  small  part  in 
extracting that information from meetings. 
1.1  Goal of the Research 
The goal of this research is captured in two questions: 
1.  Are dialogue acts a viable means of recognizing the MAT 
of meeting activities and if so, what type of dialogue acts 
and what parameters can be used best? 
2.  Are  dialogue  acts  a  viable  means  of  recognizing  the 
presenter of presentations with known boundaries and if 
so, what type of dialogue acts and what parameters can be 
used best? 
It  is  useful  to  be  able  to  automatically  recognize  MATs  and 
presenters, because it gives a better understanding of what is 
happening  in  a  meeting.  An  example  application  where  that 
information is helpful is in programs that automatically mix all 
recorded  video  streams  of  a  meeting.  When  someone  is 
presenting, the video stream of camera focused on the presenter 
may be used, while a central camera may be used the rest of the 
time. Another application where that information is useful is in 
meeting  browser  programs.  Such  programs  allow  users  to 
browse through or search in meetings. Instead of displaying a 
meeting as one large block, the meeting may be divided in a 
number  of  blocks  that  show  what  type  of  activity  is  taking 
place. 
It seems plausible that the distribution of dialogue acts differs 
between MATs. You would expect that in a presentation, most 
dialogue acts are made by the presenter to one listener or the 
group or by one of the listeners to the presenter (when asking a 
question).  In  a  discussion,  however,  you  would  excpect  the 
dialogue acts to be distributed more evenly. 
1.2  Related Research 
Related research has been done on both research goals already. 
Some of that research is discussed in this section. 
1.2.1  MAT Recognition 
[ZGB04,  ZGB06]  also  look  at  recognizing  meeting  activity 
types, called “group actions”, but that research differs from this 
research  in  two  ways.  First,  it  starts  with  the  raw  audio  and 
video data and uses two layers (consisting of HMMs) to get to 
MATs.  The  lower  layer  recognizes  individual  actions  of 
participants, while the second layer recognizes the MATs. The 
second difference is that MATs it recognizes are quite different 
from, and on a lower level than, the MATs recognized in this 
research. A selection of the MATs are “presentation”, just like 
in this research, but also “whiteboard”, to indicate someone is 
writing on the whiteboard and “monologue+note-taking”. 
[AR05,  DR04]  are  like  [ZGB04,  ZGB06],  but  uses  a  multi-
modal mixed-state dynamic Bayesian network, also with audio 
and  video  data  as  inputs  and  a  HMM  to  recognize  meeting 
activity types. 
Tommassen  [Tom06]  uses  different  feature  sets  and  different 
techniques  to  recognize  meeting  activities  of  which  the 
boundaries  are  known.  The  first  feature  set  use  of 
conversational states instead of dialogue acts. Conversational 
states are made by abstracting from individual dialogue acts, to 
the  state  of  an  entire  conversation.  A  distinction  is  made 
between whether one or more people speak, whether there are 
stalls  or  not  and whether there are backchannels or not. The 
possible  combinations  form  the  possible  states.  The  actual feature  sets  are  unigrams  and  bigrams  of  the  converational 
states.  The  second  feature  set  consists  of  relative  speaker 
frequencies in meeting activities. 
Both feature sets are used to train classifiers. Techniques that 
are  used  are  parametric  classifiers,  decision  trees  and  neural 
networks.  The  best  results  were  achieved  by  using  relative 
speaker frequencies (i.e. talkativity) in meeting activities and by 
assuming known meeting activity boundaries, in which about 
70%  of  MATs  was  recognized  correctly.  Tommassen  also 
performed  experiments  in  which  the  trained  classifiers  were 
used to recognize MATs in data in which the boundaries were 
not  known,  by  splitting  the  meetings  by  time  and  by 
conversational state changes. In that case, 42% of MATs were 
recognized correctly. 
This research tried to use dialogue acts, which form the basis of 
conversational  states,  as  inputs.  I  wanted  to  see  if  small 
sequences of dialogue acts could be used to recognize MATs 
and it is desirable to achieve a result at least equal to the best 
result achieved using conversational states in [Tom06]. 
1.2.2  Presenter Recognition 
Goetsch  and  McFarland  [GM80]  investigated  and  created 
models  to  model  addressing  in  small  meeting  groups.  They 
argue that the talkativity and receptivity of meeting participants 
are good indications of how meeting participants address each 
other and the whole group. However, Gibson [Gib03] argues 
that being addressed follows from talking and therefore is not 
very useful as additional information. In this research, it was 
investigated whether receptivity adds useful information when 
recognizing the presenter of a presentation. 
2.  APPROACH 
In  this  section,  the  available  and  used  data  is  described, 
followed  by  the  approaches  used  for  MAT  recognition  and 
presenter recognition. The approaches include the classification 
techniques and feature sets that were used. 
2.1  Data Set 
The AMI project has created a large corpus of video and audio 
data  [MCKa].  14  meetings  in  that  data  have  been  annotated 
with dialogue acts, as described in [AMI05]. In this research, 
the meetings were annotated with meeting activities. 
2.1.1  Meeting Activities 
Four MATs were distinguished in this research: Presentation, 
Brainstorm, Discussion and Other. These MATs are the same as 
the ones used in [Tom06] on purpose. Although it seemed to be 
difficult to distinguish Brainstorm and Discussion in [Tom06], 
it was decided to keep all MATs and to not add any MATs, 
because  that  would  make  the  results  difficult  to  compare.  In 
Presentation,  one  participant  presents  something  to  the  other 
group  members,  such  as  a  new  product  design.  During 
Brainstorms and Discussions, the group tries to find an answer 
to  an  open  or  a  closed  question,  respectively.  Other,  called 
Silence  in  [Tom06],  includes  doing  nothing,  but  also  all 
activities that are not of one of the previous types. 
Eight meetings of the AMI project were annotated with MATs 
in [Tom06]. Three of those meetings couldn’t be used for this 
research as they weren’t annotated with DAs, which resulted in 
87 meeting activities. In order to create a larger corpus, nine 
additional  meetings  were  annotated  with  MATs  for  this 
research, which resulted in an additional 170 meeting activities. 
Table 1 shows the distribution of MATs in the resulting data 
set. 
 
Table 1. The distribution of MATs in the data set. 











Presentation  100  39%  149  41%  1:15 
Brainstorm  36  14%  78  21%  1:05 
Discussion  43  17%  73  20%  1:23 
Other  78  30%  62  17%  0:34 
 
It is good to know if there is agreement between annotators and 
how large it is, when they divide a meeting in meeting activities. 
If  there  isn’t  any  agreement,  meeting  activity  annotations  of 
different annotators must not be combined. 
Annotator agreement was analyzed in two ways. The first way 
was  to  directly  measure  the  amount  of  agreement,  which  is 
discussed  in  the  rest of this section. The second way was to 
carry out the MAT recognition experiments with the combined 
annotations as well as with only the new annotations and to see 
if there was a significant difference in performance. 
In order to determine the degree of agreement, three meetings 
that  had  been  annotated  in  [Tom06],  IS1001a,  IS1003b  and 
IS1003d,  were  annotated  again.  The  first  two  were  then 
analyzed, after which the third was re-annotated. This way, it 
was possible to determine whether the agreement increased after 
analyzing the differences. The annotation of additional meetings 
for this research took place after this analysis. 
The  agreement  was  measured  by  examining  the  MAT  of  the 
meeting  activity  each  dialogue  act  belonged to. If the MATs 
were the same, there was agreement, else there wasn’t. Given 
meetings A and B, N dialogue acts d1…dn, function Len(d) that 
returns the length of the dialogue act d and function MatEq(d, 
A, B) that returns 1 if the MAT of meeting A is the same as the 
MAT of meeting B at the time of dialogue act d or 0 otherwise, 















) , , ( ) (
) , (
There existed what seemed to be a very minor error, as there 
were a few overlapping dialogue acts. That meant that, in some 
cases, the total length of dialogue acts in a meeting was slightly 
larger than the length of the meeting. Because this seemed to 
occur  in  only  a  few  cases,  this  error  was  ignored,  and  the 
existing ordering of dialogue acts was used and the total length 
of dialogue acts was assumed to be equal to the length of the 
meeting. 
In general, there was quite a lot of agreement on the meeting 
activity  boundaries  of  the  first  two  meetings.  Especially  the 
boundaries  between  Other  and  Presentation/Discussion/ 
Brainstorm have high agreement. Figure 1 gives an impression 
of the (dis)agreement between the annotators. Table 2 shows the 
percentage of seconds that were classified with the same MAT 
by  both  annotators.  In  this  research,  no  lower  boundary  on 
agreement  was  used,  and  the  old  and  new  annotations  were 
combined.  
Figure 1. Visual representation of the (dis)agreement between annotators of [Tom06] and of this research in classifying meetings IS1001a, IS1003b and IS1003d. Table 2. (Dis)agreement between annotators. 
Meeting (iteration)  Duration (mm:ss)  Agreement 
IS1001a  14:52  65% 
IS1003b  27:14  57% 
IS1003d (1)  34:50  41% 
IS1003d (2)  34:50  51% 
 
Some differences that were noticed during the analysis of the 
annotations of the first two meetings were: 
•  In  the  annotation  made  for  this  research,  presenters 
drawing an animal on the white board were classified as 
Presentation, while it was annotated as Other in [Tom06]. 
Other  was  better,  as  there  isn't  much  verbal information 
transferred during the drawing, only some comments about 
the drawing from all meeting participants. This was kept in 
mind when the third meeting was re-annotated. 
•  In  IS1003b,  following  the  presentation  of  one  of  the 
meeting participants, the presenter asked if there were any 
questions and then answered a few (for 3.5 minutes). In the 
annotation made for this research, this was seen as part of 
the presentation, while it was classified as Discussion in 
[Tom06]. This happened two times in the meeting. It was 
thought  that  annotating  this  as  Discussion  was  better, 
because  the  speaker  patterns  are  more  like  a  discussion 
than a presentation. For example, all participants talk and 
the information flow is not as much from one participant to 
others as it is in a presentation. 
•  There were two instances in IS1003b in which a meeting 
activity  was  annotated  as  Discussion  in  the  annotation 
made  for  this  research,  while  it  was  annotated  as 
Brainstorm  in  [Tom06]  and  vice  versa.  The  meeting 
boundaries were almost the same. The first instance was 
annotated as Discussion in [Tom06], but it is thought that 
Brainstorm is more appropriate as the question “How to 
connect the TV to the Internet?” is answered. That is an 
open  question  and  therefore  a  Brainstorm.  The  second 
instance was more difficult. The project manager asks “Is 
everyone  OK  with  the requirements?” which is a closed 
question.  But  instead  of  answering  “yes”  or  “no”  (for 
example), a few participants start asking questions about 
things that are not clear to them. In the annotations made 
for  this  research,  that  entire  part  of  the  meeting  was 
annotated as Discussion, but it is thought that it should be 
annotated  in  smaller  parts  as  Discussion  or  Brainstorm 
depending  on  the  type  of  questions  the  participants  ask 
(open  or  closed).  This  was  taken  into  account  when  re-
annotating the third meeting. 
A general description of the MATs and also some examples of 
when meeting activities should be classified as certain MATs 
are  given  in [Tom06]. This description was used to annotate 
new meeting activities, but it is rather vague on some points 
however. Therefore, to enable future meetings to be annotated 
in the same way, a number of more concrete examples of MAT 
annotations  are  given  here,  in  addition  to  the  points  made 
above. 
•  Meeting  activities  had  to  be  at  least  15,  preferably  20 
seconds long. 
•  Short small talk that occurred in a pause or while another 
participant  was  talking  and  that  was  not  related  to  the 
meeting, was classified as Other. Also, periods of laughter 
were classified as Other. 
•  In [Tom06], Discussion and Brainstorm are both described 
as having a goal: finding the answer to either a closed or an 
open  question.  It  was  found,  however,  that  a  significant 
part  of  meetings  consisted  of  two  of  more  participants 
talking without a specific goal. It was chosen to classify 
this  as  Discussion,  because  the  meaning  of  the  word 
“discussion” seemed more appropriate for this activity than 
the meaning of the word “brainstorm”. 
•  Long  (i.e.  not  short)  questions  to  the  presenter  of  a 
presentation  and  the  answers  of  the  presenter,  possibly 
iterated  a  few  times,  were  classified  as  Discussion  as 
opposed to Presentation. As a characteristic of the MAT 
was that “the information is mostly from one speaker to 
one  or  more  of  the  other  participants”  according  to 
[Tom06],  it  was  thought  that  Presentation  should  only 
cover  the  real  Presentation,  possibly  including  a  short 
question here and there. 
2.1.2  Dialogue Acts 
The AMI project distinguishes 15 DATs. The distribution of the 
DATs in the meetings used can be seen in table 3. A table with 
the  distribution  of  the  DATs  per  MAT  can  be  found  in  the 
appendix (table 26). The table shows that some of the DATs do 
not  occur  often  or  only  for  a  short  time  in  meetings,  which 
makes it difficult to create reliable classifiers for these DATs. 
The four DATs that occur for the longest time account for 79% 
of the total meeting time. 
 
Table 3. The distribution of DATs in the data set before 
grouping. (Elicit-Comment-About-Understanding is called 
Elicit-Comment-Understanding in the data, which does not 
conform to [AMI05]). 






Inform  2762  28%  155  44% 
Suggest  843  8%  52  15% 
Fragment  1503  15%  34  10% 
Assess  1360  14%  34  10% 
Elicit-Inform  368  4%  14  4% 
Stall  758  8%  11  3% 
Backchannel  1136  11%  11  3% 
Be-Positive  315  3%  11  3% 
Offer  139  1%  7  2% 
Elicit-Assessment  166  2%  6  2% 
Other  243  2%  6  2% 
Comment-About-
Understanding 
258  3%  5  1% 
Elicit-Offer-Or-
Suggestion 
61  1%  3  1% 
Elicit-Comment-
About-Understanding 
57  1%  1  0% 
Be-Negative  18  0%  1  0% 
 
The solution to this problem was to group similar DATs into 
more  general  DATs. A number of DATs in [AMI05] can be 
seen as specific variants of more general DATs. For example, 
the  DATs  Elicit-Inform,  Elicit-Offer-Or-Suggestion,  Elicit-
Assessment  and  Elicit-Comment-About-Understanding,  which 
respectively ask the addressee(s) to inform the speaker or the 
group, ask to make an offer or suggestion to the speaker or the 
group and ask to let the speaker know whether the message was 
clear, can all be seen as instances of the general DAT Elicit. 2.1.2.1  Grouping 
Grouping DATs had three advantages. First, available data for 
the  remaining  DATs  became  less  sparse.  There  was  little 
information available for some DATs, which would have made 
difficult to create reliable classifiers for these DATs. 
Second, reducing the number of DATs helped to create a clear 
result. As this was the first research to look at using DATs to 
recognize  MATs,  the  goal  was  to  see  whether  DATs  had 
potential or not. A clear result helps to determine this and the 
complexity could be reintroduced in later research. 
Third,  the  agreement  between  annotators  increased.  It  was 
difficult for annotators to distinguish certain DATs from each 
other  [AMI].  Grouping  some  of  these  DATs  increases 
agreement,  which  is  desirable  as  MAT  annotations  from 
different annotators have to be used. Because of this, data about 
confusion  between  annotators  was  used  as  an  important 
criterion for the selection of which DATs to group. 
The DATs described by [AMI05] are divided in three classes by 
[AMI]:  “improper  dialogue  acts”  (class  I,  consisting  of 
Backchannel, Fragment and Stall), “proper dialogue acts” (class 
II,  consisting  of  Inform,  Elicit-Inform,  Suggest,  Offer,  Elicit-
Offer-Or-Suggestion,  Assess,  Comment-About-Understanding, 
Elicit-Assessment,  Elicit-Comment-About-Understanding,  Be-
Positive,  Be-Negative)  and  “other”  (class  III,  consisting  of 
Other). 
DATs from class I and III do not convey information explicitly, 
unlike the DATs from class II. Backchannel however, part of 
class  I,  does  contain  some  useful  information  about  people 
trying to get the floor. Therefore, DATs from classes I and III 
except  Backchannel  were  grouped  into  one  DAT  and 
Backchannel was retained as a separate DAT. 
In  order  to  group  the  other  11  DATs,  the  four  most  often 
confused pairs of DATs in tables 5 - 8 in [AMI] were selected. 
The results showed that Assess - Inform, Assess - Be-Positive 
and Inform - Suggest were by far the most often confused pairs 
of  DATs.  Other,  less  often  confused  pairs  were  Assess  - 
Suggest, Assess - Comment-About-Understanding, Be-Positive 
- Inform, Inform - Suggest and Elicit-Inform - Comment-About-
Understanding. All pairs seem reasonable to group, except the 
last. They have very different functions (asking for a response/a 
response).  It is not clear why those DATs would be confused 
by annotators. 
In this research, Assess, Inform and the politeness-DATs were 
grouped, because they all give some information, possibly an 
opinion. The confusion analysis suggested including Suggest, 
but  that  would  have  left  Offer  as  a  separate  group.  Instead, 
Suggest was grouped with Offer, which is similar. Further, all 
Elicit-DATs were grouped, because they all ask for a reaction. 
This led to the following DATs used this research: 
•  Inform,  consisting  of  Assess,  Inform,  Be-Positive,  Be-
Negative and Comment-About-Understanding. 
•  Suggest, consisting of Suggest and Offer. 
•  Elicit,  consisting  of  Elicit-Inform,  Elicit-Offer-Or-
Suggestion, Elicit-Assessment and Elicit-Comment-About-
Understanding. 
•  Backchannel, consisting only of Backchannel. 
•  Other, consisting of Fragment, Stall and Other. 
 
The distribution of DATs in the data set after grouping is shown 
in table 4. A table with the distribution of the DATs per MAT 
can be found in the appendix (table 27). As can be seen, over 
half  of  the  dialogue  acts  are  made  to  inform  someone.  This 
grouping resulted in 120 different dialogue acts, because there 
were 4 speakers, 5 types and 6 addressees (4 participants, Group 
and Unknown for DAT Other). 
 
Table 4. The distribution of DATs in the data set after 
grouping. 






Inform  4713  47%  205  58% 
Elicit  652  7%  24  7% 
Other  2504  25%  52  15% 
Backchannel  1136  11%  11  3% 
Suggest  982  10%  59  17% 
 
Research  shows  that  the  agreement  between  annotators 
increased after grouping the DATs. The kappa value increased 
by about 0.10 on average, which is a considerable improvement. 
2.1.2.2  Resegmentation 
This research focused on the order of different dialogue acts and 
did not take the intentions the participants were trying to convey 
into  account.  Because  of  that,  nothing  was  done  with  the 
transcriptions  (i.e.  the  text).  The  segmentation  made  in  the 
annotations  for  the AMI project as outlined in [AMI05] was 
therefore  not  relevant  anymore.  Instead,  a  new  segmentation 
was made to bring the relative count of DATs more in line with 
the relative time of DATs. 
Segmentation was done by dividing each dialogue act in parts 
no larger than the median of all dialogue act lengths (from all 
meetings).  The  median  of  dialogue  act  lengths  was  0.51 
seconds, so a dialogue act of 1.1 seconds was divided in two 
dialogue  acts  of  0.51  seconds  and  one  dialogue  act  of  0.08 
seconds.  The  distribution  of  DATs  in  the  data  set  after 
resegmentation is shown in table 5. 
 
Table 5. The distribution of DATs in the data set after 
resegmentation. 






Inform  26470  57%  205  58% 
Elicit  3187  7%  24  7% 
Other  7360  16%  52  15% 
Backchannel  1799  4%  11  3% 
Suggest  7406  16%  59  17% 
 
2.1.2.3  Participant Sorting 
In the data set, the meeting participants were called A, B, C and 
D. Suppose a training set created from the data set contains only 
presentations  where  B  is  the  presenter,  it  may  not  recognize 
presentations where C is the presenter just because the presenter 
is different. It was therefore necessary to abstract the data from 
the  ‘absolute’  naming  of  each  participant.  For  each  meeting 
activity, the meeting participants were sorted by talkativity, i.e. 
the relative amount of time each participant talks. That means 
that the participant that talked most in a meeting activity was 
always called A.  2.2  MAT Recognition 
An  experiment  in  MAT  recognition  can  be  performed  with 
meeting  activities  of  which  the  boundaries  are  known  or 
unknown. In the former case, it is assumed that the meetings 
have previously been divided in a number of meeting activities 
and only the type of each meeting activity has to be recognized. 
In the latter case, nothing is known about the meetings and both 
the boundaries and the type of the meeting activities have to be 
recognized. 
In  this  research,  both  types  of  experiments  were  performed, 
using Markov chains and neural networks for MAT recognition 
with  known  boundaries  and hidden Markov models (HMMs) 
for  MAT  recognition  with  unknown  boundaries.  Neural 
networks  were  selected  because  they  are  good  at  learning 
patterns from large quantities of data and Markov chains and 
HMMs  were  selected  because  they  are  suitable  for  learning 
time-dependent data. Before describing those techniques, some 
remarks are made that apply to the MAT recognition in general. 
In  order  to  determine  the  importance  of  the  various  parts  of 
dialogue acts, the composition of dialogue act tuples was varied 
over all combinations of Speaker (S), Dialogue Act Type (DAT) 
and  Addressee  (A),  for  example:  <S,  A>,  <DAT,  A>  and 
<DAT>. 
If  the  experiments  had  been  performed  only  once,  random 
factors would have had too large an influence. For example, the 
weights of a neural network are initialized with random values 
and the network may converge to different local minima each 
time.  The  training  and  validation  sets  may  also  contain 
exceptional  instances  such  as  noise  and  outliers.  In  order  to 
decrease the influence of random factors, the experiment was 
repeated 20 times, each time with different training, validation 
and test sets. The meeting activities were always divided over 
the training, validation and test sets such that the distribution of 
the MATs in the sets was the same. 
For Markov chains and neural networks, the trained classifiers 
all classified the samples in the test set. Each repetition resulted 
in an error that indicated the relative amount of samples that 
were classified incorrectly. The mean of the relative amount of 
samples that were classified correctly in the repetitions was the 
primary measure for performance in this research. 
In  order  to  make  founded  statement  about  whether  the 
performance of one classifier is better than the performance of 
another classifier, a Student’s t-test was used. The test can be 
used to determine the probability that samples from two normal 
distributions with equal but unknown variance came from the 
same  normal  distribution  (e.g.  have  the  same  mean).  The  α 
value that was used was 0.05, which means that the probability 
of the means being different had to be 0.95 in order to deem the 
samples significantly different. It was assumed that the errors 
that were achieved in the repetitions were normally distributed 
with equal variance.  
For HMMs, the trained HMMs were used to calculate the most 
probable sequence of states for the meetings in the test set. The 
performance of these sequences was measured in the same way 
the agreement between annotations of different annotators was 
measured, as described in section 2.1.1. 
Another way to analyze performance is by creating confusion 
matrices, which indicate the type of errors made by classifiers. 
In the results average confusion matrices are given for the best 
results of each technique. 
2.2.1  Markov Chains 
The first technique for MAT recognition with known meeting 
activity  boundaries  used  Markov  chains,  or  simple  weighted 
automatons. A Markov chain consists of states with weighted 
links  between  them.  The  states  of  the  system  correspond  to 
inputs of an input sequence. In this research, input sequences 
were sequences of dialogue acts such as <A, Inform, C>. The 
link weights represent the probability that the system will go 
from one state to another. The probability of going to another 
state  is  determined  only  by  the  current  state  and  not  by  any 
previous states. A Markov chain can thus be seen as a hidden 
Markov  model  where  the  states  are  the  same  as  the  output 
values. 
The  transition  probability  from  state  A  to  B  is  calculated 
counting the number of times state A followed by state B occurs 
in the data and dividing it by the number of times state A occurs 
in the data. The sum of all transition probabilities from a state is 
1. The probability of an input sequence can then be calculated 
by  taking  the  probability  that  the  system  starts  in  the  state 
corresponding  to  the  first  input  and  multiplying  it,  for  each 
input, with the transition probability of the current state to the 
state corresponding to the next input. 
To classify an input sequence as a certain class, Markov chains 
are created with different transition probabilities, one chain for 
each class. The probability of the state sequence occurring in 
each chain is then calculated. The input sequence is classified as 
the  class  that  corresponds  to  the  chain  in  which  the  input 
sequence  has  the  highest  probability.  In  this  research,  one 
Markov  chain  was  created  for  each  MAT.  The  transition 
probabilities were calculated from (only) the dialogue acts in 
meeting activities of that type. 
Witten-Bell  discounting  (smoothing)  was  used  to  reduce 
sparsity  in  the  transition  probability  matrix  [JM00].  Without 
smoothing,  the  probability  matrix  was  sparse  if  dialogue  act 
tuples were composed of more than one element, <S, DAT>, for 
example.  To  illustrate,  the  percentage  of  elements  that  have 
probability 0 in the unsmoothed transition matrices for Markov 
chains recognizing MATs using dialogue act tuples of the type 
<S, DAT> are shown in table 6. 
 
Table 6. Percentage of probability matrix elements with P = 
0. 
Markov chain for MAT  % of P = 0 
Presentation  43% 
Discussion  25% 
Brainstorm  17% 
Other  36% 
 
The  available  data  was  split  according  to  MAT.  85%  of  the 
available data was used to calculate the transition probabilities 
of the Markov chains and 15% of the data was used for testing. 
2.2.2  Neural Networks 
The  second  technique  for  MAT  recognition  of  with  known 
meeting  activity  boundaries  used  feed-forward  multi-layer 
perceptrons, or neural networks. Neural networks consist of an 
input layer, one or more hidden layer(s) and an output layer. 
Each neuron has a transfer function, which maps the weighted 
sum of the inputs to a value within known bounds. 
Only neural networks with one hidden layer were created in this 
research. This was chosen rather arbitrarily, but was influenced 
by past experience and the desire to reduce training time. The number of hidden neurons was varied over {2, 5, 10}, in order 
to get an idea of what a good amount of hidden neurons was. 
Based on earlier experience, it was thought that using more than 
10 hidden neurons would not be useful. 
The transfer function of the neurons in the hidden layer that was 
used  was  the  hyperbolic  tangent  sigmoid  function,  which 
ensured  that  the  values  were  between  -1  and  1.  The  transfer 
function of the neurons in the output layer that was used was 
the logarithmic sigmoid function, which ensured that the values 
were between 0 and 1. 
The Levenberg-Marquard algorithm for back-propagation was 
used for training, with a maximum of 1000 epochs, learning rate 
0.1 and momentum constant 0.9. A validation set was used for 
early stopping. 
Feature sets were created that indicated the relative amount of 
time that each unigram or bigram of dialogue acts occurred in a 
meeting activity. That meant that in the case of bigrams of the 
form  <Sender,  Addressee>,  the  inputs  were  (4*6)^2  =  576-
tuples with values between 0 and 1. 
The outputs of the neural network were 4-tuples, where each 
value  corresponded  to  one  of  the  MATs.  Meeting  activities 
were  classified  as  the  MAT  that  corresponded  to  the highest 
value in the output of the neural network. 
75% of the available data was used to train the neural network, 
10% was used for validation and 15% of the data was used for 
testing. 
2.2.3  Hidden Markov Models 
The  technique  used  for  MAT  recognition  with  unknown 
meeting activity boundaries used hidden Markov models. Like 
Markov  chains,  HMMs  consist  of  states  with  weighted  links 
between them, but unlike Markov chains the current state is not 
known. Instead, each state has one or more observable values 
one of which is observed with a certain probability each time a 
transition is made to that state. When a sequence of values is 
observed  and  the  transition  and  observation  probabilities  are 
known, the Viterbi algorithm can be used to determine the most 
probable  sequence  of  states  that  could  have  generated  these 
values. 
In  this  research, observed values correspond to dialogue acts 
and the states of the HMM correspond to MATs. Each dialogue 
act  is  part  of  a  meeting  activity  of  a  certain  type,  which  is 
unknown  and  can  be  found  using the Viterbi algorithm. The 
meeting activity boundaries can then be defined as a change in 
MAT. 
To  use  the  Viterbi  algorithm,  the  transition  and  observation 
probability matrices has to be calculated. Given MATs A and 
MAT2, the transition probability from state MAT1 to MAT2 is: 
the number of dialogue acts part of a meeting activity of type 
MAT1 followed by a dialogue act part of a meeting activity of 
type MAT2, divided by the number of dialogue acts part of a 
meeting of type MAT1. 
Given  dialogue  act  DA1  and  meeting  activity  MAT1,  the 
observation  probability  of  observation  value  DA1  in  state 
MAT1 is: the number of occurrences of dialogue act DA1 in all 
meeting  activities  of  type  MAT1,  divided  by  the  number  of 
dialogue acts in all meeting activities of type MAT1. 
As with Markov chains, Witten-Bell discounting was applied to 
the  transition  probability  matrix,  and  also  to  the  observation 
probability matrix. 
11  of  14  meetings  were  used  to  calculate  the  transition  and 
observation  probabilities  of  the  HMM  and  the  remaining  3 
meetings  were  used  for  testing.  To  give  an  impression,  the 
probability matrix of a random run is given in  
table 7. As can be seen, all states have a very high probability of 
remaining in that state when a transition is made. 
2.3  Presenter Recognition 
Talkativity  and  receptivity  have  been  mentioned  in  section 
1.2.2, but with no definition. Here, the definition of these terms 
that  was  used  in  this  research  is  given.  The  talkativity  of  a 
participant  of  a  meeting  is  defined  as  the  time  that  that 
participant speaks in a meeting activity divided by the total time 
in  which  participants  speak  in  that  meeting  activity.  The 
receptivity of a participant of a meeting is defined similarly: the 
time  that  that  participant  is  addressed  in  a  meeting  activity 
divided  by  the  total  time  in  which  participants  speak  in  that 
meeting activity. 
Two  approaches  were  used  to  recognize  the  presenter  of  a 
meeting  activity.  The  first  approach  was  to  choose  the 
participant  that  had  the  highest  talkativity  and  the  second 
approach  was  to  use  neural  networks,  like  with  MAT 
recognition. As with the MAT recognition, it was assumed that 
the boundaries of meeting activities were known. 
Three types of feature sets were used as inputs for the neural 
networks. 
•  4-tuples that indicate the talkativity of each participant; 
•  5-tuples that indicate the receptivity of each participant/the 
group; 
•  9-tuples that indicate the talkativity and receptivity of each 
participant/the group; 
•  All combinations of 2-tuples that indicate the talkativity of 
P  and  the  receptivity  of  Q,  for  all  P  =  A/B/C/D,  Q  = 
A/B/C/D/G and P != Q. 
This  means  that  3  +  4*5  =  22  different  feature  sets  were 
considered. 
The  approach  used  for  this  experiment  was  the  same  as  for 
MAT recognition and the configuration of the neural network 
was also largely the same as for MAT recognition. The only 
exception  was  the  number  of  neurons  in  the  hidden  layer. 
Because the inputs are smaller and calculation time is shorter, 
there  is  room  to  experiment  with  a  few  more  values.  The 
number of hidden neurons varied over {2, 4, 6, 8}. 
 
Table 7. Sample transition probability matrix of HMMs. 
To → 
From ↓ 
Presentation  Discussion  Brainstorm  Other 
Presentation  0.9961  0.0013  0.0010  0.0016 
Discussion  0.0013  0.9964  0.0012  0.0011 
Brainstorm  0.0012  0.0011  0.9968  0.0010 
Other  0.0090  0.0007  0.0009  0.9894 3.  RESULTS 
3.1  MAT Recognition 
3.1.1  Markov Chains 
Table  8  shows  the  performance  of  Markov  chains  in 
recognizing meeting activities, created by a random run of the 
algorithm. 
 
Table 8. Performance of Markov chains on MAT 
recognition, ordered by mean. The first column indicates the 
composition of the tuples used in the input sequences for the 
Markov chains (S = Sender, D = dialogue act type, A = 
Addressee). The second column indicates whether smoothing 
was used. 
Tuple  Smoothing  Mean  Variance 
S  N  0.59  0.0042 
S  Y  0.59  0.0063 
DA  Y  0.58  0.0030 
SD  Y  0.58  0.0046 
D  N  0.57  0.0053 
A  N  0.57  0.0058 
A  Y  0.56  0.0069 
D  Y  0.54  0.0092 
SA  Y  0.54  0.0052 
SDA  Y  0.51  0.0043 
DA  N  0.39  0.0058 
SA  N  0.38  0.0051 
SD  N  0.35  0.0029 
SDA  N  0.14  0.0043 
 
As  expected,  smoothing  had  no  significant  influence  of  the 
performance achieved with Markov chains using dialogue act 
tuples  consisting  of  one  element,  because  the  transition 
probabilities were always larger than 0. When tuples consisting 
of  more  than  one  element  were  used,  the  difference  in 
performance could be significant (e.g. <S, DAT, A>). 
In order to determine which elements of dialogue act tuples are 
most useful in determining the MAT, all results achieved using 
smoothing were compared. Table 9 shows which differences in 
performance  are  significant.  It  was  attempted  to  repeat  the 
experiments  50  times  instead  of  20  times,  hoping  that  there 
would be more significant differences in performance, but this 
was not the case. 
 
Table 9. Significant difference in performance? The first 
row and column indicate the composition of the tuples used 
in the input sequences for the Markov chains, followed by 
whether smoothing was used. + indicates significant 
difference in performance. 
  S,Y  DA,Y  SD,Y  A,Y  D,Y  SA,Y  SDA,Y 
S,Y    -  -  -  -  +  + 
DA,Y      -  -  -  +  + 
SD,Y        -  -  -  + 
A,Y          -  -  - 
D,Y            -  - 
SA,Y              - 
SDA,Y               
 
In  order  to  create  a  confusion  matrix,  the  experiment  was 
performed  again  with  the  parameters  that  produced  the  best 
performance, tuples of type <S> with smoothing. On average, 
23 out of 37 samples (20 repetitions) were classified correctly, 
which is 62% of the test set and corresponds with the results in 
table 8. The distribution of errors is shown in table 10. 
 
Table 10. Confusion matrix of Markov chains with <S> and 
smoothing. 
Classified as → 
Real class ↓ 
P  D  B  O 
P (15 samples)  89%  9%  0%  3% 
D (6 samples)  19%  36%  34%  11% 
B (5 samples)  3%  37%  49%  11% 
O (12 samples)  27%  24%  5%  44% 
 
To determine the effect of resegmentation, the experiment was 
performed  again  with  the  parameters  that  produced  the  best 
performance, tuples of type <S> without smoothing, but with 
the original segmentation of dialogue acts. A random run of the 
experiment  resulted  in  the  results  shown  in  table  11.  The 
difference in performance is significant. 
 
Table 11. Performance of Markov chains with <S> and no 
smoothing with the original segmentation of dialogue acts 
and the resegmented dialogue acts. 
  Mean  Variance 
Original segmentation of dialogue acts  0.51  0.0037 
Resegmented dialogue acts  0.59  0.0042 
 
To  determine  the  effect  of  the  combination  of  meetings 
annotated  by  different  annotators,  the  experiment  was 
performed  again  with  the  parameters  that  produced  the  best 
performance, tuples of type <S> without smoothing, but only 
with meeting data from meetings that had been annotated for 
this research. Note that the median of dialogue act lengths now 
was 0.57 seconds. A random run of the experiment resulted in 
the results shown in table 12. The difference in performance is 
not significant. 
 
Table 12. Performance of Markov chains with <S> and no 
smoothing with only meetings annotated for this research 
and with all meetings. 
  Mean  Variance 
Only meetings annotated for this 
research 
0.57  0.0093 
All meetings  0.59  0.0042 
 
To compare the results achieved with Markov chains, baseline 
results were created by performing the experiment again with 
the  parameters  that  produced  the  best  performance,  tuples  of 
type  <S>,  but  classifying  everything  as  Presentation. 
Presentation was chosen because the largest part of meetings 
was  annotated  with  that  MAT  (see  table  1),  and  would  thus 
achieve  the  best  performance.  The  performance  of  20 
repetitions resulted in a mean of 0.41 and a variance of 0.0000.  
3.1.2  Neural Networks 
Because the algorithm to train, validate and test required large 
amounts of time and memory for some parameters, it was not 
possible to test all possibilities. In particular, it was not possible to  test  the  performance  for  bigrams  of  dialogue  act  tuples 
consisting of more than one element. 
Table 13 shows the average performance of Markov chains in 
recognizing meeting activities, created by a random run of the 
algorithm. 
 
Table 13. Performance of neural networks on MAT 
recognition. 
N-gram  Tuple  Hidden 
neurons 
Mean  Variance 
1  SD  5  0.67  0.0239 
1  SDA  10  0.65  0.0262 
1  SA  5  0.64  0.0425 
2  S  5  0.61  0.0393 
1  SA  10  0.60  0.0389 
1  A  5  0.60  0.0386 
2  A  5  0.59  0.0344 
1  DA  5  0.59  0.0280 
1  SDA  5  0.58  0.0343 
1  S  5  0.58  0.0325 
1  A  10  0.58  0.0338 
1  SD  10  0.58  0.0331 
1  A  2  0.57  0.0392 
1  S  10  0.57  0.0373 
1  S  2  0.57  0.0362 
1  SA  2  0.56  0.0399 
2  S  2  0.56  0.0369 
1  D  10  0.56  0.0180 
1  SD  2  0.56  0.0366 
2  A  2  0.56  0.0274 
2  D  5  0.56  0.0299 
1  D  5  0.55  0.0242 
2  S  10  0.55  0.0413 
2  A  10  0.55  0.0313 
2  D  10  0.55  0.0232 
1  DA  2  0.54  0.0355 
1  DA  10  0.53  0.0353 
1  D  2  0.51  0.0208 
1  SDA  2  0.49  0.0329 
2  D  2  0.44  0.0284 
2  DA  *  N/A  N/A 
2  SA  *  N/A  N/A 
2  SD  *  N/A  N/A 
2  SDA  *  N/A  N/A 
 
Because a lot of performances did not significantly differ from 
each  other  and  the  variance  was  quite  a  bit  higher  than  the 
results  of  MAT  recognition  using  Markov  chains,  it  was 
attempted  to  repeat  the  experiments  50  times  instead  of  20 
times. The variance remained almost the same, but there were 
more significant differences in performances. Because of space 
constraints, not all results can be compared here. Instead, only 
the results achieved using 5 hidden neurons are compared. This 
is possible because the performances achieved using 5 hidden 
neurons were not significantly different from the performances 
achieved using 2 or 10 hidden neurons most of the time, and if 
they  were  significantly  different,  the  performance  achieved  5 
hidden neurons was better. Table 15 shows which differences in 
performance are significant. 
In  order  to  create  a  confusion  matrix,  the  experiment  was 
performed  again  with  the  parameters  that  produced  the  best 
performance,  unigrams  of  tuples  of  type  <S,  DAT>  with  5 
hidden  neurons.  On  average,  24  out  of  38  samples  (50 
repetitions) were classified correctly, which is 63% of the test 
set and corresponds with the results in table 13. The distribution 
of errors is shown in table 14. 
 
Table 14. Confusion matrix of neural networks with 
unigrams of tuples of type <S, DAT> with 5 hidden neurons. 
Classified as → 
Real class ↓ 
P  D  B  O 
P (15 samples)  76%  16%  2%  6% 
D (6 samples)  30%  38%  21%  11% 
B (5 samples)  17%  30%  38%  15% 
O (12 samples)  10%  12%  9%  69% 
 
To determine the effect of resegmentation, the experiment was 
performed  again  with  the  parameters  that  produced  the  best 
performance,  unigrams  of  tuples  of  type  <S,  DAT>  with  5 
hidden neurons, but with the original segmentation of dialogue 
acts.  A  random  run  of  the  experiment  resulted  in  the  results 






Table 15. Significant difference in performance? The first row and column indicate whether unigrams (1) or bigrams (2) of 
dialogue acts were used, the composition of the tuples used, followed by the number of hidden neurons that were used. + 
indicates significant difference in performance. 
  1,SD,5  1,SA,5  2,S,5  1,A,5  2,A,5  1,DA,5  1,SDA,5  1,S,5  2,D,5  1,D,5 
1,SD,5    -  -  +  +  +  +  +  +  + 
1,SA,5      -  -  -  -  -  -  +  + 
2,S,5        -  -  -  -  -  -  - 
1,A,5          -  -  -  -  -  - 
2,A,5            -  -  -  -  - 
1,DA,5              -  -  -  - 
1,SDA,5                -  -  - 
1,S,5                  -  - 
2,D,5                    - 
1,D,5                     Table 16. Performance of neural networks with unigrams of 
tuples of type <S, DAT> with 5 hidden neurons with the 
original segmentation of dialogue acts and the resegmented 
dialogue acts. 
  Mean  Variance 
Original segmentation of dialogue acts  0.63  0.0352 
Resegmented dialogue acts  0.67  0.0239 
 
To  determine  the  effect  of  the  combination  of  meetings 
annotated  by  different  annotators,  the  experiment  was 
performed  again  with  the  parameters  that  produced  the  best 
performance, unigrams of tuples of type <S, A> with 10 hidden 
neurons,  but  only  with  meeting  data  from  meetings  that  had 
been  annotated  for  this  research.  Note  that  the  median  of 
dialogue act lengths now was 0.57 seconds. A random run of 
the experiment resulted in the results shown in table 17. The 
difference in performance is significant. 
 
Table 17. Performance of neural networks with unigrams of 
tuples of type <S, DAT> with 5 hidden neurons on all 
meetings and only meetings annotated for this research. 
  Mean  Variance 
Only meetings annotated for this 
research 
0.54  0.0334 
All meetings  0.67  0.0239 
 
To compare the results achieved with neural networks, baseline 
results were created by performing the experiment again with 
the parameters that produced the best performance, unigrams of 
tuples  of  type  <S,  DAT>,  but  classifying  everything  as 
Presentation  The  performance  of  20  repetitions  resulted  in  a 
mean of 0.39 and a variance of 0.0000.  
3.1.3  Hidden Markov Models 
Table  18  shows  the  performance  of  HMMs  in  recognizing 
meeting activities, created by a random run of the algorithm. 
 
Table 18. Performance of HMMs on MAT recognition, 
ordered by mean. The first column indicates the composition 
of the tuples used in the input sequences for the HMMs (S = 
Sender, D = dialogue act type, A = Addressee). 
Tuple  Mean  Variance 
D  0.50  0.0064 
A  0.49  0.0051 
DA  0.48  0.0048 
SA  0.41  0.0050 
SDA  0.38  0.0042 
SD  0.34  0.0028 
S  0.23  0.0038 
 
In order to determine which elements of dialogue act tuples are 
most useful in determining the MAT, all results were compared. 
Table  19  shows  which  differences  in  performance  are 
significant. 
 
Table 19. Significant difference in performance? The first 
row and column indicate the composition of the tuples used 
in the input sequences for the HMMs. + indicates significant 
difference in performance. 
  D  A  DA  SA  SDA  SD  S 
D    -  -  +  +  +  + 
A      -  +  +  +  + 
DA        +  +  +  + 
SA          -  +  + 
SDA            +  + 
SD              + 
S               
 
In  order  to  create  a  confusion  matrix,  the  experiment  was 
performed  again  with  the  parameters  that  produced  the  best 
performance, tuples of type <DAT>. The measure that was used 
is the same as the measure for agreement between annotations 
of different annotators, as described in section 2.1.1. Thus, the 
matrix  shows  the  percentage  of  dialogue  acts  (time)  that 
belonged  to  a  meeting  activity  of  a  certain  type,  but  was 
assigned  to  a  meeting  activity  of  different  type.  On  average, 
44%  of  the  test  set  (20  repetitions)  was  classified  correctly, 
which is a bit lower than result in table 18. The distribution of 
errors is shown in table 20. 
 
Table 20. Confusion matrix of HMMs with tuples of type 
<DAT>. 
Classified as → 
Real class ↓ 
P  D  B  O 
P (15 samples)  55%  16%  22%  6% 
D (6 samples)  29%  37%  26%  8% 
B (5 samples)  36%  17%  41%  7% 
O (12 samples)  24%  23%  33%  20% 
 
To compare the results achieved with HMMs, baseline results 
were  created  by  performing  the  experiment  again  with  the 
parameters that produced the best performance, tuples of type 
<DAT>,  but  classifying  everything  as  Presentation.  The 
performance of 20 repetitions resulted in a mean of 0.41 and a 
variance of 0.0066.  
3.2  Presenter recognition 
Some experimentation and a good look at the data showed that, 
in 99 of the 100 available presentations, the presenter always 
was  the  participant  that  talked  the  most  (i.e.  had  the  highest 
talkativity). That means that the discriminant that selected the 
participant  with  the  highest  talkativity  had  a  performance  of 
99%. 
Despite the good performance achieved using talkativity, neural 
networks were also tested, to be complete. The results achieved 
using neural networks are not shown in this paper, but the best 
results  had  a  performance  comparable  to  the  best  results 
achieved  using  the  discriminant  that  selected  the  participant 
with the highest talkativity. 
It should be noted, however, that selecting the participant with 
the highest talkativity is much faster and less resource intensive 
than using neural networks. To give an idea of the difference: 
performing  the  experiment  by  selecting  the  participant  with 
highest  talkativity  (20  repetitions)  took  5  seconds,  and 
performing the experiment by using neural networks took 12 
seconds. It is known that neural networks can consume quite a 
lot of memory and processing power. 4.  DISCUSSION 
4.1  Annotated Meetings 
Tables  9  -  12  in  [AMI]  also  showed  that  there  was  a 
considerable  amount  of  annotator  disagreement  (6-15%) 
between Backchannel and Assess. This is not too surprising, as 
words like “yeah” and “ok” may be a Backchannel or Assess, 
depending on the way they are used (informing the speaker you 
are  listening  or  expressing  agreement).  The  annotation  guide 
even  warns  for  this  [AMI05].  As  the  only  solution  for  this 
problem  is  to  re-annotate  the  meetings  or  to  check  the 
annotations, this disagreement was not taken in this research. 
The  analysis  of  the  annotations  helped  to  improve  annotator 
agreement.  Table  2  shows  that  the  agreement  for  the  third 
meeting after analyzing the annotations had increased by more 
than 10 percentage points. Still, even the highest agreement in 
the comparison (73%) wasn’t as high as was hoped. Curiously, 
table  12  and  table  17  indicate  that  combining  meeting 
annotations made by two persons had a positive effect on the 
performance  of  neural  networks,  instead  of  the  expected 
negative effect. The effect on the performance of Markov chains 
was not significant, but it was significant for neural networks. 
Why  combining  the  annotations  had  a  positive  effect  on  the 
performance  achieved  using  neural  networks  is  unclear.  It  is 
possible  that  the  difference  between  annotations  was  not  so 
large after all. 
Table 2 also seems to indicate that longer meetings have lower 
agreement.  This  seems  plausible,  as  the  possibilities  for 
disagreement and debates about meeting activities increase with 
duration. Three meetings, however, aren’t enough to assume a 
general rule. It is possible that the position of the meeting in the 
series of meetings influences the meeting complexity. The first 
meeting (a) often consists of large parts of presentation by the 
project  manager.  As  presentations  are  relatively  easy  to 
recognize  and  annotate,  annotator  agreement  would  be  high. 
The other meetings (b, c and d) are more diverse, consisting of 
more and more input from other participants and different types 
of MAs, which could result in lower agreement. This research 
didn’t include any further investigation into this issue. 
4.2  MAT Recognition With Known 
Boundaries 
As can be seen in table 8, the best performance achieved using 
Markov chains was 59%, 18 percentage points better than the 
baseline  (classifying  all  meeting  activities  as  Presentation). 
Using table 9, the results can be split in two groups: one group 
that  contains  the  best  performance  and  all  performances  that 
aren’t significantly different from the best performance, and one 
group that contains all other – worse – results. The parameters 
(type of tuple, smoothing or not) of the results in each group 
can now be studied to determine which elements of dialogue 
acts are and aren’t useful for determining the MAT. 
The results in the best group were achieved by using smoothing 
and tuples of type <S>, <DAT>, <A>, <S, DAT > or <DAT, 
A>. As can be seen in table 21, the number of tuples in the best 
group of results that use Speaker was the same as the number in 
the worst group of results. The same was true for Addressee. 
DAT was used more in the best group of results. 
 
Table 21. Composition of tuples in best and worst group of 
results achieved using Markov chains. 
S,Y  S     
DA,Y 
BEST 
  DAT  A 
SD,Y  S  DAT   
A,Y      A 
D,Y 
 
  DAT   
SA,Y  S    A 
SDA,Y 
WORST 
S  DAT  A 
 
Smoothing greatly improved the classification performance for 
some  dialogue  act  tuples.  If  the  tuples  consisted  of  2  or  3 
elements, however, the performance sometimes improved with 
more than 30 percentage points. 
As can be seen in table 13, the best performance achieved using 
a neural network was about 67%, 28 percentage points better 
than  the  baseline  (classifying  all  meeting  activities  as 
Presentation). The difference between this performance and the 
best performance achieved using Markov chains is significant. 
Using table 15, the results can also be divided in two groups. 
The  results  in  the  best  group  were  achieved  using  5  hidden 
neurons and either unigrams of tuples of type <S, DAT> or <S, 
A> or bigrams of <S>. As can be seen in table 22, the number 
of tuples in the best group of results that use Speaker is larger 
than the number in the worst group of results, while the number 
of tuples in the best group of results that use DAT or Addressee 
is smaller than the number in the worst group of results. 
 
Table 22. Unigram/bigram and composition of tuples in best 
and worst group of results achieved using neural networks. 
1,SD,5  S  DAT   
1,SA,5  S    A 
2,S,5 
BEST 
S     
1,A,5      A 
2,A,5      A 
1,DA,5    DAT  A 
1,SDA,5  S  DAT  A 
1,S,5  S     
2,D,5    DAT   
1,D,5 
WORST 
  DAT   
 
The results achieved using neural networks clearly show that 
the  best  results  used  tuples  that  included  Speaker,  while  the 
worst results used tuples that included DAT and Addressee. The 
results  achieved  using  Markov  chains  neither  clearly  support 
nor  negate  this  with  respect  to  Speaker  and  Addressee,  as 
Speaker  and  Addressee  are  spread  evenly  over  the  best  and 
worst results. They disagree a bit with respect to DAT, as the 
most tuples that include DAT are among the best results. Still, 
the result achieved using Markov chains that had the highest 
performance used tuples of type <S>. It is believed that Speaker 
is  the  most  important  element  of  tuples  to  recognize  MATs 
when the meeting activity boundaries are known. 
A curious difference exists between the results of this research 
and the results of [Tom06]. When neural networks were used to 
recognize  MATs  using  unigrams  of  tuples  of  type  <S>,  they 
were  basically  doing  the  same  as  what  had  been  done  in 
[Tom06]  when talkativity was used: because neural networks 
used the relative time each dialogue act occurred in a meeting 
activity, if they were of type <S>, there were just four possible 
dialogue acts: one for each participant. The relative time each 
dialogue act occurred was thus the same as the talkativity of the 
corresponding  participant.  However,  there  is  a  considerable 
difference in performance between this research and [Tom06]: 
neural  networks  with  10  hidden  neurons  using  unigrams  of 
dialogue acts of type <S> achieved a performance of 57% in this research and neural networks with 10 hidden neurons using 
talkativity  achieved  a  performance  of  68%  in  [Tom06].  This 
difference  can  only  seem  to  be  explained  by  differences  in 
approach or set-up of the experiment. It was realized late on in 
the research that one specific configuration of this experiment 
should achieve the same results as one of the configurations of 
the experiment done in [Tom06]. Because of time constraints, 
there  was  no  time  available  to  investigate  and  to  tweak  the 
experiment in order to come up with the source of the difference 
in performance, unfortunately.  
Resegmentation had a positive influence on the performance of 
both  Markov  chains  and  neural  networks.  However,  the 
difference  in  performance  was  only  significant  for  Markov 
chains. 
4.2.1  Confusion Matrices 
The confusion matrices of Markov chains and neural networks, 
as shown in table 10 and table 14, are similar. Presentation was 
recognized quite well, which is not surprising, as it is the only 
MAT  in  which  one  participant  speaks  most  of  the  time. 
Discussion  and  Brainstorm  were  difficult  to  distinguish  from 
each  other,  as  expected.  Both  are  ‘spread’  evenly  over 
Discussion and Brainstorm. If Discussion/Brainstorm had been 
combined,  the  performance  of  Markov  chains  on 
Discussion/Brainstorm  would  have  been  78%  and  64%  for 
neural networks. 
A  remarkable  aspect  about  both  confusion  matrices  is  that  a 
significant portion of Discussion is classified as Presentation. It 
is  believed  that  this  is  caused  by  discussions  in  which  one 
participant speaks most of the time, which makes the meeting 
activity look like a presentation. However, this was difficult to 
confirm.  
Other is recognized quite badly by Markov chains, as only 44% 
is classified as Other. It was difficult to determine the cause, but 
a possible explanation is that there are a lot of meeting activities 
annotated as Other that are shorter than was ‘allowed’. Table 1 
indicates that the median of the length of meeting activities of 
type Other is about half a minute, which means that there are a 
lot  of  short  meeting  activities,  in  which  perhaps  just  a  few 
dialogue acts are performed. The short meeting activities may 
contain insufficient information to be able to reliably recognize 
the MAT. 
4.2.2  Comparison 
The  best  performance  was  achieved  in  [Tom06]  by  using  a 
decision  tree  with  speaker  frequencies  or  with  unigram 
frequencies of conversational states as features, and by using a 
parametric classifier with speaker frequencies as features. The 
performances  achieved  in  this  research  and  in  [Tom06]  are 
compared in table 23. 
 
Table 23. Comparison of performances achieved in this 
research and in [Tom06]. 
Technique  Features  Performance 
Parametric 
classifier 
Speaker frequencies  71% 
Decision tree  Speaker frequencies  71% 
Decision tree  Unigram frequencies  68% 
Markov chain  <S> with smoothing  59% 
Baseline  <S>  41% 
Neural network  Unigrams of <S, DAT>, 5 
hidden neurons 
67% 
Baseline  <S, DAT>  39% 
 
As  can  be  seen  in  table  23,  the  performance  achieved  using 
Markov  chains  is  about  10%  lower  than  the  performances 
achieved in [Tom06] and than the performance achieved neural 
networks.  The  performance  achieved  with  neural  networks  is 
comparable to the performances achieved in [Tom06]. 
4.3  MAT Recognition With Unknown 
Boundaries 
As can be seen in table 18, the best performance achieved using 
HMMs  was  50%.  Like  the  results  achieved  using  Markov 
chains  and  neural  networks,  the  results  can  be  split  in  two 
groups, using table 19. It is clearly shown in table 24 that the 
best results used tuples that did not include Speaker. The worst 
result was achieved using only Speaker. This is remarkable, as 
the  best  results  achieved  for  MAT  recognition  with  known 
meeting activity boundaries did include Speaker. It is unclear 
why Speaker would negatively influence the performance, as it 
only provides additional information. 
 
Table 24. Composition of tuples in best and worst group of 
results achieved using HMMs. 
D    DAT   
A      A 
DA 
BEST 
  DAT  A 
SA  S    A 
SDA  S  DAT  A 
SD  S  DAT   
S 
WORST 
S     
 
4.3.1  Comparison 
As there isn’t previous research available to compare the results 
with,  the  results  are  compared  to  the  manual  annotations 
described in section 2.1.1. 
The best average agreement achieved using HMMs was 50%. 
Considering that the average annotator agreement of meetings 
IS1001a, IS1003b and the second annotation of IS1003d was 
58% and the baseline was 41%, an agreement of 50% is quite 
reasonable. 
4.4  Presenter Recognition 
Although  the  research  of  [GM80]  did  not  directly  concern 
presenter recognition, it was believed that the conclusion that 
was drawn – that information about talkativity and receptivity is 
more useful than just information about talkativity – might also 
apply there. That conclusion was not visible in the results of 
this  research,  however.  The  results  achieved  using  just 
talkativity were very good already, using both talkativity and 
receptivity only achieved comparable results. 
5.  CONCLUSION 
In this research, it was attempted to find out if dialogue acts are 
a viable means of recognizing the MAT of meeting activities 
with known and unknown boundaries and if so, what type of 
dialogue acts and what parameters can be used best. The results 
clearly showed that a relationship exists between dialogue acts 
and the MAT. 
Given the feature sets that were used, neural networks are better 
at  recognizing  the  MAT  of  meeting  activities  with  known 
boundaries than Markov chains. The best performance that was 
achieved  was  67%,  using  neural  networks  and  unigrams  of 
tuples  of  type  <S,  DAT>  with  5  hidden  neurons.  The  best results  were  not better than the results achieved in [Tom06]. 
Given the results achieved using neural networks and Markov 
chains, it is believed that Speaker is the determining factor for 
achieving good results. 
A reasonable result, not much lower than achieved by humans, 
was achieved using HMMs in recognizing the MAT of meeting 
activities with unknown boundaries. For this recognition task, 
the results indicate that the best results can be achieved by not 
using Speaker. 
Although the performance is not yet high enough to be useful in 
real-world applications, it is believed that dialogue acts are a 
viable  means  of  recognizing  the  MAT.  First,  the  amount  of 
agreement  in  the  source  data  should  be  raised,  so  that  the 
classifiers are trained with less errors. Secondly, dialogue acts 
contain  more  information  than  just  talkativity,  i.e.  DAT  and 
Addressee, which can be used to achieve a higher performance 
than can be achieved using only talkativity. 
It was also attempted to find out if dialogue acts are a viable 
means of recognizing the presenter of presentations with known 
boundaries  and  if  so,  what  type  of  dialogue  acts  and  what 
parameters  can  be  used  best.  The  results  showed  that  the 
presenter  of  a  presentation  can  be  recognized  with  a 
performance of 99% by using the talkativity of the participants. 
It is therefore believed that dialogue acts are a viable means of 
recognizing  the  presenter.  Although  neural  networks  can  be 
used to achieve comparable results, using a discriminant that 
selects the participant with highest talkativity is much faster and 
consumes  far  less  resources,  and  it  is  advised  to  use  that 
technique. 
5.1  Future Research 
While a good way of recognizing of presenters now exists, the 
recognition of MATs should be improved considerably before it 
can be applied in the real world. 
There is a matter that should be taken care of first, however. It 
is important that a number of well-chosen meeting activity types 
are defined. A problem for this research was that it wasn’t clear 
whether  different  annotators  had  the  same  idea  of  what  the 
MATs meant and whether they used the same annotation rules. 
This  problem  was  mitigated  somewhat  in  this  research  by 
measuring  the  degree  of  agreement  and  by  adjusting  to  the 
results of a comparison, but this should be done differently in 
the future. 
For  example,  the  question-answering  part  of  Discussion  (i.e. 
closed questions) could be merged with Brainstorm, while the 
part  of  Discussion  where  the  participants  are  just  talking 
without a clear goal could be made into a separate MAT. The 
dialogue  act  annotations  of  meetings  should  be  studied  to 
determine  if  they  reveal  any  new  MATs,  perhaps  by  using 
clustering techniques. 
As  can  be  seen  in  table  25,  the  DATs  are  distributed  quite 
unevenly in the data set. Over half of the time dialogue acts are 
of the type Inform. These dialogue acts must contain much data, 
which  can  be  extracted  by  grouping  the  original  DATs  into 
more specific DATs than Inform. A prerequisite is, however, 
that the agreement between annotators on the DATs grouped 
into Inform is raised. 
 
Table 25. The distribution of DATs in the data set (repeated 
from table 5). 
DAT  Relative time 
Inform  58% 
Elicit  7% 
Other  15% 
Backchannel  3% 
Suggest  17% 
 
It  would  be  interesting  to  do  more  with  certain  repeating 
patterns of dialogue acts. For example ABAB, which could be 
viewed as participant A asking something to B, B answering, A 
replying, B replying. Using bigrams of dialogue acts is the first 
step  in  looking  at  patterns.  It  is  unfortunate  that  the  use  of 
bigrams  was  limited  by  time  and  computer  resources  in  this 
research. 
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Table 26 and table 27 show the distribution of DATs in the data set before and after grouping the DATs. 
 
Table 26. The distribution of DATs in the data set per MAT, before grouping. # = number of dialogue acts,  %T↓ = relative time of DATs in MAT, %T→ = relative time of DAT in 
MATs. 
MAT →  Presentation  Discussion  Brainstorm  Other  Total 
DAT ↓  #  %T↓  %T→  #  %T↓  %T→  #  %T↓  %T→  #  %T↓  %T→  #  %T↓  %T→ 
Inform    1209  57  54  678  41  21  598  34  20  277  23  5  2762  44  100 
Assess  299  5  24  402  12  29  472  13  35  187  12  13  1360  10  100 
Be-Positive  91  2  28  57  3  21  73  3  27  94  7  23  315  3  100 
Be-Negative  9  0  42  2  0  9  1  0  15  6  1  34  18  0  100 
Comment-About-Understand.  59  1  22  83  2  34  62  1  25  54  3  19  258  1  100 
Suggest  321  14  41  144  12  19  278  20  33  100  10  7  843  15  100 
Offer  59  2  49  28  2  17  13  1  8  39  5  25  139  2  100 
Elicit-Inform  89  2  25  136  7  42  73  3  20  70  5  13  368  4  100 
Elicit-Offer-Or-Suggestion  26  1  43  11  1  19  16  1  30  8  1  8  61  1  100 
Elicit-Assessment  31  1  16  56  3  38  59  3  38  20  2  9  166  2  100 
Elicit-Comment-Understanding  30  0  54  16  0  32  8  0  8  3  0  7  57  0  100 
Backchannel  318  2  27  323  4  27  407  4  33  88  4  13  1136  3  100 
Fragment  385  7  29  386  10  24  459  12  31  273  16  16  1503  10  100 
Stall  270  3  45  172  2  18  219  3  23  97  5  15  758  3  100 
Other  62  1  29  41  1  14  38  1  14  102  8  44  243  2  100 
Total  3258  100  42  2535  100  23  2776  100  25  1418  100  10  9987  100  100 
 
Table 27. The distribution of DATs in the data set per MAT, after grouping. # = number of dialogue acts,  %T↓ = relative time of DATs in MAT, %T→ = relative time of DAT in 
MATs. 
MAT →  Presentation  Discussion  Brainstorm  Other  Total 
DAT ↓  #  %T↓  %T→  #  %T↓  %T→  #  %T↓  %T→  #  %T↓  %T→  #  %T↓  %T→ 
Inform  1667  66  47  1222  58  23  1206  53  23  618  46  8  4713  58  100 
Suggest  380  17  42  172  14  19  291  20  30  139  15  9  982  17  100 
Elicit  176  4  26  219  11  37  156  7  26  101  7  11  652  7  100 
Backchannel  318  2  27  323  4  27  407  4  33  88  4  13  1136  3  100 
Other  717  11  32  599  14  22  716  16  27  472  28  19  2504  15  100 
Total  3258  100  42  2535  100  23  2776  100  25  1418  100  10  9987  100  100 
 