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Recent advances in genome-wide mapping and imaging techniques have strikingly improved the
resolution at which nuclear genome folding can be analyzed and revealed numerous conserved fea-
tures organizing the one dimensional chromatin fiber into tridimensional nuclear domains. Under-
standing the underlying mechanisms and the link to gene regulation requires a cross-disciplinary
approach that combines the new high-resolution techniques with computational modelling of chro-
matin and chromosomes. The present chapter discusses our current understanding of generic aspects
of chromosome behaviour during interphase. In particular, we present explanations from polymer
physics for the emergence of the universal “territorial” folding of chromosomes above the Mbp scale
and the sequence-dependent formation of topologically associating domains (TADs) below the Mbp
scale.
I. INTRODUCTION
Eukaryotic genomes are partitioned into single, in-
dependent functional units, the chromosomes. Each
chromosome contains a unique, polymer-like filament of
double-helical DNA carrying the genetic information. Its
total length can be measured in basepairs (bp) or, more
commonly for very long chromosomes, thousands (kilo-
basepairs, kbp) or millions of basepairs (mega-basepairs,
Mbp). With a total of ≈ 7.0 × 109 bp split into 2 × 23
chromosomes, Homo sapiens is fairly typical for the esti-
mated (8.7±1.3)×106 [1] species of eukaryotes currently
living on our planet. Chromosome numbers range from
2 × 4 for Drosophila to 2 × 225 in a butterfly species [2]
and reach of the order of 1000 in some polyploid ferns [3].
Genome sizes are between ≈ 2.4 × 107 bp for budding
yeast (Saccharomyces cerevisiae) and can reach ≈ 1011
bp in amphibians and flowering plants [4, 5]. On the
other hand, chromosome sizes can be either as small as
∼ 0.2 Mbp in S. cerevisiae [6] or as large as in the case
of the Japanese plant Paris japonica where one single
chromosome amounts to ∼ 4× 103 Mbp [7].
For most of the time of the cell cycle, namely during
the so-called interphase between cell divisions, the chro-
mosomes of eukaryotic cells are confined to a specialised
region, the nucleus [8]. Chromosome folding inside the
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nucleus is highly variable, but not random [9], and in-
creasingly studied with visual and chromosome capture
techniques (see, for instance, Ref. [10–13] and Part III
of this book). In the present, brief review, we concen-
trate on features of interphase chromosomes, which can
be understood in terms of the same theoretical and/or
computational tools [14–17] which have been successfully
applied to synthetic polymers and the related fields in
soft matter physics [18–20]. In particular, we present ex-
planations from polymer physics for the emergence of (1)
the universal “territorial” [21–23] folding of long chromo-
somes above the Mbp scale; (2) the sequence-dependent
formation of topologically associating domains (TADs)
below the Mbp scale [24, 25]. The manuscript is orga-
nized as follows: in sections II A and II B we summarise
relevant experimental observations, while the theoretical
and modelling results are discussed in sections III and IV.
We conclude in section V and discuss perspectives for fu-
ture work.
II. EXPERIMENTAL INSIGHT ON NUCLEAR
GENOME ORGANIZATION: FROM DNA TO
TADS AND CHROMOSOME TERRITORIES
To fix ideas and introduce the subject, consider the ex-
ample of the human genome. The nuclei of human cells
have a linear diameter of ≈ 10 microns (µm) and contain
DNA with a total contour length of about 2 meters [8].
Stretched out to their full extension of a few centimeters,
the DNA of individual human chromosomes exceeds the
diameter of the nucleus by more than three orders of
magnitude. The association with histone proteins leads
2to compaction [8]. However, with a contour length in the
millimeter range, the resulting chromatin fibers are still
strongly folded when confined to the nucleus [26]. Owing
to the refinement of experimental techniques, consider-
able progress has been made in recent years in investi-
gating the nuclear structure and dynamics. In particular,
biologists have now access to positions and distances [9],
mobilities [27] and contact probabilities [28] for (pairs of)
specific genomic loci. Variations between different chro-
mosomes, cell types, species in the spatial organisation
of the genome and the response to specific environmental
stimuli provide important specific insights into structural
mechanisms of genome activity regulation. In contrast,
the generic (i.e., sequence-independent) chromosome be-
havior emerges by averaging experimental data over dif-
ferent genomic sequences or between different cells.
A. Universal aspects of chromosome folding
During interphase, chromosomes decondense and ap-
pear to loose their identity. However, confirming [33] pio-
neering observations by Carl Rabl [34] dating back to the
ending of XIX century, FISH-labelling reveals a remark-
able universal motif in nuclear organisation: chromo-
somes occupy distinct territories and do not mix [9, 35].
Disregarding sequence and considering chromosome fold-
ing as a function of genomic distance reveals additional
interesting features (Fig. 1). In panel a we show a com-
pilation of experimental data for the mean-square spatial
distance, 〈R2(Nbp)〉 as a function of the number of base
pairs (bp), Nbp, separating two sites along a chromosome.
Panel b contains sequence averaged contact probabilities,
pc(Nbp). All biological specificity is suppressed: in fact,
data for yeast and human chromosomes nicely super-
pose on corresponding length scales (around 0.1 Mbp).
Moreover, and as often in polymer physics, the data ex-
hibit power law behavior with 〈R2(Nbp)〉 ∝ N2νbp and
pc(Nbp) ∝ N−γbp characteristic of fractal structures [16].
But unlike textbook [14–16, 36] polymers in concentrated
solutions where ν = 1/2 and γ = 3/2, the large scale be-
havior of long chromosomes seems to be characterized by
“non-canonical” exponents ν ≈ 1/3 [37] and γ ≈ 1 [28]
(Fig. 1). In section III, we will rationalize these observa-
tions in terms of a coherent theoretical framework based
on polymer physics.
B. Sequence-specific aspects of chromosome folding
In recent years, genome-wide chromosome conforma-
tion capture techniques (HiC [28]) have revealed repro-
ducible, sequence and epigenetic state dependent features
in the nuclear organization of chromatin, at the sub-
chromosomal (. 1 Mbp) scale (Fig. 2a). They are in-
terpreted as a 3D segmentation into topologically associ-
ating domains (TADs) characterized by an enrichment of
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FIG. 1: Experimental behavior of interphase chromosomes
(symbols) compared to generic polymer models (solid lines).
(a) Mean-square internal distances, 〈R2(Nbp)〉, between ge-
nomic sites separated by Nbp Mbp along the chromatin fiber:
experimental results for interphase yeast [29] and human chro-
mosomes [30, 31] obtained by FISH (symbols), compared to
the worm-like chain (WLC) model (black line) and the crum-
pled ring model [32]. The inset reproduces FISH data from
the “equilibrated” 4p16.3 terminal region on human chromo-
some 4 [22]. The crumpled ring model deviates only from
data for the anti-ridge region on human chromosome 1. (b)
Average contact probabilities between genomic sites: experi-
mental results for human and mouse chromosomes in different
cell lines measured by HiC [24, 28] (symbols), and correspond-
ing predictions for the WLC model and the crumpled ring
model (solid lines). (c) Overlap parameters corresponding to
the data shown in (a). Taken together, these data are consis-
tent with expected deviations from the ideal WLC behavior
(black lines) occurring in the “bulk” of eukaryotic chromo-
somes when
ρbp
Ne
〈R2(Ne)〉3/2 ≡ 20, with Ne ≈ 105bp (vertical
dashed lines).
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FIG. 2: (a) Contact frequency map across chromosome 3R of Drosophila melanogaster based on HiC data [25] at 30 kbp bin
size. The checker-board-like pattern of long-range contacts allows the definition of two compartments A and B (black and white
segmentation at the top). The local chromatin states [38] are given at the right-hand side (red for active, blue for facultative
heterochromatin, green for constitutive heterochromatin and black for null heterochromatin). (b) Zoom on the 23-24.3 Mbp
region at 10 kbp bin size showing the local segmentation into TADs. (c) Block copolymer model of chromatin: each monomer
is characterized by a chromatin state. Short-range specific interactions are considered between monomers of the same state.
(d) Illustration of the predictive outcome of the copolymer model for the region displayed in (b).
intra-domain contact frequencies and a partial 3D insu-
lation between adjacent domains (Fig. 2b) [39, 40]. Their
sizes vary from few kbp up to Mbp. TADs are observed
in many species ranging from yeast to human [41], and
have been shown to be conserved during cellular differ-
entiation [42] and even between close species [40, 43].
At larger scales, HiC maps of higher eukaryotes dis-
play a characteristic cell-type specific checker-board-like
pattern where TADs engage in long-range interactions
(Fig. 2a) [28]. Statistical analysis of the local enrichment
(or depletion) of contacts compared to the average behav-
ior has demonstrated the presence of two main compart-
ments (often named A and B) that partition the genome
at a higher scale: contacts between genomic regions or
TADs belonging to the same compartment are more fre-
quent than between regions of different ones [28, 44]. In
general, the A compartment is mainly composed of ac-
tive – euchromatic – regions while B is more repressed
and heterochromatic. These compartments may eventu-
ally be subdivided into sub-compartments, characteriz-
ing sub-states of the chromatin [25, 43]. This highlights
the strong correlation between the global 3D chromatin
organization and the local activities or states of the chro-
matin [25, 38, 45, 46].
A key question concerns the mechanisms behind the
formation of TADs and compartments. Again, polymer
physics may be a powerful tool to build minimal mod-
els for investigating the validity of proposed processes.
In section IV, we will discuss the role of specific inter-
actions in heteropolymer models, which can selectively
stabilize some of the transiently appearing branched loop
structures from the generic homopolymer models to be
discussed in section III.
III. UNIVERSAL ASPECTS OF CHROMOSOME
FOLDING: POLYMER THEORY
We begin our analysis with the large-scale, generic fea-
tures of chromosome folding summarised in section II A.
4This choice is not obvious. Physical modelling proceeds
from small to large scales and one might be tempted to
dismiss the generic features as a “vague echo” of biologi-
cally relevant structures, which are defined through con-
tacts between specific genomic sites and which are main-
tained by a complex, evolved molecular machinery. The
fractal nature of the chromosome conformations would
then be a mere curiosity. Instead, we adopt (and ex-
plain) the opposite point of view that sequence averag-
ing reveals the generic, polymer-like structure and dy-
namics of interphase chromosomes. We show that the
available experimental evidence for their behavior can be
quantitatively predicted by maximizing the entropy of a
chromatin fiber model under the constraint that chromo-
somes are free of knots and not entangled with each other
(brown solid lines in Fig. 1). As a consequence, and as
largely emphasized at the end of section II A, the emerg-
ing picture of the folding of interphase chromosomes de-
parts from the “traditional” one for linear chains in equi-
librated solutions or melts [14, 36]. In particular, we be-
lieve that the proper modelling of topological constraints
and the largely knot-free microscopic topological state of
interphase chromosomes prior to replication represent an
essential features of models for sequence specific aspects
of chromosome folding.
A. Chromatin fiber entanglement
Given the controversial fiber structure [47] and the
complexity of chromatin on the molecular scale, it is far
from obvious, that polymer physics has relevant quali-
tative or even quantitative insights to offer. A polymer
model characterizes chains by their contour length, L,
and their Kuhn length, lK , as a measure of the chain
stiffness. For contour lengths L lK thermal fluctuation
have little effect and the chains are effectively rigid with
mean square end-to-end distances 〈R2(L)〉 = L2 and ν =
1. For L  lK , equilibrated linear chains exhibit ran-
dom coil statistics with 〈R2(L)〉 = lKL and ν = 1/2. In
this regime, the contact probability, pc, between two seg-
ments scales like pc(L) ∼ (L/lK)−γ with γ = 3ν = 3/2.
The crossover for L ≈ lK can be conveniently described
by the worm-like chain (WLC) model [48, 49], excluded
volume interactions being screened in concentrated solu-
tions [14]. For 30nm chromatin fibers, L = 0.01Nbp nm
and lK ≈ 300 nm [29]. For the locally much less com-
pact 10nm fibers, a simple estimate [50] assuming un-
correlated orientations of subsequent nucleosomes yields
L = 0.125Nbp nm and lK ≈ 25 nm. Interestingly, the
two fiber models predict with 〈R2(Nbp)〉 ≈ 3Nbp nm2
identical mean-square internal distances in the random
walk regime for genomic distances larger than ≈ 30 kbp,
suggesting that this estimate should be relatively robust
and even apply to fibers, whose local structure alternates
between dense 30nm and open 10nm conformations [51].
As shown in Figs. 1a and 1b, the predictions of the WLC
model (black lines) are in reasonable agreement with the
sequence-, cell-type and species-averaged experimental
data for genomic distances up to ≈ 100 kbp and, in ex-
ceptional cases such as equilibrated telomeric regions [22],
even on the Mbp scale.
Similarly to macroscopic strings tied into knots, diffus-
ing polymer chains can slide past each other, but their
backbones cannot cross. The resulting topological con-
straints [52, 53] start to affect polymers beyond the so
called entanglement length, Ne [14]. According to the
packing argument for loosely entangled chains [54–56],
Ne can be determined from the condition that the so-
called overlap parameter, Ω(Nbp) ≡ ρbpNbp 〈R2(Nbp)〉
3/2
,
reaches a characteristic threshold, Ω ≡ 20 [32, 54–56].
For typical nuclear densities of ρbp ≈ 0.011 bp/nm3 both
fiber models suggests an entanglement length for genomic
DNA of the order of [22]
Ne = 1.2× 105bp. (1)
Note, however, that this crucial length scale is strongly
density dependent [19, 56]. The relevance of topological
constraints for the structure of chromosomes can be ver-
ified directly from the experimental data. In panel 1c we
have plotted dimensionless packing ratios inferred from
FISH data. Comparison with panels 1a and b shows that
deviations from the worm-like chain behavior set in on
length scales, where the overlap parameter approaches
the entanglement threshold of 20. Qualitatively, the con-
stant overlap parameter on large scales is compatible with
a ν ≈ 1/3 regime, where the chain extension is controlled
by the entanglement threshold. The corresponding time
scale for the onset of entanglement effects, τe ≈ 32s, can
be estimated [22] by reinterpreting the anomalous dif-
fusion of a fluorescently-labeled site [57] in terms of the
characteristic slowing down of the polymer motion on the
entanglement scale.
B. Chromosome conformations as crumpled,
randomly branched ring polymers in solution
For linear chains, topological constraints are transient.
Typically, they dominate the viscoelastic behavior of
long-chain melts or solutions [14, 58], but do not affect
the equilibrium statistics as the systems remain ergodic.
However, this may not be taken for granted in the case of
chromosomes. With entanglement times, τe, in the range
of minutes and an effective size of Z = Nbp/Ne = 1000
entanglements, equilibration of the microscopic topologi-
cal state via reptation [59] is expected [22, 60] to require
centuries as τmax = Z
3τe. As a consequence, the topolog-
ical state of interphase chromosomes prior to replication
is not random but identical to the topological state dur-
ing the preceding metaphase step of the cell cycle. In
particular, there are no topological links different chro-
mosomes.
Grosberg et al. [21] were the first to argue along these
lines, that chromosomes should be in an essentially un-
knotted state to perform their function. In particular,
5FIG. 3: Illustration of a randomly branched (“lattice tree”-
like [32]) ring conformation (rainbow-colored line) with topo-
logical constraints ideally represented as an array of fixed ob-
stacles (black dots, see Refs. [59, 65]). In reality, topological
constraints are not permanent as they are constituted by sur-
rounding rings which are all subjected to the same stochastic
Brownian motion.
they suggested that due to topological constraint chro-
mosomes should fold and interpenetrate differently from
polymers in equilibrated melts or semi-dilute solutions.
To describe such conformations, they drew an analogy
to crumpled globules resulting from the rapid collapse of
an isolated polymer chain, which initially preserve the
(nearly) unknotted topological state of the good solvent
conformation [61]. Recently, this view received strong
support from the interpretation of their HiC data by
Lieberman-Aiden et al. [28], even though the analogy,
when taken too literally, does not seem to lead to well-
defined structures [62].
As an alternative, two of us (RE, AR) considered [22]
the opposite process of decondensing initially unknot-
ted and spatially separated (and hence topologically un-
linked) metaphase chromosomes in solutions with con-
centrations corresponding to interphase nuclei. Us-
ing a carefully mapped, parameter-free model of chro-
matin fibers, we were able to reproduce the experimental
data [22, 63]. In particular, we were able to show that
the bulk of our linear model chromosomes exhibited the
same behavior as corresponding equilibrated, semi-dilute
solutions of unentangled ring polymers, which show the
same “territorial” behavior as interphase nuclei [64].
Understanding this behavior has been a long-standing
problem in polymer physics [18, 32, 61, 64, 66–75].
Khokhlov and Nechaev [66] and Rubinstein [69] were
the first to argue that such rings should adopt ran-
domly branched, doubled folded conformations, which
reduce the threadable surface they present to each other.
Fig. 3 illustrates the notion of topologically constrained,
randomly branched ring conformations. In a recent
study [32], two of us (RE, AR) have validated this idea
by developing it into a quantitative multi-scale approach,
where a computationally efficient Monte Carlo method is
used to generate branched polymer conformations [76],
which are subsequently “fine-grained” to corresponding
off-lattice conformations of non-concatenated and un-
knotted rings for the fiber model. While the generated
FIG. 4: (a) Model conformations of 64 interacting ring poly-
mers, described by the lattice tree model with excluded vol-
ume interactions [32]. The contour length of each ring is
Nr = 108 Mbp or Zr ≡ Nr/Ne = 900, corresponding to the
typical size of a human (mammalian) chromosome. (b) Single
ring conformation. (c) Ring portion from the single ring con-
formation in (b), corresponding to Z = 40. Boxes indicate the
volume,
(
ρbp
Nr
)−1
, available to corresponding configurations at
the nominal chromatin density, ρbp = 0.011bp/nm
3 [22].
conformations are in excellent agreement with the results
of brute-force equilibration for Z ∼ 100, the multi-scale
approach provides access to much larger system sizes.
As in our original study [22], all results can be quan-
titatively mapped to experimental data for chromatin.
With M = 64 rings of length Zr = 900 our largest sys-
tems are comparable in size to the nucleus of a human
cell (Fig. 4). Fig. 4a illustrates the characteristic segrega-
tion of ring polymers and qualitatively reproduces [22, 64]
chromosome territories [9]. Remarkably, Fig. 1 demon-
strates (brown lines) that our parameter-free model
quantitatively reproduces the available FISH [29, 30] and
conformation capture data [24, 28]. Similarly, the re-
ported aspect ratios of chromosome territories of 4.5 :
2.9 : 1.0 [77] closely agree with asymptotic values of 4.9 :
1.9 : 1.0 from the (interacting) lattice tree model. The
effective exponents ν = 0.32±0.01 and γ = 1.11±0.01 we
6observed in this regime agree with the reported behavior
of interphase chromosomes.
Two length scales emerge. First, branching sets in
on the entanglement scale of ∼ 100 kbp. Interestingly,
this is in excellent agreement with the average size of
chromatin loops regulated during meiosis [78], and with
typical genomic distances between enhancers and corre-
sponding transcription start sites, as reported in a re-
cent study employing chromosome conformation capture
techniques [79]. Second, the structures become locally
compact (Fig. 1a) on the scale of ∼ 1 Mbp or Z ∼ 10
entanglements, i.e. on the TAD scale. Figure 4b and c
illustrate that the territorial segregation also persists in-
side chromosomes down to this scale, but not below. As
anticipated by Grosberg et al. [21, 61], our results for ring
polymers [32] are relevant to linear chromosomes due to
a separation of time scales [22] illustrated in Fig. 5: the
times scale for the relaxation of the microscopic topo-
logical state of human chromosomes (of the order of cen-
turies, estimated as τeZ
3
chr [22, 59, 60] as a function of the
total chromosome size Zchr = O(103) or Nchr = 108bp)
far exceeds the time required for the structural relax-
ation of a topologically constrained chromosome on local
scales Z ≤ Zchr (estimated as τeZ5/2 in the ideal lattice
tree regime [65] and estimated from relaxation times in
Molecular Dynamics simulations of our fiber model). In
particular, we find that during the typical length of a
cell cycle of ≈ 24hours [8] the local equilibration of chro-
mosomes structure should also proceed up to the ≈Mbp
scale.
To summarise, the structures emerging from topo-
logical constraints in non-concatenated ring melts share
many generic features of interphase chromosomes. The
chains may be said to be crumpled [21, 61], to exhibit a
form of random looping [31, 80], and to segregate in sub-
compartments [37]. There are similarities to the crum-
pled or fractal globule model of chromosomes [21, 28, 32],
but also important differences in that the absence of sur-
face tension in the many-chain system leads to strongly
interpenetrating, aspherical territories. As these phe-
nomena spontaneously emerge in suitable polymer mod-
els [22], the approach can explain rather than describe
generic features of interphase chromosomes, quantita-
tively predict the emerging characteristic length scales,
and be integrated into more detailed models addressing
sequence-specific aspects of chromosome folding.
IV. SEQUENCE SPECIFIC ASPECTS OF
CHROMOSOME FOLDING: POLYMER THEORY
Our ability to predict the sequence-averaged struc-
ture suggests that we have reached a quantitative, phys-
ical understanding of one important aspect of chromo-
some folding. However, the discussion presented in sec-
tion II B clearly points out that there are many aspects in
chromosome biology, which are intimately connected to
the DNA sequence. Motivated by the observed correla-
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tions between the 1D chromatin states and the 3D chro-
matin organization, heteropolymer models have started
to emerge which explicitly consider the coupling between
chromatin structure and function [81–94]. These models
posit that chromatin folding might likely be driven by di-
rect or effective specific short-range interactions between
genomic loci. While the existence of effective interac-
tions in heterogeneous polymers is well established [95],
the microscopic foundations of these interactions are still
unclear but, in the case of chromatin, may originate from
(1) local direct chromatin-chromatin interactions medi-
ated by chromatin-binding proteins with sequence- or
epigenetic-specific affinities [96–98] (“block copolymer”
model [87] or “binder” models [81, 83]; (2) chromatin
fibers with different local packing ratios (“10nm/30nm”-
mixed-fibers model [51]) depending for example on epi-
genetics or gene activity [99]; (3) non-thermal active
(ATP-consuming) processes like transcription or chro-
matin remodelling [100] (“activity-based segregation”
model [86]).
In the following, we are going to focus on some re-
cent ideas [87, 101] concerning the connection between
polymer physics and the formation of sub-Mbp domains
(TADs) inside chromosome territories. Chromatin is
modeled as a block copolymer where blocks corresponds
to consecutive monomers with an identical chromatin
state (Fig. 2c). The dynamics of the chain is then con-
trolled by thermal fluctuations, excluded volume, even-
tually bending rigidity of the fiber,and attractive short-
range interactions between monomers of the same state.
In Drosophila melanogaster, two of us (CV, DJ) have
extensively studied the behavior of such model at the
Mbp scale [87, 101] (Fig. 2d). As explained in sec-
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FIG. 6: Contact frequency maps predicted by the copolymer model for the genomic region of Drosophila displayed in Fig. 2b,
obtained by varying gradually the strength of specific interactions between monomers of the same state. System varies contin-
uously from an unstructured, coil phase (a) to a microphase separation (c), exhibiting an intermediate regime consistent with
HiC experiments (Fig. 2d). For each phase, snapshots of typical configurations are shown. Results were obtained using kinetic
Monte-Carlo simulations of a model polymer on lattice (see [101]).
tion III, systems can structurally equilibrate at this scale
and we neglected topological constraints in the crossover
regime to territorial behaviour. Numerical investigations
of the block copolymer were performed using either stan-
dard Molecular dynamics or kinetic Monte-Carlo simula-
tions or an efficient self-consistent Gaussian approxima-
tion [87, 102]. The qualitative behavior of the system
is independent of the chosen method. By varying the
strength of specific interactions, the systems exhibit a va-
riety of different phases (Fig. 6). For weak interactions,
configurations are characteristic of an unstructured, coil
phase (Fig. 6a). For strong attractive interactions, a
microphase separation is observed and large portions of
monomers of the same state occupied separate spatial
compartments leading to strong checker-board patterns
(Fig. 6c). In the intermediate regime, the systems show a
continuous crossover between the coil and the microphase
regimes (Fig. 6b). We observe the partial internal col-
lapse of blocks into TAD-like domains, followed by the
appearance of weak long-range stochastic interactions be-
tween TADs of the same chromatin state. The corre-
sponding 3D compartments may contain several TADs
but are transient and only weakly collapsed. As the in-
teractions become more attractive, the blocks experience
an internal θ-collapse transition to an equilibrium glob-
ule and long-range interactions become more and more
important, leading to the formation of long-lived larger
3D compartments. The precise shape of the phase dia-
gram, as well as the behavior of individual blocks, are
strongly dependent on the underlying pattern of chro-
matin states (size of blocks, number of different states,
etc.) [87, 101]. For example, larger blocks will start col-
lapsing at weaker interaction strength due to stronger
collective effects [101].
Experimental HiC data, with their evidence of the for-
mation of TADs and A/B compartments, are compatible
with the intermediate regime (Fig. 2d) where chromatin
blocks have partially collapsed into TADs and where
blocks of the same state transiently merge together into
dynamic 3D compartments resulting in the character-
istic weak checker-board pattern of A and B compart-
ments observed in HiC maps. This observation is con-
sistent with FISH microscopy experiments of Polycomb
bodies, spatial compartments associated with facultative
heterochromatin, showing that such bodies are indeed
highly dynamic inside the fly nucleus [103]. In this inter-
mediate regime, prediction of the time-evolution of the
contact maps shows that TADs form quickly first, fol-
lowed by the slow formation of long-range interaction.
This is again in agreement with HiC data on synchro-
nized cells along the cell cycle [104]. Another property
of systems in this regime is the internal compaction of
TADs that increases with the TAD size for a given in-
teraction strength. In Drosophila, this simple prediction
agrees nicely with the measurements on heterochromatic
TADs [101, 105]. Interestingly, for active – euchromatic
– domains, the compaction does not depend on the size,
again pointing out that active chromatin only weakly in-
teracts with itself. This may reflect a distinct local mode
of interaction between chromatin types: active chromatin
rather organizes locally via pairwise short-range bridging
between discrete specific genomic sites while heterochro-
matin may interact more continuously via clustering of
multiple chromatin loci. This is consistent with more
homogeneous internal contact patterns observed for in-
active domain and more complex interactome profiles for
active domains [106].
8V. DISCUSSION AND CONCLUSIONS
In this article, we have summarized the results of our
collective efforts to understand chromosome folding in
terms of polymer physics. In particular, we have dis-
cussed the physical origin of
1. The experimentally observed territorial (sec-
tion II A) chromosome structure. In our frame-
work, universal aspects of chromatin folding may be
understood by the thermal (Brownian) relaxation
of topologically-constrained chromatin fibers. Nu-
clei resemble solutions of densely packed unknotted
and unentangled ring polymers which form highly-
branched conformations (section III).
2. The formation and structure of so-called topolog-
ically associating domains (TADs). Here, they
arise as the consequence of the self-organization
and micro-phase separation of chromatin clus-
ters growing inside a model copolymer with
sequence-specific chromatin-chromatin interactions
(section IV). The model reproduces with re-
markable accuracy the check-board pattern of con-
tact matrices from HiC experiments in Drosophila
melanogaster (section II B).
While the reported agreement with available experi-
mental data is very encouraging, the two proposed ap-
proaches do not pretend to be exhaustive or give a com-
plete explanation to chromosome structure. What is
currently missing, which should be also considered as a
promising direction for future work?
First, to what concern the large-scale (& 1 Mbp) struc-
ture of chromosomes, we should ask if our computational
approach is pertinent in the presence of intra- and inter-
chromosomal contacts, of confinement by and attachment
to the nuclear membrane and matrix [107], or of tran-
scriptional activity. Is it really adequate, to either ne-
glect these features or to view them not as being designed
to cause looping, but as stabilizing the large scale con-
formation of chromatin fibers, which generically adopt
fluctuating branched loop structures? The topological
constraints lead to the confinement of chromosomes to
territories, which are one order of magnitude smaller
than the nucleus. This key aspect is thus properly repre-
sented in bulk studies at the nuclear density. Neglecting
confinement is nevertheless an approximation. In nuclei
with a few dozen chromosomes, none is very far from
the nuclear membrane, even though this finite size effect
should be less critical for the chromosome structure on
smaller scales. Concerning transcriptional activity, the
generic structure and the absence of long-lived entangle-
ments strikes us as a prerequisite for the activity (and
evolution) of transcription factories [108], rather than a
consequence [109] resembling self-organized active struc-
tures in the cytoskeleton [110]. We want to stress here,
that by all this we do not mean to imply that the nuclear
architecture of biological organisms can be understood
neglecting transcriptional activity, confinement by and
attachment to the nuclear membrane and matrix, intra-
and inter-chromosomal contacts and, in particular, the
evolved specificity distinguishing organisms and cell lines.
We rather propose to view them as stabilizing the large
scale conformation of dynamically branched loop struc-
tures of chromatin fibers rather than as having evolved
to create looped equilibrium structures in linear chains
in an origami-like [111] fashion. In this respect, we sug-
gest then that some care should be required in addressing
the role of specific interactions between different genomic
sites or linking chromosomes at designated points to the
nuclear membrane and or a nuclear matrix [107].
To conclude this part of the discussion, we believe that
topological constraints constitute an essential feature to
be retained in minimal models. These examples illus-
trate, that the discussion of the origin of the generic
structure is far from academic. Instead a quantitative
understanding of the interaction free “null model” is es-
sential for attempts to reconstruct or predict the three
dimensional structure [112, 113] or the dynamics of en-
tire cell nuclei. Given an initial conformation of chro-
mosomes (e.g., Rabl-like in Drosophila), and any other
known large-scale geometrical “static” constraint (e.g.,
shape of the nucleus, anchoring of centromeres [112], ...)
and, given a proper mapping of the simulation vs. real
time, such “null-models” are likely to provide a descrip-
tion of the large-scale structure and dynamics of nuclear
compartmentalization.
Second, regarding the small-scale structure (. 1 Mbp)
structure of chromosomes, we stress once again that our
experimentally-motivated working hypothesis that 3D
chromatin organization is driven by short-range specific
interactions between genomic regions sharing the same
chromatin state has mainly been quantitatively investi-
gated in Drosophila. As a matter of fact, it is still ques-
tionable in higher vertebrates like mammals. On this
point, it has been reported recently that about half of the
TADs in mammals contain strong loops between oriented
CTCF sites usually located at the two boundaries of the
domain [43]. While the formation of such loops can still
be explained using the same class of models [83, 90, 94],
the pivotal observation that looping mainly occurs be-
tween convergent CTCF sites [43] is incompatible with
short-range interactions [90, 92]. Recently, it was shown
that such observations are consistent with an active ex-
trusion mechanism [90, 92]. Protein complexes, puta-
tively cohesins or condensins, bind to chromatin and ex-
trude sequentially large DNA loops before eventually un-
binding or stopping at specific loci like CTCF sites hav-
ing the proper orientation. This model suggests that the
local 3D organization is controlled by the presence and
orientation of 1D barriers. Polymer models implement-
ing this mechanism have shown that TAD formation and
loop interaction at the corners of the domains could be
explained by the extrusion process. Moreover, such mod-
els can quantitatively predict the perturbed 3D organi-
zation after deletion, inversion or duplication of CTCF
9sites [39, 90, 114, 115]. They also provide a very elegant
mechanism for the formation of mitotic chromosomes and
for the separation of sister chromatids, arising from an
increase in the number of loop extruders coupled to a
decrease in the number of boundary elements [116, 117].
However, loop extrusion cannot account for long-range
communications between TADs, for the formation of the
A/B compartments or for interactions with the nuclear
membranes that are likely to be driven by genomic or
chromatin-associated information. Heteropolymer mod-
els accounting for both loop extrusion and specific short-
range interactions remain to be developed in order to
quantitatively describe within the same framework the
local and higher-order chromosome organization in mam-
mals.
Interestingly, a still open question is if the spatial or-
ganization of chromatin resulting (in part) from the clus-
tering of chromatin states is only a by-product of genome
activity or is actively participating to the local regulation
of the chromatin assembly and more generally to the reg-
ulation of the genome function. An attractive hypothesis
is that 3D domains (TADs, A/B compartments) would
correspond to nano-reactors: a few number of chromatin-
associated complexes co-localize in space, increasing their
local concentration and thus promoting their biochemi-
cal activity on chromatin. Nucleation by a small num-
ber of factors coupled to self-assembly or multimeriza-
tion of biomolecules leads to the formation of interaction
domains which further enhance, stabilize and/or perpet-
uate the active or repressed environment. TADs would
correspond to sub-reactors, having a role in either pre-
venting or facilitating the communication between dis-
tal regulatory genomic elements at the sub-Mbp scale
thus enhancing efficiency of genes co-activation or co-
repressions [41, 118]. Domain sizes through the control
of global compaction may have co-evolved in order to
increase the robustness of these regulatory contacts, for
example to motif mutations [41]. The (self-)assembly of
TADs into A/B compartments is a softer mode of regula-
tion where spatial confinement increase binding affinities
to the regulated sequences. Development of mixed mod-
els coupling the heteropolymer description to standard
gene or epigenetic regulation dynamics [119–121] would
certainly be very helpful in the near future to theorize
and quantify such concepts but also to interpret more
deeply experimental observations.
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