INTRODUCTION
There are three versions of the finite element method : the h-version, the p-version and the h-p version. The A-version is the standard one, where the degree p of the éléments is fixed, usually on low level, typically p = 1, 2, 3 and the accuracy is achieved by properly refining the mesh. The p-version, in contrast, fixes the mesh and achieves the accuracy by increasing the degree p of the éléments uniformly or selectively. The h-p version is the combination of both.
The standard A-version has been thoroughly investigated theoretically (see e.g. [1, % 2ô]-and others) and mafly^program codes are avaüable, both commercial and research. The ^-version and the h-p version are new developments. There is only one commercial code, the System PROBE (Noetic Technologies, St. Louis) (*)• Theoretical aspects have been studied only recently. The first theoretical paper appeared in 1981 (see [6] ). See also [2, 5, 7, 10, 11, 14] for most recent results. For the numerical, computational, implementational and engineering aspects of the h-p version we refer to [3, [21] [22] [23] [24] ,
The classical form of the error estimate for the /i-version with quasiuniform mesh is and the constant C(p) dépends onp in an unspecified way, (See e.g. [1, 9, 20] and others.)
The main purpose of this paper is to analyze the h-p version with a quasiuniform mesh and uniform p and get an error estimate which is simultaneously optimal in both/> and h, We show that the estimate (1.1) can be written in the form and C independent of h f p and u 0 . We will also prove estimâtes for the h-p version when the solution has singularities in the corners of the domain and in the case when essential (Dirichlet) conditions are prescribed but are not in the subspace of finite éléments. Finally, we will present a numerical example illustrating the applicability of the developed (asymptotic) theory in a range of h and p used in practice. method of the interpolation theory [8] . If / is an interval or a segment, then we define H k (I% \\*\\k t n *^0 analogously. For 0 < t < 1, we will dénote by 0 || . || f l the norm of the interpolation space (H°(I), Ho(/)) r This norm is equivalent to the || . || f f norm when t ^ _ . For t = -, we obtain a norm 4 which is not equivalent to the || • || I z norm (see [17] ). Moreover, if A is an end point of J, we may analogously define A |j . || 11 to be the norm of the spaee (H°(I) 9 
H\(I)) t where H l A (I) -{u € H^I), u(A) = 0} . Given p^>0, let
For any Ocz U 2 we will dénote p n = sup {diam (B)\B a bail in O}. The set of all algebraic polynomials of degree (total) less than or equal to p on O will be denoted by ^(O). By ^(O) we will dénote the set of all polynomials of degree less than or equal to p in each variable on O. For F cz R 2 a straight segment, we define tP p (T) as the set of polynomials on F of degree less than or equal to p in s ($ being the length parameter of F).
Let K >. 0. Then by H^E R (R(K)) C H*(R(K)) we dénote the space of all periodic fonctions with period 2 K. By T^(1*(K)) (^J(R(K))) we dénote the space of all trigonométrie polynomials of (total) degree (degree in every variable) less than or equal to p. F is the boundary dH of fl and F ; , j = 1, ..., n, are the open sides of the boundary dft (see fig. 3 .1).
The internai angle at A t is denoted by Ö> ( . . We allow the possibility that cDj = TT or 2 TT. The case io t = 2 TT describes the slit (cracked) domain while the case oo, = TT is introduced to deal with the abrupt change of the type of the boundary condition or with nonsmoothness of g or b at the corresponding vertex. When ft is stated to be a Lipschitz polygonal domain, then it will be assumed that o>; < 2 TT, i = 1, 2, ..., n. where r h 6, -are polar coordinates with respect to the origin located at the vertex A i9 a;>0, y t ~z 0 integer, <Pi($i) is an analytic function in 9, and Xi( r i) is the C°° cut-off function so that u 3i = 0 for r t =* p, >0, p ( sufficiently small.
The form (3.4) is the typical form of the solution of (3.1)-(3.2) (and of a system of second order) (see e.g. [4, 12, 16] ). The assumption that k > 3/2 is usually satisfied in practice and hence is not a severe restriction. 
3*2. The finite element method
Let M = {TS h },
e ^(T) if
Sf is a triangle. We will then write « 5 * e ^(5f) and M e f, (ft). Furthermore, we let /**(ft) = iT*(ft) n flj(ft). The mesh TS* on H induces a partition if f = {7^} , j = 1, 2, ..., m (t ) of F,, i = 1, ..., n. Dénote by AT*,, ƒ = 0, 1, ..., m(ï) the nodal points of &ï (i.e. the end points of 7^). We let TT*(r ( .) In this section we will analyze the rate of convergence of the h-p version when the solution of (3.1), (3.2) has the form (3.4) with w 3 = 0. 
4.1* Basic approximation results
We present here some approximation results which will play an essential role later. LEMMA Proof: The proof of this lemma is an adaptation of the proof given in [5] . Hence we will only outline the proof.
Let r 0 > 1 so that Jci?(r 0 ). Since 5 is a Lipschitz domain, there exists an
where C is independent of u. For a concrete construction of T we refer, for example, to [4, 19] . Let $> be the one-to-one mapping of R l -J onto R(2r 0 ): Because of (4.2a) we easily see that
In addition it can be readily seen that Then quite similarly as in [5] we have for
and <E> is a regular mapping of /?(r 0 ) ( r 0 < ^ ) on 5, (4.9) yields the lemma immediately.
Let us quote now the following scaling resuit. LEMMA For the proof see [9] , Theorem 3.1.2.
: Let Cl and Ct h be two open subsets o f R n such that there exists an affine mapping F(x) = B(x) + b of il h onto H and F(fL
The estimate of the error of the approximation of g by g h p is given in
where
C w independent of g, p and h.
The proof is given in [13] . The main idea is to expand g f in Legendre polynomials on every 7? ; of the partitioning of T t induced by the mesh T>\ prove (4.11) for r and t intejral and by the interpolation argument obtain (4.11) in full generality.
Let us prove now : . so that z* tj = g* on 7*. Using (4.II0) and realizing that we can proceed quite analogously as before and complete the proof.
Remark : By the imbedding theorem we have || g \\ k _ 1/2 r ^ || u || k a and hence the second term in (4.176) can be omitted.
The approximation results for 1 < k < 3/2
In the previous section we analyzed the case when the solution u of (3.1)-
We will now analyze the case when u e H k (fl)i 1 < k < 3/2 and g = 0. In addition, we will assume that fl is a Lipschitz domain.
As shown in [4] , given any f=>0 and A:=>1, the fonction u can be decomposed so that We remark that the assumption that H is a Lipschitz domain was used in the proof of décomposition (4.20) . (4.21) shows that in Theorem4.6 we can replace the restriction k => 3/2 by k >-1 provided that g = 0. In fact, we need less namely that g\ T e if r (r ( -), T, c= T 1 , r > 1.
The rate of convergence of the h-p version of the finite element method
We will prove now 
where C is independent of u, h, p but dépends on H, T, a. 
Optimality of the asymptotic rate of convergence
In this section we will proveThat the estimate ïnTheorem 4.8 is optimal. To do so we will use the concept of the «-width. For details, see e.g. [18] . Dénote 
THE CONVERGENCE RATE OF THE h-p VERSION. THE CASE OF THE SINGULAR SOLUTION
In Section 4 we analyzed the rate of the h-p version when the solution of (3.1)-(3.2) has the form (3.4) with w 3 = 0. Now we will analyze the rate of convergence in the case u = M 3 . For simplicity and without a loss of generality we will assume that n = 1 in (3.4c).
5,1. An approximation resuit
Consider the square R = R (h ) defined in Section 2. Let (r, 6) dénote the polar coordinates with the origin at 0 (see fig. 5.1 We will consider the approximation of a fonction u with support in S^ for some KQ > K which vanishes on the lines L *, Lj. We will assume that the fonction u has the form 
5.2, The rate of convergence of the h-p version
We now return to the problem of approximating function w 3 given in Then Lemma 5.1 yields the following result, the proof of which may be found in [5] . LEMMA 
: Let u be given by (5.6a) with p (in the définition of

{5Mb) g(h,p, -y) = max (|log*r, |logpH
and C dépends on a, T but is independent of p and h.
Remark 1 : When a is an integer and 7 = 0, the estimate (5.12#) is very pessimistic, since the solution u given by (3Ad) is smooth. When a is an integer and 7^0, then the estimate (5.12a) is a correct one.
Let us now summarize in one theorem the error estimate for the h-p version with quasiuniform mesh and uniform p. THEOREM 
: Let Cl be a polygonal domain as introduced in Section 2.
Suppose that u, the solution of (3.1)-(3.2) can be written in the form (3.4 Remark 2 : We formulated Theorem 5.4 only in the frame of Sobolev spaces. By interpolation arguments, it is also possible to formulate the theorem in the frame of Besov spaces.
Remark 3 ; We addressed only the case of the polygonal domain and éléments which are triangles or parallelograms. By the standard mapping approach, the results are also valid for curvilinear éléments.
APPLICATIONS
In this section we will study the conséquences of Theorem 5.4 in connection with computations.
First let us mention that although we discussed the h-p version in connection with the problem (3.1)-(3.2), all conclusions are valid also for the elasticity problem. In (3Ad) we assumed that c^ are real. In the case of the elasticity problem, a ( are in gênerai complex with Re a ( > 0. The estimate (5.13) is still valid with a^ = Re c^.
Our theory is of asymptotic character. Hence it is important to see the applicability of Theorem 5.4 in the range of practical parameters. To this end let us consider the plane strain elasticity problem when ft is an L-shaped domain shown in figure 6.1.
Let us assume that on dO tractions are prescribed, i.e. 
\B,R
In the next figures we will present the results of computations which were performed with a computer program called PROBE [21, 23] developed by Noetic Technologies Corporation, St Louis. We will consider a uniform mesh with square éléments as shown in figure 6 .2.
The solution u e // 1 + a " £ (n), e>0 arbitrary. Theorem 5.4 gives for p s* 1 the estimate :
Lmin (a y p -a) 
(6.4)
C min where C dépends on a but is independent of h and p. relative error in the energy norm IMI^^ (for different degrees p) in dependence on h. We also show the slope h a in the figure. We see that with respect to h the error is in the asymptotie range also for moderate p and h. (6.5) shows that if the measure of computational work is N, then the use of higher p is préférable. Figure 6 .5 shows the dependence of the relative error in the energy norm on the number of degrees of freedom N for various p. In addition, the performance of the /^-version for h = 1/2 is shown in the figure. We see that p = 2 is more effective than p = 3, and asymptotically for/? ^ oo, the higher p are more effective as follows from (6*4). The p-version has a rate which is twice that of the /^-version (see also [5] ).
We addressed in this paper only the case of the quasiuniform mesh. If the mesh is strongly refined, then its performance is different. Figure 6 .6 shows the strongly refined mesh with n layers (n = 2). The mesh is a geometrie one with the ratio 0.15. The ratio 0.15 leads to nearly optimal convergence. See [13, 14] . Figure 6 .7 compares the performance of the h, p versions for the uniform and strongly refined mesh for our example. The performance of the pversion on strongly refined meshes is in practice very similar to the gênerai h-p version, leading to an exponential rate of convergence. We see that the p-version performance dépends very strongly on the mesh.
For more about the comparison between the h,p and h-p version we refer to [3] . To prove (7.2c) we first extend ƒ by zero to a function defined on the entire x-axis IR so that (see [18] )
where we have used the same notation ƒ to dénote the extended function as well. Then by (7.1) F^x.y) is well defined on the entire half plane H = {(x,y)\y>0). For (x,y)e n we have The third term can be bounded analogously. Using (7.8)-(7.10), (7.2c) follows. Inequalities (7.2d 3 ), (7.2d 4 ) follow immediately for k = 0, fc = 1 and hence by an interpolation argument (see [8] ) they hold for all
We prove now (7.2d{) . Let the variable x be used to represent both the distance from A along^j and the distance front-A along y 2 -
Jo it is readily seen that (7.12) A \\F\%^^ A \\G(x)\\ K1 /= (0,1/2).
Using (9.9.1) of [15] , p. 244 we get (7) (8) (9) (10) (11) (12) (13) vol. 21, n° 2, 1987 Further, integrating (7.11) by parts we have (7.14) Combining (7.13) and (7.15) we get (7.2^) for k = 0 and k = 1 and hence by the interpolation argument (7.2^) holds for ail 0 =s k =s 1. The inequality (7.2d 2 ) is essentially the same as (7.2dj) and Lemma 7.1 is completely proven. Let now ƒ = ƒ i e ^(7,), i = 1, 2, 3, Then we dénote by Fl fi \x, y) the polynomial extension of ƒ, into T, defined for î = 1 by (7,1) and for j = 2, 3 by (7.1) after properly rotating the coordinates. Obviously Lemma (7,1) is applicable for i = 1, 2, 3 when properly interpreted through the rotation of the coordinates.
We now prove We now define (7.19) *a(*) = *i(x) + * 2 (r), * 2 (*) = *i(*)-tf 2 (x) so that (7.18) yields f = h x {x) (7.206) Here ^(JC) is unique, *|ii(0) = 0, while i|f 2 (jc) is unique up to the constant K such that *|i 2 (0) = 2ÜC. We first analyze (7.20a An interpolation argument leads immediately to (7.27 ). Hence we have constructed solutions of (7.20a, b) such that (7.23) and (7.27) hold. Coming back to (7.19), using k = 1/2 we see that for i = 1, 2
and applying Lemma 7.1 we get immediately (7.16c) and also (7.16^).
Returning to (7, 20) we see that with 3* = (1/2,1)
Hence also i =1,2 wich immediately leads to (7.16d 2 )> (7.16d 3 ). The following lemma is taken from [6] . where C is a constant independent of f and p. Then it is easy to see that FÊ^(T), F = ƒ x on 7 l3 F = 0 on 7 2 , 73 and because of (7.28), (7.31) and ( The mapping The theorem is therefore proven in the case that ƒ = 0 on three sides of S and hence it holds also if ƒ is gênerai but ƒ = 0 at the vertices ABCD. It remams to prove that in the gênerai case there exist # € £Pp(S) such that <ï > has the same traces at ABCD as ƒ and ll*lli,5« c |io||/i|| ia J-
Li = 1 J
To this end we define F^fê, t\) by (7.1) and define F^l ] (x 9 y)by inserting (7.33) for (Ç, TI). Then (IF^1^, + 1)1^ *= C ||/i|| 0t7i and hence analogously as above we can change F\ (X 9 y) to F x so that F(x, + 1) = 0 and « ^ ^ o li /i || m 7 • Changing the rôle of ^ and 7 3 we can analogously
J(
construct F 3 e ^J(S) so that Hence <ï > = F t + F 3 G &\{Q) has the same traces at ABCD as ƒ and (7.34) holds. This complètes the proof of Theorem 7.5.
Remark : Theorems 7.4, 7.5 also hold when ƒ is not a polynomial. This is known from the theory of Sobolev spaces. The importance of Theorems 7.4 and 7.5 lies in the fact that if ƒ,-are polynomials, then there exists a polynomial extension. 
