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Abstract
We state a necessary and sufficient condition for a symmetrized tensor to belong to the
kernel of the derivation operator (the derivation operator, a generalization of the associated
transformation introduced by M. Marcus [in: O. Shisha (Ed.), Inequalities II, Academic Press,
New York (1970) p. 223], is a linear operator on the range of the symmetrizer) when the
symmetrizer is associated to an absolutely irreducible character of Sm corresponding to the
partition λ of m and the tensor is the image by this symmetrizer of the tensor product of a
family of vectors of rank partition λ′. © 2001 Elsevier Science Inc. All rights reserved.
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Keywords: Symmetrized tensor; Derivation operator
1. Introduction
Let m be a positive integer. A partition of m is a sequence of nonnegative integers
λ = (λ1, . . . , λt ) satisfying
λ1  λ2  · · ·  λt
and
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t∑
i=1
λi = m.
If λ = (λ1, . . . , λt ) is a partition of m and λt > 0, we say that t is the length of λ
(i.e., the greatest k such that λk > 0).
The λ1 tuple λ′ = (λ′1, . . . , λ′λ1) defined by
λ′i = |{j : λj  i}|, i = 1, . . . , λ1,
is a partition of m called the conjugate partition of λ.
It is well known [4] that the partitions of degree m correspond in a one-to-one
way to the absolutely irreducible characters of Sm (the symmetric group of degree
m). We will denote by ξλ the absolutely irreducible character that corresponds to λ.
Let V be a finite dimensional vector space over the field K of characteristic zero.
We denote by ⊗mV the mth tensor power of V. If x1, . . . , xm are vectors of V, we
denote by x1 ⊗ · · · ⊗ xm the decomposable tensor product of the indicated vectors.
Define ρr = ρr(x1, . . . , xm), r = 1, . . . , m, as the maximum of the cardinalities of
the unions of r independent subfamilies of x1, . . . , xm, that is,
ρr = max
{|X1 ∪ · · · ∪Xr | : for all j,Xj is a linearly independent
subset of {x1, . . . , xm}
}
.
It was proven in [1] that if x1, . . . , xm are nonzero vectors, then (ρ1 − ρ0, ρ2 −
ρ1, . . . , ρm − ρm−1), where ρ0 = 0, is a partition of m, which is called the rank
partition of x1, . . . , xm and is denoted by ρ(x1, . . . , xm).
Define the symmetrizer T (λ) as the linear operator on ⊗mV satisfying
T (λ)(x1 ⊗ · · · ⊗ xm) = ξλ(id)
m!
∑
σ∈Sm
ξλ(σ )
(
xσ−1(1) ⊗ · · · ⊗ xσ−1(m)
)
.
The vector T (λ)(x1 ⊗ · · · ⊗ xm) is called the symmetrized product of the vectors
x1, . . . , xm.
If S is a linear operator on V, let δ1(S) be the linear operator on ⊗mV such that
δ1(S)(x1 ⊗ · · · ⊗ xm) =
m∑
i=1
x1 ⊗ · · · ⊗ Sxi ⊗ · · · ⊗ xm.
The derivation operator (associated to the absolutely irreducible character ξλ of Sm)
is the restriction of δ1(S) to the range of T (λ).
Let x1, . . . , xm be nonzero vectors of V with rank partition λ′ (it is well known [1]
that if ρ(x1, . . . , xm) = λ′, then T (λ)(x1 ⊗ · · · ⊗ xm) /= 0). In this paper we state a
necessary and sufficient condition for
δ1(S)T (λ)(x1 ⊗ · · · ⊗ xm) = 0.
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2. Preliminaries
Let λ = (λ1, . . . , λt ) be a partition of m with λt > 0 and [λ] be the Young tableau
corresponding to λ, which consists of m boxes (nodes) placed in t rows, each one of
them starting in the same column, where the ith row has λi nodes i ∈ {1, . . . , t}. We
identify the nodes of [λ] with the integers of {1, . . . , m} by numbering the nodes of
[λ] from the left to the right and from the top to the bottom.
Let σ ∈ Sm. The Young diagram, Dλ,σ , is obtained filling each node of [λ] with
the image by σ of its number. If D = Dλ,σ is a Young diagram and ν ∈ Sm, we
denote by νD the Young diagram Dλ,νσ . The set of integers that belong to the ith
row of D is denoted by Ri(D), i = 1, . . . , t . The set of integers that belong to the jth
column of D is denoted by Cj (D), j = 1, . . . , λ1.
A standard diagram associated with the Young tableau [λ] is one in which the
integers appear in each row and column in increasing order.
Example 2.1. For the Young tableau [(2, 2, 1)] the standard diagrams are
1 2
3 4
5
,
1 2
3 5
4
,
1 3
2 4
5
,
1 3
2 5
4
,
1 4
2 5
3
.
Let D be a Young diagram. The subgroup of Sm of the permutations σ ∈ Sm such
that σD has the same rows as D is called the group of the rows of D and denoted by
R(D). Similarly, the group of columns, C(D), is the set of the permutations τ such
that τD has the same columns as D. It is well known [6] that
C(D) ∩ R(D) = {id}.
Let σ ∈ Sm and P(σ ) be the unique linear operator on ⊗mV satisfying
P(σ )(x1 ⊗ · · · ⊗ xm) = xσ−1(1) ⊗ · · · ⊗ xσ−1(m).
Let G be a subgroup of Sm, and χ be an absolutely irreducible character of G. We
define T (G, χ) as the linear operator on ⊗mV :
T (G, χ) = χ(id)|G|
∑
σ∈Sm
χ(σ )P(σ ).
This linear operator is called a symmetrizer.
If λ is a partition of m, we denote by T (λ) the linear operator T (Sm, ξλ).
Proposition 2.2 [8]. Let σ ∈ Sm and S be a linear operator on V. Then
δ1(S)P(σ ) = P(σ )δ1(S).
Corollary 2.3 [8]. Let G be a subgroup of Sm, χ be an absolutely irreducible char-
acter of G and S be a linear operator on V. Then
δ1(S)T (G, χ) = T (G, χ)δ1(S).
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The derivation operator (associated to the absolutely irreducible character χ of
G) is the restriction of δ1(S) to the range of T (G, χ).
Let D = Dλ,σ be a Young diagram and  be the alternating character. We define
P(D) =∑σ∈R(D)P(σ ) and N(D) =∑τ∈C(D) (τ )P(τ ). We denote by E(D) the
linear operator E(D) = P(D)N(D). If σ ∈ Sm, then
N(σD)=P(σ )N(D)P(σ−1),
P (σD)=P(σ )P (D)P(σ−1),
E(σD)=P(σ )E(D)P(σ−1).
If σ, τ are permutations of Sm, we say that
σ > τ if (σ (1), . . . , σ (m)) > (τ(1), . . . , τ (m))
by the lexicographic order.
In [5] the following result is proved:
Proposition 2.4. Let λ be a partition of m. Let id = σ1, σ2, . . . , σf be permutations
of Sm satisfying:
(1) σi > σj if i > j, i, j = 1, . . . , f ;
(2) Dλ,σ1 , . . . , Dλ,σf are the standard diagrams associated with the Young tableau[λ].
Let Pi = P(Dλ,σi ) and Ni = N(Dλ,σi ), i = 1, . . . , f .
Let
ei,i = ξλ(id)
m! MiPiNi, i = 1, . . . , f,
where M1 = 1 and Mi = 1 − e1,1 − · · · − ei−1,i−1, i = 2, . . . , f . Then
T (λ) = e1,1 + · · · + ef,f .
Moreover e1,1, . . . , ef,f are orthogonal idempotents.
Using the former proposition we get the following:
Corollary 2.5. In the conditions of the preceding proposition let D be a Young dia-
gram associated with the Young tableau [λ]. Define, as before, P ′i = P(σiD), N ′i =
N(σiD), i = 1, . . . , f and
e′i,i =
ξλ(id)
m! M
′
iP
′
i N
′
i , i = 1, . . . , f,
where M ′1 = 1 and M ′i = 1 − e′1,1 − · · · − e′i−1,i−1, i = 2, . . . , f . Then
T (λ) = e′1,1 + · · · + e′f,f .
Moreover e′1,1, . . . , e′f,f are orthogonal idempotents.
R. Fernandes / Linear Algebra and its Applications 337 (2001) 121–138 125
Let λ = (λ1, . . . , λt ) be a partition of m. The set of the set partitions,  =
(1, . . . ,t ) of {1, . . . , m},
{1, . . . , m} = 1 ∪ · · · ∪ t ,
satisfying |i | = λi , i = 1, . . . , t , will be denoted by Jλ.
As usual, Si is the subset of the permutations of Sm that fix the complement of
i , i = 1, . . . , t . With this notation S will be the subgroup of Sm given by
S = S1 × · · · × St .
Let V be a finite dimensional vector space over the field K of characteristic zero.
Let (x1, . . . , xm) be a family of nonzero vectors of V with rank partition
ρ(x1, . . . , xm) = (ρ1 − ρ0, . . . , ρm − ρm−1). It is known [1] that there exist pair-
wise nonempty disjoint linearly independent subfamilies of (x1, . . . , xm),B1, . . . ,Bt
(t = max{j : ρj − ρj−1 > 0}), such that |Bj | = ρj − ρj−1, j = 1, . . . , t . This
means that there exist subsets 1, . . . ,t of {1, . . . , m} satisfying:
(i) Bi = (xs)s∈i is linearly independent, i = 1, . . . , t ,
(ii) if i /= j , then i ∩ j = ∅, i, j = 1, . . . , t ,
(iii) |i | = ρi − ρi−1, i = 1, . . . , t ,
(iv) 1 ∪ · · · ∪ t = {1, . . . , m}.
The collection (B1, . . . ,Bt ) is called a factorization of (x1, . . . , xm). It is proved [1]
that if (B1, . . . ,Bt ) is a factorization of (x1, . . . , xm), then
〈x1, . . . , xm〉 = 〈B1〉 ⊇ 〈B2〉 ⊇ · · · ⊇ 〈Bt 〉
is a chain of subspaces and the collection (1, . . . ,t ) is called the support of the
factorization (B1, . . . ,Bt ).
It is easy to prove that:
Proposition 2.6. Let (x1, . . . ,xm) be a family of vectors of V such that ρ(x1, . . . ,xm)
= λ′. Let D be a Young diagram associated with [λ]. Then N(D)(x1 ⊗ · · · ⊗ xm) /=
0 if and only if (C1(D), . . . , Cλ1(D)) ∈ Jλ
′
is the support of a factorization of
(x1, . . . , xm).
The covering number of xi , in (x1, . . . , xm), is the least positive integer s such
that
ρs(x1, . . . , xm) > ρs(x1, . . . , xi−1, xi+1, . . . , xm)
and is denoted by s(xi) [2].
Let (e1, . . . , eλ′1) be a linearly independent family of vectors of V. Let β be a
function from {1, . . . , m} into {1, . . . , λ′1}. We denote by e⊗β the decomposable tensor
e⊗β = eβ(1) ⊗ · · · ⊗ eβ(m).
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Let  = (1, . . . ,λ1) ∈ Jλ
′ be the support of a factorization of (eβ(1), . . . ,
eβ(m)). We denote by D a Young diagram (associated with [λ]) such that
(i) Cj (D) = j , j = 1, . . . λ1,
(ii) |{eβ(j) : j ∈ Rk(D)}| = 1, k = 1, . . . , λ′1.
Example 2.7. Let (e1, e2) be a linearly independent family of vectors of V and
let λ = (3, 3). Then λ′ = (2, 2, 2). Define β the function from {1, 2, 3, 4, 5, 6} into
{1, 2} such that
β(1) = 1, β(2) = 2, β(3) = 1, β(4) = 2, β(5) = 1, β(6) = 2,
and = ({1, 4}, {2, 5}, {3, 6}). is the support of a factorization of (eβ(1), . . . , eβ(6)).
The Young diagrams D associated with [(3, 3)] are
1 35
4 2 6
, 4 2 6
1 5 3
.
Proposition 2.8 [3]. Let (x1, . . . , xm) be a family of vectors of V such that
ρ(x1, . . . , xm) = λ′ and  ∈ Jλ′ . Then, if T (S, )(x1 ⊗ · · · ⊗ xm) /= 0, there exist
a basis (e1, . . . , eλ′1) of 〈x1, . . . , xm〉, a function β from {1, . . . , m} into {1, . . . , λ′1}
and an element c ∈ K∗ such that
T (S, )(x1 ⊗ · · · ⊗ xm) = cT (S, )(e⊗β ).
Moreover, ρ(eβ(1), . . . , eβ(m)) = λ′.
3. Results
We begin by presenting an easy statement.
Proposition 3.1. Let (x1, . . . , xm) be a family of vectors of V such that ρ(x1, . . . ,
xm) = λ′. If
δ1(S)T (λ)(x1 ⊗ · · · ⊗ xm) = 0,
then
δ1(S)T (λ)(xσ(1) ⊗ · · · ⊗ xσ(m)) = 0 ∀σ ∈ Sm.
Proof. SinceP(σ )T (λ)P(σ−1) = T (λ) ∀σ ∈ Sm, we can conclude using Proposi-
tion 2.2
δ1(S)T (λ)(xσ(1) ⊗ · · · ⊗ xσ(m))
= δ1(S)P(σ−1)P(σ )T (λ)P(σ−1)(x1 ⊗ · · · ⊗ xm)
= P(σ−1)δ1(S)T (λ)(x1 ⊗ · · · ⊗ xm) = 0. 
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Let (x1, . . . , xm) be a family of vectors of V such that ρ(x1, . . . , xm) = λ′ and
δ1(S)T (λ)(x1 ⊗ · · · ⊗ xm) = 0.
Corollary 3.5 gives us the answer for S(〈x1, . . . , xm〉).
Lemma 3.2. Let (e1, . . . , eλ′1) be a linearly independent family of vectors of V and
(f1, . . . , fλ′1) be the dual basis of (e1, . . . , eλ′1). Let β be a function from {1, . . . , m}
into {1, . . . , λ′1} such that ρ(eβ(1), . . . , eβ(m)) = λ′. If D is a Young diagram
(associated with [λ]) such that  = (C1(D), . . . , Cλ1(D)) ∈ Jλ
′
is the support of
a factorization of (eβ(1), . . . , eβ(m)), then there exists θ ∈ C(D) satisfying
f⊗βξθ (P (D)N(D)(e
⊗
β )) = (θ−1) |R(D)| /= 0 ∀ξ ∈ R(D).
Proof. Since  = (C1(D), . . . , Cλ1(D)) ∈ Jλ
′ is the support of a factorization
of (eβ(1), . . . , eβ(m)) and ρ(eβ(1), . . . , eβ(m)) = λ′, then there exists θ ∈ C(D) =
C(D) such that
D = θD,N(D) = P(θ)N(D)P(θ−1) = N(D)
and
P(D) = P(θ)P (D)P(θ−1).
Consequently, if ξ ∈ R(D),
f⊗βξθ (P (D)N(D)(e
⊗
β ))=f⊗βξθ (P(θ−1)P (D)N(D)P(θ)(e⊗β ))
=
∑
σ∈R(D)
∑
τ∈C(D)
(τ )f⊗βξθ (e
⊗
βθ−1τ−1σ−1θ ).
Because, f⊗ω (e⊗γ ) = δω,γ ,
1 = f⊗βξθ (e⊗βθ−1τ−1σ−1θ ) /= 0
if and only if βθ−1τ−1σ−1θ = βξθ
if and only if βθ−1τ−1σ−1ξ−1 = β
if and only if θ−1τ−1 ∈ (R(D,) ∩ C(D,)) = {id}
if and only if θ−1τ−1 = πξσ with π ∈ R(D)
if and only if θ−1 = τ.
Therefore,
f⊗βξθ (P (D)N(D)(e
⊗
β ))=
∑
σ∈R(D)
(θ−1)
=(θ−1)|R(D)|
=(θ−1)|R(D)| /= 0. 
128 R. Fernandes / Linear Algebra and its Applications 337 (2001) 121–138
Proposition 3.3. Let (x1, . . . , xm) be a family of vectors of V such that ρ(x1, . . . , xm)
= λ′. If D is a Young diagram (associated with [λ]) such that N(D)(x1 ⊗ · · · ⊗
xm) /= 0, then
P(D)N(D)(x1 ⊗ · · · ⊗ xm) /= 0.
Proof. Let  = (C1(D), . . . , Cλ1(D)) ∈ Jλ
′
. Then by Proposition 2.8, there exist
a basis (e1, . . . , eλ′1) of 〈x1, . . . , xm〉, a function β from {1, . . . , m} into {1, . . . , λ′1}
and an element c ∈ K∗ such that
N(D)(x1 ⊗ · · · ⊗ xm) = cN(D)(e⊗β )
and ρ(eβ(1), . . . , eβ(m)) = λ′. Since N(D)(x1 ⊗ · · · ⊗ xm) /= 0, N(D)(e⊗β ) /= 0.
By Proposition 2.6,  is the support of a factorization of (eβ(1), . . . , eβ(m)). Using
Lemma 3.2 we can conclude that P(D)N(D)(e⊗β ) /= 0. So P(D)N(D)(x1 ⊗ · · · ⊗
xm) /= 0. 
Theorem 3.4. Let (x1, . . . ,xm) be a family of vectors of V such that ρ(x1, . . . ,xm) =
λ′ = (λ′1, . . . , λ′λ1) and D be a Young diagram associated with [λ]. If N(D)(x1 ⊗· · · ⊗ xm) /= 0 and δ1(S)(P (D)N(D)(x1 ⊗ · · · ⊗ xm)) = 0, then
S(xi) ∈ 〈x1, . . . , xm〉, i = 1, . . . , m.
Proof. Suppose that there exists l ∈ {1, . . . , m} such that Sxl ∈ 〈x1, . . . , xm〉. Since
N(D)(x1 ⊗ · · · ⊗ xm) /= 0 by Proposition 2.8, there exist a basis (e1, . . . , eλ′1) of〈x1, . . . , xm〉, a function β from {1, . . . , m} into {1, . . . , λ′1} and an element c ∈ K∗
such that
N(D)(x1 ⊗ · · · ⊗ xm) = cN(D)(e⊗β )
and ρ(eβ(1), . . . , eβ(m)) = λ′.
Since  = (C1(D), . . . , Cλ1(D)) ∈ Jλ
′ is the support of a factorization of
(eβ(1), . . . , eβ(m)), then there exists θ ∈ C(D) such that D = θD,
N(D) = N(D) and P(D) = P(θ)P (D)P(θ−1).
But Sxl ∈ 〈x1, . . . , xm〉, so there exists k ∈ {1, . . . , λ′1} such that Sek ∈ 〈e1, . . . ,
eλ′1〉.
Let (f1, . . . , fλ′1 , fλ′1+1) be the dual basis of (e1, . . . , eλ′1 , Sek) and let
j ∈ {1, . . . , m} such that eβ(j) = ek . Let γ be the function satisfying
γ (r) =
{
β(r) if r /= j,
λ′1 + 1 if r = j.
Because
f⊗γ θ (δ1(S)(e
⊗
ω )) =


1 if ω(θ−1(j)) = k
and ω(θ−1(r)) = γ (r), r /= j,
0 otherwise,
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we have f⊗γ θ (δ1(S)(e⊗ω )) = f⊗βθ (e⊗ω ) and consequently
f⊗γ θ (δ1(S)P (D)N(D)(e
⊗
β ))
=
∑
σ∈R(D)
∑
τ∈C(D)
(τ )f⊗γ θ
(
δ1(S)
(
e⊗
βθ−1τ−1σ−1θ
))
= f⊗βθ (P (D)N(D)(e⊗β )).
By Lemma 3.2, f⊗βθ (P (D)N(D)(e
⊗
β )) /= 0. So f⊗γ θ (δ1(S)P (D)N(D)(e⊗β )) /= 0.
Therefore,
δ1(S)(P (D)N(D)(x1 ⊗ · · · ⊗ xm)) = cδ1(S)(P (D)N(D)(e⊗β )) /= 0.
But this contradicts the hypothesis. So, Sxi ∈ 〈x1, . . . , xm〉, i = 1, . . . , m. 
Corollary 3.5. Let (x1, . . . , xm) be a family of vectors of V such that ρ(x1, . . . , xm)
= λ′ = (λ′1, . . . , λ′λ1). If δ1(S)(T (λ)(x1 ⊗ · · · ⊗ xm)) = 0, then
S(xi) ∈ 〈x1, . . . , xm〉, i = 1, . . . , m.
Proof. By Proposition 2.4, let D be a Young diagram associated with [λ] such
that N(D)(x1 ⊗ · · · ⊗ xm) /= 0. Using Corollary 2.3, T (λ)δ1(S)(x1 ⊗ · · · ⊗ xm)
= 0. By Corollary 2.5 and Proposition 2.2,
δ1(S)P (D)N(D)(x1 ⊗ · · · ⊗ xm) = 0.
Theorem 3.4 gives us this result. 
The next statement tells us when a particular tensor belongs to the kernel of δ1(S).
Theorem 3.6. Let (e1, . . . , eλ′1) be a linearly independent family of vectors of V
and β be a function from {1, . . . , m} into {1, . . . , λ′1} such that ρ(eβ(1), . . . , eβ(m)) =
λ′ = (λ′1, . . . , λ′λ1). Let D be a Young diagram associated with [λ] such that
N(D)(e⊗β ) /= 0. Then
δ1(S)(P (D)N(D)(e
⊗
β )) = 0
if and only if
Sej =
λ′1∑
k=1
ajkek, where ajk = 0, if s(ek) < s(ej ), j = 1, . . . , λ′1,
and
m∑
r=1
aβ(r)β(r) = 0.
130 R. Fernandes / Linear Algebra and its Applications 337 (2001) 121–138
Proof. “Only if ” part: Suppose that we have j, k ∈ {1, . . . , λ′1}, j /= k, such that
Sej =
λ′1∑
r=1
ajrer but ajk /= 0 and s(ek) < s(ej ).
Let  = (1, . . . ,λ1) be the element of Jλ
′
satisfying Cu(D) = u,
u = 1, . . . , λ1. Let s = s(ek), l = s(ej ). Let i ∈ s+1 such that β(i) = j . Since
s < l and N(D)(e⊗β ) /= 0, then {β(v) : v ∈ s+1} ∩ {k} = ∅. Let γ be the function
satisfying
γ (r) =
{
β(r) if r /= i,
k if r = i.
Let (f1, . . . , fλ′1) be the dual basis of (e1, . . . , eλ′1). Since  is the support of a
factorization of (eβ(1), . . . , eβ(m)), there exists θ ∈ C(D) such that D = θD,
f⊗γ θ (δ1(S)(e
⊗
ω )) =


ajk if ω(θ−1(i)) = j
and ω(θ−1(r)) = γ (r), r /= i,
0 otherwise.
But this holds if and only if ω = βθ . Therefore, f⊗γ θ (δ1(S)(e⊗ω )) = ajkf⊗βθ (e⊗ω ).
Thus by Proposition 2.2 and Lemma 3.2
f⊗γ θ (δ1(S)P (D)N(D)(e
⊗
β ))
=
∑
σ∈R(D)
∑
τ∈C(D)
(τ )f⊗γ θ
(
δ1(S)
(
e⊗
βθ−1τ−1σ−1θ
))
= ajk
∑
σ∈R(D)
∑
τ∈C(D)
(τ )f⊗βθ
(
e⊗
βθ−1τ−1σ−1θ
)
= ajkf⊗βθ (P (D)N(D)(e⊗β ))
= ajk(θ−1)|R(D)|
/= 0.
Then δ1(S)P (D)N(D)(e⊗β ) /= 0. But this contradicts the hypothesis.
If
∑m
r=1 aβ(r)β(r) /= 0, then by Proposition 2.2 and Lemma 3.2,
f⊗βθ (δ1(S)P (D)N(D)(e
⊗
β ))
=
∑
σ∈R(D)
∑
τ∈C(D)
(τ )f⊗βθ
(
δ1(S)
(
e⊗
βθ−1τ−1σ−1θ
))
=
(
m∑
r=1
aβ(r)β(r)
) ∑
σ∈R(D)
∑
τ∈C(D)
(τ )f⊗βθ
(
e⊗
βθ−1τ−1σ−1θ
)
=
(
m∑
r=1
aβ(r)β(r)
)
f⊗βθ (P (D)N(D)(e
⊗
β ))
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=
(
m∑
r=1
aβ(r)β(r)
)
(θ−1)|R(D)| /= 0.
Again we have δ1(S)P (D)N(D)(e⊗β ) /= 0. Contradiction. So the result holds.
“If ” part: Now we are going to prove that δ1(S)P (D)N(D)(e⊗β ) = 0.
Let  = (C1(D), . . . , Cλ1(D)) ∈ Jλ
′
. Since, using Proposition 2.2, we have
δ1(S)P (D)N(D)(e
⊗
β )
= P(D)N(D)
(
m∑
i=1
eβ(1) ⊗ · · · ⊗ Seβ(i) ⊗ · · · ⊗ eβ(m)
)
= P(D)N(D)

 m∑
i=1
λ′1∑
k=1
aβ(i)k(eβ(1) ⊗ · · · ⊗ ek ⊗ · · · ⊗ eβ(m))


= P(D)

 m∑
i=1
λ′1∑
k=1
aβ(i)kN(D)(eβ(1) ⊗ · · · ⊗ ek ⊗ · · · ⊗ eβ(m))

 .
But N(D)(e⊗β ) /= 0 and by hypothesis, if β(i) /= k and aβ(i)k /= 0, then s(eβ(i)) 
s(ek). Then we can conclude that if i ∈ Cp(D), there exists u ∈ Cp(D) such that
β(u) = k. Consequently  is not the support of a factorization of (eβ(1), . . . , ek, . . . ,
eβ(m)). So
N(D)(eβ(1) ⊗ · · · ⊗ ek ⊗ · · · ⊗ eβ(m)) = 0.
Therefore, using the hypothesis
δ1(S)P (D)N(D)(e
⊗
β ) = P(D)
((
m∑
i=1
aβ(i)β(i)
)
N(D)(e⊗β )
)
= 0. 
The last theorem enables us to present the main result.
Theorem 3.7. Let (x1, . . . ,xm) be a family of vectors of V such that ρ(x1, . . . ,xm) =
λ′. Let D1, . . . , Df be the standard diagrams associated with the Young tableau [λ].
Then
δ1(S)T (λ)(x1 ⊗ · · · ⊗ xm) = 0
if and only if for each i ∈ {1, . . . , f } so that N(Di)(x1 ⊗ · · · ⊗ xm) /= 0 the follow-
ing condition holds: Let (e1, . . . , eλ′1) be a basis of 〈x1, . . . , xm〉 and β be a function
from {1, . . . , m} into {1, . . . , λ′1} such that N(Di)(x1 ⊗ · · · ⊗ xm) = cN(Di)(e⊗β )
with c ∈ K∗ and ρ(eβ(1), . . . , eβ(m)) = λ′. Then
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Sej =
λ′1∑
k=1
ajkek, where ajk = 0, if s(ek) < s(ej ), j = 1, . . . , λ′1,
and
m∑
r=1
aβ(r)β(r) = 0.
Proof. “Only if ” part: Let i ∈ {1, . . . , f } such that N(Di)(x1 ⊗ · · · ⊗ xm) /= 0,
(e1, . . . , eλ′1) be a basis of 〈x1, . . . , xm〉 and β be a function from {1, . . . , m} into
{1, . . . , λ′1} such that N(Di)(x1 ⊗ · · · ⊗ xm) = cN(Di)(e⊗β ) with c ∈ K∗ and
ρ(eβ(1), . . . , eβ(m)) = λ′.
By hypothesis δ1(S)T (λ)(x1 ⊗ · · · ⊗ xm) = 0. Using Corollaries 2.3 and 2.5, we
can conclude that
P(Di)N(Di)δ1(S)(x1 ⊗ · · · ⊗ xm) = 0,
and therefore
P(Di)N(Di)δ1(S)(e
⊗
β ) =
1
c
P (Di)N(Di)δ1(S)(x1 ⊗ · · · ⊗ xm) = 0.
It follows from Theorem 3.6 that
Sej =
λ′1∑
k=1
ajkek, where ajk = 0, if s(ek) < s(ej ), j = 1, . . . , λ′1,
and
m∑
r=1
aβ(r)β(r) = 0.
“If ” part: We may order D1, . . . , Df so that there exist id = σ1, σ2, . . . , σf per-
mutations of Sm such that σf > . . . > σ1 and D1 = Dλ,σ1 , . . . , Df = Dλ,σf . By
Proposition 2.4,
T (λ) = e1,1 + · · · + ef,f ,
where ei,i = MiP (Di)N(Di) and M1 = 1, Mi = 1 − e1,1 − · · · − ei−1,i−1,
i = 2, . . . , f . Then we are going to prove that
δ1(S)ei,i (x1 ⊗ · · · ⊗ xm) = 0, i = 1, . . . , f.
If N(Di)(x1 ⊗ · · · ⊗ xm) /= 0, by Proposition 2.8 there exist a basis (e1, . . . , eλ′1) of〈x1, . . . , xm〉 and a function β from {1, . . . , m} into {1, . . . , λ′1} such that
N(Di)(x1 ⊗ · · · ⊗ xm) = cN(Di)(e⊗β )
with c ∈ K∗ and ρ(eβ(1), . . . , eβ(m)) = λ′. Using the hypothesis and Theorem 3.6
we have
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δ1(S)P (Di)N(Di)(e
⊗
β ) = 0.
Consequently,
δ1(S)ei,i (x1 ⊗ · · · ⊗ xm)= Miδ1(S)P (Di)N(Di)(x1 ⊗ · · · ⊗ xm)
= cMiδ1(S)P (Di)N(Di)(e⊗β ) = 0.
So the result follows. 
Example 3.8. Let (e1, e2, e3) be a linearly independent family of vectors of V and
S be a linear operator on V such that
Se1 = 0, Se2 = −e1 − e2, Se3 = 12e3.
Let λ′ = (3, 2) and x1 ⊗ · · · ⊗ x5 be the tensor such that
x1 = e1, x2 = e2, x3 = e3, x4 = e1 + e2, x5 = e1 − e3.
Using Example 2.1, we have from the left to the right, the standard diagrams associ-
ated with [λ], D1, D2, D3, D4, D5.
In this case,
N(D2)(x1 ⊗ · · · ⊗ x5) /= 0.
Since (e1, e2, e1 − e3) is a basis of 〈x1, . . . , x5〉 such that
N(D2)(x1 ⊗ · · · ⊗ x5) = −N(D2)(e1 ⊗ e2 ⊗ (e1 − e3)⊗ e2 ⊗ (e1 − e3))
and ρ(e1, e2, e1 − e3, e2, e1 − e3) = (3, 2) = λ′ but
s(e1) = 1 < 2 = s(e2)
and
Se2 = −e1 − e2
by Theorem 3.7,
δ1(S)T (λ)(x1 ⊗ · · · ⊗ x5) /= 0.
Corollary 3.9. Let (e1, . . . , eλ′1) be a linearly independent family of vectors of V
and β be a function from {1, . . . , m} into {1, . . . , λ′1} such that ρ(eβ(1), . . . , eβ(m)) =
λ′ = (λ′1, . . . , λ′λ1). Then
δ1(S)(T (λ)(e
⊗
β )) = 0
if and only if
Sej =
λ′1∑
k=1
ajkek, where ajk = 0, if s(ek) < s(ej ), j = 1, . . . , λ′1,
and
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m∑
r=1
aβ(r)β(r) = 0.
Example 3.10. Consider Example 3.8, where (e1, e2, e3) is a linearly independent
family of vectors of V and S is a linear operator on V such that
Se1 = 0, Se2 = −e1 − e2, Se3 = 12e3.
Let λ′ = (3, 2) and x1 ⊗ · · · ⊗ x5 be the tensor such that
x1 = e2, x2 = e3 = x5, x3 = e1 = x4.
Since s(e1) = 2 = s(e3), s(e2) = 1 and we are in the conditions of Corollary 3.9,
we can conclude that δ1(S)T (λ)(x1 ⊗ · · · ⊗ x5) = 0.
4. Consequences
Theorems 3.6 and 3.7 enable us to study the problem in very special cases.
Corollary 4.1. Let (x1, . . . , xm) be a linearly independent family of vectors of V
such that ρ(x1, . . . xm) = (m). Then
δ1(S)T (Sm, )(x1 ⊗ · · · ⊗ xm) = 0
if and only if
Sxj =
m∑
k=1
ajkxk, j = 1, . . . , m,
and
m∑
i=1
aii = 0.
Corollary 4.2. Let (x1, . . . , xm) be a family of vectors of V such that
ρ(x1, . . . xm) = (λ′1, . . . , λ′λ1)
and λ′1 = · · · = λ′λ1 = 1. Then
δ1(S)T (Sm, 1)(x1 ⊗ · · · ⊗ xm) = 0
if and only if
Sx1 = 0.
Proof. Since x1 is a basis of 〈x1, . . . , xm〉 and there exists a c ∈ K∗ such that
x1 ⊗ · · · ⊗ xm = cx1 ⊗ · · · ⊗ x1.
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By Corollary 3.9 we have
δ1(S)T (Sm, 1)(x1 ⊗ · · · ⊗ xm) = 0
if and only if
Sx1 = a11x1
and
m∑
i=1
a11 = 0.
Therefore,
δ1(S)T (Sm, 1)(x1 ⊗ · · · ⊗ xm) = 0
if and only if
Sx1 = 0. 
Let (x1, . . . , xm) be a family of vectors of V such that ρ(x1, . . . xm) = (m− a,
λ2, . . . , λa+1), where λ2 = . . . = λa+1 = 1 and a > 1. Using Proposition 3.1 we can
suppose without loss of generality that (x1, . . . , xm−a) is a basis of 〈x1, . . . , xm〉.
Corollary 4.3. Let (x1, . . . , xm) be a family of vectors of V such that ρ(x1, . . . xm) =
(m− a, λ′2, . . . , λ′λ1) = λ′,where λ′2 = · · · = λ′λ1 = 1 and λ1 = a + 1 > 2. Suppose
that s(x1) = a + 1. Then
δ1(S)T (λ)(x1 ⊗ · · · ⊗ xm) = 0
if and only if
Sxj =
m−a∑
k=1
ajkxk, j = 2, . . . , m− a,
Sx1 = a11x1,
and
aa11 +
m−a∑
i=1
aii = 0.
Proof. Since x1 = clx1, l = m− a + 1, . . . , m with c ∈ K∗, the result is an imme-
diate consequence of Corollary 3.9. 
Proposition 4.4. Let (x1, . . . , xm) be a family of vectors of V such that ρ(x1, . . .
xm) = (m− 1, 1) = λ′. Let xm =∑m−1i=1 bmixi and A = {l : bml /= 0}. Then
δ1(S)T (λ)(x1 ⊗ · · · ⊗ xm) = 0
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if and only if
Sxj =
{∑m−1
k=1 ajkxk if bmj = 0,
cxj if bmj /= 0,
and
c(|A| + 1)+
∑
i∈{1,...,m−1}\A
aii = 0.
Proof. “Only if ” part: For each l ∈A, let Dl be a Young diagram associated
with [λ] such that C1(Dl) = {1, . . . , l − 1, l + 1, . . . , m} and C2(Dl) = {l}. Since
(C1(Dl), C2(Dl)) is the support of a factorization of (x1, . . . , xm), then N(Dl)(x1 ⊗
· · · ⊗ xm) /= 0.
It is easy to see that
N(Dl)(x1 ⊗ · · · ⊗ xl ⊗ · · · ⊗ xm)
= bmlN(Dl)(x1 ⊗ · · · ⊗ xl ⊗ · · · ⊗ xl) /= 0.
Since δ1(S)T (λ)(x1 ⊗ · · · ⊗ xm) = 0, using Corollaries 2.3 and 2.5
δ1(S)P (Dl)N(Dl)(x1 ⊗ · · · ⊗ xm) = 0.
Therefore,
bmlδ1(S)P (Dl)N(Dl)(x1 ⊗ · · · ⊗ xl ⊗ · · · ⊗ xl) = 0.
Because if j /= l, the covering number of xj in (x1, . . . , xm−1, xl) is s(xj ) = 1 and
the covering number of xl in (x1, . . . , xm−1, xl) is s(xl) = 2, using Theorem 3.6 we
have
Sxj =
{∑m−1
k=1 ajkxk if j /= l,
allxl if j = l,
and
all +
∑
i∈{1,...,m−1}
aii = 0.
So we can conclude that
Sxj =
{∑m−1
k=1 ajkxk if bmj = 0,
cxj if bmj /= 0,
and
c(|A| + 1)+
∑
i∈{1,...,m−1}\A
aii = 0.
“If ” part: Let D be a standard diagram associated with [λ] such that
N(D)(x1 ⊗ · · · ⊗ xm) /= 0.
Case 1. If m ∈ C1(D) and C2(D) = {l}. In this case, (C1(D), C2(D)) is the support
of a factorization of (x1, . . . , xm) and
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N(D)(x1 ⊗ · · · ⊗ xl ⊗ · · · ⊗ xm)
= bmlN(D)(x1 ⊗ · · · ⊗ xl ⊗ · · · ⊗ xl) /= 0.
Since the covering number of xl in (x1, . . . , xm−1, xl) is s(xl) = 2 and if j /= l the
covering number of xj in (x1, . . . , xm−1, xl) is s(xj ) = 1, the hypothesis of this part
is the hypothesis of the “if” part of Theorem 3.7.
Case 2. If m ∈ C2(D). Let l ∈A. In this case, (x1, . . . , xl−1, xl+1, . . . , xm) is a
basis of 〈x1, . . . , xm〉 and
N(D)(x1 ⊗ · · · ⊗ xl ⊗ · · · ⊗ xm)
= 1
bml
N(D)(x1 ⊗ · · · ⊗ xm ⊗ · · · ⊗ xm) /= 0.
Since the covering number of xm in (x1, . . . , xl−1, xm, xl+1, . . . , xm) is s(xm) = 2
and if j /= m, the covering of xj in (x1, . . . , xl−1, xm, xl+1, . . . , xm) is s(xj ) = 1 and
Sxm = cxm, the hypothesis of this part is the hypothesis of the “if” part of Theorem
3.7.
By Theorem 3.7, the result follows. 
Corollary 4.5. Let (x1, . . . , xm) be a family of vectors of V such that ρ(x1, . . . xm) =
(m− 1, 1) = λ′. Let xm =∑m−1i=1 bmixi and {l : bml /= 0} = {1, . . . , m− 1}. Then
δ1(S)T (λ)(x1 ⊗ · · · ⊗ xm) = 0
if and only if
Sxi = 0, i = 1, . . . , m.
Proof. Using the last proposition we have
δ1(S)T (λ)(x1 ⊗ · · · ⊗ xm) = 0
if and only if
Sxi = cxi, i = 1, . . . , m− 1,
and
cm = 0.
Since Sxm = cxm, the result follows. 
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