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A common situation in survey sampling, particularly among government 
agencies, is for several organizations to collect information on a regu-
lar basis from the same segment of a population. In addition, some iden-
tical units may actually be selected for use in two or more surveys, and 
the information to be obtained in the different surveys may be almost 
identical. When much of the required data for all the surveys could be 
collected simultaneously from the same set of sampl lng units or from sub-
units of those units, this practice is statistically and cost inefficient. 
The procedure of simultaneously collecting data on the same unit for 
several surveys is referred to as integrated survey sampling. In the 
special case of a single population composed of two or more overlapping 
subpopulations, the independent surveys of all the subpopulations can be 
integrated and the sample designs can be modified to either (1) reduce 
or eliminate multiple coverage of the overlap domain, or (2) improve the 
estimates of the parameters of the individual subpopulations by advan-
tageously combining the information available from all the surveys. This 
investigation addresses the general problems of sampling and estimation 
in the overlapping subpopulations context, and specifically deals with 
both the approaches described above. A basic integrated sample survey 
design is proposed which yields a more precise estimator of the location 
parameters of the individual subpopulations (combining all the available 
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survey data) than estimators obtained using conventional survey designs. 
Alternatively, for fixed levels of precision, the sample sizes of all the 
surveys can be decreased to reduce unnecessary coverage of the overlap 
domain, resulting in a more cost efficient system of surveys. Finally, 
this procedure is compared with an alternative sample size reduction 
procedure which is not precision-dependent, but which in many cases leads 
to lower costs. 
The concept of integrated survey sampling has become particularly 
intriguing in recent years as it is applied to real situ~tions arising 
in the federal welfare system. This thesis provides the statistical 
foundation for solutions to the sampling and estimation problems specif-
ically found in this context. 
CHAPTER II 
OVERVIEW OF SURVEY SAMPLING IN THE 
FEDERAL WELFARE SYSTEM 
2.1 Population of lnferente 
The "federal welfare system11 is most generally defined as the 
collection of federally funded family nutritional/income support pro-
grams, the agencies and their staffs which administer and govern those 
programs, together with the population of all family units receiving at 
least one program benefit. Although there are a number of these programs 
in existence serving specific interests throughout the country, there are 
three major programs which collectively support the majority of ••welfare 
recipients 11 nation-wide. It is these three programs which are of 
specific interest: Aid to Families with Dependent Children (AFDC), the 
basic welfare grant program administered by the Health Care Financing 
Administration (HCFA) of the u. S. Department of Health, Education, and 
Welfare (DHEW); the Food Stamp program (FS), administered by the Food 
and Nutrition Service (FNS) of the U. S. Department of Agriculture 
(USDA); and the Medicaid program (Med), administered by the Social 
Security Administration (SSA) of DHEW. 
Every state directs these three programs within its geographic 
boundaries under federal statutes and with the support of publ it :flmc:ls., 
In most cases, the programs are managed independently of one another, 
either by different state agencies or by different staffs within the 
3 
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same agency, and each program supports its own participating constituency. 
In this regard the population of welfare recipients in each state actu-
ally consists of three uniquely defined and uniquely governed subpopula-
tions. Under the collective regulations currently in force, it is 
possible, and highly 1 ikely, that a family unit eligible to participate 
in one program may also be eligible to participate in one or both of the 
other programs. Consequently, the subpopulations, though uniquely 
defined, inherently overlap. A schematic of this general overlapping 
supopulations situation is provided in Figure 1. 
2.2 Evaluating Program Management Practices 
Every six months each state is required to conduct a quality control 
survey of a sample of family units residing in the state and participat-
ing in each of the three major welfare programs. There are three inde-
pendent samples on which to collect and analyze data; which, in most 
cases, requires the expertise of three separate, trained staffs. The 
purpose of these surveys is to validate the management practices of the 
state agencies directing the programs by determining the number of par-
ticipating family units obtainJng benefits in error. Of particular 
interest is the proportion of family units certified to participate in 
a given program, but which, because of oversight or fraud by the case-
worker or recipient, are totally ineligible. States with 11 ineliqibility 
rat~s•• exceeding established tolerances are subject to fiscal sanctions. 
2.3 Conventional Survey Sampling Practices 
The original sample survey design established for use in all states 
was a very simple one, and essentially identical for all three programs 
Definition of Overlapping 
Regions 
1. FS' only 
2. AFDC only 
3. Med only 
4. AFDC and FS 
5. AFDC and Med 
6. FS and Med 
7. FS, AFDC, and Med 
Figure 1. Schematic of Overlapping Federal Assistance Programs 
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(although there were as many subtle variations In practice as there are 
states). For each program a separate survey organization was retained, 
with each organization interested only in its own participating constit-
uency. A continuously updated frame was maintained by each of the 
organizations representing its respective caseload. Due to the inherent 
overlap of the subpopulations, each frame contained an unknown, but esti-
mable, number of ''mixed'' family units--that is, family units participat-
ing in one or more of the other programs. The ''mixed11 category in each 
frame was historically suspected to contain more family units receiving 
benefits in error than the ''non-mixed'' category; The ratios of 11mixed''. 
to ''non-mixed'' family units in the frames were non-constant, since the 
el lgibil ity of family units to participate in any program may be discon-
tinued or renewed a number of times during the survey time period for a 
variety of reasons. 
A simple random sample was selected from each frame (not necessarily 
at the same time) so that an expected proportionate sample of "mixed" and 
"non-mixed" families results (sample approximately representative of the 
frame from which it is selected). In most states one-sixth of the sample 
of the required size was selected from the frame of participating family 
units available each month. Sample units were surveyed via home visits 
and collateral contacts to determine their correct benefit allotment on 
the basis of family income, assets, medical expenses, and other items 
that determine a family budget. For each program, estimates of the pro-
portions of family units in the two participation categories receiving 
benefits erroneously were obtained and reported, along with an estimate 
of total family units receiving benefits in error. 
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2.4 Revising the Survey Design 
With the phenomenal growth in the number of welfare recipients in 
the 1970's, the sizes of all three surveys directly increased, and the 
demands on states to provide additional staff and resources to effi-
ciently execute the surveys began to outstrip their other financial com-
mitments. To provide some relief, one suggestion was to somehow take 
advantage of the inherent overlap among the constituencies of the pro-
grams in hopes of eliminating duplicate effort and costs. In 1974, 
employees of the federal agencies governing the major welfare programs 
became the prime force in a move to merge all the quality control sample 
surveys conducted in the states, at the insistence of some reform-minded 
congressmen and administration officials. The terms 11 integrated sam-
pling11 and 11 integrated survey11 were coined to describe this sample survey 
redesign or merger. 
2.5 Practical and Philosophical 
Barriers to Survey Redesign 
There are several practical and philosophical barriers inhibiting 
merger of the surveys and these must be resolved before an effective 
redesign can be accomplished. Some of them have already been suggested. 
The first problem 1 ies in the original sample survey designs. Since the 
numbers of 11mixed 11 and 11 non-mixed 11 family units contained in the sampling 
frames are unknown, the units selected cannot be categorized in this way 
prior to sampling. This determination must, in fact, be part of each 
survey. What results, of course, is a post-stratified sample rather than 
one which is proportionally stratified prior to sampling. The precision 
of the estimates of the Individual subpopulatlon parameters must be 
adjusted to reflect this discrepancy. 
A second difficulty lies in the data to be collected. In the kind 
of integrated system of surveys being proposed, one must assume that all 
surveys obtain equivalent measurements for specific items of interest on 
all the units in the overlap. This is not the case in practice, since 
the surveys, by definition of the programs for which they are designed, 
logically extract different information (for example, the family budget 
is computed differently for AFDC and FS). This situation can be remedied 
only with a common survey instrument, or with revised program regulations 
allowing common information to be collected. A third complication is 
that some identical units may be selected into the samples for two or 
more of the surveys. This is an undesirable situation, from the stand-
point of economics, if identical or similar information is collected in 
multiple surveys. If duplicate units are not eliminated, the estimates 
of the subpopulation parameters must be adjusted to reflect this. 
The most serious obstacle facing merger of the surveys is the ab-
sence of a common sampling unit among the three subpopulations--families 
are sampled for AFDC, households are sampled for FS, and clusters of paid 
claims for given families are sampled for Medicaid. It was Crosley [8] 
and Gregory [15] who in 1977 distinguished and championed the need to 
redesign the survey practices of all the programs into a single inte-
grated procedure on the basis of a common sampling unit. One way to 
avoid pitfalls of inconsistencies among sampling units is to consider 
the concept of ultimate and penultimate sampling units. While the ulti-
mate sampling units for the three surveys indeed differ, it may be pos-
sible to define, and initially sample on the basis of, a penultimate 
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unit (for example, the household consisting of all Individuals cohabitat-
ing under one roof). An analogous concept Is the "overlapping sampling 
unit, 11 described by Kendall and Buckland [18]: 
Usually the population of elementary units or basic cells is 
broken up for purposes of sampling into clusters or grids of 
units or cells which are mutually exclusive; that is, every 
elementary unit or basic cell belongs to one and only one 
sampling unit. It is, however, possible to have a system of 
sampling units in which the same elementary unit or cell may 
occur in more than one sampling unit, in which case we have 
an overlapping system. If properly used, such a system pro-
vides unbiased estimates [p. 210]. 
There are some other problems of logistics brought about by incom-
patibilitles in the regulations governing the three programs. For 
example, under the original survey design, all sample units selected for 
the survey of a particular program were to. have equal chance of selection, 
and the resulting samples were required to proportionally reflect the com-
position of the subpopulation from which they were selected. Even those 
individuals who suggested the earl lest survey merger schemes recognized 
these kinds of restrictions might have to be modified or abandoned. 
2.6 Logistics of Integrated Sampling 
11 lntegrated sampl ing 11 is the term used to describe linking or merg-
ing the physical sampling and survey processes of the three federal 
assistance programs to (1) reduce the overall combined sample size a 
state must select and survey, (2) minimize or eliminate the duplication 
of surveying the same family unit more than once, and (3) maintain the 
original sample size requirements established for the individual pro-
grams, or alternatively, maintain the precision of the estimates of the 
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parameters of Individual subpopulatlons. The purpose behind such a pro-
posed merger was to demonstrate the administration's commitment to stream-
line this facet of the federal bureaucracy, to make all the individual 
welfare programs more economically palatable, and to improve the overall 
efficiency of the system. 
Between 1975 and 1977 there was a flurry of activity to develop the 
necessary logistics for integrating the surveys. The idea was to take 
advantage of the overlap among the subpopulations to the maximum degree 
possible. Because of the large size of the constituency domains of the 
three programs and because agency regulations had not previously been 
written to accommodate the overlap, the earliest attempts at integrating 
the surveys were crude, at best. In an attempt to demonstrate some 
immediate survey economy, an ad hoc approach was to sort of juggle all 
the sample elements selected via the three established survey designs in 
order to circumvent the restrictions imposed by each agency. Some states 
attempted to accrue some savings by cross-matching the three samples 
selected for their three surveys. In this way duplicate family units 
were eliminated. Other states tried to take advantage of prior knowledge 
of the size of the overlap with respect to the size of each sUbpopulation 
in order to reduce the actual sample size of family units physically sur-
veyed by each organization. The suggested procedure was to use a frac-
tion of the sample units (related to the ratio of the size of the overlap 
to the size of the total subpopulation) selected for each survey as sample 
units for the other two surveys as well, with each organization collecting 
enough extra information on those units to satisfy the requirements of all 
three surveys. The key to this kind of sample size reduction was forced 
cooperation among the three survey organizations. Finally, a complete 
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cooperative redesign of all the survey operations was suggested. In 
several cases, federal monies were made available to states to encourage 
investigation into applications of these approaches to real situations 
arising in the federal welfare system (see, for example, Egan and Murray 
[11]). 
2.7 Review of Literature 
Discussions of sampling and estimation in the context of overlapping 
subpopulations are virtually absent from the literature. However, there 
are a few references to integrated surveys, and it will be instructive to 
review these. The term "integrated survey'' is not a new one. Although 
it was apparently coined prior to 1960, it is difficult to pinpoint the 
earliest date that it appeared. The twelfth session of the Statistical 
Commission of the United Nations [33] prepared a document for publication 
in 1964 to deal "with the technical aspects of sampling processes in 
accordance with the recommended terminology'' [33, p. 3]. In this report 
the "integrated survey'' was listed as one of six possible types of recog-
nized surveys. However, it is not known whether the term first appeared 
here or at some earlier date, since the Commission's report that year was 
a revision of documents published in 1948 and 1949. In a section of his 
text entitled Sampling Theory and Methods (1961), Murthy [23] suggested 
integration of two or more surveys "to reduce the cost of survey opera-
tions at the different stages" [23, p. 347]. Murthy noted that "it may 
be beneficial to integrate two or more surveys even when the sampling 
units ... are different" [23, p. 349]. All the early standard sa~pling 
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texts published in the United States apparently ignored the topic. It was 
not until 1970 that an example of an Integrated survey appeared in the 
literature. That year Murthy and Roy [24] published a paper in which they 
discussed their experiences in devising an integrated survey design for 
part of the 1968-69 Indian National Sample Survey. The authors proposed 
that, without disrupting the established design for all other character-
istics to be measured in the survey, an integrated design would accommo-
date sampling for a particular characteristic if the population elements 
possessing that characteristic are unevenly distributed. Des Raj [28] 
presented the only other textual reference to an integrated survey. 
When in 1974-75 the term 11 integrated survey" was recoined by federal 
employees to refer to the merger of the major quality control surveys in 
the federal welfare system, it was apparently done without knowledge of 
the previous references. Most of the work during these years described 
the logistics of physically merging or manipulating sampling frames to 
arrive at a particular collection of sampling units. Coburn [3], for 
example, related several ad hoc approaches to fitting all the original 
survey frames and sampling procedures into the framework of a common 
interrelated design. Each of the approaches features some kind of sample 
size reduction or change in the sample composition with respect to each 
subpopulation in question. Heiner, Read, and Whitby [17] discussed a 
specific redesign of New York's quality control system and presented 
several alternatives for reducing overall combined sample size. Schwartz 
[32] proposed a non-linear programming approach for allocating a fixed 
sample size among the several overlapping surveys. Finally, Schneider 
[31] discussed a procedure for adjusting the original fixed sample sizes 
for each survey directly as a function of the overlap. 
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Based on Schneider's scheme, the U. S. Department of Health, Educa-
tion and Welfare prepared an operating manual in 1978 for integrating 
federal welfare surveys. This manual made almost no reference to the 
precision of the estimates of population parameters obtained using 
Schneider's procedure (or, for that matter, any other procedure). In 
response to the disregard of the precision of the estimates heretofore 
exhibited, Coburn [4] made the first attempt to estimate the parameters 
in one subpopulation given some auxil lary information from the survey of 
an overlapping subpopulation, assuming the existence of a common sampling 
unit. In 1979 a cooperative inter-agency effort resulted in the prepara-
tion of a second handbook, entitled Integrated Quality Control System 
(35], which catalogs all the available techniques and variations for 
merging the three major quality control surveys. In this text some 
emphasis is given to computing the precision of the parameter estimates 
obtained using the available sample size reduction techniques. Formulas 
for computing the precision, however, are not always provided. More 
importantly, the handbook does not provide a comprehensive analysis of 
the survey precision for each technique from a comparative standpoint, 
and no recommendations are made for choosing among the procedures on 
this basis. 
2.8 Research Problem 
The research presented in the remainder of this study, and the 
results which are described, are not aimed at further development of the 
logistics of integrated surveys. Sufficient work has already been done 
in that area to establish acceptable procedures for integrating the qual-
ity control surveys in the federal welfare system. On the other hand, 
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there has been precious little work on the estimation problems which 
arise in the overlapping subpopulations context. This thesis is there-
fore devoted to the development of the statistical foundations necessary 
to address these problems. A general, overlapping sample survey design 
is proposed. Given this design, procedures are developed for estimating 
the parameters of individual subpopulations in a number of sampling situ-
ations. The statistical properties of each estimator are investigated, 
with particular emphasis given to evaluating the precision obtained. 
The variances of the new estimators are compared to those obtained under 
conventional sample designs, and recommendations are made for choosing 
among the estimators on the basis of applicability to the sampling situ-
ation and ease of computation, as well as on the basis of increased pre-
cision. Finally, precision-based sample size reduction procedures are 
developed, with comparisons made to other techniques on the basis of 
achievability, improved precision, and survey economy. 
CHAPTER Ill 
SOME THEORY FOR AN OVERLAPPING 
SAMPLE SURVEY DESIGN 
3 . 1 I n t rod u c t i on 
The problem of surveying overlapping subpopulations, previously 
described as 11 integrated sampl ing, 11 is characterized in Chapter II by 
the situation arising in the federal welfare system. In this chapter, a 
basic sample survey strategy, having minimal administrative restrictions, 
is proposed for dealing with two overlapping subpopulations, and a pro-
cedure is developed for estimating the parameters of an arbitrary sub-
population by combining all the information available from the surveys 
of both subpopulations. A contrived example is presented in which the 
survey design is applied to the overlapping constituencies of AFDC and 
the Food Stamp Program. 
3.2 A Basic Overlapping 
Sample Survey Design 
Suppose a population of size Q is composed of two overlapping sub-
populations of sizes N and M, respectively; and suppose two independent 
sample surveys are conducted over the population, with each survey aimed 
at a particular subpopulation. The staffs of two distinct agencies or 
organizations conduct the surveys. Let the survey of subpopulation 
(having size N) be designated as the primary survey (primary subpopulation,. 
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primary sample, etc.). Let the overlap domain be of size N2 (= M2), so 
that N = N1 + N2 and M z M1 + M2. 
16 
Although the subpopulations are known to overlap, it cannot be known 
prior to sampling which population elements fall in the overlap domain. 
Assume the sampling units for both surveys are identical, and that both 
surveys obtain identical measurements on the units for the characteristics 
of interest. 
Simple random samples of fixed size n and m, respectively, are 
selected for the two surveys. The units selected in each sample fall 
into two categories--those which belong to the overlap domain and those 
which do not (called "mixed" and "non-mixed" units, respectively). Assume 
no duplicate units are selected in the two samples owing to sampling the 
overlap domain twice. 
The surveys are conducted by the two organizations. Within the con-
text of each survey it is first determined for each sample unit whether 
or not it falls in the overlap domain. If a sample unit is determined to 
be a "mixed" unit, it is surveyed with respect to membership in the sub-
population from which it was selected; and within the scope of this inves-
tigation, or subsequent to it, additional information is obtained on the 
characteristics of interest to the other survey. After the two surveys 
are completed, each of the two original samples is post-stratified into 
the two categories--"mixed" and "non-mixed" units. In this matter, four 
subsamples of random size are formed: n1 "non-mixed" units (with respect 
to the primary subpopulation) and n2 "mixed" units in the primary sample; 
and m1 "non-mixed" units (with respect to the second subpopulation) and 
m2 "mixed" units in the second sample. Note that n = n1 + n2 and 
m = m1+m2 (n 1, m1, i = l, 2, all non-zero). The two subsamples of "mixed" 
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units are two independent samples from the overlap domain. Estimates of 
the parameters of a particular subpopulation for the characteristics of 
interest can be computed from the information available in the four sub-
samples. 
3.3 A Contrived Example 
As an example, consider the application of the basic survey design 
of section 3.2 to the overlapping constituencies of Aid to Families with 
Dependent Children (AFDC) and the Food Stamp program (FS). In this 
example, it is desired to estimate the proportion of FS households which 
are ineligible to receive their benefits using all the information avail-
able from the surveys of both constituencies. 
Suppose State A has an FS constituency of N = 40,000 households 
(average monthly caseload) and an AFDC constituency of M = 25,000 families 
(average monthly caseload); and suppose it is known that the two constit-
uencies overlap, and that the size of the overlap is N2 = M2 = 12,500. 
Hence, there are N1 = 27,500 non-mixed FS households (N = N1 + N2) and 
M1 = 12,500 non-mixed AFDC families (M = M1 + M2). Assume that one FS 
household is equivalent to one AFDC family. Accordingly, 50% of the 
AFDC constituency is presumed to receive FS, and 31.3% of the FS constit-
uency is presumed to recieve an AFDC grant. Figure 2 portrays this 
example of overlapping constituencies. 
Suppose simple random samples of size n = 1,200 and m = 800 are 
selected from the frames representing the FS and AFDC constituencies, 
respectively. Assume no units appear simultaneously in both samples. 
All sample units are surveyed for eligibility to participate in the pro-
gram for which they were selected. In addition it is determined which 
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units in each sample belong to the overlap domain. These units are also 
surveyed for eligibility to participate In the program for which they were 
not selected. For example, the units in the FS sample which are deter-
mined to belong to the overlap domain are surveyed for eligibility to 
receive an AFDC grant. It is presumed that the surveys for both programs 
obtain identical measurements of program participation on the overlap 
units. 
Mt = 12,500 
AFDC 
overlap 




N = N1 + N2 
M = M1 + M2 
M = 25,000 
FS 
N a 40,000 
Figure 2. An Example of Overlapping Constituencies of the 
FS and AFDC Programs 
After the surveys are completed, the two samples are both post-
stratified into two subsamples--those which belong to the overlap domain 
and those which do not. The contrived results of post-stratifying the 
two samples of size n = 1,200 and m = 800 are displayed in Table I and 
Table I I. Note that the marginal totals in the tables are unknown prior 







AN EXAMPLE OF POST -sTRATIFYING AN AFDC * 
SAMPLE OF SIZE rn • 800 
AFDC/FS Mixed 
AFDC FS FS 
Only Elig.i>ble Ineligible 
340 .• . . . . . . . . 260 80 
60 . . . . . . . . . 16 44 
400 276 124 
*Aid to Families with Dependent Children 
FS 
TABLE II 
AN EXAMPLE OF POST-STRATIFYING A FS* 
SAMPLE OF SIZE n = 1,200 
FS/AFDC Mixed 
AFDC AFDC 
Only Eligible Ineligible 
FS 
eligible 742 294 25 
FS 
Ineligible 82 . . . . . 38 19 












It is now desired to estimate the proportion of FS households which 
are ineligible to receive their benefits. As observed in Tables I and 
I I, the data available in the various portions of the samples and sub-
samples described above can be combined in a number of ways to form an 
estimate. Usable information is available from both surveys. Candidate 
estimates of the proportion of ineligible FS households which may be 















the fraction of non-mixed FS households which are 
ineligible 
the fraction of mixed FS households which are 
i ne 1 i g i b 1 e 
the fraction of mixed AFDC families which are 
ineligible to receive FS 
the fraction of mixed FS households which are 
eligible to receive an AFDC grant but ineligible 
to receive FS 
the fraction of mixed AFDC households which are 
eligible to receive an AFDC grant but ineligible 
to receive FS 
the fraction of mixed FS households which are 
ineligible to receive benefits from either program 
the fraction of mixed AFDC households which are 
ineligible to receive benefits from either program 
One way to combine some of the fra~tions given in the above list to 
obtain a single, more precise estimate of the proportion of ineligible 
FS households is given by the following equation: 
82 + 57 124 
a 824 + 376 + (l - a) 400 
21 
137 124 
= a 1200 + ( 1 - a) 460 
where 0 <a< 1. Choosing a= (N 1)/N, 
p~·~ = 27,500 137 12,500124 4o,ooo 1200 + 4o,ooo 4oo = • 1 7 54. 
For every choice of a this estimator gives more weight to the pro-
portion of ineligible FS households in the overlap domain than is desir-
able. A better estimator, in the sense of desirable weighting of the 
estimates for the fractions of ineligible households among the various 
segments of the FS constituency, is given by 
where 0 < a .::_ 1 , 0 < S .::_ 1 • 
In this estimator the two available estimates of the proportion of 
ineligible FS households in the overlap domain are first averaged, and 
then this average proportion is weighted against the estimate obtained 
for the proportion of ineligible FS households in the non-overlap domain. 
The optimum value of 13 is shown, in section 3.6 of this thesis, to be 
f3 = 
where n2 and m2 are the subsamples of units in the samples of size n and 
m, respectively, which belong to the overlap domain. Using this result 
Nl 
and the cell frequencies in Tables I and I I, and choosing a= 1f' an 
estimate of the proportion of FS households which are ineligible is given 
by 
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= 27,000 82 + ( 376 57 + 400 124) ijo,ooo ~ 376 + 4oo 37b 376 + 4oo ~ 
= .1413. 
An estimate of the proportion of ineligible FS households which does 
not make use of the information about the overlap domain available in the 
sample for the second survey is the usual estimate obtained by post-
stratifying the single sample of size n: 
p = a 88224 + ( 1 - a) t 16 
where 0 <a< 1. Choosing a= (N 1)/N, 
p = 27,500 82 + 12,500 57 40,000 ~ 40,000 37b = 
Note the comparative values of p*, p**, and p. 
. 1158. 
Though many other estimators can be formed using various combina-
tions of the available data, estimators of the form of p** are chosen for 
development in this thesis because they provide the proper weighting of 
all the information available on the segments of the FS constituency (or 
some other subpopulation of interest). 
3.4 A Note on the Distri-
bution of n2 and m2 
Consider the basic overlapping sample surveys design described in 
section 3.2. Let N = N1 + N2 and M = M1 + M2 be the previously defined 
sizes of two operlapping subpopulations. Let n and m be independent 
simple random samples selected (with replacement) from N and M, respec-
tively. The selection of n and m without regard to the sizes of the 
strata in the subpopulations forces the two samples to contain random 
numbers of units from among those strata; that is, n = n1 + n2 and m = 
m1 + m2, where all the ni and mi (i = 1, 2) are random. 
If X and Y are independent random variables, where X is the number 
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of N2 units in a simple random sample of size n, and Y is the number of 
M2 units in a simple random sample of size m, then X and Y have the hyper-
geometric probability mass functions given by 
P(X "" n2) 
P(Y = m2) 
The mean and variance 
and mpy and mpyqy~ : 
G~) G:) 0,1,2, .•. ,and 
"" 
(~) n1 + n2 = n 
0 otherwise. 
(::) C:) = 0, 1, 2, ... , and 
= 
(~) m1 + m2 = m 
0 otherwise. 
of X andY, respectively are npX and npxqx(~ = ~). 
~·where Px = (N2)/N, Py • (M2)/M, Px + qx = 1, 
and Py + qy = 1. Now suppose that, on the other hand, the values of X 
andY are obtained by two independent sequences of Bernoulli trials--
that is, a sequence of Bernoulli trials from the subpopulation of size N 
and second sequence of m Bernoulli trials from the subpopulation of size 
M (sampling performed without replacement). Then X andY have the prob-
ability mass function given by 
(~2) 
nz ml n2 = 0, 1 ' 2' ... ' 
p(X == n2) = P)( qx ' 




mz ml m2 = o, 1 ' 2' ... , 
P(Y = m2) = Py qy , 
ml + m2 = m, 
0 otherwise. 
where Px and Py are defined as before. The means of X and Y in this case 
are always equivalent to those for the sampling situation given above. 
The variances are equivalent if the correction factors (N- n)/(N -1) and 
(M-m)/(M-1) for sampling without replacement are ignored. What remains 
is simply the binomial probability mass function for both X andY. 
For the situation of sampling from overlapping subpopulations in the 
;ederal welfare system, it is technically incorrect to assume that X and 
Yare binomially distributed unless their variances are corrected for 
sampling without replacement (that is, the hypergeometric model is the 
theoretically correct one, since sample selection does not arise through 
Bernoulli trials). However, the assumption that the usual binomial dis-
tribution is applicable simply increases the variances of X andY slightly 
beyond their expected values. Throughout the remainder of this report, 
unless otherwise noted, the algebraically simpler binomial model has been 
assumed (that is, correction factors for sampling without replacement 
have been ignored) in order to eliminate some of the effort in deriving 
variance formulas. The results are everywhere conservative "(in the sense 
that the variance is larger than expected). 
A difficulty arises in either model if n2 or m2 is zero. For large 
n and m (say, greater than 20), this difficulty can effectively be ig-
nored, since the probability of n2 or m2 being zero is very small. In 
the situation of many-stratum subpopulations, which may yield some zero 
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values for nh or mh (h is the stratum number), some of the strata could 
be collapsed before proceeding in order to eliminate the zeros. The gen-
eral effect of collapsing strata, however, is to increase the variance of 
the estimate (see Cochran [6]). 
3.5 Some Remarks on the Choice 
for Sampling Error 
For conventional sample survey strategies, the variances of the 
resulting estimates are well known and frequently cited in the statisti-
cal 1 iterature (e.g., simple random sampling, stratified sampling). 
Before a change in legislation and federal agency regulations produced 
the overlapping subpopulations situation in th;e federal welfare system, 
described in Chapter I I, surveys for the individual programs historically 
were conducted using simple random sampling. For the Food Stamp Program, 
additional estimates of proportions of family units falling in several 
participation categories (••publ ic assistance, 11 11 non-publ ic assistance, 11 
etc.) were frequently computed using the data available in the simple 
random sample. There is no evidence to indicate the estimate of the 
variance attached to these estimates was ever adjusted to reflect the 
randomness of the numbers of sample units falling in the several pupula-
tion categories. Since the samples were not stratified in advance, the 
proper error term for use in these situations is that associated with 
the technique of post-stratification. It is well known that estimates 
obtained via post-stratification are almost as precise as those obtained 
with proportional stratification, and for large sample sizes, use of the 
error associated with proportional stratification is recommended. Using 
the error associated with simple random sampling is inappropriate unless 
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an unwelghted estimate covering the total sample Is desired. In light 
of these remarks, and because the strategies for sampling overlapping 
subpopulations require post-stratification, the error associated with 
the estimates developed in this report is compared with the usual error 
terms obtained for post-stratification and proportional stratification. 
Recommendations are made for choosing among these three for various situ-
ations of sampling from overlapping subpopulations. 
3.6 Estimating the Parameters of a Subpopulation 
of Interest When the Total Overlap is Known 
Assume the total size of the overlap domain of the two subpopulations 
is known. Let w1 = (N 1)/N and w2 = (N2)/N, N1 + N2 = N, be the weights 
attached to strata 1 and 2 of the primary subpopulation, respectively, 
which are appropriate for proportional stratified sampling. Let y be a 
characteristic of interest in the primary survey, and let ylhi be the 
value of yon the ith unit in stratum h of the primary sample (h = 1, 2). 
Then an unbiased estimate of ~l' the mean of the primary subpopulation 
(the subscript 1 refers to the first or primary subpopulation) obtained 
via proportional stratification of a single sample size n selected from 
the primary subpopulation, is given by 
2 
-st = I wh yl YJh (3.6.1) h=1 
where 
"h 
ylh = I y 1 hi. n1 i = 1 
where 
-st Var(y 1 ) = 
N -
h 




L wh s2 
h=l h 
(3.6.2) 
is the within-stratum variance, f = n/N is the finite population correc-
tion factor (fpc), and v1h is the true mean of stratum h in the primary 
subpopulation. 
If the sample of size n is post-stratified into n1 and n2 units, 
respectively, rather than proportionally stratified in advance, then 
-st 
var{y 1 ) may be adjusted to reflect the randomness of nh. Hence, 
= 
2 w2 s2 I h h 
h•l "h 
1 2 2 
-N. L wh s 
h=1 h 
(3.6.3) 
-ps The average value of Var(y 1 ) over all nh must be obtained. Ignoring the 
case nh = 0 (see Cochran [6]), 
where 
n 




1 1 - wh 
- -- + --..:---z-w 2 2 . 




Ignoring the fpc, f, in Equation (3.6.4), one obtains 
2 2 
= ' wh s2 + 1 ' ( 1 w ) s2 
n h~ 1 h ~ h~ 1 - h h 
(3.6.6) 
Now suppose additional information via a sample from the second subpopu-
lation is available on stratum 2 (overlap domain). Let ylhi and y2hi be 
1 f h h . . b . d h . th . . t t h f va ues o t e c aracter1st1c yo ta1ne on t e 1 un1ts IS s ra a rom 
subpopulations 1 and 2, respectively. As estimate of the mean of the 
primary subpopulation for the characteristic y is given by 
= (3.6.7) 
where 
= h = 1' 2, 
are independent, unbiased estimates of the means of the hth stratum in 
subpopulation 1, 
Y22 
is an independent, unbiased estimate of the mean of the second stratum 
in subpopulation 2 (independent of y11 and y12), and 0 < S ~ 1. When S 
-ps reduces to y 
1 is an unbiased estimate of v1 for any 
value of S by virtue of the following lemma and theorem. 
Lemma 3. 6. 1 = (3.6.8) 
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Proof: Take a simple random sample of size m from the second sub-
population and post-stratify m into m1 and m2 (m ~ m1 + m2) units from 
the first and second strata, respectively. Let the second stratum be t~e 
overlap domain. Let v1h and V2h be the true means of strata h in sub-
populations 1 and 2, respectively. 
Let o221 
= I o1 
Then 
Hence 
if the ith element of stratum 2 in sub-




E~ [J.... L 022. y22"] 
u22 m2 i=l 1 1 
But M2 = N2 , and each of the elements v221 is one (and only one) of the 




v1 is unbiased for v1 independent of the value of s. 
(3.6.9) 
Proof: Let v1 be the mean of the primary subpopu1ation. 
By Lemma 3.6. 1, EY {y22 ) = V12 so that 
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Ignoring the fpc's, the variances of y 11 and y12 are 
sz Nl 
Var(y11 ) 




2 I { y 12 i = = n;- N2 -n2 i=1 
- )2 - y 11 
- 2 
- y12) . 
Var(y22 ) also depends on sz 2 as demonstrated in the f o 1 1 ow i n g 
Lemma 3.6.2 Ignoring the fpc's, 
= 
~ 
Proof: Var(y22) = - 1 'n'M---.- L {Yzz·, - v22) 2. 










w2 ( 1 
52 
v cy-r: I B) _1 + 2 S)2 _2 (3.6.11) = -+ -1 "1 2 "2 2 m2 
Proof: y11 and y12 are independent estimates of the stratum means 
of the primary subpopulation (based on subsamples of sizes n2 and m2 , 
respectively), and 'Y22 is a second, independent estimate of the mean of 
the overlap stratum with respect to the second subpopulation (based on a 
subsample of size m2). 
by virtue of. Lemma 3.6.2. 
Theorem 3.6.3 Ignoring the fpc 1 s, V{y~o'~IB) is minimum when 
s 
Proof: 
the fpc 1 s. Differentiating with respect to S, 
'JV (y)o'' I B) 
;) r.~ = 





Now if the values of n 1 , n2, and m2 are determined as the result of 
post-stratification, then n 1 , n2, m2, and hence S, are random variables. 
Then the average of v CY")'~': Is) aver a 11 values of S must be determined. 
E [V cy-~·o•: I B)] 
B 1 = 
= [ s
2 
2 2)] E w2 _1 + w2 52 ( L + ( 1 - s) 
B 1 n 1 2 2 \n2 m2 
= 
n2 
Let B =-~-(the optimum choice). 
n2 + m2 
n2 
E [ V a r (-y >'<1: I f3 = ) ] 
n m 1 n +m 2' 2 2 2 




= w2 52 E (-1 ) 
1 1 n 1 n 1 
+ w2 s2 E ( 1 ) 
2 2 m + m • n2, 2 n2 2 
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E ( ! ) can similaily be evaluated via the technique of statis-
n2,m2 n2 m2 · 
tical differentials, as described in Kempthorne and Folks [19]. 
lemma 3.6.3 
(3.6. 14) 
Proof: let n2 and m2 be random variables, distributed respectively 
as Bi [w2n,W2 (1 
vl = MMl and v2 
- w2)n] and Bi [V 2m,V2 (1 - v2)m], - N2 where as before, w2 - lf• 
Mz • = 1r (M 1 + M2 = M) are the we1ghts attached to strata 1 
and 2 of the second subpopulatlon, respectively, which are appropriate 
for proportional stratification. 
let U = f(n 2 , m2) = n2 + m2 
entiable with respect to both n2 
about ~n and }l , 
2 m2 
u = 
, where both n2, m2 > 0 and U is differ-
and m2. Expanding U in a Taylor series 
J.lm ' J.ln 
2 2 
+ higher order terms. 






. = f ( ].1 , llm ) 
n2 2 
An additional lemma is also needed. 
Lemma 3.6.4 
= E s [ v a r Cvr~ I a ) ] . 
2 
E (m2 - ll ) , m2 m2 
(3.6.15) 
Proof: Let X and Y be any two (possibly uncorrelated) random vari-
ables. Then 
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(see Mood, Graybill, and Boes [22]). Applying this result, the uncondi-
tiona! variance of Y't' is given by 
Var (y:b'c) 
I 
But EYY"'I~/Yr'IB) is a constant, as shown in Theorem 3.6.1, so that 
Var [E- I (-y,'o'c I 0 )] = 0. 
t3 Yf''' B 1 ~ 
The result follows. 
Now it is possible to find an approximate formula for the uncondi-






Use E (-1-) and the results of Lemma 3.6.3 in Equation 




If a simple random sample of size n is selected from the 
2 










Similarly, if a simple random sample of size m is selected from the 
2 
second subpopulation and post-stratified into mh (m= L mh) units, re-
h=l 
spectively, and measurements of the characteristic yare obtained for 
each unit in m2 , then a second estimate of S~ is given by 
= (3.6.18) 
m -2 





. f th . th . f b 1 e 1 un1t o stratum 2 in su popula-
tion 2 is in m2 
0 otherwise 
and recall that M2 = N2 . Then the lemma follows from the usual steps 
needed to prove E(s 2) ~ s2 for simple random sampling. 
37 
Usinq the immediately preceding results, an unbiased estimate of the 
approximate variance of vr· can be obtained. 
Theorem 3.6.5 -"'~* An unbiased estimate of the approximate variance of y1 
is given by 
where 












i = 1 
m2 
\ - )2 
L ( y 22 i - y 22 ' 
i = l 
Proof: Let Sfl, sf2 , and s~2 be defined as above. Recall that 
Var(yh':) is approximately given in Theorem 3.6.4 as . 1 
= 
(3.6.20) 
To form an unbiased estimate of Var(y)o'•), use the results of lemma 3.6.5 
and replace $~ and $~ in the first four terms of the above expression 
with s~ 1 and s~ 2 , respectively. ReplaceS~ in the final terms by s;2 . 
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Then write 
2 2 2 2 nw3 w 2 
var Cv~'d:) 
wl s 11 w2 512 w2 s 11 2 1 sl2 
= + + 2 + + V2m)3 1 n w2n + v2m n (W2n 










wl s 11 w2 s12 s 11 wl s12 + s22 
= + n(l + t.) + 2 + n2 ( 1 t.)3 n n + 
where 
A minimum variance unbiased estimate of the approximate variance of 
2 2 vy* can be obtained by first pooling the two estimates of 52' s12 and 
s~ 2 • and then replacing S~ in Equation (3.6.20) with this pooled esti-
mate. Hence 
= 
W2 2 w 52 2 lsll 2 W2sll 
n + n ( 1 + ll) + 2 + 
n 
where 
2 s :::: 
p 
An unbiased estimate of the proporation of the primary subpopula-
tion elements which possess a particular attribute is given by 
= (3.6.21) 
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where plh (h = 1, 2) is the proportion of subsample nh which possesses a 
particular attribute. p22 is similarly defined with respect to m2 • 
Theorem 3.6.6 
= (3.6.22) 
where P1 is the true proportion of the total of all elements, N, in the 
primary subpopulation possessing a particular attribute. 
Proof: Replace v11 , v12 , and v22 in Theorem 3.6. 1 by p11 , p12 , and 
p22 , respectively. 
Theorem 3.6.7 
Va r ( p>'o'<) 
1 = 
w1 N1 P1 (1 - P1) w2 N2 P2 (1 - P2) 
(N 1 - l)n + (N2 - l)n(l + t~) 
(3.6.23) 
Proof: 
Nl P1(1- P1) 
Replace 52 and 52 in Theorem 3.6.4 by N _ 1 and 
1 2 1 
N2 P2 (1 - P2) 
N _ 1 , respectively, where Ph is the proportion of Nh which 
2 
possesses a particular attribute, and the result follows. 
Theorem 3.6.8 ;'c;'t An unbiased estimate of the approximate variance of p1 is 
given by 
wl nl p 11 (I - pll) w2 n2 Plz (I - P1z> var (pt'') = - 1 + n nl - n(n - 1)(1 + 6) 2 
wz n2 Plz(l - P1z> WI n2 Plz(l - P1z> + 
2 + 1 ) 2 n (n - n (n 2 - 1)(1 + t~) 2 
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(3.6.24) 
Proof: 2 2 2 Replace s 11 , s 12 , and s22 in Theorem 3.6.5 by 
nl p 11 ( 1 - p 11) n2 p 12 ( 1 - P12) m2 p22 ( 1 - P22) 
respectively. Now 
nl n - m - ' - 2 2 
n 1 ' n2, and m2 are random variables arising from post-stratification; so 
the average value of var(pf*) must be determined over all values of n1, 
= 
E **I [var(p*1*)jnh, mh] P1 nh' mh = 
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W1 N1 P1(1-P 1) w2 
n N1 - + n(l + 6) 
w2 N2 p 2 ( 1 - p ) wl N2 p 2 ( 1 - p ) 
2 + 2 +- N - n2(1 + l'.)3 N -2 n 2 2 
6V 1 M2 p 2 ( 1 - p ) 2 
+ 
n2 (1 + 6) 3 M -2 
But N2 = M2, so the final term on the right hand side of the above equa-
6V1 N2 P2 (1 - P2) 
tion is equivalent to~ Now, 
n"(l + 6) 3(M2 - 1) 
w1 N1 P1 (1 - P1) w2 N2 P2 (1 - P2) 
n{N 1 - 1) + n(l + 6)(N2 - 1) 
(W1 + l'.V 1)N2 P2(1 - P2) 
n2(1 + l'.) 3(N2 - 1) 
and var(p~*) is unbiased for the approximate variance. 
A minimum variance unbiased estimate of the variance of pf* can be 
obtained by using s~ instead of s~ 2 and s~ 2 in the above theorem, where 
2 s = 
"2 P12(l - P12) + m2 P22(l - P22) 
"2 + m2 - 2 p 
3.7 Analytical Comparison of the Precision of 
Three Estimates of a Subpopulation Mean 
Recall that 
where 
(Wl + ~Vl) 
+ 
n2(1 + ~)3 ' 
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(3.7.1) 
-ps As Cochran [6] indicates, it can be easily shown that y 1 is almost 
-st as precise as y1 ; that is, 
where 
-st Var(y 1 ) 
-st Var(y 1 ) 
< 
= 
-ps Var(y 1 ) , (3.7.2) 
ignoring the fpc. 
-1::";'; 
The following three theorems establish the relationship between y1 
-st -ps and the two conventional single-sample estimators, y1 and y1 , in terms 
of precision. ~ote that results are derived in this section on the basis 
of compari ing p~irs of approximate values; that is, only approximate 
expressions for Var(;~*) and Var(~~s) are available, while for Var(;~t) 
an exact formula is known. To the order of approximation used, there is 
no difficulty with these comparisons so long as the sample sizes are 
large. 
Theorem 3.7. l To the order of approximation, 
Proof: Let 
-;'<it 
Suppose Var(y 1 ) 
< 
-ps Var(y 1 ) • (3.7.3) 
n2 and m2 both be positive, non-zero random variables. 
-ps 
> Var(y 1 ) . Then 
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2 ·i 52 2 w2 5~(nW2 W 1 + mV 2 v 1) W 1 5 I 
+ 
2 2 w2 51 2 
w2n + v2m + 2 + > n (W2n + v2m)3 n 
WI 52 w 52 2 2 1 2 2 w2 51 WI 52 + + + n n 2 2 n n 
2 n w2{nW2 w1 + mV 2 V1) 
{nW2 + mV2) 3 
< 
2 n w2 (nW2 w1 + mV 2 v1) 
(nW2 + mv2)3 
< 0 • 
2 
~emoving a factor of n w2 and recalling Lemma 3.6.3 and 
it follows that 
E (-1 ) - E ( I ) < 0 • n n m n + m n2 2 2' 2 2 2 
Then, 
which is a contradiction. Hence, 
Theorem 3.7.2 
-"i'<-1, -st 




Proof: (only if): -*i' -st Suppose Var(y 1 ) < Var(y 1 ). Then 
n 
-- < n 
(3.7.5) 
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2 s 1 wl 2 
W [ E (-1 ) - ( m2)] . 
-+- < n E $2 w 2 n2 n2 n2' m2 n2 + 
2 2 
(if) : Suppose 
2 
51 wl r? W [ E (-1 ) - E ( 
m2)] 
-+- < 
52 w2 2 n2 n2 n2, m2 n2 + 
2 
Reverse the order of the steps above, and the theorem follows. End of 
proof. 
Note that the condition in Theorem 3.7.2 almost always holdrwhen 
(52)/(52) 
. 1 2 < n. 
Theorem 3.7.3 -** -st If Var(y 1 ) is larger than Var(yl ) (to the order of aprro.x-
imation), the decrease in precision relative to proportional stratification 
-ps is smaller if y1 is used instead of y1 
-st . -1c* 
Proof: Suppose Var(y 1 ) < Var(y 1 ). 
0 < 
-~'~t'c -5 t 




is the bias in the variance o~ an estimate of the mean of the primary 
subpopulation obtained with a single stratified sample when the technique 
-st -**> of post-stratification is used. Hence, when Var(y 1 ) < Var(y 1 , the 
difference in the two variances is smaller than the difference between 
-st -ps Var(y 1 ) and Var(y 1 ). 
Finally, the foregoing results may be adapted to estimate the mean 
of the second subpopulation, using the additional information available 
•' • v' 
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in a sample from the primary subpopulation. The techniques may also be 
extended to the situation of three or more overlapping subpopulations, 
each having two or more strata. 
3.8 Empirical Investigation of the Precision of 
y Relative to Conventional SingJe~sample 
Post-Stratification 
J.B.l The Role of Relative Precision 
- ·;'\~·" 
By virtue of Theorem 3. 7. 1 it is known that yl is more precise than 
-ps so long as t:. 
_ mV2 
> 0. If b. = 0 then Va r ( :;;;<*) = Var(yps) (to the y 1 ' -riWi" 1 
order of approximation). 
-'it"/; 
In order to assess how much more precise y1 is 
-ps than y1 , let 
RP = (3.8.1.1) 
-ps . -1'* be the relative precision of y1 to y1 • Henceforth, without loss of 
-i'\'"l\. 
generality, the approximate nature of the expression for Var(y 1 ) , as 
noted in section 3.6, will be ignored; and the formula, for simplicity 
of computation, will be taken to be exact. 
Two numerical studies were undertaken to investigate the performance 
in terms of relative precision (RP). In the first study small 
values of both nand m were used. In the second study substantially 
larger values were used. The objectives of these studies were to numeri-
- i'''~' 
cally explore how much more precise v1 
-ps is than y1 for a variety of com-
binations of values for n, m, w2 , v2, to observe the effect of the ratios 
m/n and v2;w2 on relative precision for those same combinations of param-
eter values, and to determine under what general conditions for sampling 
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two overlapping subpopulations it Is particularly advantageous, in terms 
- ;'\;': 
of gains in precision, to use v1 . 
The numerical value of RP depends on the values assigned to the six 
parameters in the expression for Var(~~*) 
In order to reduce the number of parameters to be considered simultan~ 
2 2 eously, the values of 51 and 52 were pre-specified. RP was subsequently 
evaluated by assigning a number of values ton, m, w2 , and v2 for fixed 
values of 5~ and 5~. Three particular situations describing the possible 
relationship between 52 and 1 
2 2 
2 -- s2 = 2s 1; and Case 3 --
2 2 2 s2 were considered: Case 1 -- s2 = s1; Case 
2 1 2 s2 = ~ s1• For both studies it was deter-
mined to let w2 and v2 range from .2 to .8 in steps of .2 (i.e., 
.~( .2) .8). Values of RP computed for the second study are gi~en in 
Tables I I I through V of Appendix C. 
3.8.2 An Investigative Study Using Small Sample 
Sizes 
For this first study n = 2(2)20 and m = 2(2)10. Figures 3 through 5 
in Appendix Dare examples of families of curves of the variance equa-
tions for ~~* and ~~s that can be obtained by varying the parameters n, 
m, w2' and v2 in the expression for --I·* Var(y{ ). Figure 3 illustrates a 
family of curves obtained when S~ 
the curves obtained when S~ = 25~ 
2 = s1• Likewise, Figures 4 and 5 show 
2 1 2 and s2 = 2 s1, respectively. Otherwise 
the values of the parameters used for illustrative purposes are identi-
ca 1. 
By observing the figures one may conclude immediately that, regard-
.......... 
less of the values of the other parameters, the variance of ~ift is 
always driven down when information about the overlap domain available 
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in a second sample of size m is included in the estimate. The reduction 
in variance may be substantial when n is small, but when n is large 
relative to the size of m, the reduction will be much smaller and usu-
ally inconsequential. Therefore little is gained in terms of precision 
by using the two-sample post-stratified estimator instead of the alge-
braically simpler single-sample post-stratified estimator. The remainder 
of this section and the next section are devoted to investigating the 
size of the reduction in variance that may be achi~ved for various com-
2 2 binations of values for the parameters n, m, w2, v2, 51, and 52• The 
term 11 precision of the estimate11 will everywhere be taken to mean the 
reciprocal of the variance of the estimate. 
For the case of equal stratum variances, the relative precision of 
~~sto ;~*ranged from 1.0187 to 2.0377. When 2 2 52 = 25 1 , the low v~lue was 
I .0212 and the high value was 2.7516. 2 For s2 = ~ s2 the low value was 2 1 
1.0137 and the high value was 1.5717. In Cases 1 and 2, the low and high 
values occurred, respectively, at n = 20, m = 2, w = 2 . 8, v = 2 . 2 and 
n = 2, m = 1 0, w = 2 v = 2 . 8. For Case 3, the low and high values 
occurred at n = 20, m = 2, w2 = v = .2 and n = 2, m = 1 0' w2 = v2 = ' . 8. 2 
For a 11 combinations of values for n, m, w2, and V2, 
< < RP(S~ (3.8.2.1) 
For each of Cases 1, 2, and 3, the effect of varying a single param-
eter, while all others are fixed, was noted. With n, m, and w2 fixed, 
increasing v2 always caused an increase in RP. With n, w2, and v2 fixed, 
increasing m also always caused in increase in RP. On the other hand, 
for fixed m, w2, and v2 , an increase inn always caused RP to decrease._ 
These three patterns were stable throughout the range of parameter values 
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investigated. The effect of the size of w2 on the behavior of RP is not 
so easily explained. When the other parameters were fixed, an increase 
in w2 was observed to sometimes cause an increase in RP, and to some-
times cause a decrease. More often there was an up-and-down fluctuation 
as w2 was increased through the range of its assigned values. Fluctua-
tions were often found to occur in the middle of the range, say .4 2 w2 
< .6. On the basis of these observations, v2 is apparently the more 
.. t. .. • .. 
important of the two overlap parameters affecting the precision of v;'" 
-ps relative to y1 The above trends and patterns were observed to hold 
true in each of the three cases of differing stratum variances. 
Not only do the values of the four parameters n, m, w2 , and v2 
-ps -** individually affect the size of the relative precision of y1 to y1 , 
but there is an effect on RP due to the interaction among the values of 
all the parameters simultaneously. To some degree this intera.ction dis-
torts the effects of individual parameters. Generally speaking, in each 
of Cases 1, 2, and 3, the greated gains in precision of y1 
.,..ps 
over y1 were 
obtained for large m, small n, and w2 and v2 both large and of the same 
magnitude (with respect to the ranges of parameter values used in this 
study). Some more specific findings are available. For Case 1, as long 




-ps over y1 was as much as 50% or more when n < 6. This finding indi-
cates that the effects of increasing/decreasign the values of v2 and m 
are, as might be expected, mutually compensating to some degree. For 
larger n in these same ranges the gain in precision was 25% or more. For 
very small n (say, 2 < n ~ 4) and large values of v2 the increase in 
precision was more than 100%. In Case 3, if n ~ 18 and v2 < .2, the 
gain in precision using y1 was always less than 15%. For smaller n, 
and m larger than 4-6, the gain was at least 15% and sometimes as large 
as 30%. Gains of 15% were frequent when v2 and m were both large, but 
became less frequent as n increased. Gains of 30% were never obtained 
when n > 18. 
Four extreme overlap situations were investigated for each of four 
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cases of differential stratum variances: (a) w2 = v2 = .8 (N = M, with 
substantial overlap); (b) w2 = .2, v2 = .8 (N >> M, overlap domain 
large relative toN but small relative toM); (c) w2 = .a. v2 = .2 
(N << M, overlap domain small relative toN but large relative toM); 
and (d) w2 = v2 = .2 (N = M, small overlap). 
2 2 In Case 1 (s2 = s1) if m > 2, RP always obtained the largest values 
at all respective increasing values of n when w2 = v2 = .8. In other 
- "'''~:. 
words, the largest gains in the precision of y -ps over y were obtained 
when the two subpopulations were the same size and substantially over-
lapped. When the two subpopulations were not the same size, more preci-
sion was gained using y1 
-ps instead of y1 when N»M; and less precision 
was gained when N « M. In the former situation the overlap domain is 
small relative toN and large relative toM, so that (1) the overlap 
domain is sampled more heavily with respect to the second population, and 
(2) m provides more of the information in the estimator about the overlap 
than does n. On the other hand, when N«M the overlap domain is less 
heavily sampled from the second subpopulation so that not much additional 




In Case 2, if m > 6 the largest gains in precision of y1 over y1 
were again obtained when w2 = v2 = .8 (N = M, with substantial overlap). 
For smaller values of m, the largest gains in precision occurred when 
W2 = .2, V2 = .8 (N >> M). Since S~ = 25~, the overlap domain is the 
- .,,.,., 
more variable stratum, and y1 
-ps becomes most precise relative to y1 when 
maximum information is obtained there. The results just noted indicate 
this occurs for larger values of m when the two populations are about the 
same size and the overlap is substantial. In this instance the overlap 
domain is sampled at about the same rate with respect to both subpopula-
tions, and the amount of information on the overlap domain available in 
both samples is large. For smaller value• of m, the findings noted above 
indicate that maximum information on the overlap domain is obta.ined .. when 
the composition of m is more heavily weighted towards that stratum (i.e., 
w = . 2; vz = . 8) . 2 
In Case 3' when n > 2 and m > 6 is the largest gains in the preci-
- t': i'; 
of -ps all other sion of yl over that yl at increasing values of n were 
obtained, once again, when w2 = v2 = .8 (N = M, with substantial over-
lap). Also as before, the second largest gains occurred when w2 = 0.2, 
v2 = .8 (N » M). For smaller values of m, the largest and second 
largest gains occurred when these two situations were reversed. Now, in 
h. . . s2 1 s2 d h 1 d . . h . bl t 1s s1tuat1on 2 = 2 1, an tenon-over ap omatn 1s t e more var1a e 
stratum. -ps becomes more precision relative to y1 when this is the 
more heavily sampled stratum. However, for larger values of m and n the 
effect of their sizes along with the effect of 11double'' sampling the 
overlap domain apparently compensates for having the composition of n 
more heavily weighted towards the non-overlap domain. The largest gains 
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in precision might ordinarily be expected when N >> M, This does, in 
fact, hold true, as indicated, for smaller values of nand m. 
All. the foregoing findings. support one general conclusion: unless 
the size of the second sample is large (relative to the size of the pri-
mary sample) or unless the size of the overlap with respect'to the second 
subpopulation is large (sampling rate from the overlap domain with re-
spect to the second subpopulation is large), not much is gained in terms 
. -t'c~'c • -ps 
of precision by us1ng y1 Instead of the simpler estimate y1 There 
just is not enough additional information about the overlap domain being 
added to the estimate. If the overlap domain happens to be the most 
-1n" 
variable stratum, there is incentive to use y1 regardless, since any 
additional information will improve the estimate. 
3.8.3 An Investigative Study Using Large Sample 
Sizes 
For this second study n = 100(100) 1,100 and m = 100(100) 1, 100. 
Figures 6 through 8 in Appendix D illustrate families of curves of the 
variance equations for y1 
-ps and y1 that can be obtained by varying the 
-1<1< 
parameters n, m, w2 , and v2 in the expression for Var(y 1 ). As in the 
case of Figures 3 through 5, Figures 6 through 8 depict the relationship 
J..,.J, 
and Var(y~s) between Var (y;"') for three possible situations of differen-
tial variances: 52 = 2 52 2 and 52 l s2 (see the de-stratum s 1 ; = 251 ; = 2 2 2 2 1 
scription in section 3.8.2). 
-ps -*'~< 
The ranges of values of the relative precision of y1 to y1 
obtained in this study were wider in each of Cases 1 through 3 than in 
the first study. Due to the larger values assigned ton and m~ there 
were both some smaller values and some larger values of RP. For the 
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case of equal variances, 52 = 2 the relative precision of -ps stratum 2 s 1 ' YJ 
-'i'~.,, 
from 1 . 0171 to 3.6770. 2 2 to y1 ranged When 52 ... 251' the low value was 
1 . 0287 and the high value was 5.3082. For 52 = .!.. 52 2 2 1 the low value was 
1 . 0094 and the high value was 2.5234. In each of the three cases the 
high value occurred at n = 100, m = 1 ,100, w2 = v2 = .. 8 and the low 
value occurred at n = 1,100 m = 100, w2 = v2 = ·.2. For each respective 
combination of values of n, m, w2, and v2 , 
< < (3.8. 3.1) 
As in Study I the effect of varying a single parameter when all 
others were fixed was observed. The general trends noted here are iden-
t1cal to those found in Study I except that, I for Cases 1 and 3, RP in~ 
creased everywhere as w2 was increased. The up-and-down fluctuation in 
the values of RP noted in Study I were again observed in Case 2 when w2 
was increased and n and m were approximately the same size. This infor-
mation indicates that as long as the overlap domain is at most as vari-
able as the non-overlap domain, any increase in the amount of overlap 
yields increased precision of ~~* relative to ~~s 
In Case 3, when w2 is small, increased precision arises from the 
more variable stratum being sampled more heavily with respect to the pri-
mary sample. 
-'i'c-l\ 
As w2 is increased the precision of y1 goes up relative to 
-ps y1 because more information is available on the overlap domain (the com-
position of n is more heavily weighted towards that stratum). Outside 
the fact that one stratum is being 11 double11 sampled, the usual effect of 
increasing the sample size is playing a role in lowering the variance, 
up to a point. 
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Also in Case 2, the more variable stratum is being sampled so heav-
ily (simply due to the large sample sizes) that increasing the amount of 
overlap does not add that much additional information to the estimat6r. 
A peak in improved precision is reached in the .4 to .6 area of the 
range of values for w2 when n and mare approximately the same size. 
Given the ranges of values assigned to n, m, w2, and v2 in this 
investigation, an empirical examination of the computed values of rela-
tive precision (RP) leads to the following general rules-of-thumb (note 
2 
that these rules apply in most cases, but not in all). In Case 1 (s 1 = 
s~), as noted in Table I I I, the gains in precision of y~* over y)s ranged 
from about 2 percent to about 268 percent. Nowhere did a series of com-
binations of parameter values yield gains in precision which were predom-
inantly less than 10 percent. Gains of precision of less than 10 percent 
sometimes did occur, however, when n was greater than about 900, and the 
values of m and v2 were both small. The value of w2 apparently had 
1 ittle effect on producing this result. Excluding the case~ when w2 = 
-1d( 
.2, the increases in the precision of y1 
-ps over y1 were predominantly 
greater than 25 percent when n was about 800 or less. In this same 
range of n values, the increased precision was always about 20 percent 
so long as m < 10; W Increases of 50 percent or more (in some cases, 
2 2 
200-300 percent) predominated when n was less than about 600 and v2 was 
greater than about .6. 
In Case 2 (s2 = 25 2) increases of 15 percent or less in the preci-2 1 
sian of y~~·· over that of y~s were obtained when m .::_ lOnV . For the cases 
2 
when w2 > .2, gains of approximately 75 percent were observeq when m > 




2 1 2 In Case 3 (s2 = 2 s1), when the value assigned ton was bigger than 
about 700 and w2 was small, the gains in precision of;~* over ;~s were 
predominantly less than 10 percent. Excluding the case w2 = .2, the 
n increases were approximately 10 percent or less when m < lOV W . For 
2 2 
bigger values of m, the increases were 15 percent to 20 percent when w2 
.4, 15 percent to 30 percent when w2 = .6, and 15 percent to 50 per-
cent when w2 = .8. With values of n smaller than about 700, increases 
greater than 10 percent predominated. For W2 = .4, the gains ranged 
from 15 percent to 40 percent; for w2 = .6, the range was 15 percent to 
50 percent; and for w2 = .8, there were increases of 15 percent to 70 
percent. 
The four extreme overlap situations were again investigated for each 
of the four cases of differential stratum variances. In Cases and 3, 
when n > 2, RP always obtained its largest values at all other respective 
increasing values of n when w2 = v2 = .8 (N aM, substantial overlap). 
RP always obtained its smallest values when w2 = v2 = .2 (N = M, small 
overlap). In Case 1, when n ~ m, the second largest and third largest 
values for RP were obtained, respectively, when w2 = .8, v2 = .2 (N >> 
M) and when w2 = .2, v2 = .8 (N << M); but when n > m the positions of 
the sizes of RP values in these two situations were reversed. The same 
resu 1 ts were noted in Case 3 when n < 2m and n >2m. In Case 2 the pattern 
was not so stable. The largest values were obtained by RP at each respec-
tive increasing value of n either when w2 = v2 = .8 (N = M, substantial 
overlap) or when w2 = .2, v2 = .8 (N >> M). Likewise, the smallest 
values of RP were obtained either when w2 = v2 = .. 2 (N = M, small over-
lap) or when w2 = .8, v2 = .2 (N << M). The trends in the computations 
were not so consistent as to be generalizable. 
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As in Study I all the foregoing findings support the conclusion that 
should not be used solely to improve precision unless m >> n and/or 
the overlap is large with respect to the second subpopulation. The use 
of y~** instead of ;~s is strongly encouraged, however, if these condi-
tions can be met, particularly if the overlap domain is the most variable 
stratum. With regard to large sample sizes, in the usual sense there is 
a point beyond which increasing the sizes of the samples has little 
effect on the precision of the estimates. This notion is evident from 
the remarks above. 
In this study a relationship between the ratio m/n and the ratio 
S~/S~ for various combinations of w2 and v2 was observed that apparently 
does not exist for the ranges of values assigned to the parameters in 
Study 1. In Tables Ill through V of Appendix C, note that, regardless 
of the actual values of n and m, RP remains approximately constant for 
each combination of values of w2 and v2 (apart from rounding), as long 
as the ratio n/m remains constant. Apparently the variances associated 
with values of nand m less than 20 are not sufficiently stabilized to 
yield such a result. 
3.9 Empirical Investigation of the Precision of 
y Relative to Conventional Single-Sample 
Proportional Stratification 
3.9.1 Cases When y;t'' is More Preci~e Than y~_:. 
It is already known that 
Var(;~*) < Var(y~s). 
In addition, Theorem 3.7.3 demonstrates that, under certain condi-
tions, 
< 
-st Var(y 1 ). 
When those conditions are met, 
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< 
-st Var(y 1 ) < 
-ps Var(y 1 ) • (3.9.1.1) 
Rather than evaluating the numerically unwieldly condition on Theo-
rem 3.7.3, an empirical rule-of-thumb is available which virtually 
assures the relationship in Equation (3.9. 1. 1). In numerous computa-
-** -st -ps tions of the quantities Var(y 1 ), Var(y 1 ) , and Var(y 1 ) performed for 
this research effort, each with a different combination of parameter 
values, the relation in Equation (3.9.1. 1) never failed to hold as long 
as n and m were both larger than about 20 and w2 and v2 were both greater 
than about . 1. These constraints are easily manageable in the context 
of overlapping subpopulations in the federal welfare system. Values of 
the parameters n, m, w2, and v2 obtained in such applications rarely 
fall outside these limits. Some care must be exercised, however, if it 
is known that S~ and S~ are extremely disparate (sf> S~). 
3.9.2 Using Var(yft) as a Basis of Comparison 
An empirical study was conducted to investigate the performance of 
relative to vft. For this study the same set of parameter values 
was used as for previous simulations: n = 100(100)1 ,100; m = 
100(100)1, 100; w2 = .2( .2) .8; and v2 = .2( .2) .8. The relative 
precision of ~~t to ~~*, given by 
RP' (3.9.2.1) 
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was computed for every combination of values of the parameters, and for 
the three cases of differential stratum variances described in section 
3 8 1 F. h f 1 . 52 52 RP I d f . . . or t e case o equa stratum variances, 2 = 1, range rom 
1 . 0161 to 3. 6406. 2 2 When 52 = 2s 1, the low value was 1 .0273 and the high 
value was 5.2730. 2 1 2 For s 2 = 2 s1, the low was 1.0088 and the high value 
was 2.4861. In each of these cases, as in Study II (section 3.8.3), the 
high value occurred when n = 100, m = 1,100, w2 = v2 = .8, ~nd the low 
value occurred when n = I ,100, m = 100, w2 = v2 = .2. 
Tables II I through V of Appendix C display some of the values of 
RP (apart from rounding) computed in Study I I. The tables were arranged 
I 21 2 so as to depict the relationship between the ratios m n and s2 s 1 noted 
at the end of section 3.8.3. Tables VI through VIII of Appendix, C corre-
spondingly display some of the values of RP 1 (apart from rounding) com-
puted in this study. Note that the entires in corresponding tables are 
2 2 nearly identical, except for the case when m ~ 3n and s2 < s 1. As in 
Study I I, regardless of the actual sizes of n and m, RP' remains approx-
imately constant for each combination of values of w2 and v2 (apart from 
rounding), as . long as the ratio m/n remains constant. 
Though for every 4-tuple (n, m, w2 , v2) of assigned values RP' is 
slightly less than RP since Var(y~t) < Var(y~s) by an amount equal to 
the bias in single-sample post-stratification, it is significant to 
note that RP = RP', within rounding. Observing all the values of RP' 
verifies that every trend and relationship occurring among the values of 
RP in Study I I also occurs here. This is, perhaps, to be anticipated 
given the result in Theorem 3.7.1. 
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3.9.3 Conclusions About Using Var(y~~ 
In the context of overlapping subpopulatlons in the federal welfare 
system it is desired to reduce the primary sample size by taking advan-
tage of the overlap and still maintain at least as much precision as 
available when only the information in a single sample is used. The 
theoretically correct target precision level is that associated with con-
ventional single-sample post-stratification. However, the analysis of 
the preceding section indicates that the more easily computed precision 
of conventional proportional stratification may be used without appreci-
able variation in the resulting sample sizes. 
-** With regard to the true variance of y1 , it is noteworthy that, in 
most cases simulating applications in the context of this research prob-
lem, not only is Var(;~*) < Var(;~s), but also Var{;~*) < Var(;~t). 
Though it seems a statistical fluke that a post-stratification-type 
estimator can be more precise than a porportional stratification-type 
estimator, the increased precision can predominantly be attributed to 
the addi itonal units making up the total combined sample size from which 
v1 is estimated (n 1 + n2 + m2). Increasing the total sample size by 
virtue of sampling the overlap domain twice compensates for the bias in 
the variance of the stratified sampling estimator which is introduced 
through the technique of post-stratification. The expression given for 
-~'c1c -** -st 
Var(y 1 ) remains valid, and the demonstration that Var{y 1 ) < Var(y 1 ) 
only suffices to illustrate how much precision may be improved by using 
y1 instead of the competitor single-sample estimators. 
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3.10 Summary of Recommendations for Choosing an 
Estimator on the Basis of Precision 
-*~'" In the context of two overlapping surveys, y1 is an estimate of 
the mean of the primary subpopulation obtained by combining information 
in samples of size n and m selected from the two subpopulations. y1 is 
-ps always more precise than y1 , the estimate of the mean obtained by post-
stratifying the single sample of size n. The difference in the precision 
- ''"''' - 5 of y1 and the precision of y~ is greatest for any combination of strat-
um variances when m is large relative to the size of n, and w2 and v2 are 
both large and about the same size. Even larger gains in precision are 
_,.,* 
if s~ > s~. Therefore, if (1) the two subpopu-to be obtained using y1 
lations are about the same size and are substantially overlapped, and 
- ~·,;•,. 
(2) m > n, then y1 should be used to estimate the primary subpopulation 
mean. Otherwise ;~s is about as precise as ;~*, and its use is recom-
mended if the additional administrative costs of operating in the over-
lapping surveys mode are substantial (though this is not 1 ikely when 
using the basic strategy described here). These recommendations apply 
for small absolute values of nand mas well as for large values, though 
the findings reported here are likely to be more prounounced when nand 
mare both relatively large (say,~ 100). In addition, for most choices 
2 2 -'/d( • -st 
of n, m, w2 , v2 , s1 , and s2 , y1 is also more prec1se than y1 , the 
estimate of the mean obtained by proportional allocation of the single 
sample of size n among the strata of the primary subpopulation. 
CHAPTER IV 
ESTIMATING TOTAL OVERLAP 
4.1 Introduction 
When the total amount of overlap between two or more subpopulations 
is actually unknown (as is the case among the constituencies of the 
several federal income/nutritional support programs) a reliable estimate 
of the size of the overlap must be obtained before the subpopulation 
parameters can be estimated with precision. The values of the estimates 
of the subpopulation parameters and the values of the estimates of their 
precision will vary depending on the choice of estimator for total over-
lap. This chapter is devoted to presenting several of the available data 
collection procedures which lead to estimates of total overlap among sub-
populations, and to discussing some of the properties and the applicabil-
ity of the resulting estimates. 
4.2 Methods Relying on Complete Frames 
As previously noted, the agencies in the federal welfare system have 
historically relied on a screening or cross-matching mechanism to deter-
mine the total overlap among their constituencies. For two or more over-
lapping subpopulations the general procedure was to obtain or prepare a 
sampling frame representing each subpopulation, and to cross-match the 
1 ists on the basis of some common identification. The number of matches 
is the total overlap. 
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Though this census method, on the surface, appears to be the most 
accurate procedure for determining total overlap, there are some disad-
vantages and pitfalls. Non-matches, mismatches, or multiple matches may 
occur if (1) entries appearing in both frames do not carry the same 
unique identification, (2) entries appear more than once within a list, 
or (3) entries appearing in both 1 ists do not represent the same unit 
(household, family, etc.). It is no secret that all three of these dis-
advantages are prevalent when dealing with large numbers of individuals 
and families receiving benefits from multiple federal assistance programs. 
In addition, when the sampling frames are large, as they are for these 
programs, any kind of matching or screening process is expensive and 
time-consuming at best, even when the process is automated. The costs 
of manual searches are, in fact, prohibitive. Since the frame construc-
tion process itself is an enormous task, it can always be argued that 
discrepancies will arise, leading to an inaccurate count for total over-
lap. 
A large body of literature in the field of record 1 inkage deals with 
the issues encountered in combining and/or crossmatching large lists. 
Kestenbaum [20], Belloc and Arellano [1], and Scheuren and Oh [30] have 
discussed some interesting developments in areas related to federal assis-
tance programs. Numerous other applications are found in the field of 
library science (for example, see Wood, Flanagan, and Kennedy [37], Buck-
land, Hindle, and Walker [2], or Nugent [25]). Radner and Muller [~&] 
discuss some alternative types of record matching from the standpoint of 
costs and benefits. Because of the problems encountered when relying on 
the accuracy of complete sampling frames, ~ny procedure which primarily 
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relies on this technique will be among the least practical and economi-
cal ways for estimating total overlap. 
4.3 Methods Relying on Samples: Matching 
There are a number of sampling procedures which, apart from non-
sampling errors, lead to reliable estimates f6r the total overlap among 
two or more subpopulations. Discussion of these techniques will be 
limited to the situation of two overlapping subpopulations. In this 
section techniques are described which rely on cross-matching of samples. 
Goodman [14] first described a procedure for estimating the number 
of names common to two I ists by counting the number of duplicate units 
in samples from those lists. The development of his technique is de-
scribed below. 
Using the notation of Deming and Glasser [9], suppose there are 
two long 1 ists of names, the first given by a 1, a2 , •.. , aN of size N 
and the second given by b1, b2 , ... , bM of size M. Let N2 be the number 
of names common to both 1 ists. Assume no name appears more than once 
per 1 ist. Let 
If the two lists could be cross-matched, then for 
a. b. = 
I J 
if entry i in the first list is identical to 
entry j i n the second 1 i s t ( i = 1 , ••• , N ; 
j = 1 , .•• , M) , 
0 otherwise 
(4.3.1) 
the number of names common to both lists is given by 
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N M 





... ' x be a simple random sample of size n selected without n 
replacement from 1 ist 1, and let y1, y2 , ••• , ym be a simple random sam-
ple of size m similarly selected from list 2. Let the samples be com-
pletely cross-matched. Then when 
X. y. = 
if unit in the first sample is identical 
to unit j in the the second sample (i = 1, 
••. , n; j = 1 , ••• , m) 
I J 
0 otherwise 





x. y .• 
I J 
The probability distribution of d is given by 
P(d) = {N2 - d)(M - N2) (N - d) 




The following two lemmas establish that (NM/nm)d is an unbiased estimate 
of N2 , the true number of names common to both lists, and lead to an 
expression for the variance of d. 
Lemma 4.3. 1 
Proof: Using Equations (4.3. 1) through (4.3.4), and the indepen-




= L L nN a . mM bJ. 
i=1 j=1 I 
N M 
= NnmM L L a. b. 
i=1 j=1 I J 
Lemma 4.3.2 
( 2) nm + n ( n - 1 ) m ( m - 1 ) ( 2 ) 
Ed d = NM N2 N(N- l)M(M- 1) N2- N2 
Proof: Using Equations (4.3. 1) through (4.3.4), Lemma 4.3. 1, and 
the independence of the x. 1 s and y. 1 s, 
I J 
n n m m 
yj ·] + I I I I x. yj X. I . 
i =1 j I= 1 j=l j I =1 I I 
i :{= j I j :1= j I 
(x. 2 But y.) = X. y .. So, 
I J I J 
Ed(d)2 [ n 
m 
yj] = E I I x. 
X,Y i=1 • ] I J= 
[ n n 
m m 
yd + EX,Y i ~1 i It 1 I 2 x. y. X j I j=l jl=1 I J 
j :{= j I j :{= j I 
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N M N M n-1 m-1 nm l I I I n m ::: NM N2 + a. b. N=1 M'=l ai 1 bj 1 
i=l j=l i I ""J j l:z] N M I J 
i .,. j I j .,. j I 
n(n-1)m(m-1) N M N M nm I I l L a.b.a. 1b. 1 ::: NM N2 + N(N-l)M(M-l) i = 1 j=l j I =J j 1=1 J J 
-F i I j -F j I 
nm n(n - 1 )m (m - 1 ) (N2 - N ) = NM N2 + N(N - l)M(M 1 ) . 2 2 
By virtue of Lemmas 4.3. 1 and 4.3.2, the variance of d is given by 
= nm n ( n - 1 ) m (m - 1 ) 2 ( nmNNM2 )
2 
Var(d) NM N2 + N(N- l)M(M- 1) (N2- N2) -
[ (n-l)(m-1) nmN2] = ~~ N2 l + (N - 1) (M - l) (N2 - l) - NM . 
(4.3.6) 
Based on the foregoing results, several interesting and useful estimators 
can be obtained. The following theorem demonstrates how pa' pb' and N2 
may be estimated without bias. In the subsequent theorem an expression 
for the variance of the estimate of N2 is given. 
Theorem 4.3. I Unbiased estimators of pa' pb' and dare given by: 
M d 
= --m n 
N d 
n m 
= NM d 
nm 
" (d) For more than two lists, N2 = d 
of I i sts. 
k 
rr 
i = 1 
N. 




Theorem 4.3.2 The variance of N2 is given by: 
Var(N2) N t NM [ n - 1 m - (N 2 - 1) + 1 J - N2} . == 2 nm N - 1 M -
(4.3.7) 
Proof: Var(N 2) Var ( ~~ d) 
N2 M2 
= = 2 2 Var(d). 
n m 
Then, by combining the results In Lemma 4.3. 1 and Lemma 4.3.2, 
Goodman restricted his work to the situation where no entry appears more 
than once per 1 ist, and every common entry can be identified without 
error. He hastened to point out that the estimators obtained sometimes 
yield unreasonable results. In fact, it is easily shown that unless 
d < 2nm N + M ' (4.3.8) 
A 
N2 will always exceed either NorM, or both. For this reason·use of 
this approach is suspect. 
A number of people have extended the work of Goodman. Deming and 
Glasser [9] developed an estimator for the situation where an entry may 
appear more than once within a 1 ist. In some related work, Hayashi [16] 
invented a scheme for optimum allocation of a fixed sample size among k 
lists having common entries in order to minimize the variance of the 
estimate of the total of N + M. Frank [12] provided a simple version of 
Hayishi 1 s work and showed how to obtain his results in general. About 
the time that Frank 1 s paper appeared Fuller and Burmeister [13] re-
derived Goodman 1 s original estimator, apparently without knowledge of 
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the earlier work. They provided the alternate expression for the var i-
ance of N2, given in Equation (4.3.9) below. 
Var(N2) 
N - n Nl N2 M - m Ml M2 = + M'"=1 N - 1 n m 
(4.3.9) 
< 
N - n 
N - 1 
Nl N2 M - m Ml M2 N - n 
--n-+M-1 -m-+N-1 
M - m NM N 
M - 1 nm 2 
(4.3.10) 
In addition to this result,Fuller and Burmeister suggested an alternative 
approach based on the principle of maximum likelihood. 
As an alternative way to collect the data the size of total overlap, 
it has been suggested that all the lists be concatenated, or randomized 
in some way, and that a single sample be selected from the combined 1 ist. 
The number of duplicate entries in the sample would be used to extrapo-
late to a value for total overlap. This procedure presumes physical 
access to both 1 ists and that they can be economically combined in some 
way. Des Raj [27] considered this situation for the case of two 1 i sts. 
A synopsis of his development follows. 
Let two long 1 ists of sizes N and M, respectively, be merged into 
one consisting of R names. A simple random sample of r names is selected 
without replacement, and it is determined to which of the original 1 ists 
each sample unit belongs (1 isting of sample cross-matched with both 
frames). Let N2 be the number of names common to both 1 ists and let d 
be the number of names in the sample which belong to both lists. Using 
the notation of Des Raj [27] , if 
then 







if sample unit i occurs in both original lists 







= E(o.), and E(o.o.) 
I I J 
f= j . Hence, 
AR R(R - 1) 
N2 = r(r _ l) d is unbiased for N/., and 
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= R(R-1) [ (r-2)(r-3)] 2 r ( r - 1) N2 l + ( N2 - l) ( R - 2 )( R 3) - N2 . 
(4.3.11) 
Des Raj showed this variance to always be greater than the variance 
of the original estimator devised by Goodman. Hence, this alternative 
data collection approach (combining 1 ists before sampling) does not lead 
to an optimum estimate of total overlap within the class of all possible 
estimates. 
4.4 Methods Relying on Samples: No Matching 
From the standpoint of obtaining estimators of the total overlap of 
participation in the various federal assistance programs, it is highly 
desirable not to have to rely on cross-matching of any 1 ists, including 
1 ists of sample elements. Pertinent information on participation in the 
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several programs often is not physically housed in the same location, is 
not the same format, or is not available at the same time. Sampling 
methods which do not rely on cross-matching are the most practical in 
this situation. This section describes some procedures which are avail-
able for estimating total overlap knowing only the numbers of ''overlapping 
units" obtained in samples selected from multiple overlapping subpopula-
tions. Each method described leads to a post-stratification-type esti-
mator of total overlap. 
Consider the case of two overlapping subpopulations of size N and M, 
respectively. Let N2 be the number of units in the first subpopulation 
which also belong to the second subpopulation. M.2 is similarly defined. 
Now, N2 ; M2, N1 + N2 = N, and M1 + M2 = M, where N1 and M1 are the num-
bers of units in the non-overlapping portions of the two subpopulations, 
respectively. Take a simple random sample of size n from the first sub-
population. By some mechanism determine the number of elements, n2 , in 
the sample of size n which also belong to the second subpopulation. 
Similarly determine m2. Assume neither of n2 , m2 is zero, and that one 
may not know prior to sampling which units belong to both subpopulations. 




let n2 and m2 be independent (alternatively, n2 and =-and = M' and N 
m2 may be regarded as hypergeometric random variables, ignoring the cor-
rection factor for sampling without replacement). Then a simple estimate 
of the total overlap between the two subpopulations is given either by 
= or = --m (4.4.1) 
Both estimators are unbiased, and their variances are established in the 
following theorem. 
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Theorem 4.4. 1 - • 
Proof: Let N = N1 + N2 • Then 
= Var (N~2 ) = 
The proof is similar for Var(M2). 
Since there are two different, independent estimators of the same 
quantity, it is reasonable to combine them in some way in order to 
improve the overall precision of estimation. A simple linear combination 
is given by 
Nn 2 Mm2 
= p-+q-n m (4.4.2) 
where for any p, p + q = 1. Like the estimates in Equation (4.4. 1), 
N2 is unbiased for N2. 
Theorem 4.4.2 N' 
2 
is unbiased for N2, and 
= 
m 
where p + q = 1 for any p. 
(4.4.3) 
Proof: Recall that N2 = M2 • Then, for any p, 0 < p < 1, the inde-
pendence of n2 and m2 along with Theorem 4.4. 1 gives the result immedi-
diately. 
Cochran [5] has shown that the optimum values of p and q are given 
by: 
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p nM and q • mN (4.4.4) nM + rnN nM + mN • 
Fuller and Burmeister [13] note that, as in the case of Goodman's esti-
mator, if p and q are any fixed constants other than the optimum values, 
some values of ~ 2 ' may be unreasonable. In Theorem 4.4.3, an expression 
for Var(N2 ') is derived using the optimum values of p and q given in 
Equation (4.4.3). 
Theorem 4.4.3 Let p = nM nM + mN and q = 1 - p. 
Then 
nM2 N2 Nl + mN2 M2 M1 
= 
(nM + mN) 2 
Proof: Let N ' be given as in Equation (4.4.2), where p and q are 
2 
def1ned as in Equation (4.4.3). Then 
Varopt(N2 ') = 
= 
= 
(nM + mN) 2 
N2 N 1 m2 N2 
---+----;::-
(nM + mN) 2 n 
nM2 N2 N1 + mN 2 M2 M1 
(nM + mN) 2 
m 
Williams [36] considered a maximum 1 ikel ihood estimator of N2 . Let 
the 1 ike! ihood function in the case of the two overlapping subpopulations 




where c is a constant. To maximize the likelihood function, take its 
partial derivative with respect to N2 and equate to zero. 




Under the regularity conditions given in Mood, Graybill, and Boes 
[22], the maximum likelihood estimator is asymptotically minimum variance 
unbiased. The maximum likelihood estimate of N2 , 
,..,'r: 
Nz, is the positive 
real root of the above quadratic equation. Using the quadratic formula, 
this root may be obtained from 
-(2(n + m)] -1 I [(n + m) (N + M) - n 1 N - m 1 M] 
± 
The algebraic expression for N~ is difficult to evaluate and N; is not 
unbiased. Appealing to large sample theory, Cochran [5] shows the vari-
~ 1• 
ance of N2 to be 
= (n + m) (N 1 M + M1 N) 
(4.4.7) 
and demonstrates that, whenever (M- N) (nM- mN) > 0, Var(N;•) < Var(N;). 
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The two variances are equal when N = M or when (n/N) = (m/M). 
"·lc 
Hence N2 does not in general achieve minimum variance. See the remark 
in Mood, Graybill, and Boes [22] relating minimum variance unbiased esti-
mators and maximum likelihood estimators. 
A modified minimum Chi-square estimator of N2 , as presented by King 




N2 is 1 ikewise not unbiased. Cochran [5] presents an approximation to 
Var(~ 2 ), but notes that the expression does not lend itself to analytical 
comparison. 
4.5 A Combined Estimator Relying on Samples 
Fuller and Burmeister [13] suggested as an estimator for total over-
lap, a 1 inear combination of the two estimators given in Equation (4.4.1),. 
developed without cross-matching of samples,and their estimator, which 
does employ cross-matching (see section 4.3). For two overlapping sub-
populations of size N and M, respectively, let independent simple random 
samples of size n and m be selected, as in section 3.3. Let n2 be the 
number of sample units in the sample of size n which also belong to the 
second subpopulation. Similarly define m2. Assume both n2 and m2 are 
non-zero. In addition, let the two samples be completely cross-matched, 
and let d be the number of matches (distinct units common to both sam-
ples), where d: 0, 1, 2, ... ,min (n,m). Assume entries appear in the 
sample lists at most once. Then an estimate of the total overlap between 
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the two subpopulations is given by 
= p!in +q!im +r!i.!id n 2 m 2 n m ' (4.5.1) 
where p + q + r = 1 . 
N~ is a 1 inear combination of three unbiased, but not mutually 
independent, estimates. This combined estimator is unbiased for N2 , and 
its variance is given by 
2 Nl N2 2 M1 M2 2 (NI N2 Ml M2 NM ) 
p + q ---+ r -+-+-  n m n m NM 2, 
{4.5.2) 
where the approximation to Var(N2) in Equation {4.3. 10) has been taken, 
and the correction factors for Bernoulli sampling without replacement 
have been ignored. Writing r = 1 - p - q, the optimum values of p, q, 
and r are found by differentiating Var(N~) with respect to p and q: 
nM 1 (mN 1 + NM) 
p = ' nmN 1M1 + mNMN 1 + nNMM 1 
(4.5.3a) 
mN 1 (nM 1 + NM) 
and q = nmN 1M1 + mNMN 1 ' + nNMM 1 
(4.5.3b) 
-nmN 1M1 
r = . nmN 1M1 + mNMN 1 + nNMM 1 (4.5.3c) 
The expression for Var(~~) obtained by substituting the values of p, q, 
and r into Equation (4.5.2) is 
(4.5.4) 
4.6 Choosing Among the Available 
Estimators of Total Overlap 
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Because of the large number of available data collection procedures 
which lead to estimates of total overlap, the task of choosing among 
them is sometimes overwhelming. There are undoubtedly other methods 
which are not presented here. The best approach for selecting a proce-
dure is to first determine what resources are available--that is, do 
complete sampling frames exist, are they up-to-date, does their form 
lend itself to merger or cross-matching, can sampling processes be auto-
mated, etc. Secondly, it must be determined what technique for obtaining 
the data best fits the situation at hand from a practical standpoint--
that is, are some methods more quickly and easily executed, do barriers 
exist which cannot be easily overcome (such as physical location of files 
or lack of funds for automation), etc. Thirdly, the statistical proper-
ties of the estimators of total overlap which arise out of each data 
collection procedure must be evaluated. Some data collection procedures 
lead to more precise estimators than others, and it must be determined 
whether the practicality of a particular procedure is more important or 
whether the precision of the estimate of total overlap is more important. 
Ideally a technique will be available that is practical and, at the same 
time, gives rise to a precise estimator. 
Of all the estimators of total overlap presented in this chapter, 
the one originally devised by Goodman [14] is the best one, from a purely 
statistical viewpoint, in terms of largest precision. However, it arises 
out of the technique of cross-matching samples: a frequently impractical 
or infeasible means of collecting the data, particularly in the context 
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of the overlapping constituencies of federal welfare programs (cross-
matching of samples presumes that samples in the same format are selected 
from all the 1 ists, and that all the samples are physically accessible 
at the same time and location). 
The second best estimator of those presented in this chapter, is 
the one devised by Cochran [S]. This estimator combines all the infor-
mation available in independent samples from the available lists and does 
not rely on cross-matching. Cochran 1 s estimator fits most easily into 
the logistics of integrating sample surveys in most instances, and it is 
almost as precise as the estimator devised by Goodman. For the reasons, 
it is specifically recommended for use in the context of integrating the 
surveys of the overlapping constituencies of federal welfare programs. 
CHAPTER V 
SOME THEORY FOR AN OVERLAPPING SAMPLE SURVEY 
DESIGN WHEN THE TOTAL OVERLAP IS UNKNOWN 
5.1 Introduction 
In Chapter IV several estimators for total overlap were presented 
along with a discussion of their properties and usefulness in applica-
tions. Not all of the resulting estimates are convenient choices when 
estimating the parameters of a single subpopulation of interest. Because 
of the complexity of the algebraic expressions for these parameter esti-
mates and their variances, it is desirable to choose an estimator for 
total overlap which does not inordinately increase that complexity, and 
at the same time, one which is reliable. 
It is important to remember that, because N1 + N2 = N, estimating 
A 
N2 automatically determines one estimate for N1; that is, N1 = N- N2. 
However, there are other estimators of N1 that are not necessarily linked 
A A 
to estimates of N2 by the above relationship. In most cases N1 = N- N2 
will be used in order to preserve the unbiasedness of estimates of the 
subpopulation parameters, when it exists. 
For applications to overlapping subpopulations in the federal wel-
fare system it is desirable to choose estimators of total overlap such 
A 
that E(N 1 + N2) = N. In addition, since cross-matching of 1 i~ts is 
sometimes administratively infeasible, it is desirable to have alterna-
tive estimators which do not depend on matching. 
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The remainder of this chapter is devoted to estimating the param-
eters of one of two overlapping subpopulations when the total overlap 
is unknown (and must, itself, be estimated). Parameter estimates 
based on three different estimates of N2 are presented, along with 
expressions for their variances. An analytical comparison of the pre-
cision of the resulting estimates is also provided. 
5.2 Estimating a Subpopulation Mean and 
~ " 
Proportion, Subject to w1 + w2 = 1 
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Consider the basic overlapping sample surveys design given in sec-
tion 3.2. Assume the total size of the overlap domain of the two sub-
pcpulat ions i 5 unknown; or equivalently, assume the stratum weights 
Nl Nz 
1 ) of WI =Nand w2 =- (W + w = the primary subpopulation are un-N I 2 
~ 
known. Let N2 be any unbiased estimator of·the total overlap, N2. Then 




An estimate of the mean of the primary subpopulation for the character-
istic y is given by 
= (5.2.2) 
where ylh' Yzh (h = 1, 2) are defined as in section 3.6, and S may or 
"'t'\ ..,.\ 
may not be constant. That y1 is unbiased for v1 is established in the 
following theorem. 
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A'"* Theorem 5.2.1 v1 is unbiased for v1, where v1 is the mean of the pri-
mary subpopulation for the characteristic y. 
Proof: 
A-/()'{ - Nl 
Let v1 be given as in Equation (5.2.2), where w1 - ~, 
A 





Consider the following two lemmas. 
Lemma 5.2.1 For a fixed value of B, and ignoring the fpc's, 
(5.2.4) 
where S~ and s; are defined as in section 3.6. 
•lt:'i'-: 
Proof: Let y1 be given as in Equation (5.2.2), where 
A 
N2 
= 1r , w1 = l - w2 , and S is a constant. 
Noting the duality of w1 and w2, and the independence of y11 , y12 , y22 
(see section 3.6), 
where S~ and S~ are defined as in section 3.6, ignoring the fpc•s. 
A"/\-/' A 
lemma 5.2.2 Ignoring the fpc•s, Var(y 1 IW2) is minimum when S = 
Proof: Use the results of Lemma 5.2. 1 and apply Theorem 3.6.3. 
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Employing the two preceding lemmas, some classical results for post-
stratified sampling, and the properties of conditional expectation and 
conditional variance, it is possible to obtain an expression for the 
.-..*'~' approximate variance of y1 given a single primary sample of size n and 
a single secondary sample of size m. 
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Theorem 5.2.2 "** Ignoring the fpc 1 s, the variance of yl when S = 
and n2 and m2 are non-zero, is given by 
52 52 
1 ~2 2 ~z -2 -2 ,. 
= - E (W ) + --- E (W2) + (Y 11 + v12) Var (W 1). nl 1 n2 + m2 
(5.2.5) 
Proof: Let n and m be independent single samples selected, as 
described in section 3.2, from overlapping subpopulations of size N and 
M, respectively. Partition n and m into n1 and n2 , and m1 and m2 , re-
"'*'~c 
spectively. Assume both n2 and m2 are non-zero. Let y1 be given as in 
n2 
Equation (5.2.2), and let 13 = ---=---. Then by Lemmas 5.2.1 and 5.2.2, 
n2 + m2 
= (5.2.6) 
"** ~** For the random variables y1 and w2, the unconditional variance of y1 
is given, according to Lemma 3.6.4, as 
= 





Hence, for single independent samples of size nand m (n 2 and m2 fixed, 
*"'( non-zero), the unconditional variance of y1 is given by 
~2 
To evaluate E(W.), i = 1, 2, recall that 
I 
= E(W~)- (E(W.)] 2 
I I 
End of proof. 
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"'''~-!~ 
The average of Var(y 1 ) for repeated independent primary and second-
ary samples of size nand m, respectively, must now be obtained. The 
following proposition, given by Rao [29] is required, and the expression 
,..,, ....... 
for Var(y{") is established in the subsequent theorem. 
Lemma 5.2.3 
Let X, Y, and Z be random variables. Then 
= 
(see Rao [29] , p. 152) . 
Proof: Using the properties of conditional expectation and condi-
tional variance, expand the results of Lemma 3.6.4 in the following man-
ner: 
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Theorem 5.2.3 Ignoring the fpc•s, the average value of the variance of 




Let y 1 be given as in Equation (5.2.2), where w2, w1, and 
6 are given as in Theorem 5.2.2. Assume n. ~ 0, m. ~ 0 (i = 1, 2). 
I I 
For 
single independent primary and secondary samples of sizes n and m (n2 
"'*1c 
and m2 fixed, non-zero), the conditional variance of y1 is given in 
Theorem 5.2.2. Now suppose repeated independent samples of size n and 
mare partitioned, respectively, into n1 and n2, and m1 and m2 . Assume 
none of the n. or m. (i = 1, 2) are zero. Then the unconditional vari-
1 I 
ance of y 1 over all values of n2 and m2 is obtained by applying Lemma 
5.2.3. 
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To evaluate this expression the following quantities are required: 
"·/o'c " 
Var;**(y 1 lw2), given in Equation (5.2.6), 
1 
"'.t...J,. " 
EA {VarA** A (y""lw )} , given in Equation (5.2.7), 
w2 y 1 lw2 1 2 
. N2 
s1nce W =-
2 N 1 
and N2 is any unbiased estimate of N2. Then, since 
Var(Y 1) = 0, 
1 ' 2) 
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'1'(* -lb'( 
It is easy to show that Var(y 1 ) is different from Var(y 1 ) by a 
multiple of the variance of w2 . Recall the definition for Var(X), where 
A A2 ~ 2 
X is any random variable •. Then, if Var(W1) = E(W1) - [E(W 1)] , 
"'-N.* 
Var{y 1 ) 
2 A A2 I 
= S 1 [ V a r ( W 1 ) + W 1 ] E (-) + 
n 1 n 1 
where w1 is any unbiased estimator of w1• Because of the duality of w1 
h A 
and w2 , Var(W 1) = Var(W2), and 
[ S 2 E (-l ) + S 2 E ( 1 ) 
1 n n 2 n m n + m 1 1 1' 2 2 2 
(5.2.11) 
-l'r"·'( 
= Var{y 1 ) + K, 
where 
is a constant. (5.2.12) 
A - t':;'( 
Var(W2) is known, and Var(y 1 ) is given in Theorem 3.6.4. Expres-
sions for E (-1-) and E ( 1 ) are provided in Equation (3.6.5) 
"1 nl n2, m2 n2 + m2 
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and Lemma 3.6.3, respectively. Substituting these into Equation (5.2J1) 
above, an approximate formula for C may be obtained: 
c 
mV 2 





(Wln + W2) + -2=----=-2_1_--..,...3 [W2n(l + !1)3 
w2 n (1 + !1) 
(5.2. 13) 
"' i 1( i1~ 
An approximate expression for Var(y 1 ) is obtained by substituting 
the approximate expression for C into Equation (5.2.11). One may observe 
A i'\•}: 
that Var(y 1 ) is dependent upon knowledge of the true stratum means in 
the primary subpopulation. This result is somewhat disconcert1ng in that 
none of the foregoing analyses would be necessary if these means were, in 
A.,l,..._t.., 
fact, known. An estimate of the approximate variance of y~n based on 
estimates of these means can be found in the following manner. 
First find an estimate of C by expanding the expression in Equatioh 
(5.2. I 3). 
c 
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Now replace S~ and S~ by s~ 1 and 
defined as in Chapter 3. Then 
2 
s ' p respectively, where s~ 1 and s~ are 
c (5.2.14) 
where 
,)__+ wz al = A2 2 • 
W 1 n w1 n 
+ 
nw 1 wz 
and a2 = A 
+ V2m)3 ' w2n + v2m (W2n 
mV2 v1 
= 
and y11 and y12 are unbiased estimates of v11 and v12 , respectively. C 
is unbiased for C. 
,.. *1~1:: 
A biased estimate of the approximate variance of y1 
can be written down by substituting C for C in Equation (5.2. 11), as 
shown in Equation (5.2.15). An unbiased estimate is difficult to express 
algebraically without adding unnecessary complexity to the forgoing anal-
ysis. 
= = (5.2.15) 
An estimate of the true proportion of the primary subpopulation 
elements which possess a particular attribute is given by 
A 
Wlpll + W2[Bpl2 + (l - B)Pzzl, (5.2.16) 
Plh and p2h (h = I, 2) are defined as in section 3.6. 
A -!::•k 
Pt is shown to be 
an unbiased estimate of P1, where P1 is the true subpopulation proportion, 
- - -by replacing y11 , y12 , and y 22 , in Theorem 5.2.1 by p11 , p12 , and p22 , 
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A** A~~ 
respectively. Expressions for Var(p 1 ) and var(p;") can be obtained by 
making the appropriate substitutions for S~ (i = 1, 2) and s:. (i = 1, 2; 
I I J 
j = 1, 2) in Theorem 5.2.3 and Equation (5.2.15), respectively. See the 
analogous results in Theorems 3.6.7 and 3.6.8. 
5.3 Effects of the Choice for N2 
"·;'\";'\ 
on the Precision of y 
In this section algebraic expressions are obtained for the approxi-
-~~ A 
mate variance of y~" with three different choices of w2. 
5.3. 1 Estimating W2 with the Primary Sample 
Information Alone 
w2 may be estimated using information obtained in the sample from 
n2 
the primary subpopulation alone. Let N2 = ~ N, as given in Equation 
Hence an unbiased estimate 
wlw2 
Bi(W2 , -n-). Let 
= 
where n1 + n2 = n. 
defined as in section 3.2. Assume n2 -
= 1 • N2 is ~nbiased for N2• 
A ( 1 ) N2 A ( 1 ) 
W = -- where W -
2 N ' 2 of w2 is given by 
(5.3.1.1) 
A,., 1 
Applying the results of the foregoing remarks, y1 is seen to be 
unbiased for v1, according to Theorem 5.2. 1. An expression for the 
approximate variance of~~* is easily written using Equation (5.2. 11): 
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(5.3.1.2) 
where an approximate expression for C is given in Equation (5.2.13). 
5.3.2 Estimating w2 by Combining Information in 
Both Samples 
w2 may be estimated by combining the information in both the pri-
mary and secondary samples. Let N(l) = n2N be an estimate of total 
2 n 
overlap obtained using primary sample information alone; and let N( 2 ) = 
2 
m2M 
--, be a second, independent estimate of total overlap obtained using 
m 
information in the second sample alone. 
Cochran's (5] weighted average of these two estimates, described in sec-
A 
= 
tion 4.4. Substituting the optimum values of p and q, the estimator N2 ' 
n2NM 1 + n1 2 t~Nl • • N2N1M1 
M + N IS unbiased for Nand has variance M N . Based on n1 m1 nl+ml 
these results, an unbia·>ed estimate of w2 is given by 
~ 
N I 
= 2 = 
N 
n2NM 1 + m2MN 1 




~ ,.,2 ~(2)- A(2) - ( 1 - s)y221 (5.3.2.1) y1 = w 1 y 11 + w2 (Sy12 + 
= ( 1 - ~ (2) -\t/2 )y11 + (2) -w2 (Sv12 + ( 1 - S)y22] 
= y 11 + 
A(2) -
w2 (sv12 + ( 1 - S)y22 - yll] 
91 
= 
A ~·-2 . 
y1 1s unbiased for v1, according to Theorem 5.2. 1, and the approximate 
variance of y1 is found by applying Equation (5.2.11). 
(5.3.2.2) 
= 
where C is given in Equation (5.2. 12), with an approximate expression 
given in Equation (5.2. 13). 
5.3.3 The Combined Estimate of w2, Accounting 
for Dup 1 i cates 
The estimate of w2 given in section 5.3.2 may be improved by 
accounting for units which may occur simultaneously in both samples. Let 
N(l) and N( 2) be the two independent estimates of N2 given in section 2 2 
5.3.2, and let N2(3) = NM d be the estimator of Goodman [14], described nm 
in section 4.3. The number of units found to be common when the two 
samples of size nand mare completely cross-matched is denoted by d, 
nm A (3) • 
where d = 0, 1, 2, ••. ,min(n,m). E(d) = NM N2 , so that N2 IS unbiased. 
This estimator, however, is not independent of the previous two. Fuller 
and Burmeister [13] suggested the 1 inear combination of the three esti-
mators, N# = pN(l) + qN( 2) + rN( 3) where p + q + r = 1. 2 2 2 2 , Substituting 
A# 




where Z = nmN 1M1+ mNMN 1 + nNMM 1 and has approximate va~1ance z-1N 1M1NMN 2 
(using binomial approximations to the hypergeometric distributions of n2 
and m2). Based on these results, an unbiased estimate of w2 is given by 
. wo> 
2 
= ( 1 - W (3 ))y- + W (3) [ Dy- + ( ] Q) - ] 2 11 2 1-J 12 - ., y 22 
= + WA(3) [ay- + (1 a)- Y- ] y 11 2 ., 1 2 - ., y 22 - 11 
(5.3.3.2) 
;~ 3 ) is seen to be unbiased for v1, according to Theorem 5.2.1, and has 
variance, according to Equation (5.2. 11), given by 
(5.3.3.3) 
where C is given in Equation (5.2. 12) and an approximate expression is 
given in Equation (5.2. 13). 
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5.4 Comparing Three Estimators 
Underlying all the foregoing analysis of this chapter is the theme 
"' .,,, ~,, 
that the choice of y1 as an estimate of v1, the true mean of the primary 
subpopulation, is primarily dependent on the choice for w2 , the estimate 
for total overlap. It is desirable to have a minimum variance estimator, 
";': ;': 
y , but its variance is a function of the variance of ~2 ~ For the three 
estimators ~~~, ~';' 2 , and ~';' 3 this dependence can be demonstrated expl ic-
itly. The following lemma is first required. 




Proof: It is sufficient to show (i) Var(w~ 2 )) < Var(~~l)), and 
(ii) Var(w~ 3 )) < Var(w~2 )). 
( i ) Let W (1) 
N2 n2 
given in section 5.3.1, and let 
A(2) 
=-=- ' 
as w2 2 N n 
A 
(N 1 )/N= 
2 
(n 2NM + M2MN 1)/N(nM 1 + mN 1), as given in section 5.3.2. Then 
Var(W(l)) 
wlw2 
= 2 n 
and 
Va r (W (2)) W1W2Ml = ·nM 1 + mN 1 2 
Now 
Var(W(l)) - var(w(z)) 
wlw2 W1W2Ml 
= ---1 2 n nM 1 + mN 1 
= 
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... W W [ .!.. - __,..._M_1__,..,_ ] 
.1 2 n nM 1 + mN 1 
= w1w2 [.!..-
n n 
== > 0 . 
( i i ) Let W(3) = (N#)/N = z-l [n M (mN + NM) + m2 ~N N1 (nM 1 + Nm) 2 2 2 1 1 
Then 
(2) (3) W1W2M1 -1 Var(W ) - Var(W ) = - Z W W NMM 2 2 nM 1 + mN 1 1 2 1 







Consequently the lemma is proved. 
"'-;''* Now it is possible to show that among the three choices for y1 , the 
" 
one having smallest variance is computed using the estimate of w2 having 
smallest variance. 
Theorem 5. 4.1. 
A;l::2 
< Var(y 1 ) < 
Proof: 
+ Var (~/ 2 )) 
2 
A •'•1 
Let Var(y~' ) = 
C; and Var(;?) 
t ion ( 5. 2. 11 ) . 
";'' 1 
Var(y 1 ) . 
( i ) 
by Lemma 5. 4. 1 . 
"-·~ .. · .. 
Var(y~") + 
'" ·'· = Var(y~ ") 
" .... 1 
Var(y~',). 
" ( 1) "1:2 -)':;': 
Var(w2 ) C; Var(y 1 ) = Var(y 1 ) 
+ Var(w~ 3 )) C, according to Equa-
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( i i ) 
by Lemma 5.4. 1. 
5.5 A Note on Unbiased Minimum Variance Estima-
tion (UMVE) and the Choice of Estimator 
In concluding this chapter it is important to re-emphasize one find-
i ng: 
• - "'i':·Jr: 
there are many unb1ased estimators of v1 of the form y1 ; but to 
get the most precision the one which employs an estimate of total overlap 
having maximum precision should be chosen. 
If the primary and secondary samples of size n and m, respectively, 
are completely cross-matched, and d is the number of sample matches, with 
probability mass function 
P(d) 
N-.? (Nz - d) (M - N2) (N - k) 
2: k - d m - k n - d 
k=d 
as given in Equation (4.3.5), then Goodman [14] shows that the only real-
NM valued statistic which is unbiased for N2 is given by N2 =-- d and nm ' · . 
hence it must be the minimum variance unbiased estimate. Consequently, 
if cross-matching of samples is the sole technique for estimating N2, 
""'*"'\ there is only one estimator of v1 of the form y1 which is unbiased, and 
it has minimum variance. 
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On the other hand, if the primary and secondary samples of size n 
and m are post-stratified into n1 and n2 , and m1 and m2 , respectively, 
and n2 and m2 both obey the hypergeometric probability law (or its bi-
nomial approximation), then there are several unbiased estimators of N2 . 
If information in the primary sample alone is used, then the unbiased 
minimum variance estimator (UMVE) is given by N2 in Equation (4.4.1). 
** The corresponding UMVE of v1 of the form y1 
~ ~ 
employs w2 based on N2 . 
Similarly, if information in both samples is used, the UMVE of N2 is 
given by N2 1 in Equation (4.4.2), and the corresponding UMVE of v1 of 
the form y1 employs w2 based on N2 1 • 
Based on the above examples, the quality obtained when estimating 
-v1 in the face of unknown total overlap dire~tly depends on the way in 
which w2 is formed; in other words, it is technique-dependent. It turns 
out that, among all the techniques described in Chapter IV and by virtue 
of Lemma 5.4. 1, Goodman's technique leads to a minimum variance estimate 
of the overlap parameter w2. Consequently, though the post-stratifica-
tion procedures advocated in this thesis may be the more administratively 
feasible techniques ~nd in some cases, algebraically simpler); some pre-
cision is lost if the duplication (in units) among the samples is not 
accounted for. The actual loss in precision, however, is very small 
(approximately (W 1w2M1)/(nM 1 + MN 1)) for even moderately large sample 
sizes, so that use of the post-stratification techniques is highly rec-
ommended in practice. On the other hand, the trade-offs between 
increased precision, the feasibility of using a particular technique, 
and the algebra required in performing computations (if done manually) 
must always be carefully considered. 
CHAPTER VI 
SAMPLE SIZE REDUCTION SCHEMES 
6.1 Introduction 
The real crux of the problem of sampling and estimation in the set-
ting of overlapping subpopulations is dealt with in this chapter. From 
the beginning, when the overlapping surveys concept began to be conceptu-
alized in the federal welfare system, the primary motivation was to arrive 
at some procedure by which legislated sample sizes which are required to 
be selected from the multiple overlapping subpopulations could be simul-
taneously reduced, and by which the parameters of the individual subpopu-
lations could subsequently be estimated. Use of the mutual overlap among 
the subpopulations was promoted as the key to achieving this goal. 
Since 1975, a plethora of possible methods has been suggested. The 
most recent effort at cataloguing these is contained in a document entitl-
ed Integrated Quality Control System [35], a federal interagency publ i-
cati.on sponsored by the Social Security Administration, the Food and 
Nutrition Service, and the Health Care Financing Administration. Among 
the most prevalent of the procedures currently practiced is a class com-
monly termed "substitution 11 or 11 replacement 11 methods. Briefly, in the 
case of two overlapping subpopulations, a sample from the first subpopula-
tion is selected and post-stratified into, say, two types of units--over-
lap units and non-overlap units. A sample from the second subpopulation 
is selected and similarly post-stratified. The subsample of units in the 
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first sample representing the overlap domain is discarded and replaced by 
the concomitant subsample of overlap units in the second sample. The 
independence of the two samples is invoked, so that a single subsample of 
overlap units is used to maintain the statutory size requirements of both 
samples. Some additional adjustment of the composition of the first sam-
ple is often required so that a psuedo-proportional sample results (with 
respect to stratification in the first subpopulation). The randomness of 
the subsample sizes owing to post-stratification is generally ignored, 
and though not statistically sound, all the units in the reconstructed 
first sample are presumed to have had an equal chance of selection. The 
text of Integrated Quality Control System [35] describes a number of 
variations on this procedure, and Coburn [3J also discusses the usage of 
some variations in practice. 
Although there are a number of other different approaches, neither 
these nor the replacement methods really provides a satisfactory response 
to the problem originally posed. Most have been developed without regard 
to a sound investigation of the resulting estimates of the individual sub-
population parameters and the effects on their precision. Among all the 
strategies advanced to date, the one proposed by Schneider [31] is perhaps 
the most promising. It uniquely provides for mutual reduction of all the 
required sample sizes without reconstruction of any samples by substitu-
tion of units or sequential adjustments. The principle disadvantage of 
the technique, however, is that it is not precision-dependent. This chap-
ter specifically discusses the precision-based sample size reduction 
schemes which arise out of the theory developed in Chapters I I I and V, 
and the procedure developed by Schneider. While comparisons of the meth-
ods are reserved for a later chapter, computing techniques for reducing 
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the sample sizes, and evaluation of the actual reductions that can be ob-
tained in specific overlapping subpopulations situations, are described 
here. 
6.2 Reducing the Primary Sample 
-ps 
Relative to Var(y 1 ) 
Other than improving the precision of sample estimates of primary 
subpopulation parameters, one of the motivations for combining informa-
tion from overlapping surveys is reduction of the original sample sizes. 
The basic overlapping surveys strategy described in Chapter I I I suggests 
that either norm can be reduced for fixed precision, when the other is 
pre-specified. 
Suppose, in the overlapping surveys strategy described in section 
3.2, the primary sample is selected subsequent to selecting the sample 
from the second population, or that the value of m is pre-specified and 
is to be maintained regardless of the value of n. Then, based on the 
known size of m and by virtue of Theorem 3.7. 1, it is always possible to 
reduce the ~ize of n prior to conducting the primary survey, and to main-
-** tain the desired precision for y1 . If the primary survey is conducted 
prior to selecting m, or if the size of m cannot be guaranteed, n cannot 
be reduced in this manner (though, since m may be similarly reduced with 
respect ton, an overall savings accrues, regardless, in terms of total 
units surveyed for both surveys). 
6.2. 1 Computing Reduced Sample Sizes 
Appendix A lists a simple FORTRAN computer program that iteratively 
substitutes values of n into the expressions for Var(~~*) and Var(;~s), 
1 01 
compares the values of the variances, and prints the largest value of n 
such that Var(y't':) < Var(y~s). Table Xl'l of Appendix C displays the val-
ues (called n11 ) to which n may be reduced, for specified values of m, 
w2 , v2 , and pre-assigned ratio S~/S~, and still maintain a specified 
.. 1 ..... 1 .. 
level of precision for v;~. Computations for a number of combinations 
of values of the parameters n, m, w2 , and v2 are reported: n = 200(200) 
1 ,800, m = 200(200)1 ,800, w2 = .2(.2).8, and v2 = .2(.2).8. For every 
combination of values of the parameters, and with the ratio S~/S~ pre-
assigned, 
(6.2.1.1) 
For purposes of reporting values of n11 in Table XV, the precision• of y~:~': 
has been pre-specified in each case at the value Var(y~sln) in accordance 
with the discussion in section 3.5. 
6.2.2 Empirical Investigation of 
Reduced Sample Sizes 
The percent decrease in sample size, given by 
PCT = n - n11 
n 
(6.2.2. 1) 
has been computed for each pair of values (n, n11 ) given in Table XII. For 
different values of the ratio S~/S~ the values of n11 may vary substantial-
ly. In each of the three cases of differing stratum variances discussed 
in section 3.8, the largest percent decrease in sample size (PCT) and the 
smallest percent decrease in sample size occurred for the same combina-
tions of values of n, m, w2 , and v2 , respectively. The high value occur-
red each time when n = 200, m= 1,800, w2 == .8, v2 = .8, and the low value 
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occurred each time when n = 1 ,800, m = 200 ~/ "" 
' 2 
. 2, v2 = . 2 . For 
the low and high values were 2. l percent and 76.5 percent, 2 for s2 
the low and high values were 3.5 percent and 86.0 percent,and for 
1 2 
2 s1 the low and high values were 1.2 percent and 63.0 percent, respec-
tively. 
The percent decrease in sample size was largest at all respective 
2 2 combinations of parameter values when s2 = 2s 1. For s2 = 2 
values obtained was 11 percent to 55 percent when n = m, 
2 s1 the range of 
15 percent to 75 
2 252 percent when n < m, and 5 percent to 30 percent when n > m. For s2 = 1 
the range of values for PCT was about 20 percent to 65 percent when n = m, 
10 percent to 40 percent when n < m, and 25 percent to 85 percent when 
2 1 2 
n > m. Similarly, for s2 = 2 s1 the range of values for PCT was 5 percent 
to 40 percent when n = m, 2 percent to 20 percent when n > m, and 10 per-
cent to 55 percent when n < m. In each of the three cases of differing 
stratum variances the values of PCT when n < m were always larger than 
those for n = m, and those for n > m were always smaller than those for 
n = m. The ranges of values reported above for n < mare lengthened and 
those for n > mare shortened as the assigned va 1 ues of n and m become 
more disparate. Finally, within any combination of values for nand m, 
PCT increases as both w2 and v2 increase, except for some combinations 
when S~ = 2S~. An up-and-down fluctuation occurs in the values of PCT 
when w2 is increased for situations when n > m. If n = m, the fluctua-
tion is noted only at the lowest values of v2. This same anomaly was 
previously noted in section 3.8.3. 
A number of values of percent decrease in sample size are displayed 
in Tables IX through XI of Appendix C for several (n, m) combinations. 
Note that, regardless of the actual values of n and m, PCT remains 
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constant for each combination of values for w2 and v2 (apart from round-
ing), so long as the ratio n/m remains constant. Also note that, in all 
three tables, it is possible to determine some of the columns of PCT val-
ues shown for all other n/m ratios using the columns for n =mas a 
reference. For example, the second and fourth columns for n = m are the 
1 first and second columns for n =2m. The value of c inn= em (where c 
is a constant) and the values assigned to v2 determine the relationship. 
A similar relationship among values of the relative precision of y~s to 
was noted in section 3.8.3. The relationship described here, however, 
is somewhat more stable. It is not necessarily the case that the values 
of RP and PCT are inversely related, as might be suggested. 
6.2.3 Reduction in Combined Total Sample 
Size for Two Surveys 
With regard to the combined total sample size for the surveys of two 
overlapping subpopulations, the total of the original sample sizes, n+m, 
may be reduced to n11 +m using the technique described in section 6.2.1. 
It is always the case that n 11 + m < n + m. The size of the difference in 
the two totals depends on the two original sample sizes in question, the 
sizes of the two overlap parameters, w2 and v2 , and the ratio of the 
within-stratum variances. Analogous to the computations described in the 
previous section, the precent reduction in combined total sample size, 
given by 
PRSS = (n + m) - (n 11 + m) n + m = 
n - n11 
n + m (6.2.3.1) 
was computed for each pair of values (n, n11 ) given in Table XII of Appen-
dix C, and the corresponding values assigned tom, w2 , and v2 • For 
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every combination of values (n, m, w2 , v2), 
PRSS(si (6.2.3.2) 
Over the range of values assigned to the parameters, when the within-
2 2 
stratum variances were equivalent (s2 = s1), the percent reduction in com-
bined total sample size using the technique described in section 6.2. 1 
ranged from 2 percent to 28 percent. The largest reductions occurred 
when the two original sample sizes were equal (n = m) and the two subpopu-
lations were about the same size and substantially overlapped. The smal 1-
est reductions occurred when either of the two original sample sizes was 
much larger than the second (m >>nor n >> m), and the two subpopulations 
were about the same size and minimally overlapped. Whenever w2 + v2 ~ 1 
and n » m, the reduction was 10 percentor more. Otherwise, the reduction 
was 1 ess than 10 percent. 2 2 For s2 = 2s 1, the reduction in combined total 
sample size ranged from 2 percent to 33 percent. Once again the largest 
reductions occurred when n = m and w2 = v2 ; and the largest reductions 
occurred when n >> m or m >> n and the subpopulations were about the same 
size and minimally overlapped. If w2 + v2 ,:, 1 and n ~ m, then the reduc-
tion was 15 percent or more. The reduction was less than 15 percent 
otherwise. 2 1 2 Finally, when s2 = 2 s1, the reduction in combined total sam-
ple size achieved with this technique ranged from 1 percent to 21 percent. 
The trends for this case of differing stratum variances follow those de-
scribed for the previous two cases: the largest reductions occurred when 
n ~ m and w2 ~ v2 (both large); the smallest reductions occurred when 
m » n or n » m and '"'z = v2 (both sma 11). Whenever w2 + v2 ~ 1 and 
n = m, reductions of more than 5 percent were achieved. Otherwise, the 
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reductions were much less, particularly when n >> m or m >> n, and simul-
taneously w2 and v2 were both small. 
In summary, the sample size reduction procedure given in section 
6.2. 1 is most effective at reducing the combined total sample size for 
the surveys of two overlapping subpopulations when (1) the two subpopu-
lations are about the same size (the overlap domain has equal representa-
tion in both resulting samples; that is, the reduced primary sample is 
more heavily weighted towards the overlap domain); (2) the two subpopula-
tions have maximum overlap (the procedure can take maximum advantage of 
overlap); and (3) the overlap domain is the most variable stratum rela-
tive to the composition of either subpopulation (the most sample informa-
tion is available on the most variable stratum). When the overlap domain 
is not the most variable stratum, the procedure is still most effective 
when that stratum is sampled at about the same rate with respect to 
either subpopulation. However, on the average, the reduced primary sam-
ple must include more units from the non-overlap stratum (most variable 
in this case) than previously, with an equivalent number of units from 
the overlap domain, if the precision of the estimator is to be the same 
in both cases. Hence the reduction in combined total s~mple size is not 
as great in this case. 
6.2.4 Explicit Derivation of Reduced 
Sample Sizes 
The values of n11 which satisfy Equation (3.7.5) above may also be 




be a constant, and replace n by n11 in Equation (3.6.16). An algebraic 
rearrangement of 
leads to the following fifth degree polynomial inn": 
II 2v2 s2 ( w v 3W2 ) 3w v3s2 o + n m 2 1 m 1 2 - 2 - m 2 2 1 = · 
After dividing all terms by the leading coefficient this polynomial may 
be written more generally as 
A n115 + A n114 + A n" 3 + A n"2 + A n11 - A 
1 2 3 4 5 6 = 0, (6.2.4.4) 
where A1 = 1. Depending on the values assigned to the parameters n, m, 
w2 , and v2 , the signs attached to A2 , A3, A4 , and A5 in Equation (6.2.4.4) 
may change from positive to negative. 
The general theory of real polynomials and equations is given in 
Dickson [10]. According to Rolle 1 s theorem, a real, fifth degree poly-
nomial has five roots, some of which may be positive, negative, or imag-
inary. In solving sample size formulas such as Equation (6.2.4.2), only 
the positive roots are of interest. According to Descartes• Rule of 
Signs, the number of positive real roots of a real equation either is v 
or less than v by a positive even integer (a root of multiplicity k is 
counted k times), where vis the number of variations of sign in the 
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equation. Note that Descartes' Rule only provides an upper bound on the 
total number of positive roots. 
A number of numerical techniques are available for computing the 
real roots of polynomials. One of the most common is Newton's Method for 
Finding Real Roots of Polynomials, as described by Conte [7]. Newton's 
Method can be used to compute the value of each root, one at a time, 
within specified computational precision. Once a root is determined, it 
must be removed from the polynomial algebraically. Newton's Method is 
then re-applied to the reduced polynomial to determine an additional root, 
and the process can be repeated until all the roots are determined. 
6.2.5 Summary of Findings for Reducing the 
Primary Sample Size Relative to Var(y~~ 
For a pre-specified value of m, it is always possible to reduce the 
original size of the primary sample, n, required to estimate primary sub-
population parameters with fixed precision. Using information available 
in two overlapping surveys, only a sample of size n11 (n 11 < n) is needed 
to estimate the primary subpopulation parameters, with precision equiva-
lent to that obtained in a single sample of size n. Depending on the 
original value of n, the pre-specified size of m, the size of the overlap 
(represented by w2 and v2), and th~ ratio of the true stratum variances, 
the value of n may be reduced by as much as 85 percent or as 1 ittle as 1 
percent relative to Var(yfs) (with reference to the range of values 
assigned to the parameters in this study). For any combination of stra-
tum variances, n may be reduced the most when m > n, with w2 and v2 both 
large and approximately the same size. Still larger reductions may occur 
2 2 
when 52> sl. 
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Using this technique the combined total sample size for two surveys 
may be reduced by as much as 33 percent or as little as 1 percent. Gener-
ally speaking, the reduction is largest when the original sizes of the 
two samples are about the same, the two subpopulations are substantially 
overlapped, and the overlap domain is the most variable stratum. 
6.2.6 Primary Sample Size Reduction 
-st Relative to Var(y 1 __ ) 
Table XIII of Appendix C displays the values of n11 to which n may 
be reduced and still maintain the desired precision for y~o';. Each n•• is 
computed on the basis of specified values for m, w2 , and v2 , and for a 
2 2 pre-assigned ratio of s1/s2 • Computations for a number of combinations 
of the parameters n, m, w2 ,~d v2 are reported: n = 200(200)1 ,800, m = 
200(200)1,800,W2 = .2(.2).8, and v2 = .2(.2).8. For every combination, 
and with the ratio S~/s; pre-assigned, 
Var(y;'~''ln 11 , m, w2 , v2 ):: Var(y~tln). (6.2.6.1) 
For purposes of reporting values of n11 in Table XIII, the precision 
( -s t J ) has been pre-specified in each case at the value Var y1 n . \.Ji th 
a slight modification the computer program in Appendix A can be used to 
calculate n11 in this situation. 
It is of interest to note that the corresponding entries in Tables 
XII andXIII are essentially equivalent (the entries in TableXIII are at 
most one larger than those in Table XII). That is, the reduction in sam-
ple size that can be achieved using Var(y~t) as the desired precision of 
v1 is no different, or only slightly Jess, than the reduction achieved 
when the precision of y1 is specified as Var(y~s). The percent reduction 
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in sample size is the same using either level of precision (within round-
i ng). 
§.2.7 -st Conclusions About Using Var(y 1 ) to 
~ompute Reduced Primary Sample Sizes 
With respect to the remarks in section 6.2.6 it is apparent that, 
for purposes of sample size reduction, restricting the level of precision 
of ~;* to Var(;~t) rather than Var(;~s) has 1 ittle or no effect. Choos-
-st -ps ing Var(y 1 ) over Var{y 1 ) is actually the more conservative approach, 
since the resulting reduced sample sizes are slightly larger than requir-
ed. In addition, calculating Var(y~s) is a little more involved. There-
-st fore, in practical situations the use of Var{y 1 ) as the target level of 
precision for v;* is recommended. However, throughout the remainder of 
-ps this thesis, reference will only be made to Var(y 1 ) for comparison pur-
poses since it is the technically correct variance to use. 
6.3 Reducing the Size of the Primary Sample 
When the Overlap is Unknown 
When the total overlap between the two overlapping subpopulations is 
unknown, a practical, precision-based reduction in the size of the primary 
sample cannot be achieved analytically using the procedure described in 
sec.tinn 6.2. 1. Although it is possible to reduce n to n11 based on some 
~ 
estimates w2 and v2 of the overlap parameters w2 and v2 , respectively, 
the resulting precision of y1 cannot be guaranteed. 
Let w2 and v2 be any unbiased estimates of the overlap parameters, 
w2 and v2 , respectively, as in Chapter V. Suppose it is possible to re-
duce the size of the primary sample, under the assumptions of section 6.2, 
11 0 
A i',•h 
and that an upper bound on Var(y 1 ) can be maintained. Further suppose 
-ps 
this upper bound is chosen, as before, to be Var(y 1 In), the variance 
associated with estimating the mean of the primary subpopulation using 
conventional single-sample post-stratification. Then the defining rela-
tionship for reducing the sample size n to n11 is given by 
(6.3.1) 
where n11 depends on the choice for w2 and "2' and m is the fixed size of 
the sample selected from the second subpopulation. 
Now the only possible estimates of w2 and v2 are formed with informa~ 
tion obtained in samples selected from the two subpopulations. This means 
that the primary sample must first be selected in order to estimate the 
overlap parameter w2 , and that, in turn, the estimate w2 is used to re-
duce the primary sample size: a circuitous absurdity. Therefore, unless 
there is an auxiliary estimate of w2 , independent of the sample sizes in 
question, it is impossible to reduce n using the technique established in 
section 6.2 and the estimation theory developed in Chapter I I 1. 
Auxiliary estimates of the overlap parameter w2 may be obtained in 
several ways. The best procedure is to select a concomitant sample of 
c 
arbitrary size n from the primary subpopulation and conduct a prelimin-
ary survey solely for the purpose of estimating the overlap. Such an 
estimate can be formed according to the procedures described in section 
5.3. A concomitant sample need not be selected from the second subpopula-
tion since the original sample of size m is not to be reduced and provides 
the required information. The selection and survey of the additional sam-
ple elements from the primary subpopulation can be planned into the imme-
diate survey design, with additional costs (less than if a complete survey 
1 1 1 
of these units is conducted) absorbed into the overhead, or a separate 
survey can be conducted prior to the main survey to determine only the 
necessary information about the overlap. 
The only disadvantage of this approach is a philosophical one: 
selecting additional sample units for any reason compromises the whole 
purpose behind sample size reduction. On the other hand, a survey of 
the primary subpopulation which provides sufficient information to esti-
mate the overlap may have been conducted previously, and this information 
may be used (though the precision of the estimate may not be known) with-
out accruing additional costs for the survey of immediate interest. This, 
in fact, is the case in the context of overlapping constituencies of 
federal welfare programs. Since the quality control surveys of these pro-
grams are longitudinal (on-going) in nature, previous estimates of the 
size of the overlap are always available (for example, the results of the 
previous semi-annual survey can be used to formulate an estimate of the 
overlap for the current semi-annual survey). It is also possible to "up-
date" the estimate in an iterative fashion each time new information be-
comes available. In this situation, since this information is already 
available, it should be used and the foregoing analysis should be applied 
without hesitation. 
Finally, the estimate of the overlap parameter v2 obtained with the 
information in the second sample of fixed size m can be used to estimate 
~2 as well; that is, ~2 = v2. However, the logical choice for ~l is then 
w1 = 1 - v2 , which is an inappropriate weight to assign to the estimate, 
y11 , of the mean of the non-overlap stratum in the primary subpopulation. 
Even if sufficient auxiliary information about the overlap is avail-
-'i'("'' 
able, the precision of the estimate y1 still cannot be guaranteed. As 
11 2 
noted in section 5.5, Var(y~:~':) is functionally related to the true stra-
tum means of the primary subpopulation, and since these are not known, 
the exact value of the variance is not known. About the best that can be 
done is to estimate these means, where the estimates are obtained with 
auxiliary information (from an auxiliary sample of size nc). Since the 
values of such estimates may be arbitrarily large for any given sample of 
size nc, the resulting estimate of the variance, Var(;~*), may be unduly 
large. As noted in section 5.5, the expression for an unbiased estimate 
of the variance is difficult to obtain analytically, and th~ variance of 
such an estimate of the variance is presently unknown. If an expression 
Var(:;/;"''in'', m, \./2 , V2 , yll' y12 ) was available in closed or approximate 
form, making the appropriate substitution for Var(y;o':ln, m, w2, V2) in 
Equation (5.6. 1) would lead to an approximate solution for the reduced 
primary sample size, n11 • 
6.4 Schneider's Simultaneous Sample 
Size Reduction Technique 
Consider the sample survey procedure proposed by Schneider [31] for 
two overlapping subpopulations. Let the primary subpopulation have size 
N. A sample of size n from this subpopulation is required to be surveyed. 
Let the second subpopulation have size M, of which a sample of size m is 
required to surveyed. Let 
and (6.4.1) 
s s 
where n and m are the sizes to which n and mare to be reduced, and w2 
and v2 , presumed known, are defined as before. Solving the two equations 
in Equation (6.4. 1) simultaneously, 
s 




Unfortunately, the values computed for n and m according to Equation 
(6.4.2) are not always legitimate. A necessary and sufficient condition 
s s that both n and m be positive, non-zero, and that the two reduced sam-
ple sizes not exceed the two original sample sizes is 
(6.4.3) 
s For legitimate sample size reductions, simple random samples of sizes n 
and ms are selected from the two subpopulations, respectively. Every sam-
ple unit is surveyed with respect to its membership in either one or both 
of the subpopulations. Included in the initial part of the survey of 
each unit is a determination of subpopulation membership. If a unit is 
determined to belong to both subpopulations (i.e., a unit in the over-
lap domain) data for both surveys are collected on that unit, and the unit 
is counted in the final composition of both samples. From Equation (6.4.1) 
and the above procedural remarks, it is easy to see that the original re-
quired sample sizes can be maintained (so long as 11case information•• can 
be shared), although the actual total of sample units physically surveyed 
is reduced. More explicitly, if ns and ms are post-stratified into n~ 
s s s 
and n2 , and m1 and m2 , respectively (the random numbers of non-overlap 
. d 1 .. s ds '1) h s s s un1ts an over ap un1ts 1n n an m , respective y , were n = n1 + n2 
s s s and m = m1 + m2 , then it is easily verified that 
n = = 
s s 
nl + \! ' (6.4.4.a) 
and 
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m = = s s ml + v , (6.4.4b) 
s s s 
where v = n2 + m2, 
s 
collected on the n2 
so long as adequate information for both surveys is 
s and m2 sample units, and the information is shared 
between the survey organizations. 
Schneider [31] never explicitly proposed estimators of the indivi-
dual subpopulation parameters, and certainly never considered the vari-
ance associated with such estimates. lmpl icit in his discussion, though, 
is the supposition that n~ and m~ can be routinely aggregated into a 
s s s 
single subsample of size v = n2 + m2 , and that the usual proportional 
stratification estimator will suffice. While it is true that the scheme 
is ~ssentially self-weighting, so that the within-subpopulation stratum 
proportions are maintained in the final samples, pooling of the two sub-
samples disregards the random sizes of n~ and m;, as well as the differ-
ential probabilities of selection among the collection of n~ + m~ units. 
Additionally, Schneider failed to allow for possible adjustments when w2 
and v2 must, themselves, be estimated. Regardless of the statistical 
difficulties, this procedure is easily adapted to most situations, espe-
cially in the federal welfare system, and has proved to be an effective 
strategy solely for reducing sampling and survey costs (the strategy is 
not effective from the viewpoint of statistical precision). A complete 
analysis of Schneider's results is presented in Chapter VI I. 
6.5 Reduction in Combined Total Sample Size 
Using Schneider's Procedure 
s s Actual reduced sample sizes, n and m , were computed using 
Schneider's formulas for a number of combinations of parameter values 
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(n, m, w2 , v2). Legitimate pairs of individual Schneider-reduced sample 
sizes are tabulated in Table XV of Appendix C. 
Within the range of the values of parameters tested, it is signifi-
cant to note that the reduction in combined total sample size (n2 + m2) 
was never less than 15 percent (in comparison with n + m), and not infre-
quently, it exceeded 40 percent. The least reduction in combined total 
sample size occurred when the sizes of the two subpopulations were about 
equal, and they were minimally overlapped. As overlap increased relative 
to the size of either subpopulation, the reduction in combined total sam-
ple size increased. The largest reduction occurred when the two subpopu-
lations had approximately equivalent size and were substantially overlap-
ped. The actual reduction that might be expected directly depends on the 
combination of parameter values being considered. About 50 percent of all 
combinations in the study leading to legitimate, reduced sample sizes re-
suited in reductions in the combined total of 30 percent or more. In 
real situations characterized by mode·rate overlap relative to the size of 
both subpopulations, one can expect to obtain this large a reduction in 
combined total sample size using Schneider's technique. 
6.6 A Precision-Based Simultaneous Sample 
Size Reduction Technique 
As an alternative to the procedure proposed by Schneider [31],, this 
section describes a technique of simultaneous sample size reduction for 
the surveys of two overlapping ~ubpopulations based on the theory in Chap-
ter I I I. This procedure has the principal advantage of being precision-
based. Using this technique, the possibility of achieving illegitimately 
reduced sample sizes (as sometimes occur using Schneider's approach) is 
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avoided, and the qual lty of the estimates of the parameters of an lndivi-
dual subpopulation is maintained. 
Consider the basic overlapping sample surveys design presented in 
section 3.2. Let y be the characteristic of interest in both surveys, 
and let the primary subpopulation have size N. A sample of size n from 
this subpopulation is surveyed, and then units are subsequently post-
stratified into n1 non-overlap and n2 overlap units (both n1 and n2 
assumed non-zero). Similarly, let the second subpopulation have size M, 
from which an independent sample of size m is selected and surveyed. The 
m units are post-stratified into m1 non-overlap units and m2 overlap 
units (both m1 and m2 assumed non-zero). Note that n2 and m2 are two 
independent subsamples selected from the same overlap domain, but with 
different probabilities of selection. Under the sample survey conditions 
for overlapping subpopulations established in section 3.2, an unbiased 
estimate of the mean of the primary subpopulation, v1, is given by 
= (6.6.1) 
Similarly, an unbiased estimate of the mean of the second subpopulation, 
Y 2 , is g i ven by 
(6.6.2) 
ylh and Yzh (h = 1, 2), as defined in section 3.6, are independent, un-
biased estimates of the means of the hth strata in subpopulations 1 and 2, 
respectively; 
= = = 
2 
~ vh = 1; 
h=l 
(h = 1 ,2) 
and B nz!(n 2 +m2 ), where 8 is a random variable by virtue of n2 and m2 
-'icJ\ 
being non-zero random variables. The approximate variance of y1 is 










N - 1 
1 
N - 1 
2 
M - 1 
1 
is similarly given by 
(6.6.4) 
= M - 1 
2 
where ylhi and y 2hi (h = 1, 2) are the values of the characteristic y 
obtained on the ith units in strata h in subpopulations 1 and 2, respec-
tively; and v1h and v2h (h = 1, 2) are the true means of the characteris-
tic y in strata h of subpopulations 1 and 2, respectively. Note that 
there is a unique one-to-one relationship between all of the ylZi and all 
- -of the y22 i, and that v12 = Y22 . 
Following the procedure established in section 6.2.3, if the values 
- -lc -}, - ,,, ;'c 
of Var(y 1 ) and Var(y2 ) are simultaneously fixed at some specified 
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values, say C and D, respectively, then it is possible to solve for the 
sample sizes n• and m' required to achieve these levels of precision. In 
general, if C and Dare larger than Var(y;~*ln, m, w2 , V2) and Var(y;'~!n, m, 




individually leads to sample sizes, n• and m', smaller than the original 
nand m (see the development in section 6.2). In other words, if it is 
desired to estimate the mean of either subpopulation individually with a 
pre-determined level of precision, this can be accomplished using the 
two-sample post-stratified estimator developed in Chapter Itt. This 
estimator combines the additional information on the overlap domain avail-
able from the accessory survey with the information obtained in the pri-
mary survey, the sample for which is smaller than would be required for a 
single-sample estimator. 
-1'* - ":!''~' On the other hand, since both Var(y 1 ) and Var(y2 ) are functions of 
nand m (see Equations (6.6.3) and (6.6.4)), the precisions to be obtain-
ed by the estimators of the means of both subpopulations can both be 




can be formulated and solved simultaneously for the reduced values of n 
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and m, n• and m', which concurrently satisfy both equations. That the 
equations in Equation (6.6.6) are nonlinear can be observed by substitut-
ing n' and m' for n and m, respectively, in Equations (6.6.3) and (6.6.4), 
and rewriting the system as 
X = 
w~s~(n•w2w 1 + m•v2v1) 





V~S~(n•w2w 1 + m'V2V1) 
(W2n' + V2m' )3 
= 0 
(6.6. ?b) 
Nonlinear systems of equations such as Equation (6.6.7) do not lend 
themselves to analytical reduction via the usual algebraic manipulations. 
The higher the order of the equations, the more difficult they are to 
solve. About the best that can be hoped for algebraically is some sort 
of approximation to the solution. There is a large body of literature on 
the subject of nonlinear analysis, much of which is devoted to the devel-
opment of algorithms leading to good numerical approximations (within 
specified computational precision). One such technique is Newton's 
Method for Systems, described in Conte [?]. This algorithm, like Newton's 
Method for Finding Real Roots of Polynomials discussed in section 6.2.4, 
uses the technique of successive approximation to achieve a solution. For 
the system of equations in Equation (6.6.7) the iterative process of this 
algorithm converges quadratically to the unique solution (n', m'), if it 
converges at all, as long as the following conditions given by Conte are 
satisfied: 
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(1) X, Z, and all their derivatives through second order are con-
tinuous and bounded in a region R containing (n•, m•), 
(2) the Jacobian J(x,z) does not vanish in R, and 
(3) an initial approximation (~,n) is chosen sufficiently close to 
(n•, m1 ). 
With regard to estimating the parameters of overlapping subpopula-
tions in the federal welfare system, logical choices for the values of C 
and D are 
(6.6.8) 
where Var(y~sjn) is the usual variance associated with the estimate of 
v1 obtained by post-stratifying the original primary sample of size n, 
and Var(y~sjm) is similarly defined (see the analysis and results in 
Chapter I I 1). Substituting these values into the system of equations in 
Equation (6.6.7), Newton•s Method for Systems can be used to generate a 
unique numerical solution (within specified computational precision) for 
the values of n• and m•, (n < n•, m < m1 ), such that, simultaneously, 
-i',·k 
Var(y~sjn) Var(y Jn• ,m• ,w2 ,v2) = (6.6.9a) 
and 
-·k-;'~ 
Var(i~sjn). Var(y2 jn•,m•,w2 ,v2) = (6.6.9b) 
Appendix B 1 ists a FORTRAN computer program of Newton•s Method for 
Systems, adapted from one given in Conte [7], which solves the system of 
equations given in Equation (6.6.7). C and Dare defined as in Equation 
(6.6.8). Table XIV of Appendix C provides a comprehensive set of re-
duced sample sizes, n• and m•, obtained using the program in Appendix B, 
121 
for various sampling situations that arise in the context of overlapping 
subpopulations in the federal welfare system. Values of n' and m' are 
presented for all these combinations of the original four parameters 
(n, m, w2, v2) in the foregoing variance formulas: n = 200(200)2,000, 
m = 200(200)2,000, w2 = .2(.2).8, and v2 = .2(.2).8. In addition, the 
table gives the reduced sample sizes for the above combinations of val-
ues for the original parameters in three separate situations of differing 
variances: 52 52 
2 zs2 s2 2 and 2 l s2 within-stratum = = 53' = = 2S3, sl = = 2 2 1 2 2 2 
2 
s3. 
In conclusion, if the true means of two overlapping subpopulations 
are to be simultaneously estimated using a sample from each subpopula-
tion and the estimator developed in Chapter I I I, and if the variance of 
each of those estimates is allowed to be as large as bhe corresponding 
variance obtained with conventional single-sample post-stratification, 
then the sizes of the two samples from the two subpopulations, n' and m', 
that are needed to achieve the desired precision are respectively less 
than the sizes of the original samples, nand m, required under the con-
ventional technique. The total number of units required for the simul-
taneous procedure, n' + m', is less than the total required for the two 
disjoint conventional procedures, n + m. This technique can be extended 
to more than two overlapping subpopulations, and the computer program in 
Appendix B can be modified to generate the appropriate sample sizes. 
6.7 Reduction in Combined Total Sample Size Using 
the Simultaneous Precision-Based Approach 
Because the precision-based technique of section 6.6 is so heavily 
dependent on the within-stratum variances, it is difficult to depict what 
122 
happens when the parameters n, m, w2 , and v2 are allowed to vary. It is 
perhaps easiest to initially consider the situation where the within-
(sz :::; s2 2 stratum variances are equivalent :::: S3). Given the set of values 1 2 
assigned to the four parameters for this study, the reduction in combin-
ed total sample size ranged from 3 percent to 40 percent. Generally 
speaking, the lowest reduction in combined total sample size occurred 
when the two subpopulations had approximately the same size and were 
minimally overlapped. Likewise, the largest reductions generally occur-
red for substantially overlapped subpopulations whose sizes were approxi-
mately the same. In this situation, if the original sample sizes, n and 
m, were about the same size, moderate reductions (say, 25 percent or 
more) were observed. For n ~ m reductions of 25 percent or more were not 
observed unless the size of n approached the size of m. 
As Jn - mj became large (that is, the sizes of nand mare dispar-
ate), the reduction in total combined sample size declined. In the range 
of values where n and m were moderately different, reductions of 10 per-
cent to 20 percent were observed; but when n and m are most disparate the 
reduction was frequently less than 10 percent. In the usual statistical 
sense, increasing sample sizes affected the precision of the estimator. 
When the differences among the variances within strata are taken 
into account, the reductions in total combined sample size for the vari-
ous combinations of n, m, w2 , and v2 may be larger or smaller (depending 
on the sizes of those variances), but the patterns and trends observed 
sample size is 
2 s3 are the same. 
2 greatest when 51 
In fact, the reduction in total combined 
1 2 2 
= 2 52 = s2• For the three situations of 





< PRSS'(S~ (6.7.1) 
where PRSS, the percent reduction in sample size, is defined by 
PRSS' 
( 0 rig ina 1 Combined)_ (Reduced Combined) = Total Sample Size Total Sample Size 
Original Combined Total Sample Size 
(6.7.2) 
In general, as the variability in the overlap stratum increases rela-
tive to the variability in the non-overlap stratum, the reduction in total 
combined sample size using this technique increases. Additionally, when 
the variance in the overlap stratum exceeds the variance in the non-
overlap stratum, the total combined sample size achieved under this pro-
cedure may be as small or smaller than the corresponding total obtained 
with Schneider's scheme. In fact, when the value of m/n was approximate-
ly the same as the value of w2;v2 , the reduction equalled or exceeded 
that achieved by Schneider's procedure for the same combination of para-
meter values (although the difference was never more than 2%, and fre-
quently less than 1%). 2 1 2 2 For the situation s1 = 2 s2 = s3, the combined 
total sample sizes achieved were roughly 5 percent to 7 percent smaller, 
for all combinations (n, m, w2 , v2), than the corresponding totals 
2 2 2 achieved when s1 = s2 = s3. This difference declined (to a range of 1% 
to 3%) as the values assigned ton and m became more disparate, and in-
creased (to about 10%) when n = m. 2 2 2 For the situation s1 = 2S2 = s3, the 
combined total sample sizes were roughly 5 percent larger, for all combin-
ations (n, m, w2 , v2), than the corresponding totals achieved when S~ = 
2 2 s2 = s3. Again, the differences in the two totals declined (to a range 
of 2% to 3%) as In - ml became large, particularly as the value of w2 was 
increased relative to the value of v2 ; and when n = m, the differences 
increased (to about 7%). 
6.8 Precision-Based Simultaneous Sample Size 
Reduction When the Overlap is Unknown 
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The analytical tools which are necessary to simultaneously compute 
all precision-based, reduced sample sizes when the total overlap is un-
known are not developed in this thesis. As previously noted, there are a 
number of statistical and philosophical difficulties to be overcome before 
reduced sample sizes can be obtained. In general, it is necessare to have 
some concomitant information about the size of the overlap. In the con-
text of the overlapping constituencies of federal welfare programs, con-
comitant information is readily available and it can be used to obtain 
the expected reduced sample sizes for pre-specified percision of the 
-** multi-sample estimator, y However, an exact procedure for reducing 
the sam~le sizes cannot be straightforwardly derived. The reader is re-
ferred to section 6.3 for more discussion of the problems encountered in 
sample size reduction with unknown overlap. 
CHAPTER VII 
ESTIMATION FROM OVERLAPPING SAMPLE SURVEYS USING 
SCHNEIDER'S SAMPLE SIZE REDUCTION METHOD 
]. 1 Estimating the Mean of an 
Individual Subpopulation 
This section discusses alternative ways of estimating the parameters 
of either of two overlapping subpopulations when the sizes of the samples 
taken from both are reduced via Schneider's [31] sample size reduction 
scheme. Consider the overlapping surveys strategy discussed in section 
6.4. Suppose that samples of size ns and ms are selected from the two 
and subpopulations, respectively, and that ns is post-stratified into n~ 
n~ (ns = n~ + n~), and that ms is post-stratified into m~ and m~ (ms = 
s 5 
m1 + m2). A f h 5 s (" 1 2) ssume none o t e n. or m. 1 = , I I are zero. Now let n = 
s s s s s n1 + (n 2 + m2 ) = n1 + v. An estimate of v1 (the mean of the primary sub-
population) which emerges from Schneider's results is given by 
-s - -s 




y 11 = 2: ylli s 






-s I I Y12 = yl2i + Yzzi s s 
n2 + m2 i ""1 i "" 1 
s s 
n2 + m2 
= I y•2i s s 
n2 + m2 i = 1 
\) 
= I y. 2 i ' s 
\) i ""1 
Ylhi and Yzhi are defined in section 3.6, and w1 and w2 (w1 + w2 = 1) are 
the known stratum weights in the primary subpopulations. The dot (·) in 
the above summations indicates pooling of the measurements of characteris-
tic yon all sample units selected from the overlap domain, regardless of 
the survey in which they were obtained. 
-s 
y1 is shown to be unbiased for 
v1 in the following lemma and theorem. 
Lemma 7. 1 ,, 1 
Proof: Suppose there are two overlapping subpopulations of size N 
and M, respectively. Let N = 2 M2 be the known size of the overlap. Take 
a simple random sample of size s from the first subpopulation and post-n 
stratify the n s units s s s s s into n1 and n2 (n = nl + n2) non-overlap units and 1 
overlap units, respectively. Take another independent simple random sam-
ple of size m5 from the second subpopulation and similarly post-stratify 
the m5 units into m~ and m; (m = m~ + m;) non-overlap and overlap units, 
-respectively. Let v12 = v22 be the true mean of the overlap domain. De-
fine the random variables 
'1 f t he '1 t h 1 f h 1 d ' • h e ement rom t e over ap oma1n Wit 











if the ith element from the overlap domain with 
respect to subpopulation 2 is in mi. 
otherwise. 
-s s s 
E ( Y 12 I n2 'm2) -s 
yl2 
s s 
Eyh2i [ n~ ("2 
m2 
Yn;)]. 
i ~1 y 12 i + I (h = 1 ' 2) s + m2 i=l 




022 i y22i) l I 012i yl2i I s 
+ m2 i =1 i = 1 
(h = 1 ' 2) 
(2 
s M2 m; ) n2 
i ~1 ~ y12i + 2, M2 v22i s 5 n2 + m2 i=l 
-
yl2' 
Lemma 7. 1. 2 -s Ignoring the fpc's, Var(y 12 ) = 
Proof: Consider the sample design described 1n Lemma 7. I. 1 for two 
- -overlapping subpopulations. Let v12 = v22 be the true mean of the over-
lap domain. Again define the random variables 
= 
if the ith element from the overlap domain with 






as defined in 
= s 
n2 
if the ith element from the overla~ domain with 





y22j] I s I y 12 i + I 
+ m2 i=l j=l 
Equation (7.1.1). Then 
s 
= ( n~ : m~)2 [ Varc~l 
s 
m2 
+ Var( I 
j=l 
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where ylZi and y22 j are independent for al 1 and j. 
·~ - n~ ) N2 
s s)( N2 N2 
= :~ (1 - n2 2 2 y12i y 22j) -- I y12i N - 1 I I N2 i=l 2 i=l j=l 
i < j 
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s 
(I n~) ( N2 N2 y~2) n2 2 1 = N2 N2 - 1 l. yl2i N - 1 N2 i = 1 2 
s 
(I s) ( N2 n2 n2 1 2 -2) = - ~ N2 - 1 N2 ) yl2i - yl2 N2 i=l 
( s) s n2 2 = n2 1 - N;" s2 . 
Now recall that, because of the overlap, N2 = M2 , and each of the subpopu-
lation units v12 i is one and only one of the subpopulation units v22 i. 
Then, making the appropriate substitutions, 
Hence, 
( m~ Var L 
i =1 





n2 + m2 
Theorem 7. 1 . I -s -y1 is an unbiased estimator of v1. 
-s - -s 
Proof: Let y1 = w1v11 + w2v12 , as defined in Equation (7.1. 1). 
Then applying Lemma 7. 1. 1, 
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= 
The estimator y~ can be simplified conceptually if (1) the random 
nature of n~ and m~ is ignored; (2) all then~+ m~ units are presumed to 
have been selected with equal probability; and (3) the measurements of 
the characteristic y from both surveys are assumed equivalent. Wlth these 
assumptions the unbiasedness of y~ is not altered, though its precision 
does change. Suppose the procedure is restricted to these conditions and 
that the sample of size ns = n~ + J, as suggested by Schneider [31], is 
presumed to have been proportionally allocated among the non-overlap and 
overlap domains of the primary subpopulations. Then, ignoring the fpc's, 




5 Now from section 6.4, n < n, so that it is known immediately that 
-st -s s -
Var(y 1 In) <Var(y 11n ), where Var(y 11n) is the variance attached to the 
-
estimate of Y1 obtained from a single sample of size n proportionally 
allocated between the two domains of the primary subpopulation. An 
-s actual expression for Var(y 1) under this strategy is given by 
-s Var(y 1) s 
n 
(l-W2 V2 )(w 1 s~ + w2 s~) 
n - v2m 
(7.1.2) 
2 2 
where s1 and s2 are defined as in section 3.6, and the fpc is ignored. 
Now the restriction to this proportional allocation form of the vari-
ance is inappropriate because it does not fit the way the sample was 
1 31 
selected. A more legitimate post-stratification variance may be obtained 
if the first two assumptions in the above paragraph are disregarded. The 
conditional variance of y~ obtained from a single primary sample of size 
n post-stratified into n~ and n~ and a single independent secondary sam-
s s 
ple of size m post-stratified into m1 and m2 is given by 
= (7.1.3) 
where n~ is a subsample of units from the overlap domain, each of which 
has probability w2 of being selected, m~ is a second independent subsam-
ple of units from the overlap domain, each of which has probability v2 of 
s s being selected, and the collection of n2 + m2 units is used to obtain a 
single estimate of v12 . w1, w2 , S~, and S~ are defined as before. Now 
s s s the unconditional variance over all possible values of n1, n2 , and m2 
must be obtained (multiple samples of sizes ns and ms, respectively). 
The required result is provided in Theorem 7. 1.2 . 
., 
Theorem 7.1 .2. Ignoring the fpc's, an approximate expression for the un-
-s . conditional vari.:1nce of y 1 IS given by 
= 
+ _( _1 _-_w 2_v..;:2~)-[ w..;:2;...n_( w_;l_-_v_l~v.;:;.2_) _+_v~2 m_(_v..;..l _-_w..:..l _;w 2:;..)_] ] } . 





s s . s where n = n1 + n2 . Invoking the results of Lemma 3.6.4, the uncondi-





Then by applying Equation (3.6.5) and the results of Lemma 3.6.3, 
1 w2 
--+---= 
~.1 s w2 s2 v 1 n 1 n 
and 
s s 
E s s ( s m~) 





s s s 3 
n2,m2 n2 + (\42n + v2m ) 
1 - w2v2 
= w2v1n + w1v2m 
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Hence, 
(1 - w2)2 [w2n(wl-vlv2) + Vf(vl-wlw2)]1 
(w2v1n + w1v2m) \ 
+ 
+ (l-w2v2)[W2n(W1 -v1v2) + V2m(V1 -w1w1)]]1. 
(w2v1n + w1v2m) \ 
7.2 Evaluating the Quality of the Schneider 
Estimator Relative to Conventional 
Single-Sample Estimators 
If a sample of size n, s n > n , had been selected from the primary sub-
population and post-stratified into n1 and n2 (n = n1 + n2) non-overlap 
units and overlap units, respectively, the variance associated with the 
-ps 
resulting estimator, y1 , would be given as in Equation (3.5.6) by 
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2 2 2 2 
Var(y~s) 
wlsl + w2s2 
+ 
w2sl + WI 52 
= n n 
-s -
It is of interest to know when y1, the estimate of yl obtain via 
Schneider•s simultaneous sample size reduction scheme, is more precise 
than y~s, the estimate of v1 obtained with ordinary post-stratification 
of a single sample of size n taken from the primary subpopulation. A 
sufficient condition for Var(y~) < Var(y~s) is obtained by algebraically 
manipulating the following inequality: 
(7.2.1) 
Consequently, to the order of approximation, Var(y~) < Var(y~s) if 
(7.2.2) 
2 2 where s1 and s2 are the within-stratum variances of the primary subpopula-
s s 
tion, and n and m are defined as in Equation (6.4.2). For large values 
of the two original sample sizes, nand m, the value of 
approaches zero, so that in most cases, the abbreviated condition 
s s s (n - n ) [W 1 nn + w2 (n + n ) ] 
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will suffice for 
2 2 
adequate comparison. Unless s1 and s2 are extremely 
disparate (i.e., S~ >> S~), it is highly unlikely that the condition in 
Equation (7.2.2) wi 11 be satisfied, since 
s 
n 




wl (n - n ) 
< 1 = 0 for 1 a rge n. 
If S~ > s;, Var(y~) < Var(y~s) is impossible within the legitimate ranges 
s s s s of values for n and m , 0 < n < n, 0 < m < m. The analytical evidence 
is in opposition to using Schneider's procedure since it cannot be guaran-
teed that the resulting estimate will be more precise than conventional 
single sample post-stratification (and hence, conventional single sample 
proportional stratification). However, in a simulation study performed 
for this research effort, some empirical evidence was obtained to help 
judge when using Schneider's approach might be practical. 
-s Table XVII contains a number of values of the relative precision of y1 
-ps -st -st -ps to y 1 , and to y 1 (where y 1 and y 1 are defined as before), performed 
for this study. As in previous sections, relative precision is defined 
as the ratio of the two variances in question (e.g., RP = Var(y~)/ 
-ps 
Var(y 1 )). The values of relative precision presented in the table were 
computed by assigning fixed values to the parameters n, m, w2 , and v2 
(previously defined) upon which the variance formulas in Theorem 7.1.2 
and Equations (3.6.3) and (3.6.7) are constructed. Computations were per-
formed for all combinations of n = 200(200)2,000, m = 200(200)2,000, w2 = 
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.2(.2).8, and v2 = .2(.2).8, and for three separate situations of differ-
ing stratum variances in the pr i rna ry subpopulation: 
2 2 
52 = 51, 
2 2 
52 = 251, 
s2 = L 52 2 52 defined in section 3.6). Table XVII does not and 
2 2 1 
(s 1 and 2 are 
include entries for combinations of values of (n, m, w2 , v2) which lead 
to i !legitimate sizes of ns and/or ms. 
-s -ps 
The empirical computations for the relative precision of y1 to y1 
-s -st 
and the relative precision of y1 to y1 , are evaluated with respect to 
the opportunities for losing not more than 5 percent of the precision of 
-ps y1 by using 5chneider 1 s approach. It is not possible to pinpoint exact-
ly all the combinations (n, m, w2 , v2) such that Var(~~) - Var(;~s) s .05 
without solving the inequality explicitly. However, this inequality does 
not lend itself to algebraic reduction (see Equation (7.2.2)), so that it 
is necessary to rely on some general rules-of-thumb. It must be noted 
that there will be instances where these rules will not apply. Infer-
ences about n, m, w2 , and v2 are restricted only to the ranges of values 
used in this simulation study (the values chosen cover practically all 
situations found in the federal welfare system). 
2 2 
For the case s2 =5 1, the estimator arising out of Schneider 1s scheme 
sometimes gains precision, but most frequently loses precision, relative 
to the estimators associated with conventional single-sample approaches. 
Over the range of values of the parameters n, m, w2 , 
-s this study, th~ loss fn the precision of y1 relative 
and v2 tested for 
-ps to y ranged from 
1 
less than 1 percent to more than 1600 percent for the case of equal stra-
tum variances (S~ = S~). -s t~henever y 1 was the more precise of the two 
estimators, the gain in precision never exceeded 2 percent to 3 percent. 
Gains occurred in situations where both original sample sizes were small 
and the size of the second subpopulation was substantially larger than 
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the size of the primary subpopulation (W2 - v2 • 1). In all other situa-
tions losses in precision occurred. 
It is possible to pinpoint instances where the loss in precision is 
small. Whenever n = m the loss in precision incurred relative to conven-
tiona] single sample post-stratification by using Schneider•s scheme 
rarely exceeds 5 percent so long as w2 > v2 . Otherwise, the loss may be 
substantial. If n and mare both larger than about 1,200 and w2 - v2 ;, 1, 
no gains in precision are achieved; but neither are there any measurable 
losses. In both cases, if \42 - v2 ~0, a substantial loss in precision may 
occur. When n> m, Schneider•s approach yields no more than a 5 percent 
loss in precision whenever n/m ~ v2;w2 (with a few exceptions). Gains in 
precision are not infrequent, but there is no obvious way to characterize 
when these occur. When n < m, smal 1 losses in precision incurred using 
Schneider•~ technique become infrequent, and gains never occur. The 
smallest losses occur when w2 - v2 ~ 0 (they are usually no more than 5%, 
-s but not always). On the other hand, the variance of y1 may be as much as 
-ps • 
15 to 20 times larger than the variance of yl when v2 - w2 = 0. 
' 
Gains in the precision of -s 1 · -s t d · d · h y1 re at1ve to y1 1 not occur 1n t e 
2 simulations performed for s2 2 = s1, even when a gain did occur relative to 
-ps -s -ps y1 • On the other hand, for the cases where y1 was more precise than y1 , 
. -st the loss relative to y1 was inconsequential, reflecting the very small 
differences in precision for all three estimators in these instances. 
As anticipated from Equ~tion (7.2.2), for the situations of differing 
. -s -ps stratum variances, gains in precision us1ng y1 instead of y1 are most 
2 2 
frequent for s2 = 25 1• When n = m, a gain in precision relative to the 
variance associated with conventional single sample post-stratification 
is obtained using the estimator developed from Schneider•s approach if 
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w2 ~ v2 . Otherwise, a loss occurs which frequently exceeds 15 percent, 
and may be as high as 200 percent if v2 - w2 ~I. When n > m, it is 
possible to obtain a gain in precision relative to y~s using Schneider•s 
scheme approximately whenever m/n 5. 1~zlV2 . However, this rule fails to 
hold whenever n is large relative tom, and simultaneously v2 is large 
relative to w2 . 
-ps 
Whenever a gain in precision occurs relative to y1 , one almost 
. -st always occurs relat1ve to y1 , as well. These gains, however, rarely ex-
ceed 2 percent to 3 percent. The findings are similar for n < m, except 
gains in precision are achieved whenever n/m > v21w2 . In each of the 
cases comparing the values of n and m it is more difficult to pinpoint 
~hen there wil 1 be a loss in precision of no more than 5 percent. 
2 1 2 For the case s2 = 2 s1, no gains in precision relative to convention-
al single sample post-stratification are achieved when Schneider•s tech-
-st nique is used (1 ikewise none occurs relative to y1 ). When n = m, the 
smallest losses occur whenever w2 - v2 ~ I. Though it is more difficult 
to characterize the situations when the loss is no more than 5 percent, 
the loss is no more than 10 percent so long as w2 > v2. When n < m, it 
is rarely possible to obtain 5 percent or less loss in precision, although 
the smallest losses occur whenever w2 - v2 ~I. On the other hand, the 
-s loss exceeds 25 percent when n/m < v2;w2 , and the variance of y1 may be 
-ps as much as ten times bigger than the variance of y1 • \.Jhen n > m, it is 
frequently possible to lose no more than 5 percent in precision if V2/w2 
< n/m. However, the loss is substantial otherwise. 
In summary, if the estimator obtained with Schneider•s approach is 
used to estimate the mean of the primary subpopulation instead of a con-
ventional single-sample estimator, a loss in precision will almost always 
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result. The losses wil 1 be substantial unless the second subpopulation 
is much larger than the primary subpopulation. The number of times when 
the loss in precision using the Schneider estimator is substantial and 
the number of times when the loss is not substantial are about equal. If 
one is willing to tolerate a small loss in precision (say 5%) in exchange 
for lower survey costs, then Schneider's sample reduction scheme may be 
2 2 
appl led with some degree of confidence so long as s2 ~ s1, n <! m, and 
n/m ~ v2/w2. In a more restricted set of values for n, m, w2 , and v2 , 
small gains in precision are actually possible, though the gains never 
exceeded 3 percent. 
2 2 
Schneider's technique is not recommended if s2 < s1. 
Even in the above situations it should only cautiously be appl led. Gener-
ally speaking, it should not be applied in situations where the overlap 
is large relative to the sizes of both subpopulations, since increased 
overlap most affects the sample sizes and hence the precision. Schneider's 
scheme is most successful at reducing the sample sizes when the overlap 
is big; but statistically speaking, lower sample sizes mean less preci-
sian for the estimates. 
].3 Evaluating the Quality of the Schneider-
Adjusted Estimator Relative to the 
Original Two-Sample Estimator 
As shown in the following theorem, the estimator of the mean of the 
-s primary subpopulation, y1, obtained via Schneider's sample size reduction 
scheme is always less precise than the new two-sample estimator, v';""·, 
deve 1 oped in Chapter I I I. 
Theorem 7.3. 1. To the order of approximation, and ignoring the fpc's, 
.I,. .t. - ,, '' 
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(7.3.1) 
Proof: Let y1 be the estimator of the mean of the primary subpopu-
-s lation, v1, given in section 3.6; and let y1 be the analogous estimator 
based on Schneider's sample size reduction scheme, given in section 7.1 . 
......... 
An expression for Var(y~"') is given in Equation (3.6. 13), and an expres-
-s sion for Var(y 1) is given in Equation (7.1.5). 
-;',-;', -s 
Suppose Var(y 1 ) - Var( 1 ) 
> 0. Then 
W S2E ( _1 - 1 ) W S2E ( 1 1 n 1 n~ + 2 2 -n2_+_m_2 
Now 
E (-1 __ 1 ·) ,;, _1 (.!. __ 1 ) + w2( _1 _ _]_) 
n 1 s wl n s w2 2 s2 n 1 . n 1 n n 
s W s2 2 
= _ _!_ ( n - n )+ ~ ( n - n ) . w1 s \.12 2 s2 nn v 1 n n 
s Since it is always the case that n < n, 
Similarly, 
E (-1 - _1) < 0. 
n 1 s nl 
1 )"( 1 1 ) 
s + s = w2n + v2m - W s V s n2 m2 2n + 2m 
+( n\v 1w2 +mV 1V2 




The first term on the right-hand side of Equation (7.3.2) is Jess than 
s s zero, since n < n and m < m, always. Consider the second term. 
s 33 22 22 33 n (W2n + 3W2n v2m + 3W2nv2m + V2m ) ] 
(W2ns + V2ms)3 (W2ri + V2m)3 
Now this term in Equation (7.3.2) is positive whenever 
3 s s2 2 2 s s 3 3 s W 2 n n ( n - n ) + 3 W 2 V 2 mn n ( n - n ) + V 2m ( n - n ) > 0 
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s But since n < n, the inequality is never true, and the second term on 
the right-hand side of Equation (7.3.2) is never positive. By analogy 
the third term is also negative. Combining all the foregoing results, a 
-7ti't -s 
contradiction of the assumption that Var(y 1 ) - Var(y 1) > 0 is reached, 
and the theorem is proved. 
-s . -~·, .. k 
It is of interest to know how much less precise y1 IS than y1 for 
various values of the parameters n, m, 
ratios of the within-stratum variances 
w2 , and v2 , and for different 
2 2 (s 1/s2). Table XVI 11 in Appendix 
-5 - ,•,-;•: 
C contains values of the relative precision of y1 to y1 computed in this 
study for combinations of values assigned to the parameters from the fol-
lowing ranges: n = 200(200)2,000; m = 200(200)2,000; w2 = .2(.2).8; and 
v2 = .2(.2).8. No entries are given for combinations which lead to 
illegitimate Schneider-reduced sample sizes. Values computed for each of 
the following ratios of the within-stratum variances are included: 
2 2 2 2 1 2 
51' 52= 251' and 52= 2 sl. 
For the case of equal stratum variances (S~ = S~), the loss in the 
precision of~~ relative to the precision of;~*, over the assigned range 
of values of the parameters, ranged from 3 percent to more than 2poo per-
cent. The loss in precision frequently exceed 50 percent. When n ~ m, 
. 
the loss in precision was 50 percent or more if w2 > v2 . When m > n, a 
loss in precision of 50 percent or more is expected if v21w2 ; n/m. On 
the other hand, if n > m, the loss in precision was comparatively small 
(on the order of 10% or more). 
2 2 -s For the case when s2 = 2s 1, the loss in the precision of y1 relative 
- ·};i'' 
to the precision of y1 ranged from 6 percent to more than 1900 percent. 
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The loss in precision was less than 25 percent only for a small percent-
age of combinations of the values assigned to the parameters. In fact, 
it frequently exceeded 50 percent. When n ~ m, the loss in precision was 
50 percent or more whenever w2 ; v2. Form> n, the loss in precision 
was 50 percent or more (often substantially more) when m/n; w2;v2. For 
n > m the loss was not so large. In fact, if n >> m the loss was often 
less than 20 percent. Relative to the situation where S~ = S~, less pre-
cision was lost for S~ = 25~ if n = m and w2 > v2 , or if n < m and w2 -
v2 = 0; and more precision was lost if n > m. 
2 1 2 -s Finally, for s2 = 2 51, the loss in the precision of y1 relative to 
- il'\";1:. 
the precision of y1 ranged from 2 percent to more than zpoo perc.ent. In 
this situation of differing stratum variances the loss in precision was 
less than 25 percent more frequently than in the previous two cases; but, 
still, the loss exceeded 50 percent in many cases. When n = m the loss 
. 
in precision was 50 percent or more when w2 > v2. When n > m, the loss 
in precision was 50 percent or more when m/n; w2;v2. When n < m, the 
losses were always less (frequently less than 10 percent when n >> m). 
Rl . h •. h 2 2 1 •• 1 f 2 e at1ve to t e s1tuat1on were s2 = s1, ess prec1s1on was ost or 52 
=} S~ if n = m and w2 ~ v2 or when n > m; and more precision was lost 
• when n < m, especially when n = m and w2- v2 = 1. 
-s 
In summary, if one chooses y1 (the Schneider-based two-sample esti-
mator) as the estimator of the mean of the primary subpopulation, preci-
-;':i'\ 
sian is always given up relative to the more efficient estimator, y1 
-·/~·;', -s 
(i.e., Var(y 1 ) « Var(y 1)). 
- i';;'\ 
The two-sample estimator, y1 , is frequently 
-ps 50 percent more precise than y1 , the estimator formed with Schneider-
adjusted sample sizes, and the difference may be as much as 2000 percent 
(over the range of values of the parameters tested in this study). The 
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-s -i''"' estimator y1 loses the most precision relative to the precision of y1 
for all ratios of the within-stratum variances in situations where the 
second subpopulation is larger than the first subpopulation and the two 
samples are about the same size, or when the size of the second sample 
exceeds the size of the primary sample and the ratio~= mV2/nW2 > 1. 
-~';~·, 
The losses are so large in these situations because y1 achieves its maxi-
mum precision in these same instances, while the precision of y~ is de-
clining. With regard to different ratios of the within-stratum variances, 
-s -1~-J, 
the loss in precision attributable to choosing y1 instead of y1 in cases 
~ S~ was sometimes greater and sometimes smaller than when s; = 
Generally speaking, less precision is lost if n ~ m and w2 > v2 
(sample sizes about the same; second subpopulation larger than the pri-
mary subpopulation). Otherwise, the size of the loss in precision de-
2 2 pends on the relationship of the three ratios m/n, w2/v2 , and s1ts2 . 
In all statistical work the one most important aspect is the quality 
of the estimates of the population parameters that are formulated with 
the data that is collected. Throughout the logistical and statistical 
development associated with sampling overlapping subpopulations, this im-
portance has not been diminished (see Coburn [3, 4], for example, on the 
importance of the precision of the estimates in the context of sampling 
the overlapping constituencies of federal welfare programs). In fact, 
one of the original motivations for taking advantage of the overlap among 
subpopulations was to improve the precision of the estimates of their 
parameters. With this in mind, and given the foregoing analysis and re-
. -s 
marks~ the Schneider-adjusted two-sample estimator, y1, should never be 
used. Schneider•s sample size reduction scheme does not lead to an effi-
cient estimate of the mean of any of the subpopulations in question. A 
145 
- ~f, .. )c 
more precise estimator (namely, y1 ) is always available regardless of 
the situation under investigation. The remaining sections in this chap-
ter discuss estimation of the means of overlapping subpopulations when 
the total overlap is unknown and Schneider's technique is to be imposed. 
However, the work presented principally constitutes a theoretical exer-
cise with 1 ittle practical application, since the estimator derived is 
known in advance to be still less precise than the estimator obtained 
above for the case of known overlap, relative to the more efficient esti-
_..,.,, ... 
mat or 
7.4 Estimating Schneider's Reduced Sample Sizes 
When the Overlap is Unknown 
I 
7.4. 1 Statistical Development 
In most situations arising in the context of the overlapping constitu-
encies of federal welfare programs, the degree to which the subpopula-
tions overlap is actually unknown and must be estimated. For such situa-
tions the reduced sample sizes obtained using Schneider's procedure are, 
themselves, random variables. Consider the defining Equation (6.4.2) for 
h d d 1 . s d s t e re uce samp e s1zes, n an m. When the total overlap between the 
two subpopulations is unknown, then both w2 and v2 must be estimated, so 
that 
As 
n = and 
As 
m = 
. fh d d 1. s d are est1mates o t e re uce samp e Sizes, n an s m ' 
(7.4.1.1) 
to be obtained 
using Schneider's procedure. Now it is obvious that the quality of the 
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estimates~sand ~sdepends on the quality of the estimates of w2 and v2. 
"s "s The following theorem establishes the mean and variance for n and m 
" " 
when w2 and v2 are any unbiased estimates of w2 and v2 , respectively. 
Theorem 7 .ll. 1. 1. " " Let w2 and v2 be any unbiased estimates of w2 and v2 , 
respectively. Then 
n-Vm 1 " 2 
= _ 2 + -----:::-3 [Var(W2)v2 (n-V2m) 
1- w2v2 (1- w2v2) 








Proof: Let w2 and v2 be any unbiased estimates of w2 and Vf. Con-
"S sider n as defined in Equation (7.4. 1. 1). 
Let 
u = = 
where n and mare known constants. Consider the Taylor series expansion 
of U about (~~ , ~~ ) and apply the technique of statistical differen-
2 2 ~ 
tials (see Lemma 3.6.3). Then, given W2 and V2 are independent, 
E ( U) 
and 
Var(U) 





+ Var(V2 )w2 (w2n-m)] 
E(~s) and Var(~5 ) are similarly determined. 
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7.4.2 Philosophical Considerations 
As As 
From Theorem 7.4. I. I one can determine that n and m are not un-
biased for ns and ms, respectively. In order to minimize the bias in the 
estimates one should choose the minimum variance unbiased estimates of w2 
and v2 . A philosophical problem arises in that, in the absence of infor-
mation about the subpopulation elements, appropriate sample information 
is substituted. For the situation in section 7.4.1, however, this is 
absurd, since the implication is to estimate the sample size based on the 
information to be obtained in that sample. No unbiased estimates of w2 
and v2 , based only on the samples under consideration, exist. Practical-
~y speaking, Schneider's reduced sample sizes are not simultaneously 
estimable when the total overlap between the subpopulations is unknown. 
There are a couple of alternatives to consider. It may be possible 
to estimate the size of the overlap based on previous experience or on 
the results of some previous surveys. However, it may be difficult to 
guess at the precision of those estimates. Another suggestion 1s to use 
a double-sampling procedure to obtain an initial estimate of the size of 
the overlap. Such a technique, however, basically defeats the whole pur-
pose of sample size reduction. About the only logical way to get an un-
biased estimate, regardless of its precision, is to select concomitant sam-
ples from one or both of the subpopulations and extract only the pertinent 
information. The use of concomitant samples is also discussed in section 
6.~ in relation to the precision-based technique arising out of the theory 
in Chapter Ill. 
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7.4.3 Estimating the Reduced Sample Sizes 
Using Concomitant Information 
As 
Consider the estimate of the reduced sample size, n , given in Equa-
tion (7.4.3. 1). Suppose it is possible and feasible to estimate w2 and 
v2 bas~d on concomitant samples of sizes nc and me selected from the pri-
mary and second subpopulations, respectively, as described in section 






where n2 and m2 are the non-zero numbers of elements in two concomitant 
samples, respectively, which are determined to fall in the overlap domain. 
Assuming n~-- Bi (ncw2 , ncw1w2) and m~- Bi (mcv2 , mcv 1 v2) as in section 3.3, 
and (7.4.3.1) 
w2 and v2 are minimum variance unbiased for w2 and v2 , respectively, and 
As As 
they may be substituted into the equation for n . Though n is still 
biased, the estimate is at least available, whereas without the concomi-
tant information a sample-based estimate cannot even be formed. 
Consider the bias that accrues in the estimate ~s (a similar analy-
sis can be given forms). Rewriting Equation (7.4.1.2), 
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~ ~ 
- n[W2 Var(V2) + v2 Var(W2)]} 
s B" = n + 1as. (7.4.3.2) 
To find an upper bound on the bias, choose the most conservative values 
for the overlap parameters, w2 = v2 = .5. Then substituting the expres-
~ A 
sions for Var(W2) and Var(V2) in Equation (7.4.3.1) into Equation 
(7.4.3.2), and using w2 = v2 = .5, 
Bias = 1 I [~? vlv2 + v2 w::2] (l-\~V)3 m 2 c 2 
2 2 m 
- n [w2 
vlv2 
+ v2 wl ~2] I c 
m n 
1 . 
s. -~ {m[(.25) (.25) + (.25) (.25)] 
(.75):> 
- n [ • 5 ( 2 5) + . 5 ( 25)] l 
= 1 (.125m- .25n) 
(. 75)·3 
= - • 25- (. 5m - n) , 
( .75)3 
(7.4.3.3) 
A c A c 
where, ignoring the fpc's, Var(W2) = w1w2/n and Var(V2) = v1v2/m cannot 
c c exceed .25 regardless of the size of n and m . Hence, if the value of 
the sample of size n is approximately half the value of the sample of 
size m, the bias in ~swill not exceed one unit. If this restriction is 
met, ns, as developed in this section, should be used to estimate ns with-
out reservation. If the restriction cannot be met, however, the bias is 
As 
potentially substantial, and use of n is not recommended. 
s s 
As noted in section 6.5, the combined total sample size, n + m 
obtained using Schneider's procedure is rarely less than 15 percent 
1 51 
smaller than the combined total of the original sample sizes, n + m. If 
As 
one is willing to allow the bias inn to be as large as this 15 percent 
difference, then he can still do no worse, in terms of total combined 
• 1 
sample size, than the conventional sample designs so long as n =2m. 
This follows from solving the equation 
.25 
(. 75)3 
(. 5m - n) . 15' (7.4.3.4) 
so that m = 2n + .50625 = 2n. 
Summarizing, if it is possible to select a concomitant sample of 
arbitrary size from each of the two overlapping subpopulations, then un-
biased estimates of the size of the overlap can be formed which can be 
used to estimate Schneider's reduced sample sizes. The estimates of the 
• 1 
reduced sample sizes are biased, but when n =2m (n and mare the orig-
inal sample sizes of the two individual surveys), the bias is sufficient-
ly small to allow use of the estimates wlthout reservation. 
].4.4 Estimating One Reduced Sample Size 
Without Decreasing the Second Sample 
Suppose it is desired to estimate the Schneider-reduced sample sizes, 
ns and ms, using the equations in section 7.4.1, but that because 6~ the 
difficulties subsequently discussed, it is determined that simultaneous 
reduction of both n and m may not be feasible. An alternative approach 
is to maintain the second sample size (or the primary sample size, depend-
• I f ) d d h, ] • S 1ng on one s pre erence an re uce t e primary samp e s1ze ton . The 
resulting combined total sample size is not as small as might be desired, 
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but it is less than the total of both original sample sizes (n 5 + ms < ns 
) Wh h 1 1 • k . f s + m < n + m . en t e tota over ap IS un nown, an est1mate o n can 
be obtained using information available in the second sample of size m. 
Let the survey of a sample of m units from the second subpopulation 
be conducted prior to the selection of the sample for the survey of the 
primary subpopulation. As a part of that survey it is determined whether 
or not each of them units falls in the overlap domain. After the survey 
is completed the m units are post-stratified into m1 non-overlap units, 
and m2 overlap units (m 1 and m2 non-zero). An unbiased estimate of the 
overlap parameter, v2 , is given in the usual way by v2 = m2/m. Assuming 
m2 - Bi (mV2 , mv 1v2 ) according to section 3.3, the variance of v2 is given 
by v1v2/m. Now suppose w2 and v2 were known. Then by definition, w2 = 
N2/N and V2 = M2 /M. The ratio, w2;v2 = MIN, so that w2 ; v2 M/N. Sub-
stituting these quantities into the expression for n in Equation (6.4.2), 
s 
n = 
N(n - mV 2 ) 
N - MV2 
2 
Values of ns are legitimate only if both n - mV2 and N - Mv; are positive 
(a negative value of n- mv2 is never legitimate). Then an estimate of 
s 
n is given by 
A 





where v2 = m2/m as determined above, and n - mv2 > 0. Using the technique 
of statistical differentials, 
and 
s 
n ( ~ - 3 !!. v + 3 ~ v2 - v 3) 
mM M 2 m 2 2 (7.4.4.2) 
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"5 Var(n ) = (7.4.4.3) 
Rewriting Equation (7.4.4.2), 
5 = n + Bias. 





.SNM2 (nN N n 
(N - . 25M) 3 mM - 1. 5 M + . 75 m - . 125) 
Solving nN/mM- 1.5 N/M + .75 n/m- .125 = 0, the bias is determined to 
be less than one sampling unit whenever 
n = ( .083M + N) l.Sm .]SOM + N ' 
so that m ~ n ~ l.Sm. 
(7.4.4.4) 
The bias associated with the estimate developed in this section is 
equivalent to the bias arising with the estimate described in section 
].4.3 whenever N/M = .25; for if, from Equation (7.4.3.4) n = 1 .Scm, 
where 0 < c < 1, and from Equation (7.4.1.1) n = .Sm,then c=.333 and the 
result follows. Ordinarily the two biased estimators would be compared 
by computing their respective mean square errors. However, algebraic 
expressions for mean square error (MSE) are difficult to obtain in this 
case, and their complexity inhibits analytical comparison. 
In summary, if a reduction in only one of the sample sizes is suffi-
cient to affect some reduction in the combined total sample size for two 
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integrated surveys, the second sample of fixed size can be used to esti-
mate the size of the total overlap when it is not known prior to sampling. 
The survey of the second sample must have been completed before the first 
sample can be selected. The unbiased estimate of the overlap parameter 
for the second subpopulation can be used to estimate the reduced size of 
the first sample under Schneider's technique when the total overlap is 
unknown. This procedure may be used without reservation so long as m ~ n 
~ l.Sm. Otherwise, the bias in the estimate may be prohibitive. 
7.5 Estimating the Parameters of an Individual 
Subpopulation When the Overlap is Unknown 
With regards to the considerations given in section 7.4.2 about esti-
mating the Schneider-reduced sample sizes when the total size of the over-
lap is unknown, it is not possible to estimate the mean of either of the 
overlapping subpopulations unless some concomitant, but independent, in-
formation is available. One of the two procedures given in sections 7.4.3 
and 7.4.4 could be used to estimate the overlap, and hence, the reduced 
sample sizes, but the variation added to the estimate of the mean would 
be prohibitive in most cases. This situation will be formalized below, 
but a complete analysis of the estimates obtained, along with expressions 
for their precision, will not be presented. 
Consider the sample survey procedure proposed by Schneider [31] for 
two overlapping subpopulations, and the discussion in section 7.1. Let 
the primary subpopulation have size N. A sample of size n from this sub-
population is required to be surveyed. Let the second subpopulation have 
size M, of which a sample of size m is required to be surveyed. Suppose 
the total overlap of the two subpopulations is unknown prior to sampling. 
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Also suppose that independent, concomitant samples of arbitrary 
. c d c 1 d d f h b 1 • s1zes n an m are se ecte at ran om rom t e two su popu at1ons, re-
spectively, for the specific purpose of estimating the overlap parameters 
w2 and v2 . These concomitant samples are both independent of each other 
and of the original samples of sizes n and m. After a determination about 
membership in the overlap domain is made for each unit ·in the two concomi-
tant samples, the sample of size nc is post-stratified into n~ and n~ (n~ 
+ n~ = nc) non-overlap and overlap units, respectively. Likewise the sam-
1 f . . 'f' d . c d c ( c c c) 1 p eo s1ze m IS post-strati 1e 1nto m1 an m2 m1 + m2 = m non-over ap 
and overlap units, respectively. c c (. Assume none of the n. or m. 1 = 1, 2) 
I I 
are zero. Then unbiased estimates of the overlap parameters, using the 
~ c C A c c 
technique of section 5.3. 1, are given by w2 = n2/n and v2 = m2/m . 
Prior to selecting the main samples for the two integrated surveys, 
their sizes can be reduced via Schneider's sample size reduction scheme 
using the equations in (7.4.1 .1) and estimates of w2 and v2 obtained with 
the two concomitant samples. 
As As 
Hence samples of size n and m are select-
ed for the two surveys. 
In the usual way part of each survey is to determine which of the ns 
As 
and m sample elements fall into the overlap domain. Subsequent to con-
ducting the surveys the ns sample elements are post-stratified into 
non-overlap units and n~ overlap units from the first subpopulation 
+ ~~ = ns). Likewise the ms sample elements are post-stratified into m~ 
As As 
non-overlap units and m2 overlap units from the second subpopulation (m 1 
As As 
Assume none of the n. or m. ( i = 1, 2) are zero. An estimate 
I I 
-












1 ) , w2 = + w2 = c n 
= 
and 
:: - [ ~~ 
"-S--"-s I 




=- L y 
Vsi=l .2i' 
and Ylhi and y2hi are defined as in section 3.6. 
A 
(W 1 + w2 
y 2" • I 
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= 1 ) 
The dot (•) in the above summations indicates pooling of the measure-
ments of characteristic yon all sample units selected from the overlap 
domain, regardless of the survey in which they were obtained. E(v 11 ~~~) 
~ As " ~s "s 
and Var(y 1 1jn 1) are obtained in the usual way, and E(y 12 jn2 ,m2) and 
~ ~ s ~ s 
Var(y 12 Jn;,m2) are found by applying Lemmas 7.1 .1 and 7.1.2. 
Because of the independence of the samples from which the different 
estimates are formed, 
- -
= wlYll + w2v12 = Yl' (7.5.2) 
so that the estimate is unbiased. Similarly, 
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(7.5.3) 
Note that the estimates in each of the pairs (~ 1 ,; 11 ), (~2 .~ 12 ), and 
A As A A 
(v 11 ,y 12 ) are Independent; however, w1 and w2 are not independent. The 
covariance term in Equation (7.5.3) is evaluated as follows: 
A A 
= E(Wlyll W2yl2) - WlW2Yllyl2 
= E(WlW2)E{yllyl2) - Wl\.J2Yll yl2 
= E(wlw2)vllvl2- w1~12v11v12 
= E[w1( 1 - wl)Jvllvl2- w1w2v11v12 
= [WlW2- Var(Wl)]Yllyl2- W1W2Yllyl2 
= -Yllyl2 Var(Wl), 
As 
where v11 and y12 are independent. Then, ignoring the fpc 1 s, the condi-
tional variance for a single selection of two independent samples of 
sizes ~s and ~s. respectively post-stratified into~~ and~: (~~ + ~~ = 
"5 "5 "5 "S AS "S • 
n ) units, and m1 and m2 (m1 + m2 = m) untts, is given by 
= 
" ,.. ""5 2 ..... 
+ Var(vJ1) Var(y 11 ) + [E(y 12 )] Var(W2) 
A 2 "S A "S 




52 wlw2 52 wlw2 2 2 
- 2yllyl2 + +-2 ~s ~s c "s "s c 
n2 + m2 n n2 + m2 n 
wz 
52 52 
+ wlwz[ sl s2 _I+ wl 2 1 2 = I ~s "s "s "C ~s ~s "S 
nl n2 + m2 n n2 n2 + m2 
+ ( y 11 - - ~ y 12) • 
Now the unconditional variance must be obtained for repeated selection of 
independent samples of size~~ and~~. Note that the sample sizes remain 
the same each time unless the estimates of w2 and v2 are changed or up-
dated in any way. The technique of this section presumes no changes in 
the sample sizes occur. Consequently, 
= E 
= E 
"s ~ s 
n2,m2 
"s "s n. ,m. 
I I 
WI W2 ( 2 
E + -- s c 1 "S n nl 
+(VII - v~ z>]. 
(7.5.5) 
( "lS) + s2 2 
nl 
E ( "s "s "s 
n2,m2 n2 + 
As) 
m2 
In conclusion, under Schneider•s sample size reduction scheme it is 
possible to estimate the mean of either of two overlapping su~populations 
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when the total overlap is unknown, only if some concomitant sample infor-
mation is available. As previously noted, concomitant information is 
readily available in the context of overlapping constituencies of federal 
welfare programs (so that estimates of the means of these subpopulations 
can be obtained). Development of the estimator itself is straightforward, 
but the expression for its variance is complex and difficult to evaluate. 
For this reason no analytical comparisons between the precisions of ;~ 
-s 
and y1 (the estimate obtained when the total overlap is known) are re-
ported. 
CHAPTER VII I 
COMPARING SAMPLE SIZE REDUCTION METHODS 
8.1 Introduction 
This chapter briefly compares the degree to which total combined 
sample size for the surveys of two overlapping subpopulations can be 
reduced using the three procedures outlined in Chapter VI. The two 
precision-based techniques are first contrasted to determine when the 
simultaneous procedure yields a lower combined total. Second, Schneider•s 
method is comp~red to the simultaneous precision-based procedure to 
determine when each of these two techniques is best. 
8.2 Comparing the Sample Size Reduction of the 
Two Precision-Based Techniques 
Consider the basic overlapping sample surveys design presented in 
section 3.6. A two-sample, post-stratified estimator for estimating the 
true mean of either of two overlapping subpopulations is introduced in 
Equation (3.6.7). Based on the properties of this estimator, section 6.2 
describes a method which allows either of the sample sizes to be reduced 
(but not both simultaneously), for fixed precision, when the other sample 
size is pre-specified. Based on the properties of the same estimator, 
section 6.4 describes a method which allows both sample sizes to be simul-
taneously reduced, given fixed precision for the estimates of the means 




Suppose it is desired to estimate v1, the true mean of the primary 
subpopulation. It is of interest to know which of the two procedures de-
scribed above provides the greatest reduction in combined total sample 
-** -** time. Let y1 be an unbiased estimate of v1, and let the variance of y1 
be equal to Var(;~s), the variance obtained for the estimate from a 
single, post-stratified sample of size n selected from the primary sub-
-"i'c-;': 
population. In additio~, let y2 be an unbiased estimate of v2, the true 
--le-i: 
mean of the second subpopulation. Let the variance of y2 be set equal 
to Var(y~ 5 ), the variance of the estimate from a single, independent post-
stratified sample of size m. Under the first procedure it is possible to 
reduce the sample of size n to n11 given a pre-specified value for m. The 
vetlue of n11 is obtained by finding the largest root of the polynomial 
(8.2.1) 





respectively, by solving the system of equations 
(8.2.2a) 
(8.2.2b) 
When the fixed precision of the estimates of the means of both subpopula-
tions is equivalent to the precision obtained with conventional single-




D = (8.2.3b) 
2 2 2 where s1, s2 , and s3 are defined as in section 6.6. Expressions for 
.• .. ~'c .. r,.J.. -"''('"''" 
Var(i'{' jnf 1,m',W2 ,v2), Var(y'1"in',m' ,w2 ,v2), and Var(y;"!n' ,m' ,w2 ,v2) are 
formed by making the appropriate substituions in Theorem 3.6.4. 
Unfortunately, algebraic expressions for the reduced sample sizes 
cannot be given explicitly. Only numerical approximations are accessible 
(See Tables XI I and XIV). However, some good empirical evidence is avail-
able from which specific conclusions can be drawn about the two procedures. 
Though it is not analytically obvious, the total combined sample size ob-
tained using the simultaneous reduction procedure for two overlapping 
subpopulations is uniformly as small or smaller than the total achieved 
using the procedure for reducing one sample at a time (with the second 
sample size held fixed). Some combined total sample sizes for various 
combinations of values of the parameters n, m, w2' and v2 are provided in 
Table XVI. 
It is instructive to know by how much the totals using the individual 
sample size reduction approach exceed those obtained using the simultane-
ous sample size reduction approach. For a variety of sampling situations 
simulating those that arise in the federal welfare system, reduced sample 
sizes n'', n', and m' were computed according to the foregoing analysis, 
using the computer programs in Appendices A and B (see sections 6.2. 1 and 
6.6), for a number of combinations of the initial parameters n, m, w2, 
and v2 . The following ranges of values were assigned to the parameters: 
n = 200(200)2,000, m = 200(200)2,000, w2 = .2(.2).8, and v2 = .2(.2) .3. 
In addition, computations were performed under these three contrasting 
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situations of differing within-stratum variances: 
1 2 2 2 2 2 2 52 = 53' and 51 = 2s2 = s3. The two totals of sample sizes n11 + m and 
n 1 + m1 were obtained and compared. For every combination (n,m,W2 ,v2) of 
values, 
PR55(5~ = zs; = S~) < PR55(S~ 
2 
< PR5S(51 
where PR55, the percent reduction in sample size, is defined as 
PRSS = (n 
11 + m) - (n 1 + m 1 ) 
n11 + m 
(8.2.4) 
(8.2.5) 
For the situation 52 = s2 = 52 the total combined sample size obtain-
1 2 3 
ed using the simultaneous reduction scheme ranged from 1 percent to 17 
percent smaller than the corresponding total obtained using the individual 
reduction approach. If n = m and both w2 and v2 were approximately great-
er than .5, the difference in the two totals was 10 percent or more, with 
the size of the difference decreasing as the values of n and m become 
more disparate. When the discrepancy between the sizes of n and m was 
largest, the difference in the two totals was only about 1 percent to 2 
percent; and when n and m were moderately disperse, the difference in 
totals was about 5 percent to 10 percent. 
2 1 2 2 . 
When 52 = I s2 = s3 the difference in the two combined total sample 
sizes for the two procedures also ranged from 1 percent to 17 percent (the 
simultaneous procedure again achieves the smallest total). When n = m 
the difference in the two totals was always 10 percent or larger except 
whenever the value of w2 was minimum. When n ~ m, so long as n and m 
were both large and approximately the same size, the differences in the 
two totals again almost always exceeded 10 percent with the exception of 
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minimal overlap situations. When one or the other of nand m was small, 
the range of the differences in the two totals was about 2 perce~t to 7 
percent. 
Finally, for S~ = 25~ = S~ the total combined sample sizes for the 
simultaneous reduction procedure ranged from 1 percent to 15 percent 
smaller than the corresponding totals obtained with the individual reduc-
tion approach. 
2 1 2 2 
The same trends were observed as for s1 = 2 s2 = s3, ex-
cept that the differences in totals exceeded 10 percent less frequently. 
In fact, a difference of 10 percent or more was observed only when n ~ m 
and the values of w2 and v2 were both large and approximately equivalent. 
Summarizing, if one wishes to choose between the two precision-based 
sample size reduction techniques on the basis of survey economy, the 
simultaneous reduction procedure is the better choice. Although a prede-
termined level of precision is maintained for the estimates obtained 
using either technique, the simultaneous reduction approach leads to a 
uniformly smaller combined sample size for the two surveys. The differ-
ence in the total sample sizes achieved with the two approaches may be 10 
percent or more whenever the original sample sizes, nand m, are approxi-
mately equal and the subpopulations are moderately to substantially over-
lapped. Otherwise, the two totals may differ by less than 5 percent. 
8.3 Schneider's Procedure Versus the Slmultaneous 
Precision-Based Approach 
This section compares the combined total sample size for two over-
lapping surveys obtained using the sample size reduction technique pro-
posed by Schneider with the combined total obtained using the precision-
based simultaneous reduction scheme of section 6.6. As noted in section 
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6.6, explicit algebraic expressions are not available for the two reduced 
sample sizes, n' and m', obtained under the precision-based scheme. 
Accordingly, numerical comparisons of a number of empirical results were 
performed, some general results of which are recorded here. One comment 
is worth noting at the outset: regardless which procedure is used, the 
greater the overlap between the two subpopulations, the greater the reduc-
tion in combined total sample size that is achieved. 
Using the Schneider sample size reduction equations in Equation 
s s (6.4.2), reduced sample sizes, n and m , were computed for a number of 
combinations (those leading to legitimate, reduced sample sizes) of the 
parameters n, m, w2, and v2 : n = 200(200)2,000, m = 200(200)2,000, w2 = 
.2(.2).8, and v2 = .2(.2).8. As noted previously, the combinations 
(n~m,W2 ,v 2 ) for which reduced sample sizes were computed simulate most 
situations that arise for the context of overlapping subpopulations in 
the federal welfare system. For these same combinations of parameter 
values, and for fixed precision ~f the estimate of the mean, y~* (i = 1, 
I 
2), reduced sample sizes, n' and m', were computed using the precision-
based simultaneous reduction scheme of section 6.6 for three different 
situations of varying stratum variances: 
2 2 2 2 2 2 
and s1 = 2S2 =53 (5 1 , s2 , and 53 are defined as in section 6.6). The 
variance associated with conventional post-stratification of a single 
sample taken from each subpopulation was used as the reference precision 
for determining these sample sizes. For each combination of parameter 
values (n,m,w2 ,v2) the two resulting Schneider sample sizes and the two 
precision-based sample sizes were added together to obtain combined total 
sample sizes for two integrated surveys. 
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As expected, in almost every case Schneider's scheme provided the 
greatest reduction in total sample size. Schneider's scheme Is directly 
and solely 1 inked to the size of the overlap with regard to the total 
size of the subpopulations from which the samples are to be selected, and 
is in no way affected by within-stratum variation or by the differential 
sizes of the variance among the strata. Section 6.5 discusses the reduc-
tion in combined total sample size obtained using Schneider's approach. 
Relative to the corresponding totals achieved under Schneider's pro-
cedure, the total combined sample sizes obtained using the simultaneous 
2 
precision-based technique were 5 percent to 30 percent larger when sl 
2 2 
s2 = S~, depending on the particular combination of values assigned to 
the parameters. Most frequently the differences in the Schneider totals 
and the precision-based totals ranged from 10 percent to 20 percent. If 
In- ml was small and lw2 - v2 1 ; 0, the two totals differed by about 10 
percent (and frequently by as much as 20 percent); but if In- ml was 
large and lw2 - v2 1 ; 1, the differences were relatively small (5 per-
cent or less). 
When the within-stratum variances are not equal, the differences in 
the Schneider totals and the precision-based totals are everywhere larger 
than when s2 = s2 = 
1 2 
2 s3. On the other hand, al 1 the same trends and pat-
terns are observed. when 52 = .!. s2 = s2 h . d. ff b 3, t e range 1 n 1 erences etween . 1 2 2 
the two totals is 0 percent to 25 percent (most frequently less than 5 per-
cent). As previously noted the Schneider total may even be the larger of 
the two. 2 2 2 When s2 = 252 = s3, the range is 10 percent to 35 percent. For 
this latter case the difference in the totals most frequently range from 
15 percent to 20 percent. 
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In summary, regardless which of the techniques is chosen, some reduc-
tion accrues in the combined total sample size required for two integrated 
surveys. In many cases those reductions are substantial, leading to a 
more cost efficient system of integrated surveys. If a choice is to be 
made between Schneider 1 s procedure and the simultaneous precision-based 
technique solely on the basis of survey economy, Schneider 1 s approach is 
the best choice. It almost always provides the smallest combined total 
sample size for two integrated surveys. As noted in Chapter VI I, however, 
the precision of the estimates obtained with Schneider 1 s reduced sample 
sizes cannot be guaranteed. On the other hand, if it can be assumed that 
the variance in the overlap stratum is larger than the variances in all 
other strata, then the precision-based approach will do almost as well at 
reducing sample sizes as Schneider 1 s approach and in some cases it will 
do better. The precision of the estimates obtained with this technique 
~be guaranteed. Given these findings, one must conclude that, overall, 
Schneider•s sample size reduction scheme is an inferior approach (rela-
tive to the alternative procedures developed in this thesis) for dealing 
with the dual problems of sampling and estimation in overlapping subpopu-
lations. 
CHAPTER IX 
COST MODELS FOR SAMPLE SURVEYS OF 
OVERLAPPING SUBPOPULATIONS 
9. 1 In trod uc t ion 
As an aside to the main thrust of this thesis, this chapter deals 
very briefly with sample surveys of overlapping subpopulations. Models 
are suggested for the costs which may arise, in the federal welfare sys-
tem context, for three different degrees of survey integration. 
9.2 Two Disjoint Surveys 
Suppose, as in section 3.2, that a population of size n is composed 
of two overlapping subpopulations of sizes Nand M, respectively, and let 
each subpopulation consist of two strata: a non-overlap stratum and an 
overlap stratum (the overlap stratum is common to both subpopulations). 
Further suppose that two independent sample surveys are conducted over 
the population, each of which targets one and only one of the subpopula-
tions. Although the subpopulations overlap, let the two surveys be com-
pletely disjoint. Let simple random samples of sizes n and m be selected 
from the two subpopulations, respectively. 
It cannot be known prior to selection and survey of the samples 
which units fall into the overlap domain. After the surveys have been 
completed, then sample units are post-stratified into n1 non-overlap 
units and n2 overlap units. Similarly, them sample units from the 
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second subpopulation are post-stratified into m1 non-overlap units and m2 
overlap units. Estimates of the parameters of the individual subpopula-
tions are formed in the usual way under conventional single-sample post-
stratification. 
A simple model describing the costs that accrue in this sampling 
situation is given by 
where 
= C(l) + C( 2) + nC + mC , 
0 0 n m 
(9.2.1) 
c ( 1 ) 
0 = overhead costs of the survey of the first subpopulation, 
c(2) 
0 = overhead costs of the survey of the second subpopulation, 
C =cost of sampling and surveying elements of the first sub-
n 
population, and 
C =cost of sampling and surveying elements of the second sub-m 
population. 
Assuming overhead costs for the two surveys are identical, this model may 
be simplified to 
= (9.2.2) 
where c0 is the common overhead cost of the surveys. 
9.3 Two Overlapping Surveys 
Consider again the sampling situation described in section 9.2. In 
this instance, however, suppose that the surveys overlap and that the 
parameters of the individual supbopulations are estimated using al 1 the 
information available in both samples. Further suppose that, by virtue 
of knowing the total overlap between the two subpopulations, the two 
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sample sizes nand m can be simultaneously reduced ton' and m', respec-
tively, prior to sample selection. After the surveys are conducted, the 
n' units from the first subpopulation are post-stratified into n] non-
overlap units and n2 overlap units. Likewise them' units from the 
second subpopulation are post-stratified into m] non-overlap units and m2 
overlap units. 
A model for the costs which accrue for the survey of the first sub-
population is given by 
:::: O(l) + n'C + n'(pC) 
0 n 2 m ' 
(9.3.1) 
where ocil) =overhead costs (O~l) ~ C~l)), p (O<p< 1) is some fraction 
of the cost of sampling and surveying units from the second subpopulation, 
and C and C are defined as in section 9.2. Note that, as a function of n m 
the survey design described in section 3.2, all n' units selected from 
the first subpopulation are surveyed with respect to membership in that 
subpopulation, and the subsample of those units of size n2 which fall 
into the overlap domain are additionally surveyed with respect to member-
ship in the second subpopulation. The additional survey of a unit in the 
subsample of n2 overlap units requires only a fraction of the cost of a 
complete survey of that unit, since all the information common to both 
surveys has already been obtained. 
A similar model for the costs which accrue for the survey of the 
second supbopulation is given by 
= O(Z) + m'C + m1 (rC) 0 m 2 n ' (9.3.2) 
where 0~2 ) =overhead costs (o62 ) ,_ c~ 2 )), r (0< r< 1) is some fraction 
of the cost of sampling and surveyinq units from the first subpopulation, 
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and C and C are defined as before. A single model describing the com-
n m 
bined costs of both surveys is given by 
= o(l) + o(2) + n'C + n2• (pC ) + m'C + m2• (rCn) 0 0 n m m (9.3.3) 
Assuming the overhead costs for both surveys are identical, this model 
can be simplified to 
(9.3.4) 
where 00 (D0 rf. c0 ) is the common overhead cost of the two surveys. 
As a result of post-stratification, nz and mz are random variables. 
Then over all repetitions of selecting independent samples of size n• and 
m', respectively, from the two subpopulations, the expected cost, assum-
ing common overhead expenses, is given by 
= (9.3.5) 
I 
where w2 and v2 are the two overlap parameters defined in section 3.6. 
Suppose n 1 and m' are the Schneider-reduced sample sizes, ns and ms (legi-
timate values), defined in Equation (6.4.2). Then 
= 
The expected difference in total cost between running two disjoint surveys 




Let ms = sm and ns = tn, where 0 < s < 1 and 0 < t < 1. Then 
::; 
(9.J.6) 
Note that s and t are known from Equation (6.L1.2), but r and p must be 
determined (and will be different) for each overlapping subpopulations 
situation. n So long as v2 > ;• an upper bound on the expected difference 
in Equation (9.3.6) can be found: 
9.4 Two Completely Integrated Surveys 
Finally, consider the situation of two completely integrated surveys. 
Let the circumstances for sampling a population composed of two overlap-
ing subpopulations be given as in section 9.2 except that in the sense of 
complete integration there is only one survey to be conducted and only 
one sample to be selected, with additional information obtained on some 
of the units or subunits. 
9.4. 1 A Completely Integrated 
Sample Survey Design 
Suppose a sample of size n* = n• + m1 is selected at random from the 
total population of size~. Let n• and m• be the two subsample sizes to 
be allocated for selection between the two overlapping subpopulations, 
and let their values be determined a priori as a function of the known 
overlap. A common survey instrument is available and a common survey 
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procedure is followed so that each of then* sample elements is identi-
cally surveyed, regardless of the subpopulation from which it was select-
ed. In other words, each unit responds to the same questions in an inter-
view situation, or the same measurement is taken on every unit, or the 
same set of col lateral contacts are pursued in the case of non-direct 
interviews. Additional information may be required from units which fall 
into the overlap domain, depending on the subpopulation from which they 
were selected. 
As before, it is not known which of then''~ units fall into the over-
lap domain (part of the purpose of the survey is to determine this). 
After the sample has been allocated for selection between the two sub-
populations and the two subsamples, n 1 and m 1 ~ have been selected and sur-
veyed, the n' units are post-stratified into ni non-overlap units and n~ 
overlap units. Them' units are likewise post-stratified into ml non-
overlap units and m2 overlap units. Estimates of the parameters of the 
total population may be obtained by judiciously combining the estimates 
for individual subpopulations. 
The completely integrated sample survey design is not discussed else-
where in this thesis. It is presented here as a point of reference for 
future research. 
9.4.2 A Cost Model for the Completely 
Integrated Sample Survey Design 
A model for the costs which accrue in a completely integrated sample 
survey design is 
(9.4.2.1) 
= G + n*C + n'A + m'A 
0 1 2 m 2 n' 
where 
G0 =overhead costs, 
c1 =common cost of surveying any unit in the sample of n~·, units, 
A =cost of obtaining additional information, with respect to 
m 
membership in the second subpopulation, on the overlap units 
in the subsample of size n' 
' 
and 
A = cost of obtaining additional information, with respect to 
n 
membership in the first subpopulation, on the overlap units 
in the subsample of size m'. 
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Now the values of n2 and m2 are random owing to post-stratification of n' 
and m'. The expected cost for surveying repeated samples of size n* from 
the total population, allocated a priori to two subpopulations of size n' 
! 
and m' which are in turn post-stratified, is given by 
= (9.4.2.2) 
= 
where the two overlap parameters, w2 and v2 , are defined as before. A n 




COMPREHENSIVE OVERVIEW OF RESULTS, RECOMMENDATIONS 
AND SUGGESTIONS FOR FURTHER RESEARCH 
10.1 Statement of Research Objective 
Much statistical interest has been generated in recent years concern-
ing the collection and analysis of data taken from overlapping subpopula-
tions embedded within larger, more loosely defined populations. The re-
search presented in this report has, In gener•l, dealt with the design of 
sample surveys for overlapping subpopulations, and specifically, with the 
dual problems of estimation and sample size reduction which arise when 
data are obtained in these situations. All theoretical developments and 
applications described in the text are directed solely at exploiting the 
presence of overlap for some statistical and economic advantage. As an 
example, the situation of overlapping constituencies of federal income 
support (welfare) programs Is presented as a context to which the statis-
tical tools that are developed can be directly applied. 
10.2 The General Survey Design and 
Its Resulting Estimator 
A basic sample survey design has been proposed which can be general-
ized for use in every situation of overlapping subpopulations, regardless 
of the degree of survey integration. This design presumes that the samp-
1 ing units for all the surveys are identical, that a single unit does not 
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appear simultaneously in the samples for two or more surveys, and that 
each survey obtains an identical measurement for the characteristic of 
interest on each unit. Assuming data are collected according to this de-
sign, and that the total size of the overlap is known, a multi-sample 
post-stratification estimator of the mean of an individual subpopulation 
is presented which combines all the information on that subpopulation 
available from all the surveys. This estimator is developed in detail 
for the case of two overlapping subpopulations, and the results can be 
straightforwardly extended to cover multiple overlapping subpopulations. 
Estimators for parameters other than the subpopulation mean (for example, 
totals and proportions) can also be obtained. 
10.3 Addressing the Estimation Problems 
A major result of the analytical development in this thesis is the 
demonstration that the new multi-sample post-stratification estimator, 
y , is uniformly more precise than conventional single-sample estimators. 
This result is directly attributable to the increased effective sample 
size for an individual survey owing to multiple sampling of the overlap 
domain. Since they arise naturally in the overlapping subpopulations 
context, the usual proportional stratification and post-stratification 
estimators are chosen as the competitors ag~inst which the performance of 
y is evaluated. 
-** While y is always more precise than the conventional single-sample 
post-stratification estimator, the absolute difference in the precision 
of the two estimators may be small, or even neg! igible, depending on the 
values of the following parameters: nand m, the sizes of the samples 
for the surveys of two overlapping subpopulations; w2 and v2 , the 
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fractions of the total size of each respective subpopulation represented 
2 2 by the overlap; and s1 and s2 , the variance within the non-overlap and 
overlap strata, respectively, of the subpopulation in question. The 
exact relationship among the values of the six parameters, as they affect 
the difference in precision of the estimators, is difficult to obtain 
analytically. In fact, the range of differences is very wide. 
In order to obtain some practical information about the effects of 
these p~rameters, a large number of computations were performed to simu-
late the differences in precision of the estimators resulting from chang-
ing the values of the parameters individually, or in combination with one 
another. The results reported are not necessarily generalizable to com-
binations of parameter values outside those studied for this research, 
but they do give a good indication as to what might be anticipated. The 
combinations which were used do cover most of the cases observed in over-
lapping subpopulation situations in the federal welfare system. 
One set of computations was performed for very small sample sizes (n 
andm,both of size 10 or less). 1 2 It was determined that, whenever 2 s1 < 
52 2 the estimator of the mean the subpopulation of primary inter-< 2 s 1 , of l 
- ~'< ,., 
est, yl ' 
ranged from 1 percent to 175 percent more precise than the con-
ventional single-sample post-stratification estimator. A second set of 
computations was performed for large sample sizes (n and m, both in the 
range 100 tol,lOO). From these results it was determined that if~ s7 < 
2 2 _,.,., 
s2 < 2s 1, y1 is 1 percent to 430 percent more precise than the conven-
tional estimator. This wider range for percent increase in precision is 
due in part to the effect of the increased absolute values of the sample 
sizes themselves. 
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In both sets of computations the greatest gains in the precision of 
-;'::-}: 
y1 over the precision of the conventional estimator occurred when m, the 
size of the sample for the survey of a second subpopulation, was large 
relative ton, the size of the sample for the survey of the subpopulation 
of primary interest, and the two subpopulations were about the same size 
and substantially overlapped (W2 and v2 both large, having about the same 
magnitude). When the variance within the overlap domain was as large or 
larger than the variance in the non-overlap stratum of the subpopulation 
of interest, then at least a 50 percent gain in precision was observed 
using y1 instead of the conventional estimator, given the above condi-
tions on n, m, w2 , and v2 . When these conditions were not present in a 
particular overlapping subpopulations situation, then the two estimators 
were about equally precise, indicating no particular statistical advan-
tage in choosing one over the other. The use of y'tr would not be recom-
mended in such a case, since it is computationally more difficult to 
evaluate, unless the administrative cost savings of operating in the over-
lapping surveys mode are substantial • 
.,t .... t .. 
Under certain conditions y;" is shown to also be more precise than 
the estimator obtained with conventional proportional stratification. An 
algebraic inequality can be written down which, when satisfied, assures 
.r,..• .. 
superior precision for~~"· In addition, some empirical evidence in the 
-·~ _ ... 
form of numerical simulations is provided to help determine when ~;" is 
the more precise estimator. In a large number of these simulations, so 
long as nand m both exceeded 20 and both w2 and v2 exceeded .1, y~* was 
always more precise than the conventional proportional stratification 
estimator (for all the cases of differing stratum variances that were 
tested). 
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For large sample sizes it is well known that the precision achieved 
with ordinary post-stratification is essentially equivalent to the preci-
sion obtained with ordinary proportional stratification. However, the 
proportional stratification estimator is somewhat simpler to evaluate. 
For the context of overlapping subpopulations in the federal welfare sys-
tem the post-stratification estimator is the theoretically correct choice, 
but the simpler proportional stratification estimator is routinely used 
in practice. The analysis in this thesis demonstrates that the alterna-
-** tive estimator y1 is better than both these estimators in terms of actual 
precision for the majority of situations, and suggests that even if the 
absolute gain in precision is small, some savings in the survey apminis-
trative costs will accrue regardless if an overlapping survey•s design is 
adopted. 
A major difficulty arises in the development of a genernl theory for 
overlapping subpopulations when the total overlap is actually unknown and 
must, itself, be estimated. This is frequently the case, particularly for 
the overlapping constituencies of federal welfare programs. Though another 
dimension of estimation is added, the new multi-sample post-stratification 
estimator can be modified to fit these situations as well. 
A 
Given any unbiased estimators w2 and v2 of the overlap parameters 1~2 
ft** 
and v2 , an estimator y can be immediately written down simply by replac-
ing the parameters by their estimates. is shown to be unbiased for 
the mean of an individual subpopulation; but when the estimator is modi-
A** fied in this way, its variance, Var(y 1 ), cannot be determined in closed 
form. It turns out that Var(;:*) is functionally dependent on the unknown 
means of the strata of the subpopulation of interest. About the best that 
can be achieved is a biased estimate of the variance whose me~n square 
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error is just as difficult to evaluate. On the other hand, it may be 
A** 
possible to find an upper bound for Var(y 1 ) using the following two re-
sults: (1) up to the order of approximation used in this research, the 
A** -** variance of Y] differs from the known variance of Y] by a constant mul-
tiple of the variance of the estimate of the overlap parameter chosen; 
A** 
and (2) among the class of estimators y1 , the one with minimum variance 
is formed with estimates of the overlap parameters which have minimum 
variance. 
When the total size of the overlap is unknown, there is no chance to 
obtain precise estimates of the parameters of the individual subpopula-
tions, using any sample survey design, unless good estimates of the over-
lap are available (and hence, good estimates of the overlap parameters). 
Consequently, a large section of the text of this thesis is devoted to 
cataloguing the available methods for estimating the size of the overlap. 
Again, for simplicity, the discussion is 1 imited to the case of two over-
lapping subpopulations. The presentation of these techniques emphasizes 
both the statistical qualities of unbiasedness and maximum precision and 
the practical considerations of operational feasibility. Though some of 
the estimators presented here have good statistical properties, the physi-
cal natures of some survey operating systems simply prohibit their being 
applied. Reference is made to the types of estimators which are most con-
venient to use in these situations (particularly for the federal welfare 
system context) and which, at the same time, are adequately precise. 
That there is no general, ideal estimator for all situations is an obvious 
conclusion. 
An alternative means of exploiting the presence of overlap among sub-
populations is to modify or eliminate multiple sampling of the overlap 
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domain. The immediate result is a reduction in combined total sample 
size for all the surveys. One way to directly reduce all the sample 
sizes simultaneously was proposed by Schneider [31]. For known overlap, 
Schneider demonstrated how all the sample sizes can be reduced prior to 
selecting the samples and conducting the surveys, thus affecting a sav-
ings in survey costs. A comprehensive analysis of his sample size reduc-
tion scheme and a theoretical development of the estimators based on his 
results are included as a major part of this thesis. 
Using the basic overlapping sample surveys design, estimates of the 
parameters of an individual subpopulation based on Schneider's technique 
are obtained simply by substituting the reduced sample sizes for the 
original sample sizes in the ordinary estimators. Hence, a Schneider-
modified estimate for the basic overlapping sample surveys design is ob-
tained by making the appropriate substitutions in the multi-sample post-
stratification estimator. 
Schneider's sample size reduction scheme exhibits two immediate sta-
tistical disadvantages that affect its use in connection with any sample 
design. First of all, the formulas provided by Schneider do not always 
lead to legitimate values for reduced sample sizes; that is, some of the 
values may be zero or negative, and some may exceed one or both of the 
original sample sizes under consideration. For the surveys of two over-
lapping subpopulations, a necessary and sufficient condition that both 
reduced sample sizes be positive, non-zero is provided in the text. 
Second, the reduction provided by Schneider's formulas is in no way de-
pendent on the sizes of the variances within the subpopulations from which 
the samples are selected. It is then known immediately that the precision 
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of any estimator obtained with these reduced sample sizes cannot be 
guaranteed. 
In the usual statistical sense, whenever sample sizes are reduced 
the variance of the estimates of the population parameters increases. 
This is true, in general, whenever Schneider's r~ductions are used. Con-
sequently, the Schneider-modified two-sample post-stratification estima-
-s 
tor of the mean of the primary subpopulation, y1, is generally an inferior 
estimator in terms of the precision obtained. 
-s y1 is almost always less 
precise than the conventional single-sample post-stratification estimator, 
though in a few cases it is a slightly better estimator (never more than 
2 percent to 3 percent better). An algebraic condition is provided in 
~s 
the text that must be satisfied in order for y1 to be the more precise of 
the two estimators. On the other hand, the Schneider-modified estimator 
is always inferior to the original two-sample estimator developed in this 
thesis; that is, modifying the two-sample post-stratification estimator, 
-** y1 , by using Schneider's reduced sample sizes is an inferior approach in 
the sense that the variance always increases. 
Some empirical evidence is available which indicates how much preci-
sian is lost in particular overlapping subpopulations settings. A large 
number of computations were performed to simulate the variances of the 
estimators obtained under the two procedures for various combinations of 
values of the parameters n, m, w2 , and v2 , and for three situations of 
differing within-stratum variances. When the within-stratum variances of 
the subpopulation of interest were assumed equal, the observed loss in 
precision was rarely less than 10 percent unless n was much greater than 
m (n and mare the two original sample sizes under consideration}. When 
the sizes of the two samples were approximately equal, a 50 percent loss 
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in precision was observed when ~12 ~ v2 (W2 and v2 are the two known over-
lap parameters); and when m > n, a 50 percent loss in precision was also 
observed (in some cases, as much as 2000%) when v21w2 ; n/m. In overlap-
ping subpopulations situations where these conditions fail to hold, the 
loss in precision will, of course, be less (the smallest losses occur 
when n » m). When the within-stratum variances were not equal, these 
-s -;':.·k. 
rules for evaluating the quality of y1 relative to y1 still roughly 
applied. It is significant to note that, in more than half the simula-
tions performed, the loss in precision exceeded 50 percent. 
When the total size of the overlap among subpopulations is unknown 
and must be estimated, Schneider's reduced sample sizes become random 
variables. In the spirit of Schneider's formulation, estimates of the 
true reduced sample sizes cannot be obtained without some concomitant in-
formation about the overlap domain. If a previous estimate of the size 
of the overlap is available, or if additional units are selected from the 
subpopulations solely to estimate the overlap parameters (though this via-
lates the purpose behind sample size reduction), then it is possible to 
compute the values of the reduced sample sizes (random variables). These 
values are only estimates of the expected reduced sample sizes, and they 
are not unbiased regardless of the nature of the estimates of the overlap 
parameters used to obtain them. For unbiased estimates of the overlap 
parameters, a Schneider-modified multi-sample post-stratification estima-
tor, denoted ~s, can be immediately written down simply by substituting 
the estimated reduced sample sizes for their true values. A complete ex-
pression for Var(~s) is difficult to obtain in closed form. 
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10.4 Evaluating Sample Size Reduction Methods 
Although it leads to reduced precision of the estimates of subpopula-
tion parameters, the one advantage to using Schneider's approach is that 
it almost always provides the maximum reduction in combined total sample 
size. The trade-off between reduced sample size (which translates to 
reduced survey costs) and reduced precision, however, must be carefully 
weighed. As has already been suggested, Schneider's technique is most 
successful at reducing sample sizes whenever the subpopulations are 
approximately the same size and are substantially overlapped. (Unfortun-
ately, these are also the conditions under which the most precision is 
lost by incorporating the Schneider sample sizes into the estimators of 
the subpopulation parameters.) Though the actual reduction achieved 
directly depends on the values of the four parameters n, m, w2 , and v2 in 
each situation, if the subpopulations are moderately overlapped it is 
anticipated that the combined total sample size can be cut by at least 30 
percent. An extensive table of reduced sample sizes (for legitimate com-
binations of values for n, m, w2 , and v2) is provided in the appendices. 
Two alternative, precision-based sample size reduction schemes for 
two overlapping subpopulations are presented which arise out of the devel-
opment of the multi-sample post-stratification estimator devised in this 
thesis. In the first procedure the single sample size for the survey of 
the subpopulation of primary interest is reduced while the size of the 
second sample is held fixed. Using the second procedure the two sample 
sizes are reduced simultaneously. In both procedures the desired preci-
-** sion for the estimator y is pre-specified with respect to the subpopula-
tions from which the reduced samples are to be selected. An extensive 
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table of reduced sample sizes computed using each of these techniques is 
provided in the appendices. The tabulated entries for each combination 
of values of the parameters n, m, w2 , and v2 are the smallest values to 
~~ 
which the respective sample sizes can be reduced such that Var(;"") does 
not exceed the variance of estimation associated with conventional single-
sample post-stratification. 
The reduced sizes of the primary sample obtained using the first of 
these precision-based procedures depend on the variances within the strata 
of the primary subpopulation (S~, the variance in the non-overlap stratum; 
2 
and s2 , the variance in the overlap stratum). For the values of there-
duced sample sizes tabulated in the appendices, the reduction in combined 
total sample size ranges from 5 percent to 27'percent for the case of 
equal stratum variances. If w2 + v2 ~ 1, then the reduction is lO percent 
or more (W2 and v2 are the two overlap parameters). Otherwise, the re-
duction is less than 10 percent. Also, if n is much greater than m, then 
the reduction is frequently less than 10 percent. This suggests that when 
at least one of the subpopulations is substantially overlapped and the two 
original sample sizes are roughly equal, there is a chance for reducing 
the combined total sample size by 10 percent. When the within-stratum 
variances are not equal, the reduction in total sample size may or may 
not be less than the reduction for the equal-variances case, depending on 
the relationship between the variances. 2 2 When s1 < s2 , the achieved reduc-
2 tions are always larger than for the equal-variances case, and when s1 > 
2 s2 , they are always smaller. 
When the second procedure is used, the relative sizes of the vari-
ances in three strata must be considered: 2 s1, the variance in the non-
overlap stratum of the first subpopulation; s;, the variance in the 
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2 common overlap stratum; and s3, the variance in the non-overlap stratum 
of the second subpopulation. For the values of reduced sample sizes tabu-
lated in the appendices, the combined total sample size ranges from 3 per-
cent to 40 percent for the case of equal stratum variances. Generally' 
speaking, the largest reductions in combined total sample size using this 
technique occur when the two subpopulations are about the same size and 
substantially overlapped. Note that the original sample sizes play an 
important role. In the range of values where n and mare moderately dif-
ferent, a reduction of tO percent to 20 percent is frequently observed, 
whereas the reduction is larger if n ~ m, and smaller if nand mare 
widely disparate. When al 1 the within-stratum variances are not equal, 
the combined total sample sizes may be smaller or larger than for the 
equal-variances case. The largest reductions always occur when the over-
lap stratum has the most variance. 
If a choice is to be made between the two precision-based techniques, 
the second one should always be selected since it yields a uniformly 
smaller combined total sample size for the two surveys. The reductions 
achieved with both approaches lead to equivalent precision for estimating 
the parameters of the primary subpopulation (but this is not necessarily 
the case when estimating the parameters of the second subpopulation). 
For the entries in the tables of reduced sample sizes given in the appen-
dices, whenever the variances in all strata are presumed equal the com-
bined total sample size obtained using the simultaneous reduction scheme 
ranges from 1 percent to 17 percent smaller than the corresponding total 
obtained using the first approach. When the variances within all the 
strata are not equivalent, the differences in totals are slightly more or 
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slightly less than in the equal-variance case, depending on the relation-
ship among the variances. 
The question now arises how much better Schneider•s approach is than 
the simultaneous precision-based technique in terms of reduction in com-
bined total sample size. Schneider•s method almost always yields the 
maximum reduction. In some cases, however, the precision-based procedure 
yields the maximum reduction. For the values of reduced sample sizes 
tabulated in the appendices, when the stratum variances are equal the 
difference in the two totals most frequently ranges from 10 percent to 
20 percent. The difference does not exceed 30 percent. The difference 
in totals, of course, depends on the values of the parameters n, m, w2 , 
and v2 in each overlapping subpopulations situation. The difference is 
roughly 10 percent if, simultaneously, n ~ m and w2 ~ v2; and smaller 
than 10 percent if, simultaneously, n and mare widely disparate, and w2 
and v2 are widely disparate (this is true because Schneider•s method is 
least effective at reducing sample sizes under these conditions). When-
ever the within-stratum variances are not equal, but the overlap stratum 
is most variable, it is possible for the precision-based total to actual-
ly be as small or smaller than the Schneider total. This frequently 
occurs if the two ratios m/n and w2;v2 are equivalent (though the differ-
ence never exceeds 2 percent to 3 percent). 
10.5 Recommendations for Using Overlapping Sample 
Survey Designs, and for Choosing Estimators 
and Sample Size Reduction Schemes 
When the situation of sampling unique, but overlapping , segments of 
a population arises, there is no doubt that an integrated survey design 
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is the correct design to use. It seems only reasonable, as Murthy [23] 
suggested, that the combined costs of multiple independent surveys would 
exceed the costs of two interrelated surveys, or of a single completely 
integrated survey. The trick is to somehow preserve the precision of 
estimation for the parameters of interest in all the segments of the 
population using this type of survey design. From this standpoint, the 
post-stratification sample survey design presented in this thesis is a 
good, general design for application to all overlapping subpopulations 
situations; and the resulting multi-sample post-stratification estimator 
is an efficient means of estimating all the subpopulation parameters in 
that it has greater precision (relative to conventional single-sample 
estimators). On the other hand, the integrated survey design operation-
ally requires more supervision, more control over details, and more 
scrupulous data management practices. Since in many situations the actu-
al increase in the precision achieved is minimal, this added detail in 
survey operations may not warrant instituting an integrated survey design 
in those situations solely on the basis of improved precision. 
The design proposed in this thesis should not be undertaken solely 
to gain precision unless the sizes of the subpopulations are about the 
same and they are substantially overlapped, and the sample size for the 
survey of primary interest is much less than the sample size for the 
accessory survey. If these conditions cannot be satisifed in a general 
sense for a particular overlapping subpopulations situation, the benefits 
in terms of improved precision will be inconsequential. Use of the pro-
posed overlapping sample survey design is highly recommended, however, 
when these conditions can be met. 
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From a purely statistical viewpoint, sampling and estimation proced-
ures based on Schneider's sample size reduction scheme should never be 
used. Legitimately reduced sample sizes cannot always be obtained and 
the precision of the estimates of the subpopulation parameters cannot be 
guaranteed. If the overlapping sample survey design is to be used solely 
as a vehicle to reduce the total combined sample size without regard to 
the precision of the resulting estimates, then Schneider's technique is 
an optimum way to achieve this goal. Such an application of this design 
is not statistically valid. Though there are conditions under which the 
loss in precision using the Schneider-modified estimator, relative to 
conventional single-sample estimators, is no more than 5 percent, the 
loss is frequently more substantial than this~ 
I 
There is always a better general approach for all .situations, 
though, as demonstrated in this thesis, in the sense that the precision 
of the estimates of the subpopulation parameters can always be guaran-
teed, the reduction in combined total sample size is almost as large as 
that obtained with Schneider's method, and no particular conditions on 
the parameters must be satisfied. The actual savings in survey costs 
will not always be as great (though measurable savings will accrue), but 
the estimates of the subpopulation parameters of interest will always be 
more rei iable. The alternative procedures to Schneider's technique sug-
gested in this thesis do require more mathematical sophistication, but 
with the aid of computers this should neither be a technical nor an eco-
nomic restriction. 
Finally, when the total size of the overlap is not really known, the 
basic overlapping sample surveys design can still be applied; but the 
quality of none of the resulting estimators can be determined since 
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expressions for their variances have not been obtained in closed form. 
Based on the theory advanced thus far, it is just not possible to realize 
any statistical or economic benefit when overlap exists, but its size is 
unknown. In fact, sample size reduction schemes cannot even be advanced, 
from a philosophical viewpoint, given this 1 imitation. 
10.6 Suggestions for Further Research 
There is much work yet to be done to solve practical problems relat-
ed to sampling overlapping subpopulations. Development of the specific 
problems posed and researched in this thesis are not even complete. For 
example, slnce expressions for the variances of the two-sample post-
stratification estimators which have been devised for the case of unknown 
overlap have not been derived in closed form, there is no means available 
for assessing the quality of these estimators. Not knowing the size of 
the overlap is a very real and frequently occurring situation, and one 
for which the theory needs to be more completely developed. Another exam-
ple where more work is needed is in the evaluation of Schneider's sample 
size reduction scheme relative to other procedures from the standpoint of 
the trade-off between cost and precision. A loss function needs to be 
developed which simultaneously takes both these important indicators into 
account. In addition, the developments of this thesis should be extended 
to cover sampling for multiple characteristics and multivariate estimation 
in the subpopulations. 
There are some good, but difficult, problems from a sample survey 
viewpoint that have already been suggested, but have not addressed theore-
tically (a small amount of work is referenced in Chapter IV). These pri-
marily involve relaxing the assumptions placed on the basic overlapping 
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sample surveys design on which the development in this thesis is based. 
For example, it has been categorically assumed in this thesis that no ele-
ments of the overlap domain appear in more than one of the samples select-
ed for all the surveys (that is, there are no duplicate sampling units). 
This, of course, is an unrealistic assumption, and all the estimators al-
ready developed need to be adjusted to account for the duplication that 
is expected to occur. The probability distributionsforselectingthe's.ame 
units into the samples from two or more subpopulations need to be derived. 
In addition, no work has been done on surveying overlapping subpopu-
lations whose sampling units are not identical. The effects of estimat-
ing the subpopulations means with samples of units that are not equivalent 
(in size or in definition) are not known. A ~hird area of possible re-
i 
search is the situation in which multiple surveys on the overlap domain 
obtain similar, but non-identical measurements on the same units for a 
particular characteristic of interest. Research on this problem could be 
extended to cover the situation of obtaining non-identical measurements 
on non-equivalent units. 
Finally, a completely integrated sample survey design needs to be 
devised. Such a design should be based on some type of scheme for allo-
eating an overall sample size to the surveys of non-overlapping segments 
of a population such that the precision of the estimates of the parameters 
is maintained in each of the individual overlapping subpopulations (sort 
of a super-proportional allocation method). Ideally, this kind of sample 
survey design would eliminate the problems of selecting duplicate units 
from the overlap domain into the same survey, sampling non-identical 
units from the overlap domain, and obtaining non-identical measurements 
on the same unit. 
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SOME VALUES OF THE RELATIVE PRECISION OF Yis TO Yt* FOR 
LARGE S.M1PLE SIZES AND EQTTAL STRATim VARIANCES 
1 1 n • 3m n • 2m n•m.· n •z- n • 3"' 
.4 .6 .8 .2 .4 .6 .8 .2 .4 .6 .8 .2 .It .6 .8 .2 .4 .6 
1.21 1.22 1.22 1.15 1.19 1.21 1.22 1.11 1.15 1.18 1.19 1.07 1.11 1.14 1.15 1.05 1.09 1.11 
1.43 1.48 1.52 1.25 1.36 1.43 1.47 1.15 1.25 1.32 1.36 1.09 1.15 1.21 1.25 1.06 1.11 1.15 
1.6~ 1.81 1.92 1.31 1.52 1.66 1.77 1.18:1.31 1.43 1.52 1.09 1.18 1.25 1.31 1.06 1.12 1.18 













SOME VALUES OF THE RELATIVE PRECIS ION OF Yls TO Yf* FOR 
LARGE SAMPLE SIZES AND S~ = 2S~ 
1 
n • 3m n • 2111 n • ~ 
1 
n a 1" n •? 
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1.75 1.87 1.96 1.40 1. 61 1.75 1.84 1.23 1.40 1.52 1.61 1.13 1.23 1.32 1.40 1.09 1.17 1.23 
---
1.99 2.28 2.49 1.43 1.75 2.00 2.20 1.23 1.43 1.60 1.75 1.12 1.23 1.33 1.43 1.08 1.17 1.23 













SOME VALUES OF THE RELATIVE PRECISION OF Yls TO Yt* FOR 
LARGE SAMPLE SIZES AND S~ = ~si 
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SOME VALUES OF THE RELATIVE PRECIS~ON OF ~t TO Yt* FOR 
LARGE SAMPLE SIZES AND EQUAL STRATUM VARIANCES 
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1.67 1.82 1.92 It 32 1.52 1 67 ii. 77 l 18 1 32 1 43 1.52 l,09 1.18:1.25 1,32 1.06:1.12; 1.18 1.23 







SOME VALUES OF THE RELATIVE PRECISION OF y~t TO Yt* FOR 
LARGE SAMPLE SIZES AND S~ = 2S~ 
1 1 n = 3m n • 2m n = m n • 2"' n • 3"' 
.2 .4 .6 .8 .2 .4 .6 .8 .2 -'• .6 .8 .2 .4 .6 .8 .2 .4 .6 
1.34 1.41 1.43 1.45 1.29 1.37 1.1•0 1.'•3 1.20 1.29 1.34' 1.37 1.13 1.20 1.25 1.29 1.09 1.15 1.20 
1.52 l. 75 1.88 1.96 1.40 l. 62 1.75 1.84 1.24 1.40 1.52 1.62 1.13 1,24 1.32 1.40 1.09 1.17 1.24 
1.60 2.00 2.29 2.5C 1.43 l. 75 2.00 2.20 1.23 1.43 1.60 1.75 1.12 1.23 1.33 1.43 1.08 1.16 1.23 










• 6. 1.27 
.8 1.40 
TABLE VIII 
SOME VALUES OF THE RELATIVE PRECISION OF y~t TO Yt* FOR 
LARGE S.Mfl'LE SIZES AND S~ = ~SI 
1 1 n" 3m n • 2m n•a n- rn n • jll 
.4 .6 .8 .2 .4 .6 .8 .2 .4 .fl .8 .2 .4 ,6 ,8 ,2 .4 ,6 
1.11 1 11 1.12 1.08 1.10 1,11 1.·u 1 08 1 08 1.09 1 10 11.04 1.06 11.07 11.08 '1.03 1.05 1..06 
1.23 1.26 1.27 1.14 1.20 1.23 1.2~ 1 09 1.14 1 .18 1.20 1.05 1.09 1J2 1 14 1.04 1.07 lT09 
1.40 1.42 1.52 1.21 1.32 1.40 1.45 1 12 11.21 1.?7 It . ,., 1.07 1.12 1.17 1.21 11.04 1.08 1.12 













SOME VALUES OF THE PERCENT RKnUCTION IN SAMPLE SIZE FOR. EQUAL 
STRATUM VARIANCES (RELATIVE TO TIIF: 'PRECISION OF Yl 8 ) 
n • 3m n • 2m t 1 n•m n Ill" z~ n c yo 
.2 .4 .6 .8 .2 .4 ,6 .8 .2 .4 .6 .8 .2 ,4 .6 ,8 .2 ,4 ,6 
5% 9% 11% 12% 7% 11?: 13% 14% . 11% 14% 16% 17% 14% 177. 18% 18% 16% 18% 19% 
6% 11% 15% 181. 9% 15% 19% 23% 15% 23% 27% 30% 23% 3Q% 33% 34% 27% 33% 35% 
6% 12% 17% 22% 9% 17% 24% 29% 17% 29% 37% 427. 29% 42% 48% 51% 37X 481. 52% 









SOME VALUES OF THE PERCENT REDUCTION IN SAMPLE SIZE FOR s2 
(PRECISION RELATIVE TO yY 8 ) 2 
3m 2m 
1 i. n • n • n • m n = -im n =3m 
* 2 .2 .4 .6 .8 .2 .4 .6 .8 .2 .4 .6 .8 .2 .4 .6 .8 .2 .4 .6 .8 .2 37. 5?. 6% 7% 4% 6% 7% 8% 6% 8% 9"' '0 9% e% 9% 10% 10% 9% 10% 10% 11% .4 4% 7% 97. 1% 5% 9% 12% 13% 9% 13% 16% 18% 14% 18% 20% 21% 11% 20% 217. 22% 
.6 5% 9% 12% 5% 7% 12% ln% 19% 12% 19% 24r 28% 19% 28% 32% 34% 25% 32% 35% 37% 
.8 5% 10% 15% 0% , 8% 15% 22% 27% 15:1. zn 36% 42% 27% 4" •.• 50% 54% 36% 50% 55% 58% 
SOME VALUES OF THE 
n • 3m 
~ .2 .4 .6 .8 .2 
.2 9% 15% 18% 21% 12:t 
.4 9% 16% 22% 27% 13% 
.6 8% 16% 23% 29% 12% 
.8 7% 15% 22% 28% 11% 
TABLE XI 
PERCENT REDUCTION IN SAMPLE SIZE FOR s; 
(PRECISION RELATIVE TO Yl 8 ) 
1 1 n • 2m n•m n = 2"' n ~ 3"' 
.4 . 6 .8 .2 .4 .6 .8 2. .4 .6 .8 .2 .4 . 6 
18% 22% 24% 18% 24% 27% 28% 24% 28% 30% 31% 27% 30% 31% 
22% JO! 35% 22% 35% 41% 45% 35% 45% 49% 51% 41% 49% 52% 
23% 32% 39% 23% 39% 50% 577. 39% 57% 63% 67% 50% 63% 68% 








































































REDUCED SAMPLE SIZES FOR THE SURVEY OF THE PRIMARY 
SUBPOPULATION (P~CISION RELATIVE TO yY8 ) 
s2 = s2 s2 = 2s 2 s2 = 
w~~ 
2 1 2 1 2 m ;2 .4 .6 .8 .4 .6 .8 .4 .2 .2 
?1'!1 .2 178 171 168 166 16~ 150 145 142 1f''1 184 
? 0(1 .4 171 154 146 140 15'> I 30 11 7 1 1 0 lfl?. 173 
.>or .6 16 r; 142 127 117 15<; 121 100 81 176 1 o1 
?Of') .fl 16? l31 108 9l 1'>7 11 <) 89 68 171 llt6 ,, (c. • ? 171 166 1.64 1 o3 1'5!'> 1..42 139 137 1 'l '• ldl 
1.11 r ·'· 1 "''• 1'•v 134 1 31 l3'l 110 102 98 171 164 4Cn -~ 14~ Ill lU5 99 1?? 87 74 67 16 l 14'• 
(>~( • A P1 H 73 ~~- II'J 68 48 '•0 1.4', ll.7 
()(1(1 .7 Ho'l lo4 162 161 14'; 139 137 136 1f1? 1 tlv 
6('" • 4 I'• r. 134 13() 127 lt7 102 9b 91t lh7' too 
bO·~ ·"' 177 105 97 93 100 14 65 61 l'i1 136 61H'l .A lOP. 7J 61 56 99 '•8 38 34 I 2'l \ () 2 
sor .2 166 163 161 1&1 1" 2 137 136 1 35 1 fl1 179 
ern .4 14'1 13l. 127 125 11 '1 9d 94 92 1f,4 !58 
soo .6 1 1 7 99 93 9:) 8' 67 b1 ss 144 131 
800 • 9 91 64 51> 52 f.') '•0 34 31 1 \ 7 •)4 
1000 .7 lf ~ 1o2 161 1 i>O 14•) U6 135 134 IR') 179 
I 000 • 4 I ''17 'll'i 126 1.;4 11)<; 95 92 90 lh? 156 
\000 .6 l 11 15 90 88 7"1 64 59 57 \4) 12 (j 
1000 ·" flO 59 53 50 '51) H, .32 30 tog .j ') 1200 • 2 11:: 't 161 1 ul 160 119 I 36 ll4 134 lW) 17G 
1ZOO .~ 1 v. 127 125 U3 liP 14 S1 89 \(>f) 15'> 
1200 -~ 105 ')3 89 '· 7 74 61 57 56 \:'If:> l~& 
1200 • 'l 73 St> 51 't9 4fl J4 30 29 to? .:15 
1 '•00 .? 163 161 160 16J L:l" U5 134 134 170 17J 
1'·00 . '• 11~ 126 124 123 101 12 90 89 159 154 
1400 . ,., 11), 'H tl8 86 1J 60 56 55 l~' 1 , c· -~ 
HOO .A t'1 s ;. 50 48 4' JZ 30 28 <;7 dJ 
1600 • ? lh~ l!:>l 1 6() l '>J 111' 1J5 134 133 1P 170 
1600 . '• 111 l~'J l2J 122 <J'l 92 d9 83 1'i8 1 5 1t 
lbOO .6 CQ 9i) 87 35 "' 50 'ib 3~ 131 12 J •oOO • A f.'+ 52 't9 47 4a 31 l9 28 14 81 
1£00 .7 162 161 160 160 117 U4 134 133 179 lTU 
ISOO • 4 !11 lZ5 123 L.!~ <lf. H 39 88 1""7 15 j 
1B0" . , <;7 il'/ llb d5 f:"- 'j] 55 54 nn I', ~ ... 
18(1() .'l t. 1 51 4b 47 1q ;, (J za 20 o I t>o 
200 • 2 '171 ''51 34d 343 '~"! 3 . .2!> 3ll 302 ., 8 't 1!6 
200 . '• 1f,<; )40 322 309 14'l ~~0 282 2 61 '17'l '164 
200 .& 'If;.> '131 305 Zo4 1Ci? 30-9 273 2 43 3 7/. 1 )3 
zoo . ~ lf-1. 125 .! 91 2 t>2 l~" '1~4 2 74 ?38 "1A1 3J•J 
1·00 .2 1 "'' 
14 J JJo 3 33 l?>; '102 291 2!l6 1 rr, 169 
/, 00 . ~ 140 ~l)tJ 292_ 281 "110 ? 0.1 235 ?ZO ':tf.'t 146 
1•00 . ,., '131 :>a '• 2 'jJ 233 1(.<1 24] ZJO 1 74 'I')~ 1Z2 
'· (1 () .'I ~25 ~, ' •. v.:.. 214 lUI 'l 1 '• <'38 177 135 ~39 79.!.. 
(>f. 0 • ;> :"41l 336 331 329 111 791 2 84 279 '172 160> 
(>0(' ·" 3?? 7')2 zn 2 6') ?RZ ?Y> L 15 204 3'"· H!:i c (1') .& 'I(]<; ?53 226 2l:J 271 ?\JJ 165 LH 316 l.) 2 
6C( • 'l ;>q? ~ 1'• l6d 143. ? 1 1t 177 121 9't 1 I'• 7'>7 
son . ? 143 :lJj JZ'J 326 :'10~ ?86 2 79 27& 1(-0 ~&3 
800. • 4 )0<1 181 269 ?62 ?M 220 2J4 1% 'l, ,, ~} 12'> 
son .A ?f'4 2jJ 210 l 90 ?43 174 147 134 l?? ::>J9 
800 .q 262 1 tll 143 125 ?3?, 135 94 75 zn;> ?3L 
1 ocr • ?. 31'1 :nu 327 325 ?<;6 282 277 2 lit 16 7 362 
IOOf' .4 .7<J9 214 2 63 258 246 241 1 ')6 191 v.o 324 
1 oon ,6 267 22U 200 19J 71') 158 136 126 'l11 ?.19 
lN'C' • A ?.36 158 129 l 15 zoe; 11() 81 10 211 215 
1?00 .2 336 32<> J2o 324 7<>1 279 2 75 2 73 ~6<; 1(>1 
j;>(l(l .4 29? 2~'i 26\.l 25S n<> ? ~.l't 193 1 88 1~5 Jll 
I?(' n .6 ;><;1 ?.10 1 91t l 85 ?.011 147 130 122 10? 272 
1?00 .8 214 143 120 1 v9 177 94 73 65 7'57 ?02 
14((' • 7 114 127 325 323 ?.A'1 277 l74 272 '11,4 160 
1 '•<'" . '• 2'86 205 257 2 53 7?.., ?00 190 185 '·1? 1l!l 


































































































































































































































































































• 8 196 133 
.2 333 126 
.4 ?Bt ?62 
.6 233 1 <; 8 
.8 181 125 
• 2 ?31 :126 
.4 ?77 260 
.6 ??~ 194 
.8 1M l2J 
.2 5M 548 
• 4 '161 'iH 
·" 'if>! 527 .8 'i 60 52J 
• 2 "4'1 'i2 7 
.4 'i34 1+92 
·" 'i?7 469 • 'l 523 4:.3 
.? 536 'i1:> 
• 4 'Hl 464 
.6 496 42~ 
.fl 4A7 392 
• 2 527 508 
.4 492 445 
.6 41\9 393. 
.9 4'iJ 342 
.2 520 5() 3 
. " 477 1t32 .ll l.4(, 3o8 
.A 427. 3J1 
• 2 'il'i 5ChJ 
.4 4t14 422 
.6 426 351.) 
• 8 39'\ UJ 
.z 'ill 49 7 
.4 454 414 
.6 4C'1 335 
.R ~65 2tt6 
• 2 508 495 . '• 44'i 408 
·" 391 324 • fl 34? 22 (J 
.2 'i(15 493 
.4 4'1'1 403 
.A 3PfJ 31!> 
.A 1?1 2 ~ '• 
• ;> 7f.A 743 
.4 762 731 
.6 761 725 
• 8 760 7"' ~~
.2 743 715 
.4 7<t f>tl1 
.6 7?5 6t>2 
.A 727 64') 
.2 7?7 6 .. d 
,4 70 1+ 6't5 
.o 6~? 610 
• 8 6!15 5tU 
.2 715 68 r 
. " (,81 61'1 • 6 fl-? 567 
.a A49 'i.!J 
• 2 705 680 
.4 ~6? 59') 
·" 635 53J • 8 lll5 471 
.2 6CJR 674 
TABLE XII (Continued) 
113 1 05 15,4 84 68 62 
.324 .323 ?fl6 Ub 273 271 
255 251 ?20 196 188 L 83 
185 179 174 134 122 ll6 
1J9 102 135 78 65 6:l 
323 322 2 !lit 775 l7Z 2 70 
2 53 ~5J 215 19 3 1d6 182 
183 177 lf'5 130 119 114 
1 0(> 99 I ?I 73 63 1::5 
536 527 545 511 489 473 
511 492 54(, 5()2 465 ft~5 
496 4b9 55 I 50o 464 427 
487 453 'i% '>Ll 4 71 431 
515 5 08 'ill 473 454 "+42 
1t64 't45 502 435 .392 364 
425 393 '516 42 7 364 316 
3')2 342 c;n 4 31 3 56 2 92 
:,os 500 '•89 45't 436 429 
438 422 46'i 'nl 353 3 31 
380 350 464 .. 65 3 00 2o1 
320 2 70 471 1:>7 265 2J2 
500 4 ')5 471 44l 429 422 
42.2 ~ 08 43':' 164 3 31 313 
350 324 4?7 318 261 23() 
2 70 U!$ l.::Jl ?92 202 1'>4 
4'Jo 492 46? 4J4 423 418 
411 3 99 4\1 '145 316 ~ 02 
329 308 3'14 23~ 236 212 
2.jo 203 3'11 7.41 163 129 
493 49:) ~"•"4 429 lt20 415 
4J3 3 93 192 331 307 294 
3 15 297 11'\'i 2'61 220 Z Ul 
214 1 as 1'57 ?J,! 140 115 
492 489 44 7 42:> 417 412 
398 389 177 '121 300 2 H9 
3 J5 2 89 'l4;l i'<tj 209 193 
198 1 71> 1 ;> 'l 174 125 l 0~ 
490 "67 4'•" 422 41~ 411 
3 93 3 85 :If>'• l1j 294 2 85 
297 282 ~!B 23v 201 1 3 T 
l J6 l ()g 20,? I !:>'• 115 1 00 
48J 4!!7 '•3 'l 420 413 409 
390 363 'I~-~ 107 290 2 i:l2 
2 90 2 78 300 22J 194 Ul2 
178 1o2 765 140 10a 96 
121 71* 74~ 702 673 652 
704 !> 81 745 698 o56 620 
o92 S62 7'il 70'• 660 su 
685 E-4~ 7'i<; 712 670 628 
698 687 70? f,:J_? 6 23 t>:l5 
645 519 f.9A 620 564 523 
610 567 100:. 61-) 546 486 
583 523 71? 62!: 549 475 
683 0 7ft 673 62 3 599 58't 
609 58~ f5~ 'io4 507 471 
5 49 :.06 1\60 546 461 ftOO 
4% ~21 A70 549 441 E>3 
674 667 A5? 605 584 573 
5d4 5o3 6?0 523 471 ft\l 
506 46!:. 619 48b 400 348 
427 359 li?'l 47':> 353 268 
668 00~ 636 593 575 565 
561 548 I)QI} 1+9 3 447 422 
4 75 1t39 581 43 d 359 315 
3 74 31~ 'iPfl 409 2 86 Zl1 







126 3 i't 
?84 25'7 
??1 1llu 






c 4Q 'il2 
<;17 4!1.3 
'il\5 5~4 






'•" 3 401 
'i'i6 <;r. T 
'i?l\ 't99 




'•R 1 433 
I. 3'1 148 
<;'it '54.> 
'iD 48J 
















71t R 706 
736 67'1 
76'1 744 








717 f, tlCl 
f,!'Pl 62] 

































































































































































TABLE XII (Continued) 
' PO•) 1:' on .4 64C, 534 5 35 5 35 '>6'• 471 '<31 't09 
00'1 t ~or .6 f.1'l 'il)(> 451 420 546 40J 330 2 93 
80'1 1:'0() .8 51l3 4:!.7 335 2 84 54<) ~53 2 39 186 
00(1 14CC • 2 ()<:;> 6fi.J t.bl !>56 fd 3 'i78 564 55& 
001) 1 1.('1) .4 f,~1 "'72 545 530 ';42 45 1• 418 400 
BOO l 1t0" .5 <;p 7 4o4 434 406 "I<; "~li 309 2 7 tJ 
soo 1 r,(H' .fl ""? ~·h) 3 06 ~ 6 j ~II ~Jo Zutl 1 6~ 
800 l f·O•) .2 6f' 7 6u 7 ""8 o:>4 hC'5 57J 560 5S3 
A()Q ~ I Q n .4 610 Jib) 5 38 5 25 "?~ 4 1t 1 409 3 9 z 
£1'10 I' 0'1 .6 'j67 466 42J 3 •;5 '•86 ~4() 293 267 
t}CG !I-ll() _q 'i?1 "160 2cl4 248 47<; ?6'1 1 tia 153 
[\CO I 0 0r . ~ ""~ 6u4 65o ~52 <;qo SuJ 5?7 5 51 (l!'H) ]0(10 . '• F,o')o <; 5') 5 32 52J <";')7 '• j 1 402 3B7 
(l()') ! f"('O .6 54 1) 451 409 387 461 ~3J 2 82 25'> 
l!OO '.0( c • fl 491:> 3J'.i 2 &8 n& '•41 ?39 l 70 143 
1000 201" .? <Jf,<; q j•J 120 905 <'llt 1 89& 8&2 9 36 
1000 z.on .4 ')(,, 'J2') 899 3 74 9't'> >'l)'J 8 Si.J 811 
1000 znn ·" <lH 'J2'• 13:19 :357 9'1(1 <)Qj <l58 815 1000 2'10 .8 'J(>l <121 iltl4 847 Q')') 912 869 327 
liJrlO 4n:: .;> 9'\'J 'JLJ'j 884 tiG9 Q')(l Qj& 799 774 
1000 40" .4 0;><1 q 74 ~l::\2 799 A'J'i All 744 693 
1 ooo 40" ·'• CJ2't 857 80J 751 901 915 736 ~66 
1000 4f'~ • A C;>1 1-14 1 777 713 017 fl27 745 66 7 
I 000 {,01) .2 <12!) ~ O't 864 r3 51 'lf:o? 799 765 744 
l ooo {>()(' .4 A9'l fl3L 1 tla 7 54 R 'i 1 744 6 72 !>?3 
tono 6(''1 .6 fl<JO AJLJ 729 6 74 8'iA 73& 636 5 53 
t roo 600 .fl PP.4 777 682 &01 869 1t.,.:; 630 527 
1000 RCr • ;> <l(l'i Au •; ll51 ~'tl P'H, 714 744 127 
1000 0"'1 . '• 8 71t 7'N 754 72~ rn f:t') 7,. 623 5 80 
1 coo COf' ·" 85-. 751 (, 74 t. 21 ~1" 66 7 5 58 ~ 8!t 1000 IJCC • 'l A47 7Ll &Jl 51~ R?1 h6 7 527 H& 
!000 1CO!l .2 go~ fl)<J 343 tl33 'l1 ~. 75 r 731 7 16 
: :~oo !()1')0 .4 fl')7 774 7 30 704 776 (. j.'. 58<J 552 
1000 torn • 6 ~? 7 709 6.32 5 tl3 774 F,QI:i 500 435 
1 nne 10(''1 .'l !liZ 654 ~ ::U 449 7'l5 ';')It 441 335 
101)0 1Zf\CJ. • 2 R'l4 851 8 3"{ !J28 ?<19 74'• 7 21 708 
[000 1.2rr: ·'• p 'I? 75'+ 713 6 89 74<; 62 j 565 5 32 
1 'lflO 1,2_()0 ·" ~wn 674 oUO 5 ~5 7'16 'i:,tl 457 400 l ,:00 !]()(1 .8 117 6Jl 4 79 4 02 7'•'5 <;rT 372 ? 81 
lfl"lO lltOlJ .? 8 7'> 'l45 0 32 62:'> 78'i 73':; ll4 70 3 
1000 !4nn • 4 Bit; Hl tJ99 1;,71 71 7 59':1 546 517 
1"0(1 I r.rr .6 774 645 5l'j 5 3't 700 'iiU 425 376 
l 0"'0 l'tOf' .8 744 'i54 436 3tid 7()') '•6 £; 3 19 245 
1~00 lACC • 2 BA'l fl't l 828 i:l22 774 121 708 6<i8 
1'~0() 1600 ..... 7C''l 7 2. -'t 689 66~ f<l1 <; 3C 532 506 
l roo \(;00 .f> 7'i1 on 5 s:; 5 17 667 4li'• 4JU 359 
1 •li)Q l(;CC • fl 71"1 '514 4Ll2 343 nA7 4lb 281 220 
l coo lf.'OO .2 f16't 837 tl.25 tll9 76'> 7.!1 704 !)95 
1 "00 ter'1 .4 786 71J I>JO () &2 67;> 51J~ 520 !t Cjfl 
1'~00 1 eno • 6 7?'1 6JJ 538 5 05 C36 4 '.)7 381 34~ 
1000 1f?{'l0 .R 6<12 479 37& J24 1.~1 '72 253 203 
!ZOO 2rC • 2 1164 IU7 lll5 1 lJ98 I 140 I 092 1054 1023 
12.00 2.0(~ .4 11f>l 112 7 1096 1069 ] l4 1t 10 '.1 J 10 47 100'• 
12.00 ~J)(\ -~ 1160 I \23 1088 lJ 54 II SO 1. I J2 1056 1v12 
! z.oo zor. • H l t 1\) llZl 1 Od3 1 J "' 115~ llU l 068 1 ozo 
1 ~00 fd")r1 . ~ 1137 10<JB 1072 1054 lO'l2 1023 9 73 9 47 
1 ?00 '• nn . '• 112 7 10u9 1022 ~84 10<:;3 1_ ()J'• 931 371 
l '00 '•00 ·" 1 t?l l 054 -1Y3 939 1 It'-~ 1'1 l ~ 929 854 !700 400 .B 1121 1!14& 974 906 1 I l ;> l'l26 942 362 
l 200 60C • ;> 1ll 'i l 0 72 1 o47 l J31 10~4 <17d 936 909 
l ?00 ()Of' .4 1(1<).') 1022 968 929 10 4 7 <131 846 785 
1200 G-(10 ·" \08'1 'J')3 915 651 Jl)'jl', 92 <j 819 729 1 200 '·C c • 8 1 C81 9 74 tl74 TS't lCf.P. 942 823 113 
1?()0 n.on .2 10Q'l 10 54 1031 1017 1'123 'J'+fi 909 885 
HOO cn0 • 4 l 06'l 9il4 929 3 91 1·10'• fl 7 1 785 728 
1 :>oo 800 .6 l <15'• 9J9 851 7135 10J? Q5 't 729 (>3(, 
7C ~ l)fl 
~ . ..,? 1\J') 
r,?R ')13 






f 4'i 'i7il 
SR4 46 j 
n"' 7 2.1_; 
t,q6 1\53 
~;:n 'i0.7 
')f.. I-t /•4't 
') R 1 qo7 
r:',]f.. q~;j 
9....,~ q4 7 
967 '13~ 




951· 'l3 7 
'll'l fl') ., 
C?l ~t,r, 
90'i A22 
9'• ~ 92.9 




'Jll 8 ~J:, 
fP" ROG 
~4'1 729 




{), -~ Q 1 r.:; 
~-P ") ~lf..) 
Rt, ~ 764 
Hl7 (-) 'j 7 
'!29 91!) 
q 3(1 A.> 5 
'l3~ 74J 




7'j) 60 l 
11fll) 1' &:> 
1 176 I 1 ~5 
l l 7? 114(, 
l 16 7 11 J5 
1 1(.5 tl44 
11 <;<; 11.21 
l 1 '•6 \(1-)'J 
1]3<; ) 174 
l1C.:4 113.&. 
! [37 10':13 
1!2~ \059 
1 1 or. 10L1 
J 1' .. !+ 1121 
11 ?l l )7 l 
























































































































































TABLE XII (Continued) 
1 211() no 0 .Fl 1041, <IJ& 78't 683 1J2!> Ao2 713 584 
I?()Cl ',, 0 c • 2 1 Cl1 1+ 1041 10.?0 1 J\)7 C)Q<j '125 890 87J 
'.:'00 !000 .4 1 0 1t4 954 899 86< ~66 A.? 3 740 S9J 
l?(l'"l l "00. .f> -ton '192 BOO 7 36 9 7() 7d7 & 57 5 o9 
1200 HlOC • B 100'1 843 7 01:; ~ 01 'l84 785 614 480 
121'1'1 l?OO .;> 1072 tOJl 10 12 101.10 'l79 90') 877 859 
1?!11 1~00 .4 10?? G29 877 g44 <;'Jl 7tJ5 7 J7 ~[,2 
1?'1'1 \?00 .6 C<'n R51 759 1:;99 'l?'l 7l'J 600 521 
I ?fl'' 1?00 .>3 974 784 6 '•U 538 94? 713 52~ 402 
l ?O·l 11, c ( • 'l 1061 10.23 1005 995 <;,<,:> fl9& 867 8 52 
'20'1 I '·00 ·'• 1 00? 'l013 859 82') ~Q'J 754 682 (;42 
l.? 0" \4 (Vl .& 96S 816 72u 0 70 119") F, 1 ,, 5S6 lt86 
! ;>(10 1 1 4r r • 8 '94 .l 731 584 ~9.) OQ? "'•'> 458 346 l ?()') ! t r,op .2 If) C.4 t () i.l wou 9')1 'l4R 88~ 859 8 '•5 
I?C~ 1 ·'• (H1 . '• 984 <I') 1 841t 817 f17l 72 d 662 62& 
1?0'1 l r,on .6 C)1Q 735 &99 648 p r: '* 636 521 +60 
l ?01 ''·0 n .R 901) 63 j 536 453 Hf.? 'i 8'• 402 306 
1 /fl:J. I 90C • ? 1C47 1012 'J.'Jb 988 Q">,6 P.71 853 841 
I 70" lOf"r') • t, <l6.q fl77 833 807 J'l46 7J 7 6~6 614 
I ~0·1 lq('() ·" Q1'i 759 b71 6 30 A20 6UO 494 4lt::J ! 2tJO ' ~~ c • il 874 64:) 5 Jl '• 2 5 0 21 'i29 3 58 277 
1'•00 2J)f) .2 136 '· 1335 1311 1292 1 '19 1'39 12~7 1..: l3 
! '·()0 ZOI'J • 4 1161 t3Z6 1294 1265 I 344 I ?. 'J2 1244 11 99 
l'·"O ~('(l .6 1 3A '1 n23 1.2 tl7 12 52 !l"if) 130;:> 1255 1210 
1400 2()0 .R 1160 1321 1282 124:5 1155 1 Hl 1268 122'> 
I ttf~O ,, rc • 2 133'> l2'.iZ 1263 l 2 'ti l?<19 l? l't 1162 11 2 5 
1 1•00 '·00 .4 1 12 (, 1765 1214 ll72 1 ?9 2 1 t 'J'I 112J 1054 
1400 '·00 ·" l .. ? ~ lb2 ll8iJ 11 3) ll'll I 21J 1124 lJ 45 !410 '· c c .'l 1"121 1245 tl72 11 02 1 HI l22 5 1141 1059 
, '•00 '·0'1 .2 1311 12()3 12J3 1213 1 2 1t!~ I 16.: 1110 1J77 
~4'1i"' t,r0 .4 l?C:04 1214 1154 1108 I ?44 l12U 1026 954 
!4tJO ''00 • f, 1?P7 1188 11 J4 1 U33 1?')') l 12 1t 1008 908 
l4JC ,.,on .R 12R2 1 t 7.'. l06ll 97", 1>F,fl 1 14 1 10 19 903 
! 1•00 qcc • ? l2''P l2't!. 1213 119? 1'14 l_ 1.2 :> 1077 1::J47 
1400 oon • !t I'N·'i 1112 ll OS 1 J63 ]]99 lf') !.> '• 9~4 8 34 
1400 son ·" 12'i? 1 13 1 1033 'i 57 l ., l,.., lr-,4? 906 so :J l I, ')(') !lor • fl 124') ll v..: 973 651 1? ?5 1059 903 764 
1 '·0 () 1 nor· .? t 276 1225 1199 ll83 1 11 ') 11'!7 10 53 wn 
l'•').., 1"00 . '• 1?19 ! 1H 1.J73 l) JJ 1 I "'A q'l 'j o99 6 3) 
1t,n 'l 1'10'1 .6 1?1'1 1079 9 74 89B ! 1 ff, 973 824 711 
1 t.nr 11(''1 .11 120 ~ !I) 35 8 87 767 1 un 979 797 !>43 
''·0'1. !?CC • ? 1 ;>(:, 1 l?Ll 1188 117'+ 1H:> 1017 1 031:; 1J13 
I '•"·1 1;'(1(1 .4 I '14 I I 06 1045 l 005 1 l 21 9 5 ... 8 58 799 
1 '•., ') l:>Oo .ft 1 tAll 10.33 92b 8 52 I! 24 'h)o 7">6 & 55 
1 41·J l?C'C • 8 l 1 72 <j{J 812 69J II 41 9Jit 7Jl 5 ft-5 
)41")" , '• f) '1 .2 1251 L?03 1180 1167 l 1 t. '? 1060 1023 1003 
I 40'1 14 on .4 1_ I o;> 10a4 10 23 :; 85 lOA<, 916 825 772 
I 4f1 1 !'tOO .6 I 1 ~" 9)3 885 815 1 () At• g51 700 6 ()8 
1 t,OQ I'• on .!3 ll3f. 91:> 746 628 1099 'l3 l 6 16 468 
1'•1J 0 1 ~(' c • ?. 1?41 ' l '-15 11 74 U!l2 11 ;>'i l 0 1t 7 1 Ul3 995 
1MJ(1 I (.(~ 11 .4 l )1? 10b3 1005 910 10 54 118 4 799 752 
1 40'' 1{10(1 -~ 11'11 95 T 8 52 7 8t> 1'14<; ROU 655 57Z 
!400 I '·Or .8 1 I 07 861 690 'jFJ 1()'i0 764 545 '+l.1 
1 40'1 1 Q() () .2 !231 11813 11:>9 115!1 I I 1 ·1 1 (l 3 0 1005 988 
1 '•01 lG0(1 • 4 ll 5 ~ 10't5 990 9 57 107'> RSj 779 735 
l 4(10 JO()(l .6 l liJ '• 926 d24 763 lO('q 756 619 5 44 
!401 1<100 .8 l01,'l lll2 642 540 l ')19 7U 1 48u 368 
l FQ') j!('r • ? 1'>61 15J3 15 08 H87 1 'i "''l 1486 1442 l. *0? 
I r-r}O ;!OO .4 1'i6l 15L5 l't92 1 't62 1544 1491 1442 13 ')1:; 
}I,;);) zr:~ .~ 1 "i6'1 15Z2 1486 1451 l'i'iO 1 'iJ 2 1 '<55 1409 
1"0'1 '(]C • A 1<>60 l"i21 1432 l't 4~ 1'i'i'i I 51 1 1468 l't25 
l':"ll ~.on .2 15 ~3 l41l T 14 54 1430 1 4A 6 14Jo 1348 1305 
1 (-'11 '·()f) .4 1')?'; 141:;.2 l408 1.3 63 1491 119u 1313 1241 
1 1'-()'1 1,(1 0 .ft l ~22 1451 1384 132't 1 "'02 , 409 1321 12 3S 
IF:(l'l '•C n .'l l"i?l 1444 1370 129tl 15ll 1425 1340 12 56 
I AO~ (,( c • ? \'iOA 1454 1420 13 97 14 4? 1"'1 It il 1288 12 48 
1074 90& 
ll 3 7 II 14 
I lC<'> 1053 




!Q')C) 96 7 
1 tl 1 R i>,J') 
tl?'i 11 J4 
l '18? 1026 
!041 9/+4 
(;C) l 93<.> 
l !71 1 lu·J 
I '1 7{ 1010 
U1? 1+ 9~4 
'166 RJ 1 
tl1 1 1 I)'! ' 
1011? 1C:J7 
110il ?0 1 
'14' 1{J 
11fl·1 t 1o ·• 
1. -~7~ ! 1S't 
1172 l1't5 
l ~6 7 llJ5 
l.., & '• P4! 
l 3 <; '• HlU 
l14r, 1 .,') l 
J1"j<; !?73 
!15t n.zs 
•:n'i l ;> tlli 
I V1 1?55 
1301 121~ 
l 141 I -.l't 
111'l 1 ::'6'• 
1 >C) 7 p 17 
1 ?n t u .. ~ 
lJ" 3 IJu':> 
l 1'12 l?"tJ 
1275 I I 8'• 
l ?4 •• I 110 
1 '1.2') 12'JS 
l ?? f1 1726 
1 ?55 1, 54 
PI'> 1064 




!" 14 l?:JJ 
1 ?64 II 'J9 
1717 ' 105 
1 l (-! 'l.H 
nr1 l?J:> 
1 ;> <; I ! 1 B') 
I?IJl 1 01!5 
113'i 'l46 
1 <;79 1'i6.; 
'"i7·'> 1'i54 
1 'i 7? 1 'i 1t5 
1567 1 'iJ4 
156 3 1'iJ8 
l'i'54 1 '516 
l'i4'> 1496 
l"i14 1472 



































































































































































































TABLE XII '(Continued) 
161111 6('f' .4 14 <) ;> I4C8 1343 12 91 !.44? 1113 1209 ll 2 8 1 '>3'• 1'•!14 l 4 1+0 14 b 
160" b!''l ·" 141!'- I'IL5 1296 1219 l'• o;<; IJ21 liOJ lJ 93 Jlt?1 1452 tJ<n 1344 1 6!Hl 6f!r. .'! l 4'!"' 1170 l 2 tJ"t Ll 55 14h'l 1 :11.o 121<> 1 J97 !".)"\ I'd .3 1330 I 2 55 
!6Nl 0(10 .?. l4FP 14Ju 13Jl 13 75 1406 13li ~ 1248 1212 1 '531! t '5() d 14 i:l'J 14 7 8 
I f> <Hi BOn • 4 146? 1161 12'H 12 3'.i t1'lh 1 ,41 1128 1)47 15th 145c; U.11.J 1385 
160') ero . ,, J4';J t "12'• 1220 ll35 14f''l 1 7 }') l 0 ')3 97? 14c;r, 1412 1344 t 2 89 
16'1'1 ern .~ ll+44 12'}'1 116~ 1u 45 14 i~ !.? ~" 1 (J 'l7 9 ?0 14 7' l 1'.i 7 12 55 ll66 
l '~ \) :' 1 ('{;(] . , 1470 1 411 13 tlJ 1 3 s J 1 .. 74 1 , r ~ 1220 11H7 t~n 1 4S d 1'• ljJ 1'to<J 
I 6'"~ 1 ·'0" .4 t /, ~~+ 1324 12 ?0 ll 99 11"'3 II8J 1 Ou5 ') [) 7 14"1'1 I'+ J':i 13'J2 b&1 
1 (,(lf' 100n .f. lltl7 1.?o'J 11S4 lJ67 I V,4 I 16 2 10u0 81!> ~ t,. 7 ~ 1 H(> 130~ L24':i 
16'111 1 'lC C • 8 1407 l?. 3(J 10 74 141 t ··u.~2 1 l 7u 9% :>18 14'•;> l ~J5 11 "J 1 u 90 
i6rl:J 1?011 .2 1454 13'>7 Ll6 r 1349 l ~ '•fl l24d 11<;9 ll 70 l ~ 21 l'td') 14 fj l.46j 
1 ~0'1 ~")('I"\ . '• 1491'1 I 7.9 1 12 18 116'> 1311 1 '2$ !0 15 ~ 43 J ,.,flit 11tl6 lJ72 1343 
16"0 1 /11() .6 ]10'; 1?20 1.099 lJ12 1 '·? l 10'13 921 suo 14 <;? 1 v ... , 1266 1209 
lb~'1 ~ ?0 () .9 13 7" 
l '" 5 
9'H e '>2 ''14() 1 .)9 7 882 704 tt. 1' 1??5 1.127 i.J 26 
160" 1'·C r • ? 1441 DJ~ 1357 l 3 41 1"2'> l?2U llll3 1157 t ~ l 1+ ~ '• .::) $ 1467 l45tl 
1 6o·; ,, .. r ("' • !t 1 Vl'i 12o J 1191 ll45 1271'> !. 013'• 97'5 91)9 11~ 7 ') 1 1<;.., 13 5o lPo 
1 b0i1 1 '·00 .h 11 <;" 11 7':i 1.052 96!l J?7'1 t () 2 'J 8 55 7·H , [, 11 11 i ~ 12 j(> lloJ 
1601 1',(1 f) • 'l !3"!4 llOJ 918 773 l ?<rq I :ll2 7Ji:l ~lJ 118) 1 ? J I l J73 HL 
161')'1 l (,0 '1 .2 14 3r'l BT~ 1.349 1.334 nno; 1? 12 1170 1146 I r, Hl 147d 1'>~.> !'>54 
16r')n 11 f0 • 4 1~6~ l 2 3 'i 11&9 1126 I ?41 1 0 '• 7 943 g ti3 '4'ii'l 1~8:.. 13 '•J ~ 1l. b 
1601 16:10 ·" 1324 I I 3'> J. U12 '.132 1710 ''172 800 & 95 l /1- 1 2 1 ?(l <; 12 JCJ ll 55 1 ,,()') 1H1 0 .'l l ?9'1 1040 352 7l7 12"'6 <J5J 704 5 35 l'l'i7 I l u 7 lJ26 925 
I '~Jfl J .lf c • 2 l ~ .'0 I 16/ 1343 lJ 2'7 l?RI:l ! l H 1160 ll3tl 1 sr? 1 4 /j 1 "?') l't? l 
1'·11 ') I non . '• 1141 I?U.i ll 'J1 ll l J !. ,,O'l • 01 5 917 862 ] '• I,. f-.. 137 ~· 133~ 1 ~ Jo 
l'· 0'1 1 '1 () () .6 l?G':> 109<) 978 ~U2 1 ?0) '121 7 55 0 59 1 ~<)~ 1?6o lld7 11 34 
I I,()() 1 Qf c . " l?f4 9'il 79'5 6 67 1?1 s flti.: 632 477 1'311 1127 9lJ4 Li.J7 
!PO~ 200 .2 176"1 l 7 32 170~ 1683 l1"17 1 f.&lt 1638 15 99 l ">70 I 76.:. 1 r .. .J 17 36 
I 1'()0 1.0" • 4 1761 1725 16 91 1&uJ 1 74~ 1691 1640 15'13 1 776 1753 1733 1714 
IPQO 2(')11 .o l 7f,C') I 722 [6 85 1&49 1 7 <;f) 1 7Jl 1654 1 bu7 [77} 1745 1719 1 (> 9'> 
1P00 200 .'I I 76,1 17 2. 16tl2 1643 17~'5 1711 1668 1624 1"'67 17 J!t 1703 16 7l 
JrC1'1 ,, c r . ? 17"1? l68J 1647 1:>2J lt>Vt ! <; ') J 1536 1481l 1 If>? l 736 Ill! 1 70Z 
1 I'')') tl·"n .4 17?5 1660 .1 603 l 55 5 !hOI I '>9 ; l 506 1't30 l 7 <; "\ 1714 1 oll1 1~5} 
1 '10'1 f, c (l ·" l7U 1649 15tl2 15 19 1701 1608 1'> 18 1434 1 7'~ ') lf>Y'J lb4'J 1~ c 7 1 f'()0 1• no .<! l 7 21 1643 15t.'J l t 9:; 1711 1 f-2;, 1539 l't55 1734 l (, {;_ !. 6L2 155< 
!P()O 100 .2 1 711 ,, t64 r 1609 l 582 1'>1'1 l'Uu 1468 1422 17 4R 17 47 1 ::.')(> l6d2 
' noo f.(\f' ·" 1f q 1 1f.O:; 1533 1 t 77 t f.t, l 1'5J7 1396 13tH !71'1 1,1,3i 161t0 l ~ 07 1 '1(1" (,(' (' . " lfA5 1'582 14 ~() 1409 1 f <; '• 1'iltl 1393 12 ill I 1 7 1 <) 1 , .... , 15iJ8 10.3':> 1 t>():J fOil .'l l f>P 2 150'} 1.461 13 59 lf>6fl 1539 1413 l z 93 !70'1 1 "'1.:. l. 52 7 l't't9 
1 P(10 P('r • ? 1 61.' 3 162 0 15ll2 15·5 7 [";C') 1488 1422 13 79 l 7 :16 17JL 16tl2 I &68 
lf-':)0 P(1(1 .4 I f>6 cl !'iSS t4 f7 1H!l '""1 Jlt] 1 1307 121'> l7H 1653 160 l 15 72 
I i10'1 R('f) .6 lf·49 1'il9 1409 l3l.6 [l,(l'l 14Vt 12 81 lL 5J Jl,q<; 1hJJ 153~ 1 !t 7(, 
, ~H1 1 nee • q lh44 14% U59 1234 1624 145·> 1.29 3 1140 lh 7.0 1 5~ "+ l4!t9 1355 
1P011 1'10() .2 \( 6 't 1 '5 ., ) 1562 1539 1'i6t; 1451 131:39 U':iJ I. r? (_) l h'll 167l l" 51:l 
, 110(1 1 ~ro • 4 !I'll 1513 14.H un 1"4fl 1361, 1 2 35 114':i l ~-~ ! lf>2 b 15 oo 15 46 
1"()'1 1('00 .6 1f I 'i !4t>l 1338 lZ4J 1')6:;! 1, 35') 1181 1042 1671 1570 14'10 1427 
! '1()'1 JliOO .fl [f.()(, 1426 1264 1122 l 'ill 1 1313 1178 l J OJ 1. f 41 l'iJU 13 II l2 7Z 
1 "01 1 ?CC • 7 11'47 1'58.': 1547 152& 1 'i'\h 1'•22 1364 1329 l!l7 1. f>82 l 6 (,2 l ~ 5:J 
•ron 1'011 .4 lf>03 l '• 7 7 1394 l3 37 1'>07 UJ7 1178 l) 93 1h~1 1607 15 ':id 1':>24 
1 RO 1 ! :>on ·" 151P 1409 1277 1118 1 'i 1 A l?.iH 1094 954 lf49 1 'i3o 14 51 l:l 67 I "Cl'l 1?00 • 8 l';f'l 115'J 1176 102 J l'i39 1293 1069 8 75 l" 1? l 1t49 13l.2 UOl 
1 >101) I '•00 .2 lf)~ ~ 1 'io8 1 :.>35 1':>16 1'51') 1199 1344 131 3 1 7'19 '"'4 16 56 l!.. '•5 
1 0(1') 1 '• () 11 .4 1578 1445 13&3 1309 1.'•, 7 !?58 l.l3l 1052 !"""' J 'iU '! 15 1tU l ':i 07 
!80'1 1 '•f'0 .(, 1" .. ') l1&U 1224 ll26 1475 1? l.J 1019 8 8'· 16 2'1 I <;J '• 141:. l3 53 
1U1'1 14111') .B 1 "3 :> 1295 1096 '139 !4<;7 1_ 21. ~ 968 767 1"81 t4uu 12 54 ll39 
I Bel" 1 '· C( • 2 If ?O l'5ST 1526 1) 08 14RQ 1'H9 1329 l3 00 1 7()2 lf-60 1 t. 50 to40 
1 8f~ ' 11,Q() .4 1""5 14U) U37 l z 86 1 1.11 \?!.) 1093 1)19 I 6"1 1'i7.! 1524 1493 
I en" J(f''l .s 1 '5 I q 1111 1178 l J tl4 . t '• '14 !.I 5J 954 327 If, 011 1476 13il7 132'> 
180') 1 6f' c • 3 14<J" 1234 1023 867 1455 1141 8 75 676 l'i54 !355 12\.il lll Ub 
18(1·1 lYOn .2 1 f>O'l 1. 'i 't7 1518 l50 1 l '•" 'l 1%4 131& 129:> 1~96 1'>62 1646 1~ 3C:. 
1 an:: l<l'l" • 4 l '53"1 139'• 1315 l267 l 39A 1 I 78 1061 993 lf40 1'55;.) 1511 l <t 81 
1 00" 180 n .6 14<J'1 l'P7 1138 1048 1~0'1 11)94 91.10 7 82 l'illf! l45l l3C:.l lJOO 


































































REDUCED SAMPLE SIZES FOR THE SURVEY OF THE_~fiMARY 
SUBPOPULATION (PRECISION RELATIVE TO y 1 ) 
' 
I~ 
s2 = s2 s2 = 2S 2 s2 = 1 s2 
m 2 1 2 1 2 ~ 1 
.2 .4 . 6 .8 . 2 .4 .6 .8 . 2 .4 .6 
<CO .2 179 172 159 16 7 1~3 152 1 -6 H3 l R8 1R 5 163 
.;:oc . " 171 15 5 14o 14 1 156 131 118 111 183 173 168 
~co • t 1tb 143 1 2 7 117 155 12 z 101 ~8 1 7 7 !62 1 ':.::: 
.200 .s 163 132 108 92 158 1<' 0 R9 oQ 1 71 1 4 8 1 JO 
400 .:< 172 16 7 165 16 3 152 14] 140 lJR 1~5 18 2 180 
40C • 4 1';5 14 1 135 13 1 131 111 103 "B 173 Jo 5 lf>l 
400 ·6 143 117 lOb 10 0 U.! se 74 s ~ 1 ~)l 14 '> 137 
400 • 8 132 '>4 73 64 1 ;o o<; 49 40 148 118 11)3 
tO 0 • .! l.t'-.1 lo ~ 16J 162 146 14 0 116 1 3 7 1 F 3 ltlO 1 ~ ~ 
600 .4 1 4h 135 1 30 12 t' 118 10.3 97 94 1~8 16 1 158 
bOO .6 1~7 10 6 9tl ~ 3 101 7 4 66 02 15£ 13 7 1 30 
oCO • B 108 7 3 til so 90 49 3tl j4 131 10 J '12 
HOO .2 167 1o 3 162 16 2 143 ue 1 3 7 I J 6 1112 lil 0 179 
I:!CU • 4 141 13 1 1.18 12 6 111 911 ~4 g;: 165 156 1St> 
fOC . ~ 11 7 . 10 0 SJ so 88 bll 6.< S9 145 U2 12 I 
cOO .a 92 64 'i6 52 b9 4C .H .l 1 1 1 ~ 'l5 36 
lOCO .. , 165 16 3 152 lo 1 1 41 137 13<> 1 J 5 1 81 179 17Y 
!COO • 4 137 12 q 12o 12 5 tOt> ~6 93 91 16./ 15 7 155 
1000 oO 111 96 91 88 €0 b~ ~'l s 7 141 1,! q 1.?5 
1000 .s 81 59 53 50 56 36 32 30 109 i! '! .~j 
1.200 • .! lfS 162 161 16 1 140 lJ7 136 135 1 €0 17 s 179 
1.oc .4 13~ 128 12:> 124 !OJ 94 'l1 90 Hd 10>5 154 
I .:0 0 .6 !Co 93 39 87 74 62 58 56 1 3 7 127 123 
1-<0G • 8 73 S6 51 "9 'o9 3'o 31 29 1\JJ do ~() 
1400 .2 164 lo 2 161 16 1 139 1Jf 135 1.:1 ~. 180 17 'J 178 
140.0 • 4 133 1~ 7 125 1.! 4 100 93 91 69 !59 15 5 154 
140G • i 10./ ~ ~~ 8d e f 70 60 57 55 13'o 1~ ~ 12.< 
1400 .s 6tl :,4 50 .. a 44 3<! 30 2 A 98 o4 79 
1oCi0 .;. 163 16 2 161 16 1 131! 13 6 135 134 1~0 17 9 178 
1600 • 4 131 12 6 1?4 12 3 98 'J2 90 B'l 15'8 155 1 '53 
!GOO ·6 100 go A7 86 E8 5~ ~E 5 ~ 132 124 121 
I b l' 0 • 6 b4 5.2 49 47 40 .l1 29 28 Y5 l\2 78 
HOO • 2 10 u; 1 1101 16 I 138 136 135 .1.J ~ l f.O 1 7 ~ 178 
18CC .4 130 1~5 124 1 2 3 q] 9 1 qo 89 1 56 1" 4 153 
18CO .6 98 i:\9 ~6 95 66 :,~ ~5 54 130 1~ 3 121 
11'00 • B 61 51 48 47 38 Jl 29 28 92 80 77 
2000 • 2 163 16 1 161 16 1 1 3 1 1 j ~ 135 1 J 4 179 17 !l 178 
20CV • 4 L/9 12 5 123 12 3 96 9 1 89 88 !57 15 4 153 
2000 • f 96 de et e~ b4 57 55 54 129 1.:2 12\J 
.?000 .8 S9 0>0 48 47 Jo 30 28 27 d'l 7 9 76 
~0(' .2 37.2 351l 349 34 4 352 32 7 312 30 3 38'5 37 7 372 
200 • 4 360 34 1 323 310 350 311 <:.':13 2ti 2 379 3<> 5 354 
.'00 .6 31)3 B;> 306 284 J~3 310 274 24~ 37"> 354 337 
200 .e 3o2 3./ t) 292 26 3 357 31 5 275 238 369 3 4 1 315 
40 0 '"' J5d 3•4 J 3 7 3 j 4 327 30 j 293 287 377 36 ~ J5t> 400 .4 341 31 0 293 28 2 311 262 23b 2.!.1 365 34 7 33() 
40C ob 33~ 2~ 5 254 234 310 2• 4 201 175 3•54 3..:: 3 303 
40(; • e 326 2i:> 3 215 18 1 .C15 238 177 13 0 .!41 29 3 259 
,, co .2 34'1 33 7 332 32 9 312 2'!3 4 65 2eo .372 366 36 3 
bCO o4 323 2q 3 278 2o 9 283 236 216 20 5 354 33b 327 
fOO • t 306 25 ~ Ll6 211 2 7 4_ 20 1 165 14 7 j37 30 3 .< R ~ 
6CC .e 292 215 1&9 1 ... 275 178 121 94 316 .25 9 "24 
8CO .2 344 334 329 32 7 303 287 .2'10 277 j69 36. 361 
800 • 4 310 2d2 270 26 3 2ti.? 2.2 1 .!05 19 7 347 32 9 321 
sco .6 285 234 211 198 2. 4 i7~ 147 1..1 - 323 2'l 0 273 
800 .a 263 181 144 12 0 239 136 94 78 294 23 4 203 
lOI'C . " J 4U 3 ..11 J28 3~ E .:97 28 3 .!76 275 3€7 3b2 3 60 
100~ .. 300 27 5 264 25 8 247 21 1 196 lg2 J41 3<5 313 
!COO .6 268 22 0 201 19 1 220 15 8 137 1./ 7 3U <!8 0 255 
1000 .a 237 159 l29 116 206 11 0 81 70 275 216 190 
1200 '"' 337 329 326 3.! 5 293 .!bO !76 274 366 36 1 359 
1200 ,4 293 27 0 .2£>0 25 6 236 <C 5 194 18 8 3.36 321 315 


































































TABLE XIII (Continued) 
4Cv 1.!0 0 .s 21'i 14 4 uo 10'l 178 Q4 73 65 
400 HrO • 2 335 32 p J2c> 32 4 2~9 2711 275 27 3 
~')0 1 ~ 00 . " 2e7 21.)( ~ 5~ 253 2.C8 20 0 191 16 0 
400 14CO .6 243 20 4 16~ 18 2 1Pti 140 125 11 ~ 
400 1400 .e 197 133 114 10 5 154 ,~ ">8 62 
400 10 Qi). . :/. J.l4 .1.! 1 j25 3:.!4 "87 217 <:74 27" 
400 11>00 ·" 211;, .!(> l .2?o 2~ 2 221 1g7 1qe lf\4 
40v ft>OC .6 234 19 8 ~~~ 18 a 175 13 4 122 116 
~0 0 1t00 • € l p 1 U(: lOS 1U2 1Jb 7U f>5 oO 
400 1eoo • ..! 332 3.!1'· 3 24 32 3 ..'AS 27E .;>7j 2 7 ! 
400 1800 .4 27H 26 0 254 25 1 216 1') q 186 16 J 
400 1tl00 • b 227 19 4 1-~3 ! 7 7 1ti6 130 120 115 
400 ! 800 • 8 16'< ~~ c lOb 10 0 10:1 7 ~ 53 :)8 
40C 200() .2 331 32 b 324 32 3 283 275 272 27 1 
~0 0 2UOO • 4 2 7 5 2!:f "53 2~(1 ..'12 19 .;2 Ul5 18 2 
~oc ~oco .6 220 19 l 181 176 158 1~ 7 117 11 3 
4Jv <'000 .s 159 116 103 98 110 7C 51 ':>7 
bOv 200. • 2 5o9 54 9 537 5~ A 547 513 490 474 
60C ~00 .4 564 53 5 512 49 3 548 50 3 4bo 43 0 
bCU 2CO • 0 562 52 ,Q 497 47 0 ~52 50 7 465 42 1 
tOO 200 • € ~fl 5.: ~ 48d 45 ~ ~5b 513 47.2 43 l 
nOC 4CO 
·~ 549 5..: R 516 50 9 51J 
474 45~ • 4 1 
oOU 40C. .4 ~ JS 49 3 465 44 6 ~03 436 3'H 36 5 
oOO 4Cv ·" 52 A 470 420 39 3 5 07 4" 8 355 31 9 
tJOC 4CG .6 524 45 4 393 34 3 513 432 357 29 3 
oOO oCG • 2 537 51 b 50o 500 490 45 5 43q 43 0 
t00 tC~ •• ~1~ 4l, ~ -~~ 4~ 3 4bb 39 3 354 33 1 
bOO f>OC .f> 497 4..!5 330 350 465 3 t ~ 301 26 1 
l>OC 6CC .6 48S 3l3 321 .!.71 47~ 35 7 265 20 2 
oOO HOC> .2 523 50" :.oo 496 474 44 3 4 30 4.! 3 
or~ <100 .4 4'l3 446 423 40'l 43b 30 ') 332 313 
t>OO <JC0 ob 470 3<1 4 35J 32 5 L,28 31 'l 261 23 1 
tOC fCC • t 4~4 3•3 ~ 71 :ue 432 29 J .202 15 4 
bOO 1000 • 2 5 21 so 4 4'H 49 3 H.! 4J E 42 5 ~~.-~ 
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1107 1179 146 4 101:) I J!i ':1 "' 
l5~j llU 1713 1.287 1b7 5 1270 
U70. 1.lb0 1080 11'39 1btlct lltl7 
141w 1212 1662 1109 150 'J 1.049 
1398 11!:.5 1 ()~l 99< I~· 7 ••• 
1734 131)7 1909 12:':14 I ~7 2 1273 
t 677 1250 ton 11"Q I SO 1 1150 
163..:: 1196 18'5 .3 10/j') 17'5 9 1('1..-: 9 
1655 1131 ld42 "'' 173 d •• 7 41 J. 5A'! 110 1'573 153 J.SD4 
l< 1579 "" 15~4 !54 1557 29 1575 178 155') ,,. 1~~0 .. 1::.71 ua 155u 1 ~ .l 1'541 
150 l~fl6 JO. .1.~47 H< 1 *' J~ 
" 1559 JOO 1531 317 I':> 17 •• 1 ~51 he 1517 l12 1':>\,.1 1 
01 .1,.542 350 1501 30 9 14U 
335 1553 ,.. 15,2:9 SlG .i. SJ. 4 
112 1540 543 1"502 4H 1480 
121 1'5-2~ . .. 147'J 476 U52 
103 J~ 13 .,. 1451 '" ll1';0 537 1 !'40! 7•v 151:) b9C l'" Y9 
331 15.l3 128 1•7b b62 1• •9 
4:(16 1505 123 14".!' b4 b 1••jli-
16< 1• 65 720 U03 637 1.357 
141 1 "533 931 1!.0• dS 5 usa ... 1~1)7 ••• 1453 . ., 1421 
.3!'u llllt84 907 H08 ,. 1"~&:! ,, . H::07 .,, 1356 dO 7 129. 
y~~ .1.524 1123 l4q5 1077 147-1 
76) 14~.2 1102 t• 33 102':1 13'> :1 
Sb..; l4b3 1 C<J 3 1377 '19 t!- ~~ 2• 
379 1430 lOS" 1J1" 9d2 123 .. 
1141 1517 131ti H'!li 1£7-1 "'7' 
9t1J 1" 78 12tll 1415 1211 l ~19 
816 •• 4. 1 0!3~ !3"8 117' 't 12 tj) 
~ 1tl ••oJ 121' j 10!55 116i.l .1175 
13-t 8 1511 1~11 14>32 l4bt 1•6 7 
1199 1466 1•62 1-"00 1'ft' ~ 1JU1 
1071 .i,4 .. s 146 7 13.!1 I 30 J "25? 
80> 1377 1·5~ 12~3 1 34 l ltll 
15'5~ 15U"5 l7)b UJ7 16b2 1.\6] 
1411 1" 54 1 b7 3 1Jd6 1 ~'}I) 134 ~ 
tJl-' J. 4t..7 1 b5t.J il •5 1 !.' 4., 12 j') 
t-tL.., 1 352 l b• t, 11'~-t l:S..:<'J 1(71 
1751 1'5-:JQ 1 llO~ 147.l 1 tl:. ~ 145'1 
leo:!~ 1~•3 106~ 13 7• 1711.:- l}J 1 
~~~b 13"10 1 i:t~b t.ZY• '13 3 120 ~ 
151 ~ 1.3.27 l~;\5 11•• 171• 1:..:~ ,. 17 :\;.!' 179 1770 ... 1764 
31 17 7ii !7111 176• ... 17".17 
>9 1775 ·" 1750 15l 175(t .: ~ l 771 178 175~ ... 
1 
., .. 





1156 11 J.\ 
1100 U70 
1070 ... 
1 ~·- 12-7 J 
IJ'Ut 116'l 
12tiC,. to•o 
1 ~60 "" 1541 1.270 
1 '5 41 ll41J 
1460 101• 
1 ~ ~ .. ... 
ld39 1267 







~t;l1 15.3 2 
,.5 1520 
J!: 4 151U 
2•& 14':16 
"' 1S':J7 420 1•78 , .. 1458 
'" 1434 651 1" <;.:t 
587 t• 3 ~ 
555 1 ~I)· ,. 1305 .. , 1479 
1!'. j 1""' 







1131 l JS9 
l(.ol' 3 1ZC~ 
'0 ~0 llJij 
1423 '"59 
1321 t 342 
1...-:"1 12o:.J 
1..:23 1068 
1 ').2~ U55 
151J J 3.<: 7 
1 ~ 4:) 11 ~ ,t 
t '113 1 ~'Vb 
1 d lY 1•~z 
17Co 1 J 16 
l':iJ 7 11!i6 
1br'b ~~.3 
130 17b'5 
12 J Pbl 
1 i 1 17!>7 .. , .1. 75 1 ,,., 17 )1 
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TABLE XIV (Continued) 
2000 180t.' .. 17~S l S5J 10.!9 lHS U~C. IJ.:If 14!:1'7 1 £b~ 16ob l 37~ 1470 .1. 241 13.5& 1.!!~ l~.l7 1253 1345 1662 1765 1'561 17 <1'0 1461 
2000 11!10-\.1 .. 17C:e 1. 5~ 1 1564 1 )4.i: U55 
·~·· 
13&1 u<:• lb90 ll23 l~oJ6 Ill 0 1348 lOJS lU2 1084 18(10 1646 li7tt 1519 1603 U91 
zooo 1800 .o 1712 1504 1~23 129S 1397 1125 U24 970 1719 1~9· J,5~·· 102f» 144 I 070 1334! 002 "" 1638 1511 
,.,,. 14!.'5 1_\.45 
2000 20(10 .2 1800 1100 1733 173 3 lb99 170C 1679 16U .&666 1666 J!i47 1633 1486 1655 145·1 1685 1819 188-9 tasa 11)2 &8.34 17!81 
2000 2000 .. 173..5 11l3 1600 1600 1~20 1520 14&. 1467 1633 1547 142Jj 1426 ll82 1H2 1180 1498 18.52 1852 uso 1750 1704 16.'51 
:zooo 2000 .. 1700 169'9 1520 150!0 1400 hOO 131• 1315 1655 1486 1U2 121}"' 12~0 ll50 1059 IllS nu 1834 1.6.,1 1704 1572 1572 
2000· 2000 .. 1631 h79 1"67 1•65 LJlS Ul4 1201 12\:tl 16tl5 14'31 1-\':18 1160 1313 1059 1112 1112 1721 182• 15211 1577 1401 1529 
*Precision relative to ?s 
This table contains pairs of reduced sample sizes (n',m') for each 


















SCHNEIDER-REDUCED SAMPLE SIZES FOR THE SURVEYS 
OF TWO OVERLAPPING SUBPOPULATIONS* 
n m ~ o2 o4 o6 o8 
20C 200 • 2 lb7 167 Yl 19:2 4!.l l 'JU 174 130 
200 200 o4 14 3 14 3 1?:> 1 ~) ~~ 'i9 J 76 1~2 91 
200 200 .6 1!)8 l'J 5 125 12 5 77 Ul4 19C 4il 
200 200 oH 17t> 59 154 7 7 l 11 l 1 1 1.?~ J75 
200 400 o:2 "-' J9 l 130 34b 
2(1() 400 0 4 ~IJ 38 l u6 .H~ 
20() 400 0 ,, ?3 36 fl l .. 3 28~ 
200 400 0 ~ 59 353 (Jj ~CJ 
JOO &00 • 2 (]1 565 
200 6()0 0 4 '} l ')45 
200 600 0 t• 95 '524 
200 600 0 t1 42 792 
20tl 1300 o::! 43 7SJ 




200 t~OO · • e 
.<!00 1000 o:? 
201) 1000 0 4 
200 lOCO ef 
20(1 10 00 .. ~ 
20C I ~00 o2 
2.00 1200 
0 " 
..?00 120Q .6 
200 1200 o'? 
200 1400 .· o2 
200 14CO . .:;. 
200 1400 • 6 
200 1'100 0 il 
200 1600 0 2 
200 l600 o4 
200 !bOO • 6 
200 lbCO 0~ 
200 UO() 0 2 
;<OO !.800 0 4 
:.100 18t'O o6 
200 1800 .6 
2(\() 2000 .2 
20) 200() 0 4 
200 2 0<'0 .f. 
2CO ?000 0 •1 J75 125 
40 0 200 o2 13!) 17 4 .J4tl 130 318 ! 3(1 :!flb 1 4 ~ 
'+00 200 0 4 391 43 Jill 4fl Jbll 53 3~3 S''J 
400 .2(10 .E: 
40 ,, 2CO . ~~ 
400 400 .:? 333 33 3 21;1 ~ 4 ~~ 1 8 2 364 95 3dl 
400 400 
0 " 
;14D 2b 1 2<>.6 2~ 6 2 11 .lli> 11 !:l 3S"3 
400 400 0 6 :164 18 2 316 2:1 l .! 5 ·) 2'i0 154 308 
400 4CQ • I; 3U l 9S J53 !l d 308 15"4 222 ~~Z2 
40(' tiOO 
, 2•;,/ ')42 174 so s 45 ~.91 ., 
400 bOO o4 30 .. 47 8 l?O 52 4 53 'i79 
400 60iJ 0 6 319 Ql) '1 211 4 7 4 -:>3 ')b~ 
400 6(1(1 0 d 3.33 33 3 .235 41~ 77 51d 
400 !.1(.\0 .2 2';() 7~0 87 71; j 
40') SOD 0 4 2fl bY r, 95 76 2 
400 ~Oll ob 273 td <; 1C).5 737 
400 ij(•O 0 ll 286 57 l 118 7\) 6 
.\OC· 1000 ., 2('f. qst.~ 
400 lOCO o4 .:!17 'H.~ 
400 1000 ob 227 864 
400 1000 otl 238 Sit 
.-oo 1200 .2 lb7 ll&7 
400 1200 o4 174 113 0 












































• 2 . ~ 
.r-,., 
.. 
• 6 . -~ 
·" 600 2(\(J .4 
bOO <'00 .6 

























































































600 ttl(u .s 


























<!CG • o 
4 00 • 2 
400 • 4 
400 ob 
4 co • d 
bOO , <!. 
TABLE XV (Continued) 
1~0 104tl 
125 1375 




8 7 1 56 5 
91 !54:, 
'.'5 1 'i2 4 


































40'1 Y5 5 
4::'9 1:15 7 
33.3 1333 
J q 8 1 26 ]. 
3(•4 11~2 
3 ~ 1 1 1)9 <; 
291 1542 










2 3fJ l!H 0 
792 ~~ 
4 7S 30 • 4 09 
~24 l<:lO "7" 
:;79 s:;~ 5o~ 
JJl S22 273 
429 429 316 
47q 316 "!--75 
5 z ·; j 7 ,, 4 6 2 
YJ4 73'1 116 
333 bG7 158 
36M 'j7S 1!38 
4]2 471 231 
2t 7 ')'J1 
231:1 ';O ~i 
263 8'• 2 
29'> 76 5 
lJ0 117tt 
!43 ll~~ 
1'3o 110 S 
l 7':J 1 0'3 <? 
4 l 1 J·J 1 
4tl l .I 'i l 
~3 l3b'"l 































750 250 t>96 J61 636 273 571 266 
7A3 87 762 ,5 737 tC5 70b llH 






























































































600 . "' 
6110 ·6 
601) • 8 
80l' .2 
t\00 • 4 
soo o6 
tlOO • t> 
1JOO .2 
1000 ·"' 10vc • 6 
I<) (I(• • d 
1200 • 2 
120\! • 4 
12(·0 • 6 
I 20 •J .8 
14 00 . .; 
1400 • 4 
1 4 (1(1 • f, 
14CO o!:l 
!bOll . ' 
1600 • 4 
16 00 .6 
16()0 • 8 
18 00 . " 
18(;\) . ~ 
ISOO ,b 
IBN' • 8 
;?0% • 2 
<!OCO • 4 
2000 • t> 
20 Cl· • tl 
20J .2 
.< Ol• .... 
.!CO .6 
2 ou • 'l 
4CO .2 
4CO • 4 
-.oo • b 
4 00 • b 
bOO -. .. 
600 • 4 
6(10 '" 6u0 • <l 
8CO • 2 
[!00 • 4 
iJOO . " 
800 I B 
1 OC'O .2 
10 co • 4 
1 (; Ql) .6 
1000 .tl 
UOJ .. 
12CO • 4 
12llC ,6 
1<!':'(1 .I;! 
1 "'(I() .2 
1400 • 4 
l4C:l .6 
1400 .a 
I b00 '" 1600 . ~ 
loCO • t; 
1600 • 13 




TABLE XV (Continued) 
7 39 304 667 3J 3 579 36 ti 471 U2 
773 1.31:> 1.~7 1-; 8 6~7 IIJtl b1'l 231 
6'i7 bb 7 !)2.< ,;g<; 3 b4 727 190 7t>2 
ti96 52 2 571 C..71 421 ')32 23:, 7 J ,; 
727 36 4 6 32 4 2 1 500 ~llO .~0'3 tll5 
762 l\J 0 70o 235 615 3~~ 444 444 
b25 B7 5 43:;) 91 3 2 '~ 7 <J ~·) Jj 
652 7 3 9 476 810 26::S ~\15 
(,tJ2 :,q 1 5 25 he 4 313 e 1 2 
714 42 9 5Atl S2 9 ~ss ~)9 2 
~83 1 ('8 3 .J~~ 1 13 v \1.1 .l. 1 8 ;~ 
f,Qg 95 7 3 R 1 104 8 }(l:; 11 ~ e 
636 1311} ~2l 947 12~ 11 2 ~· 
61..7 66 7 47 l 82 4 1'54 lJ 7 7 
542 129 2 2f>1 lhe-
':>65 I I 7 4 ,Lq6 1:2dti 
5\11 104" 316 I .!1 1 
519 Y0 ~' 3 5 -'· 1 1 1 e 
s (\ 0 150 0 174 l"ll:l5 
~) 2 2 1 3\11 l ')0 1 ~~ 4 
545 1 27 3 21.1 1 4 7 4 
571 1143 23<; l <+1 ~ 
~<;8 17118 tl7 1 71J 3 
4 7 lj 160 ~ 95 1752 
500 1500 10,. 1737 
~24 l 38 1 liS 1 70 6 
417 1917 
435 1826 
455 172 7 
476 1619 
95tl 20 ll 9lJ 217 <lb4 227 8lQ 238 
'0'17 417 826 435 72 7 lltjl) b1~ 476 
9 'j 7 217 '}0 5 238 R42 ~6~ 7b5 294 
739 b52 591 bt12 429 714 tl75 62') 
g l.3 435 BlC> .. ?a 684 'J 26 ~2'J 58tl 
91:15 227 il'J5 .?6 3 812 31 ' 692 3!!5 
~33 833 652 ~70 455 YO'l 2.3 6 9~2 
t~7C 652 714 714 '5 26 789 294 ~~ 2 
9 v~ 45 5 7>!'\1 '526 62".) 625 385 769 
'!~~ 23 a 1:1~2. Z9 4 7{> J 38') ~56 55!0 
79',; 114~ 'S6S' 1 oar J18 ll 36 4<! 1l·J c 
32b 57 0 619 9~2 36tl 10 53 59 1176 
tJn4 68.! 61:14 7~'J 4 '3>:1 937 77 1154 
9;)5 47!; 7f>5 S8 8 5 .3.~ 7 h"J 111 111 I 
7~o 1 2.t> I) 47 8 1 ;JO •• l ij .2 13b4 
7 ~j 1 OiH 5 24 1 l '-' 0 2 I l 1316 
818 9(}9 ')7~ 105~ 2~-v 1250 
M 57 714 647 e.~ 2 3(13 1154 
708 145 8 3'11 152.! 45 15Q 1 
73') 1304 429 142 ~ 53 15 7 'l 
773 113 6 47~ 1316 63 1 ~·62 
810 95;.; 5 2'1 1176 77 1 ~' ~d 
b ~~ 7 166 7 304 1 7 3 9 
o96 15.!2 333 1'>6 7 
727 1 364 )68 1 ~ 7 9 
232 
TABLE XV (Continued) 
1()90 1809 • e 7(-,<! 11\JC 412 1 4 7 I 
100() 2000 .2 025 1 il7 5 .!17 l9S 7 
1000 2000 • 4 652 l 73';1 <!HI 190 ~ 
1000 2000 ob ng2 15'11 2G.'l 1841 
100(1 2(10f· • ll 7!4 1 42 9 ,/<)4 t76S 
120() .::c0 • 2 
1200 ,('I (I • 4 
1200 .!(•(j ob 
l:ZOO 20v o8 
1.200 400 . " 1167 16 7 11 JO I 7 4 }I)? 1 t 13 ~ 1o~e 1.90 
1:.!00 4 00 • 4 
1200 •Ov • b 
1200 4CO • tl 
1:.!0Q t>\lO ·" 11 .!5 37 5 1 r) 4 J .391 95? •OIJ 857 •29 1200 bl)(l ... 1174 13Ci 114 J 1 4 ~ 11 ~:. 15~ 1059 I 7 6 
1200 600 • b 
1200 b<:'O • d 
1200 t1 tO • 2 I 0 ~. :1 :,ti 3 9ST bO 9 'llo ':>Jt'; 667 f:,f> 7 
1200 tl Ou • 4 11 30 J48 l()'+ll 18 I •,H7 4 2 1 824 471 
1200 fJ!'O • 6 1ld2. 91 11 ':i 8 105 1125 12S 1077 1'.) 4 
1.201.1 b' ..IU • t) 
1200 1;., CJ • 2 1() 42 79 2. IHO 826 CP.%. 'lb4 4 7 6 <,>OS 
1200 1 •JCO ... 1087 %5 9"52 619 78<j t-.'.3-. sa, 7 h '5 
1200 1 \)~\) • L• 11 36. 31 e 10 ') J >oa 9 3 7 't1~ 7t'J "'3 .• 
1200 lOtlv o8 1190 .. ~.~ 1176 59 11!\4 77 1111 ll J 
1200 12(10 .::. 1000 togo 783 .l 04 '!> ~·r. lJSl l~6 1 I 4 J 
12(10 12Cu • 4 1043 7113 tl"7 d5 7 6H 'J-.7 3 S'J 1059 
1200 t.!l)u .6 tO.:J 1 ~)4 ~ gq.? 6Jt 7 ')0 75Q 4( 2 923 
1200 UCO • b 1143 2b6 10 ')-; ~ ~, 3 !i 2-! 4o1 667 6GT 
120(1 14(11) .~ 9~H 120 ~ 6'16 1 261 409 131':! (_I~ 13Bl 
1200 l4CO • 4 1000 1000 762 1095 •74 ! 21! l 1 d 13';:! 
12CO 14(v • f, 1045 7 7 3 ll4~ eqs 5G3 10h2 15 4 1306 
120\l t-.n• ,8 1 (il<;j5 5..(4 ')4! 
. "" 7 
6'32 H4~ 222. 1222. 
12('0 lht'O . " lJl7 1 u 7 60'J 1478 273 1545' 
12CO l60G o4 I.J57 1217 6(j7 1 n~ 316 14 7i+ 
1200 lbOC • fJ 1000 1 oo 0 7 37 1 ~s l'l _,., s 13l:S 
1200 lbOO • 0 104,), 76 2 ll24 9 .. 1 462 12 ~ .1 
1200 1800 .2 l\75 1 b2::, sz2 1 69 6 1 j f, 177) 
12()0 l8N1 o4 '113 1455 :>71 1,., 7 1 151l 17 :H 
1200 11:100 o6 <;;5~ 1 22 7 632 l 42 1 1!:18 16tl7 
1200 1!100 .8 1000 1000 706 J. ~~ j 5 2H 16E 
1200 200:l o2 8 33 1833 4 35 l ~ 1 3 
120& 200(> • 4 870 1 f·5 2 47~ 1 !311) 
1200 2000 • 6 909 l l+5 >=) 526 lbtl~ 
1200 2000 .e 952 1 n e 5~8 1 ~::,;~ y 
HOO 2(·1) o2 
1400 2~0 • 4 
1400 200 • b 
1400 2Cu • tl 
1400 q(' ~, • 2 I 3 7 '-• u~ 134/:l 1 l 0 Lll !I 1 3<> l2~b 143 
1400 400 ... 
1400 401J • b 
1400 400 • d 
1400 <>00 .2 13 33 .U3 12bl 3'tll 11'!2 364 10'1:> 3a 1 
1400 6?0 • 4 1.>91 43 13'11 4tl 1J6e 53 1 353 5<l 
14(!i) o O~t • 6 
11100 oOv • 8 
1400 HCI) • .2 12r.j2 542 ll 74 5b5 1 (14 c, 591 Y05 619 
140 I) IHil o4 \346 2t> 1 12"b 2 ~ ,, 121 1 316 1118 35 .~ 
1400 eov .1; 
1400 1::!00 • tl 
140\l 1000 ·2 125C 75 0 10 8 7 78' ~· (19 Bl!:' 714 85 7 
1400 1 o ou • 4 l 3 .:· 4 47 B 119J 52 4 1 {l :. 3 'o7'> 8&"1 647 
1400 1000 .6 1364 13..! 1316 21 1 1;; 5 (J 25) 11~4 JOI:I 
1400 lOCO oil 
140() l 2CO • .!. 1 <' fJ tl g~tl 1 ·) ') J 1 0•) ') 773 .I ;J 4'> 524 1095 
TABLE XV (Continued) 
..... 0 1<!00 ··" 1.!61 6\i6 lr09!'1 762 a~s 1400 t20v .6 1318 40"' 1.111 474 106.2 
1'100 120C oil l3tl1 9S 1353 11 :3 13~8 
1400 1400 . "" 1167 116 7 ')13 1217 636 
1400 140CJ •" 1217 913 1000 1000 737 t•oo HOO ob 1273 636 1105 131 875 
1400 140\l • !I 1333 3n 1235" 41 2 10 7 7 
1400 1600 -, . "- 1125 1375 826 1435 ~00 
1•00 1600 ·" 1174 113 0 ':105 121 8 'S 79 
1400 loO(I ob 1227 flo 4 1()0 0 !COO 6118 
1400 160(, .s 333 1 jJ 3 1286 •_; 7 l 111 e 
1400 18('10 • 2 10~3 1 5H 1 7 .l9 165.! 3 ''4 
1400 11:!00 • 4 1 1:! (1 l 34 Q H0 1 4 71& 4.?1 
1400 1~(1C • b 1 1'12. 1 1) ~~1 SO') U63 sc.c 
1400 18CV. .~ 12 38 810 liJOO I 00 0 b15 
1400 2JOv . ;:.· 10 42 179 2 &5~ ld70 ~27 
1400 2000 .4 1087 15{> 5 7!~ 1714 2G3 
1400 2000 .o 1136 13111 7~9 ~~26 ,113 
140\i 2000 • b 1190 104 .~ A'' l l;!Y4 3tl~ 
1600 2 00 . ~ 
1600 zoo • 4 
1600 2CO .6 
1600 200 . , 
1600 40~ • 2 1583 dJ 1565 87 1545 
1600 40\J • 4 
1600 400 .6 
1600 40() • 8 
1600 1:100 .2 15 42 29" 1478 30 4 14 0 9 
1600 60\J .4 
1600 60u • t 
1600 60v .t! 
lt>OO 800 . ;: 15CO 5G 0 1391 '52 2 127 3 
160 0 800 • 4 15b5 I 7 4 1~24 19 0 1474 
1600 8 Q(' . ., 
1600 8(!() • lJ 
1b00 t llCv .2 14'58 7() 8 1304 739 1136 
1600 1100 ,4 152::! 3'! 1 14l9 42 y 1J 16 
160U 1 OC<J ob I'J'l1 45 1579 53 156.l 
1600 1000 • u 
1600 1200 .:d 1'+ 17 917 1217 957 1000 
1600 1200 .4 1478 60 9 1333 66 7 1158 
1600 1200 ob 1545 27 3 1474 316 1.375 
1600 12011 •il 
1600 14CO .2 13 75 112 5 11~0 l I 7 4 864 
1600 1 40~ • 4 1435 8.26 1238 YV 5 l(q;,o 
1600 140:) • b 1!>00 50 I) 136d S7" 11tH 
1600 140() • b 1571 I q .3 152SJ 176 14 6 ~ 
1600 1o00 .~ 1333 13J 3 1C43 1 3 (J 1 7" 7 
1600 1600 • 4 1 .39 1 !;:)43 1143 J l 4 3 C\42 
1600 t60v .o 145 5 727 126 3 ~4;:: 10 'J 0 
1CJ00 160~: • e 15 24 38 l 1412 4 7 1 1.231 
1600 18('.1 . "' 1~ 92 154;: 9:>7 1 toO 9 5 ') 1 
1600 180,) • 4 1 3 4 t' 126 1 104tl l 3 i 1 fP• 
160(1 lllOC • 6 1o09 9'5 z 115H ! l J 5 813 
160') 180(J • tl 1476 619 12"lq 7'> 5 1000 
lbOC <'000 .2 1250 1750 IHO 1 <'' 6 -~5 
1600 2001) o4 1304 l 4 7 e. \152 1 El9 5 26 
1600 200U ·" 1 J64 118 2 105J 1 36 8 625 
16<:10 20(1() • ll 11>29 8j 7 1176 1G59 769 
1800 20U . " 
1800 2(10 .4 
1800 200 o6 
1800 200 oti 
1600 400 • :0: 1792 42 17•B 43 1773 
1800 4 0') .4 





ll 0') 412 
d 7'.; 538 
53H 77t:J 
1500 l43 
l.l b g l7b 
11tl7 231 
7 :•f 8Ab 
17..:. 7 




1 b9 ~) 
ll< 12 
16'l2 
91 l 524 
3113 1.333 
545 1 I" J 













l 0 (• 0 615 
6 1 r, HIHI 













12 3. 'i 

















































TABLE XV (Continued) 
1\J_OO 400 .a 
1800 600 • ',! 1750 .250 1i)9() 2b 1 1b'36 .273 1571 2ti6 
1800 uOO . " 
1800 60(! •b 
1800 60C .a 
1800 801) • .2 1706 •sa 1(;09 4 7 8 15UO 5CO 13111 SO!• 
1800 tiOii • 4 1783 87 1162 95 1737 \I)') 1706 118 
1800 !IN .6 
1800 soo o!l 
1800 1000 • 2 1b67 6b 7 15"22 f>9b 1164 7 27 1190 7~2 
1800 1000 o4 1739 3'J 4 1b67 3J 3 157;! 3b >I 1471 412 
1800 101'0 .6 
11.100 100U • tJ 
1800 120() ·2 ltJ 25 ~7 5 1·3~ 9l~ 12~7 9~0, 1 00() 1000 
1800 1200 • 4 1t>'H, 5~2 1571 '57 1 1421 !d2 1 ~35 706 
181'0 12('0 .ti !773 13" 1137 15 8 1687 1tltl 161~ <:31 
180v 1200 • tl 
1801) 1H'O ·"' 1 ~- ~ 3 1 oe J 1 34 3 11'?10 109 1 1 J lJ < tHO 1236 1800 14(10 • 4 1(,:).2 739 1476 tll() J ~I:· 3 d9-: 100() 1(100 
180() 140(; .6 1 72 7 .~0 4 1632 421 l~(l\) <,<JO 1308 615 
1800 14 (l(j • tl 
1600 1600 • 2 1~42 1292 1.261 1 J 4 1:! 9~5 14(9 619 1476 
1<100 1600 ·" lb()9 957 13111 10'<8 1lll5 115~ 765 1294 
1800 1600 •l> lb'l:<! '>91 15"2h b5• 13L3 ill J 1000 1000 
1800 1t:.OO • b 1762 1 ,.0 1706 23 5 1615 3 'J 8 1444 444 
18~0 1tl('(l .;; 1 ~00 150 0 11 74 IS'5 eta 16 .:lb 429 i 71 4 
ldOO 1d00 • 4 1565 1 17 'I ll66 l.Bf> 947 1421 523 lt):3R 
lBIJO 1 8 c 'J • b lb3b .'ll. 3 1421 44 7 1125 1125 592 1385 
1 8<JO 1l1Cv .II 1714 42 9 1C>9H 52<; 
13 "" 
6c;2 100(1 1000 
1600 2.:JOO .2 14 58 l TO 6 10il7 1 78 3 682 J.864 238 1952 
1800 2'lOC • 4 1 ~) 2 ~ I )91 1190 1'S2.4 7~<J 16b4 294 Ul82. 
180\l 2000 .& 1591 i. \)4 5 1.H6 121 I 938 14 31\ 3!!~ J.7b9 
1t!OO 2000 . ~ 1667 6t.. 7 ]471 e2" 1154 1077 556 1556 
2000 .<oo .z 
2000 200 ... 
2000 200 o6 
2000 20(J • u 
2000 400 .2 
2000 400 .4 
2000 400 ob 
201.'0 4(.\0 • B 
2000 600 .2 195 t! 208 1913 :!17 1864 2.27 1810 238 
2000 600 • 4 
2000 600 .6 
2000 600 .8 
2000 HOI) • 2 1Y17 417 1826 43~ 1727 45'> 1619 476 
2000 eco o4 
2000 scu .6 
2000 SOu • 8 
2000 1000 • 2 1~75 62'5 tn9 652 lS 91 6tl2 142\1 71. 
2000 1000 .4 19'57 217 1\J05 ~, 3 a 18112 .26.3 17b~ .294 
2000 1~00 ,(> 
2000 l 0 Ol• .'l 
2000 l.<CO . "' lri33 clJ 3 1&'52 !!70 1455 ao'ol 1238 952 
2000 120\.1 • 4 1913 43" 1 B ltl t;7F, 16 f)~ 5;:6 152\1 5!!8 
2000 1.200 • b 
2000 1.!00 .8 
2000 14(\U • 2 179.2 1042 156!> 10~7 1318 1136 1048 11'.10 
2000 1400 • 4 11:170 6:>2 1714 714 15 26 7o9 12Y4 1!82 
2000 1400 .t:. 1955 .227 189:> 26 ~ 1812 JU 1ti<l2 305 
2000 1HO • 8 
2000 16 00 ·2 17 50 1 250 147<1 130 4 1182 1364 857 t•29 
20(10 16!'0 •• 1826 (:<70 tot,) 95 2 1368 1053 10~9 1176 
2000 1600 .6 1909 45 5 1789 526 1625 1';.25 138S 76 <;J 
2000 lbOO .l:l 
2000 1800 '. 2 170U 1•s 8 1391 1 ~~ z 10•5 1591 667 1667 
TABLE XV (Continued) 
2000 ltiOO • 4 1763 10tl7 1524 1190 12,1 1 1 31'i 824 1471 
iooo 1 iioo ·" 1064 6112 1&84 789 143!! 93tl 10 77 1154 
2000 180(J • B 19~>2 .:3 8 1ti82 2t14 1769 38'S 155b 556 
2000 21100 • 2 lbb7 166 7 1304 17 3 9 90 9 1 ~ Pl 476 1905 
2000 ?OOil .II 17 39 1 30 4 14 ?.9 1429 1~~3 1 57 'J 53tJ 176 'i 
2000 2000 • b 181B . 90 q 1579 105 3 L./ so 125'J 76\! l5Jfl 
2000 2(1()(1 otl 1 Y05 476 t'765' 5 B 8 1.5 3 ~ 76'-J 1111 1111 
This table contains pairs of reduced sample 
sizes (nS,mS) for each combination of values 
the parameters (n,m,w2 ,v2) presented. 
No entries are tabulated for values of the 
parameters n, m, w2, and v2 which lead to il-
legitimate Schneider-reduced sample sizes. 
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TABLE XVI 
COMBINED TOTAL SAMPLE SIZES FOR THE SURVEYS OF 1WO OVERLAPPING 
SUBPOPULATIONS UNDER THREE DIFFERENT SAMPLE SIZE REDUC-
TION SCHEMES (EQUAL STHATUM VARIANCES)* 
~ T A B c n m .2 .4 .6 .8 . 2 .4 .6 .8 .2 .4 .6 .8 
?OC :>(!0 .:> 400 334 378 3nO 304 'IT I 346 273 3611 :1 '9 23!1 166 3J 6 
?\)(' ~00 . '• '•JC 304 37C 346 i"l6 35 t 32:) 2ld 3~6 :l C4 235 14 J l9] 
~uJ <!00 ·" 4J J :>73 31; ~ 119 26l H2 3()4 ??C 371 :• BC 2 ~ 1 ·q 7 ?l·4 
7 cc 700 . -~ 40J ?l8 362 316 23~ 3:1 293 ?31 3 -)~ _J 64 ?J? ?9 1 ?4? 
2JJ 40G .{ 60J ~oa ~n 54( 434 5'>6 5:i ~ 1564 'j 34 lj(,3 ';:! 1 
2l!O '• 00 ,4 6JU 47A ~54 51<; 429 540 4C. 7 534 H7 'i :11 41V 
2CO '•00 • f hJ ·J. 429 'i1l 48<; 4'19 444 421 'il"7 '•66 'lJ'i '•5? 
20Cl '•OC . Q AJJ 412 '• ~ 1 441 4"13 '•2 3 4•t).{f 4lf 666 lt·8 741 
700 b 00 . ') !hJU 71·" 714 7hZ 73? 761 I :!0 f ~ 2 "/46 706 
?00 r,oo . '• 80 J 7 3 '• 689 nJ 68? ~54 ">4 7 5')2 777 '>78 
? JQ 6{'0 ·" ~J 0 6111 /?7 68-: 70 5 ()51 6<;7 (,~~ (,<.;) 64( 200 nOO • F 'lOO 619 70 tl 6'5-=-i h"f3 624 61,) '>15 &56 61 3 
? ., 'I 
"" H QC • 2 1 JJO 834 <;(·6 9.38 '763 9"3? ',61 'i"ll '161 929 lUC H JO .4 IOJO 826 9 'tU 89t1 C) 31 RE4 '>17 n 1s 9.2'> €76 
')r" 
-~~ ~or; • f 10JU Rill 917 86 I 899 84 7 9'J3 R4Q ~'YJ 8.3 8 
?.CJJ AO() -~ t:lO J 810 8'l1 841 864 818 ~56 R 1 ~ 851 811 
? ~' vL I OJC .2 120) 116~ ll36 116 2 1132 1161 11 30 116J 112<; 
?C J l0JC • 4 120J II 31 109~ 1129 1 JA~ 1126 !-) 7 p, 1124 1 J 76 
zoo l ·J )0 .6 12)J 1110 1059 109'5 1044 1C ~0 10 3f lOB~ 103 1 
2CO 1 JCO • e 120() 1J~C 10::11 1059 101"> 1J <; 3 1012 l 0~ J 1 Oil 
:?CO I?.'JO • ? l4J0 136 1 1334 1361 1331 131>1 13 29 )36) 112 9 
?.00 l? JO ·'· 14) 0 13 34 128S 1321 1280 13 ;> 5 IZH U23 1? 75 20 0 1lCO .t l40·J 13J'i 12'>4 1293 12_41 12-'9 I,' ~8 l ?H 7 1235 
?00 l 2'JQ .? 140 J 12 73 122 5 1256 1214 ll <; 1 17 12 12'·'1 17.1 1 
2 cc ! '• UO • 2 16J !J 1'>63 15H 1561 15 31 151>0 l':i 29 l ~t.J 152 ~ 
20: 14 JC ,4 1 6JO 1'}32 14~1 152"6 14 79 15?4 l't 76 15li 14 75 
?.OfJ I 400 .f 16J J l <; ,) < 14'>C 1491 1440 l~PA 14 ~f 141!6 1435 
2CO '4 :~0 • E l6JJ l46d 1471 1454 1413 14 '50 1410 141tfl 1410 
4~J ~ ~0 .2 6.)0 17U 1 n~ 1761 173J 1760 1729 1 76J 172 8 
400 lao ·'• 6)0 ll"IJ 168 ~ I 72 5 1678 1773 lf>l ~ 17l2 16 74 
400 O!CO • f 600 l AC':H.f 164" 16'10 1639 l6B7 1~ 36 lhA'l 1635 
t,Jc:> ;;:oo .f 600 1664 1619 16"2 1612 1649 1t>IC 1'>4, Ill 1 0 
'• 0 0 '>1')0 .? 8)0 1 '}b? 1<J13 1961 1910 19 <Q 19 29 ! 960 197. E 
4CO '• JO .4 BJ J 193.) 18!13 19?5 1877 1923 1'l 7'.' 1972 1H4 
t,Oo 4,)Q ,(:. 8J 0 lA97 l84(c 1889 1838 l8H6 lA 36 1885 1834 
400 1•00 • 6 fl()() l%1 I 81 7 1851 181? 1<:1'!8 1H 11 I £:4 7 lSC<; 
40J 6CC • i 1 JG J 2162 ll3l 2160 2130 21oG 2129 n6J 21 ,. 8 
4i):; AOO .4 IOJO :>! ?.9 ?082 ? 124 207 7 2123 20 i ~ ?12;> zen 
40·) t.oo ,/: l 00 0 20'15 ?04'• 2 088 2038 20'l<; 2J 3<; ?J!llt ?035 
40) 600 ,51 10Jt) 2C~<; 2J!C 205J 2012 2048 2J1C ;> 046 2010 
40(" tlOO .? 12(! 0 500 '57! 546 4 78 55 7 519 454 548 '}0.2 42'7 54' 48'7 
40C ROO . '• 12JO 4"i4 'i6'i 53il 429 540 4 97 ·>21 5l2 '•6" 412 5C'l 441 
4~~ BOO .f: 120 0 562 53 ·• 53 1 487 ?::5 4~2 484 42 3 
4lJC HCC • F. 12JO 51:>1 531 525 48? 4'll 444 46?. 416 
4 "'! .... 
\h IJCO .?. 14.:' J f66 7"> ., 72J 609 743 693 54(; 736 6 7'7 4 76 7.33 672 
40•c '000 ·'• l40J 60'l 7 1•0 693 57? 709 64C ';2 7 692 6CP 471 6!:1 5S 7 
4(0 1 ace ·'· 14JO 546 731 679 52 7 684 6 CB 500 6'>3 ~60 462 633 '571 
400 1000 .~ 1400 '• 76 7 25 672 471 662 587 462 614 'i 27 444 '\ 81 482 
40:) UJO .2 16J a 814 948 904 739 <J36 8 81 636 931 872 929 866 
4CO 17..0<1 . ·~ l6JJ 7fl2 9?2 861 71'• 892 810 632 877 7 86 F!69 771 
40J l?OO .(:. 16J 0 121 9C~ 837 685 853 760 625 8?6 7.21 810 69e 
'•D(J 1 2 c~ • E 1600 666 R92 821 647 814 720 61<; 7f:B 6 67 71t3 641 
40~ 11·00 • 2 180J I 000 114 3 1J94 870 llH 1075 1129 1)68 1126 1063 
4-'0 l4CO .4 1AJ 0 9">7 110<; 103<; 8'57 1081 994 1C69 9i4 1 C62 964 
4JO I 4CO .t 1800 9091084 1004 842 1033 933 1010 103 99~ 888 
4\JJ l40J . • l8JO !157 10£:.2 ens 824 <:;81 881 943 845 925 83 0 
60·1 z.oo ,? 8)0 1166 13 "39 128 e 1330 1271 13 :>7 1?.f'i 1325 1262 
600 /00 • 4 800 1130 1299 1224 1274 1183 126::1 1167 12 58 1159 
600 200 .f. 80 ·) 10'l1 1267 117~ 1?20 1116 120\l lJ <; 3 1190 1082 
600 ?. 00 .t 8JO 10'•8 123f:: 1144 1158 1059 ll2<J 10 ~6 1115 1 02 1 
600 400 .2 100 o 1334 !Ht 1483 1529 1469 1 !i?6 14l:3 152~ 1461 
F-0) 1•00 .4 1000 l3Jlt 1492 141.2 1469 1376 l4t0 13l:4 1455 1157 





























































































I 7 J l 
I 2 C J 
120) 
t 4 0" 
1'• c c 
14 ),j 















































.~ 1 \JUU 
.7 12)0 
• 4 120 0 
.6 1200 
• e 1200 
• 2 1400 
·'· 14:JJ .I; 1400 
.~ 140) 
.... 16JO .. 1600 . ( 1 60J 
.A 1 oOU . :> 1800 
.4 18•)0 
.6 1800 
• E 18.) J 
.? 20) :J 
• 4 ?00·1 
-~ 200) 
.A 200J 
.l 1 OJO 
.4 1000 
• f 1 OliO 
• F 1 OJ J . , 1 200 
.4 12J 0 
.6 120 J 
-~ 17J(] 
• 7 14'JO 
.4 l4J 0 . ~ 1400 
.P 14vJ 
• ? 160::1 
• 4 1600 
.6 1600 
.il 16JO 
•' 1 ROO 
,4 1800 
-~ 1800 













• 2 1400 
.4 140 J 
• f. 1400 
• e 14.)0 
.? l6JO 
.4 1600 
.(; 16\J J 
.8 160 0 
• 2 1 BOO 
.4 1 8JO 
.f.. 1800 
• e 1 A.JO 
.2 20::> ::J 
TABLE XVI (Continued) 
1.!-ifl 14 1• 1HI U4~ 124 I uzu 
1500 1734 16 79 1727 166 7 17<5 
1418 168t: 16.:13 1665 15 72 16';7 
1454 1642 1546 1603 1498 15P9 
1429 15<;6 1496 1513 1440 15 13 
1666 I 93 3 1877 1926 1865 19 24 
16'>2 1881 179t; 1862 1768 1€ ~ 'i 
1636 183':1 1714 1798 1693 1l y~ 
1619 1781 1681 172 5 1635 IT~9 
1 R 14 21 ~ 1 2074 2126 20t:4 21 ., 1 
1 P?b ?.C77 1990 206() 1965 2053 
1fllll 202t 192t. 1S<;4 lfl89 19 ~J 
uno 196e 186') l92J 18 -~2 1906 
2330 ?273 1'32 5. ?2 64 23?3 
7214 2186 2258 2163 ?25?. 
2220211R 2190 20fl7 ?130 
215 P. 20 61 2115 2029 ;>t,)3 
f-(,6 76c 741 652 748 706 (:3(: 736 
H.~ 734 7>4 689 711 
761 732 121 61!2 6<;6 
7!JC 73C 721 6 7B bB7 
P34 94'1 904 782 92 7 861 72 7 915 
739 9'14 8tll 714 892 810 6f5 81:4 
(-,36 92 T 612 612' 869 786 625 825 
923 866 85 3 HI 7<;2 
1000 1136 10 RC 913 111 ~ 103'1 811' 11C5 
013 Ill I lJ3S 8'58 I 064 960 790 1011:1 
818 1C9c 1 ::J 1 CJ 79J 102 5 'll2 75 c <;~O 
714 10 A 7 lOOC 705 9<J2 881 6<;3 920 
1166 13?/ 1262 1043 1308 1227 909 l3JO 
1087 129.< 12C7 lOJO 1245 lll7 8'1~ 1222 
1000 126'1 11 7 <; 947 1193 1060 875 1150 
905 12~3 1155 883 1142 1010 fl46 10 70 
1334 1520 14<; 1 1174 1503 1418 I4S6 
1261 1477 1381 ll43 1432 1306 1411 
llA2 144t 133 7 llJ5 1368 1224 1329 
lOGS 14i;: 130 8 1059 1301 1157 12'l6 
1500 l 71 5 1641 1304 1700 1614 1693 
1434 1664 15 5<; 12 86 1622 1491 t6J 3 
1364 162t 1506 1263 1550 1399 151'> 
1286 1 ~93 1'•6 7 12 ~c; 1470 l3 21 1414 
l6l-6 19 l 1 183 4 1434 IE91 1809 1E~2 
1609 1854 1743 1429 1814 1680 17 '18 
1546 1 e~ e 168C 1421 1735 1581 1705 
1476 17611 1631 1412 1646 14'l8 l 'i'J8 
I 814 2108 2029 2095 2006 ?090 
l 782 2 045 1 'l29 ?JOB 18 72 l'l S3 
1 7?7 l9'rl 1858 1924 1768 1897 
1666 1942 l 801 18281'>81 17fl6 
?00:) 23J~ ?225 2293 2204 2289 
1'1'>7 223£: ?.lltl .?203 2065 2PJ 
l'l09 21AC 204C 2115 1958 2090 
1857 2120 1975 2014 1870 1978 
21(,6 2503 ?42 J 2492 2401 24A8 
2130 24:!2 230<; 2399 22 60 ne1 
2091 231>8 2225 2309 2151 2285 
2048 2 3Jl 2153 2203 20 62 21 71 
R34 9H, 938 826 943 8S8 818 c,n 
91>2 932 931 884 904 
96 l 9 31 'l2 5 879 892 
91>0 92<; 922 876 885 
1000 114 3 1094 957 11151039 909 1098 
870 11? 1 1075 857 lC81 994 842 1045 
1125 1068 1062 974 10 10 
1127 1063 1049 964 91J3 




14 € ~ 
14 27 
1862 
l 1 5 E 














HC fo4 7 
7:'1 f1~ 
6~1.' 

















































































































































































1000 1 DOC ~· 't 
100() lO:JJ .t: 
1000 1 OOC' .8 
IOOC 1200 • 2 
1000 12JO .4 
IOOC I 2 C:J .f. 
100 c J?JC' • p 
lOOC 1400 .? 
IOJC 14 CJ .4 
IJJu I4JO .t 
1000 1400 .'I 
l70C 20'} .;>_ 
12J J ?JJ .4 
120( 7 c,o .{; 
l2J J 2JO • e 
1200 400 • :> 
1?0C 4CO .4 
ll:l c 4JC .f 
lZ OC 4 00 .A 
I?C: 600 • 2 
120 j 600 • 4 
12'0J ~ cc; .6 
12'0 :l 600 • e 
120C ~ UJ .2 
12CC 8CO .4 
170·J 80') .f 
12 oc 8 0(1 .A 
12 cc IOOJ • 2 
120') iOJJ .4 
li'C c 10\lCl ·" 1?0J 100J • E 
12 1).) 17 00 .? 
t20C I ?CO .4 
12 oc 1.?20 .l: 
12 oc I 2 JO .a 
17CO I4DC • 7. 
1200 14·JO .4 
1700 14 CCJ .f 
120 C' I 40<1 .P. 
14JJ 700 .~ 
1400 2 00 .4 
141)J ?00 .6 
l40J 700 .B 
140: '• JC .7 
14'l C 4.)0 .4 
141;( 400 .6 
140~ 40J • F 
140.') "on .2 
140 ( 6"' v<- .4 
1400 t.:J) .6 
1400 6JJ .A 
1400 AQ) .2 
14J ~ ")l .4 
140 c 'hlJ .(: 
i40J 80) • r: 
14 o.J I J0.1 ., ··-14C C I OCJ ·'• 
140 c tO :JJ • t 
1400 I OQ,) .8 
140C l20J • 2 
14J 0 l20J .4 
140 ( t2CC .6 
140C tnu • F 
1400 14 J,) .7 
140C I4CC ·" 14:JC 140~ .6 
TABLE XVI (Continued) 
2 000 1043 1'3U4 122"'1 1000 12<t5 112"'1 9<t7 1~09 
20\JO 909 1292 121C 895 1210 1 c ij7 e75 1149 
2000 1285 120 1 1183 1062 IJ'l6 
22vo 1334 151 ~ 1440 1218 1487 l3Rh 1091 147ft 
2200 1218 1481 138f 1142 141'> 1280 1051 13a4 
2200 1091 14t2 115'71053 1367 1216 lOCO 1306 
22UJ 952 144<J 1344 941 132 3 1173 9 23 12?7 
74J:J 150" 170 ~ 1672 1348 1680 15P ll€2 l6f. 8 
24JO 1391 1H2 1552 1286 1599 144t; ll '>8 1567 
24J:J 1213 16 35 151~ 1210 1533 l361 1125 14 7'i 
?4J J 1143 161': 1490 1117 14 71 1100 1077 1374 
1400 1666 1 A<; R 18J'l 1478 1A74 1 1 t>3 1273 1864 
14JJ 1 <;6(, 184~ 1723 1429 1784 lbll 120 li55 
1400 1454 181 c 1674 1368 I 706 1520 125J 16<; 1 
14JO I 334 1 783 1642 129') 1627 1440 1231 15 :!5 
16)J 1834 2092 199 7 1t>09 2070 1957 20(:1 
160() 173<1 7031 1899 lr;72 1972 1803 1q4') 
1 6::l.J 1636 1 c; e 1 183<; 1527 1884 1689 11! "l4 
1600 152'• 1952 179 1 1471 1790 15<;6 1706 
1 AJ 0 7000 2lf7 ?IR'-1 1739 2267 2151 22<;8 
1 8J 0 1913 2219 207<; 1"714 2163 1988 2138 
1800 1818 ? 167 2()09 1685 2066 1865 liJ20 
11!00 1714 2123 19<;6 164 7 196 i) 176 1 l8R4 
20JO 2166 7483 2382 1870 7.46'1 2347 24~6 
2000 2087 240<; 7262 1857 2355 2177 7332 
2001) 2000 2349 2181 1842 2251 2046 2209 
2000 190'> 7?.96 ?ll<; 1824 2135 1936 7068 
22JO 7334 76RC 2 5 76 ?662 2'>43 ;>&<;c; 
22JJ 2261 25<;~ 2448 2548 2"67 2527 
2200 7182 ?53:~ 23<;8 24l9 2232 2400 
22JJ z O<lS 2 4 7 I 72 8 1 2315211R 2255 
2400 116 5 1l3f. 1139 10'73 ll20 
24QJ 11621112 1129 !Of!? I 099 
24JJ ll6l ll3C 1124 107R 1C89 
74JO 1160 1129 1121 1076 ICB4 
76JJ 11M 1339 12f'8 1130 13J5 1224 1091 12'14 
26JJ 1329 1271 1274 1181 12:07 
2600 1324 1265 1257 1167 1200 
2600 1321 1262 1247 ll59 1177 
16:JO 1334 1520 14 r; 1 1261 1484 13E 1 ll f2 14~4 
1600 1174 149'7 1418 1143 1432 13()6 11 05 1386 
16JO 14<iC 140!: 14J 0 12 71 1329 
16)0 1484 1198 1377 1251 1282 
1 8u0 1'>0J 17u5 1672 1391 1669 155;? 1273 1651 
1800 1348104 tsn 1286 1599 1445 1210 15'i4 
180() 1182 1657 1<;50 1158 15'>1 1388 1125 1474 
I BJJ 1647 1537 151 j 1354 1401 
2JJJ 1666 1893 1800 1522 1859 1733 13f4 1f43 
20JO 1'>2~ 1852 173 3 1428 1 7 74 1600 1315 1730 
20J:) 136411'2i 169<; 1315 1709 15 2 0 12 50 16 32 
200J 1190 1812 1680 1176 H:54 1467 11<;4 15 ~3 
2200 1834 2C84 1981 1652 2 051 191 9 l't 54 2 Ol"T 
2200 16% 2J~< 189 8 1571 1'>54 1765 11t21 1Gl3 
22JJ 1 '>46 7 C(;O 1854 1473 1874 1665 1375 18()0 
7~00 1381 1 <J77 1826 1353 1801 1592 1301 1679 
7400 ZOJ:l ?7.H 2167 1782 2245 2109 154(: 7232 
24.JO 1870 221) 2068 1714 2137 1937 1527 ~099 
24uJ 1727 2174 201.< 1632 2045 181<J 1500 1975 
24JJ 1511 2141, 1975 1529 1'754 1728 1462 1836 
26JO 2166 246'7 7355 1913 2441 2300 1636 2428 
2600 2043 23<;<; 2242 1858 2324 2116 163? 7289 
2600 1909 2351 2175 1790 2221 1983 1625 21'>5 
2600 1762 ?311 212!:! 1705 2114 1877 1615 2J::J2 
28:!0 2314 7664 254~ 2043 2637 24'74 U25 
2 80J 2218 2586 2419 2000 25132298 241!0 
1060 see 11 s .. 1010 
'1<;6 846 ll J& 922 
<) 'i7 1027 8 72 
13 <;9 957 1467 1344 
12H 'i41 1163 11 n 
ll2u '723 1266 1053 
lJ'H 88A 1159 962 
1 c; o:c 1662 153 
l ~ BR I r;49 1354 
12 73 1439 1217 
1180 1314 11 0 6 
1744 18 58 1733 
1 "i 7 I 1 7 38 i'>41 
14 ~ 1 1620 13'76 
1133 1481t 12 81 
1 q ~<; ?056 I 93 C 
17 57 193) 1.13 ., 
l62C 1 ROb 1583 
1 'j 0" 16(:3 146f 
2136 7254 212 7 
1948 ?1<'5 1 <J2 1 
1805 199'> 1 775 
1 h P.8 1848 1661 
.Z:i ~3 ~452 2 32 6 
?l41 232.) 2127 
19 G3 2l 67 196 il 
Hl77 2036 185t 
~c; 31 ?f. 51 2524 
23 36 2516 231 e 
21E5 238J 2163 
2) 69 ?22li 2052 
tJ 5<; 11 OS 1 031 
1044 IJ74 IJ15 
1.138 1057 1012 
10 ~7 1041 1011 
11 7<1 IJ48 1269 1l't4 
1116 1199 1 OS<; 
10 <; ~ 1 151 10H 
D e2 1113 1 02 7 
13 37 10'i5 1451 11CE 
1? 24 1:159 1]54 1157 
11 70 12 74 l 085 
11 ~ 1 1201 1 055 
15 14 114~ 1641 1490 
1161 1117 1524 ·DOC 
12 7 ~ 1077 1421 11 8C 
12 17 1314 1106 
16 c;<; ll90 1833 168C 
1'>20 1176 1704 1467 
14 co 11 ')4 1583 1315 
1315 1112 144':1 1202 
1890 1236 ?028 1813 
16<;} 1235 1889 164 7 
1 1'>50 1231 1755 147 
1439 1222 1602 1342 
200 •7 225 2J6 
1871 7077 1832 
1714 1934 1653 
15 e6 1768 1511 
2278 2422 2264 
205f 2269 2022 
18 8<J ? 11 7 1 83 8 
1750 1943 1693 
247 ~ Ul9 2462 
2;!44 2462 221 4 
2BOJ 20<11 2!:29 2341 1947 240 0 2154 23:~H207C 2105 2 026 
238 
TABLE XVI (Continued) 
\400 I., O() .!I <'l:lvU 1952 2482 2:-ttllo l!l8'3 227~ 20~, 2l7f> 
l60C 200 • 2 lAOO 2500 /A5~ :?717 2174 2833 26A9 287.3 
1600 700 .4 l!lJ J 7391 217~ 260C 2143 2 704 248'5 ?671 
160C 2Ci0 .f 1 til) 0 227~ nc<; 25tu 2105 2583 2311 1525 
160C 2CC .tl 1 ROO ?143 ?654 2445 ZO'i9 2449 2201 2J5'i 
16JO 4lH) .~ 20J:J il64 1334 1337 1289 1311) 
160 0 4CO . '• 2000 l3fll 13~1 112 7 12 !40 1296 
1600 4JO .f 200;) 136J 132'7 1 323 12 7b 12'18 
160·) '• OC> •A 20:>0 1360 -132'> n21 12 75 12 ~1 
l6C.:J f. JO .2 l2JO 1314 l'iH 1483 1104 1498 141? 1273 14 72 
16JO 1,\),) .4 2200 1527 l46'l 146<) 131o 142? 
1600 hCJ ·" 2200 1523 1461 1454 BM LN~ 
1Ai)Q 6 IJO .e 7200 1<;21 1461 1446 13'i 1 1314 
16 J:) A 0•1 .;> 14;)0 1"00 l7l~ 1641 14>4 16 r 2 15 59 11f:lt 16 4"7 
160C H0\J • 't 2400 1304 l6'lb 1614 1286 1622 1491 17 63 1568 \(l\}:JI A)O .(: 240·) 161:'8 1602 t~<J3 1461 1515 
~60'l ROO • el 2400 !683 159 <; l 574 1445 1414 
tr, oc 1 o·;o • ? ?6J J 1666 l A<; l' 11!0tl l'i6fJ 1854 1721 145<,. UP.! 
tr<.CC ['),)0 • 4 26JO 147? 186<; 176 ~ 1429 1784 16ll 136fl 17 ;q 
H·CO 10 co .e 2AOO 177~ t 8'ilt 1744 1263 t 739 1!>71 17 50 1651 
lAOC l 0•)0 .I' 76Ji) 1846 1 73) 1 706 15<t 1 15..'!4 
1600 12 Ol' ·' 28JJ 18 34 :>a fl4 1'1.81 l6<J6 2041 18'78 1~4f: 2C20 1600 17 O() .4 28J•) 1652 .'Jto4 1'119 157l 1'1?4 176<; 1473 18'19 
li1 co 1?00 -~ 2ll;)J 140,4 202: 18'1 c 1421 l8'l2 16'll 137.'i 18·)0 
11>00 1200 .'l 26JJ 1738 ?OJ<; 18 7} 1.23'.i 184l 1647 1231 L1Ch 
1~-t en 1400 • 7. 30JJ 200) 2?72 l16J 1826 2231 2079 1636 2212 
If• :).) 1400 ·" 3Ju0 1826 22?2 207<; 1714 2129 1920 157q 2'077 160() ! 400 ·"' 3000 163f> 219~ 203'7 1579 zoe; 1 1824 1 '500 1959 J6,)l: l'• 0!) • e 3000 1429 ?174 2'016 1412 1 9114 17'.d 138 'i 1"14.) 
lAvO :>QO ·' .?OJJ 7.16h 246; ?H l 1957 24Zl 2265 1727 24C<; 1BOC zoo .4 7.000 .?000 ;"•·>2 .??44 1857 23J8 20!llt 1685 ?.2<;'1 
lRO 1 700 .6 z0o:J 1R18 23(:~ 21'11t 1731 ??16 .1967 If:.?!: .?126 
1qoc z 00 .B 200J 1619 .?'\4\) 21&2 1588 21'31 1A85 1538 1984 
liiJJ 4 00 . { 22JO ?334 26~4 .?525 2087 ?617 24'i5 1R1R ?600 
lAO, '•00 ·" 2200 2174 2584 24U 2000 .?491 225<; ll'iC ?444 !SOC '• co .6 22JO 200J 7'\3<; 2351 18-J<; 2385 2120 1750 ?2~9 
1 fj J: 'tCO .F 2200 181J 250t 2310 17o~ 2283 2018 l6<i! 2138 
!SOC bOC .? 24JO 2500 2841 271! 2218 2812 2646 19C~ 27<i6 
l!!C C r,oo . '• 240J 2348 2 76t ?SSe 214? '&17 2431 1895 .?6B 
l'!O:l bOll .~ 24J.) • 2182 271~2512201)3 2559 228.:: 1f!l'l 2417 
1110•1 600 .s 24JO ?00:) 267to 2462 1941 2440 2161 l84f 2301 
1Al>C soo .2 26JO ?66fJ 1041 7901 2348 3 007 2837 2993 
1AOO soc .4 26u·J 2522 7'1~~ 2761 2286 ·21!64 2612 '823 
18C 0 800 ·" 2 f>() 0 23o4 21!92 7.1,7t. 2210 2736 2447 26<;9 11:10 Q '100 • e 76JO .1190 2Alt3 7616 2117 2601 2313 2471 
lR 00 l JOO .7 28J 0 151\til534 1535 '1487 1511 
1'.1 co I OCO .4 z8ao: 1'i61 1531 152 6 14 79 1494 
l'lOoJ IJOO .f: 2110J' 156C 1'>2<; 1523 1476 1487 
1ROC I 0 )<) .e 26(,J 156\J 1529 1521 14 75 14'l2 
18\)J l2JO ·2 30JJ l'.iOO 173~ 167<; 1478 1b'l2 16 03 14!!C o1M:3 
180C 17.(;0 .4 300.; 17261667 1665 1572 1b 14 
180 .~ 17CC . ~ 30JO l72"J 1662 1652 1561 1c:.es 
1f!OC 1 2 ·J(J .s 3000 177.1 1660 1H5 1554 15 r 2 
18CC 1400 .z 3200 1 f,fJ6 1911 1814 1609 1863 1743 1546 1831 
l8JO 1.400 . " 320 J 1434 18'l4 180'i 142'1 1 1!14 168 0 1421 1754 180,1 14 :)1) .6 3ll0 1PS7 179'7 1788 1654 17J4 
1Rllv 14JO ·" 32JJ l!lfl2 17'l4 1772 1641 16"8 ZOCJ 7.00 .~ 22\IJ 1834 2C<;2 1997 173q 2041 189<i U36 201' 
:woo ?CO ·'• 720J 1609 20£5 1957 1<;72 1972 1803 1S27 1908 
200 0 7JO .t 2700. 2J52 1919 1931 1757 18H 
;>QQI) ?JO .!'! 22)0 ?Oit5 19~0 1'902 1733 177:! 
2000 400 .?. 24.)0 2000 227f: 21b 1 1870 222 5 2068 1727 2199 
.?OCO 400 .4 24JO 1782 2238 210<; 1714 2137 1931 1632 2073 
2000 400 .6 24JO 151t6 221<; 208~ 1'.i27 zc 1-; 18 71 150C 1<;14 
200C 400 • e 2400 nee 2061! 2035 183<' 11.197 









































































!7.f,9 1?1 4 
l! !>It 1212 
1246 1211 
1 ?38 1454 1317 
1 l!l4 124 7 
133'11231 
1 ~ 06 122 4 
12ef l A 31 1467 
12 3') 152'-11171 
14?1 1266 
1184 124E 
l 3 3 1• Pl17 1 <'>42 
12<;5 1691 l44C 
~231 1'iP"il333 
I4!B 12fl1 
1181 ?OCT 18H 
1H3 L'l64 1592 
!107 173& 14J'l 
1"'2:' 16J1 1342 
!429 <'70.) 201 6 
!412' 2044 1 161 
1 ~e!i Ie<J•J 157e 
1334 1 na 1442 
l 47 f; ·' l <;5 2 ;> c c; 
!471 ?2l'l 193<J 
14b2 ?J7J l7H 




2 os·~ 1 74 'J 
2788 259<; 
?607 ZJ12 




















1 75 7 
1 t:ol 

























1 'H 1 
1 61 9 2) 74 z 16 2 
239 
TABLE XVI (Continued) 
200ll 0 ·10 .4 26t)O l"' ') 1 '241<1 ;>;>:65 18 57,230 8 2084 1"737 ??45 19 ()7 l 'l"H 11 2~0') 
zooc f, ,} J • f ?600 17?7 ?3BP Z/'29 168') 2233 1995 16? c; 2126 !fllB t '> 3R 70')7 
£00 J 60) .P 2600 1476 2372 220<) 1471 2173 l'l 39 14U 2!117 !PG 1444 I fi9U 
lOJO HCJ • 2 2800 73;14 ? 6'i 1 2520 2130 2603 2426 l <JO<; / cl ;:.~u 2",7<; lHt ? ')6 7 
?OJ 0 f~ ·JO • 4 ?flO 0 ?I '\J 2592 ?42 (: 2000 124A 4 2240 l R4 2 l ·~ lj n ze !()47 ? 3 H'> 
2000 AdO .6 ?BJ 0 1909 ? c; ') 'J ?H9 1842 239 ~ 2ll8 l l ~ c 2.'W>• l<J6C 16 15 ?215 
2000 ~cc . p 28J J l (:,(,( ?53t 2352 1647 ?315 ?053 i 61 'i 7 l_ t..,() !A 41 1'>'>6 20?'J 
2;)00 l'J~C • 2 300 J 2'i0J .284 I 27J 1 2261 2 795 2611 20CG ? 174 25 6'1 1714 2 762 
?OCO I o,:o .4 30JJ ?30 1t ?7 72 259 l 2143 ?663 2403 194 I 2f)J') 22Sf 1705 25 70 
2000 1~)0 .6 31)J J ?0°1 ?7~1 ?5"33 <'000 25'>' ?2'11 ! R 7 c; ,?4l)? ?l OH l 691 7 l86 
2000 lJ'JQ .R 1 JJ J 1P'>l 27 Jl 7 49 7 1824 2461 2117 l 7 6 <; ?l<JC l9tl 161>6 21 7<J 
20CO !ZCO • ? 32JJ 2666 30?3 2885 239l 2'188 28JO 2091 2'l r,q 27t l .><J'il:l 
70 JO !?CO • r, 'l?J J ?'• 7 R ?9t.4 275S 2286 2fl45 2573 205 -~ zrr.o 24 75 ? 75 7 
2000 1 > nQ ·" 12J ,) nn 7904 ?690 2158 2726 242 1 20 c c 2t ?41 ?2U ?56j zoo a J?cu • E 120 J 7 O'•H 2A6 f ?645 ?000 2612 ?3 08 1921 zv.? 1 20 9fl ?14J 
noc l4Jt;; • 2 3 40 J 2PV. '22~ 31) 7 l 252.! 3183 29<;0 21E2 "'''J "'" 
31'>4 
2000 1 '•00 • 4 340 0 ?f,'>2 31.37 293C 2428 10}0 2 7'• R 215R 2"171 h 56 2947 
zoo 0 1400 . ' 340 J 24'34 3C79 284S 2315 28') 8 2579 2 1 2 ~ ?ilOC ?434 2743 
z.occ l 4 00 • f 3400 ?2lf\ '\031:> ?7'lt 2176 ? 7h 7 2448 ?07 / z~>D z ns t 2 50'; 
*T--Combined total of two original sample sizes 
A--Combined total of two Schneider-reduced sample sizes 
B--Combined total of a precision-based reduced primary 
sample size and an original second sample size 
C--Combined total of two precision-based reduced sample 
sizes 
1 H tl~ 
1 (,') 9 
1<;BC 
2 352 






l 81 E 











No entries are tabulated for values of the parameters n, m, w2 , 
and V2 which lead to illegitimate Schneider-reduced sample sizes. 
240 
TABLE XVII 
'\"TA.TTTVQ OF iHE Fi..LL.c\TIVE PRE CISlO~~ or -s TO ~s Ai'iD --st ~4.1..LV..!.....<U yl yl y1 
82 82 82 2s 2 82 1 82 ~ 2 1 2 1 2. 1 
I1 m W~2 • 2 .4 .6 .8 .2 .4 • 6 .8 • 2 .4 • b • 1:1 
2CC 2 c~ .; 1.0814 1.. :.Itt 1.31.)9 1. 3043 1.8231 1.8140 3.4095 3 .. 392 5 l.JC24 J.S94t:; 1..1626 1. 153 c; 1. ~ 718 l.St:Cl 2.P~25 2.8610 1.1 3<41 1.1 ~Oit 1.40<7 l.lt051 ••• ~06 l.9E40 ~.HOe 3. 1'183 
20C 20( ·' 1.:.)268 t.o;: 11 1.1.215 1. 1159 1.3146 1.3678 2.234~ 2. 2235 0 .9 740 0, 'i6E5 1.0021 o .. c;c;eLt 1. 14<5 t.H~a 1. 7351 1. 1253 1.0 730 1. o6e3 1.2259 1.2206 1 .5716 1.5 648 2-6716 2. •tOll 2 cc 2 cc .6 I .JV77 l.C027 l.J346 t.ozqs L 1'13 l. 1 1 ~7 1.4l:tl 1. <4 58 E C.'}E47 o. C: E~4 Q .. S7t6 o. 972 3 1 .0016 t) .9 CJ7? 1 .. 18.26 1.1775 1 .0~41 1. C2 E2 1.1CC9 1. 0~41 1 .. 2!: n 1.2H9 1.1901 l. i1'99 zoe 2CJJ ·' l , 1)')17 \!. C:9b7 1 .ocso I.JuJQ I. Cl75 1.) 174 l.090A l. 0754 C.9~t4 ~. <;9:; 1 C .S9CF c. 9E75 C. '9Hl o.9e2s l.'JI)Qq ). C.976 t .... vge 1. c-::23 1 .0264 1.0188 1.0t~6 1.0":E7 1.20C 7 l.I9l7 2J: 40J ·' l.36.:t 1.3~;9 3.72M ~ • HJ~ 1.2J 11 1. 1'7~ l !.H77 3.1242 1 .407C 1.4621 4.1159 "'· 1022 2CC 4(· . ' 1.1844 1.1 H~ 2. 7C 13 2 .6<;~8 1. 0 '349 l. czc,o 2 .Cb76 2 .05'5 9 1.3153 1. 3~c;5 3 .4:6 71 3. 2~26 
20C 4CO ·' l .. Oe3t 1. c 182 1.923C 1. Sl4l Q.g€79 0.<;836 Lt.54S 1. ""82 1.1931 t .. 180 2 .. lt59i 2 .445 8 2CC 4CO • 8 1.0284 1.02~3 1.3618 1. 35SC C.9e7t 0.9838 1 .1353 1.ol3lb 1.0GC3 l.C8L2 1.1015 lo6f8~ 2CL 6~..: .; 1. c;cc~ 1.C::HS 1. 7C Cf. l .6e79 2.1669 2.1sn 
20C oJO ·' 1. 5<; 76 1 -~EC..6 1.29f'5 l • 28<;2 1. 8610 1. 852q 2CC 6C? .. 1. 3218 1. 3 I ~2 1 .1 J22 l. C'l74 1 .. 5727 lo ~ f !fl 
2~C 6C: ·' 1 .1295 1. 1;? 3li 1.0;: 11 l.Clf3 1.2913 1 .2616 2\IC g.:; J ·' 3 .81?82 :3..€ 6 cs 3 .2801t 3 .2'-itO 4. 2'i35 4. 21 C..2 2C C sea ·' z.s44e 2. G3 ,:z 2.? >55 2.2228 3.5655 3 .'55(.0 2CC BC ·' 2.1576 2. 146Q l. SS 7C 1. 15 S.Cl 2.7983 2 ~ 7824 20C ao, .t 1.5144 1. S'Jt9 1.2160 1 .2120 1.9620 l.t;~H 
2CC 1 c c c ·' zoe IQGJ .4 
2(( 10.::..:: .. 
2CC ICC ·' 20C tnJ . ' 2CC 12C J . ' 
2DC ;;~~ . ' 2 cc .• a 
2JC 140 . ' 
2U t 4(,,., ·' 2CC 14C ·' 2CC 14( ·' 20 c 160 ·' 2CC 16 c ·' 2CC 16('' • t 
20C 1 bC .e 
2(( l.C .. 
2CC 18CI 
. 
·' 2 c c 18C .. 
2CC lBC ·' .1,:: ,"\ .... ~ .,
2 c ( 20CJ . ' 
20C zoco ·' 2CC ? 000 .a 
4C C nc . ' J.. G146 l. Ct.:: 1 l.J522 1.:4% t.ll/:1 1 .ll3tf 1-~ l35 1 .2105 0. '? 7<;:<;: :. <; 762 0.98 71) o. 'Jcl33 1.0222 Ll118J 1 .·}8 92 l. JS52 I .J 176 1.03t0 l .C9S7 1. (; S-3 E 1.1 HS 1. 17t.9 1. 29t4 l. 2,43 
4CC z co ·' l .0021 J. o;o;sb 1.0\}4U 1. J021 1. 01 J2 1.001' 1. t}2V1 1. Jl84 0 .993'5 J.l'i sc 7 c .'i852 C. S E24 o. ~ ne o.g;! 1 c.9>2l c. nee 1. JC<>7 l. ( .:75 l .0?.17 1. Jl94 1 .CJ85 1 .0361 1.06 31 l. 0607 4C ( 2CC ·' 4C..: 2U ·' 40C 400 .2 1.oe.:1 I • C lEJ 1.31J6 1. 3C73 1. E2 3.: 1. s te ~ "3. 40q4 -,. 4(09 l.J J 12 0 .9975 1.1621 I. 157E- I. ~IH: 1. 5 t ~ 9 2. fl:824 z. t116 l..l337 1. 1319 1.40-96 1.4072 1. '.l90.5 t .qa12 ~.7608 1.7545 
4(( 4JO . ' 1.0257 1. CZ::l l -l~J7 1.117 s 1.3742 1. 3 708 2.2344 z. 22BG o. 9 724 ':'. G6'i6 1 .001.:: ').9Q82 1 .148 9 1 .1456 1.7349 1 .13·JO 1 .0723 l,.IJ 7CQ 1.2255" !. "?' 1. 5"1'14 1.'5HIJ 2.6715 2. tt5 7 40( 4C~ ·' 1 .v·:.t-7 1. CJt2 1 .C337 1. 0311 1.1200 1.1 17'1 1 o46~d 1.4621 0.9f34 ':.Hl3 -:).97 '55 Co'iB3 lo c cca Co9Cifl6 lo 1 €22 1. 11St 1.J3?4 l. ;J3U4 1 olVJ3 l. J'17l t. 2 576 1. 2 ~ ((} 1. HCJi l. 1AA 7 40 ( 4 GC ·' 1 .c.nz J. o;'i E7 l.OJ44 1. :JC 1 S l.CHS 1. 0llr4 I.OCC.4 1. Oi17 0.:095-7 J.994l J.<NOl O.S884 C.H ~5 o.<; t !9 1. c cc; o. 9'188 1.{.{t;l3 1. ( :'--'5 l .• OZt.i'J _1. CZ21 1. Ot4l l.OOC1 1.2 J03 l .lo:;S 9 •cc 6 CG . ' 1 .1 S3t. 1. 1 C..Cb 1 .9015 lo 890 7 1 .. C E4l 7. J I; t :, I.GE·1 1. J 71C: 1.63'58 1.6297 ').Cl4Jl '5.Y 179 1 .27'?t- 1 .27.:.5 2 .07Sf: 2. c j 51 1. 84f? 1.e::~ 40C 6C:" . ' 1.)€39 l. c d 12 1.484'i t. 4 e.: E 4. i33<; 4. 7 i:21 a .--1e'i7 J-~624 1 .L2C7 1. ~ 1 7 2 ;. ~ ( !:f 3. 4 s ~ 6 1.1703 1. 1677 1. 7153 1 .7115 5 .fiC87 5.796C 4CC bO·J .o 1 .J 319 l .02S3 1 .2168 1.2137 2.-:i'44 ?.f7'311 a .91 "5 0 .G734 l.J459 1o J43 7 Z.CfC5 l'.CJO 1.CSt2 I. C9;1 1.4120 1. 4C 7C, :: •• ::17 3.Q2C5 
4C l 6( c .e 1. J'Jf 7 l. ( :u l.J6bl 1 • .;63 <; 1. 1:1:>2 1.1!)2:' C.9f 75 c.·q~a c. s c, ~ 7 c. <i.C:4 c l.?lfC 1.31S"i l.J4C6 1 .o H:1 lo17l"~ t.l67ft 2. 2£85 2. 2EOO 
4CC 8 ·JJ • .c--,J l .3CC ~ 1. J 5t9 3.12 R? 3. 719£: 1 .zvo ~ 1 .1 s ~Q 3 .1415 3. 1358 1 .. 46t:r 1. 4f 4/+ 4.ll58 4.1 09J 
HC BCO ·' 1. 18 ~t· 1 .1£(1 2.7C70 2. 7002 1. )337 1. CJ.:B 2 .06 71 ? .·J612 1. J t4e 1 -~ llq ~ .. ,26f:,q :. 2~S7 40 c RUU ·' 1 .J 82 7 1. ca ... J 1.923-) l.'?lA2 J.9Ht C. ';E45 1.45 37 I. 45<J6 1 .l 924 1 .l39J 2.4593 2.4523 4CC BCJ .e 1 .J ?75 1.C25') 1.36C<J t. 357 5 c .'t 862 :. s 8 45 l.l3Ltl 1.1325 1 .J8S6 1 .CE55 1. 7U·'JB l. ¢C,4<4 
HC 1.;( c .; l.t>.:4P 1.6LCO 1. 3 S4 7 l. 3f1Cj') 1.744q 1. 1.t; 2U •cc I CCC ·' 1 .. 3-421 1.33U 1.1287 1.12! 5 1. 5288 1. 5254 4CJ 1CCG ·' l .1 7Cfl 1. 1679 1.J235 l .J?l3 t.'ns2 1. 3:: ~ 3 4CC 1 :~c ·' l.Jl;:_:l~ !.U:<.& 0 .';t:'jQ :'. 0::: c;: 3 1. l~ 6; t.1U9 N 40 ( 12C.:: .; 1 .f) (l.J 2 1. s 7 ~ 2 1 .7 J;:'3 1 .f.'; '!9 ?. ibH 2.. 11 ~2 ~ 4( ( 12 ·J~ . ' l ~"'HJ l. 5 <; :0 1.? ,,,, 1 .2 <";?.I. l .tltcJt. 1. &~ (6 ..... 4L:: 12 :L ·' 1. 3 2Cii l.?1U. t. l :·11 1.Cq7 1.5 721 1. 56 76 
40G 12(H.: ·' '"' 14t ·' 40( 140 ·' 4CC HOC .6 
:g~ lAtC ·' l6CO ·' 40( 16CD o4., ( l6C: ol 
400 l6CO oE 
"' t·ec oi 40( 18C:::! . ' 
4CC lBCO .. 
4CC l8CC .. 
40( 20GC ai 
4(( 20CO .. 
4(( 20Ci: .. 
40( 2000 of 
6CC ZCJ oi 
60C 200 .. 
60C 2':J 0' 
6CC 2CC ·' 60C 4CO ·' 60C 4CO ..
6(( '" of 6JC 4CJ 
6CC 600 .; 
-bOO 6-SC .. 
6CC 6CG ·' 6C C I) cc • E 
60C 80:1 .; 
6(( 800 .4 
<CC E C C ol 
60( 800 .. 
6(( !OCJ o2 
60C 1000 o< 
6CC lCJO ·' 6( IOCC o! 
60 I2C:C 0' 
60( 12CC o4 
6C( 12CO:: ot 
600 1200 ·' 6CC 1400 ·' 6CC I~ OIJ o4
601J 1400 ol 
' ' c lltC:: o! 60( 160-:' o2 
6CC l6JO .. 
6CC I fCC .. 
600 1600 oe 
6CC 1 BCO .2 
6(( lBCC 0' 
6CC 180.3 ot 
6(( 18CQ oE 
6CC 2000 . ' 
6C:l ?.C:OO o4 
6CC 2CCC . ' 
60C 2000 .. 
BC C 20J • 2 
BC C zcc o4 
soc 200 ·' ace 2CC of!
BOO 400 .; 
BOC 4CCi ·' ec c 4(( ..
s ~c '•C: of 
f'\:i: 6CC o2 
TABLE XVII (Continued) 










5.6915 5. 6713 
3 .8~7CJ 3.HC2 
2.3)69 2.3';1J 
t.OJ3<; 1.c;:;23 1.0124 1.Jl07 1.0273 1.0.::~'5 l.C4£;4 l.C477 
1.030~ 1.C2li1 1.114'1 1. 112 5 1. 2H5 1. 2 ~fi4 l.l5l.d 1 .. scq6 
1 .:):)58 l. 0041 I .U211J 1.J221 I. C!45 l. Jf£7 l.JHO 1 .144 7 
1 .JJJ8 J. c;r,.sz 1.00,~ '5<' 0.9998 1.CC3J 1.C 016 1.0 1"J78 1.0Cb2 
1 .') E:J5 1. c 787 1.:nOs 1.3083 1-t229 1.8 lli'9 :. 40~4 3. ~C3 E 
i .Uls-3- 1rll-% ·t-.·1205 hl"l86 ·1.3HI··lo~HB l'o2J.., --t-.2"~07 
1 .J%4 l.OJ47 1.0334 1. C3 17 1. l2C4 1.1 H6. 1.4657 t. t"t:32 
1 .. 0Jl0 -0. ~Sfi3 I.UOI'ti 1.0025 1>., Cl67 l.:J J 50 f.o·ec3 t.ha·s 
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1.C.Jl7 t.CCH 1.C1IJ t.:H-J:! 
1.1~08 1.1:?..;1 1.~428 1.541S 
1.04S4 1. C4BS 1.257.,) 1.111)63 
1.lHSB l.Cl!? 1.C9btl 1.CCi6i 
1.0033 I.OO.a 1.0225 1.J21S 
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o.9737 c.~l29 c.c;te9 a.'i7a1 
0.9877 ').911H C.S714 C.~76 
O."i1Cil37 O.CJ'if2 \l.,9966 0.9962 
1.0003 J.c;c;~3 1.1617 1.160" 
0.9712 0.9lC~ 1 tJOQ3 0.9995 
0.9€25 0.9919 O.Cl747 0.97&,.1 
o.9953 o.'9ii48 o.c;Bt;6 J.'ie<>t 
1.Jl66 1.0155 1 .. 2-;62 1.2~4S 
O.lii115 :~.~HB 1.03{:] 1.C351i 
0.9786 O.S779 0.98J3 O.S79 
o.9c;23 o.c;c;1s o.9856 o.9851 
1.03(:8 1.0357 1 .. 3783 1~376 
0.9746 o.G738 1.0914 1.090!: 
0.9159 o.cn5o3 0.9960 0.9954 
0.~898 J.98S3 J.c;e54 C.H5 
I.Jt.09 1.05SS 1.537"5 1.5358 
o.qac~ o.t;;ss 1..16c;6 t.1.687 
0.9741 J.91"1 1e02it7 1.C24~ 
O.SS17 O.SE72 C.9902 C.989FJ 
I.C415 1.1~C7 l.l431 1.2426 
C.SI5E O.'ii~ l.CC13 1.((66 
C.9936 0.9931 0 .~890 0 .SI!85 
1.~715 I.Sf~S 2.882'9 2.fl~3 
1.1485 1.l"tlE 1. 7348 1.1333 
1.0002 0.9996 1.1819 1.1812 
C.t:l-'5C C.<;E£ 1.C,CC1 C.lic.i97 
l.c;6Cil 1.951 ~.t) 1~i'9 6.5<;89 
1.~-\05 1.-3394 3.6-473 3.6443 
l.Uc;J 1 .. CU6 I.'19E5 1o"iH"3 





~ .. U3"3 lt.1 it:S 
2.~311 2.5356 
l.t l£3 1-6 1!.3 
1.1571 1.1566 
o.978::- J.9n4 o.9861) J.9S'l1 t.c.dt 1-JiCt: 1.~e~o t .. oMo 
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l.V5J5 !.C499 
1.01<6 1.C 168 
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::il~~ :::~~3 :::~~: ::~::~ 
1.Cf38 1.0'i6 1.2001 1.1.S8 
2.!~CC 2.51E~ f!.73~3 1!.7311 
l.~f67 1.H55 6.J582 6.t544 
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z • .:tztt z.a4ct 
1.111a 1.n~c; 
1.Josz 1.o.;4s 1.0111 1.o1c1 1.ciel 1.ona l,ozw l.i7.t64-
1.::n12 t.J3t.S 1.0954 l.O"i4<; 1.L~Hf: 1.1H1 1.2<;U 1.2Q58 
l.J:)90 t.CC84 1.021:l l.J205 1 .. 0~80 t.a374 1.0626 1.U621 
0.9780 8."i111 1.CC97 1.CC87 l.C•B2" 1.os;1 1.2413 1.2.tr62 t.OS7"t 1.0570 1.1543 1.153'9 1 .. 3p31 1.3025 1.5358 1.5"351 
1.C55ft loJ550 1.I:CS5 1.1C.8G1 1.1'7SJ 1.1C.:84 
l .OOH t;o~3•'1.CPT'1;ocrr 1.'012'3 'l. 0116 ~::~~~ g:~~~! ~1:~~ gz~~~·2 g:~~~~ g::~~i t~::~ ::~~- · ·f-:~~·:J ::-~~~i 
c.9819 o.9810 1~0468 1.0458 1.zco1 1 .. l99J t.son 1.5063 
G.•n·72 u~'i1t5 c.9718 o.s111 o.s.~e4 a.9"i57 t.OB19 1.oe12 
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0 .~c; 10 
0 .9R5J 
l.CC:6C 1.3525 1.3~1? 
J.9a::)l 1.C~-16 1.J~CS 
O.S761 0.9771 0.97~5 
Q.~~l32 o.ti'il'= c.s~14 
1.1607 1.!5115 l.SlCJ 
c.c;c;c;s 1.141!5 1.1477 
c.t;:i41 1.cccz c.!Jt;C.:7 
C.G1892 ~.985;) 0.9846 
t.ZH9 t.e~o;e 1.ac;en 
1.03J5 t.::cc;s 1.3Cf, 
0.~765 l.C'l-72 t.J566 
O.'i£50:: C.S"iC!: C.•HC:? 
1o."H34 2.(230 2.430 
1.J15•J l.".:Ei7 1.'5£t:6 
C.'i9C4 lol135 l.t;;<J 
J.984o 1.01ao 1.J 11t.. 
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1.~2!1 1.22.c.e 1.4~t1 1.4ttl 1.9C26 t.(jQl8 
1.1002 1.o9q6 1.21~2 1.212s 1.4296 t.4zaa 
l.C211 1.021.: 1.C~~c; 1.:)5t2 t.J14-4 1.1136 
1.3093 1.30'17 i .6859 t .0852 
1ol56J 1.1~'54 l.36U1 1.3~G3 
t.059l 1.J5s4 t.t35e 1.1:~o 
1.0QS2 1.0013 1.0116 1.J1E6 
1.~D'Cf5 l.4c~c; 1.C.::':H5 l.qfc;7 
1.22_~1 1.2245 t.!712 1.5104 
t.CS9t! l.Cc:~J 1.2,513 1.2'5f4 
1.o2s~ 1.J24f 1.cns 1.ctts 
1.5295 1.52A9 2.4394 2.4374 
1.31J~ 1 .. '3C<;6 l.HE4 1.8E74 
1.15'j7 1.1SOG t.4·-lt8-l 1.4"70 
1.0~~5 1.0475 1.1 1t10 J .1419 
1.61\<; 1.61~2 ~-1~11 3.1!0 
1.4157 1.4149 2.4U4f: Z.4C33 
1.2117 1.2168 1.7617 1.7t64 
1.C7~ti l.ClH J.2E3~ 1.ZH1 
2.s2cJ ?.stqv 
1 .. f'3b0 loii"35C 
1.!248 1.!23t; 
1.J4ut 1 .. o3q 1 
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1.0023 l • .JJ2J 1.0048 1 • ..:04/t 1.001~ 1.C0l2 l.Jl.::7 1.C1C4 
TABLE XVII (Continued) 
18C( 4(C .t 
l8CC 6C.: .;: 
18CC 6C.:: .4 
HlCC tC.: .t 
180C 6C.j .e 
18cc 8c.:; .2 
J8LC 8C.} • .; 
18CC 8C: 
IBCG ec,: .I: 
IBCC 10C~ .~ 
1800 !CCC .4 
18CC ICC: .( 
180•:1 l 'JCC .e 
18'C l2U) .2 
1B'C 12r~~ .c. 
16CC 12VU .f 
1BCJ 12C:: .t 
18UC 14CJ .t 
lR-~J 14:)J .4 
18'( 14CC .f 
18C~ 14CJ .f 
1ac~ a..::.:- .:c. 
18 ~C lt·OC • 4 
I80C 16C~ .t 
1a.:c H:c.:.. .E 
18CC 18CJ .;;: 
18()~ 18t:J .4 
1scc tecc .t 
1800 180J .f 
lBC~ 2UO; .2 
1fltC .?c:; .< 
18CC 20C·) .t. 
ltH:C LCC,; • E 
eoo.: n: .~ 
zo,:n 2~J ... 
t:OCC 2C~ .t 
.£CCC lC~ .1: 
l.·~<;'i't 1.-:ces 1.J357 1.051 1.~BJ1 t.J7S5 1.14f4 1.145C 
l.J(..:5 ~.SC.S9 1.JJ1J t.JOJ4 !.C..J?l 1.J~15 l.JJ 1H 1.0037 
l.·_·u:s 1 .. ca.:. 1 • .:7~.,;,.. l.J691t 1.1576 1.1~7.) 1.2'1'<-':1 1.L9~9 
l.O.J2U l .. OJllt l.JC83 l.CC77 l.U2C l.OCI4 l.C4H l.Cii7E 
loJ1Jit I.C2SE! 1.1142 l.lU<i 1.2614 1.?b.7 1.512J 1.~112 
1.0.J'S2 l.C::47 l.Vl~".i 1.~229 l.Ct:42 1.)636 l.l4b4 1.1458 
l.'EC4 :: .. C:.'.t:S t •• Dt·~ l • .:·;as l.~r.29 1.:~;;:3 l.G-..::15 t • .:Ct<: 
1 •. J4<t7 1.0441 l.l6S2 l.l61l: 1.?917 t.3c;t;9 l.f4U 1.'14J'3 
l.JlJl l.C\:'iS l.C4ofl l.J4i:2 1.1':15 l.l?:C'i 1.!2C.l l.HS3 
t. ... .:t~ J.C~~a l.JUc3 1.v.:s1 l .. V?:Jl l.J19G 1.:saz t.G576 
l • .)hl3 l.C6.:.7 1.2.331 1.232't 1.57111 l.Si/2 2.3El3 2.3hC 
1.Jlf-,t;. l.Cltl l.07d7 l.J7fl.1 1.2lc.J6 1.2290 1.1-211 1.6261 
1.0:~:2 t.CJ~6 1.Jlt::7 l.Cl6l l.C':I·J l.J~t4 1.1E~J 1.1f23 
1.~:.:c2 :;,.t;;1,.'>7 t.:J,jJ6 l.COJJ t.CC~J 1.0CZ·1 1.flll7 1.(111 
1.0fC2 l.C7~6 t.31J4 1.3C96 1.8229 1.St:1J 3.4CS4 3.4C75 
1.·1248 l.U2"2 1.12·J2 1.11<;~ l.3H'i 1.31?2 ?.2~"'3 l.i33t 
1 • .;..~59 1.C0~4 1.C33J t •• J324- 1.12)1 1.'1195 1.4655 1.4647 
1.:...;c..1 t.c~ ... 2 I • .J~39 1.CC34 l.Clt5 16)159 1.:J8Gl l.C795 
1.1Jl3 1.1Cl:6 t.4.J22 l.4Jl5 2.lt'S4 2.lH2 t:.CC:.21 6.(E9l 
1··0347 1.c~q 1.1726 1.112-:. 1.-:;e:sz t.584J 3.~.4"14 1.~473 
l.OJ<;1 t.CC',l l.~St.2 1.~55t· 1.2£2!i i.tt:..:.--. ~.U51 2.N44 
1.001e l.l:Vlv l~;;C99 t~vC.S4 t.C4f:3 l.jlo~1 1.!.,J7. t.-:2~4 
20\.C 4CC .;;: 1 .... ·t)J4 •:'.SS<;G l.J~v4 C.~c,;qc; 1.CIOC'4- C.999'J 1.:7..:;;:4 C.<;~qs 
~GC( t, .:: .1. 
COCC 4C: .t: 
ecce 4C-) • E 
t:JCC 6CC .;;: 1.J-J2C l .. C-::1" 1 • .:c1:.. l.GOn'i 1.0159 1.01~1, l.Sl<J.? l.C2b7 
.<:·:.o:c 6;) .4 
;c..: ( bC.: .t 
£CQC 6-~,; .E 
2JCC 130•; .2 
.£0 ( ·: EC: • .; 
zo t.:.: aov .t 
2occ an .t: 
;occ 1oc • ;: 
zc-cc too: .~, 
2JCC ICC: .( 
20C:: ICC: .f 
.(CCC l2C~ .2 
.£0( ~ 12C:~ .l 
2·JC: 12': J .t 
;cc c t.:::: • f 
;;:c::: t4C..: .~ 
;')CC 14•;) .4 
2CCC 14\:: .~ 
COOC 1ltCC .€ 
LOCC l60J .2 
ecce H: ~..~ ·"' 
Z:l~~ tt_.~ ~ .b 
cocc tr :: .& 
;;:')J~ ~~~- .~ 
l.CJ65 i.COt.~. 1.J24d l.Q-24? 1.0'::511 1.0;~~ I.IDli l.lCl::l 
t.::.V ... 3 r;.~c,<,/3 1.:iuj1 O.~J'?GB 1 .. 0..:::·n O.C!9<oe t.OC·v3 Q.qc;q8 
1.013t: I.Jl:!l 1.CI">H- 1.0511 1.11"8 t.ll? 1.7134 1.2L::!A 
l.OOIJ 1.0C~ l.CJ~h 1.0031 1.0Q<;~ l.Otlf.~ 1.020~ 1.Cl'J7 
1.tl23·0 l.Ot2.:. I.Oeb'l l .. d5C: lo1<i57 1.1;~1 1.37L) lo37CS 
1.003} l.Q01t- 1.()13!. l.J1?'JJ.CJ3fl J.(l'J?(o 1.0~0--. lo070fl 
l.Oot:n.O.fi')C/7 l.U0C2 ~.c;<:•,7 1.\l::xlt O.')CJq? 1.0.:)02 C.9997 
t.O~'t4 t.·:;·:yl 1.1zrn l.i?QJ l.t'itl-'i l.L91~ l.j9t:l 1.?<;~4 
1.CCt-5 1 • .:!Ct0 1.lJ29c l • .:,2Sl i.0£15 l.OEOS 1.1'3&'1 I.lt8~ 
t.Ot:'ilt. t.cooo 1.co21 1 ..... :tt t.\>Oo t.a~e t.oln t.:Ht.t. 
1 /J47tl 1 .. 04'73 
t.Oll2 t.CII>7 
I .OCit 1 .C::OU 






.1 • .'4()3 
1.17'17 laO:.lll lo4t"%> t.c:·no 1.c2bl: 
1.~5lrt.\.14SS 1.147') 1.3f,J'l 1.,f.7? 
t.OC>7 .,.qlSl! ;.en>• t.CJC' t.01:1:J. 
D.';)'l' . t.OCIOI 0.'33'11> t.COO! c. !WI& 
1.~'!96 1.':>9·;.:' !.)'IE·'• 2o4'H:) 1.'.~ 1 ?. 
~ .. '::ITC:.<J ;).<;7<;1 J.'HlJ2 O.·J79lt l.C.:J2 J.~S"i~ I.L417 1.C4CE 
.:.'1r.f5 ~.<;<;<;<; t:.S<;21 :.GSl5 C.<iF14 J.~F.t:l ~.'OR2') ).98lP. 
J.'dlf C,.<;ibil c.r,t;4fl C.S<;"t,: 1.C494 1.:'485 1.14<"06 1.1487 
Q.q>l7'7 J.'ifl1? J.S71') J.c;769 O.'illlt !).q;c_ C.t;7~2 0.~125 
O.<J189 J.qrr.J t.J2.)6 l.Jlt.l7 1.1245 l.I;::~~ 1.:20J 1.316S 
c.r:t~ll :..se:o:; J.971? o.•n.:o O.<;J74 J.17fl6 1.0132 l.J126 
v.c;·nt .:.·.9<';t.1 c.c;c;;n c.;;c;t7 c • .:.Hos C.'dE4 c.<;Ha c.seoJ 
.:.uE~2 ·:-.<:u4 t.:-5~7 1.csss 1.22'>5 1.:'2t<') t.S~t-S 1.5852 
·J.'11td .).S7?4 C.'i729 C.Sl23 I.CC57 1.V,51 1.ll4't 1.1131 
;).'71'111 :.c;S~f. C.9B21J C.J~1fl t,;.<;7S2 J.Q147 Q.q786 ~.9781 
.:;..911C4 J.":l'i91) l.lJ~S l.lJU lo313J 1 • .!71~ 2.C3C4 2 .. (28f 
C.97?P 'J.97l? J.SB24 J.<tilJq l.Jf:OJ t.l5<iJ 1.3156 1.3148 
O.St:lt<.4 J.SE5~ C.<;7U .;.c;l<;:t C.~iO C.flil<lj l.C2f7 1.(2112 
:::'.1979 J.o:;<;;iS 0.9<;'•.1 0.':191•4 1].99J6 ).~tJ02 .J.9ll5·6 ).SE53 
, l.J:J3 ).S\i~4 1.1t-17 l.l6Cf 1.5715 {.j7C2 2.f·R2.'t ~.88V:l 
·t).97lt .J.~fU.r; loCJ.)l l..'it;S6 1.lltE5' 1ol4J1 le7347 t .• 1)3t 
a.c,~24 ':.c;alq 'J.S74-6 C..•H41 1.C0J2 :;.·,997 1.!1H9 1.1~_13 
0 .• 9'i52 :.SS4S c.c;gc;,c, O:.SEG2 C.'iE'i: c.q:~!> 1.,L01 J .. ~Sc;l 
1.Jl26 l .. OlLT 1.2331 1.232J l.E557 1.5~1.1 ~.ltlt& 5.11C3 
o.•)f11 v.c;7.:.5 1.077? 1.u26s 1.2e14 1.2C(:t.. z.~763 z.e745 
...:.9197 J.S1fb C.S1e2 C.'>177 1.C4H 1.J'f~ l.U?l 1.Hl1 
J.·i~2c; },'i925 J.9BI::2 J.'n"8 c.<;g.:,z ).·H&~ l.ltBJ 1.1176 
o.~E19 J.Q'3i1 J.977e 0.9771 c.c;;en~ j.~u! J.Jl?S 1.ctz1 
l.!JW• 0.9?J9 l.O'JJ4 J.9999 1.JJJ4 J.~99'"' 1.0CIJ; ").90::::9<:1 
c.c;7e2 :' .. CJ1i'5 C.S'36'J 1..<:.£<i?. 1.!J2lf: 1.02CJ t.:;:ac;) 1.08P2 
J.'}·:)Iq Q,.<i<;!3 C.9t:l?7 C.'OE~1 G.")lf-5 0.9"16 .~.<;717 .::.'i111 
o.·;nt J.S7o9 1 .JJ3tl l • .,.c::..; i.Oif2 
0.~rf!o9 ~.<; 0 41 _:..C74( ~•'11'1<; Jo9~l}. 
1.JJJ2 ~.c;o;sa t.Ji:~:" c.,cq l.~O:J~ 
~.(,7t;;P ~.SH1 t •. ')3:j 1.~~~5 l,l5C:!J 
:).~793 :.liHiO :.li7.:c; .;.SEJ (l.t'E.H 
(..•lS4C J.G.S44 .:;.Sf~7 ).q':,~~ ;:-.ct12J 
1. ;;;:~<i l. 2Uil 
c;:. j,l;,a ) .-;azz, 
I. Oot'a. ". ~'J9P 
1.3·375 l.Ht<; 
t.()"J(l 1. 0:355 
) .'i754 
l. t 1)70 1. t !;'5 e 
1.l~4'l 1 .1.:.3<; 
o.-w3(3 o.SJP? 
l .OOC( 0.99''18 
'.Q<lo<i ' .Ce9 • 
1.J291 l.02E7 1.0727 1.,12~ 1.1:!34 1.1;:1 1.2ltl 1.21o::J 
t..JC:40 t.:JD3'5 1.00:11 1 .. 0082 1.olt50 l.Jl4~ 1 • .:'2J't 1.012~1 
t.-:.4SS 1.C455 1.12J2 l.ll<'l9 1.4298 1.2293 1.3'/lZ 1.39C1 
t.':llt4 t.cuq 1.0352 t.::J-'17 t.~t62 1.Jt:!7 1.11u 1.1n1 
1.J647 l.Jt.44 1.1765 1.11!1 1.3~2f l • .,~Cl l.t:·4£.) l.t3Ci4 
loJ2e3 1.02~6 1.069? l.J687 l.HJ1 1.13<;t t.262':l 1.2621 
t.J:q l.CCJ:O 1.0111 l.C1C5 l.C211 1.?204 l.038J 1.J37l 
l.JES(: l.Ce52 t.24?f. 1.24:>.1 1.1jC98 1.5093 2.-112 ?.JIO" 
1o))t;q 1.0~4 l.lJp; 1.1110 1.2416 1.241!) 1.<;.;.:;..,) 1.4fi93 
l.JDC 1.0123 1.034J I.J:B3 t.C116 l .. G1C'i 1.lt.q 1.14St. 
1.1Jii5 l.1:::H 1.3Uf: 1.31<;1 1.1148 1.71t2 C.bl':3 Z .. U'o 
t.J550 1.]'345 1.1630 1.1t24 l.]7SS 1.37S:! 1.8S% 1.SCj6t 
1.;J223 l.CL17 1.0632 1 ... H25 1.14f:S I.11tt:l 1.35'13 1.3584 
l.JiJ38 1.0030 1.CJ99 l • .:CSl l.Ca!: 1.0~(7 1.D"C8 t.c~tc;-; 
1.1334 1.1?30 1.4Jq5 1.4~1:19 1 .. 990? 1.989"? 3 .. "'~(-3. 3.7594 
1 •• :1111 l.C7l2 1.22Sl l-.U4c.- -1.~.1.U. 1.5104 Z.61l4. 2.67Cl 
t.J328 1.J322 1.0998 1.J991 I.2~7L 1.2!l4 t.7eS7 t.Halj 
t.JCP:9 1.C£€1 1.02So5 1.J21d 1.(}637 t.J629 1.2CIJ1 1.1991 
1.1604 1.H: ... o 1.~1so t.!14!' 2.:!Ht: 2.3il7 6.1449 ~.7tt24 
t.~~.n 1.Cec.7 1.2999 1.2<:192 1.E4'H t.9.t.4 4.7C(<J 4.6<;66 
t.,:.to~':t 1.c.t.::a L14<:3 1.1445 1.4221 1.4~11 z.~55"- z.·~5'l6 
1.Jl'•7 t.Jt.!a I.J456 t • .:44E 1.1:1r; t.t:cc; t.t4E'J l.t:411 
1.022c; t • .:zt:t- J.l)5tl 1 • .::~57 1.1C12 l.lC(q 1.1611 l.HCE 
1 •. J::J2 ·J.SSS& l.J'-J2 .;i.CJGG8 1.0CJ2 J.Q'iS8 l.~C~J. C.~~'if: 
1.0,37? 1.03t." 1.J953 l.VSSJ 1.1786 l.17,:j:! 1.2961 t.zor;sq 
t • .ooso 1.cD~s 1.~211 1.J2cs 1.a31o t.J~7s t.·~ft2~ 1.0&22 
l.C:~17 1.0~26 1.14lf lollt.l2 1.Ll54 1.21"} 1.47'i9 1.4794 
1.019C 1.\:JES loJ·HO l.J474 1.cr;2r; 1.,.)<;~4 I.U'% l.U51 
1.00~1 :O.t;C:~~ t..JCOl .:.'IG0o t.~Dl :).r;996 l.OCUl ,:..q996 
1 • .)7::1': I.C7(4 t .. t9S3 I.ts4q 1.;c;•q l.lli5:" 1.7352' 1.734,_ 
1 .. fp::; 1.:.<:SA l.Jil1.) l • .:EC l.1t73 1.1668 1..~226 1.3220 
l.OJ70 l.CCf5 l.Cl74 l • .:J16 1.C!'-IC 1.0~~4 l.Jt41 1.C0'5 
t.oc;.:.o 1.o:~ 1.25ro 1.2% t.~4E~t 1.s4~" 2.te79 2.1cn 
l.O-ti7 I.V4Z~ t.t2D t.l?O l.U:c;q 1.2lc.-~ l.~f~Z l.!:t2t-
1.Qlt.7 1.Clt.2 l.JH3 l.:OVP 1..2-" 1·4 1.J213 7 l.l~ll 1.1F~4 
1.0001 0.9<<;3 1.JCJI G.c;c;q- t.~ocu 0.'9l)'il 1.0001 Q.c;c;r,; 
t.llOq 1.ll;j~ l.32N 1.3i.::"/ 1.7~61 1.1.)81 'J.6GID l.f9b1 
TABLE XVII (Continued) 
2i.!l.( 11'1..:: .4 l.JlU l oi..ltfl l.L:Ml.4 14 ... !:1"> l • .t'2t 1. lll J l.tt<./ lof.tf!; 0 .9 725 :. .9 719 J .<;83P l.o Sf3;{ l.UH I. Jtt 'i 1. ~4 44 I. 34.3 7 
~oo.: u:c: ·' 1. JC~4 1. c.;29 I.Ol!!J 1 •. )175 1. Ctl q l.J614 1.2.JEI 1 .2Cl2 C. <J !:St; 1. SR55 ) .n757 J.97~3 •).9lcu, 0 .o ]Cll l.':lN 1.(.375 ;we:: l~C': .e 1.(CI)Ol J.c<;c;o l.JJ l) l.UCU5 l • .: CjB I • -~ C; 3 1.0151 1. :146 C!.ttc: 76 .:. .~<, i2 J.S':.-42 U. S":3 E ;:. c:; RCj7 ·J.9 894 c.Hst .:. c:; C4 7 
eocc ~ :c ~ .2 1.CJJ1 1 .::7<;6 1.:!1:)4 1. 3CC.7 lo f22'7 1. 3.i iJ :. 4:"4 3. 4(77 1. J..:C2 J .9',9S 1 .1617 1.160e 1. ~ 7t5 t."i7C; 2. ~ E24 2.~€02 
~~ ( ( zccc .4 t.C24e 1. C243 1.l?J1 1.119/i 1.3 73~ 1 .1132 2.2343 2.2312 c. Q 711 'J. <; 7 ~f" 1 .(;0)? C'. ~Q96 1. 1495 l.l ~78 l.B'f7 1 .13~ ~ 
;Jc..:: 2~CJ ·' 1.005~ 1. CC~4 t.>J~:) 1. :::=z ~ l.ltCl 1. 1 lc; ~ 1. 4t ~~ 1. 4l:4 f ~ .7824 c.qoo O.!iHf. c. c; i42 l. ( c::z c. '7 c:~ 7 l. lBl'l 1.1 H4 20(( 2000 .E 1. 0CCI1 1. CO·l2 1.0039 t. JC34 1.;; 1~ ~ t.a lt:J l.(B'Jl t. C1S5 0.'1<;~ 2 J. t;'i<t9 0.9BQ'i 'J.:JB9.? J.sa'i J J.9R47 I .C~Cl ') • qn~ 8 
This table contains pairs of values of 
--s the relative precision of y1 
l.C5H l.Ct;H 1.16€7 •• H:82 1. 3"it2 1.3 c:;o:b 1.9543 1 .<;514 
t.c 233 t.J~a l.C6~!i loCf:'5Cj 1.1 O:tC 1. 1 ~ 1_;4 l.:"lf:'i) 1. J:fB2 
1.iJC43 t. c;Js loCll3 l.Jl:)5 1 .C249 l .) 241 1 .~ .<,,:.:: l .'J594 
1.1334 1." ;a l.tt.)!i5 lo 4C9C I. ""iJ!j t.qa~s 3. UC8 3. 7SCJ5 
l • .:.71 7 1 .:J7l?l 1.2£51 1.2746 1.!: 112 l.SIC '5 z.t-114 z. 61\:l 
l.Jl28 I .IJ!22 1.C998 1. J991 1. 257 2 1.2 'StS t .78H 1 .188b 
t.OJR9 1.0CE2 1.0255 t. C247 1.Ct31 1. Ot.Ct; 1. 2CU1 1. 1 c;c;z 
No entries are tabulated for values of the parameters n, m, w2 , and v2 which lead to illegitimate 
Schneider-reduced sample sizes. 
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TABLE XVIII 
VALUES OF THE RELATIVE PRECISION OF -s TO y** y1 1 
~J 
s2 = s2 s2 2S2 s2 = 1 s2 2 1 2 1 2 ':! 1 n m 
.2 .4 .6 .8 .2 .4 .6 .8 .2 .4 .6 .8 
70C 2~0 .l 1.198<4 1.'5Wl6 l.!4189 4.J5377 1. l (j,lJ?fl 1. '•~l'i~ 2.J4>69 ~.'t25hl 1.19f71 1 .r. !.illfl 2.1'"73 4.122~4 
20·J 2JJ ·' lo160CJ 1.3~7C4 1. B03C7 3.C3Bll 1.1~7~9 !.3'.:8C? 1.14396 2.79:25 1.161-21 1.·1~Bl l.IJt.. 306 3.19'?1 200 2 c-: . ' 1.17947 1. ?!:442 1.59386 2.21999 l.t)t57 !.1E"l~ l -~461(1 2. J6lt-'? 1.1513~ l.~2.;l8f. 1.',<1n 2. ~ St:t; 1 
20C J.;: • F 1.1 P'45 1.1.t:!68 1.53797 1.788(,8 l.?C6fJ.l l • 4Clflf, 1.5BS93 !.793'5 1 .t sc; 11 1. 'iJ7Lt., l. 4 ,~84 1. 78263 
700 4J_, • ? 1.56736 4.t.~28~ l.'i'd ll 4.7Ef.LS 1.:\f:z::t: 4. C:.il 'i!J 
2CC 4~~ .4 1 ·'· 7~20 1.t.8COCJ l .4 't33(f ].~l972 1 ·'•979~ 1.«;~77'? 
2CC 4 •• ·' 1.41f3A 2.91181 l.4C4t;4 2.~=~41} 1. '•ll 26 1. /"476ft 20C 40.1 1.39309 ;.;n-278 1 .vu) :~e. 7.J".:'34!:: 1. 3686'• 2." 2!::42 
7C( H< .. 2.3.?£41 2.:H.16G l.l6v64 
?00 600 .. -~ .;.1Q4'11 1.9H2~ 1.1~205 
nc 6 ) . .' . ' 1 .tHE.? I l. 7 ')')6~ 1.93942 
7uc ,.. :._ . [ 1.7Cf49 l •. .-,-4730 I. 7'l950 
7 JC BCl .; 4.b7246 (1- ·'1hfl'5!'i 4.7....:tl4 
2~C t-IC~ ·'' 4 .J•J2S3 3 .-:. '1<:144 '• .lfJ4':?. 
2" p ": ~ . ( J.U~55 z.1~~ 13 J.oezcn 
2UC 8~0 ·" ~ .'5 J46'J 7.1 1n7 2.9lltl 
7CC 1c:: . ' 
Z(IO l)C; . ' 
2 cc !C)) -' 
?CC 1 ( ~: . ~ 
20C 12 v) .z 
2\lt t 2 ~;: • 4 
2 cr. 12C: .t 
2 cc 1201 ·" zcc 14C • ? 
20C I4C. ·' 200 I40J . ( 
2C~ l'• .: ,: • F 
2JC lf-c);> .. 
2(( 16C: • 4 
I 
2CC 1(:;(\, • f. 
2 a,; lb'.):' 
2C: u~:: . ; 
2•JJ l q l: . ' 
ZJC ! ~Q) ·' I 2CC l g.;) 
? ~c lC.CC I I 7CC /CC:~ .. -. 
I : :~~;~; 
2(( ?C::: ·' 2 c ~ ~coo 
4CC 'oc ., l.l67R9 l.!f> 731 t.VJ'l?" 1. L:CI3 1.18271 1.?7f43 l .lCJq3P t.:.U49 1 .l ~914 l.JI ZV'J 1. ~(~~.>J 
4J. >Oo ·'· 1. l .. 6c; e 1.J.!1ll 1. 77414 l.l 1. f'~7 l.; 1~"1!: 1 1.29273 1. 35~71 1. ·~·.JC 7t' 1.1 p ~(, 1.1 '·111":! t. ~ l .~fl p 
4CC '00 . ' 





1.1 < 112 1 .1~852 I .•h)t::'3R 3.:)424~ 1.1 '.iE! '9 l.l~<;u2 I. 74572 2. 79B72 !. .1t.7t'' 1 1. :'1815 1. t!lt ~73 ?. ?CCt:;: 
4~·1 l.tP133 l.?~O':t; l. '5Yf:Cj2 2. ?25CC l.Z ~1l. !l l.~·~05S 1. ;oece 2 • ..:6 4 g::: 1.1 ~'3~7 t.~ :nCJq l.ljO')fl7 7 • .!€-313 
40J ~oo l.l!lrl'. I 1.3<~2~ 1. C4?26 l •. , 'i ~! ~ 1 .~'}IJ 56 1.<J)q4 1.58Hl 1. ISO 1 1 .1 ~<;55 1.?12~7 1.40241 l. 7'1117 
4C( fM 1.1 ~~ 11 2.?J'545 B.'tf->460 1. '34?.22 2. 1 1G.11 8.1 f-22:; 1. '16247 7 .. J t6·Jf1 li.•JOi''i6H 
40~ fQO . ' 11. ·1.;5 7C 1 .. s :·:c 1 o. ';16£!6 I. "3-)2C7 l. f ~4'j(; 5. 10 IHJ l. 1 ( B?,.«? 2.·Jl467 7.0117.~ 
4 c~ 600 ·'• 1.20646 1 .r:~n 4 .,t)ti874 l.}l"/7fl.';! 1 .t;t<;S~ 3.77494 1.;!1512 1. iSH~ ~.?f~67 
4Cc tQO • r II. 2 ~f.16 l.tlf.r70 7 .,•i4AJiJ 1. jQ·J~6 j.,(:~46fl 2 .~8354 I .d 6oJB 1 .t<~?Z<J 3.'>!7G~ 
40":: FQJ .. 1.'.16829 4.~-~S72 1 .r;4t<:e tt .ztc;o 1 t.•:iP.'iC3 4. 0: 1445 
4C( ~·:.; •'• I 1 ·• 7688 3 .H549 1.41-45t; 3.3)41,)<; l.4')QG8 j.913U.q 
41,; ( p: .. ·' 1.4204 2.q!H57 1.4C6~" 2.!!b'H: 1.434 n 3.2't(,c;4 4CJ 8Jl ·' l.~G653 2.,~G70 !.NH19 7.J;(_ 71 l.:;\tJ42° 2.~;7t; 4~( 1 c.:~ . ; 1.&7~03 1. o2n86 1.~9398 
40( ll. )G .4 1.7;2r;;2 1.6':iCl:9 1. 77?35 
4CC ~:;: .r,, l.b0 561 1.':..4q46 1.f.5eD 
4CC r.:-c: J.'>Jce~ 1.5·.~74 1.560(.6 
40: 12·j ... ·' 2.37.1~1 2.U518 .?. _ib21J 4C( 11r: ·'· ::'l.j.;;779 1.90841 2.1:15~1 40( I?·:o . ' 1.8R1~5 l.lc;7f\4 l.CJ<14(o9 
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TABLE XVIII (Continued) 
4()0 !?OJ ·" 1. 71101 1.6~4~, 1. 70734 40( HC .? 3 .1)9271 2.~9797 3 .1U93 
4CC 14C .. 2 .7H23 2 .5Cfl5 2.eres4 
40C 140( .~ 2 .3440S 2.10117 2.55900 
4CC 14C' . [ !.96785 I.R37~C 2 .I 785J 
40C 160.: .2 4.62~51 4.ltbCi64 4.1C916 
40C 160·) .4 4.00853 3.ou433 4.27125 
40( 16~: .t 3.27~19 ?. 186M l.6'J36V 
40Q 1601 . ~ 2 ·" 121?, 2.18067 2.<12513 
4CC 18CC .z q .L2864 8.69377 9.40726 
40C 18C: .. 7.65849 6.91A02 8.45992 
40C HOl .6 6 .n3e1 4.84779 7 .11C3'• 
~oc 18C" .e 4. J377l 3.13309 5.14482 
40C 2~~J . ;
4CC 200J ·'· 4CC 2o:c .f 
4(0 zoe: .E 
~00 2( 1.J~557 1 .C<i«>53 1.14067 l.ISU 1 I.J75~v I .12908 1.11355 1.21644 !. )4304 1 .ce 166 1.!2132 1. lt;'557 
6.C zc~ • 4 
630 20•) ·' 6CC 2C 
6CC 4)~ . ; 1.11949 t. ;! 1~ 1 I. 454!5 t.ne66 l.l2f(j2 1.;1 .JIS l.lt4!25 1. 74114 1.11'79 1.25580 t.-tt,·.)23 I .78345 
t.UC 40~ A 1.11598 1.21753 1.3zq 1 1.484El 1.14378 1.2~928 1.367~2 •• ~J34~ l.i..''L37'1 l.lE6'i7 1. JOI78 1.472~C 
HC 4C .( 1.12141:) 1-22618 1.31 7%· t.4021 c: 1.1 !i7G~ l.?f878 1.·>0876 1.514<9 1.Jfl77R l.lb28~ 1.2•034 1.2Sf~7 
60·) 41').,) .F. 
I>OC 60) • 2 1.19964 1.51111 2.14365 4 • .:.~7l't 1.199 n I .4~2t;"i 2.J94~9 3. ne8f. I,I<G58 1. ~~ 1 c;7 2.11C~3 4. 125~7 
6JC 6':1) • < 1.1Pl47 1.3~9vl 1.8J615 3.04387 I.IGP7'1 1.39035 I. 74631 2.1~'98~ 1.16807 I .39$77 1.8H63 3.2V244 
60C 60c .I 1.181q5 1.3~145 1.':;9il7~ 2. 2UH l .?.Cfl03 1.! c; 10 4 1.5GEi2 z.:ts~c; 1.! ?4e3 1-~~'>04 1. 59724 2.36S5!J 
6C C H • t 1.1tl9£6 1 .3t:64 1t 1.54372 !. 79f< 1 . • l J9 t'2 1.4J463 1.58924 1.79784 1.11>104 I.; l47C 1. ~84l; 5 1. 1Ci417 
60( PC~ .? l.lS8C8 t.qJ3~€ 4,. 24M~ A 1.2.H7 l.F.Ezlc; 4.10G35 l.ll30S 1 .'l-4632 4.3?06R 
6C: R 0'.:1 .4 1 .76036 1. 7C969 !.36494 1.264 3b l.t!~~J 3.v6H3 1.25736 1.1"'8!3 3. 5'!!3 
6CC BCO . ' l.?496il 1.57074 2'.57000 1.11,671 1.'34'1<;4 2.29756 1 .. ? 3228 !.'.8999 2.ea':47 6J.: fl!J'.' • F 1.2~~56 l.~lt..7~ 2.J1FCI 1.l70 18 t.~.::tnt 1. 90449 1. z .l034 1. ~CVCJ6 2.1 '%5 
6 OJ IOiJ:1 .? .i.. .418BS z.ti4aa 1. 1.0 lh3 2.5«;961 1 ·''2et9 2.11569 
bCC 1C c; • 4 !.35702 2.ZG39t; l.:S'"~6t 2.145J2 1.36609 2.HH5 
6 O::·J t·J,),) ·' 1.32792 1.9co3v l .13 l 75 I.S£IH I, 11411 2 .cei?S HC t DC J . ·~ 1.12221 t.·7~2tl6 l.J?288 1.7.:158 1.)0753 1 .a 185i: 
~. ~ r:. 12:' ··' l.56fAl '-·" 3b6e 1.~4227 4 • .2E<;Cit 1.'51)~35 4.51541 :o 120J .!, I .47744 3.6!729 1.44494 3. ?3!:54 1.?,':H 3.91sn 
'(;( 12C: . ~ 1.42160 2.92082 I.•C6BJ 2 .. C:]Cf92 1.4 3.,89 3.t:~JC5 
60~ 120 ~ . ' l.:l9H9 2.2t2V1 1.39!7~ z.OH1 I. ~9619 ? • r:_ltl 75 
60C 140) .2 1.7H41 13.70191> 1.72104 17.712Bu 1.17757 l~.!,ZJt 
6JC 14\!'~ '~ 1.(1~047 IC.72l3v 1.57315 s.~scss 1 ·" 706J 11.50947 
6n 1"~: . ~ 1.SH4C 1.; ~eo-; 1.4HS9 6 .CS41C I. t; 7':i S 7 q.l~548 
6~C 1 1t C ~ .E 1.48'<60 4.71942 . 1·'· 7Jl r:. 3 .~t015 1.o•;1ss 6.1:113 
fuJC l~c; . ' 2 .J015~ ].'l53o4b 2.JlHJ3 
6~C 16 )J ,4 1.8 zqq 1 1.74125 1.ASCA7 
t,CC 11· J J . ' 1.(, .91jt,7. 1.61005 1.75558 
6<;0 16~) • f l.')f!~IJ 1.55C4Q l.6.H 70 
hOO 18·): .? 2.32841 2 -~ 11567 2.H2t3 
HC 18CC ·'· z.csa73 1.9f,~l4 2.18640 oJu 1Hl, ·' 1.8o3n 1.7~€56 1.9<;t46 6CO tP:J~ ·" !.7125? 1.64~14 1.799•7 6.:C 2VC: .; z. H11 ~ 2.7~4G~ 2.B3169 
6CC 2JJJ ·'· ?. ·'·1821 2 .l92 5C 2 .t0212 6CC 2 CC\: . ~ 2.16046 1.'16491 ?.~~so:a 
HC ?CC: .F I .A 8.J~5 t.7tl4.?14 2.JJ025 
PJC 20) .? l.v421J l .. Ji346 1.09F. ';tj 1.12CH 1oH4P5 1.11210 1.147~9 1.1 U54 l.J276l l.C4c;6l 1. J6Ff< 1. ::P6'9° 
ace 2C.J .4 
SJ J 2JJ • t 
AOJ. ?OJ .H 
eJc. 4C<: ... l.l8559 l.lb9J7 1.?6750 1o39'1b3 I.IOOOl 1.1ezaz 1.27661 1.39969 1.07671 1 .15940 1.26242 1.399bJ 
eo; 40~ ·' 1.•)'730 1.1!733 1. <1749 1.27457 l.llC:·lQ 1.21461 I. 2'l27S t. "351!1! f 1.JI> I ?R 1.11307 1.16176 I. 21JH ~cc 4 CJ ·' ~a.: 4CS 
800 6·1) 1.13801 1.31J~4 1.~·re12 2. C51H !.14~01 1.3t,.7CJ~ 1. 55S59 2. CCCi66 1.1Be~ I.? 1218 1. 5q841 Z.C74Pf 
BOC lltt ,4 
BOC 60~ ,f 
BOO 600 .~ 
ICO f'OcJ .t 
ROC Rll) ,< 
eo~ Bet ·' 
ecc ec~ .r 
BOO IOOJ ,? 
BCC lOCO •'• 
BC~ IO~J .f 
80~ 1\)~J ,R 
ace 1?c: ·' 
80~ 12•)) ·' 
BOO 12JJ •'' 
81lC l2CC c 
80, 140J ,/ 
BOC 14CC ·'• 
ec:c t4~J ·" 
800 14JJ •.• 
ace t~e.~ • ; 
ROJ Ill)~ ,4 
IIOJ 16C\: .-: 
80J l~C~ , ' 
8·)0 180·) • ' 
ftCC 1 H\:C •'' 
8~" 1800 ·' 
800 IBOJ •" 
ICC lOC.: .? 
8)~ 200':' .~ 
800 70CJ , t 
ICC 2J'=':" .F 
0.01" 201.' ., 
C~C. 2CC .4 
OCt 2C~ .< 
00~ 20J .i 
IOCC ••c ,; 
l:ll)~ lt\l..) ·" 
lOOt 400 ,1 
100~ 4(0 • ' 
IJOJ ~JO .~ 
IOCC 60~ ,, 
l~tc H: ·' 
IOJJ ~Oj •0 
JOCC RC: .~ 
IOJO ~0) .4 
IJOC ROJ •' 
lOCO 8Cc • ' 
IO·~C I JOJ 
IOCC 10(( .4 
l,CC tOCC .t 
lOt:C l JO~ .fl 
I CCC 12C J ,; 
I·Jo: J<oo •• 
IOOC llOJ .< 
10(.~ 12~~ .c 
l'lOC llt.J':' .? 
aJ;.c .,.,= ·" 
tee:: t4c: .f 
IO.IJ 140J ·" 
IIJCC 16CC •' 
DOC 16~J ,< 
1000 161)") • ' 
lOG: 16C~ ,F 
IOJCII80) ,> 
IOCC ISCC ·' 
t~CC 1'~~~ •'-





1 .18q74 1.36704 
l.l7168 l.g93! 
1.2'936 l.t\,03 




1.7d7~2 1. 71543 
1,7 P773 leU893 
1.4S34J 1.~184t 








1. ~8883 7.20301 
l.'h.lt~~ 5.2.HCE 
1.46149 3 e4HC8 























.t.lld45 J. 7S7% 
l • .?lltP.~ l.6~0'i2 




l.\~Ft .. 8 t.6S5Ul 
1.47507 1,1H22 
1.4J2)3 2·6"<,0/8 
l • .lf1E4 2.23958 









































1.66643 1.15683 1.2~19 1e427n 1.6454~ 





1.1~~8? 1.493\l 2.& .. 461 3 ... 79?6 
lelCiH'iO 1.;,~~~ l 1.74~tl 2 • .ECCltt 
1,7J8Z2 !.3H27 1.59904 z.~6f.~4 
1,2C9'i 1.4C4S7 1,58966 1.7SE38 
1.2'•520 l.lt428 3, 30C80 
1.24h89 1.!:1511 le'i2924 
1.7.5176 1.!0234 2.oc~s3 
l,l5<10 1.4~~34 le /R460 
1.34754 7..!1!()05 8,1648~ 
le:irJ71tCi le8'.:~5"- 5e7951"t 
lel"A43 I ,t/J~A 3.77838 
l.l~l53 I.~C5E~ 2.485~1 
!.~.D94 2 .raoez 
1. ~6772 z. 34146 
le34G62 l. ~~7~ 1 
1."97!1 I.Uid' 
1 • .,4247 "t.2CfC44 
1.44513 3 .~!1627 





1.451•~ z .eC844 
1. fll2q4~ 
1 •• 514d 
1.'>!hi3! 
1.sc~a 
1,~5901 I.IC5H 1.1~3U 1.174f7 
I.Z~~Ie I,JP474 1.14754 1.207~8 1,?7395 
1.21616 loiC~09 lel9511 le272PE 1. ~40B 
1.5~U4 1.11M6 1.72651 
1.18119 . l,DlB' 1,2J9.19 






















lel"HPl l .• '!J35E 
I ,.'419h 1.416~~ 
1.24hC9 !.41~3~ 







I. :•ZC61 l,t,606R 
1.45421 3.ct?CC 
1,3677' 7.4E266 
le3~JCt:8 2 • .:ttG3"' 
1. '!69:!"' 
1.33108 




























3. S;?li'.: 1 
2.HO..J81 














1.11221 •• ~1023 
1.7.1~ 18 !.44744 
1.367.87 2 ,7(6/6 
1.3CQZ'l ZeC16Ih 




I, .1~04A 2. 27573 
l.~?,Q) .. 1.Ci'1~'} 













I .0~616 I ellOi> 7 
1.1)4103 leCJ653 
I.J~P~? 1.< 1405 
I,J8067 1.1!~57 
1.1)75c;7 1.1~tt53 






l.t ~~H 1.17588 
l.tt223 1.'1616 
t.l~9.ft8 1 .1S~J9 
lo7ZCJO le5E616 
I .l005~ 1.4H5• 





1.40172 ?. .!16.ftC 
I.HZ~9 2eZH94 
l.~VI§lC) t.<i~"-2~ 
lel92f.R 1. 7J924 
J,Hf82 3,i!i.H 
t .41688 ?.•12805 
1.36694 7.41~12 
1. l'il24 










7. jJ q7'i 


















































I C. 431~' 
~. ')5filt!i 
TABLE XVIII (Continued) 
1000 1800 ,R !,35230 l.'lC28 5 1,35923 l,eo3'H 
IOCC 2cc.: .; •• ,6ff6 4.~3745 1,54251 4,ZSC72 
IO·JO ZOO<J • 4 1.47789 3 .6fe74 1,'0452S :!.:~671 
1000 ?OOJ ·' 1 ,4 2226 ? .92262 1,4071 A 7.541~1 101:( •OC·' • p 1.~<861 2.Zt38 7 1.3g9l7 2.C38b£! 
12)0 ZOJ ,? 
12 c c zco .4 
12CC 2CO . ~ 
12 00 ~00 .. 
121;( 4CJ ,? t. J556l I,CS954 l,L4C70 1.184?6 1.07~41 !.12M3 1.1 7344 1.21641 
120t 40:> .4 
IZJ~ 401) ·' 12CC 40 ' 17 JC 60C • ? 1.)~563 1.1t813 1.?6767 1. 3c:i Cj 1 "! l.lJOO? l.lt2E3 1.27f67 I, 3S~ 7S 
12CC 6(; .4 1.;JS744 1. 15745 1.21761 1.274 71 1.11~26 1.?1464 1.'.9781 1.3sqn 
12.:c H~ ·' 12 co 6CJ ,II 
J<(C 90v • 7 1.11 9~1 I ,l ~75'l 1,45512 1. 76901 l.lZP9(, 1.26032 1,44 54~ 1. 74207 
12~~ a~c .< 1.11628 1.21786 1.32'5• 1.48537 1.1 4 3~4 1. &1!:84 3 1. 36 77f 1. 503f5 
l?JC aov ·' I .1.??.04 I .l2t.81 t.Jlll~·i l.'iC28~ 1.15329 1 .zeqt; 1. 40914 1.51501 I? CC ec~ . ~ 
12 co 11)0,) ' I .1 ~7/.1 1."!7024 1.12 78e 2.4~1JC 1.1b22D l.!6?27 1. 7J01~ 2.3SClf 
12 t c ICCC . \ 1ol4 76~ 1. 2>~93 1.51187 1.9 3::.1 1,17v37 1.11871 1.<;0 73C l.Bf]O: 
12: c !C~J of 1.1~1<0 t • .:e~!:2 1. 42 Jlt' 1.61E~l t.HC56 I. ~3·'57! I. 41 f 1.! 1.6435( 
J? ;c lJOJ .~I I .15909 I. 3Cf>b8 1.44367 1. t;7L:2C 1,17941 1~3~·044 1.512~S !.6<4E7 
12CC 12CC .; l.tc;r::R.? 1-'llbO 2.1441 c 4 • .JE:j 791\ 1 •. 1 sc..~·Pa 1.49325 2 ,•JG481 3,0?91>7 
1<'0C LZO~ . ' 1.1 ~nez 1. 3t.:CI5C l.80f:CJ2 3.Ci4~31 L.-19900 1. "3~C:6., 1.74690 Z.B01C4 
12JO !20J -~ 1.18257 1.35821 1.5<1'897 2.2l8?t l.?Oti4l 1.1H4'1 1.-,9?31'1 2.0b7C9 
17JO 120J • f 1.1 S-~2'2 1. 36763 1. ';4'il B 1o 79810 l •. "' .,:<:;6(} 1 .4C~"l2 1. 5'lCJfl 1. 19602 
17 ')( 14:') .? 1 • .'4657 1.6Sl0~ 2. ~4~4fi IZ. ll<i I 1.< 4774 1.< oe• 2. ]f..?.. 11 11. t74(6 
12J; c 14CC ·'· 1.?1937 1.53323 2. 31921 A. 7~ lH2 l • .?3025 1. 'i(: 7q l 2.1 7:;'i4 7.6B7Cf. 12 '~( 14C~ ·' 1.21~~3 1.45065 l. ql~Bl ~. 5.iE~ 1 1 .l ?.11~ 1,4fCEt I. e<?Hl 4. 457~C:: 
12 ·. ; 1\0~ ·" 1.11198 1 • .t. ~6!!c; 1. 70HJ 3. :t 12~ 1.2400'1 1.<6406 I. lJ 1€9 2. St.~ lt4 12C C 16C: . ; 1 • .?c; ~ll I. 92307 4.24 77'1 1.1. r<.:6b L.·:·'F257 4.11023 
17.;)~ 160.' • 4 1.2.&077 I ~710\\) 3 •. ~6E.56 l.?t462 1.< ~4::.2 3. J61C:) 
1?~0 l6•lJ ·'· I. '?027 I. 57171 2.57!95 1 • .!6710 l -~·~0~2 2.2q87~ 12:c l6C: ' 1.?54$8 I. 51R12 2. J2011 !.?7C75 1. '.:L'=•4q t. 9!}--~lj 12 .'C 18:J , l •. i5560 .?.2.!63c; E .. 4,.e2~ 1 .J4?6fJ ? • lt!C2~ B .16 S::i"3 
IHC 1..8C~ ... I .~J659 1.95178 6.54:?.'7 t •. _,V.l64 l.,€:0'ioS7 5 .7~706 
lZC' lAC~ • f 1.1nn 1.7!tCC 4. >~f24 l.lCi~t4 t.6a;z 3. 77C.5? 
1?. JO 1~J.) ·" 1.?~~8715 1.61(}61 ;.q'l~ ~'> I .3J IA2 l.f.(.t21 ?.4eo71 12 ( c ;cc: .";! l .. 'd9l6 z.t l545 1. 4 ~ 18 7 2. 6('01 1 
12 ~~ 2.10} . ' 1. 3 'ij '50 2.2~4.;~ 1 • .;-'!4Ci7. 2.lle~S4 
17...:0 Z,)\J•.) .(., 1. ~?bf.!"> l .(J6Cih6 1. ~:~.?1 7 1 .E42~d 
12( s !C·C·.: . ' 1.12329 J.. 7!1451 t •. > U47 1. 7(247 
14(' c ? :0 .1 
140 ( n: ·'• 
l4C ( zc.: .. 
1•0 c ?U0 .;I 
14(.;.; 40C • ? I • .. A111 I•~f!38R l.ll 1t61-i l .14l9J: l • ..:'ht;;l f I .11~.?A 1.1 562~ I .I R86' 
141)t: 4C') .4 
14\.J '• C<.: -~ 
I4~C 4C; . ~ 
140 ~ 6(.1.~ ·' I.'J1?29 1. l!-621 1. ?.0~ ~2 1. 2S2H I.J 8893 1.1 c;t, 7.3 1,2}4~ 7 1. 3C5CC l4C C 6C0 ·'• I .·.J7'>78 1. L~f,')~ t.186::1J 1.22835 1ol o)ryl4 l.z;J2? 1.27672 I. 3'd2< IL.:o:- f.OC . ' 
l4CC bJJ .. 
14 c ( ec: " 1 •.. :s<r73 1.2088 1.JH72 1.53391 1.11190 !.21320 lo 14~42 1.5U47 
l4C:: p .,,~. . ' l.J~-;~b 1.!~132 1 .. 2<;F.!:1 1 • .34542 1.12G0 t .2! l6C 1.3192:1 .1. 4C2C:<J 
14 JC HOJ ·" I4CC •co ' 14~ c ICJO .? 1.1,')07 1. <E12f. l.~Z2t:i 1. qs 1c 1.11602' !.2f,~4 1. -;ols!. 1. eM34 
14 c c 1 cc: • 4 I .12'>0J !.l3642 1.37~33 1. c;u(je-; lo!5!1? 1.21365 1.4J008 1. ~77~8 
'" ( ICC: ·' 1.1 3 )44 1 •. 2~2~ 1 1. Vt239 1. 44413 1.1'610' t .. ~;: 178 l. 42!: l:J 1. :3l51 l't.:O lOC·:"! ..




1 .4 -~6f'17 3 .2':.7.~4 
•• ,q771 z.-;4~iJ4 
l.U 't;\l '> 1.CE!76 
l.:l1l-7R L.l!.94Ci 
1 .(;~ l'"q 1.1132~ 
1.1D% I .256J2 
t.·.Jq415 1.!8743 
1 .Jfij!)<'l t .1lJ3~c; 
1.1'54f7 1.::'1477 




Lel6fP54 lo IS9H 
!.1:-·>70 1.:: ;&cr; 
1.l6~·.d t."316S~ 
L.~Lt"Y 1·) 1.1C"12t, 
l.:?!1lt.1 L .. ~'5oq~ 
L.JC";,"I<;I. t.•41vJ 
1.1 qf4J t.::~~qa9 
l.-~J3JO I .. 'i4tl 7? 
1.?~TBCJ 1.74~16 
t •. n:'23 t.!i.:; LJ4 
}.,~!31°~ t .. 'i·Y.H3 
l.'H-:IC:,.) 2.;i7JC 
1. jJCj ~.~ c .01666 
1.?771·) 1.7~47q 
1 .. 2C. 'ilt:!t l.fJH;> 
l.4~ht;7 ? .il6?.b 
1.)6670 7 .. 3•1435 
1 .. ~~ 2'i l t3 ? .: t;313 
1. "),J9?.'' I.:Jl!27 
1.u342:l 1 .vt:.?!i!3 
l~J6l~(;. 1. 1 t'•~ c 
1 .J 4ft~:? !.Jf656 
loJ927Y 1 .I SP45 
!. 07521 1.1·•298 
1.12~29 1.zn~c 
I .lU4U6 1o211J6 
} • jC77P, 1.1~7.93 
I .161 Ob I .3S?9J 
1.1?144 
1. 267~ 3 
1.16 ~~· 
1.46051 
t. l('? J2 
l.lJ 1 ?( 
1. 71t ~21 
1.515C4 
I.H170 
1. 35 2l• 
z.t70'9!i 
1. 84 752 






o4 .J? 15':1 
3.i.'IJt 6 
2 .ao P14 
2.H•31' 
!.62~51 




1 .. 1 c; f.C'• 
1.11~27 
1 • .13fJ32 
1. 21 r;or.. 































lo 117 P2 
1. 285< 
1. 14t 
1. 540 26 









TABLE XVIII (Continued) 
l4~C 120~ .~ 1.15235 1.:! lOOt t. i54~ 12 2. C324f 1.11~3~ 1 .!~89;( 1. ';3-421 1. q4517 1.13511 1.29632 1.5B68 2. ·J9042 
14~~ 1200 .t t.\5601 1.29~J~ t.443Ci8 !.67C<.J l.t84S~ I ;343!1 1.49160 !.617R9 1.1 ?S98 1.2(77~ l. 3q 7EG t.~;t ;c;~ 
12C~ .F 1.16364 1.31519 1.45621 1.59113 l.te3Rl I. l5822 1.5?258 1.67590 1.134 74 1. z IIJfJ06 !.36R44 1.482?0 ::~c 14;)1 .~ 1.199R5 1.51164 2. 14' lf. 4.C5EIC I .l'i990 1.<>328 2.0G4!1 3.~2t;7E l.l~GB2 1.~ ( 19:2 2. 1 7104 4. l26C:5 
14:: 14~J .. 1.18187 1.3~9<8 l.dJ703 3 • .:145'5.1 1.19902 !.lS972 1. 74699 2.80120· I .Jb8~ I 1. ~«;941 1."4765 3. 20 ~ ~ l 
I4L • 14CO .( 1.18266 l.!~E~i: 1. 59~12 2. 22ete 1.z.;E47 1.: fi 1!:! 1. :q-;.r,s z. \.6724 1.t~·5P1 l.~lfl24 1.~9fB2 2.36811 
1400 1400 .n 1.!903~ 1. ~6780 l. 54! 3li !. 7HJ 1 1.2')977 1.40542 l. 5902') }. J(j<j( i 1.1V74 1.! 16 7G 1.4P71R I. 79751 
140 c ltC: .z t.23qH 1.ft763 2.71 61 'l 9.42 956 l.ll591 l.B503 2.fJ4lZ6 9.09124 !.241>l0 l. .t-17<;.5 2. 7566R 'l.bU9A6 
l40C 1601 .. 1.~ 13E4 1.'>1190 2.22522 6.8321 .. 1.l25t4 1.4~0t;C 2.0Qf59 6.C~lt.2 l.-2-C4134 1.~2691 2.31"64 7. ,13\)32 
14 JC l60J ·'' l.Z!061 !.436C7 1.8555q 4. 40t ~9 1.13303 1 .41tC:.9'7 1,7811?. 3.65041 l .t"ti7 "7 t.~c;-2tt9 1.9ZIH s. (4:!'·fi l4CC 160~ c l.217S4 1.47hla 1.67735 2. 6Jl6Z 1.2 3587 I .45544 1.6?25' 2.3051! 1 .I 0177 t.3b7~~ 1.6 7 072 3 ... n~c;.: 
l42C 18~·':1 ... ? 1.28302 1.E~OIE J.72ceo 1.27•50 1.8130113 ~. L'J.446 1.2€731 1. f j 1 r; 5 . .,. re ~,.., 
I'<~( 1 fiC~ ·'• 1 • .?. 48~H 1-1:~1.41) 2. 1)7 :?2!i 1 .; 5449 J. 6G76J 2.71C.93 1 •. ~'1413 1.6E6BJ ~. l2C,~ 1 
14\.. c li?C~ .t l ~i4013. 1.~::3&3 2. 3Z JO~ l.?.~f't!: 1.~223t:O t. 11 7~q 1.22151 1.':4411 ?.,0151 
1'•' .. ) 18J~ .n l .?4"i31 1.49?37 t."Q3J5 1.16?.04 t.5.;.Gqq 1. N3 ~e~ 1.2 ~ lfl5 1 ·"' 13 P. t.qt;37J 14 ( ( ?c;; .. : t.HJ36 2.CG04A 5.t;J55Q 1 •. 11~74 2. Jlo 1 Jfl 5.711~'1 1 •. '3613 7 .111:;0 6 • .)'t46 7 
l4cC lilJJ .. t.?P.f.43 l.EJf.\71 •• t35Jl J.U59~ t.7n·JI lt.tS~El 1.2a•n 1.€~16~ '•· 91• 1~;1 
14 ~:: 200c ·' ! .? 11 ~.) l.t59L5 3 •. HBC'l 1.2B496 1 .bl'•Bl: ?.S87;)J 1.7S7~f, l.f>C.Q72 J. g 7?:J 1'•CC zoe: ·' l.l73A?. 1.,7323 7.j94lW 1. ?'J~C:3 1.'5'7166 ?.14C39 1 .25 ~~,, t.SiS.?9 l.,1.)941 16 )"; 2.J') 
~~~ c 20 .4 
I~CC 2C: .6 
., co ?~J •'·! 
lt~C "tC~ • ? l. :•lt21 J. 1.~7J40 1.~9847 1.12"(.8 l.Jb476 1.111~9 1.14771 1.17627 I .J?7t.d I.C_.11 l.JH91 1.0~7J! 
16•)' 40") • 4 
lb :JC It:.)"~ ·' l6DC 4~: . ~ 
!6 ~'.:. 6':.; ' l.Jt)275 1.11474 1. 1b1~ 1 I. 221lf. ! .J s 11 'l 1.140.: s ... lf:f::22 I.H~H l • .i! l.?.t: l.(t;<J55 l. p;;"j.) I. 21414 
H,L 6CC .. 
kf..: •. ( H7 .e 
1 ri' c (I ) •. l .-l 
l'' ( ec: .2 1 .. ·~ 1!15!·11) 1.16A16 1.2e112 1. i99tl? l.t~COl l.le?a4 l.l76 7J 1 ol99H5 l.u7Ml 1 .1595) 1.~6?~~ !.3~G~J 
16: ~ f! .}.) .. t .. -..E7'H l.l~7~l l.ll )(7 1. 214Je l.!l~30 !.t 146~ 1.202@2 1. j5S,S4 l • ..,:£,1 '37 1.11335 1.1~.>70(1 1.21396 
16 ~ ~ BJO .6 
1'0 c ac:: .f 
•• ~·5tft; . lhcO !OU'J' .> l.IIC77 1.21324 I. 4J 170 1.12133 •• ;:> 1t· 7!:1 1.!Gt!:2 l.l3l:€2 1.1 :~437 1.~~C04 l.tc•J4U l.fo67~J 
tt. ( c 1 cc: .4 1.1 J89' t.Zvll3 1.29M7 1."4Jt~S 1.1 ":\1Ml 1.2461C t.?o438V 1.45297 1 ..... 'i'-'83 1.1~ 133 1. 26 ]1(, 1. ~':.H:1 
lhCC lOCC ·' ! .ll4G"l 1.; l':!<i6 l.~JCC;:" 1.375E7 1.146<:1 1. 2 i'f!6! 1. ·i~B!: 1.5037C 1 • .: ~.::(7 I. I•~Co l.l·J':il3 1.2,617 16 uc lOOJ ·" I"C llC .;. 1. 13~ 13 1.!1081 1.57834 ?.J521~ ld4Cit~~ I • lCAC". 1.'iS~79 , .•J..,'J9& 1.13:1,8 l .~123(, 1. ')b ~I(,~ 2.JI~2·~ 
!rlJC 12)' .. 1.1 ~H:B 1.2~"'90 1. 41 '.:12~ t. 66fC,~ l.l5t~!; l.?.!:lf:~4 1.42>-03 1. (45f~ 1.1LU'i 1.l!IH 1. 3077 j 1.~AI77 
l6c.; l2.)' _,. 1.1 ~t,Ul l .2!4€ 1 t.36lt4i-l 1.4850~ 1.1t>6<;fl I .~1161 1 • .;3 B~l I. 55~ 58 I.IJ47~ 1.1~813 l.ZCiH'J 1. "l7~0 
16\:C 12C ~' . ~ 
11,~..: 140~ ' l .. t I;) '1(~.') 1.<JZH 1., A 1 ~ 16 2.71f!] 1.1712? I. !G20~ t.7e74e .t:.t4~Et.: 1 .l c 57!l 1.4CA64 t.iB3lJ <.15H5 
IHC l4C: .... 1.(55~5 1. 32'J23 t.sr~M 2. 11 ~5e 1.11735 1.?3f:o87 1-~'''"i78 2.01445 l.l3q;'J 1. 3..:.8·1 "= 1.~a.r: ~., ~.1€~!3 
1•:: l4C': .I 1.!.~'i34 t.~cz:n 1. 41i)"i•:C 1. 714n 1 .1 ~ 7 ~5 1. :!~877 1. '"i!.ll44 l.7C1t;t; 1.12<71 1.2':fjBJ ·1.41% 7 1.7ll01 
16 "c 1400 •. :! 1 .lf,7\ll) 1.:: ~:u . .c. 1.4H:l t.tC1'?2 I .IU T 11 1. 3£408 lo53C28 1.6€~~8 l.l:U<:.'\!:> 1,.2(341 1.3A1!9 1.507~3 
lH( lbCO ·" Ll o;<",f'7 1.51-167 2.144?1 I .l5 A19 l.lt;QCi1 1.4Y331 2. )9492 3.9?q87 1 .! i,f7H4 1 .52195 2.17JJ9 4.127C5 16.J] 1600 .. :.telqJ t .. ~ss.e: I. 6'111 J.C4567 1.1 ~G"05 1. ~~-'i16 1. I47C5 z. ~CI33 l.l6~f6 1. 3-~~4 1.8't774 ;.?044~ 
16.:0.0 I bOO . ~ t.ta?77, r.>?B4G 1.59921 z.abH 1 • .-:·.::ff-;1 1.39lbJ t.~CJ952 2.~6136 l .l'iliQ? 1.:: ;:t 3 ~ 1.!:~ff::6 2.36€!'5 
lfH:. 16.':0 . < 1.1 '7C46 I.J~7~1 !.'i'·~S4 1.79~58 1./ ;~P1 J. 4~l:i49 1.~~ )2fl I. 79919 1.-1629[) 1.316-~ 1 .. 46742 t.. 79781 
16( l 80 ~ "' 1 • .:'3449 
l.t:c }C"··C, 2.62fC'5 E.C~f?.E 1.2J 123 l.h1~SA L. ':'it·~6 7. PCC!C 1./H::'<J 1 .. f'!t-tt L. tt_l-;6 E. 23qCb 
1;..: 1 ·s: j ·'• 1 .. ' :.;974 1.4S645 lo1bQ3~ 5. 883C9 1.?2221 1.477q1 2 • .J41<i5 '>. 23-4ee l.;lJ .. ..'20 1. ~Ct. 5C 2.2'lc; 1 'i 6.2~7£1 
16~ lAc: ·' t., .; 711 1.-4~~4E t. P.1 ~ ~ 1 1. !H(.4 1.2;:'~<;6 I .,.r:420t I. 152!1 3. 24 ~54 1 .. 1 ~35.:,> 1.4\.U/4 l.'H16'i 4.3717Q . J(, J 1"00 .Ji 1 • .., 1"-21 1.'!67C 1.~~ l4b 2.42.tlr3 1.?326Z 1 •'•lf'-)JS l,668Cj'J 7. 17i1C l.t.oe7·J 1.3t 7~f l.o42ll 2. 7237P 
lh lCCJ . ; t .. ?7184 1. 7S<;62 :i .40493 1. 2f:I)J] 1. H451i 3.10132 t./7 :-;t.l J .81 f5Stl ~.460l? 
16•) ?J0 .. t.,:3~lf, l. t.l';~ l 2.73t!D t./t.7C. 7 t.5i546 l. C\3~01 l.?"i42& 1 .6437 J 2.81!<)1 
1~ ':. z: .. h1Q ·ti 1.!32l:6 1 .~one 2.17481 1.2 ~21.)'; •• ~~275 2. Jl 068 l.t' 1 ZCfJ 1.51117 <.3lelb 
loc l'::IJG ' 1 • .! 3p;41 1.4 i573 I. 637.64 1.1~553 1 • 4S5 ~8 !.7BS34 1.214"36 1. 449JJ 1-~~?30 lRC 7QO • ? 
lAC zc; .4 
1P': 2C: .6 
!dO 2 JJ .9 
18 ( 4C: .;;: I •""' 3783 t.C.661J4 1 • .J!~ f\1.)4 1.105°1 I.J6!46 1. l.j79S 1.14 1tJ~ l.l726f.. ••. J:~l72 1 .~40.:;9 t.v541o l.Cl.t-::!2 
ISJ 40) .. 







































































































































. ~ -. '• 
,/ 




·" . ; 
·' ,I· .. 
' 











.4 . ( 
.ci 
,? 




•'l -" .. 
•'' 
·' . ~ 
·' ·' .;, 







' .. . ' 
·~ 
1 ,')5562 loOS95~ 1.1~012 
1.·;7,21 1.14300 1.21026 
1.:1f4) 1.14097 1.19?~) 
1.19(•55 1.1~564 t.J2i'1f· 
I • .;'1~C,.,) 1.11582 1.24€t4 
l. I 1 <.ito~ 1.25766 1.4i5l1 
1.1!0R 1.217<;1 t •. 12Cjl2 
l -~ ?2?~ 1.22702 1,31 ecs 
1.1445 ~ 1."!~99~ 1.674~t 
1.1 -'~~7 1,2t8H l.ft4159 
1.1 ~ll:D 1.2t:4t:': t. 3~2~<4 
1.1712~ I, H ~81 l.R4t4:J 
l.t5F.78 1.~ 2834 !. ~94t4 
' t.l.61CJ') 1 .3-..fl2-::: 1.47701 I .l b<il'! 1.3.?670 !,4'/38 .• 
l.t9<ifl.8 1.5117•) z.t4.t24 
1 .1 •ll93 1.3~967 t.R?71o 
1.1 f278 1.3~€41 1. 5<"fCJ~ l 
~.]905'+ 1.~6803 1.~4~t7 
i l.l3CCi:~ 1,62637. 2 .'llol4'7 
l.?·:~.";d !.4€475 2.112~·; 
1 ... J44·J 1 .41746 1.78f2' 
l,:'t!M !.41289 l.t:'•7.~4 
1. J 34'•«l 1. :>1'1070 1 .C817" 
I • .: ~( :q 1 • .:f8lP 1 .. tllC:P 
I • .J6 71t. 1.11450 I .16493 
1."7127 l.l~B<i2 1.1H4•; 
l.lfSU 1.;, !f8U! 1 • .?(,77'5 
1 • .; f! 7 ~-~ 1 .I S7'5 1.2177J 
1 .1 ::"> lj(j l,lJQ3<) 1.37192 
l.l.:'lt'Jt; 1.l'ol7E l.2:44F-'i 
1 .1(076 l.?Jf5'! 1.28<i'i~ 
l.ti6S4 1.£782£ 1. 50172 
l .1.?2-4(. 1.?~21Y 1.3'012 
\.12809 I.B79u 1. l3~7Q 
1.:4974 1.:~~573 1.!.6~53 
l.l'ill'i 1.z1-qs7 1.4t,BSO 
l·.l4'SA2 1.2J3C~ l.3G~13 
I. I ~37CJ l.?S562 !.4777·> 
l.l 1404 1.4~3C2 !. 57224 
TABLE XVIII (Continued) 
1. H~ 2~ 1,07S'~ !.12MB 1.1nH 1,2!(4( 
1.~14411) 1.l19!31 1,16715 l.l3 525 1.32 •93 
lo23f72 1.11140 1.20322 [.27~~9 1. 3C.33l 
1.5014€ l.IJ919 1.?~;610 leJ2C24 t. 4'i2!6 
1.321~2 1.1?137 1.72163 1.31176 1. 3<1125 
1.76913 1.128~ 7 1,26036 1.44 '556 1,74218 
1. 4€555 1.1~39'1 1.2!E4E 1. 3o 7f4 1. scJ~e 
t.M,114 1.15342 1 .2~928 le.!tOCJ27 1.'51515 
2. H ~;~ 1.1'>i6t 1 ~?.2';~ < }.60'?'!4i 2. 1214C 
1. 744?~ 1.1614) 1. ?Sf>63 1.415718 1· 70819 
1. '!?27~ 1.17!'54 1.; )(14() t. 11t;C'H: 1,5E23~ 
1.~7141 1.1 742q 1. 4•;244 1.81.'04 '. 74406 
z. 18622 1.17~71 !. 34322 1.5·7143 2.C73S-: 
1,75;67 1.1 s 16'1 1 • 'i!27.5 1, 511?~ 1· 71:!'34 
l-62128 1.1 ~qb" t.3Mif,6 1.~l641 1.6ql~~ 
"· ... ~;; c ~ ~ 1.l';GqiJ 1.4S331 ?. ~'i495 3, sz~~· 
3, u457s 1.199J6 !. 3<;978 1.14110 z.80I42 
z. 22flt;2 ! .. i'·: E- ~ 4 1. ~ (; 1l: J, 1. o;r. ~':1 z.:t;;.;~ 
1.7~fll 1.:'J':.BH 1. ftJ'>~~ 1.5·JJ35 t. 7SS2! 
7.?~J~5 !.l>7h3 I ,£,(C82 l • .:.qt;l q 7.:25% 
5. 31410 l.l!~51' l.4t;~J~ 2,0Q2C4 4. 14564 
~.~2fi~C 1 .l7758 )·.43(~04 t.71lt ~ 3.J~E4~ 
? • .?~'i73 1 •. ' ~Jl3 !.I • .C.41 j l.6~f'qfj 2.C9974 
1,)9779 1 .. J5B9.1 1.10,51 t.l 1d23 1.1743'1 
1. 1"" !:•) 2 1.-.:. 1Ct:l:l 1 .1<11 1 1. 16C7~ t. lq5tt 
1 .. 25628 t.Jt!47U 1.1H5C 1.2J 70H 1.27401 
1. 2161 ~ 1.1~~18 1. l'il! 1~ 1.27?fC 1.34058 
1. 3"i<ie ~. 1.L,.;C1 1.1E7P4 1.un1 1.1~SH 
l. 271tl!: t.llq3l 1.?1467 I .·.?9.?82 1. 359t;!o 
1.59tE! loll 1>"7 !.:·.~6% 1 .. 36945 t. se;;s: 
1. ;a 14' 1.13J(.5 1. 2:!91(: 1.J31l~ 1.42767 
1.3~!2f. I ,14263 l. 272!: 1 1.:!()11-J 1. ~tc;C:.E2 
1. Hl71 1.1?>~28 1. "7972 t.4~f~2 1. 83~01 
1. 55J2t l .!491ft 1 .2't913 l.~~qf19 1.55:!68 
l,43ll0 t.t?ea6 t • .!C.80"' l,4?1Jl5 1.52917 
z. Z131P 1.l ~~·24 ! ,139d3 1.64 J5J 2.22C82 
l.dl39< 1.loSCC 1 ,1J575 !.47113 1. H488 
1. 1!5 i ~<; 1.17527 1.32~<;~ !. 46125 l.H•2C 
1,55C84 !.1h58 1. ~4L02 1,49<53 1.65254 
2.~,~~7 1.1 ;~77 I •• !C8~ 1. ~nt: sc 2.eze~3 
253 
1.04:! lq l.CHIBJ t.l~l~fl: 1.16578 
l.\Jb';2? 1.1 ~163 l.l!004 !.3!i'll0 
l.;';12q l.C<2l3 1.1773J 1.15939 
1.·J€A82 t.H9~" 1. 321 ~~ 1. 50E44 
I.J 7?20 t.l!f :20 [,2J2"J 1.2f2f< 
1.1140i.' 1 .• ?l.jl-10 1-4~){1 1. 78 3q~ 
t • ...:-94?Cl 1 .• 1 H58 1. 3Jl ')(' \.4728< 
1 .JA~R6 1.1<397 1.2::\1'51 t. 2<i~~ 1 
l.l4Cf1 1.1:024f l.6H~l 2.1~551 
1 .11 u.s 1.74754 1.4~417 1.7Ht6 
1. ll02C 1.2'1044 1 • 'll 7911 I .4~ 886 
l .. lt,fJ'+~ 1 ,4lJ15 1.8657!-'; z.tH .. ~i 1 
1.. t 1t742' !.317.,6 \.~Jq72 ?.?b061 
1.13262 1.?t4J4 t.~·p'~C I. 7(:Ci 1 ~ 
1.1'•117 1.uqz1 1.3915J t. ~2fi4C 
l.tt:C:,:Ob 1. ';;. 1"' P. 2.17111 4.12712 
1.l1Jd70 1-~~q~q 1."47El ).20~t2 
l.l.,I)S'J t.]?.t44 J.~9Cih)~ 2 .-\613"'3 
t.H 3CJ 1.;1114 1.4SH1 t. 1~fC5 
l.ll22< 1 .64·)4~ 7..f1004~ 7.4lbf:2 
1. lt.;ff.3 l.4t:<f:.27 '?.1 ~(:. 7q r;.67825 
1.loJ'I l,.'lr;,CH7 l.H~~C2 1. ~6H 
t. l ~'i'•'~ 1. HC93 1.b1?l8 2. 53t5~ 
l,•;l8R2 l .. O!l'r9 !,04l'l l.()IJ2J 1 
1 ... .:,. 36P9 l.~lP.~+1 t.GtJ110l 1. 1314 .. 
1 • .) ""h.?':\ l.liJU 1. 17?C7 1. 2 4t l 
1 • .)'1 ":~2'~ 1.0'.77 l.t·H?I 1.!24R4 
1. ~ 11 1'4 1.1 ~95f: 1.«7•2 1. JSH' 
1.)1, 16~ !. ! 1341 1.1f,;12 t. <14( 
t.J1B'7? 1.,1508 1.37"131 1.6056. 
1 .... ncc:? 1.1 ~·'J83 1.2 :tC::J') 1 .31t~2 
1 .J 1i:4~ 1.1!QJ3 I,IGCS7 1. 7341 
1.121 q[ 1.21703 l.~f)q;9 1. ~897 
1.10119 1.7J4~4 1. ]3t'29 1. ~41c; 
t _,, .. ~1?'5 1.!7BO 1.2~438 1 .34 0 
l.l464'i 1 • oa.&c;.;q 1 .. ',11€3 2. 3C 2 ~ 
l.l22'i2 l,2(Q72 1 .465?6 1 .6469· 
1.11413 1.2.ZC6: 1. 33~72 1. Sl!:f: 




6 1.17?'•7 1,4N86 !.~9Hb 2. qo:; 34 
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TABLE XVIII (Continued) 
00 180~ ·'· 1. 1~ lv~ ! . 33496 ).61~8t 2.246~8 1.18161 la3~fU,t I.~Aeu 2.12~51 l.H50J 1.:!2!22 J.tl~f; 2. 221H JO !ftC: ,I I t '·4C4 1.31294 '·'•8?e4 1.78553 l.l<t 7~ 1.356'8~ 1.'1 87< 1.755~1 1.1 J4q7 1.26'; 92 !.44':!t4 1 • 8ll 72 
'~ 1~C) .f ',J71P5 t.?;o7e le4RC34 1.6?~40 1.19174 1.~1Z~H 1." 141 1.1uc 7? l.l'::!~3 1.1130C 1. lt)C:: 1 1. ~HCC 
~0 2CCC .l j, .1 CCj89 t.Sll7Z 2.lo~t427 4. 058l2 t.l99'B 1.49335 z.j0 4CJS 3.'i1«J<;~ I ,I ~Y87 1.s1- ;:v.J 2.111lt •• 121!7 
CO lOC: . ,, 1.18196 1. '3'i97.:i '·''0721 3. J459c.i 1.1990~ 1.1~<)80 1.14714 z.•o t~ . l.lH7l 1. 3'.<,t-} 1.11478~ 1.2.:J'r73 
)J ZOJJ ·' I .13282 l.3~8'i;t 1. ':iqt;18 2. 22~C'! 1.ZJ8~6 1.?~167 •• ':'f'if: 2 2.Cti!( 1.1 ';6C'5 l.:!Cf~l 1. 59~17 2. 1686~ CJ >OC·: '' l .l q',)hO '·'t81l 1.~41)71, I .7~866 1.ZJ':!92 1.4~~60 t. 'jfJ04l 1.79<B~ lol6ll3 1.~1,26 1.4A775 1.7~82! 
No entries are tabulated for values of the parameters n, m, w2, and 
v2 that lead to illegitimate Schneider-reduced sample sizes. 
APPENDIX D 
SOME GRAPHS OF THE VARIANCE OF THE NEW TWO-SAMPLE 
POST-STRATIFICATION ESTIMATOR VERSUS THE 
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Figure 3. A Graph of Var(yYs) Versus Var(yf*) for 
Small Sample Sizes and Equal Stratum 
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Firgure 5. A Graph of Var(yYs) Versus Var(y!*) for 
Small Sample Sizes and s; = ~sy 
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