Abstract-Wireless sensor networks (WSNs) are characterized by localized interactions. Indeed, several WSN algorithms and protocols work in a decentralized fashion by coordinating nodes within the wireless communication range, e.g., localization algorithms and MAC protocols. Nevertheless, most often these mechanisms do not address faults that may affect the way wireless neighborhoods are recognized by nodes, e.g., as in the case of data corruption. As the operation of these mechanisms is rooted in the use of topology information, these faults may be a significant detriment to correct and efficient system operation.
I. INTRODUCTION
Wireless Sensor Networks (WSNs) are distributed systems of battery-powered, resource-constrained computing devices equipped with a wireless communication interface. Characteristics such as ease of deployment have made them a viable solution to sense data in diverse contexts [1] , [2] . To achieve energy efficiency, localized interactions [3] are usually preferred in WSNs, where algorithms and protocols typically operate by coordinating devices within the 1-hop wireless communication range. Several existing solutions are designed in this vein, e.g., localization algorithms and TDMA (time-division multiple-access) MAC protocols [4] . Figure 1 illustrates an example of the latter functionality. To identify the transmission schedules, TDMA protocols coordinate devices so that no two nodes simultaneously transmit towards the same receiver, a situation causing message losses due to hidden terminal problems [4] . In addition, to reduce message latencies, TDMA MAC protocols aim to minimize the total number of transmission slots used.
In WSNs faults arise in a number of ways, e.g., as data corruption due to defective hardware [5] , [2] or erroneous sensor readings [6] , as link failures caused by fluctuating topologies [7] , or as node crashes due to exhausted batteries or environmental factors [8] . Algorithms and protocols must deal with these situations to maintain good performance. For instance, if node 3 in Figure 1 (a) fails, the protocol must recognize the topology change and reconfigure the schedules to further minimize the number of slots used, for instance, as shown in Figure 1 (b) .
For an efficient and correct operation of WSN algorithms and protocols in situations like Figure 1 , the physical network topology must be accurately reflected in the nodes' logical states. Particularly, nodes are required to quickly and correctly identify a "consistent" view on their 1-hop neighbors. Consistency here intuitively indicates that, given any two devices n and m, all nodes reachable from both n and m in 1 hop must always appear in both n's and m's logical state, i.e., any 2-hop neighbors must agree on their shared neighborhood. For instance, node 3 in Figure 1 (a) must appear in node 1, node 2, and node 5 neighborhoods, whereas it must correctly disappear from every neighborhood in Figure 1 (b) . If so, the TDMA protocol can correctly reconfigure the communication schedules. Otherwise, inaccurate topology information may yield an incorrect assignment of transmission slots, producing collisions at the physical layer and message losses.
Besides TDMA MAC protocols, which are widely investigated in WSNs [4] , similar situations arise in a number of staple WSN functionality. For instance, when deciding on the placement of data operators using distributed heuristics [9] , inaccurate topology information may lead to inefficient assignments of operators to nodes. In localization protocols, inconsistent neighborhood views have been shown to cause severe inaccuracies [10] . Finally, topology control mechanisms [11] may fail if nodes are not correctly aware of the underlying physical topology, to the point of creating network partitions that may be impossible to repair.
Nevertheless, this issue is often overlooked. Periodic bea-cons are normally used to signal the presence of a neighboring node. This technique alone, however, cannot defend against data corruption affecting the neighborhood views and induces long delays before the nodes acquire the correct topology information. To address this issue, this paper investigates the problem of consistent neighborhood view from a theoretical and a system perspective:
• we formally study the problem to determine the conditions under which it can be solved and, if so, we identify suitable algorithms. To achieve this, in Section II we define system and fault models to provide a foundation to develop and analyze algorithms rigorously. Next, in Section III we present three increasingly weaker specifications of the problem at stake. Our investigation leads to an impossibility result for the two stronger problem formulations, whose formal proofs are described in Section IV. On the other hand, in Section V we present a distributed algorithm to solve the weakest problem specification, and prove its correctness.
• we implement our algorithm as a building-block in Rime [12] , the network stack employed in the Contiki [13] operating system for WSNs. As described in Section VI, the integration in Rime allows higher-level algorithms and protocols to treat consistent neighborhood views as an operating system service. We assess the effectiveness of our implementation in simulation and in a real-world testbed, as reported in Section VII. Our results indicate that the overhead imposed by our implementation is very limited and, when possible, consistency of neighborhood views is rapidly and efficiently achieved with minimum disruption for upper-level algorithms and protocols.
We end the paper with brief concluding remarks and directions for future work in Section VIII.
To the best of our knowledge, we are the first to carry out a similar study in the context of WSNs, where faults and topology discovery have been mainly investigated from a system perspective [14] with little or no formal treatment. Moreover, with a few exceptions [15] , [16] , the issues stemming from data corruption are seldom taken into consideration.
There exists, however, related work in the area of fault tolerance in traditional distributed systems. For instance, the problem we investigate is reminiscent of seminal work [17] where, however, the authors considers a Byzantine environment, which is instead a failure model we do not study. Self-stabilizing topology discovery and link coloring are also related, and several work exist in this area, such as [18] , [19] . However, our work involves maintaining a consistent neighborhood view among 1-hop nodes, whereas topology discovery normally involves the entire network. Group membership and communication have been studied in both asynchronous distributed systems [20] and peer-to-peer systems [21] . However, the hardware limitations of typical WSN devices make these results hardly applicable in our context.
II. MODEL
This section serves as a stepping stone by describing a model of WSNs and defining some concepts used next. Topology. We define a WSN node as a computing device equipped with a wireless interface and associated to a unique identifier. Communication in wireless networks is typically modeled with a circular communication range centered on the node, and assuming all nodes have the same communication range. With this model, a node is thought as able to exchange data with all devices within its communication range.
In reality, however, communication between two WSN devices may be temporarily disrupted by a number of factors, e.g., co-location with other wireless technologies and environmental noise [7] . Thus, in this work we define the physical neighborhood of node n as the set of devices that node n can exchange data with at a given point in time, and denote this set by N . Based on this notion, we model the physical topology of a WSN as S = (Γ, Σ), where Γ is a set of node ids, and Σ is a set of (node id, physical neighborhood) pairs, i.e., ∀n ∈ Γ : (n, N ) ∈ Σ. Notice that in this formulation the physical neighborhoods may change over time.
Information on the devices a node can exchange data with are stored in the node logical state and, in a sense, represent how algorithms and protocols perceive the underlying physical topology. We refer to this notion as the logical neighborhood of a node n, denoted by N l . Similarly as above, given a physical topology S = (Γ, Σ) we denote by
l and Σ l should always be the same as Γ and Σ, respectively. However, Γ and Σ evolve over time because of faults such as data corruption, node crashes, and link failures. Thus, Γ l , Σ l may be different from Γ, Σ. We call physical (logical) neighborhood view a snapshot of the physical (logical) neighborhoods at a given point in time. Programs. We model the processing on a WSN node as a process 1 containing non-empty sets of variables and actions. A program is a non-empty set of processes.
Variables take values from a fixed domain. We denote a variable v of process n by n.v. Each process has a special channel variable, denoted by ch, modeling a FIFO queue of incoming data sent by other nodes. This variable is defined over the set of (possibly infinite) message sequences. We assume the computation model to be synchronous, in the sense that there is a known upper bound on the time it takes processes to take a step. This assumption is not unreasonable as WSNs are often time-synchronized [22] to either correlate sensor readings from different devices or for time-based protocols such as TDMA [4] .
A specification is a set of computations. Program P satisfies specification ¶ if every computation of P is in ¶. Alpern and Schneider [23] stated that every specification can be described as the conjunction of a safety and liveness property. Intuitively, safety states that something bad should not happen, whereas liveness states that something good will eventually happen. Formally, the safety specification identifies a set of finite computation prefixes that should not appear in any computation. A liveness specification identifies a set of computation suffixes such that every computation has a suffix in this set.
Communication. An action with a rcv(msg,sender ) guard is enabled when there is a message at the head of the channel variable ch of that process. Executing the corresponding action causes the message to be dequeued from the process' channel, while msg and sender are bound to the content of the message and the identifier of the sender node.
Differently, the send(msg,dest) command causes message msg to be attached to the tail of the channel variable ch of processes in the dest set. The semantics of send executed on node n differs depending on the processes in dest:
• if all nodes in dest are in the physical neighborhood of node n, i.e., ∀i ∈ dest : i ∈ N , then message msg is appended to the tail of the channel variable ch at the same time at all processes in dest; • if dest is a predefined value BCAST , then message msg is simultaneously appended to the tail of the channel variable ch of all processes that are in n's physical neighborhood N ; • if at least one node in dest is not in N , then message msg is appended to the tail of the channel variable ch at all processes in dest possibly at different times. This models multi-hop communication among nodes.
The above distinctions are required to model the broadcast nature of the wireless medium used in WSNs. Specifically, we need to render the fact that transmissions towards a broadcast address deliver data also to nodes that are not necessarily known to the sender, i.e., they are not in its logical neighborhood. We assume a synchronous communication model, i.e., there is a known upper bound on message transmission delays. Faults. A fault model stipulates the way programs may fail. We consider two types of failures: i) transient failures, and ii) pseudo-crash failures. The former are failures that corrupt the program state by arbitrarily altering values of variables. Thus, they model data corruption due to, e.g., bit-flips caused by defective hardware [5] . Note that transient failures may affect the channel variable ch as well, modeling data corruption during message transmission. We assume that transient failures do not occur infinitely often, otherwise system liveness may be compromised. Differently, we say that a node n 1 has pseudo-crashed if there is a node n 2 that can no longer receive messages from n 1 . Thus, n 1 appears as crashed to n 2 . This may happen for several reasons, e.g., the directed communication link between n 1 and n 2 failed, or because node n 1 crashed due to energy depletion. We also assume a (correct) boot phase wherein nodes acquire their 2-hop neighborhood before failures start occurring.
Formally, our fault model is a set F of faulty actions [24] . These are similar to program actions, as they may modify the variables of programs and thus alter the program state. We say that a fault occurs if a fault action is executed. Fault actions can interleave program actions and they might or might not be executed when enabled. We say a computation is F-affected if the computation contains program transitions and transitions from fault model F .
In the following, we consider two sets F tr and F pc of faulty actions to model transient and pseudo-crash failures, respectively. A program with transient failures contains an action that assigns to any of its variable an arbitrary value from its domain. As logical neighborhoods are part of the program state, transient failures may alter them as well. Differently, a pseudo-crash is modeled by an action that removes node entries from information describing the physical neighborhoods as soon as these information enter the program state. Definitions. To complete our modeling, we provide formal definitions of some concepts used in the following sections. Firstly, we define how nodes remove from their logical neighborhoods the devices that they assume to be unable to exchange data with:
Definition 1 (Remove): Consider a physical topology S = (Γ, Σ) and a logical topology
where Σ l represents the updated version of Σ l and ⊕ represents an update function [25] .
Finally, we detail two additional terminologies we make use of in the rest of the paper:
Definition 2 (Faulty nodes):
A node n 1 is said to be faulty if its state has been altered by a transient fault. Otherwise, the node is non-faulty.
Definition 3 (Localized algorithm): Given a logical topology
, problem specification ¶ for S l , and an algorithm A that solves ¶, algorithm A is said to be localized if the message complexity of algorithm A varies with the size of a neighborhood. It is global if the message complexity varies with the network size.
III. PROBLEM SPECIFICATION
We define three increasingly weaker specifications of neighborhood view consistency in terms of safety and liveness properties. Note that the first two specifications are analogous to perfect and eventually perfect failure detectors [26] respectively, although in a different context. Recall that the physical (logical) neighborhood of node n is denoted by N (N l ).
Definition 4 (Strong view consistency): Given a logical topology
, and two nodes n, m ∈ Γ l , a program solves the strong neighborhood view consistency problem for S l if every computation of the program satisfies the following:
• (Safety) If a node n removes a node m, then m has pseudo-crashed.
• (Liveness) If node m has pseudo-crashed, then eventually ∀n : n ∈ M : n removes m. The strong view consistency of neighborhood states that, whenever a node n removes a pseudo-crashed neighbor m, every node that has m in its physical neighborhood eventually removes it. In addition, the safety specification rules out nodes mistakenly removing other nodes from their neighborhood.
Definition 5 (Stabilizing strong view consistency): Given a logical topology
, and two nodes n, m ∈ Γ l , a program solves the stabilizing [27] strong view consistency problem for S l if every program computation satisfies the following:
• (Safety) Eventually, if a node n removes a node m, then m has pseudo-crashed.
• (Liveness) If node m has pseudo-crashed, then eventually ∀n : n ∈ M : n removes m. Because transient faults can arbitrarily corrupt the program state, nodes may end up wrongly removing non-pseudocrashed devices. The stabilizing strong view consistency ensures that eventually strong view consistency is established again. Thus, it has similar liveness property as strong view consistency. However, nodes are allowed to finitely make mistakes by removing nodes that have not pseudo-crashed from their logical neighborhoods.
Definition 6 (Weak view consistency): Given a logical topology
, and two nodes n, m ∈ Γ l , a program solves the weak neighborhood view consistency problem for S l if every computation of the program satisfies the following:
• (Liveness) If node m has pseudo-crashed, then eventually ∀n : n ∈ M : n removes m, or a fault is eventually detected.
• (Validity) The fault is signalled only if there are faulty processes in the network. Therefore, weak view consistency attempts to enforce stabilizing consistency but raises a fault signal if this is not possible. However, the fault is only raised if it actually occurred 2 .
IV. IMPOSSIBILITY RESULTS
In this section, we show that i) there exists no algorithm to solve the strong view consistency problem, and ii) there exists no localized algorithm to solve the stabilizing strong view consistency problem. Nevertheless, we provide a global algorithm that solves the stabilizing view consistency problem.
A. Strong View Consistency
Intuition. The safety specification of the strong view consistency problem prohibits a node n 1 from removing a node n 2 from its logical neighborhood unless n 2 has pseudo-crashed. However, in the presence of both transient and pseudo-crash failures, it is generally impossible to distinguish the former from the latter. For instance, a transient fault may corrupt the memory content and make a node believe that communication is not possible towards another device, even though this is not the case. This intuition leads to the following:
, a transient fault model F tr , and a pseudo-crash fault model F pc , there exists no algorithm that can solve the strong view consistency problem in the presence of F tr and F pc .
Proof: Assume that an algorithm A exists that solves the strong view consistency problem.
Consider a F tr -free, F pc -affected computation C 1 of A and a state s i in C 1 where a node n removes a node m. Since A solves the strong view consistency problem, according to the safety property, m has pseudo-crashed. According to the liveness property of the strong view consistency problem, eventually, there is a state s j in C 1 , j > i, where algorithm A causes every node that is a neighbor of m to remove m, i.e., ∀k ∈ M : k removes m. Now we construct a computation C 2 = s 0 ·s 1 . . . of A which is F tr -affected and F pc -free, and is similar to C 1 , in that in state s i , a node n removes a node m because of a transient fault. Since C 2 = C 1 up to and including state s i , algorithm A again ensures that in state s j , for every node k ∈ M , k removes m. This violates the safety property of the strong view consistency problem, since the computation is F pc -free.
Thus, A cannot distinguish between computations C 1 and C 2 . Hence, A cannot exist.
Note that this result applies to both localized and global algorithm, although the proof deals with the localized case, as it is based on neighborhood information. For a global algorithm that computes the global network topology [18] , the topology information may still be corrupted due to incorrect information coming from various processes, and the strong view consistency specification cannot be satisfied. The key requirement of the strong view consistency is that no node may mistakenly remove a non-pseudo-crashed node. In the next section, we relax this requirement and study the stabilizing version of the strong view consistency problem.
B. Stabilizing Strong View Consistency
Intuition. The stabilizing strong view consistency problem allows nodes to finitely make mistakes when removing nodes, i.e., nodes that have not pseudo-crashed are allowed to be wrongly removed. On the other hand, we still require pseudocrashed nodes to be eventually removed. However, in the presence of transient faults, a pseudo-crash can go undetected if it is masked by a transient fault that clears from a node's logical state all evidence of the pseudo-crashing neighbor, i.e., the logical neighborhood of a node n is corrupted such that a pseudo-crashing neighbor m is deleted from n's logical neighborhood. Then, as illustrated in Figure 2 , it is as if node n has never seen the pseudo-crashed neighbor m and, consequently, it will never remove it. In a such a situation, the liveness property of the stabilizing strong view consistency problem is violated, which leads to the following:
, a transient fault model F tr , and a pseudo-crash fault model F pc , there exists no localized algorithm that can solve the stabilizing strong view consistency problem in the presence of F tr and F pc .
Proof: Assume that a localized algorithm A exists that solves the stabilizing strong view consistency problem.
We assume a F tr -free and F pc -free computation C 1 = s 0 · s 1 . . . of A. According to the liveness property of the stabilizing strong view consistency problem, every logical neighborhood remains unchanged in C 1 . Now we construct a computation C 2 = s 0 · s 1 . . . of A which is F tr -affected and F pc -affected, and is similar to C 1 , in the sense that, in any given state s j of C 2 , there is no node n that removes another node m because transient faults mask every pseudo-crash, as we illustrated in Figure 2 . The construction is as follows: assume C 1 = s 0 · s 1 
send(j cannot detect q,i); remove:: rcv(p cannot detect b, j)→ top:= top⊕{(j, J \ {b})}; of the stabilizing strong view consistency problem, since C 2 is an F pc -affected computation.
Note that, differently from the impossibility result for the strong view consistency problem in Section IV-A, this impossibility result applies only to localized algorithms, since only local knowledge of pseudo-crashes is available. With complete knowledge of the logical network topology, it is possible to develop an algorithm that solves the stabilizing strong view consistency problem. The topology of the network can be obtained using a stabilizing topology discovering algorithm [18] . The topology algorithm returns a set of {(node, neighborhood )} pairs that conveys not only information about pseudo-crashed nodes, but also about correct nodes.
A global algorithm satisfying the stabilizing strong view consistency specification is GStrongC, described in Figure 3 . Note that, according to Definition 3, algorithm GStrongC is a global algorithm since its message complexity varies with the network size. Since the topology discovery algorithm is selfstabilizing, it means that eventually the topology is correct. Algorithm GStrongC then identifies pseudo-crashes even if the node that would have detected it has no recollection of the pseudo-crashed neighbor. If there exists a node q which contains a node j in its logical neighborhood, but not vice-versa (as specified in the guard of action detect), algorithm GStrongC makes j send a notification about this to all neighbors of q. Upon receiving this notification, all neighbors of q remove q. Thus, we state that:
Theorem 3 (Global algorithm): Algorithm
GStrongC solves stabilizing strong view consistency.
Proof: (Outline). When faults stop, top is eventually correct because of the stabilizing property of the topology discovery algorithm that returns a set of nodes and their respective neighborhoods, i.e., {n, N }. In this situation, process j can determine every node that it cannot detect, and send notification messages to all neighbors of these undetected nodes (action detect). Upon eventually receiving the notification, these nodes remove the undetected devices. Stabilization of GStrongC follows trivially from the stabilization of the topology discovery algorithm of [18] . However, topology discovery algorithms are computationally expensive. Further, to solve the stabilizing strong view consistency problem, the topology discovery algorithm needs to be executed periodically so as to eventually provide a correct topology, after faults stop occurring. Therefore, this solution would be impractical on resource-constrained devices such as those employed in WSNs.
To redress this problem, in the following section we study the weak view consistency problem and ultimately describe a localized algorithm that satisfies its specification, along with a correctness proof.
V. SOLVING WEAK VIEW CONSISTENCY
Since Theorem 1 demonstrates that it is impossible to prevent nodes from mistakenly removing devices that have not pseudo-crashed, and Theorem 2 demonstrates that it is impossible to guarantee that pseudo-crashed nodes are eventually removed in the presence of transient faults and using only local knowledge, the weak view consistency problem specifies that a fault is signaled whenever such a fault is detected and only if the fault occurred.
An algorithm providing the above functionality is described in Figure 4 . During initialization, every node knows its physical neighborhood. This is achieved by executing a round of beaconing. Next, the nodes periodically exchange logical neighborhood information with their physical neighbors using the send with dest set to BCAST (action dissem). Once the dissemination phase is over, the beacon timer is set for the next phase of neighborhood exchange. Within a time period Θ greater than the message latency but smaller than the beacon period Δ, nodes collect and process neighborhood messages. This way, every node eventually holds information about the 2-hops logical neighbors within a given time period. Based on this, every node compares its current 1-hop logical neighborhood with the newly collected one (action compute). Every pseudo-crashed node n is flagged, and a notification message is sent to every neighbor of n (action detect). Upon receiving a notification, a node proceeds to remove the undetected neighbors from its logical neighborhood (action remove). Whenever transient faults occur, WeakC signals a fault which can act as an indication to higher-level algorithms and protocols. This is modeled by a fault message sent to destination BCAST .
In the following, we state four lemmas that we use to derive the correctness of algorithm WeakC.
Lemma 1: Consider a logical topology
The following predicate is an invariant of WeakC:
Proof: To prove that the predicate is an invariant, we show that the predicate holds in the initial state, and that the predicate is closed under every program action, i.e., the execution of every action of any process do not invalidate the predicate.
First, we show that the predicate holds in the initial state. The predicate is satisfied as the second disjunct trivially holds (initially J l = J and j.live = J ⇒ J l \j.live = ∅ and all channels are empty). Actions init and dissem modify the channel content, by adding to the channel. All channels are therefore non-empty, satisfying the first disjunct. Hence the predicate is closed under actions init and dissem. During compute, j.ch is non-empty, satisfying the first disjunct. Execution of action detect satisfies either the third or the fourth disjunct. Hence, the predicate is closed under detect. Similarly, execution of remove causes either the third or the fourth disjunct to be satisfied.
Executing action skip affects j.ch. The first time a fault message is sent is during detect. Thus, the fault message necessarily appears after any notification message, and no notification message will appear after a fault message. When the fault message is removed, either j.ch becomes empty or j.ch contains more fault messages. If there are more fault messages to process, the first disjunct is satisfied. If there are no more fault messages to process, then j.ch is empty, and the fourth disjunct is satisfied.
Thus, the predicate is true in the initial state, and is preserved by WeakC actions, hence is an invariant of WeakC.
The following lemma proves that either liveness of stabilizing strong view consistency is obtained or a fault is signaled:
Lemma 2: If a computation of WeakC contains a state s i where, for process p and process n ∈ P l , n ∈ P l \ p.live, then there is a state s j , j > i in the computation where either a fault is signaled or all neighbors of n have removed n.
Proof: As shown above, the predicate in Lemma 1 is an invariant of WeakC. When J l \ j.live = ∅, for some process j, either a fault message is sent, or, upon timeout, all neighbors will remove the pseudo-crashed node.
Symmetrically, the following lemma demonstrates the safety specification:
Lemma 3: If a computation of WeakC contains a state s n where, for some processes p and k, p has removed k, then there is a state s m , m < n in the computation where some process j considers k as pseudo-crashed.
Proof: When p removes k from P l in state s n , it implies that k ∈ P l in some state s m , m < n. This implies that in state s m , p.ch contains a message of the form (j cannot detect k). This message is sent during action detect, when k ∈ J l \j.live, and thus k appeared as pseudo-crashed.
Finally, we prove the validity condition in the specification of weak view consistency:
Lemma 4: A fault message is issued if there is a transient fault in the system.
Proof: A fault message is sent under two different conditions: i) in action detect, whenever a node is not detected, but no neighborhood information of the node is held, indicating a fault 3 , ii) in action remove, whenever a node j receives a notification message to remove a node that it is not found in its neighborhood, which indicates a fault in J l or in the information held at the sender of the notification.
As a consequence, we can state the following regarding algorithm WeakC and weak view consistency:
Theorem 4: Algorithm WeakC satisfies the weak view consistency specification.
Proof: Follows from Lemma 2, Lemma 3, and Lemma 4.
VI. IMPLEMENTATION
We implement algorithm WeakC in Rime [12] , the network stack of the Contiki [13] WSN operating system. Our implementation is very lightweight, as it only occupies 1.2 KBytes of program memory and 296 bytes of data memory. Optimizing these figures is pivotal when the target hardware platform is provided with only a few KBytes of memory, e.g., as in the case of the widespread TMote Sky node [28] .
In addition to the mechanisms in Figure 4 , in the implementation we use a neighborhood view identifier to indicate changes in the logical neighborhood. For instance, in the topology of Figure 1(a) , if the link between node 4 and node 7 disappears and no other failures occur, node 2 removes node 4 and proceeds to re-acquire it at the next exchange of neighborhood information. In doing so, the neighborhood identifier is changed as well. Thus, although the logical neighborhood at node 2 appears the same as the one before the link failure, higher-level protocols may recognize the topology change based on a different view identifier.
Next, we describe the two constituents of our implementation: the API available to higher-level algorithms and protocols, and the network support required.
API. Two primitives are made available:
uint8_t getNeighborhood(uint16_t * ids, uint8_t * num); bool isNeighbor(uint16_t id);
The former is used to query the current logical neighborhood. Memory areas to hold the set of corresponding node identifiers and their number are given as input parameters. Callers obtain these information along with the neighborhood view identifier as return parameter. Differently, isNeighbor checks whether the node identifier given as parameter belongs to the current logical neighborhood view. Network Support. To implement the periodic exchange of neighborhood information, we straightforwardly rely on the 1-hop broadcast functionality of Rime, embedding within messages both the identifier of the sender node and its current logical neighborhood view.
Differently, messages carrying neighborhood notifications require reliable multi-hop multicast to reach their destinations. This could be implemented using explicit routing tables. As in our algorithms all nodes may be sources or destinations of multicast messages, this would entail maintaining large routing tables, with considerable use of memory resources. In addition, routing tables may be unusable when nodes or link fail, i.e., exactly when our algorithm needs multicast functionality. However, we observe that in our scenario multicast messages most often target a subset of the 2-hop neighbors of a device. As WSNs tend to be dense networks [7] , [29] , in case of node failures the distance to the former 2-hop neighbors is very unlikely to increase drastically, if not at all.
Based on this observation, we opt for an expanding-ring nhop flooding for routing, embedding the list of destinations within messages. Starting with n = 2, we periodically retransmit the message by doubling the number of hops traversed until we receive an acknowledgment from all destination nodes. Acknowledgments are sent along the reverse path towards the originator using reliable 1-hop unicast. This mechanism provides reliable multicast with very little memory overhead compared to existing solutions [30] and generates no control traffic for route maintenance.
VII. PERFORMANCE EVALUATION
The objective of our evaluation is to verify that our implementation of WeakC solves the weak view consistency problem efficiently and with minimum disruption for upper-level algorithms and protocols. To this end, we use both simulation experiments and a real-world testbed. The former enables fine-grained control and inspection of the system operation, the latter assesses the effectiveness of our implementation in realistic environments. Metrics. We study the following figures:
• the latency to establish consistent neighborhood views, i.e., the time from when some change in the physical topology is detected to when all nodes affected re-gain consistent neighborhood views or a fault message is sent; • the network overhead, defined as the total number of packets exchanged at the physical level to carry out a view change, including retransmissions for reliability; • the total energy spent during a view change, measured using Contiki's energy estimation mechanism [31] . The latency figure provides a measure of the time spent by higher-level functionality with inconsistent topology information. This may be source of inefficient behaviors, and must thus be minimized. The network overhead caters for an indication of the network resources employed. Network traffic may generate collisions and thus message losses, possibly affecting the operation of upper-level mechanisms. This metric must therefore be minimized as well. Finally, energy is a fundamental metric in WSNs, as these systems are mostly battery-powered. The less the energy spent by our algorithm, the longer the system operates.
A. Simulation
Settings. We use Cooja [32] , the Contiki's simulator. We randomly deploy 100 nodes with varying densities. Note that our algorithm is localized. Thus, it is the network density that determines the complexity of the processing. We quantify network density with the average number of nodes D p in the physical neighborhood of a device. Simulations are divided in rounds of 30 seconds. The first round is reserved as boot phase to acquire the initial topology information, and no faults occur. During the following rounds, we independently simulate different types of faults:
• to simulate node crashes, each node is associated a probability P nf of being shut down by the simulator. To keep the network density constant, at each round new nodes appear in the simulation with the same probability.
• to model link failures, every link has probability P lf of disappearing. Failed links are restored after 2 rounds to maintain, on average, the same network density.
• to model data corruption, we randomly modify an entry in a node's logical neighborhood with probability P c . The values used for the various settings are summarized in Figure 5 . The values for D p reflect the network densities in real deployments [1] . Differently, the failure probabilities overestimate the occurrence of similar situations in real-world scenarios. For instance, in a network of 100 nodes, a node failure probability P nf = 6% per round entails that 6 devices fail every 30 seconds. We intentionally pushed on these values to stress our implementation.
We use Cooja's free-space radio propagation model and Contiki's implementation of the XMAC protocol [33] working with the default settings. We configure our network support, described in Section VI, to exchange neighborhood information every 5 seconds, and we set the acknowledgement time out in our reliable multicast protocol to 300 ms. Our simulations explore all combinations of the settings in Figure 5 by performing 100 repetitions with different random topologies for each combination. The results presented hereafter are averages over these repetitions.
Results. The latency results we obtained are shown in Figure 6 . Figure 6(a) illustrates the latency to re-establish consistent views with varying network densities and default failure probabilities. The absolute values at stake are very limited, being always within one second. This is at least one order of magnitude smaller than the dynamics of typical WSN applications where, for instance, sensed data is reported to the user once every 30 seconds [1] . Therefore, higher-level MAC and routing protocols are very likely not to be affected by the operation of our algorithm. The results also illustrate a correlation between latency and network density. In sparse networks the expanding ring technique we employ for multicast may repeat the transmission with increased maximum hops to reach the target nodes. This situation becomes very unlikely with more than 8 neighbors per each device. In these cases, a single 2-hop flooding is usually sufficient. Figure 6 (b) illustrates the latency for specific classes of failures against failure probability. In every case, the remaining simulation parameters are set to their default values. The trends are almost constant in this case and essentially do not differ for different types of failures. This highlights the ability of our implementation to deal effectively with diverse failures in highly unreliable scenarios. We also verified that combinations of failures probabilities outside the ranges of Figure 5 do exist that generate a sharp latency increase, up to about two seconds. For instance, one such combination is with P nf = P lf = 30% and P c = 10%. With these values failures occur so often that the control traffic generates frequent collisions at the physical layer, and consequently multiple retransmissions are required for reliable delivery. We do believe, however, that similar scenarios are quite unrealistic.
The chart in Figure 7 depicts the trends in network overhead against node density. As already observed, when the network is sparse, the expanding-ring technique requires more retransmissions. Conversely, with dense networks the number of possible destinations increases and so does the probability that multiple nodes simultaneously send acknowledgements back. In this situation, acknowledgments are likely to collide at the original sender, a problem known as ack implosion [7] . As these messages are sent using Rime's reliable unicast, which is based on multiple retransmission, more packets are sent to recover such collisions. In all cases, however, the number of messages being exchanged is very limited. Therefore, upperlevel protocols perceive very little disruption. The trend in energy consumption against network density, still in Figure 7 , resemble the network overhead. This was expected, as radio communication dominates energy consumption in WSNs [34] . The additional energy consumption due to our implementation is negligible, especially considering the energy budget that modern WSNs are equipped with [2] .
We also verified that both network overhead and energy consumption are essentially constant against varying failure probabilities. Indeed, during single view changes the network overhead -and hence energy consumption-is affected only by the the shape of the physical topology when faults occur, and not by the frequency of faults. 
B. Testbed
Settings. We use our lab testbed, illustrated in Figure 8 , to evaluate our implementation in a real-world setting. The testbed is composed of 14 TMote Sky nodes [28] installed in an office environment. With nominal transmission power, every node typically has an average of 5 neighbors.
We deploy on all nodes the same implementation as in our simulation experiments. To simulate node failures, every node randomly turns off the radio with probability P nf = 6% every 30 seconds, and reactivates it after two minutes. Data corruption is triggered within the same period with artificial changes in the entries of a node's logical neighborhood with probability P c = 2%. Differently from the simulation experiments, however, we do not cause artificial link failures, and just let the wireless links fluctuate as they naturally do in office-like environments [7] . We time synchronize the nodes using Contiki's time synchronization protocol, and dump a timestamped description of all events of interests on flash memory. We let the nodes run for 24 hours and retrieve these data at the end of the experiment for off-line analysis. Results. The average latency to re-establish consistent neighborhood views observed in our testbed is of 923.13 ms with a standard deviation of 23.31 ms across different nodes. This is comparable to the results we obtained in simulation, shown in Figure 6 (a), confirming the validity of our argument in a real-world environment. Nevertheless, the network-level behavior is different. On average, 40.35 messages are transmitted per view change, which is higher than what we showed in Figure 7 . This was expected, as simulators can reproduce the behavior of real-world wireless transmissions only to some extent [7] . Interestingly, however, increased network overhead is not a general trend, but it is caused by failures at specific devices. Figure 9 plots this metric depending on the node that somehow triggers the view change, i.e., because it turns off the radio or a link to it stops transmitting. The number of messages exchanged is markedly higher when it is one among node 4, 5, 10, and 11 to trigger our algorithm. Most probably, the devices involved in the view change when one such node fails have poor connectivity with each other, which requires more retransmissions for reliable delivery of multicast messages. The same reasoning applies to energy consumption, as in WSNs this is dominated by the radio operation.
VIII. CONCLUSION AND FUTURE WORK
We presented three increasingly weaker specifications for the problem of neighborhood view consistency in WSNs. We proved that the two stronger specifications cannot be solved using only local knowledge, and presented an algorithm to solve the weakest specification, along with a correctness proof. We implemented the algorithm in a commonly used WSN network stack and assessed its performance both in simulation and in a real-world testbed. Our implementation can be used as a building block in higher-level algorithms and protocols.
Our ongoing investigation includes theoretical work to study how Byzantine failures may impact the results we obtained, alongside with further implementation effort to make the solutions we will devise in this context available as building blocks in the WSN stack.
