We study the complexity of building pseudorandom generators (PRGs) 
Introduction
The fascinating connection between hardness and randomness was first noticed by Yao [43] and by Blum and Micali [7] . In [27] Nisan and Wigderson show how to build pseudorandom generators (PRGs) from strong averagecase hardness assumptions, namely the existence of functions that are hard on average for circuits (we denote the class of Boolean circuits by CKT ). Much research [27, 4, 14, 18] has been devoted to relaxing this assumption to a worst-case one, namely the existence of functions of high circuit complexity. This research culminates in [18] where it is shown how to amplify the worst-case hardness of a function to the average-case hardness required in [27] . More direct proofs and improved results are obtained * Research supported in part by NSF grant CCR-0133096. in [36, 17, 33, 40] . Finally, in [40] the 'right' trade-off between worst-case complexity and pseudorandomness is achieved for the full range of parameters.
High-end derandomization:
If one starts with a function having exponential circuit complexity, then these constructions give a PRG with logarithmic seed length. One of the main applications of such a PRG is the high-end derandomization of a complexity class C, that is proving BP ·C = C. For example, Impagliazzo and Wigderson [18] show that BP · P = P if E := T IME (2 O(n) ) requires circuits of size 2 Ω(n) . This derandomization works as follows. We run the algorithm we want to derandomize using all the possible outputs of the PRG in place of true random bits. Then we decide according to majority vote. Since the seed length is logarithmic, this process is efficient, i.e. only gives a polynomial slow-down.
Of course, the existence of a function in E of circuit complexity at least 2 Ω(n) is an open question. More dramatically, it is consistent with the current state of knowledge that every function in E has circuits of size 2 o(n) and depth 3 (cf., [16] ). In fact, the strongest lower bounds for constant depth circuits (AC 0 ) are for size 2 n , such as the ones shown by Håstad [13] . While these lower bounds are strong enough to give a quasipolynomial derandomization of BP · AC 0 , as shown by Nisan [26] , the high-end derandomization BP · AC 0 = AC 0 is not known to hold unconditionally.
In this paper, derandomization always means high-end derandomization.
The complexity of PRG constructions: Suppose that, under the assumption that some function has high worstcase hardness, we aim to derandomize a probabilistic complexity class BP · C using a PRG. It is clear that the PRG must be computable in C. Such PRG constructions are based on hardness assumptions on the (linear) exponential analogue of C , say EC . A standard approach consists of two main stages: First one amplifies the hardness of the hard function within EC , and then one plugs it into the NisanWigderson PRG (NW PRG). The NW PRG evaluates the hard function at inputs of logarithmic length, and so it can be in C even though the hard function is in EC .
For example, to conditionally derandomize BP · P one needs to amplify hardness within E [4, 14, 18, 36] and to compute the NW PRG in polynomial time in its output length [27] .
Similarly, to conditionally derandomize BP · L (where L := SPACE (log n)) one needs to amplify hardness within linear space, and to compute the NW PRG in logarithmic space in its output length. Klivans and van Melkebeek [21] solve these problems and thus they obtain BP · L = L under the assumption that deterministic linear space requires exponential size circuits.
Thus, a natural question arises: What about lower complexity classes? In other words, how easy is it to build a PRG from a worst-case hard function? This is the question addressed in this paper.
PRGs in AC 0 : Let ATIME (O(1), log n) denote alternating time O(log n) with O(1) alternations. This is the logarithmic time hierarchy introduced by Sipser [35] , a class within L that is equivalent to DLOGTIMEuniform AC 0 (see discussion below). In this paper we study the following problem: Under suitable complexity assumptions, can we construct a PRG computable in ATIME (O(1), log n)? Such a PRG could then be used to derandomize BP · ATIME (O(1), log n).
As a motivation, consider the following question: Under suitable complexity assumptions, can we derandomize BP · AC 0 ? To make sense of this question, one has to specify what is the uniformity condition for the circuits. This is because, under P -uniformity, the answer is clearly 'yes'. Indeed, since it is known how to generate pseudorandom bits in P from a worst-case hardness assumption, we can just hardwire these pseudorandom bits in the probabilistic circuit we want to derandomize to obtain a deterministic one computing the same function 1 
. But the circuit is not computing the pseudorandom bits! All the work is done by the Turing machine describing the circuit!
This phenomenon, of a uniformity condition that hides the real power of circuits, is well-known in circuit complexity. There is a consensus that the 'right' uniformity condition for AC 0 is DLOGTIME -uniformity. Informally, a family of circuits is DLOGTIME -uniform if given indices to two gates one can decide their type and whether they are connected in linear time in the length of the indices (which is logarithmic time in the size of the cir-cuit). The evidence that DLOGTIME -uniformity is the right uniformity condition for AC 0 comes from the fact that DLOGTIME -uniform AC 0 has several different and elegant characterizations [6, 41] . In particular, DLOGTIMEuniform AC 0 = ATIME (O(1), log n). Therefore, a PRG computable in ATIME (O(1), log n) would allow us derandomize BP · AC 0 under DLOGTIME -uniformity.
To our knowledge, previous to this paper the most uniform derandomization of BP · AC 0 was under Luniformity; that is, circuit families described by Turing machines running in logarithmic space. Such derandomization may be obtained using the techniques in [21, 20] .
Our results: Our main results are summarized and compared to previous ones in Table 1 .
On the positive side, we show that we can compute a PRG : {0, 1}
O(log n) → {0, 1} n in ATIME (O(1), log n) from a mild average-case hardness assumption, i.e. the existence of a function f : {0,
The main new technical tool to achieve this is a construction of combinatorial designs that is computable in ATIME (O(1), log n).
On the negative side, we show that new techniques are needed for a PRG construction from worst-case hard functions: We prove that there is no black-box PRG construction from worst-case hard functions that is computable in alternating time with O(1) alternations, even if we allow time n o (1) where n is the output length of the PRG. Note that most known PRG constructions are black-box [18, 21, 17, 36, 33, 40] .
We also show that there is no black-box worst-case to mild average-case hardness amplification computable in alternating time with O(1) alternations, even if we allow time 2 o(l) where l is the input size of the worst-case hard function. It is also interesting to note that in [29] O'Donnell proves a mild average-case hardness amplification within NP. In particular, our results imply that worst-case hardness amplification within the polynomial time hierarchy requires new techniques.
We now sketch the ideas behind our lower bounds. We prove them for constant depth circuits, the nonuniform analogue of alternating time with O(1) alternations. Our lower bound for black-box PRG constructions employs the following ideas. First we use the fact, discovered by Trevisan [38] (see also [39, 32] ), that black-box PRG constructions give rise to 'good' extractors [28] . Then we show that constant depth circuits cannot compute 'good' extractors. For this last point we use the notion of noise sensitivity, which is a measure of how likely the output of a function is to change when the input is perturbed with random noise. On the one hand we show that extractors are very sensitive to noise, 
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while on the other hand we know that constant depth circuits are not (by results of Linial, Mansour and Nisan [22] and Boppana [8] ). This dichotomy establishes our lower bound. Our lower bound for black-box worst-case hardness amplifications proceeds along similar lines: First, following [36, 39] , we show that black-box worst-case hardness amplifications give rise to 'good' list-decodable codes. Then we show that 'good' list-decodable codes are very sensitive to noise. Again, the lower bound follows from the fact that constant depth circuits are not very sensitive to noise.
We show that our time lower bounds are tight. On the other hand, if one insists on a black-box PRG construction based on worst-case hard functions that is computable in ATIME (O(1), log n), where n is the output length of the PRG, then one is forced to start with a hardness assumption so strong that worst-case and mild average-case hardness are equivalent. In such a case, no worst-case hardness amplification is needed, and one can build a PRG using our construction from mild average-case hard functions. The same tradeoff holds for hardness amplification: If one insists on black-box worst-case hardness amplification within ATIME (O(1), l), where l is the input size of the hard function, then one is forced to start with a hardness assumption so strong that worst-case and mild average-case hardness are equivalent. In such a case, worst-case hardness amplification is vacuous.
Since [18] , PRG constructions from worst-case hard functions have been simplified and strengthened [17, 36, 33, 40] . In particular, the latest constructions do not fall in the twofold paradigm of 'hardness amplification + NW PRG', but directly transform worst-case hardness into pseudorandomness. However, our results suggest that the process of transforming worst-case hardness into pseudorandomness is twofold: Black-box worst-case hardness amplification is harder than black-box PRG constructions from mild average-case hardness.
We also study classes slightly larger than BP · ATIME (O(1), log n) whose derandomization can be based on a worst-case hardness assumption.
In addition, using results by Agrawal [1] , we show that our derandomization results can be based on the weaker hardness assumption that there exists a function that is hard for constant depth circuits (whereas the discussion above refers to hardness against general circuits).
The complexity of PRGs and of pseudorandom functions (an object related to PRGs) is also addressed in [19, 22, 44, 15, 24, 9] . However, the context of all these works is very different from ours: None of them deals with PRGs having logarithmic seed length, corresponding to high-end derandomization.
It should also be noted that space lower bounds for online computation of extractors and list-decodable codes are proved in [5] . However, these lower bounds hold only in the on-line model of computation and therefore are incomparable with ours.
Organization:
In Section 2 we give some preliminaries. In Section 3 we survey previous results about PRGs which are needed for the paper. In Section 4 we describe our results. In Section 5 we show how to construct a PRG computable in ATIME (O(1), log n) from a mild average-case hardness assumption. In Section 6 we prove our lower bound for black-box PRG constructions from worst-case hardness assumptions. We also discuss in which sense our results are tight. In Section 7 we prove our lower bound for black-box worst-case hardness amplification. In Section 8 we relax the hardness assumptions to the existence of functions hard for constant depth circuits. Finally, Section 9 discusses some open problems.
Preliminaries
Complexity: In this paper circuits have unbounded fanin. The size of a circuit is the number of edges in the circuit. We denote by AC 0 [d] the class of circuits of depth d.
We denote by TC 0 [d] the class of circuits of depth d with majority gates.
We denote by CKT the class of circuits with no depth restriction.
Let C be a circuit class. We also think of C as a class of functions. We say that a function f is in C if f has Ccircuits of polynomial size. In all other cases we will explicitly specify the size of the circuits.
A family {C n } of circuits is DLOGTIME -uniform if the direct connection language of the circuit family can be decided in deterministic logarithmic time 2 . Where the direct connection language is the language of tuples (t, a, b, y) such that |y| = n, a and b are numbers of gates in C n , gate b is a child of gate a and gate a is of type t. In this paper, uniform always means DLOGTIME -uniform.
We denote by ATIME (O(1), l) the class of functions computable in time O(l) with constant number of alternations by a multitape Turing machine. We use the following characterization of uniform AC 0 due to Barrington, Immerman and Straubing:
, and let f (x) i be the i-
O(l) , universally verifying that y i = f (x) i for every i, and then simulating the machine for g on input y.
In this paper we need to show that some functions are in ATIME (O(1), l). We sometimes make use of the following result, usually attributed to Nepomnjaščiȋ [25] :
Theorem 2.2 ([25]). For any
l → {0, 1} is computable by an algorithm running in time poly(l) and using space l 1− then f is in ATIME (O(1), l).
We will occasionally consider the following complexity classes: We denote by CTIME (O(1), l) the extension of ATIME (O(1), l) where we also allow for counting quantifiers. This class was introduced by Wagner [42] and studied, among others, by Torán [37] . Along the same lines we denote by A⊕TIME (O(1), l) the extension of ATIME (O(1), l) where we also allow for parity quantifiers. The same techniques in Theorem 2.1 give the following theorem.
and only if it is in CTIME (O(1), log n). f is in uniform AC 0 with parity gates if and only if it is in
Let C be a complexity class. The class BP ·C consists of the languages L for which there is V ∈ C and a polynomial
For background on circuit complexity and uniformity the reader may consult the survey by Allender and Wagner [3] and the textbook by Vollmer [41] .
Hardness and pseudorandomness:
We denote by U l a random variable uniform on {0,
Worst-case hardness corresponds to δ = 1. Our threshold for average-case hardness is mild average-case hardness, corresponding to δ at most
of size at most n we have:
A n-PRG is a (n, 1/n)-PRG. We refer to u as the seed length of G.
Previous Results
In this section we give the background about PRGs needed for the paper. We start with PRGs against CKT . Then we focus on PRGs against constant depth circuits. [27] show how to build PRGs from strong average-case hardness assumptions. We recall the definition of their PRG and state their result.
PRGs against CKT

Nisan and Wigderson
Definition 3.1 ([27]
). An (m, l) design of size n over a universe U is a collection (S 1 , ..., S n ) of subsets of U , each of size l, such that for any 1 ≤ i < j ≤ n, the intersection S i ∩ S j has size at most m.
For a function f : {0, 1}
l → {0, 1}, and a (log n, l) design of size n over a universe of size u, the Nisan-
where x| S is the string obtained from x by selecting the bits indexed by S.
Theorem 3.2 ([27]). If there is a function
−Ω(l) )-hard for CKT then there is a n-PRG against CKT with seed length O(log n) and computable in time poly(n), and in particular BP ·P = P .
Proof Idea:
The PRG is N W f for a family of (log n, c log n) designs of size n over a universe of size d log n, for some constants c, d. Specifically, one needs such a family for every given c and some d. Nisan and Wigderson show that these families are computable in time poly(n), and that N W f is a n-PRG. The 'in particular' part is proved as follows: We run the algorithm we want to derandomize using all the possible outputs of the PRG in place of true random bits. Then we decide according to majority vote.
An important point to keep in mind is that, although we are assuming that f is in E, the PRG is computable in time poly(n). This comes from the fact that f is evaluated on inputs of length O(log n).
A major line of research in the last ten years has focused on relaxing the average-case hardness assumption in Theorem 3.2 to a worst-case one, that is, the existence of a function in E that is (2 Ω(l) , 1)-hard for CKT . This was first achieved through the following hardness amplifications within E.
First, in [4] , random self-reducibility of EXP-complete problems is used to convert a worst-case hard function to one with mild average-case hardness.
Theorem 3.3 ([4]). If there is a function
Proof Idea: f is a small degree, multi-variate polynomial extension of f . For a suitable choice of parameters, the random self-reducibility of low-degree polynomials implies that f has the required hardness.
Then in [14] mild average-case hardness is amplified to constant hardness.
Theorem 3.4 ([14]). If there is a function
where |a| = O(l), |r| = l and x 1 , ..., x l are pairwise independent samples in {0, 1} l obtained with a, and ., . denotes inner product mod 2. In other words, f is the inner product of the random string r with l evaluations of f on pairwise independent inputs x 1 , ..., x l .
It is shown in [14] that, if we apply this transformation a constant number of times to f , then we obtain a function with constant hardness.
Finally, in [18] it is shown how to amplify constant hardness to the kind of hardness required in Theorem 3.2. 
Theorem 3.5 ([18]). If there is a function
, 1)-hard for CKT then there is a n-PRG against CKT with seed length O(log n) and computable in time poly(n), and in particular BP ·P = P .
After [18] PRGs constructions from worst-case hard functions have been simplified and strengthened [17, 36, 33, 40] . In particular, last constructions do not fall in the twofold paradigm 'hardness amplification + NW PRG', but directly transform worst-case hardness into pseudorandomness. However, our results suggest that transforming worst-case hardness into pseudorandomness is a substantially harder task than transforming mild average-case hardness into pseudorandomness. Therefore we use the earlier constructions that allow us to investigate the fine structure of hardness amplification.
Klivans and van Melkebeek [21] prove a space-bounded analogue of Theorem 3.6. They show how to amplify hardness within linear space, then they give a more efficient implementation of the NW PRG. We summarize their final result in the following theorem.
Theorem 3.7 ([21]). If there is a function
there is a n-PRG against CKT with seed length O(log n) and computable in SPACE (log n), and in particular BP · L = L.
PRGs against Constant Depth Circuits
A natural question, addressed by Agrawal [1] , is: What are the hardness assumptions needed for constructing PRGs against more restricted classes of circuits? As pointed out in [1] , in all the proofs of correctness of the above constructions the depth only increases by a constant factor, provided that the circuits have majority gates. This gives the following result: 8 ([27, 4, 14, 18, 1] ). There is a constant c such that if there is a function f : {0, 
Now we focus on PRGs against AC 0 . Note that Theorem 3.8 does not immediately translate to AC 0 because it is known that AC 0 cannot compute majority [10] .
Nisan [26] builds an unconditional PRG against AC 0 , using the results by Håstad [13] on the average-case hardness of the function parity( Proof Idea: The PRG is N W parity for a family of (log n, log c n) designs of size n over a universe of size log e n, for some constants c, e. Specifically, one needs such a family for every given c and some e. Nisan shows how to construct such families in time poly(n). Although Nisan's PRG does not rely on any complexity assumption, it has polylogarithmic seed length, and therefore it cannot be used directly to obtain BP · AC 0 = AC 0 .
One can try to build, under the assumption that some function is hard for AC 0 , a PRG with logarithmic seed length against AC 0 , following the construction in Section 3.1. The difficulty in this approach is that the proof of correctness of the construction in Theorem 3.5 (and other approaches like [36] ) does not carry through in AC 0 [1] . This problem is discussed and then solved by Agrawal [1] :
Theorem 3.10 ([1]). There is a constant c such that if there is a function
with seed length O(log n) and computable in time poly(n).
Proof Idea: Agrawal's PRG is obtained combining a conditional PRG G with Nisan's unconditional PRG from Theorem 3.9. Since Nisan's PRG has polylogarithmic seed length, we can get a combined PRG with logarithmic seed length if G has only polynomial stretch (i.e. G : {0,
). Now, to build such a G we can use exactly the same construction in Section 3.1: Agrawal shows that, since the stretch of G is only polynomial, all the proofs of correctness carry through in AC 0 .
Note that Theorem 3.10 gives a (n, 1/ log O(1) n)-PRG instead of a n-PRG. However, this is sufficient for derandomization purposes.
As we already mentioned, a PRG with logarithmic seed length allows us to derandomize an algorithm provided that we can compute majority. While it is known that majority cannot be computed in AC 0 [13] , Klivans [20] notices that one can use Ajtai's construction [2] to approximately compute majority in AC 0 , which is enough for the derandomization to go through.
This gives the following corollary.
Corollary 3.11 ([1, 20]). If for every d there is a function
Before ending our survey, a comment about the uniformity conditions is in order. Theorem 3.8 gives, conditionally, BP · TC 0 = TC 0 , and Corollary 3.11 gives, conditionally, BP · AC 0 = AC 0 . Note we did not specify the uniformity condition for these circuit classes. To our knowledge, previous to this paper the best result in this direction was that these derandomizations hold for L-uniform circuit families. That is, circuit families described by a Turing machine running in logarithmic space. This may be obtained using the techniques in [21, 20] .
Our Results
In this section we describe our results. The main ones are summarized and compared to previous results in Table  1 .
Our goal is to cast the results in Section 3 to alternating time with O(1) alternations: We aim to construct a PRG computable in ATIME (O(1), log n) which could then be used to derandomize BP · ATIME (O(1), log n) , i.e. proving BP · ATIME (O(1), log n) = ATIME (O(1), log n) . Note that, because of Theorem 2.1, this derandomization corresponds to the derandomization of uniform AC 0 , i.e. uniform BP · AC 0 = uniform AC 0 . Similar considerations apply to our other derandomizations because of Theorem 2.3.
Improving on the complexity of the design construction in the NW PRG, we obtain the following:
−Ω(l) )-hard for CKT then there is a n-PRG against CKT with seed length O(log n) and computable in ATIME (O(1), log n), and BP · ATIME (O(1), log n) = ATIME (O(1), log n).
In analogy with the results discussed in Section 3.1, to relax the average-case hardness assumption in Theorem 4.1 we study hardness amplification in the linear exponential analogue of ATIME (O(1), log n), that is, linear alternating time with O(1) alternations.
We notice that the constructions in Theorems 3.4 and 3.5 can be carried out within linear alternating time with O(1) alternations.
Theorem 4.2. If there is a function
Combining Theorems 4.1 and 4.2 we can build a PRG computable in ATIME (O(1), log n) from a function of mild average-case hardness.
Theorem 4.3. If there is a function
there is a n-PRG against CKT with seed length O(log n) and computable in ATIME (O(1), log n), and BP · ATIME (O(1), log n) = ATIME (O(1), log n). On the negative side, we show that new techniques are needed for computing a PRG computable in alternating time with O(1) alternations starting from a worst-case hard function. In fact, while most PRG constructions [18, 21, 17, 36, 33, 40] are black-box (as defined in Section 6), we prove the following:
Theorem 4.4 (Informal). There is no black-box PRG construction G : {0, 1} O(log n) → {0, 1} n from worst-case hard functions such that G is computable in alternating time with O(1) alternations, even if we allow time n o(1) .
It is interesting to note that the bottleneck is indeed worst-case hardness amplification:
Theorem 4.5 (Informal). There is no black-box worst-case to mild average-case hardness amplification computable in alternating time with O(1) alternations, even if we allow subexponential time.
Again, note that most known approaches [4, 36] are black-box (as defined in Section 7). Theorems 4.4 and 4.5 are tight in the following sense: The only settings of parameters which are not ruled out correspond either to computational resources that essentially allow for the worst-case hardness amplification in Theorem 3.3, that combined with Theorem 4.3 gives a PRG construction from worst-case hard functions, or else they correspond to hardness assumptions so strong that worst-case hardness and mild average-case hardness collapse, in which case no worst-case hardness amplification is needed, and to get a PRG one can apply directly Theorem 4.3.
It should be noted that the lower bounds in Theorems 4.4 and 4.5 hold for constant depth circuits, the nonuniform analogue of alternating time with O(1) alternations. Theorems 4.4 and 4.5 are proved in Sections 6 and 7, respectively.
We note that worst-case to average-case hardness amplification becomes feasible if one allows one parity gate. This allows us to build a PRG computable in A⊕TIME (O(1), log n) from a worst-case hardness assumption.
Theorem 4.6. If there is a function f : {0, 1}
l → {0, 1} in A⊕TIME (O(1), l) that is (2 Ω(l) , 1)-hard for CKT then there is a n-PRG against CKT with seed length O(log n) and computable in A⊕TIME (O(1), log n), and BP · A⊕TIME (O(1), log n) = A⊕TIME (O(1), log n). Theorem 4.6 is proved in Section 6.1.
What is not completely satisfactory in the above derandomization results is that our hardness assumptions are qualitatively stronger than the corresponding derandomizations. For example, consider Theorem 4.3. The nonuniform analogue of ATIME (O(1), log n) is AC 0 , not CKT . So one wants the same conclusions under the weaker assumption of a hard function for AC 0 . Using Agrawal's construction presented in Theorem 3.10, we obtain the following theorem.
Theorem 4.7. There is a constant c such that if there is a function
with logarithmic seed length and computable in ATIME (O(1), log n) .
In particular, if there is a constant b such that for every d there is a function in ATIME
Finally, we point out the following derandomization of BP · CTIME (O(1), log n) under worst-case hardness assumptions for TC 0 .
Theorem 4.8. There is a constant c such that if there is a function
with seed length O(log n) and computable in CTIME (O(1), log n) .
In particular, if for every d there is a function f :
Theorems 4.7 and 4.8 are proved in Section 8.
Average-Case Hardness vs. Randomness
In this section we show how to build a n-PRG G : {0, 1}
O(log n) → {0, 1} n against CKT computable in ATIME (O(1), log n) starting from a function f :
In particular, we prove Theorems 4.1, 4.2 and 4.3.
Here our main new technical contribution is the construction of the family of designs to be used in the NW PRG, which we now discuss.
First we show how to compute pairwise independent samples over {0, 1} l in ATIME (O(1), l). A matrix T with entries in {0, 1} is Toeplitz if it is constant on diagonals. It is well known (cf., [11] ) that if we choose a random l × l Toeplitz matrix T and a random vector U ∈ {0, 1} l , then the 2 l random variables {T x + U : x ∈ {0, 1} l } are pairwise independent over {0, 1}
l . Clearly, a l × l Toeplitz matrix T is uniquely determined by the string t ∈ {0, 1} 2l−1 of its values on the first row and on the first column. The following lemma states that we can compute pairwise independent samples over {0, 1} l in ATIME (O(1), l) . A(t, x, u) which computes T x + u in ATIME (O(1), l) for |x| = |u| = l, |t| = 2l − 1 and T the Toeplitz matrix determined by t.
Lemma 5.1. There is a machine
Proof:
Recall what we need to show is that, given t, x, u and i, we can compute the i-th bit of T x + u in ATIME (O(1), l) . We actually show that it can be computed in deterministic time O(l). It is easy to see that the i-th bit of T x + u is
Note the inner product is over l bits, and therefore can be computed in time O(l).
We now show our design construction.
Lemma 5.2. For every constant c there is a constant d such
that there is a family {D n } of (log n, c log n) designs of size n over a universe of size d log n with the following property: There is a machine in ATIME (O(1), log n) such that, given n and k ≤ n, computes the characteristic vector of the k-th set in D n .
Proof: Let l := log n. First we show the existence with a probabilistic argument. Then we show how to derandomize the argument. Finally, we show how the derandomization is implementable in ATIME (O(1), l).
Existence: We view the universe as cl blocks of b elements each, i.e. let d := cb, for some b we specify later. Let us choose S 1 , . . . , S n at random from the sets which have exactly one element in each block. Notice the size of these sets is cl, as required.
For every i = j, by a union bound:
Taking b := 4ec the latter equals 1/n 2 . So, by a union bound:
Therefore such designs exist.
Derandomization: Note that the analysis goes through even if the sets are just pairwise independent. We use this below to show that D n ∈ ATIME (O(1), log n).
ATIME (O(1), l): Each string s ∈ {0, 1}
(log b)·cl represents a set S with one element in each block in the following natural way: View s as cl blocks of log b bits each, the i-th block of s is an index to an element in the i-th block of b elements in our universe. We can easily build a machine T running in time O(l) computing this transformation, i.e.
T (s) ∈ {0, 1}
b·cl is the characteristic vector of the set with one element in each block which s ∈ {0, 1} (log b)·cl represents.
Let A ∈ ATIME (O(1), l) be the machine given by Lemma 5.1 that, given a and i, computes the i-th pairwise independent sample over {0, 1}
(log b)·cl according to a. Note we can check in ATIME (O(1), l) if the samples corresponding to some a form a design:
We already know that A and T are in ATIME (O(1), l) . Note that computing the intersection size is feasible since we are dealing with strings of length O(l).
To put our hands on some particular design, we can existentially guess a string a * and universally verify that it is the lexicographically first string whose samples correspond to a design. The characteristic vector of the k-th set in D n is then T (A(a * , k)).
Remark 5.3. Our construction of designs is a mix of the constructions in [30] and [21] : We choose the sets with one element in each block, as in [30] , and we derandomize the argument through pairwise independence, as in [21] . Neither the construction in [30] nor the one in [21] seems to be easily implementable in ATIME (O(1), log n): [30] seems to require polynomial space in the size of the design because of the method of conditional probabilities. [21] needs to associate to a number x ≤ O(log n) O(log n) the x-th subset of {1, . . . , O(log n)} of size O(log n). This latter operation can be easily computed in SPACE (log n), going through all the subsets, but we do not know if it can be computed in ATIME (O(1), log n) . Moreover, the analysis of our construction is simpler than the analysis in [21] .
Another construction of designs appears in [12] . However, their designs do not seem to achieve good parameters for our purpose: they can only construct a family of designs of size n with set size l and universe size O(l) if 2 l < αn, where α is a small constant. (Their other constructions have universe size at least l 2 .) While in our construction we can build for every c a family of designs of size n with set size cl = c log n, which is exactly what is needed for the NW PRG with logarithmic seed length. (It should be noted that both [30] and [12] give constructions of weak designs.)
Independently, Luca Trevisan and Hoeteck Wee (personal communication, Sept. 2002) came up with a different construction of designs, based on error correcting codes, which is computable in deterministic linear time, but their construction seems to require a RAM model of computation (whereas we need ATIME (O(1), l) on a Turing machine).
Plugging this design construction into NW PRG we obtain the following:
Theorem 4.1 (Restated). If there is a function
Proof:
The PRG is N W f , with the design construction from Lemma 5.2. The correctness of this construction has already been proved in [27] . The fact that N W f ∈ ATIME (O(1), log n) follows from Lemma 5.2 and the fact that f ∈ ATIME (O(1), log n). In analogy with Corollary 3.11, to obtain BP · ATIME (O(1), log n) = ATIME (O(1), log n) we use Ajtai's construction for approximate majority [2] . (In [2] the construction is given in terms of first-order definability, but this coincides with ATIME (O(1), log n) [6, 41] .)
Along the lines of the previous results discussed in Section 3.1, we now want to relax the average-case hardness assumption. Therefore we now prove some results about hardness amplification within ATIME (O(1), l). These hardness amplifications will allow us to start from a function with mild average-case hardness. See Sections 6 and 7 for a discussion of worst-case hardness assumptions.
Using the same construction in Theorem 3.4 we can amplify from mild hardness to constant hardness:
We use the construction in Theorem 3.4. The correctness of this construction has already been proved in [14] , so it is only left to see that f ∈ ATIME (O(1), l). This follows from the construction of a pairwise independent sample space given in Lemma 5.1.
Using the same construction in Theorem 3.5 we can amplify from constant hardness to exponential hardness.
Theorem 5.5. If there is a function
f : {0, 1} l → {0, 1} in ATIME (O(1), l) that is (2 Ω(l) , 2/3)-hard for CKT , then there is a function f ∈ ATIME (O(1), l) which is (2 Ω(l) , 1/2 + 2 −Ω(l) )-hard for CKT .
Proof:
We use the construction in Theorem 3.5. The correctness of this construction has already been proved in [18] , so it is only left to see that f ∈ ATIME (O(1), l). Lemma 5.2 shows how to compute the required designs in ATIME (O(1), l).
It is only left to show how to compute walks on expanders in ATIME (O(1), l) . This problem, for the parameters of interest here, has already been solved by Ajtai [2] , using the expander construction by Lubotzky, Phillips and Sarnak [23] .
Theorem 5.6 ([23, 2]).
There is a constant α, 0 < α < 1, such that for every prime n congruent to 1 modulo 4 there is a 6-regular graph G n on n vertices with second largest eigenvalue at most α. Moreover, there is a machine in ATIME (O(1), log n) such that, given a prime n congruent to 1 modulo 4, x ∈ G n and p, with |p| ≤ O(log n), computes the node in G n reached starting from x and following the path specified by p.
Combining the above two hardness amplifications we get the following theorem.
Theorem 4.2 (Restated). If there is a function
This allows us to build a PRG computable in ATIME (O(1), log n) from a function of mild average-case hardness.
Theorem 4.3 (Restated). If there is a function
there is a n-PRG against CKT with seed length O(log n) and computable in ATIME (O(1), log n), and BP · ATIME (O(1), log n) = ATIME (O(1), log n).
PRGs from Worst-Case Hardness
In this section we discuss PRG constructions from worstcase hardness assumptions, and in particular we prove a formal version of Theorem 4.4, establishing a lower bound for black-box PRG constructions from worst-case hardness assumptions. In Section 6.1 we discuss the tightness of our lower bound and we also prove Theorem 4.6.
To show our lower bound for black-box PRG constructions we proceed in two steps: First we use the fact, discovered by Trevisan [38] (see also [39, 32] ), that black-box PRG constructions give rise to 'good' extractors. Then we show that 'good' extractors are not computable by constant depth circuits (the nonuniform analogue of alternating time with O(1) alternations). To explain the intuition behind this last step we need the notion of noise sensitivity. Roughly speaking, the noise sensitivity of a function is a measure of how likely the output of the function is to change when one perturbs the input with random noise. We show that 'good' extractors are very sensitive to noise. Since constant depth circuits are not [22, 8] , we obtain our lower bound.
We now proceed to turn the above sketch into a formal proof. 
there is an oracle circuit C of size at most s such that
Note in the above definition we did not specify the type of the circuit C (e.g. CKT , AC 0 , . . .) because it does not play a role in this section. Also note that if
n is a (l, s, ε) black-box PRG construction then for every function f : {0, 1}
l → {0, 1} we have that if f is (ns, 1)-hard then G f is a n-PRG. We note that most of the known PRG constructions are black-box [18, 21, 17, 36, 33, 40] . For example, in this notation the PRG construction in Theorem 3.6 is a (O(log n), n γ , 1/n)-black-box PRG construction, for some 0 < γ < 1 (see, e.g., [38] ). This construction also gives u = O(log n), which is what one needs for high-end derandomization. However, our lower bound applies regardless of this.
We now define extractors. The min-entropy of a random variable X is defined as
Definition 6.2 ([28]). E : {0, 1}
h × {0, 1} u → {0, 1} n is a (k, ε) extractor if for every random variable X of minentropy at least k, and for every T ⊆ {0, 1} n :
We call T ⊆ {0, 1} n a test and y ∈ {0, 1} u a seed.
Trevisan [38] shows that black-box PRG constructions are extractors (see also [39, 32] ). For completeness, we now state and prove this result.
Theorem 6.3 ([38]). Let
Proof: Let X be a random variable and T ⊆ {0, 1} n such that
Then, using the triangle inequality:
≥ ε there must exist an oracle circuit of size at most s such that C T = x, the number of such x is bounded by the number of oracle circuits of size at most s. There are at most 2 O(s log s) such circuits. Therefore X lands in a set of size at most 2 O(s log s) with probability bigger than ε, and so H ∞ (X) < O(s log s) + log(1/ε).
The following theorem states that constant depth circuits cannot compute extractors, even for very weak parameters.
n be a (k, ) extractor, with u ≤ n/4, and let E be computable by a circuit of size g and depth d. Then:
Before proving Theorem 6.4 note that, in combination with Theorem 6.3, it yields the following lower bound for black-box PRG constructions.
Corollary 6.5 (Formal version of Theorem 4.4). Let
.
In particular, for any γ < 1, there is no
Proof: By standard techniques [10] , the ATIME (d, t) f computation can be carried out by a circuit of depth d+O (1) and size 2 O(t) , where we view the oracle as part of the input. The result then follows from Theorems 6.3 and 6.4.
We now prove Theorem 6.4. To obtain tighter bounds, instead of noise sensitivity we use average sensitivity, which is a measure of how likely the output of a function is to change when a random bit in the input is flipped. In particular, we will make use of the following fact about low average sensitivity of constant depth circuits. Theorem 6.6. [22, 8] 
We will also make use of the following lemma, which says that a random walk of length σ on the hypercube has min-entropy Ω(σ). Note this holds even if the starting point is not random.
Lemma 6.7. For any
X 0 ∈ {0, 1} h , let X i , 1 ≤ i ≤ σ, be obtained from X i−1 by flipping a random bit. If σ ≤ h/6 then H ∞ (X σ ) ≥ σ/36.
Proof:
Denote by ∆ A the absolute Hamming distance, and let k := σ/36. We now prove that H ∞ (X σ ) ≥ k. With standard techniques we can prove that ∆ A (X 0 , X σ ) < k with probability at most 1/2 k . Indeed, for every i ∈ {1, . . . , σ} let B i be the random variable which is 1 if ∆ A (X 0 , X i ) < ∆ A (X 0 , X i−1 ) and 0 otherwise. I.e., B i is 1 if and only if the i-th step of our random walk takes us closer to X 0 . It is easy to see that 
This means that the probability that X σ is equal to any string of absolute distance less than k from X 0 is at most 2 −k . On the other hand, suppose we condition on the event that ∆ A (X 0 , X σ ) = d ≥ k. By symmetry, X σ is uniform on a set of size
and so X σ is equal to any string of absolute distance d from X 0 with probability at most 1/2 k . Therefore H(X σ ) ≥ k.
Proof of Theorem 6.4:
Let E(x, y) i denote the i-th bit of E(x, y). Consider a random walk of length σ := 36k on the hypercube {0, 1} h . That is, let X 0 , . . . , X σ be random variables such that X 0 is chosen at random in {0, 1} h , and X i+1 is obtained from X i flipping a random bit. We assume σ ≤ h/6 without loss of generality (otherwise the theorem is vacuously true), and so H ∞ (X σ ) ≥ k by Lemma 6.7.
We seek a test that distinguishes E(X σ , U u ) from U n . The main ideas are the following: For every seed y, we expect ∆(E(X 0 , y), E(X σ , y)) to be 'small' by the low average sensitivity of constant depth circuits (Theorem 6.6). We can fix X 0 = x 0 maintaining this property. Now we can tell whether a sample z comes from E(X σ , U u ), rather than being truly random, checking whether there is a seed y such that ∆(E(x 0 , y), z) is 'small'. Where in the last inequality we use Theorem 6.6, noticing that X j−1 is random in {0, 1} h and X j is obtained from X j−1 flipping a random bit.
By linearity of expectation:
By averaging there must exist x 0 such that We are now ready to define the test that will distinguish the output of the extractor from U n :
T := z ∈ {0, 1} n : ∃y ∈ {0, 1} u ∆(E(x 0 , y), z) ≤ ξ .
By what we have said above:
We now show that a truly random sample will pass the test with very low probability. Fix a seed y. Lemma 8.1. For every constant c there is a constant d such that there is a family {D n } of (log n, log c n) designs of size n over a universe of size log d n with the following property: There is a machine in ATIME (O(1), log n) such that, given n and k ≤ n, computes the characteristic vector of the k-th set in D n .
Proof: Let l := log n. Let us first recall the construction in [26] . Let l c be the cardinality of a field F . Let d := 2c, i.e. the universe size is |F | 2 = l d . Given a string i of length l, we view the string as the coefficients of a univariate polynomialî with coefficients in F . The corresponding set is
It is pointed out in [26] that S 1 , . . . , S n is a (l, l c ) design. Thus we only need to show that it is computable in ATIME (O(1), l).
Our task is, given k and an element j of the universe, decide whether j ∈ S k in ATIME (O(1), l). Let j| c log l be the first c log l bits of j. Now, j ∈ S k if and only if j = j| c log l •k(j| c log l ). To computek(j| c log l ) we need to perform poly(l) field operations. Note that the field F can be found, and operated with, in time poly log l O(1) = poly log l [34] . Moreover, we can use the same space for all the field operations, for a total of poly log l space. Consequently, we can decide whether j ∈ S k in ATIME (O(1), l) by Theorem 2.2.
This completes the proof of Theorem 4.7. , then BP · ATIME (O(1), log n) = ATIME (O(1), log n).
Open Problems
Notice that gap between Theorems 4.6 and 4.8. While parity quantifiers are sufficient for a PRG construction from a worst-case hard function, we seem to need hardness against circuits with majority gates for proving its correctness. It is true that one can still derandomize BP · AC 0 from hardness assumptions for AC 0 , using the construction in Theorem 3.10. However, this construction requires a strong unconditional PRG, and no such result is known for AC 0 with parity gates. Can one derandomize BP · AC 0 with parity gates from a worst-case hardness assumption for Can we, under some complexity assumption for AC 0 , build a (n, 1/n)-PRG against AC 0 with seed length O(log n)? (Theorem 3.10 and Theorem 4.7 only give a (n, 1/ log O(1) n)-PRG.)
