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Abstract
Novel compact accelerating structures are highly favorable compared to conventional devices for studies
where high-energy bunches in small but applicable charges are required. Increasing the operation frequency
and shrinking the accelerating devices is a suitable path for improving the accelerators’ performance.
For this purpose, energy transfer to electrons can be realized in shorter distances, which in turn means
introducing higher accelerating gradients. Moreover, higher accelerating gradients enable beams with
higher quality due to lower emittance growth. However, increasing the operation frequency from RF to
optical regimes introduces serious challenges in synchronization, stability and acceleration of considerable
charge amount. Consequently, THz acceleration will likely serve as the optimal operation regime for
compact accelerators.
Despite the already-realized high power radiation sources enabling ultrahigh electric fields, increasing the
acceleration gradients above the state-of-the-art values is hampered by the damage threshold of materials.
Recent studies on damage mechanisms in accelerators have revealed the strong dependence of operation
threshold on the time duration over which fields are influencing the device. Therefore, fast accelerating
principles based on short excitations need to be developed for further increasing the accelerating gradient.
The main goal in this habilitation thesis is conceptual developments and proof-of-principle studies for THz
acceleration using short pulses. The concepts developed here pave the way towards the realisation of cheap
and compact particle accelerators with control of particles over ultrashort time scales.
The concepts in this thesis comprise three groups focusing on: (1) fast electron sources, (2) THz injectors,
and (3) THz linacs. First, the feasibility of ultrafast, high-yield electron emitters based on nanostructured
cathodes is demonstrated. Benefitting from field enhancement effects, namely tip-enhancement and plas-
monic enhancement, laser-induced field emission is realized over large, dense and highly uniform field
emitter arrays. The theoretical principles of these field emitter arrays are studied and their suitability
for pico-Coulomb charge production over femtosecond time-scales is confirmed. In the framework of THz
injectors, two ground-breaking concepts including ultrafast single-cycle THz guns and segmented THz
electron accelerator and manipulator (STEAM) devices are developed and tested. The possibility of using
transient fields to realize ultrahigh acceleration gradients close to 0.5 GeV/m is confirmed. Specifically,
a STEAM device capable of performing multiple high-field operations on the 6D-phase-space of ultra-
short electron bunches is demonstrated. With this single device, powered by few-micro-Joule, single-cycle,
0.3 THz pulses, we demonstrated record THz-acceleration of > 30 keV, streaking with < 10 fs resolution,
focusing with > 2 kT/m strength, compression to ∼ 100 fs as well as real-time switching between these
modes of operation. Travelling wave THz linacs based on dielectric-loaded metallic waveguides operating
under few-cycle excitations are proposed. Based on this concept, keV-level energy gain through a linear
accelerator using optically-generated THz pulses is demonstrated. Moreover, the possibility of electron
acceleration to tens of MeV with millijoule level THz pulses is theoretically shown.
The final goal of the above studies is a fully THz-driven compact light source facility, whose start-to-end
simulation is fulfilled in this thesis. The required THz pulses to excite the light source are categorized
under single-cycle and multi-cycle pulses that are generated using laser-driven THz generation concepts.
The single-cycle THz pulses feed an ultrafast electron gun, whose output is delivered to a THz linac fed
by multi-cycle pulses. It is shown that 18 MeV beam energy can be produced using two single-cycle THz
beams with 400 µJ and one 0.5 ns 300 GHz beam with 20 mJ energy. This beam is then transported to
an Inverse Compton Scattering (ICS) section, where the 18 MeV electron beam scatters off a 100 mJ 1 µm
laser beam and generates an X-ray beam with 4 keV central photon energy and 6×104 photons per shot.
i
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Zusammenfassung
Neuartige kompakte Beschleunigerstrukturen werden gegenu¨ber konventionellen Instrumenten fu¨r Unter-
suchungen, bei denen hochenergetische Teilchen in kleinen, aber anwendbaren Gro¨ßen beno¨tigt werden,
stark bevorzugt. Es wird oft angenommen, dass eine Erho¨hung der Betriebsfrequenz und das konsequente
Schrumpfen der Dimensionen ein geeigneter Weg ist, um die Leistung der Beschleuniger zu verbessern. Zu
diesem Zweck sollte eine ausreichende Energieu¨bertragung auf Elektronen in ku¨rzeren Absta¨nden realisiert
werden, was wiederum die Einfu¨hrung ho¨herer Beschleunigungsgradienten bedeutet. Zusa¨tzlich ho¨here Be-
schleunigungsgradienten ermo¨glichen aufgrund des geringeren Emittanzwachstums Elektronenstrahlen mit
besserer Qualita¨t. Die Erho¨hung der Betriebsfrequenz in den optischen Bereich fu¨hrt jedoch zu ernsthaften
Problemen in Synchronisation, Stabilita¨t und Beschleunigung der anwendbaren Ladungsmenge. Demzu-
folge steht das optimale Betriebsregime fu¨r kompakte Beschleuniger wahrscheinlich im THz-Bereich.
Trotz der Realisierung von Hochleistungsquellen, die hohe elektrische Felder ermo¨glichen, ist ein Steigen
der Beschleunigungsgradienten oberhalb des Standes der Technik durch die Zersto¨rschwelle von Materia-
lien stark beschra¨nkt. Neuere Studien zu Scha¨digungsmechanismen in Beschleunigern haben aufgezeigt,
dass die Zersto¨rschwelle von der Zeitdauer, u¨ber die Felder das Material beeinflussen, stark abha¨ngen.
Deswegen mu¨ssen schnelle Beschleunigungsprinzipien basierend auf kurzen Anregungen entwickelt wer-
den, um die Beschleunigungsgradienten weiter zu erho¨hen. Das Hauptziel dieser Habilitationsschrift ist
die konzeptionelle Entwicklung und der Proof-of-principle Untersuchungen zur THz-Beschleunigung mit
kurzen Impulsen. Wir glauben, dass die entwickelten Konzepte den Weg zur Realisierung von billigen und
kompakten Teilchenbeschleunigern mit Partikelkontrolle u¨ber die ultrakurze Zeitbereiche erleichtern.
Die Konzepte dieser Arbeit bestehen aus drei Gruppen: (1) schnelle Elektronenquellen, (2) THz Injek-
toren und (3) THz-Linacs. Erstens, die Machbarkeit ultraschneller, Hochausbeute-Emittern, die auf Na-
nostrukturierten Kathoden basieren, wird demonstriert. Profitiert von Feldversta¨rkungseffekten, na¨mlich
Spitzen- und plasmonische Versta¨rkung, wird laserinduzierte Feldemission u¨ber große, dichte und sehr
gleichma¨ßige Feldemitter-Arrays dargestellt. Ihre theoretischen Prinzipien werden untersucht und die Eig-
nung fu¨r Piko-Coulomb Ladungserzeugung u¨ber Femtosekunden-Zeitskalen wird besta¨tigt. Im Rahmen
von THz-Injektoren, zwei innovative Konzepte wie die ultraschnelle Einzel-Zyklus THz Elektronenkano-
ne und segmented THz electron accelerator and manipulator (STEAM) werden entwickelt und getestet.
Es wird besta¨tigt, dass transiente Felder hohe Beschleungungsgradienten in der Na¨he von 0,5 GeV/m
ermo¨glichen. Insbesondere ist ein STEAM-Gera¨t realisiert, das zu mehreren Hochfeldoperationen auf
dem 6D-Phasenraum von ultrakurzen Elektronenpaketen fa¨hig ist. Mit diesem einzigen Gera¨t, angetrie-
ben von wenigen Mikro-Joule, Einzel-Zyklus, 0,3 THz Strahlung, demonstrierten wir eine Rekord THz-
Beschleunigung von > 30 keV, Streaking mit < 10 fs Auflo¨sung, Fokussierung mit > 2 kT/m Sta¨rke, Kom-
pression auf ∼ 100 fs sowie Echtzeitumschaltung zwischen diesen Betriebsweisen. THz-Linacs basierend
auf dielektrisch geladenen metallischen Wellenleitern, die mit wenigen Zyklen Anregungen funktionieren,
werden vorgeschlagen. Basierend auf diesem Konzept, wird keV-Level Energiegewinn durch einen Linear-
beschleuniger mit optisch erzeugten THz-Pulsen demonstriert.
Das wertvolle Endziel ist die THz-gesteuerte Kompaktlichtquelle, deren durchga¨ngige Simulation erfu¨llt
ist. Die beno¨tigten THz-Impulse zur Anregung der Lichtquelle werden in Einzel- und Mehrfach-Zyklen
Strahlung eingeteilt, die mittels lasergesteuerter THz-Generierungskonzepte erzeugt werden. Die Einzel-
Zyklus THz-Impulse speisen eine ultraschnelle Elektronenkanone, deren Ausgang an ein von mehrfach-
Zyklen-Strahlung angeregten THz-Linac geliefert wird. Es wird gezeigt, dass 18 MeV Elektronenenergie
unter Verwendung von zwei 400µJ Einzel-Zyklus und ein 0,5 ns 20 mJ mehrfach-Zyklen THz Strahlung in
300 GHz Zentralfrequenz erzeugt werden kann. Dieser Elektronenstrahl wird dann zu einer Inverse Comp-
ton Scattering (ICS) Sektion transportiert, in der die 18 MeV Elektronen einen 100 mJ 1 µm Laserstrahl
treffen und Ro¨ntgenstrahlung mit 4 keV zentraler Photonenenergie und 6 × 104 Photonen pro Laserpuls
erzeugen.
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1 Introduction
The work presented in this habilitation treatment is a collection of my research efforts and collaborations
at the Division of Ultrafast Optics and x-ray Sources within the DESY-Center for Free Electron Laser Sci-
ence (CFEL). The main funding institutes for the presented research were the Helmholtz center Deutsche
Elektronen Synchrotron (DESY) and the European Research Council (ERC) under the European Union’s
Seventh Framework Programme (FP7/2007-2013) through the Synergy Grant “Frontiers in Attosecond
X-ray Science: Imaging and Spectroscopy” (AXSIS) (609920). Moreover, this research is also generously
supported by the German excellence cluster “The Hamburg Centre for Ultrafast Imaging - Structure, Dy-
namics and Control of Matter at the Atomic Scale” of the Deutsche Forschungsgemeinschaft. Parts of the
research presented here were funded by the Massachausset Institut of Technology (MIT) and performed
at the Research Laboratory of Electronics (RLE). In addition, helpful supports from the priority pro-
gram “Quantum Dynamics in Tailored Intense Fields” (QUTIF) (SPP1840 SOLSTICE) of the Deutsche
Forschungsgemeinschaft and the Accelerator on a Chip program (ACHIP) funded by the Gordon and Betty
Moore foundation are received. Some of the collaborators were funded by the George Foster Fellowship of
the Alexander von Humboldt Foundation.
The main focus of this work as apparent from the title is terahertz acceleration, i.e. electron acceleration
using terahertz pulses. The idea of terahertz acceleration were mainly inspired after the ground-breaking
development of high power terahertz sources based on the interaction of high power lasers with nonlinear
crystals. The available radiations from these sources are short pulses in form of 1-100 radiation cycles, and
are fundamentally different from sources used in conventional acceleration technology. Using such pulses
for particle acceleration requires development of new concepts, simulation tools and proof-of-principle
studies, where broadband pulses are used for efficient acceleration. Therefore, the presented research is
dominated by theoretical and computational studies followed by proof-of-principle experiments confirming
the theoretical predictions. The developed concepts in this research can be generalized to other frequency
regimes than terahertz frequency band. Thus, the structures can be considered generally as fast accelera-
tors since their operational principles are different from conventional structures. The main motivation for
studying terahertz (THz) acceleration, as will be discussed later, is establishing a road-map towards com-
pact light sources and free-electron lasers (FEL). To this end, studies on radiation physics are unavoidable
and are also covered in this collection.
As a result, three technologies with considerable progress in the recent years are playing significant roles
in instigating the ideas of the presented research. These technologies include particle accelerators, radiation
sources, and light sources. Throughout this document, radiation sources are referred to as sources from
radio-frequency (RF) to optical portions of the electromagnetic spectrum, and light sources are considered
as sources with radiation wavelengths in nanometer length scales. For example, in a standard facility like
synchrotron sources or FEL sources, the output of a radiation source is utilized to feed particle accelerators.
Accelerators then use this radiation to produce relativistic particles generated required by a light source.
This introductory chapter elaborates to present the motivation and promises of various technologies chosen
in each domain. Through a historical review of particle accelerators, and the state-of-the-art research in
this domain the benefits of acceleration using short THz pulses are discussed and justified. Subsequently,
a similar review over the radiation source technology is presented, the motivation for laser-driven THz
generation is discussed and the progress as well as challenges towards efficient generation of such pulses
are outlined. A brief review of the light source technology, its promises and challenges are the focus of the
next section in this chapter. Eventually, the chapter is enclosed by a detailed presentation of the structure
of this habilitation treatment.
1
2 1 INTRODUCTION
1.1 Particle Accelerators
A particle accelerator is by definition an apparatus in which electric or electromagnetic fields are used to
propel charged particles to nearly light speed within a well-defined beam. The main driving force behind
the particle accelerators and indeed the first reason for the start of this technology was high-energy physics
[1]. For several decades, the user community of the accelerator facilities was strongly dominated by parti-
cle physicists using large accelerators as colliders. After the development of synchrotron light sources and
later FEL sources, the light source community grew so fast that currently their size among accelerator
users is comparable with high-energy physics community. In medical physics, there is also an increasing
interest in radiation therapy, proton therapy, and radioisotope production for medical diagnostics where
accelerators play vital roles. Nuclear physicists and cosmologists try to use accelerated particles to in-
vestigate the structure, interaction and properties of nuclei and of condensed matter at extremely high
temperatures and densities. Ion implantation is one example of the many applications of these devices
in industry. Consequently, accelerators now constitute a separate field of research with professional re-
searchers dedicated to their study, construction and operation. The new findings and novel development
in particle accelerators as the main tool behind modern physics can often lead to new application eras and
revolutions in fields benefitting from accelerator outputs. Hence, it is helpful to briefly review the start of
this field, where it stands currently and the foreseen future of these devices.
1.1.1 Past
It is very difficult to define a general reference point as “time null” for the particle accelerator technology.
The criterion for defining the start point in accelerator research highly affects the time that can be referred
to as the birth of this field of activity. If the first observation of accelerated particles in a scattering
experiment is considered, or the first proposal of an accelerator is taken into account, or even the first
operation of an accelerator facility is set as the birth date, then the reference time can change up to 40
years. Certainly, this time cannot be after 1932 when Lawrence’s cyclotron produced 1.25 MeV protons [2]
and Cockcroft & Walton generator accelerated protons to 400 keV [3, 4]. Table 1.1 lists the main turning
points underpinning accelerator technology during the twentieth century.
The initial developments can be categorized into three separate roots, namely DC accelerators, resonant
accelerators, and betatrons. The first DC accelerator was realized by Cockcroft and Walton, which was
encouraged by Rutherford after Gamov and Gurney predicted tunneling at 500 keV [5, 6]. The DC
accelerator was later used to split lithium atom and was appraised with the Nobel Prize in 1951 [3, 4].
The Cockcroft and Walton generator (Fig. 1.1) although was the first of its kind, was widely used for
many years after as the input stage for larger accelerators. The main reason for this wide usage was the
high current and low emittance of the output beam. Notwithstanding, the device was suffering from a
major drawback, which was inability to provide beams of higher energy than the maximum voltage in the
generator.
The above shortcoming in DC accelerators was the main reason for Ising suggesting the concept of
accelerating particles with a linear series of conducting drift tubes in 1924 [8] and Widero¨e building
the proof-of-principle linear accelerator in 1928 [9]. In fact, Ising’s original idea can be considered as
the beginning of the today linear accelerator (linac) technology. Alternate drift tubes are fed by an
alternating field source, whose frequency is adjusted so that a particle traversing a gap sees an electric
field in the direction of its motion. While the particle is inside the drift tube, the field reverses so that it
is again directed along the motion at the next gap. As the particle gains energy and speed the structure
periods must be made longer to maintain synchronism (Fig. 1.2a). Building a linac during the 1930’s was
rather difficult due to technological challenges. Ernest Lawrence in 1929, inspired by a written account
of Widero¨e’s work came up with the idea of the fixed-frequency cyclotron (Fig. 1.2b). He built the first
model of this device in 1932, which was less than a foot in diameter and could accelerate protons to 1.25
MeV [2]. However, the relativistic effects disturb the operation of a cyclotron, limiting the energy of the
output beam to sub-relativistic regime.
In parallel to the above developments, betatrons were also proposed by Widero¨e [10] and demonstrated
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Table 1.1: History line for particle Acelerators
year achievement
1895 Lenard performed electron scattering on gasses where less than 100 keV elec-
trons were detected.
1913 Franck and Hertz excited electron shells by electron bombardment.
1906 Rutherford bombards mica sheet with natural alphas and develops the theory
of atomic scattering.
1911 Rutherford published theory of atomic structure.
1919 Rutherford induces a nuclear reaction with natural alphas.
1923 Widero¨e designs the first betatron with the well-known 2-to-1 rule.
1924 Ising proposes resonant acceleration in dirft tubes.
1928 In contrast to Rutherford expectation, Gamov predicts tunneling and perhaps
500 keV energy suffices for research on nuclei.
Widero¨e demonstrates Ising’s principle with a 1 MHz, 25 kV oscillator to make
50 keV potassium ions.
Encouraged by Rutherford, Cockcroft and Walton start designing an 800 kV
generator.
1927 Widero¨e makes a model betatron but it does not work in practice.
1929 Lawrence, inspired by Widero¨e and Ising, concieves the cyclotron.
1931 Livingston demonstrates the cyclotron by accelerating hydrogen ions to 80 keV.
1932 Generator reaches 700 kV and Cockcroft and Walton split lithium atom with
only 400 keV protons.
Lawrence’s cyclotron produces 1.25 MeV protons.
1940 Kerst re-invents betatron and builds the first working machine for 2.2 MeV
electrons.
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(a) (b)
Figure 1.1: Cockcraft and Walton’s apparatus producing 400 keV proton beam: (a) the accelerating column, and
(b) DC generator (adapted from [7])
by Kerst [11]. A betatron uses the circulating electric field around a time-varying magnetic field to transfer
energy to particles. The widely used term “betatron oscillation” referring to the particle oscillations inside
an alternating magnetic field, originates from this experiment after Kerst and Serber published their paper
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Figure 1.2: Resonant accelerators: (a) Ising’s RF linac, and (b) Lawrence’s cyclotron (adapted from [7])
on particle oscillations in their device [12]. This device is insensitive to relativistic effects and was therefore
ideal for accelerating particles to highly relativistic energies. The first accelerator delivering particles with
energies in the level of hundreds of MeVs was Kerst’s betatron which could accelerate electrons to 300
MeV in 1950. Although the further progress in betatron development ended in the same year, the device
is considered as a reliable and cheap instrument which is continuously built commercially for hospitals and
small laboratories.
After the above ground-breaking inventions underpinning the research efforts in accelerator science,
constantly new ideas for acceleration mechanisms emerged. Some of the suggested ideas revolutionized
the technology and brought up new venues for accelerator operations. The discovery of the phase stability
principle in 1944 by Veksler and McMillan led to the invention of synchrotrons, which are currently the
main facilities serving light source applications [13, 14]. The design of synchrotrons were later immensely
affected by the proposal of strong focusing (also known as alternating gradient focusing), which was initially
suggested by Christofilos [15] and later developed by Courant, Snyder and Livingston [16]. The use of
superconductivity in RF accelerator was a prominent step towards accelerating protons to highest energies
possible. After the progress made in ultra-high frequency technology during World War II, owing to the
urgent need for radar technology, the idea of linac structures gained renewed interest. Berkeley was the
first, with building the Alvarez accelerator perfoming linear acceleration of protons up to 32 MeV [17].
The first electron linear accelerators were studied at Stanford and MIT in 1946. This type of accelerators
are currently the largest now in operation facilities delivering a 50 GeV electron beam at the Stanford
Linear Accelerator Centre (SLAC).
The “Livingston plot” shown in Fig. 1.3 reveals the progress that has been made in accelerator energies
in the last century. This type of plot is called a Livingston chart after M. Stanley Livingston, who first
drew up such a chart in the 1960’s [19]. The plot clearly shows that benefitting from novel technologies
and ideas, promising increase in the power of accelerators is acquired, higher energy particles are achieved,
and unprecedented facilities with new applications are built.
1.1.2 Present
After the developments before 1960’s, resonant acceleration was by far the most attractive concept and
became the underlying principle for modern accelerators. The development of resonant accelerators has
progressed along two distinguished paths, which according to the particle trajectories are referred to as
linear accelerators and circular accelerators. Particles in linear accelerators travel on a straight line and
pass only once through each single accelerator module. In contrast, in a circular accelerator, particles
traverse a closed orbit periodically for many repetitions, thereby accumulating energy at every passage
through the accelerating structure. The choice of the accelerator type is mostly determined by the par-
ticular application and sometimes the available technology. For example, the main advantage of circular
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accelerators is that a single cavity combined by the confinement action of magnetic fields, is capable of
transferring very high energy to particles. This is a very efficient scheme where only a relatively small
amount of power is required. Unfortunately, for light particles the emission of synchrotron radiation can
limit the maximum energy achievable, making circular accelerators superior choices for heavy particles
and medium energy electrons. On the other hand, beam emittance can be maintained smaller in linear
accelerators, making them suitable for light source applications. Both types continue to be improved and
optimized as associated technologies advance.
Synchrotrons as the most frequently implemented circular accelerator structure has been used in many
of the today facilities. The instruments maintaining the circular orbit of the particles can also be used for
storing particles for a long time at fixed energy, which results in the facilities referred to as storage rings.
These configurations are very promising for studying collisions with applications in particle physics. This is
the reason why all today colliders are in form of synchrotrons or storage rings. In 1959, the CERN Proton
Synchrotron (CPS) produced 28 GeV proton beams [20, 21] one year before the operation of Brookhaven
Alternating Gradient Synchrotron (AGS) delivering 33 GeV proton beams. These two facilities are still in
operation and used for applications in particle physics. The AGS continued to increase in beam energy
through multiple upgrades, and today serves as the injector for the Relativistic Heavy Ion Collider (RHIC)
at Brookhaven [22]. LEP at CERN started operation in 1989 as the Largest Electron-Positron collider
with around 104 GeV beam [23]. This facility was later upgraded to the Large Hadron Collider (LHC),
the world largest proton collider with 7 TeV beam installed in the 27 km long tunnel and started operating
in 2008 [24].
With time, the technology of RF accelerators became so mature that cascading large number of accel-
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erator modules was routinely feasible. This capability led to the development of several facilities based
on linear accelerators, where high energy electron beams with low emittances are pursued. The Stanford
Linear Accelerator (SLA) producing 50 GeV electron beam, operational since 1966, is the first large scale
linear facility built. The 3.4 km long accelerator facility of European x-ray Free Electron Laser (XFEL),
which started operating in 2017 and delivers 17.5 GeV electron beams, is the most recent and advanced
facility of this type. The future International Linear Collider (ILC) will be the first electron-electron
collider that exploits the benefits of linear accelerators in a collision experiment [25].
1.1.3 Future
All the previously referenced facilities employ RF accelerators that operate in the RF frequency regime.
Currently, the delivered power from RF sources is enough to simultaneously fill numerous cavities up to
their damage threshold. This makes the damage threshold of the accelerator material under intense electric
fields, the main obstacle for realizing high accelerating gradients. The maximum accelerating gradients
in the existing facilities is around 30 MeV/m at S-band frequency (λ ' 10 cm). With such gradients,
kilometer long facilities are inevitable, when GeV-level beams are required. It is widely accepted that to
further augment the aptitude of the accelerator technology, new approaches should be developed where
the achievable accelerating gradients are boosted to higher levels.
Investigating damage mechanisms in accelerators is of key importance to invent new approaches for
boosting the achievable accelerating gradient. The empirical studies done by Loew and Wang had initially
shown that electron field emission, scaling as f0.5τ−0.25 with f the operation frequency, and τ the pulse
duration of the accelerating field, imposes a principal limit on device performance [26]. However, recent
comprehensive studies on breakdown thresholds of various accelerators demonstrated that pulsed heating
of the accelerator walls is the dominant factor limiting accelerating gradients [27, 28]. This conclusion
confirmed the observed lower operational gradients in existing facilities when compared with predictions
from the previously derived scaling laws. The authors concluded that the pulse duration of the accelerating
field plays the major role in the breakdown event, since it is directly linked to the pulse energy governing
pulsed heating in the device. In parallel, the recent detailed studies of breakdown rates in RF accelerators
have confirmed this conclusion [29]. The principal outcome of these studies was the value of E6maxτ being
constant in various facilities operating based on micro-second long pulses in RF regime. Therefore, venues
for obtaining higher accelerating gradients can be found in short pulse regimes. For example, using pico-
second long pulses will augment the possible accelerating gradients by at least a factor of ten, making 0.5
GV/m a safe assumption for accelerator design.
Based on the above investigations, one can think of three approaches for pushing the limits of accelerating
gradient. First, one may try to realize accelerating fields without any surrounding materials or boundaries.
Such an approach results in the creative field of laser-plasma wakefield acceleration (LPWA) [30–43]. In
this scheme, a high intensity laser is focused on an atomic gas jet, causing the ionization in the majority
of atoms and creating a plasma. A resonant motion is thus stimulated in the electrons of the plasma. This
electron motion breaks the charge balance inside the very dense plasma inducing extremely high gradients
in the plasma area surrounding the laser. Electrons in the plasma can find the right phase and can be
accelerated to high energies. Gradients of many tens of GeV/m in few millimeters have been already
demonstrated [38], and additionally staging of these interactions have been achieved [43]. High-gradient
electron acceleration schemes that directly use laser beams in the complete absence of any materials or
boundaries, including plasma, have also been studied and shown to be feasible via ab initio numerical
simulations [44–46].
Increasing the operation frequency is a proper path from different viewpoints. Higher operation fre-
quency shrinks down the device dimensions, which in turn reduces the required energy for particle ac-
celeration. This relaxes limitations due to pulsed heating as well. Furthermore, higher field emission
thresholds as well as easier realization of short pulses in high frequencies assist in obtaining high gradient
accelerators. Dielectric laser accelerators (DLA) [47–49], as the second solution, and THz-driven linear
electron acceleration [50–52], as the third one, are promising outcomes of this approach.
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Parallel to the aforementioned methods for implementing new forms of particle acceleration, other ideas
are also developed and studied in detail towards high-gradient accelerators. Inverse Free-Electron Laser
(IFEL) [53] scheme, inverse Cerenkov accelerator [54], Laser Plasma Acccleration (LPA) and beam driven
acceleration [55–57], where wakefields of a bunch are used to accelerate another bunch are examples of such
approaches. All of these methods are still in their infancy and each one of them is challenged by specific
problems emanated from its operation principles. Dedicated research efforts are devoted to solving these
problems and mitigating the limitations. The future of particle accelerator technology will be shaped
by one of these methods, depending on the progress in related source technology and the interest in
applications matching each technique.
1.2 Radiation Sources
Particle accelerators need to be fed by high power radiation sources, which are themselves outcomes
of advanced technologies with ongoing progress. In the review of the particle accelerator history, the
development of RF linacs after World War II is a good example for the strong dependence of accelerator
development on high power source technology. Therefore, it is essential to review the present technology
of high power radiation sources, which are either used in accelerators or showing promises for the future
accelerator technology.
1.2.1 Klystrons
Kylstron refers to a vacuum tube used to amplify small signals up to high power levels, invented by two
brothers Russell and Sigurd Varian of Stanford University [58]. The work of physicist William W. Hansen
was instrumental in the development of the klystron according to Varian brothers. Their prototype was
completed in August 1937, and upon publication in 1939, news of the klystron immediately influenced the
work of US and UK researchers working on radar equipment. The brothers founded Varian Associates
to commercialize the technology and employ it in various applications like linear accelerators in radiation
therapy. The company is in fact one of the first high-tech companies in Silicon Valley. During the second
World War, the allied powers relied mostly on klystron technology for the microwave generation in their
radar system.
Klystron amplifiers have the advantage of coherently amplifying a reference signal, thus their outputs
can be precisely controlled in amplitude, frequency and phase. This is the reason why they are well-
suited for linear particle acceleration technology. A schematic illustration of a typical two-cavity klystron
amplifier is shown in Fig. 1.4a. The first cavity is excited by the input signal, which is input-coupled to
the cavity by a coaxial-line loop or a waveguide aperture. This cavity, acting as a buncher, modulates
the velocity distribution of the electron beam produced by a thermionic cathode. The second cavity is
separated from the buncher by a drift space of length l, which should ideally be chosen so that the AC
current at the output cavity is a maximum. The output cavity is thus excited by the AC signal impressed
on the beam in the form of a velocity modulation, which produces an AC current. The AC current on
the beam is such that the excitation level of the second cavity is much greater than of the buncher cavity.
This results in an overall amplification of the output signal, extracted from the output cavity. A portion
of the amplified output is fed back to the buncher cavity in a regenerative manner to obtain self-sustained
oscillations.
Another tube based on velocity modulation, and used to generate microwave energy, is the reflex (re-
peller) klystron, illustrated in Fig. 1.4b. The reflex klystron contains a reflector plate, named as the
repeller, instead of the output cavity used in the other type of klystrons. The electron beam is modulated
by passing it through an oscillating resonant cavity. The feedback required to maintain oscillations within
the cavity is obtained by reversing the beam and sending it back through the cavity. The electrons in the
beam are velocity-modulated before the beam passes through the cavity the second time and will give up
the energy required to maintain oscillations. The electron beam is turned around by a negatively charged
electrode that repels the beam. This type of klystron oscillator is called a reflex klystron because of the
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Figure 1.4: Schematic illustration of (a) Two-cavity Klystron (adapted from [59]) and (b) repeller Klystron (adapted
from [60])
reflex action of the electron beam.
Klystrons produce microwave power far in excess of that developed by solid state sources. They are
applied in radar, satellite and wideband high-power communication, radiation oncology, and high-energy
physics for particle accelerators and experimental reactors. At SLAC, klystrons with outputs in the range
of 50 MW (pulse) and 50 kW (time-averaged) at frequencies close to 3 GHz and nanosecond pulse durations
are regularly employed. Currently, these sources are the standard technology to feed the RF accelerator
facilities around the world.
1.2.2 Gyrtorons
Gyrotrons are sources of high-power, coherent radiation capable of generating over one megawatt of
continuous-wave (CW) power at wavelengths in the millimeter wave range and powers at the level of many
tens of kilowatts well into the terahertz range. They can produce high power at millimeter wavelengths
because as a fast-wave device its dimensions can be much larger than the wavelength of the radiation.
This is different from the case of klystrons and generally any other microwave tube based device, where
dimensions are tightly determined by the operation wavelength. In recent years, major progress is achieved
in building and testing pulsed and CW gyrotrons at frequencies above 1.0 THz.
The electromagnetic radiation in a gyrotron is produced by the interaction of a weakly relativistic gyrat-
ing electron beam and a transverse electric (TE) wave close to cut-off in a cavity resonator. The gyrotron
emission results from the electron cyclotron maser or negative mass instability [61]. The dependence of
an electron’s cyclotron frequency on its energy is a relativistic effect. From a classical physics point of
view, the instability is caused by the dependence of the electron cyclotron frequency on energy, which in-
duces phase bunching and coherent emission as the electron beam interacts with an electromagnetic wave.
The result is a coherent, macroscopic, transverse, cyclotron frequency current that generates transverse
electromagnetic (EM) waves.
Fig. 1.5 illustrates the basic configuration of a modern gyrotron. It consists of an electron gun, a cavity
resonator, a mode converter, an output window and a collector, and requires a solenoid magnet to give
a gyrating motion to the electron beam. Electrons emitted from a cathode by the extraction force of
the electric field, move in a gradually increasing magnetic field towards the cavity. In this movement,
the energy of the electron motion along the lines of magnetic field is partially transformed into energy of
gyration. Electrons that have a cyclotron frequency slightly below the resonant frequency of the microwave
excited in the cavity are bunched and decelerated by its transverse electric field. As a result, the gyration
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energy is transferred to the microwave radiation energy by the bunched electrons and induces oscillation.
The microwave generated within the cavity mode is converted to a wave beam by the mode converter,
shaped by some mirrors, and outcoupled through the output window.
Gyrotrons are used for many industrial and high-technology heating applications, such as in nuclear
fusion research experiments to heat plasmas and as a rapid heating tool in processing glass, composites,
and ceramics. They have not still been employed for linear particle acceleration in small waveguide.
The main obstacle for this application is the still remaining challenges to precisely control the phase of
the output radiation. However, they are one of the promising choices for realizing small and low-cost
accelerators in THz regime [63].
1.2.3 Lasers
Today, one can hardly find a field of science which is not revolutionized by laser technology in the twentieth
century. The word LASER is an acronym for Light Amplification by Stimulated Emission of Radiation.
Three basic components constitute the configuration of a conventional laser: the laser medium with at
least three energy levels, an energy pump which creates a population inversion, and an optical resonator
(Fig. 1.6). The axis of the optical cavity determines the propagation direction of the photons to better
than 1 mrad accuracy. In a mono-mode laser exactly one optical eigenmode of the cavity is excited. The
photons in this mode have all the same frequency ω, the same direction, described by the wave vector
k = (kx, ky, kz), the same polarization and the same phase. These values are all quantized according to
the quantum physics principles, and form a quantum state represented by |a〉. Inside the resonator resides
an active medium that contains many atoms in the excited state W2 which can emit radiation of frequency
ω = (W2 −W1)/~ by going into the ground state W1. In the beginning of the lasing process, with the
probability pspon an atom emits its photon by spontaneous emission into any quantum state with arbitrary
direction. However, only photons in the quantum state |a〉 travel back and forth between the mirrors and
remain in the cavity. Any other photon, emitted into other quantum states with a direction different from
the resonator axis, will immediately escape from the optical resonator. Therefore, the number of photons
in state |a〉 increases with time. If already n photons are present in this state, the probability that photon
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number (n + 1) will also go into this state is (n + 1) times larger than the probability pspon for emission
into any other state:
pn = (n+ 1)pspon = npspon + pspon = pstim + pspon (1.1)
where, the term pstim = npspon stands for the stimulated emission probabality, induced by the already
existing photons in the quantum state |a〉, and the term pspon stands for the spontaneous emission which
has the same probability pspon for any final state allowed by energy conservation. This equation, which
can be derived in quantum field theory, is the physical basis of the laser. The lasing process starts from a
stochastic process, namely spontaneous emission by the excited atoms, and the stimulated emission results
in an exponential growth of the light intensity. This is the principle of many of the today solid-state and
gas lasers with wavelengths ranging from 0.5 - 30 µm.
Similar to the majority of science fields, accelerator physics and light sources are strongly affected by the
development of high power lasers. Fast electron sources based on photoemission from a metallic cathode
are one of the long-standing uses of lasers in accelerators [64,65]. This application is currently being further
studied to optimize photocathodes [66]. Developing ultrafast electron sources based on field-emission from
nano-structures is another research topic with extensive efforts dedicated to it in the past decade [67].
Theoretical and experimental study of this phenomenon is one of the topics focused in this habilitation
treatment. Recently, several applications such as free electron laser seeding [68], dielectric laser accelerators
[69], and compact x-ray light sources [70] have emerged, which highlight the potentials of lasers in the
development of future accelerators. Furthermore, laser fields are ideal agents to tailor the 6-D phase-space
distribution of charged particle beams because they can imprint correlations with extremely high spatio-
temporal precision [71]. Laser-plasma wakefield acceleration is a remarkable example of laser utilization
to realize record accelerating gradients [38]. Using lasers as electron wigglers offers the opportunity of
producing very high energy photons up to gamma ray regime [72]. Use of advanced synchronization
schemes in today large research facilities is unavoidable. For the stable operation of these facilities,
synchronization of various operating modules up to pico-second and femto-second regime is mandatory.
This demanding precision for synchronization can only be achieved using lasers [73].
1.2.4 Laser-driven Sources
As observed from the above review, there exists a frequency range of 0.3 - 10 THz, where neither vacuum
electronic sources nor lasers provide solutions for efficient radiation generation. This frequency interval
cited sometimes as terahertz gap has attracted considerable interest over the past ten years due to numer-
ous important and promising applications. Among these applications, molecular spectroscopy, terahertz
imaging, terahertz telecommunication, and medical diagnosis using terahertz waves can be referred to.
The recent developments in electron acceleration and manipulation using terahertz beams, which will be
a considerable part of this thesis, have demonstrated the possibility of terahertz acceleration [74]. Similar
to other frequency regimes, high power terahertz sources are a prerequisite for efficient and useful THz
acceleration. Currently, the demanding power levels useful for electron acceleration is only achieved using
optical lasers [75], or the so-called laser-driven THz sources.
Different physical approaches are considered now to solve the problem of efficient terahertz generation.
The electromagnetic field of a terahertz beam can be generated either via the time variation of the local
current density, or via the modulation of the local polarization in a crystal. The first approach is followed in
a variety of sources, like photoconductive (PC) emitters (antennas and switches) [76] and semiconductor
surface emitters. Conventionally, a PC emitter is a semiconductor material under a bias voltage and
illuminated by visible or near-infrared ultrafast laser pulse with 100-500 fs pulse duration. Absorption of
photons results in the transition of electrons from the valence to the conduction band. Conduction carriers
are accelerated in the external DC bias voltage, and the resultant current surge gives rise to the emission
of an electromagnetic pulse. The life-time of conduction carriers determines the pulse duration of the
emitted radiation. If a semiconductor material with picosecond or sub-picosecond carrier recombination
time is employed, the spectral peak of the pulse hits the THz range. Most semiconductor surfaces emit
electromagnetic transient pulses when illuminated by femtosecond visible lasers without formation of
a macroscopic current. After photoexcitation of the carriers to the conduction band, ultrafast charge
1.2 RADIATION SOURCES 11
transport in the semiconductor generates THz radiation. The charge transport can be driven by the
intrinsic surface electric field of the semiconductor [77,78] or by a difference in the mobilities of the electrons
and holes [79]. These mechanisms are the operation principle for semiconductor surface emitters.
The second approach takes advantage from the nonlinear interaction of coherent optical waves with a
medium with to second-order optical-to-terahertz susceptibility. This category of methods are currently
providing the highest generation efficiencies up to percent level optical-to-terahertz energy conversion.
Employing these techniques in conjunction with the state-of-the-art high power laser technology, enables
realization of power and energy levels demanded for electron acceleration. The presented monograph relies
entirely on the output of such sources for accelerating particles using terahertz fields. Hence, a detailed
review and discussion on these types of sources are necessary here.
From nonlinear optics, it is known that interaction between two plane waves of frequencies ω1 and ω2
in a nonlinear medium with second order susceptibility χ(2) leads to the generation of the third wave with
difference frequency Ω = ω1 − ω2. The amplitude of this difference frequency wave is maximum if the
phase-matching condition ∆k = k1 − k2 − kTHz = 0 is fulfilled. This interaction in a one-dimensional
framework is usually described by considering the general wave equation, which takes the following form
for the amplitude of the THz wave E(Ω, x) exp(−iΩt):
∂2E(Ω, x)
∂x2
+ (Ω)
ω2
c2
E(Ω, x) = −4piΩ
2
c2
P (nl)(Ω, x), (1.2)
where (Ω) stands for the dispersive dielectric constant of the medium and P (nl)(Ω, x) is the nonlinear
polarization, derived from
P (nl)(Ω, x) = χ(2)E1(ω1, x)E
∗
2 (ω, x). (1.3)
To solve the above equation, we consider the following ansatz for the THz wave, which corresponds to the
superposition of two forward and backward propagating THz waves:
E(Ω, x) = Af (Ω, x)e
(ikTHzx−iΩt) +Ab(Ω, x)e(−ikTHzx−iΩt). (1.4)
Solving the wave equation (1.2) implicitly neglects the pump depletion effect. Under this approximation,
the amplitude of the forward and backward propagating waves are calculated as
Af,b =
i2φΩ2Lχ(2)
kTHzc2
e(−αL/4)f(∆f,b) (A1(ω1)A∗2(ω2)) (1.5)
at the initial low-gain stage of the process. Here, L is the length of the nonlinear crystal, α = 2k′′THz is
equal to the absorption coefficient at the THz frequency Ω, and f(∆f,b) is derived from
f(∆) =
1
L
L/2∫
−L/2
eix∆/L dx (1.6)
with ∆f = (k1x − k2x − kTHz)L and ∆b = (−k1x + k2x − kTHz)L. From equations (1.5) and (1.6), it is
easily deduced that the amplitude of the output THz beam is maximized under phase matching condition
∆ = 0.
Dispersion of the group velocity vg is usually negligible for the optical pump. In addition, phase
matching of the backward propagating wave requires negative group velocity of the beam which is rarely
found in materials. For same polarization of the two pumping beams, the parameter ∆ for collinear
forward-generating processes can be written as
∆f ≈
(
Ω
vg
− kTHz(Ω)
)
L (1.7)
Considering that the phase velocity of the THz wave is obtained by vp(Ω) = Ω/kTHz, the phase-matching
condition casts into the following important condition:
vg = vp(Ω) (1.8)
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Figure 1.7: Tilted pulse front technique: (a) schematic illustration of the setup and (b) phase-matching principle
The above analysis presumes some strong approximations making the predictions invalid for high-gain
schemes. Nevertheless, the obtained equations suggest the main requirements for efficient terahertz gen-
eration, which remain true in any case. These requirements include: high second-order susceptibility χ(2),
low THz absorption, and optimal phase matching.
We have introduced these three conditions in the framework of difference frequency generation (DFG)
between two optical beams. For THz generation, a small difference in the frequencies of each two optical
waves corresponding to THz frequency is sufficient. Thus, instead of two monochromatic beams with
slight difference in frequency, it is enough to have one quasi-monochromatic high-power beam with an
appropriate broad spectrum. This type of interaction is referred to as optical rectification (OR). The
spectral bandwidth of a picosecond laser suits for generation of THz waves based on OR phenomenon,
whose optimal operation is achieved under the similar three conditions listed above.
The first two conditions are completely dependent on the material used in the source. Attractive choices
for terahertz generation include Lithium-niobate (LiNbO3), Lithium-tantalate (LiTaO3), semiconductor
crystals like Cadmium-telluride (CdTe), Zinc-telluride (ZnTe), Gallium-arsenide (GaAs), and Gallium-
phosphide (GaP), and polymaer materials like DAST (trans-4’-(dimethylamino)-N-methyl-4-stilbazolium
tosylate). At the same time, employing these materials is beneficial if the phase-matching condition
is satisfied. The large separation between optical and terahertz frequency typically leads to a difference
between optical group velocity and terahertz phase velocity. In other words, it disturbs the phase-matching
condition. Various schemes are proposed and constantly new ideas emerge which elaborate the meeting of
phase-matching requirement [75]. Among these schemes, we focus on two types which have shown the most
promises for high power terahertz generation, namely tilted-pulse-front scheme for generating single-cycle
pulses and quasi-phase matching in periodically poled crystals for generating multi-cycle pulses.
Tilted pulse Front: Optical rectification of femtosecond laser pulses with tilted-pulse fronts in lithium
niobate has emerged as the most efficient THz generation technique [80–83]. This approach produces
single-cycle THz fields with optical-to-THz conversion efficiencies close to 1% at room temperature [84],
and larger than this value at cryogenic temperature [85]. Consequently, the approach has attracted a lot
of interest in the pursuit of mJ-level THz pulse energies.
The configuration of the tilted pulse front setup realizes a pump beam with propagation direction at an
adjustable angle θ to the direction of its wave front (Fig. 1.7a). This condition is acquired using a grating,
through which two dominant diffraction orders are created. Using an imaging setup, i.e. a focusing lens,
these diffracted beams are made to interfere with each other at the nonlinear crystal. The THz beam is
emitted in the direction normal to the pump front, in accordance with the Huygens-Fresnel principle. The
optimal angle of pulse front tilting θ is determined by the phase-matching condition ∆k = 0 illustrated in
Fig. 1.7b. To realize phase-matching, the projection of the optical pulse velocity on the direction of the THz
beam, vg cos θ should coincide with the phase velocity vp of the THz wave. Therefore, the phase-matching
condition is revised into the following form:
vg cos θ = vp(Ω) (1.9)
Due to the dispersion of the nonlinear material, the pulse front tilting angle is slightly dependent on
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Figure 1.8: Quasi phase-matching using periodically poled crystals: (a) schematic illustration of the setup and (b)
phase-matching principle
the frequency spectrum of the pump. Additionally, the angle between the wave vectors of the shifted
components is necessary for the non-collinear phase matching. In [86], the attainable THz pulse energy
was estimated on the base of model calculations for LiNbO3 of stoichiometric (SLN) and congruent (CLN)
composition, GaP, GaSe, and ZnTe. For each case, the setup parameters such as pump pulse duration,
THz frequency, crystal length and crystal temperature were examined and optimized. It was shown that
stoichiometric LiNbO3 under cryogenic conditions is the most promising material for generating up to
2 THz radiation.
Quasi-phase matching in periodically poled crystals: Another method to fulfill the phase-
matching condition over long interaction lengths is using crystal structures with the periodic inversion
of crystal axes. These structures often referred to as periodically poled crystals maintain a spatial periodic
variation of the sign of second-order optical susceptibility, which gives rise to a new condition for the
efficient frequency conversion, the so-called quasi phase-matching (QPM) condition. A schematic illustra-
tion of terahertz generation in a periodically poled crystal is shown in Fig. 1.8a. The amplitude of the
generated terahertz beam is found from,
Af,b =
i2φΩ2L
kTHzc2
e(−αL/4)
+∞∑
m=−∞
χmf(∆f,b + 2pim) (A1(ω1)A
∗
2(ω2)) (1.10)
where the term χ(2)f(∆f,b) in (1.5) is replaced by a summation over all Fourier harmonics χm of the
second-order susceptibility spatial variation χ(2)(x). This equation yields the following new quasi phase-
matching condition for efficient terahertz generation:
∆k +
2pim
L
= 0. (1.11)
The idea of using QPM materials for optical rectification and subsequent THz generation was proposed
by Lee [87]. Multi-cycle narrow-band terahertz radiation was produced in periodically poled lithium
niobate (PPLN) crystal. The authors used femtosecond pulses at 800 nm and cryogenically cooled (18K)
PPLN crystal to reduce THz absorption, and achieved 10-5 conversion efficiency. Efficient narrow-band
terahertz radiation is also achieved in orientation-patterned gallium arsenide [88]. Equation (1.10) suggests
that THz generation efficiency can be improved after increasing the amplitudes of the optical waves.
Inspired by this ground, large periodically poled crystals are illuminated by high power laser sources to
realize highly efficient narrowband terahertz generation. Efficiencies up to 0.1% and energies of about
1 µJ were achieved using optimized femtosecond pump pulses and cryogenic cooling [89]. But to produce
the mJ-level THz pulses needed for acceleration applications, pump pulses up to 1 J are required, and
fs pulses in this case are limited by optical damage and nonlinear effects, especially in longer crystals.
The idea of chirping (stretching) the pump and overlapping delayed pulse copies to maintain the required
difference frequency content was introduced to increase the source efficieny [90]. Using a pulse sequence
is also a promising technique to coherently combine the generated THz waves at different stages of PPLN
and boosting the generation efficiency [91].
The techniques tilted pulse front OR, as well as OR and DFG in PPLN crystals have now reached
efficiency levels adequate for generating the radiation energy and power demanded by terahertz acceler-
ators. Nonetheless, conventional techniques developed for very narrowband pulses (104-105) cycles are
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Figure 1.9: Temporal signature of the output pulse produced using (a) tilted pulse front and (b) quasi phase-
matching techniques [90].
not compatible with the output of these sources. Tilted pulse front technique produces a single-cycle
pulse (Fig. 1.9a) and PPLN based techniques provide pulses which are maximally 100-200 cycles long
(Fig. 1.9b). This limitation calls for new research and developments aiming at novel accelerators whose
inputs are consistent with the output radiation of such sources.
1.3 Light Sources
The search for efficient and compact accelerators is highly supported and instigated by the increasing
demand for compact light sources. The ultimate goal in the terahertz acceleration research is development
of compact light sources, which are low cost and affordable by various research institutes and universities.
The success of such efforts will solve the existing and frustrating challenges caused by limited number
of light sources serving numerous research groups in chemistry, biology, material science and medicine.
As previously emphasized, the term light source in this monograph refers to source of electromagnetic
waves with wavelengths in the range of soft to hard x-ray regime, i.e. 0.01 - 50 nanometers. To better
comprehend the present state of research and development in this field, the made progress, and future
road-map, we present a historical review of the light source technology.
The discovery of x-rays by Ro¨ntgen in 1895, which was awarded the 1901 Nobel Prize in Physics, opened
new venues aiming at scientific use of x-rays to gain new insights into the structure of matter. Table 1.2
lists some of the highlights in this domain during the first half of twentieth century. Almost half a century
after the x-ray discovery, the broad applications and extensive benefits of this type of radiation urgently
called for bright and high quality x-ray sources. The attempts towards providing such sources started
from a parasitic synchrotron light source as the first generation and advanced to free electron lasers as the
fourth generation light source.
1.3.1 Synchrotons
The theoretical basis for predicting synchrotron radiation was carried out in 1897 by Larmor. He used
classical electrodynamics to derive an expression for the instantaneous total power radiated by an accel-
erated charged particle. The following year, Lie´nard generalized this result to the case of a relativistic
particle moving in a circular trajectory. Lie´nard’s formula showed the radiated power to be proportional
to (E/mc2)4/R2, where E is particle energy, m is the rest mass, and R is the curvature radius of the
trajectory. This work was supplemented by Emil Wiechert, so the formalism is generally known as the
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Table 1.2: Early history of x-ray research
year achivement
1896 Frost used x-ray to see into human body, Grubbe suggests treating cancer with
Patients, and Gage finds the dangerous side-effects of x-ray exposure.
1896 Hall-Edwards performed the first use of x-rays under clinical conditions.
1909 Barkla and Sadler discover characteristic x-ray radiation (1917 Nobel Prize to
Barkla).
1912 von Laue, Friedrich, and Knipping observe x-ray diffraction (1914 Nobel Prize
to von Laue).
1913 Bragg, father and son, build an x-ray spectrometer (1915 Nobel Prize).
1913 Moseley develops quantitative x-ray spectroscopy and Moseley’s Law.
1913 Coolidge designed and manufactured the first high vacuum x-ray tube.
1914 Curie developed radiological cars to do x-ray imaging on injured soldiers in
World War I.
1916 Siegbahn and Stenstrom observe emission satellites (1924 Nobel Prize to Sieg-
bahn).
1920 Law enforcement agencies begin using x-ray cameras for inspecting packages
and luggage.
1921 Wentzel observes two-electron excitations.
1922 Meitner discovers Auger electrons.
1924 Lindh and Lundquist resolve chemical shifts.
1927 Coster and Druyvesteyn observe valence-core multiplets.
1928 The Internation Committee on Radiological Protection was founded.
1931 Johann develops bent-crystal spectroscopy.
1931 General Electric Company developed the first 1 MV x-ray generator.
1956 Crick and Watson analyzed DNA structure using x-rays (1962 Nobel prize in
Medicine).
1962 Scorpius X-1, the first x-ray source in space, was discovered.
Lie´nard-Wiechert potentials. However, it took time until 1945 until Schwinger developed the classical the-
ory of radiation from relativistic electrons. His theory predicted the strongly forward peaked distribution
that gives synchrotron radiation its highly collimated property, and the shift of the radiation spectrum to
higher photon energies as the electron energy increases.
Encouraged by the discovery of phase stability principle after McMillan’s and Veksler’s theoretical
work, General Electric (GE) launched a new project to build a 70 MeV electron synchrotron. In the design
phase of this synchrotron, a transparent coating on the electron tube was devised to enable checking for
sparkling in the tube. Instead, a gleam of bluish-white light emerging from the electron beam was observed
(Fig. 1.10). Langmuir recognized that the light is produced due to synchrotron radiation, which led to the
first discovery of this radiation on 24th April 1947 [93].
In the 1950’s and 1960’s, particle accelerators originally developed for Nuclear Physics research were
modified to allow continuous access to researchers wishing to work with synchrotron radiation. A good
example of such synchrotron facilities is DESY (Deutsches Elektronen Synchrotron) in Germany. From
the late 1960’s, particle accelerators based on storage rings began to emerge. For nuclear and particle
physics, a storage ring increases control over where and how the accelerated particles will collide with each
other or with a target. For scientists interested in using synchrotron radiation, the storage ring makes the
production of this radiation continuous, guaranteeing long periods of beam exposure for samples under
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Figure 1.10: First Synchrotron radiation observed at General Electric 70 MeV electron synchrotron (courtesy of
[92]).
investigation. These were, however, equipment for research in nuclear or particle physics and were not
designed or used exclusively for the production of synchrotron light. The use of synchrotron radiation
under such circumstances was called parasitic operation, and these accelerators are considered as the first
generation light sources.
The successful usage of synchrotron radiation in experiments by different research groups resulted in
the desire for equipments optimized for best radiation production. As an outcome, second generation
light sources emerged. In these second generation sources, as in other synchrotron accelerators, light
is produced when the electron beam path is curved by magnetic fields of dipole magnets. However, the
magnetic lattice, required for maintaining the circular path of electrons, is designed to produce the greatest
quantity and best quality of synchrotron radiation possible. With the quality improvement of synchrotron
light, the number of users in various research areas and the number of experimental techniques exploded.
The novel experiments designed based on synchrotron radiation were continuously wishing for brighter
and stronger beam qualities. For instance, the studies based on x-ray microscopy, x-ray spectroscopy and
crystallography highly benefitted from better spatial and temporal coherence of the beam. This demand
from the user led to the development of third generation light sources.
The third generation light source, which is the present state of advanced synchrotron light sources,
takes advantage from a two-ring model and the latest development in accelerator physics to produce
electron beams with very low emittance. This progress made it possible to use insertion devices such
as undulators and wigglers over the electron trajectory. The European Synchrotron Radiation Facility
(ESRF) in Grenoble was the first of the third-generation hard x-ray sources to operate, coming on line
for experiments by users with a 6 GeV storage ring and a partial complement of commissioned beamlines
in 1994. The ESRF has been followed by the Advanced Photon Source at Argonne National Laboratory
(7 GeV) in late 1996, and SPring-8 (8 GeV) in Harima Science Garden City in Japan in late 1997. These
machines are physically large (850 to 1440 meters in circumference) with a capability for 30 or more
insertion devices. Fig. 1.11a schematically shows the basic configuration of the third-generation light
source with the accompanying research facility. As an example of today synchrotron radiation sources,
the photo of Diamond Light Source in England is also shown (Fig. 1.11b).
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(a) (b)
Figure 1.11: Third-generation light source: (a) schematic illustration (produced by J. F.
Santarelli, Synchrotron Soleil) and (b) photo of the Diamond Light Source facility (taken from
https://www.createmaster.co.uk/project/diamond-light-source-beamline-i-14-emf/).
1.3.2 Free-electron Lasers
After the world-wide implementation of third generation light sources, the race to develop a new genera-
tion of light sources with vastly enhanced performance based on various ideas began. The winner of the
title fourth-generation light source was the hard x-ray free- electron laser based on a very long undulator
in a high-energy electron linear accelerator. A FEL facility offers peak brightness many orders of magni-
tude beyond that of the third-generation light sources, as well as pulse lengths of 100 fs or shorter, with
fully coherent characteristics. In a free electron laser, relativistic electrons provided from linear acceler-
ators travel through a static undulator and experience a wiggling motion. The undulator performance
is categorized into two main regimes: (i) in a short undulator, each electron radiates as an independent
moving charge, which yields an incoherent radiation of electron bunch. Therefore, the radiation power
and intensity is linearly proportional to the number of electrons. (ii) For long interaction lengths, the
radiated electromagnetic wave interacts with the bunch and the well-known micro-bunching phenomenon
takes place. Micro-bunching leads to a periodic modulation of charge density inside the bunch with the
periodicity equal to the radiation wavelength. This effect results in a coherent radiation scaling with
the square of the bunch numbers [94, 95]. Coherent x-ray has shown unprecedented promises in enabling
biologists, chemists and material scientists to study various evolutions and interactions with nanometer
and sub-nanometer resolutions.
Similar to synchrotron radiation sources, the radiation of a free electron laser is principally based
on charge particle emission of radiation when accelerated. In synchrotron sources, each electron emits
a radiation independently and the radiation immediately leaves the electron trajectory. Because of the
random distribution of the electrons within a bunch and the large size of the electron bunch compared with
the radiated wavelength, the ultimate radiation is incoherent. The frequency spectrum in a synchrotron
radiation is continuous and covers the interval from zero to the frequencies beyond the cut-off synchrotron
frequency ωc, obtained from
ωc =
3cγ3
2R
. (1.12)
Here, R is the radius of curvature in the bending magnet and γ is the Lorentz factor. The radiated power
in a bending magnet is obtained from
Psync =
e4γ2B2
6pi0cm2e
. (1.13)
Most of the radiated power is limited to a narrow cone of opening angle 1/γ, which is centered around
the instantaneous tangent of the circular orbit. As reviewed above, modern synchrotron light sources
implement an undulator magnet after the bending magnet to generate a more confined and coherent
radiation. In an undulator, acceleration of the electrons is realized through a periodic arrangement of
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magnets with alternating polarization. The oscillating magnetic field introduces a wiggling motion to the
straight line trajectories of particles, which in turn leads to the generation of an electromagnetic radiation.
John Madey pioneered the concept of radiation sources from undulators, which is sometimes referred to
as low-gain free electron laser [96].
It is always helpful to figure out the principle of undulator radiation within the rest frame of relativistic
electrons. Suppose the undulator period is equal to λu. Then, the electron beam, travelling with Lorentz
factor γ, observes this period as λ∗ = λu/γ and the radiation will have the same wavelength in electron
coordinate. Once this radiation is transformed to the laboratory frame, the relativistic Doppler effect
implies that the observed radiation is equal to (λ∗/2γ = λu/2γ2). For example, when an electron bunch
with 500 MeV energy equivalent to γ ≈ 1000 travels through an undulator with period λu = 1 cm, the
radiation spectrum will have a central wavelength around λ = 5nm.
More accurate treatment of the undulator radiation problem with considering the sinusoidal shape and
longitudinal velocity yields the following equation for the radiation wavelength:
λl =
λu
2γ2
(
1 +
K2
2
)
, (1.14)
where K = eB0λu/(2pimec) is the so-called undulator parameter, with B0 being the peak magnetic field
at the center of the undulator. Using Larmor equations, the radiated power in one undulator period is
found to be
Pu =
e4γ2B2
12pi0cm2e
. (1.15)
The initial radiation is incoherent and scales with the number of electrons Ne.
The radiation of a set of random emitters can be evaluated by the following equation:
Pt = PuNe (1 + (Ne − 1)f(ω)) , (1.16)
where f(ω) =
∫
f(t) exp(iωt)dt is the Fourier transformation of bunch distribution function. In the above
equation, the first term is usually referred to as the incoherent radiation and the second term is considered
as the coherent term. The second term, scaling quadratically with Ne, would happen if the Fourier
transformation function is large enough. In other words, bunches with lengths comparable to the light
wavelength can introduce a considerable dominant term. Such a condition is not realistic in optical, UV
and x-ray regime. However, in free electron lasers after a certain propagation length along the undulator,
a process of self-organization on the scale of the radiated light wavelength is triggered. This process,
usually called micro-bunching introduces a strong Fourier coefficient term at the radiation wavelength.
Consequently, the radiation scales with N2e , if the undulator is long enough. This is the main reason
for distinguishing between a short undulator resulting in a low-gain FEL and a long undulator realizing
a high-gain FEL (Fig. 1.12. As mentioned above, the FEL light in the high gain regime is a coherent,
monochromatic, polarized, extremely bright and tightly collimated beam. These properties are the origin
for the extensive interest in high-gain FELs and their promising applications.
The described concept of beam instability and the consequent high gain FEL were first introduced by
Pellegrini and Bonifacio [98]. Twenty years after its proposal, the high-gain FEL theory became the main
baseline for designing hard x-ray light sources [99,100]. The successful operation of the soft x-ray FLASH
facility [101] in Germany and the spectacular commissioning of the Linac Coherent Light Source (LCLS) at
SLAC were the culmination of nearly 35 years of continuous advances in electron beam and FEL physics.
Other FEL facilities in South Korea, Japan, Italy and Switzerland were also successfully commissioned.
Recently, the 3.4 km long facility European-XFEL produced x-ray light with a wavelength of 1.4 nanometre
(900 eV). With some further development, FEL facilities will play a vital role as the premier source of
tunable, intense, coherent photons of either ultra-short time resolution or ultra-fine spectral resolution,
from the far infrared to the hard x-ray regime.
The spectral brightness of a light source is the ultimate parameter used to assess the quality of the
delivered radiation. This parameter is defined as the intensity of a radiation source taking into account
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(a) (b)
Figure 1.12: Free-electron laser operation principle: (a) schematic illustration and (b) radiation gain due to micro-
bunching (The data are obtained at the SASE FEL of the TESLA Test Facility [97]).
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Figure 1.13: Peak brightness plotted as a function of photon energy for various light sources around the world.
its spectral purity and opening angle
B =
Φ
4pi2ΣxΣθxΣyΣθy
(1.17)
where Φ is the spectral photon flux defined as the number of photons per second and within a given relative
spectral bandwidth ∆ωl/ωl. The brightness determines how much monochromatic radiation power can be
focused onto a tiny spot on the target. Fig. 1.13 compares the brightness of various currently operating
light sources around the world. The drastically brighter light produced by FEL technology is vividly
observed in this plot.
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1.3.3 Inverse Compton Scattering Sources
Besides numerous investigations and studies on the x-ray FELs, research efforts have been devoted to
building compact x-ray sources, where novel schemes for generating x-ray radiation in a so-called tabletop
setup are examined and verified. These efforts can be categorized into two categories: (i) research on
compact accelerators, and (ii) compact undulator studies. As explained throughout the accelerator part
of this chapter, there are currently several pathways towards making miniaturized accelerator modules,
like the THz acceleration scheme. The second set of approaches aims at using compact undulators like
cryogenic undulatos [102] and optical undulators, where the oscillations in an electromagnetic wave realize
the wiggling motion of electrons [70,103–107]. Sources based on optical undulators are typically referred to
as Inverse Compton Scattering (ICS) or Thomson Scattering (TS) sources. Several studies have predicted
the possibility of achieving FEL like performance using optical undulators [103,105,106].
The first ICS x-ray sources were proposed soon after the discovery of lasers in 1963 [108, 109] and
experimentally demonstrated one year after the first proposals [110]. Since then, research efforts were
devoted to theoretical description of ICS sources [111–113]. The compactness and ability to produce very
high energy photons up to the Gamma ray regime [72] is a remarkable peculiarity of ICS sources. A
comparison between the electron trajectories in a static undulator [94] and in an optical one [112] shows
that the equations governing static undulators are the same as optical undulator radiation equations if
the following mappings are considered:
K ↔ a0 and λu ↔ λl/2, (1.18)
where a0 and K stand for normalized vector potential and undulator strength parameters, respectively.
λl, and λu denote laser wavelength and undulator period, respectively. Therefore, the dominant radiation
wavelength in an ICS source is calculated by
λX =
λl
4γ2
(
1 +
a20
2
)
. (1.19)
For example, when an electron bunch with 20 MeV energy, equivalent to γ ≈ 40 interacts with a counter-
propagating laser with wavelength λl = 1µm and normalized vector potential a0 = 0.1, the radiation
spectrum will have a central wavelength around λ = 0.23 nm. The possibility of achieving very small
radiation wavelengths with MeV-level electron energies is the key feature in ICS sources leading to their
compactness. They are presently incorporated with conventional particle accelerators to provide high
energy photon beams. Examples of these sources are Thomson scattering source at Lawrence Berkeley
National Laboratory (LBNL) [114,115], the High Intensity Gamma-Ray Source (HIGS) at Duke University
[116, 117], the TREX/MEGA-Ray facility at Lawrence Livermore National Laboratory [118], Laser Syn-
chrotron Source (LSS) at Naval Research Laboratory (NRL) [119], Thomsan scattering source in Helmholtz
Zentrum Dresden Ro¨ssendorf (HZDR) [120], and Compact Light Source developed by Lynceantech [121].
Although the beam brightness and coherence of these compact light sources are not comparable with
the photon beams delivered by FELs, they are powerful tools for nuclear resonance fluorescence (NRF),
radiography and photo-fission studies for the detection of nuclear materials [122,123]. Performing Protein
crystallography and phase-contrast imaging using ICS sources are also reported [124, 125]. Such applica-
tions motivate combination of novel and compact acceleration schemes with the ICS source concept to
realize table-top x-ray and Gamma-ray sources. In [126], combination of laser-plasma acceleration with
the ICS concept is discussed and examined. Using X-band accelerators in burst mode with the ICS scheme
is the key concept behind the compact x-ray source at Arizona State University (ASU), producing high
energy photon beams at 100 kHz [127]. The ultimate goal of the presented research in this habilitation
treatment is the conceptual design of a THz-driven ICS source, which uses laser-driven THz sources to
perform THz acceleration and eventually produce high energy photon beams through an ICS interaction
[70]. This is the simplest version of an x-ray source using a THz based gun and accelerator developed in
the AXSIS program at DESY, which will later be further developed towards a coherently emitting source
[70].
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Figure 1.14: Schametic layout of a THz-driven x-ray source.
1.4 Overview of the Habilitation Thesis
The proceeding chapters of the thesis present the research carried out to develop the required instruments
for a THz-driven light source facility. A schematic sketch of such a facility is illustrated in Fig. 1.14.
The ingredients of the designed facility is similar to any other light source. Electrons are created using
an electron source and injected to an electron gun (THz gun) which transfers energy to electrons up to
relativistic regime. These relativistic electrons are received by a THz linac that provides a 15-20 MeV
electron beam. Subsequently, the ultra-relativistic particles interact with a counter-propagating laser
beam to produce x-ray photons. Based on reasons which are thoroughly explained in the next chapters, the
electron gun is fed by single-cycle THz pulses and the linac field is provided by a multi-cycle THz generation
scheme. Each chapter is dedicated to each stage and written in a manner that can be independently studied.
The thesis starts with a simulation chapter, where techniques for precise analysis of components are
described. First, we introduce a hybrid technique based on the discontinuous Galerkin time domain
(DGTD) and the particle in cell (PIC) simulation methods for the analysis of acceleration of charged
particles using electromagnetic fields. The DGTD algorithm is a three-dimensional, dual-field and fully
explicit method for efficiently solving Maxwell equations in the time domain on unstructured grids. On
the other hand, the PIC algorithm is a versatile technique for the simulation of charged particles in an
electromagnetic field. We discuss a novel strategy for combining both methods to solve for the electron
motion and field distribution when a beam interacts with an electron bunch in a very general geometry. The
developed software offers a complete and stable numerical solution of the problem for arbitrary charge and
field distributions in the time domain on unstructured grids. This full-wave technique will be the method
for the analysis of particle accelerators, and electron field emitters. Second, the analysis method for ICS
process is presented. The method solves for the particle trajectories using PIC simulations and updates
the radiation on an assumed detector in front of the beam according to Lie´nard-Wiechert potential. Using
this simple technique the complete radiation properties of an ICS interaction is obtained. The last part of
this chapter revolves around full-wave simulation of free electron lasers. The highly sophisticated dynamics
involved in a FEL process was the main obstacle hindering the development of general simulation tools for
this problem. A numerical algorithm based on finite difference time domain/Particle in cell (FDTD/PIC)
in a Lorentz boosted coordinate system is presented, which is able to fulfill a full-wave simulation of a
FEL process. The developed software offers a suitable tool for the analysis of FEL interactions without
considering any of the usual approximations. A coordinate transformation to bunch rest frame makes the
very different length scales of bunch size, optical wavelengths and the undulator period transform to values
with the same order. Consequently, FDTD/PIC simulations in conjunction with efficient parallelization
techniques make the full-wave simulation feasible using the available computational resources. Several
examples of free electron lasers are analyzed using the developed software, the results are benchmarked
based on standard FEL codes and discussed in detail.
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In chapter 3, the research activities on electron source analysis, development and characterization are
reviewed. This chapter consists of three separate parts which focus on conventional flat photocathodes,
structured electron sources, and electron source characterization techniques. The well-established physics
of a flat photocathode and its analysis techniques are firstly described. Next, we report the design,
modelling, fabrication, and experimental characterization of a novel ultrafast optical field emission cathode
comprised of a large, dense and highly uniform array of nano-sharp high-aspect ratio silicon columns. Such
field emitters offer an attractive alternative to conventional photocathodes, while providing a direct means
of structuring the emitted electron beam. Another candidate for nano-structured photocathodes is flat
gold nano-rods which exploit the plasmonic enhancement of light for ultrafast and efficient emission of
structured electron beams. The design, fabrication and characterization of Au nanorod optical field emitter
arrays are also demonstrated in this section. Next, our recently developed methods for electron source
characterization are described. The techniques consist of velocity-map imaging (VMI) of various electron
sources as well as mapping the spatial emission of electrons onto electron-beam resist materials.
Chapter 4 presents a review of the efforts towards miniaturized THz guns. This review starts with
the concept of producing ultrashort (∼fs) high charge (∼pC) bunches from ultra-compact guns utiliz-
ing single-cycle THz pulses. It is shown that the readily available THz pulses with energies as low as
20 µJ are sufficient to generate multi-10 keV electron bunches. Moreover, It is demonstrated that THz
energies of 2 mJ are sufficient to generate relativistic electron bunches with higher than 2 MeV energy.
After the conceptual presentation, an optimized design strategy for these electron guns is outlined. We
start with designing a gun delivering 400 keV electron beam energy and discuss different techniques to
enhance the performance. Subsequently, upgrading the design to an 800 keV device is discussed. The
experimental tests of a single-layer THz gun and a multilayer structure are reviewed in the next section.
Through these experiments, the feasibility and promise of ultrafast devices for high accelerating gradients
are demonstrated. we demonstrate an all-optical THz gun yielding peak electron energies approaching
1 keV, accelerated by >300 MV/m THz fields in a novel micron-scale waveguide structure. Afterwards,
a segmented terahertz electron accelerator and manipulator (STEAM) is introduced, which is capable of
performing multiple high-field operations on the 6D-phase space of ultrashort electron bunches. With
this single device, powered by few-micro-Joule, single-cycle, 0.3 THz pulses, we demonstrate record THz-
acceleration of >30 keV, streaking with <10 fs resolution, focusing with >2 kT/m strengths, compression
to ∼100 fs as well as real time switching between these modes of operation.
THz linac is the discussed topic in chapter 5. The chapter begins with the numerical investigation of the
acceleration and bunch compression capabilities of 20 mJ, 0.6 THz-centered coherent terahertz pulses in
optimized metallic dielectric-loaded cylindrical waveguides. In particular, we theoretically demonstrate the
acceleration of 1.6 pC and 16 pC electron bunches from 1 MeV to 10 MeV over an interaction distance of
20 mm. In addition, the compression of a 1.6 pC 1 MeV bunch from 100 fs to 2 fs (50 times compression),
and a 1.6 pC 10 MeV bunch from 100 fs to 1.61 fs (62 times) are also theoretically demonstrated. As
described in the radiation source section, the proposed schemes toward high power THz generation are
capable of producing short pulses, which dictates the study of particle acceleration in the pulsed regime
rather than continuous-wave regime. Consequently, various effects such as group velocity mismatch and
group velocity dispersion start to influence the acceleration scenario and impose limits on the maximum
energy gain from the pulse. Therefore, the chapter elaborates covering design methodologies to optimize
the THz linac performance. Finally, the chapter is enclosed by experimental demonstration of linear
electron acceleration in a THz waveguide.
The last chapter of the thesis tries to utilize the developed concepts to perform a start-to-end simulation
of a fully THz-driven table-top x-ray source. All of the elements in the source are fed by 1 µm laser tech-
nology, offering the unique possibility of inherent synchronization. The required terahertz pulses to excite
the accelerators are categorized as single-cycle and multi-cycle pulses. Two single-cycle 400 µJ pulses with
central frequencies at 300 GHz are generated using optical rectification (OR) of picosecond pulses using a
titled-pulse-front setup. In parallel, four 554 ps multi-cycle pulses with 10 mJ energy centered at 300 GHz
are produced using difference frequency generation (DFG) of two 1 J laser pulses. The single-cycle THz
pulses feed an ultrafast electron gun, where a 1 pC electron bunch is generated through photoemission
off a flat copper surface excited by a UV laser beam. This electron gun delivers a 600 fC electron bunch
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with 0.78 MeV kinetic energy, which is immediately injected into a dielectric-loaded metallic waveguide
operating as a linear accelerator (linac). At the input of the linac, a coupler is designed which simultane-
ously couples and combines the four multi-cycle THz beams into a single TM01 mode of a dielectric-loaded
metallic waveguide. To keep the electron bunch confined in the linac, a quadruple lattice is used to control
the bunch size over and after the linac. The set of linac and quadruples deliver a 360 fC electron bunch
with 19 MeV beam energy, which is then transported to an inverse Compton scattering (ICS) stage. At
the ICS interaction point, the 19 MeV electron beam scatters off a 100 mJ 1µm laser beam and generates
an x-ray beam with 6.7×104 photons per shot with photon energies 2 keV< Ep <7 keV. This thesis closes
with a summary and outlook to the future possibilities in Chapter 7.
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2 Simulation Techniques in Light Source Technology
2.1 Introduction
The interaction of charged particles with an electromagnetic field occurs in many applications and devices,
ranging from radiation sources [94,95] and accelerator physics [18,128], to imaging science and spectroscopy
[129]. Many of today high power sources such as microwave travelling wave tubes (TWT) and klystrons
[130], gyrtorons [131] and magnetrons [132], synchrotron radiation sources, THz and x-ray FEL are per-
forming based on free electron motion in a properly designed electromagnetic field. In accelerator physics,
energy transfer to particles is achieved by the action of an electromagnetic wave, either in a cavity or a
waveguide. Moreover, there exists also a reaction from charged particles to the field in form of radiation.
The mutual interaction between electrons and a laser beam constitute the fundamentals for developing
advanced sources based on inverse Compton scattering [70, 72, 103–107] and undulator radiation [94, 95].
In such cases, not only the action of the field on an electron bunch is studied but also the back-action of
free charges on the field distribution. This type of interaction also plays a major role in the acceleration
using wake-fields of particles [55]. This chapter specializes in simulation techniques used for the analysis
of mutual interaction between electromagnetic fields and charged particles.
The numerical algorithms presented in this chapter can be grouped into three categories: (i) Numerical
calculation of particle trajectories inside the numerically simulated electromagnetic field, which is useful for
modelling complicated structures where analytical models suffer from inaccurate approximations. These
techniques are explained in section 2.2 and are later used to simulate structured electron sources and
THz guns. (ii) Numerical calculation of particle trajectories inside analytically calculated electromagnetic
field, which is useful for modelling ICS interaction or particle acceleration in waveguides, since analytical
formulation of Gaussian beams and waveguide modes are sufficiently accurate. This group of algorithms
are introduced in section 2.3 and is the base for the simulation of ICS and THz linac in this thesis.
(iii) Numerical calculation of particle trajectories inside analytically calculated electromagnetic field and
numerical simulation of particle radiation: This type of algorithms, described in section 2.4, is useful for
modelling FEL interaction or even ICS interaction including the effect of particle radiation on the bunch
distribution.
2.2 Simulation of Particle Accelerators
Due to the broad range of applications, various algorithms are developed to solve charged particle interac-
tion with an electromagnetic wave. A widely used technique considers the stream of charges as a current
density in the Maxwell’s equations and solves for the fields and the electric current simultaneously [133].
This task can be incorporated in many standard algorithms like finite element method (FEM), finite differ-
ence time domain (FDTD) as well as method of moments (MoM), and is available in some of the existing
commercial software packages [134]. However, the method treats charge distribution macroscopically and
does not support for studying the internal bunch profile evolutions during the interaction. Hydrodynamic
models for the electron bunch based on distribution functions are developed to mitigate this problem.
Direct consideration of transient distribution functions in tandem with the electromagnetic fields result
in the so-called Maxwell-Vlasov equations, widely studied during 1980’s [135,136]. A detailed description
of solving Maxwell-Vlasov equations for plasma using discontinuous Galerkin (DG) approach is presented
in [137]. These developed models, although very helpful, again consider the cumulative effects of charge
distributions and are able to make approximate predictions on the microscopic properties of the bunch.
In contrast, with PIC codes [138, 139] variations in the microscopic bunch parameters can be simulated
and are therefore standard computational techniques for simulating beam dynamics.
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Figure 2.1: Schematic illustration of the general problem of light and electron interaction.
In PIC simulations, the equations of motion are consecutively updated for a particular electromagnetic
field profile. The field distribution is obtained by either using analytical formulations or importing some
previously solved numerical values. The former procedure is often followed in solving for the interaction
between optical beams or waveguide modes and a charge distribution, where approximate analytical so-
lutions (e.g. Gaussian and Bessel-Gaussian beams) are available for the fields [44, 51, 140]. Nevertheless,
the accuracy of using analytical solutions for such purposes is under debate among scientists [141]. The
use of numerical field solutions is indeed a standard technique in designing accelerator cavities, where the
harmonic solutions of the fields in cavities are used as input to the PIC algorithm. However, the method
suffers from harsh limitations when short pulses are influencing a bunch, which is of utmost importance
in this thesis and has received substantial attention due to the possibilities opened in ultrafast optics
[142] and THz sources [84, 85]. Therefore, the time domain numerical simulation of field propagation
when acting on a bunch with considering the microscopic effects is very often encountered in the domains
mentioned above.
Fig. 2.1 shows a schematic illustration for the general problem of light-electron interaction. An arbi-
trary electromagnetic beam excites fields inside a computational domain with known boundary conditions,
including a set of scatterers and an initial charge distribution. The algorithm has to solve for the evo-
lution of the electromagnetic fields and charge distribution. The goal is to find a solution by providing
a time marching mechanism that propagates the electromagnetic fields in a computational domain and
simultaneously solves for bunch evolution. Firstly, we need to decide on a rigorous time domain method
for solving Maxwell’s equations. FDTD is a superior choice with high efficiency, versatility and flexibility
[143]. Extensive research efforts have been devoted to develop FDTD/PIC codes leading to software pack-
ages like SELFT [144], MAGIC [145], MAFIA [146], WARP [147] and PIConGPU [148]. However, this
method suffers from severe limitations being second order accurate in time and space and only amenable
to uniform Cartesian grids. Techniques such as sub-gridding and split-material voxels have been proposed,
without completely solving this problem. In this regard, the beginning of twenty-first century witnessed
progress in the discontinuous Galerkin methods for solving time domain electromagnetic equations with
high order accuracy and additionally on unstructured grids [149–153]. A complete comparison between the
two methods based on finite-difference and discontinuous Galerkin for simulation of nano-photonic systems
is presented in [154]. Therefore, we chose DGTD as the Maxwell solver and due to the previously outlined
reasons the particle motion is solved by a PIC algorithm leading to the hybrid DGTD/PIC algorithm.
Using DGTD as a kernel for solving Maxwell’s equations and coupling it with a PIC algorithm is
pioneered by Jacobs and Hesthaven [155]. The method introduces equivalent charge ρ(r) and current
J(r) densities, and projects them into the computational grid. It is also used to model RF accelerators
and guns [156]. Despite the accuracy in modelling complex geometries, there exist several restrictions in
computing particle radiation and wake-fields, which makes the method not suitable for problems involving
ultrafast particle acceleration and tiny charge distributions. Some examples are (i) consideration of smooth
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functions for charge distribution to avoid Gibbs type phenomena in the field computations, (ii) numerical
instabilities due to static charge and force build-up, (iii) singularities in the field solution of the cell
containing the charges, and (iv) inability to distinguish between the radiated fields to avoid a charge
being affected by its own radiation. These effects have been investigated extensively in various studies
[155,157] and several techniques such as hyperbolic divergence cleaning are proposed to mitigate some of
the aforementioned problems. In [158], advantage was taken from an exception of the above effects, which
vanish on uniform Cartesian grids, to simulate plasma wake-field acceleration. This solution indeed ignores
the outstanding advantage of DG approaches that is the capability of handling unstructured meshes, and
is inefficient for problems where many different length scales are involved.
2.2.1 Discontinuous Galerkin Time Domain Method
For the numerical calculation of field profiles in time, we employ the high order discontinuous Galerkin
formulation of Hesthaven and Warburton [149, 150]. The method focuses on solving Maxwell’s equations
for dispersive media
∇×H = J + Jp + ε0 ∂E
∂t
, and ∇×E = −µ0 ∂H
∂t
(2.1)
where Jp = ∂P /∂t stands for the polarization current in the material and J = J0 + σE represents the
total flowing current. In order to solve this problem, the computational domain is tessellated into M
tetrahedral elements Ωm. In each element, the fields and currents are written as an expansion in terms of
a set of presumed basis functions
Qm(r, t) =
N∑
j
qmj (t)wj(r), (2.2)
where Q ∈ {E,H,J ,Jp} represents any of the involved electromagnetic quantities and N is the num-
ber of coefficients determined by the order of utilized basis functions. Throughout the formulation, the
superscripts m are used to refer to the m’th element.
The basis functions assumed in this work are the hierarchical polynomial vector basis functions devel-
oped by Webb [159]. The Webb’s basis functions are polynomial functions that impose the continuity
of expanded quantities over edges and faces of each element, which leads to the so-called edge, face and
volume basis functions. As shown in [159], for a tetrahedral domain tessellation with polynomial order n,
6(n + 1) edge basis functions, 4(n − 1)(n + 1) face basis functions, and (n − 2)(n − 1)(n + 1)/2 volume
basis functions are needed and sufficient to achieve a complete expansion basis. In other words, the total
number of basis functions will be N = (n + 1)(n + 2)(n + 3)/2. Compared to the nodal basis functions
conventionally used in DG approaches [149], one may refer to our implementation as a modal DG ap-
proach, since the coefficients do not correspond to field values at a specific node in the element. Due
to the accurate inversion of the mass matrices in the DGTD algorithm, the computational cost of nodal
and modal basis functions are the same. However, the Webb basis functions have benefits in computing
the coupling of fields in adjacent elements and the possibility to distinguish between the rotational and
irrotational functions. More accurately, only specific face and edge functions contribute to the coupling
between elements sharing one face, with the contribution from other elements equal to zero. This fact
results in considerably smaller floating point operations during the time update, thereby motivating the
use of Webb basis functions. Besides, excluding irrotational basis functions from the expansion offered
by Webb basis functions, leads to faster computation without loss in accuracy. Such set of functions are
well-known as expansion sets with n+ 1/2 orders.
The standard Galerkin method follows the weighted residual approach which satisfies the original equa-
tion based on weighted integrals. The expanded Maxwell equations (2.1) are multiplied with the basis
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functions and integrated over each element Ωm, which yields
ε0
N∑
j
Sij
demj
dt
=
N∑
j
Tij h
m
j +
N∑
j
∫∫
∂Ωm
wi · (nˆ×H) ds−
N∑
j
Sij (j
m
j + j
m
pj)
µ0
N∑
j
Sij
dhmj
dt
= −
N∑
j
Tij e
m
j −
N∑
j
∫∫
∂Ωm
wi · (nˆ×E) ds
, (2.3)
where
Sij =
∫∫∫
Ωm
wi ·wj dv and Tij =
∫∫∫
Ωm
(∇×wi ·wj) dv. (2.4)
As observed in the equations, a surface integral appears in the weighted residual formulation. This term
is the term responsible for the coupling with the adjacent elements. The discontinuous nature of the
expansion results in different values of tangential field quantities at the surface, if calculated from the
expansion in either of the elements. This discontinuity leads to the so-called numerical flux through the
element surface. The clever idea of DG approaches is defining a proper surface field obtained from the
values at both elements to acquire a stable and convergent scheme in which the numerical flux tends to
zero. Based on the upwinding flux theory introduced in [160], the proper definitions of the tangential
surface fields are
nˆ×H = nˆ× Z
mHm + ZlH l + nˆ× (Em −El)
Zm + Zl
nˆ×E = nˆ× Y
mEm + Y lEl + nˆ× (Hm −H l)
Y m + Y l
, (2.5)
where the superscript l implies that the field value is extracted from the neighboring element. Further,
we have introduced cell-impedances Zm =
√
µm/εm and admittances Y m =
√
εm/µm. Using the above
definition, the interelement coupling terms are obtained based on the fields at the local and adjacent
elements. For the surfaces corresponding to particular boundary conditions such as open, perfect electric
or perfect magnetic conductors, proper definitions are available and introduced in [149–152].
The developed formulation leads to explicit expressions for the time derivative of the coefficient vectors
in terms of their values, i.e. the so-called initial value problem q˙ = f(q, t), with q defined as a vector
containing all the coefficients for various quantities. The remaining step of integrating the semi-discrete
system in time is fulfilled through a fourth-order Runge-Kutta scheme. To achieve a stable time marching
process the time step for the update must be less than a limit. This limit is empirically set according to
the criterion introduced in [151]
δt ≤ ζδx/c, (2.6)
where δx is the minimum cell size, c the speed of light and ζ a factor set according to the basis function
order which is 1, 1/2, 1/4 and 1/5 for orders from 1 to 4, respectively.
Using the presented DGTD algorithm a general Maxwell solver is developed that solves for the temporal
variation of fields for arbitrary excitation and geometries. The software is written in C++ and is efficiently
parallelized using the Message Passing Interface (MPI) library. The problem geometry is drawn and
discretized using the Gmsh [161] software. The DUNE [162, 163] and ALUGRID libraries are utilized for
the mesh and grid management The space integrals are computed using Gaussian quadratures properly set
for the specific order of basis functions. Moreover, for considering the dispersive material properties the
formulation of auxiliary differential equations (ADE) is employed in conjunction with different material
models, including Debye, Drude, and Lorentz. The developed DGTD software prepares a platform for
propagating electromagnetic fields caused by an external excitation and the particle radiation.
As an standard process in software development, we examine the implementation through some bench-
marks to assess its reliability and accuracy. To this end, we consider simple problems whose analytic
solutions are available. For the DGTD implementation, normal incidence of a plane wave on a photonic
crystal slab is analyzed. The subset of Fig.2.2b shows the considered geometry of the unit cell as well as the
plane wave excitation. The temporal signature of the plane wave amplitude is assumed to be a Gaussian
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Figure 2.2: Normal incidence of a plane wave with Gaussian temporal variations on a gold photonic crystal slab
considered for testing the DGTD code: (a) The reflection and transmission coefficient of the photonic crystal slab
calculated using DGTD and FMM methods are compared. (b) The same analysis is done for a homogeneous gold
slab and compared against analytical results.
signal with pulse duration 3 fs and central wavelength 400 nm. The host material of the photonic crystal
slab is assumed to be gold, whose permittivity is obtained from the Drude-Lorentz model proposed in [164].
We assume periodic boundaries on the sides of the unit cell. The two upper and lower boundaries truncate
the domain through 1st order absorbing boundary conditions (ABC). The total domain is tessellated into
50’083 elements, which leads to 10 as time steps and 10 ms computation time for each time update on an 8
core machine with Linux operating system. In Fig. 2.2b, we compare the results obtained using the DGTD
code and another semi-analytical method, namely Fourier modal method (FMM) developed mainly for
the analysis of planar periodic structures. In the frequency range of the excitation, good agreement is
observed between the results. The discrepancy at higher frequencies occurs because of low resolution of
the mesh compared to the wavelength. In addition, the small difference in reflection and transmission
at resonance occurs because of the slow convergence of the FMM results at resonance frequencies. To
validate this, we repeat the same study for a homogenous gold slab, where analytical solutions are avail-
able for both transmission and reflection coefficients, and the effect of boundary truncations are minimal.
For a homogeneous dielectric slab with complex relative permittivity r and thickness d, the reflection an
incident plane-wave is derived using transmission-line theory that yield the following equation:
r =
Zin − Z0
Zin + Z0
with Zin = Zs
Z0 + jZs tan(βd)
Zs + jZ0 tan(βd)
, (2.7)
where Z0 =
√
µ0/0 and Zs =
√
µ0/(r0) are the impedances of vacuum and slab material, respectively.
β = k0
√
r is the complex wave propagation number in the slab with k0 being the vacuum wave number.
Again using the transmission-line theory, the transmission coefficient is obtained from :
t = (r + 1) cos(βd) + (r − 1)Zs
Z0
j sin(βd), (2.8)
Fig. 2.2c illustrates the problem and presents numerical and analytical results, which evidence a perfect
agreement between the two solutions.
2.2.2 Particle In Cell Method
The PIC method is a general technique used to solve a certain class of partial differential equations
encountered in various fields such as fluid dynamics and plasma physics [138]. The success of the PIC
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Figure 2.3: (a) Illustration of the uniform grid mapping algorithm in 2D: the red triangles are checked to find the
triangle containing the charge location. (b) Illustration of the criterion to decide if a pixel in the uniform grid
shares a region with a tetrahedral in the unstructured grid.
method for plasma simulation owes to being relatively intuitive and straightforward to implement. The
method begins with integrating the equation of motion, which for relativistic electron bunches reads as
∂
∂t
(γm0v(r, t)) = −e(E(r, t) + µ0v ×H(r, t))
∂r
∂t
= v(r, t)
. (2.9)
In traditional PIC implementations, the fields of charges are interpolated to a pre-defined mesh and then
a second interpolation returns the field values at the particle locations.
For integrating the equation of motion, we use the same 4th order Runge-Kutta scheme as in DGTD
implementation. This synergy has the advantage of directly using the calculated field values without the
need for time interpolation and maintaining the results of the previous time steps. However, reading the
DGTD field profile and calculating the values at different charge locations faces a serious difficulty. As
previously emphasized, the main advantage of DGTD is its capability for handling various geometries,
because it is developed for unstructured grids. A primitive way to find the tessellation element containing
the point of interest in an unstructured grid is to start checking each element based on this criterion
and stop the search as soon as the corresponding element is found. Imagine the simulation takes 10’000
particles (or macro-particles) into account. Additionally, the DGTD simulation contains 100’000 elements.
Consequently, the described algorithm necessitates one billion element checks in each time step, which
drastically increases the computation cost. The solution to this problem is the uniform grid mapping
algorithm explained as follows.
The reason for the aforementioned problem in obtaining the field values lies in the unstructured nature of
the spatial grid. If the space discretization was based on a uniform hexahedral grid, the containing element
could be found by using an analytical formulation leading to a much shorter computation time. The idea
we followed to surmount the problem with an unstructured grid is mapping it on a uniform hexahedral
grid. Fig. 2.3a presents a 2D illustration of this mapping technique. First, the whole 2D unstructured
mesh is overlapped on a uniform rectangular grid and in a preprocessing step all the triangles which share
some common regions with a specific pixel are found. Here, the term pixel represents each element of the
uniform rectangular grid. This analysis provides a map that assigns each pixel in the uniform grid a set of
triangles in the unstructured grid. By using a simple analytic equation, the pixel containing the location
(yellow pixel in Fig. 2.3a) is obtained. The aforementioned map returns the corresponding triangles (red
triangles in Fig. 2.3a), which are checked to find the triangle containing the point. By following the same
procedure in three dimensions, the element of interest is found after checking only few tetrahedrons, which
strongly depends on the resolution of the uniform hexahedral compared to the tetrahedral grid.
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An important point when constituting the map is the criterion deciding whether a tetrahedron should
be maintained in the set for one hexahedron, or in the 2D case, whether a triangle should be maintained
in the set for one rectangle. A conclusion based on the triangle vertices does not lead to a correct map,
because as observed in Fig. 2.3b, the two elements can share common regions without the triangle vertices
residing in the rectangle. A proper conclusion is made using the radius of the circumscribed sphere (or
circle in 2D). If and only if this sphere has no common region with a hexahedron, the element should be
excluded from the corresponding set in the map. Using this criterion combined with the introduced search
algorithm, a fast procedure for calculating the accelerating field of a charge is achieved which leads to an
efficient solution of the system in time domain.
To benchmark the PIC code, we focus on the dynamics of a single charged particle affected by a plane
wave. Since the plane wave propagation is simulated by the DGTD code, this problem implicitly serves
as a benchmark for the DGTD part as well. A sphere is considered as the computational domain with
1st order ABC boundaries through which a y-polarized plane wave with Gaussian envelope enters and
propagates along the +x-axis. The center wavelength of the incoming pulse is 800 nm, the pulse duration
is assumed to be 15 fs and the peak field is set to 1 GV/m. An electron resides on the center of the
spherical computational domain and moves due to the electromagnetic fields of the plane wave. We solve
for the position of the electron using the developed DGTD/PIC solver. On the other hand, this problem
can be solved analytically using the relativistic Hamiltonian of a free particle. The vector potential of the
considered plane wave reads as
A = −
t∫
−∞
E0e
−2 ln 2
(
t−(x−x0)/c
τ
)2
cos (ω(t− (x− x0)/c) + ψ0) dt yˆ, (2.10)
where E0 denotes the peak field, τ is the pulse duration and ψ0 stands for the carrier envelope phase of
the signal. The time-dependent position of the electron is then obtained as the following:
x(t) =
e2
2γ2cm2
t∫
−∞
A2y(t) dt y(t) =
e
γm
t∫
−∞
Ay(t) dt z(t) = 0, (2.11)
where γ represents the Lorentz factor corresponding to the instantaneous energy of the electron. The
motion along the y-axis happens due to the electric field of the plane wave, and the ponderomotive force
triggers the motion along the x-axis. In Fig. 2.4, we plot and compare the temporal evolution of functions
x(t) and y(t) obtained using both the analytical formulation and the DGTD/PIC algorithm. A perfect
agreement is observed for the variations in y coordinate. The motion along x is a second order effect, since
it is triggered by the ponderomotive force. As seen from Fig. 2.4, the total amount of particle movement
is thousand times less than the wavelength of the plane wave. Accurate prediction of this small motion
requires very high resolution in the space discretization resulting in large computation cost. In Fig. 2.4,
results obtained with one step refinement of the DGTD mesh are also illustrated. The comparison of the
obtained trajectories evidences the convergence of the results toward the analytical solution. As deduced
from the curves the DGTD/PIC code is able to predict the oscillatory motion along the y-axis with less
than 1% error and the small ponderomotive motion along the x-axis with less than 10% error, which
demonstrates the high accuracy of the algorithm and its reliability.
2.2.3 Space-charge Calculations
A big challenge in the simulation using PIC methods is the consideration of particle interactions. Various
approaches, namely particle-mesh, particle-particle, and their combinations tackle this problem in different
ways to achieve either high accuracy or low computation costs [165–167]. A common point in all these
models is neglecting the time delay needed by the charge fields to travel towards other charge positions.
The reason is the very large memory requirements and consequently hampering of the computations for
considering this effect. However, this approximation is justified by the fact that the time delay becomes
considerable for large charge separations, where the mutual interactions are negligible.
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Figure 2.4: (a) x(t) and (b) y(t) of an electron residing on the coordinate origin and influenced by an incoming
y-polarized electromagnetic plane wave. The results, obtained using the DGTD/PIC code are compared with the
analytical formulation.
In [168], we introduced an algorithm based on DGTD/PIC, which enables considering mutual inter-
actions with the time delay effect without making spatial interpolation of the fields. All these goals are
achieved only with additional computation costs proportional to the number of particles N . The algorithm
is shown to be useful for calculating low-range wake-fields which is important in electron source problems.
The standard DGTD/PIC method [155] considers that the Lie´nard-Wiechert potentials are solutions of
the Maxwell equations with the excitations
J(r, t) = qv(r, t)δ(r − r0) and ρ(r, t) = qδ(r − r0), (2.12)
where q is the charge, r0 its location and δ(r) denotes the three dimensional delta function. On the other
hand, the time domain Maxwell equations and particle motion are concurrently solved using DGTD/PIC
algorithm. Hence, instead of using the ultimate solution in the form of Lie´nard-Wiechert fields, one just
adds the excitation current in (2.12) to the Maxwell equations and propagates the space-charge fields
together with the incoming light. As a result, the fields imported from DGTD that are used to accelerate
the charges, account for the mutual interactions as well. As explained earlier, there exist several numerical
problems when DGTD is combined with PIC through this simple algorithm. The method developed in
[168] computes Lie´nard-Wiechert fields within one single element and couples them to the propagating
fields through surface currents on the boundary in order to alleviate some of the shortcomings of the
original DGTD/PIC method. For a more detailed presentation of this technique, the reader is referred
to [168]. Throughout this thesis, we calculate the space-charge effects using particle-particle (or the so-
called point-to-point) method and for structured electron source problem, where low-range wake-fields are
important the field-based algorithm of [168] is utilized.
2.2.4 Field Emission from a Metal Plate
The developed DGTD/PIC algorithm is a promising method to solve complex, strong-field ultrafast electro-
optical problems where no analytic solution exists. Hence, it will be widely used for the simulation of
structured photocathodes and electron guns. One particular problem, that is currently of high interest
is the study of ultrafast electron sources based on laser-induced field emission. These devices, known
as field-emitting cathodes, exploit quantum tunneling in the presence of strong electric fields for the
generation of high brightness electron beams. Practically, an ultra-short laser pulse illuminates a bulk
metal surface and extracts the electrons from the surface. The free electrons are then further affected by
the existing fields and follow the corresponding trajectory in free-space. Since the field emission problem
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Figure 2.5: (a) Geometry of the field-emitter cathode to be studied: A short pulse laser beam impinges on a flat
gold plate and simultaneously accelerates the emitted electrons. (b) Charge emitted from the flat surface versus
time compared for calculations with and without considering particle radiation.
contains propagation and scattering of electromagnetic fields as well as particle motion, the DGTD/PIC
algorithm is an appropriate method for simulating this phenomenon. In addition, the capability of handling
unstructured grids enables one to adaptively increase the mesh resolution at the electron emission points.
Here, we consider the simple problem of field emission from a flat metal surface. More complicated cases
will be analyzed in the next chapters and verified with experiments.
Fig. 2.5a shows the considered material configuration, computational domain and a excitation visualiza-
tion. We assume a tightly focused Gaussian laser beam with central wavelength λ=800 nm, pulse duration
τ=10 fs, Rayleigh radius w0=500 nm, and peak-field amplitude E0=10 GV/m that is obliquely (θ = 45
◦)
incident on the thin gold surface. The gold layer is assumed to be a circular disc with radius 4 µm and
thickness 400 nm. The whole computational domain is discretized into 82’137 tetrahedra resulting in 0.6 s
calculation time for field updates at each time step of 2 as duration. Electrons are emitted according to the
Fowler-Nordheim emission model for metallic surfaces [169]. The work function is assumed to be w=5.1 eV
and the probability for reflection of electrons on the surface, when returning back to the surface is set to
r=0.3.
The parameters of the interaction is set such that a strong field emission occurs in a short time leading
to strong space-charge and wake-field interactions. The strong laser pulse is able to extract many electrons
from the surface. However, due to the mutual interaction between the particles and also the image charge
effect, a considerable portion of the emitted charge recombines with the surface. This is the well-known
space-charge limit in electron guns which can be simulated only correctly, if the mutual interactions are
taken into account. The image charge effect emerging from the charge distribution interacting with the
emitting surface, dictates solving Maxwell’s equations including material boundaries.
Numerical modeling of this problem results in the total charge emission versus time shown in Fig. 2.5b.
As seen from the graphs, the maximum emission of charge is happening around the peak of the laser field,
which affirms the standard assumptions in the field emission mechanism. We compare the field emission
results with and without considering particle fields, i.e. space-charge. According to the computation
without considering particle radiated fields, the short laser pulse leads to emission of about two million
electrons from the surface. However, when particle radiated fields and the mutual static interactions are
considered, the Coulomb blockade effect suppresses tunneling of about half of this charge. Afterwards, the
attraction from image charge and mutual repulsion of electrons lead to recombination of charge with the
gold surface. Note that the initial kinetic energy of the electrons immediately after tunneling is assumed
to be zero similar to strong field emission from atoms.
Fig. 2.6 presents snapshots of field and charge distributions above the gold surface. The color coded
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Figure 2.6: Snapshots of the incident field and the emitted current from the flat gold emitter: the expansion of the
charge cloud with time after the emission process is partially driven by space-charge effects.
dots in the charge distribution represent a charge cloud that forms in the region. Therefore, the charge
of each point can be less than the charge of one electron, since it refers to the probability distribution
rather than one single electron. The figure sequence shows that one side of the bunch is created earlier
than the other side due to the oblique incidence of the Gaussian beam. Moreover, the zoom on the field
distribution in the last snapshot shows the remaining space-charge fields above the surface.
2.3 Simulation of ICS Sources
Several problems in accelerator physics and light source technology require solving particle trajectories
within analytically driven field profiles. Electron acceleration or beam manipulation in cavities and waveg-
uides are examples of such cases. The symmetries in a circular cavity or a cylindrical waveguide lead to
simplifications of the field propagation equations, which subsequently result in analytically solvable dif-
ferential equations. Apparently, using numerical solvers, like the DGTD/PIC code described above, for
such cases will be very inefficient. Therefore, another PIC solver is developed which operates in the same
fashion as the PIC solver described above, but imports fields from analytical derivations.
Similar to (2.9), the following equation of motion is taken into account:
∂
∂t
(
r
β
)
=
(
cβ
− e
√
1−β2
m0c
(E(r, t) + cβ ×B(r, t))
)
. (2.13)
In other words, the time derivative of the pair (r,β) is written in terms of the instantaneous values of
r and β and the electromagnetic fields, i.e. (r˙, β˙) = f(r,β, t). This is a straightforward problem to be
solved by Runge-Kutta methods. Since the electromagnetic fields are derived from the analytic solutions,
use of high order Runge-Kutta method is preferred to decrease the computational cost. Hence, 5th order
Cash-Karp Runge-Kutta method is used to update the equation of motion. Since there is no meshing
of the computational domain in this scheme, use of mesh-based algorithms to calculate the space-charge
effects is not possible. Therefore, point-to-point algorithm is used to evaluate the space-charge effect on
the bunch properties. This method and the corresponding software are used in chapter 5 to design linear
accelerator sections, operating based on waveguide modes.
The same hypothesis concerning the analytical evaluation of the field holds for ICS interaction. Electro-
magnetic fields are derived from analytical solution of the paraxial equation for a Gaussian beam, which
reads as the following:
E(r, t) = E0xˆ
w0
w(z)
e−(r/w(z))
2
e−2 ln(2)(t/τ)
2
cos
(
ωt+ kz − k r
2
2R(z)
+ arctan
(
z
zR
))
(2.14)
B(r, t) =
−Ex(r, t)
c
yˆ, (2.15)
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Figure 2.7: (a) Simulation setup of the ICS interaction, and (b) Temporal linear interpolation from the delayed
time to the sampling time.
where w(z) = w0
√
1 + (z/zR)2, zR = piw
2
0/λ, and R(z) = z+ z
2
R/z are the 1/e beam radius at z, Rayleigh
range and radius of curvature of the beam’s wavefronts at z, respectively. w0 stands for the waist radius
of the beam, and τ is the pulse duration of the ICS laser. In addition, ω = c/k, and k = 2pi/λ represent
the angular frequency and wave number of the ICS light, respectively. Consequently, the PIC algorithm
with field import from a Gaussian beam function leads to fast calculation of particle trajectories.
Space-charge effects are often neglected in the ICS simulation. This assumption originates from the very
small interaction time of the electrons with the counter-propagating beam, over which space-charge forces
cause negligible changes in the motion of particles. Note that in this ICS source, the radiated fields from
the bunch are very small compared to the fields of the ICS laser. Consequently, the particle trajectories
are determined solely by the fields of the laser or optical undulator. To simulate radiation in an optical
undulator with accounting for the effect of radiated fields on particle trajectories, one needs to use an FEL
code discussed in the next section.
Modelling an ICS interaction is not concluded with determination of the particle trajectories. To obtain
the radiation properties of the source, the bunch radiation needs to be calculated during the bunch update.
For this purpose, a detector plate, as shown in Fig. 2.7a, is assumed behind the ICS interaction point. A
3D matrix JF K is defined, whose first two coordinates correspond to transverse position on the detector,
and the third coordinate represents the sampling time of the radiation pattern on the detector. Each
element of the matrix is a pair of electric and magnetic field at the corresponding instant in time and
position. More accurately, one can write
F (m,n, k) = (E(ri, tk),B(ri, tk)), (2.16)
with ri ≡ (xm, yn, ld) defined in Fig. 2.7a. The radiated fields are obtained from the particle parameters
according to Lie´nard-Wiechert potentials:
E(ri, t+
1
c
|ri − rp|) = 1
4piε0
(
q(nˆ− β)
γ2(1− nˆ · β)3|ri − rp|2 +
qnˆ× ((nˆ− β)× β˙)
c(1− nˆ · β)3|ri − rp|
)
(2.17)
B(ri, t+
1
c
|ri − rp|) = nˆ
c
×E(ri, t+ 1
c
|ri − rp|) (2.18)
where nˆ(t) = (ri − rp)/(|ri − rp|), with rp, β, and β˙ being respectively the position, normalized velocity
and normalized acceleration of particle p at time t, obtained from (2.13). It is seen that the field values
are obtained at a delayed time,
tdelayed = t+
|ri − rp|
c
, (2.19)
on the detector, with rp being the particle position. The delayed time t does not coincide with the
discretized time series tk in ((2.16)). Therefore, a linear interpolation scheme illustrated in Fig. 2.7b is
needed to evaluate the contribution of particle p to the radiation element F (i, j, k) representing sampling
times tk. By summing over all the particles in the bunch and iterating the above algorithm over the entire
interaction duration, the radiation of an ICS source is simulated.
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Figure 2.8: ICS radiation of a single electron: (a) Electric field of the radiation versus time with the radiation
profile 3 mm away from the interaction point as the subset, and (b) total and on-axis radiation spectrum of the
interaction.
Particular care must be exercised in bunch initialization for the simulation of the incoherent radiation
in an ICS interaction. The assumption of macro-particles results in coherent addition of radiations from
electrons considered as one single macro-particle. This spurious coherent addition leads to an overestima-
tion of the ultimate photon flux. To remedy this problem, a typical approach is to generate an electron
bunch with a real number of electrons and fill the 6D phase-space of the bunch according to the cumulative
values of the bunch.
Single electron radiation: To benchmark the developed code for simulating ICS interaction, we
consider an example where a single elctron with energy 152 MeV hits a counter-propagating laser beam
with central wavelength λ = 800 nm and pulse duration τ = 25 fs. We assume Rayleigh length of 3 mm for
the beam and pulse energy equal to 10 mJ. Furthermore, it is assumed that the electron motion direction
coincides with the laser propagation line, and the collision takes place at laser focal point. Fig. 2.8a and
Fig. 2.8b illustrate the temporal signature of the field, and the spectrum of the radiation, respectively.
Two radiation spectra are depicted; the on-axis spectrum accounts for the radiation captured in 50 µrad
divergence angle, and the total spectrum corresponds to a 5 mrad radiation cone. It is observed that the
on-axis spectrum peaks at 551 keV which agrees with the expected ICS peak frequency from analytical
solution [112]. The total efficiency of the interaction defined by Prad/Plaser is calculated as 8.8 × 10−15,
which closely agrees with the analytical estimate obtained from 16r2eγ
2(1 + β)2/(3w20 = 9.5× 10−15 [112].
The radiation profile on a detector 3 mm away from the interaction point is also shown as an inset. The
expected elliptical shape in the radiation profile is evident in the result.
Electron bunch radiation: Now that the ICS code is validated, the radiation produced after inter-
action of a bunch of electrons with laser beam is simulated. The simulation parameters are tabulated in
table 2.1. The electron bunch is taken from the typical parameters produced by laser-plasma wakefield ac-
celeration. The simulation results are shown in Fig. 2.9, which demonstrates a broader radiation spectrum
than the single electron case firstly analyzed.
2.4 Simulation of FEL Sources
Owing to the desire of hard x-ray FEL machines for electrons with ultrarelativistic energies (0.5-1 GeV),
these sources are usually giant research facilities with high operation costs and energy consumption.
Therefore, it is crucial and additionally very useful to develop sophisticated simulation tools, which are able
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Table 2.1: Parameters of the ICS interaction
Bunch mean energy 152 MeV
Relative energy spread 2%
Normalized emittance 0.5 mm-mrad
RMS bunch size 1.7µm
RMS divergence 0.1 mrad
Bunch charge 10 pC
RMS bunch length 3 µm
Laser wavelength 800 nm
Laser pulse duration 250 fs
Rayleigh length 3 mm
Pulse energy 100 mJ
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Figure 2.9: ICS radiation of an electron bunch: (a) Electric field of the radiation versus time with the radiation
profile 3 mm away from the interaction point as the subset, and (b) total and on-axis radiation spectrum of the
interaction.
to capture the important features in a FEL radiation process. Such tools will be very helpful for designing
and optimizing a complete FEL facility and additionally useful for detailed investigation of important
effects. The last decade had witnessed extensive research efforts aiming to develop such simulation tools.
As a result, various softwares like Genesis 1.3 [170], MEDUSA [171], TDA3D [172, 173], GINGER [174],
PERSEO [175], EURA [103], RON [176], FAST [177], CHIMERA (previously PlaRes) [178] and PUFFIN
[179] are developed and introduced to the community. However, all the currently existing simulation
softwares are usually written to tackle special cases and therefore particular assumptions or approximations
have been considered in their development [180]. Some of the common approximations in FEL simulation
are tabulated in table 2.2.
The main goal in the presented research is the analysis of the FEL interaction without considering any
of the above approximation. The tool could be used for testing the validity of various approximations in
different operation regimes and also a reliable approach for preparing the final design of a FEL facility.
For example, many of the approximations in table 2.2, which sound reasonable for static undulators are
not applicable for studying an optical undulator radiation. In this regime, due to the various involved
length-scales and remarkable impact of the parameter tolerances, having access to a rigorous and robust
FEL simulation tool is essential.
One of the difficulties in the x-ray FEL simulation stems from the dramatically large variation of length
scales in the involved electromagnetic effects. Some of the nominal numbers in a typical FEL simulation
are:
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Table 2.2: Common approximations in modelling free electron laser radiation
code name
approximation
steady state wiggler-average slow wave forward
no space-charge slice
approximation electron motion approximation wave
GENESIS 1.3 optional X X X — optional
MEDUSA optional — X X — X
TDA3D X X X X — no time-domain
GINGER — X X X — —
PERSEO — — — X X —
CHIMERA — — — X — —
EURA — X X X — —
FAST — X X — — X
PUFFIN — — — X X —
• Size of the bunch: ∼ 100 fs or 300 µm
• Undulator period: ∼ 1 cm
• Undulator length: ∼ 10− 500 m
• Radiation wavelength: ∼ 1− 100 nm
Comparing the typical undulator lengths with radiation wavelengths immediately communicates the ex-
tremely large space for the values. This in turn predicts very high computation costs to resolve all the
physical phenomena, which is not practical even with the existing supercomputer technology. In order to
overcome this problem, we exploit Lorentz boosted coordinate system and implement FDTD [143] method
combined with PIC simulation in the electron rest frame. This coordinate transformation makes the bunch
size and optical wavelengths longer and shortens the undulator period. Interestingly, these very different
length scales transform to values with the same order after the coordinate transformation. Consequently,
the length of the computation domain is reduced to slightly more than the bunch length making the
full-wave simulation numerically feasible. We comment that the simulation of particle interaction with an
electromagnetic wave in a Lorentz boosted framework is not a new concept. The advantage of this tech-
nique for the study of relativistic interactions is widely discussed [181, 182]. The method is currently the
standard technique for the simulation of plasma-wakefield acceleration [183–185]. Using Lorentz-boosted
equations to solve for FEL physics was previously presented in [186], where the code WARP is adapted to
simulate a FEL with static undulator. In [187], the dynamics of a FEL based on optical-lattice undulator
is described in the electron rest frame. Here, we are presenting a software dedicated to the analysis of
FEL mechanism by solving principal equations in bunch rest frame.
Along with all the benefits offered by numerical simulation in the Lorentz-boosted framework, there
exists a disadvantage emanated from treating quantities different from real three-dimensional fields in
the laboratory frame. For instance, the field profile along the undulator axis at a certain time does not
represent the real radiated field profile, because the fields at various points map to the corresponding values
at different time points in the laboratory frame. While this feature introduces difficulties in interpreting
and investigating the numerical outputs, as discussed in [181] analysis in the moving frame leads to a
considerable computational gain motivating the FEL analysis in Lorentz-boosted framework. In addition,
separate modules and functions can be developed to extract the required plots in stationary frame from
the computed values. This approach is implemented in our software MITHRA [188] to obtain the radiated
power. The presented study shows how one can numerically simulate a complete FEL interaction using
merely Maxwell equations, equation of motion for a charged particle, and the relativity principles, without
specific approximations. We begin with presenting the whole computational aspects of the numerical
method, including the FDTD, PIC, current deposition, Lorentz boosting, quantity initialization, and
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parallelization. Next, different examples of free electron lasers are analyzed and the results are presented
in conjunction with some discussions.
2.4.1 Numerical Implementation
In this section, we present the detailed formalism of FDTD/PIC method in the Lorentz boosted coordinate
system. There are many small yet very important considerations in order to obtain reliable results, which
converge to the real values. For example, the method for electron bunch generation, particle pusher
algorithm and computational mesh truncation need particular attention.
Finite Difference Time Domain (FDTD)
FDTD is perhaps the first choice coming to mind for solving partial differential equations governing the
dynamics of a system. Despite its simple formulation and second order accuracy, there are certain features
in this method like explicit time update and zero DC fields, which makes this method a superior choice
compared to other algorithms [143]. FDTD samples the field in space and time at discrete sampling points
and represents the partial derivatives with their discrete counterparts. Subsequently, update equations
are derived based on the governing differential equation. Using these updating equations, a time marching
algorithm is acquired which evaluates the unknown functions in the whole computational domain through-
out the simulation time. In the following, we start with the wave equation which is the governing partial
differential equation for our electromagnetic problem.
Potential formalism: The physics of electromagnetic wave and its interaction with charged particles
in free space is mathematically formulated through the well-known Maxwell’s equations:
∇×E = −∂B
∂t
(2.20)
∇×B = µ0J + µ0ε0 ∂E
∂t
(2.21)
∇ ·E = − ρ
ε0
(2.22)
∇ ·B = 0 (2.23)
These equations in conjunction with the electric current equation J = ρv (v is the charge velocity) and
the Lorentz force equation:
F = q(E + v ×B) (2.24)
are sufficient to describe wave-electron interaction in free space. Moving free electrons introduce electric
current which enters into the Maxwell’s equations as the source. Electric and magnetic fields derived from
these equations are subsequently employed in the Lorentz force equation to determine the forces on the
electrons, which in turn determine their motions. As it is evident from the above equations, there are two
unknown vectors (E and B) to be evaluated, meaning that six unknown components should be extracted
from the equations. However, since these two vectors are interrelated and specially because there is no
magnetic monopole in the nature (∇ ·B = 0), one can recast Maxwell’s equations in a wave equation for
the magnetic vector potential (A) and a wave equation for the scalar electric potential (ϕ):
∇2A− 1
c2
∂2
∂t2
A = −µ0J (2.25)
∇2ϕ− 1
c2
∂2ϕ
∂t2
= − ρ
ε0
(2.26)
where c = 1/
√
µ0ε0 is the light velocity in vacuum. In the derivation of above equations, the Lorentz
gauge ∇ ·A = −∂ϕ/c2∂t is used. The original E and B vectors can be obtained from A and ϕ as:
B = ∇×A (2.27)
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E = −∂A
∂t
−∇ϕ (2.28)
In addition to the above equations, the charge conservation law written as
∇ · J + ∂ρ
∂t
= 0, (2.29)
should not be violated in the employed computational algorithm. This is the main motivation for seek-
ing proper current deposition algorithms in the FDTD/PIC methods used for plasma simulations. It is
immediately observed that the equations (2.25), (2.26), (2.29) and the Lorentz gauge introduce an overde-
termined system of equations. In other words, once a current deposition is implemented that automatically
satisfies the charge conservation law, the Lorentz gauge will also hold, provided that the scalar electric
potential (ϕ) is obtained from (2.26). However, due to the space-time discretization and the interpola-
tion of quantities to the grids, a suitable algorithm that holds the charge conservation without violating
energy and momentum conservation does not exist. The approach that we follow in MITHRA is using
the discretized form of (2.25) and (2.26) with the currents and charges of electrons (i.e. macro-particles)
as the source and solving for the vector and scalar potential. It was shown by Umeda et al. [189], that
by using similar weighting functions for both current density (J) and charge density (ρ), and a proper
discretization of current density based on positions of the macro-particles according to a Zigzag scheme,
a charge conserving deposition scheme is obtained. Here, we have implemented the Zigzag scheme to
maintain the charge conservation in MITHRA. To obtain the fields E and B at the grid points, we use
the momentum conserving interpolation, which will be explained in the upcoming sections.
FDTD for Wave Equation: In cartesian coordinates, a vector wave equation is written in form of
three uncoupled scalar wave equations. Therefore, it is sufficient to apply our discretization scheme only
on a typical scalar wave equation: ∇2ψ − ∂2ψ/c2∂t2 = ζ, where ψ stands for Al (l ∈ {x, y, z}); and
ζ represents the term −µ0Jl. Let us begin with the central-difference discretization scheme for various
partial differential terms of the scalar wave equation at the point (i∆x, j∆y, k∆z, n∆t). In the following
equations, ψni,j,k denotes the value of the quantity ψ at the point (i∆x, j∆y, k∆z) and time n∆t. The
derivatives are written as follows:
∂2
∂x2
ψ(x, y, z, t) ' ψ
n
i+1,j,k − 2ψni,j,k + ψni−1,j,k
(∆x)2
(2.30)
∂2
∂y2
ψ(x, y, z, t) ' ψ
n
i,j+1,k − 2ψni,j,k + ψni,j−1,k
(∆y)2
(2.31)
∂2
∂z2
ψ(x, y, z, t) ' ψ
n
i,j,k+1 − 2ψni,j,k + ψni,j,k−1
(∆z)2
(2.32)
∂2
∂t2
ψ(x, y, z, t) ' ψ
n+1
i,j,k − 2ψni,j,k + ψn−1i,j,k
(∆t)2
. (2.33)
Combining these four equations, one obtains the value of ψ at instant (n + 1)∆t in terms of its value at
n∆t and (n− 1)∆t:
ψn+1i,j,k =− ψn−1i,j,k + α1ψni,j,k + α2ψni+1,j,k + α3ψni−1,j,k + α4ψni,j+1,k + α5ψni,j−1,k + α6ψni,j,k+1 + α7ψni,j,k−1
+ α8ζ
n
i,j,k
where the coefficients α1, . . . , α7 are obtained from:
α1 = 2
[
1−
(
c∆t
∆x
)2
−
(
c∆t
∆y
)2
−
(
c∆t
∆z
)2]
, α2 = α3 =
(
c∆t
∆x
)2
, α4 = α5 =
(
c∆t
∆y
)2
,
α6 = α7 =
(
c∆t
∆z
)2
, α8 = (c∆t)
2
.
(2.34)
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The term ζni,j,k is the magnitude of the source term at the time n∆t, which is calculated from the particle
motions. Usually, one needs a finer temporal discretization for updating the equation of motion compared
to electromagnetic field equations. If the equation of motion is discretized and updated with ∆tb = ∆t/N
time steps, the term ζni,j,k will be written in terms of the value after each N update:
ζni,j,k = −µ0Jl(n∆t) = −µ0ρ(n∆t)
rn+1/2 − rn−1/2
∆t
. (2.35)
As observed in the above equation, the position of particles are sampled at each n+ 1/2 time step, which
later should be considered for updating the scalar potential. This assumption also results in the calculation
of charge density at n+ 1/2 time steps, which should be averaged for obtaining ρ(n∆t).
Numerical Dispersion in FDTD: It is well-known that the FDTD formulation for discretizing the
wave equation suffers from the so-called numerical dispersion. More accurately, the applied discretization
leads to the phase velocity of wave propagation calculated different from (lower than) the vacuum speed
of light. This may impact the FEL simulation results particularly during the saturation regime, owing to
the important role played by the relative phase of electrons with respect to the radiated light. Therefore,
careful scrutiny of this effect and minimizing its impact is essential for the goal pursued by MITHRA.
To derive the equation governing such a dispersion, we assume a plane wave function for ψ(x, y, z, t) as:
ψ(x, y, z, t) = e−j(kxx+kyy+kzz−ωt) (2.36)
in the discretized wave equation. After some mathematical operations, the following equation is obtained
for the dispersion properties of central-difference scheme:
sin2
(
kx∆x
2
)
(∆x)2
+
sin2
(
ky∆y
2
)
(∆y)2
+
sin2
(
kz∆z
2
)
(∆z)2
=
sin2
(
ω∆t
2
)
(c∆t)2
. (2.37)
This equation is evidently different from the vacuum dispersion relation, which reads as
k2x + k
2
y + k
2
z =
ω2
c2
. (2.38)
Comparison of the two equations shows that the dispersion characteristics are similar, if and only if
∆x → 0, ∆y → 0, ∆z → 0, and ∆t → 0. Another output of the dispersion equation is the stability
condition, which is referred to as Courant-Friedrichs-Lewy (CFL) condition [143]. The spatial and temporal
discretization should be related such that the term ω obtained from equation (2.37) has no imaginary part,
i.e. sin2(ω∆t/2) < 1. This implies that
c∆t <
√ sin2(kx∆x2 )
(∆x)2
+
sin2(
ky∆y
2 )
(∆y)2
+
sin2(kz∆z2 )
(∆z)2
−1 . (2.39)
The right hand side of the above equation has its minimum when all the sinus functions are equal to one,
which leads to the stability condition for the central-difference scheme:
∆t <
(
c
√
1
(∆x)2
+
1
(∆y)2
+
1
(∆z)2
)−1
. (2.40)
As mentioned above, for the FEL simulation, it is very important to maintain the vacuum speed of
light along the z direction (throughout this paper z is the electron beam and undulator direction). More
accurately, if kx = ky = 0, kz = ω/c should be the solution of the dispersion equation. However, this
solution is obtained if and only if ∆t = ∆z/c, which violates the stability condition. To resolve this
problem, various techniques are developed in the context of compensation of numerical dispersion. Here,
we take advantage from the non-standard finite difference (NSFD) scheme to impose the speed of light
propagation along z direction [190,191].
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The trick is to consider a weighted average along z for the derivatives with respect to x and y, which is
formulated as follows:
∂2
∂x2
ψ(x, y, z, t) ' ψ¯
n
i+1,j,k − 2ψ¯ni,j,k + ψ¯ni−1,j,k
(∆x)2
(2.41)
∂2
∂y2
ψ(x, y, z, t) ' ψ¯
n
i,j+1,k − 2ψ¯ni,j,k + ψ¯ni,j−1,k
(∆y)2
, (2.42)
with
ψ¯ni,j,k = Aψni,j,k−1 + (1− 2A)ψni,j,k +Aψni,j,k+1. (2.43)
Such a finite difference scheme leads to the following dispersion equation:
(
1− 4A sin2(kz∆z/2)
)( sin2(kx∆x/2)
(∆x)2
+
sin2(ky∆y/2)
(∆y)2
)
+
sin2(kz∆z/2)
(∆z)2
=
sin2(ω∆t/2)
(c∆t)2
. (2.44)
It can be shown that if the NSFD coefficient A is larger than 0.25, and √(∆z/∆x)2 + (∆z/∆y)2 < 1, a
real ω satisfies the above dispersion equation for ∆t = ∆z/c. This time step additionally yields kz = ω/c,
for kx = ky = 0.
The value we chose for A in MITHRA is obtained from
A = 0.25
(
1 +
0.02
(∆z/∆x)2 + (∆z/∆y)2
)
. (2.45)
The update equation can then be written as
ψn+1i,j,k =− ψn−1i,j,k + α′1ψni,j,k
+ α′2(Aψni+1,j,k−1 + (1− 2A)ψni+1,j,k +Aψni+1,j,k+1)
+ α′3(Aψni−1,j,k−1 + (1− 2A)ψni−1,j,k +Aψni−1,j,k+1)
+ α′4(Aψni,j+1,k−1 + (1− 2A)ψni,j+1,k +Aψni,j+1,k+1)
+ α′5(Aψni,j−1,k−1 + (1− 2A)ψni,j−1,k +Aψni,j−1,k+1)
+ α′6ψ
n
i,j,k+1 + α
′
7ψ
n
i,j,k−1 + α
′
8ζ
n
i,j,k. (2.46)
where the coefficients α′1, . . . , α
′
7 are obtained from:
α′1 = 2
[
1− (1− 2A)
((
c∆t
∆x
)2
+
(
c∆t
∆y
)2)
−
(
c∆t
∆z
)2]
, α′2 = α
′
3 =
(
c∆t
∆x
)2
,
α′4 = α
′
5 =
(
c∆t
∆y
)2
, α′6 = α
′
7 =
(
c∆t
∆z
)2
− 2A
((
c∆t
∆x
)2
+
(
c∆t
∆x
)2)
, α′8 = (c∆t)
2
.
(2.47)
To guarantee a dispersion-less propagation along z direction with the speed of light the update time step
is automatically calculated from the given longitudinal discretization (∆z), according to ∆t = ∆z/c.
FDTD for Scalar Potential: Usually, due to high energy of particles in a FEL process, the FEL
simulations neglect the space-charge effects by considering ϕ ' 0 [178]. However, this is an approximation
which we try to avoid in MITHRA. To account for space-charge forces, one needs to solve the wave equation
for scalar potential, i.e. (2.26). For this purpose, the same formulation as used for the vector potential is
utilized to update the scalar potential. Nonetheless, since the position of particles are sampled at t+∆t/2
instants, the obtained value for ϕn corresponds to the scalar potential at (n+ 1/2)∆t. This point should
be particularly taken into consideration, when electromagnetic fields E and B are evaluated.
Boundary Truncation: In order to simulate the FEL problem, we consider a cube as our simulation
domain. The absorbing boundary condition is also considered for updating the scalar electric potential
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ϕ at the boundaries. Therefore, we introduce the parameter ξ, which denotes either ψ or ϕ. The six
boundaries of the cube are supposed to be at: x = ±lx/2, y = ±ly/2 and z = ±lz/2. In the following,
we only present the formulation for the boundary conditions at z = ±lz/2. The process to extract the
equations for the other four boundaries will be exactly similar.
First Order ABCs: The partial differential equations implying first order ABCs at z = ±lz/2 are:
∓ ∂
2ξ
∂z∂t
− 1
c
∂2ξ
∂t2
= 0 (2.48)
Second Order ABCs: The partial differential equations implying second order ABCs at z = ±lz/2 are:
∓ ∂
2ξ
∂z∂t
− 1
c
∂2ξ
∂t2
− c
2
∂2ξ
∂x2
− c
2
∂2ξ
∂y2
= 0 (2.49)
Particular attention should be devoted to the implementation of Mur second order absorbing boundary
condition at edges and corners. Separate usage of the above equations for second order case encounters
problems in the formulation. On one hand, unknown values at grid points outside the computational
domain appear in the equations, and on the other a system of overdetermined equations will be obtained.
The solution to this problem is to discretize all the involved boundary conditions at the center of the
cubes (for corners) or squares (for edges). A simple addition of the obtained equations cancels out the
values outside the computational domain and returns the desired value meeting the considered absorbing
boundary condition. The first and second order Mur boundary condition gradually lose their accuracy
in absorbing the incident field when large angles of incidence are involved. For this reason, in an FEL
simulation using MITHRA, boundaries need to be considered far enough from the radiating particles to
decrease the effect of boundary truncation on the simulation accuracy.
Particle In Cell (PIC)
Particle in cell (PIC) method is the standard algorithm to solve for the bunch dynamics within an elec-
tromagnetic field distribution. The method discretizes the bunch 6D distribution function as an ensem-
ble of macro-particles, takes the time domain data of the electric and magnetic fields, and updates the
macro-particle position and momentum using a proper particle-pusher technique. We comment that the
electromagnetic fields in the motion equation are the total fields in the computational domain, which in
a FEL problem is equivalent to the superposition of undulator field, radiated field and the seeded field
in case of a seeded FEL problem. Often considering all the individual particles involved in the problem
(∼ 106 − 109 particles) leads to high computation costs and long simulation times. The clever solution
to this problem is the macro-particle assumption, through which an ensemble of particles (∼ 102 − 104
particles) are treated as one single entity with charge to mass ratio equal to the particles of interest, which
are here electrons. The relativistic equation of motion for electron macro-particles then reads as
∂
∂t
(γmv) = −e(E + v ×B), and ∂r
∂t
= v, (2.50)
where r and v are the position and velocity vectors of the electron, e is the electron charge and m is its
rest mass. γ stands for the Lortenz factor of the moving particle.
Update Algorithm: There are numerous update algorithms proposed for the time domain solution
of (2.50), including various Runge-Kutta and finite difference algorithms. Among these methods, Boris
scheme has garnered specific attention owing to its interesting peculiarity which is being simplectic. Sim-
plectic update algorithms are update procedures which maintain the conservation of any parameter in
the equation which obey a physical conservation law. In contrast to the acceleration problem, in a FEL
problem effect of the magnetic field on a particle motion plays the most important role. Therefore, using
a simplectic algorithm is essential to obtain reliable results. This was the main motivation to choose the
Boris scheme for updating the particle motion in MITHRA.
44 2 SIMULATION TECHNIQUES IN LIGHT SOURCE TECHNOLOGY
We sample the particle position at times m∆tb, which is represented by r
m and the particle normalized
momentum at times (m− 12 )∆tb which is written as γβm−1/2. Then, by having rm and γβm−1/2 as the
known parameters and Emt and B
m
t as the total field values imposed on the particle at instant m∆t, the
values rm+1 and γβm+1/2 are obtained as follows:
t1 = γβ
m−1/2 − e∆tbE
m
t
2mc
t2 = t1 + αt1 ×Bmt
t3 = t1 + t2 × 2αB
m
t
1 + α2Bmt ·Bmt
(2.51)
γβm+1/2 = t3 − e∆tbE
m
t
2mc
rm+1 = rl +
c∆tbγβ
m+1/2√
1 + γβm+1/2 · γβm+1/2
where α = −e∆tb/(2m
√
1 + t1 · t1). Emt = Emext + Em and Bmt = Bmext +Bm are total fields imposed
on the particle, which are equal to the superposition of the radiated field with the external fields, i.e. the
undulator or the seed fields. In order to figure out the derivation of the equations (2.51), the reader is
referred to [192, 193]. As seen from the above equations, the electric and magnetic fields at time m∆tb
and the position r of the particle are needed to update the motion. In the next section, the equations to
extract these values from the computed values of the magnetic and scalar potential are presented. Note
that to achieve a certain precision level, the required time step in updating the bunch properties (∆tb) is
usually much smaller than the time step for field update (∆t). In MITHRA, there exists the possibility
for setting different time steps for PIC and FDTD algorithms.
Field Evaluation: As described in the FDTD section, the propagating fields in the computational
domain are evaluated by solving the wave equation for the magnetic vector potential, i.e. (2.25). To
update the particle position and momentum, one needs to obtain the field values Em and Bm from the
potentials A and ϕ. For this purpose, the equations (2.27) and (2.28) need to be discretized in a consistent
manner to provide the accelerating field with lowest amount of dispersion and instability error. First, the
values of magnetic and scalar potentials at t + ∆t/2 are used to evaluate the electromagnetic fields at
the cell vertices. Subsequently, the field values are interpolated to the particle location for updating the
equation of motion. An important consideration at this stage is compatible interpolation of fields from the
cell vertices with the interpolations used for current and charge densities. Similar interpolation algorithms
should be followed to cancel the effect of self-forces on particle motion.
Using the equation (2.27), the magnetic field Bni,j,k at cell vertex (i, j, k) is calculated as follows:
Bx
n
i,j,k =
1
2
∑
l=n,n+1
(
Az
l
i,j+1,k −Azli,j−1,k
2∆y
− Ay
l
i,j,k+1 −Ayli,j,k−1
2∆z
)
, (2.52)
By
n
i,j,k =
1
2
∑
l=n,n+1
(
Ax
l
i,j,k+1 −Axli,j,k−1
2∆z
− Az
l
i+1,j,k −Azli−1,j,k
2∆x
)
, (2.53)
Bz
n
i,j,k =
1
2
∑
l=n,n+1
(
Ay
l
i+1,j,k −Ayli−1,j,k
2∆x
− Ax
l
i,j+1,k −Axli,j−1,k
2∆y
)
. (2.54)
Similarly, equation (2.28) is employed to evaluate the electric field at the cell vertices. The electric field
Eni,j,k is obtained from the following equations:
Ex
n
i,j,k =
(
−Ax
n+1
i,j,k −Axni,j,k
∆t
− ϕ
n
i+1,j,k − ϕni−1,j,k
2∆x
)
, (2.55)
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Figure 2.10: Schematic illustration of the parameters used to locate a particle within the computational domain.
Ey
n
i,j,k =
(
−Ay
n+1
i,j,k −Ayni,j,k
∆t
− ϕ
n
i,j+1,k − ϕni,j−1,k
2∆y
)
, (2.56)
Ez
n
i,j,k =
(
−Az
n+1
i,j,k −Azni,j,k
∆t
− ϕ
n
i,j,k+1 − ϕni,j,k−1
2∆z
)
. (2.57)
Suppose that a particle resides at the cell ijk with the grid point indices shown in Fig. 2.10. As
illustrated in Fig. 2.10, the distance to the corner (i∆x, j∆y, k∆z) is assumed to be (δx, δy, δz). We use
a linear interpolation of the fields from the vertices to the particle position to calculate the imposed field.
If ς denotes for a component of the electric or magnetic field, i.e. ς ∈ {Ex, Ey, Ez, Bx, By, Bz}, one can
write
ςp =
∑
I,J,K
(
1
2
+ (−1)I
∣∣∣∣12 − δx∆x
∣∣∣∣)(12 + (−1)J
∣∣∣∣12 − δy∆y
∣∣∣∣)(12 + (−1)K
∣∣∣∣12 − δz∆z
∣∣∣∣) ςi+I,j+J,k+K , (2.58)
where I, J , and K are equal to either 0 or 1, producing the eight indices corresponding to the eight corners
of the mesh cell.
Current Deposition: Once the position and momentum of all the particles over the time interval ∆t
is known, one needs to couple the pertinent currents into the wave equation (2.25). As described before,
this coupling over time is implemented through the equation (2.35). The remaining question is how to
evaluate the related currents on the grid points, i.e. the method for performing a spatial interpolation. To
maintain consistency, we should use a similar interpolation scheme as used for the field evaluation. This
assumption leads to the following equation for spatial interpolation.
ρpi+I,j+J,k+K = ρ
(
1
2
+ (−1)I
∣∣∣∣12 − δx∆x
∣∣∣∣)(12 + (−1)J
∣∣∣∣12 − δy∆y
∣∣∣∣)(12 + (−1)K
∣∣∣∣12 − δz∆z
∣∣∣∣) (2.59)
where ρ is the charge density attributed to each macro-particle, namely q/(∆x∆y∆z). ρpi,j,k is the
charge density at the grid point (i, j, k) due to the moving particle p in the computational mesh cell
(Fig. 2.10). I, J , and K are equal to either 0 or 1, which produce the eight indices corresponding to the
eight corners of the mesh cell. The total charge density ρi,j,k will be a superposition of all the charge
densities due to the moving particles of the bunch. We have removed the superscripts corresponding
to the time instant, to avoid the confusion due to different time marching steps ∆t and ∆tb. The above
interpolation is carried out at each update step of the field values. One can consider the above interpolation
equations as a rooftop charge distribution centered at the particle position and expanding in the regions
(−∆x < x < ∆x,−∆y < y < ∆y,−∆z < z < ∆z). Eventually, equation (2.35) is used to calculate the
corresponding current densities.
The combination of equation (2.35) and (2.59) should maintain the charge conservation law (equation
(2.29)) in a discretized space. For this purpose, the projection from position vectors r to the Cartesian
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Laboratory coordinate system Bunch rest frame:
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Figure 2.11: Schematic illustration of the Lorentz boosting to transform the problem from the laboratory frame
to the bunch rest frame.
components in (2.35) should be done using the so-called ZigZag scheme proposed in [189]. According to
this scheme when a particle moves from the point (x1, y1, z1) to (x2, y2, z2), the motion is divided into
two separate movements, namely (i) from (x1, y1, z1) to (xr, yr, zr), and (ii) from (xr, yr, zr) to (x2, y2, z2).
The coordinates of the relay point (xr, yr, zr) are obtained from the following equation:
xr = min
[
min(i1∆x, i2∆x) + ∆x,max
(
max(i1∆x, i2∆x),
x1 + x2
2
)]
yr = min
[
min(j1∆y, j2∆y) + ∆y,max
(
max(j1∆y, j2∆y),
y1 + y2
2
)]
(2.60)
zr = min
[
min(k1∆z, k2∆z) + ∆z,max
(
max(k1∆z, k2∆z),
z1 + z2
2
)]
where (i, j, k) with indices 1 and 2 represent the cell numbers containing the initial and final points,
respectively. Since potentialA and ϕ are obtained from current and charge in exactly similar ways (update
equations), if charge and current obey the charge conservation, the gauge condition will be automatically
satisfied. In other words, if the initial potentials satisfy the gauge condition, solving equations (2.25),
(2.26), and (2.29) results in potential distributions at time t which also satisfy the gauge condition. The
only requirement is that both potentials are discretized and updated in the same way.
Quantity Initialization
The previous two sections on FDTD and PIC algorithms present a suitable and efficient framework for
the computation of interaction between charged particles and propagating waves. However, the initial
conditions are always required for a complete determination of the problem of interest. For a FEL sim-
ulation, the initial conditions corresponding to the FEL input are given to the FDTD/PIC solver. For
example, in case of a Self Amplified Spontaneous Emission (SASE) FEL, the initial fields are zero and
there is no excitation entering the computational domain, whereas for a seeded FEL, an outside excitation
should be considered entering the computational domain. The explanation of how such initializations are
implemented in MITHRA is the goal in this section.
One novel feature of the method, followed here, is the solution of Maxwell’s equations in the bunch
rest frame. It can be shown that a proper coordinate transformation yields the matching of all the major
parameters in a FEL simulation, namely bunch length, undulator period, undulator length, and radiation
wavelength. Fig. 2.11 schematically describes the advantage of moving into the bunch rest frame. In a
typical FEL problem, the FEL parameter ρFEL is about 10
−3. Therefore, simulation of FEL interaction
with a bunch equal to the cooperation length of the FEL (Lc = λl/(4piρFEL), with λl being the radiation
wavelength) requires a simulation domain only 100 times larger than the wavelength. This becomes
completely possible with the today computer technology and constitutes the main goal of MITHRA. In
this section, the main basis for Lorentz boosting the simulation coordinate is described first. Afterwards,
the relations for evaluating the undulator fields in the Lorentz boosted framework are presented. Finally,
the electron bunch initialization in the Lorentz-boosted framework is discussed.
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Lorentz Transformation: It is known from the FEL theory that a bunch with central Lorentz factor
equal to γ moves in an undulator with an average Lorentz factor equal to γ0 = γ/
√
(1 +K2/2), where K =
eBλu/(2pimc) is the undulator parameter determining the amplitude of the wiggling motion. Consequently,
a frame moving with normalized velocity β0 =
√
1− 1/γ20 is indeed the bunch rest frame, where the
volume of the computational domain stays minimal. Transforming into this coordinate system necessitates
tailoring the bunch and undulator properties. For this purpose, the Lorentz length contraction, time
dilation and relativistic velocity addition need to be employed.
In MITHRA, the input parameters are all taken in the laboratory frame and the required Lorentz trans-
formations are carried out based on the bunch energy. The required transformations for the computational
mesh are as the following:
∆z = ∆z′γ0, ∆t = ∆t′/γ0, ∆tb = ∆t′b/γ0, (2.61)
where the prime sign stands for the quantities in the laboratory frame. The quantities without prime are
values in the bunch rest frame, which are used in the FDTD/PIC simulation. With the consideration of
the above transformations, the length of the total computational domain along the undulator period and
the total simulation time is also transformed similarly.
In addition to the data for the computational mesh, the properties of the electron bunch also change
after the Lorentz boosting. This certainly affects the bunch initialization process which is thoroughly
explained in the next section. An electron bunch in MITHRA is initialized and characterized by the
following parameters:
(i) Mean electron position: (x¯b, y¯b, z¯b),
(ii) Mean electron normalized momentum: (γβx, γβy, γβz),
(iii) RMS value of the electron position distribution: (σx, σy, σz),
(iv) RMS value of the electron normalized momentum distribution: (σγβx , σγβy , σγβz ).
As mentioned previously, the above parameters are entered by the user in the laboratory frame. To
transform the given values to the bunch rest frame the position related parameters are changed as
x¯b = x¯
′
b, y¯b = y¯
′
b, z¯b =
z¯′b
γ0(1− β¯′zβ0)
,
σx = σ
′
x, σy = σ
′
y, σz =
σ′z
γ0(1− β¯′zβ0)
.
(2.62)
To transfer the momentum related quantities, we assume that the main contribution to the Lorentz
factor is the momentum along z direction or the undulator period. In other words, (γβx, γβy, γβz) =
γ(β¯x, β¯y, β¯z), with γ = 1/
√
1− β¯2z . Similarly, the RMS values can also be written as (σγβx , σγβy , σγβz ) =
γ(σβx , σβy , σβz ). Using the relativistic velocity transformation [194], the transformation equations for the
above values are found as follows:
γ = γ′γ0(1− β¯′zβ0), (2.63)
(β¯x, β¯y, β¯z) = (β¯′x, β¯′y,
√
1− 1/γ2), (2.64)
(σγβx , σγβy , σγβz ) = (σ
′
γβx , σ
′
γβy , σ
′
γβz )γ0(1− β¯′zβ0). (2.65)
Equations (2.61)-(2.65) provide a sufficient set of equations to perform the Lorentz boost to the bunch
rest frame.
Field Initialization: The utilized FDTD/PIC algorithm solves the Maxwell’s equation coupled with
the motion equation of an ensemble of particles. Therefore, in addition to the field values, particle initial
conditions should also be initialized. For a SASE-FEL problem, the initial field profile is zero everywhere,
whereas for a seeded FEL the initial seed should enter the computational domain through the boundaries.
In both cases, the external field which is the undulator field should separately be initialized.
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Undulator Field: By solving the Laplace equation for the magnetic field, the undulator field in the
laboratory frame is found to be as the following (Fig. 2.11) [94]:
B′x = 0, B
′
y = B0 cosh(kuy
′) sin(kuz′), B′z = B0 sinh(kuy
′) cos(kuz′), (2.66)
where B0 is the maximum transverse field of the undulator. To calculate the undulator field in the
bunch rest frame, first the position is transformed to laboratory frame (x′, y′, z′) through the Lorentz
boost equations. Afterwards, the field is evaluated using the equation (2.66). Eventually, these fields
are transformed back into the bunch rest frame. The above approach, although adds few mathematical
operations for the calculation of undulator fields, it enables straightforward implementation of various
realistic effects, like fringing fields of the entrance section and non-gaussian field profiles.
An important consideration in the initialization of undulator field is the entrance region of the undu-
lator. A direct usage of the equation (2.66) with zero field for z′ < 0 causes an abrupt variation in the
particles motion, which results in a spurious coherent radiation. In fact, in a real undulator, there exists
fringing fields at the undulator entrance, which remove any abrupt transition in the undulator field and
consequently the particle radiations [195]. To the best of our knowledge, the fringing fields are always
modeled numerically and there exists no analytical solution for the problem. Here, we approximate the
fringing fields by a gradually decreasing magnetic field in form of a Neumann function. The coefficients
in the function are set such that the particles do not gain any net transverse momentum and stay in the
computational domain as presumed. The undulator field for z′ < 0 in the laboratory frame is obtained as
the following:
B′x = 0, B
′
y = B0 cosh(kuy
′)kuz′e−(kuz
′)2/2, B′z = B0 sinh(kuy
′)e−(kuz
′)2/2, (2.67)
The same transformations as in (2.66) can be used to approximate the fringing field values in the bunch
rest frame.
Seed Field: External excitation of free electron laser process using a seed mechanism has proved to be
advantageous in terms of output spectrum, photon flux and the required undulator length [94, 99]. Such
benefits have propelled the proposal of seeded FEL schemes. To simulate such a mechanism, MITHRA uses
the TF/SF (total-field/scattered-field) technique to introduce an external excitation into the computational
domain. When seeding is enabled by having a non-zero seed amplitude, the second and third points (after
the boundary points) constitute the scattered and total field boundaries, respectively. Therefore, during
the time marching process, after each update according to equation (2.46) the excitation terms are added
to the fields at TF/SF boundaries. For example for the TF/SF boundaries close to z = zmin plane, the
field values to be used in the next time steps are obtained as the following:
SF boundary: ψ
′n+1
i,j,k = ψ
n+1
i,j,k +A(α′2fni+1,j,k+1 + α′3fni−1,j,k+1 + α′4fni,j+1,k+1 + α′5fni,j−1,k+1) + α′6fni,j,k+1,
TF boundary: ψ
′n+1
i,j,k = ψ
n+1
i,j,k −A(α′2fni+1,j,k−1 + α′3fni−1,j,k−1 + α′4fni,j+1,k−1 + α′5fni,j−1,k−1)− α′7fni,j,k−1,
(2.68)
where fni,j,k is the excitation value at time n∆t and position (i∆x, j∆y, k∆z). The excitation value is
calculated based on the imposed seed fields, which are usually either a plane wave or a Gaussian beam
radiation.
Electron Bunch Generation: As described previously, the evolution of the electron bunch is always
simulated by following the macro-particle approach, where an ensemble of particles are represented by
one sample particle. This typically reduces the amount of computation cost for updating the bunch
properties by three or four orders of magnitude. Due to the high sensitivity of a FEL problem to the initial
conditions, correct and proper initialization of these macro-particles play a critical role in obtaining reliable
results. In computational accelerator physics, different approaches are introduced and developed for bunch
generation. Some examples are random generation of particles, mirroring macro-particles at different
phases to prevent initial average bunching factors, and independent random filling of different coordinates
to prevent unrealistic correlations [196]. Among all the different methods, using the sophisticated methods
to load the bunch in a ”quasi-random” manner seem to be the most appropriate solutions. The Halton
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or Hammersley sequences, as generalizations of the bit-reverse techniques, are implemented in MITHRA
for particle generation. These sequences compared to random based filling of the phase space avoid the
appearance of local clusters in the bunch distribution. In addition, the uniform filling of the phase space
prevents initial bunching factor of the generated electron bunch, making it well-suited for FEL simulations.
For details on the nature of Halton sequences, the reader is referred to the specialized documents. By
having the above uniform distributions, the 6D phase space of the initial bunch can be filled according to
the desired bunch properties.
In MITHRA, different schemes for the user is implemented to generate the initial electron bunch. The
main requirements for initializing the bunches is to generate 1D and 2D set of numbers with either uniform
or Gaussian distributions. Suppose x1 and x2 are two uncorrelated number sequences produced by the
Halton algorithm. A 1D uniform distribution y1 with average ym1 and total width ys1 is found by the
following transformation:
y1 = ys1(x1 − 1
2
) + ym1. (2.69)
Such a distribution is used when a bunch with uniform current profile (z distribution of particles) is
to be initialized. On the other hand, a 1D Gaussian distribution is needed when radiation of a bunch
with Gaussian current profile is modeled. To generate bunches with Gaussian distribution, we employ
Box-Muller’s theory to extract a sequence of numbers with Gaussian distribution from two uncorrelated
uniform distributions. Based on this theory, a 1D Gaussian distribution y2 with average ym2 and deviation
width ys2 is found by the following transformation:
y2 = ys2
√
−2 lnx1 cos(2pix2) + ym2. (2.70)
Similar to the undulator fields, an abrupt variation in the bunch profile results in an unrealistic coherent
scattering emission (CSE), which happens if the uniform bunch distribution is directly initialized from
equation (2.69). CSE is avoided by imposing smooth variations in the particle distribution. For this
purpose, a small Gaussian bunch with the same density as the real bunch and a width equal to an
undulator wavelength is produced. The lower half of the bunch (particles with smaller z) is transferred to
the tail and the other half is placed at the head of the uniform bunch. Hence, a uniform current profile
with smooth variations at its head and tail is created.
The transverse coordinates of the bunches are initialized using 2D distributions. In MITHRA, a 2D
Gaussian distribution is assumed for transverse coordinates. To generate such a distribution, two inde-
pendent sets of numbers x1 and x2 are generated based on Halton sequence. The desired 2D Gaussian
distribution with average position (ym3, ym4) and total deviation (ys3, ys4) is produced as the following:
y3 = ys3
√
−2 lnx1 cos(2pix2) + ym3,
y4 = ys4
√
−2 lnx1 sin(2pix2) + ym4. (2.71)
Such algorithms are similarly used to generate the distribution in particle momenta. The only difference
is that for initializing a distribution in momentum merely Gaussian profiles are considered in transverse
and longitudinal coordinates.
Free electron laser radiation should start from a nonzero initial radiation. This radiation can be in
form of an initial seed field, initial modulation in the bunch, or the radiation from bunch shot noise. The
implementation of seeding through an external excitation using TF/SF boundaries was described in field
initialization section. Here, we explain how an initial bunching factor, < ejkuz >, is introduced to the
electron bunch profile.
For this purpose, we follow the procedure proposed in [197] and [196]. A small variation δz is applied to
a particle distribution, which is generated using the above formulations. δz for each particle is obtained
from
δz = ξγ0kubf sin(2ξγ0kuz), (2.72)
where bf is the given bunching factor of the distribution, and ξ = 1 + β¯z/β0 accounts for the change
in the bunch longitudinal velocity after entering the undulator. The introduced variation to the bunch
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Figure 2.12: Schematic illustration of the domain decomposition used for distributed memory parallelization in
MITHRA
coordinates, i.e. z → z + δz, yields a bunch with all the given particle and momentum distributions and
the desired bunching factor, bf .
Parallelization
The large and demanding computation cost needed for the simulation of the FEL process even in the
Lorentz boosted coordinate frame necessitates solving the problem on multiple processors to achieve rea-
sonable computation times. Therefore, efficient parallelization techniques should be implemented in the
FDTD/PIC algorithm to develop an efficient software. Traditionally, there are two widely used techniques
to run a computation in parallel on several processors: (1) shared memory, and (2) distributed memory
parallelization. In the shared memory parallelization or the so-called multi-threading technique, several
processors run a code using the variables saved in one shared memory. This technique is very suitable
for PIC algorithms because it avoids the additional costs of communicating the particle position and mo-
menta between the processors. On the other hand, distributed memory technique distributes the involved
variables among several processors, solves the problem in each processor independently and communicates
the required variables whenever they are called. The distributed memory technique is very suitable for
FDTD algorithm due to the ease of problem decomposition beyond various machines. The advantage is
fast reading and writing of the data and the possibility to share the computational load between different
machines.
Choosing a suitable parallelization scheme for the hybrid FDTD/PIC algorithm depends on both prob-
lem size and machine implementations. One can also implement hybrid techniques to take advantage from
different features of both shared and distributed algorithms. After checking both algorithms on a variety
of machines and different FEL problems, we concluded that using distributed memory often leads to more
efficient and faster computation.
To parallelize the computation among N sets of processors, the whole computational domain is divided
into N domains along z (undulator period) axis. In each time update of the field, the field values at the
boundaries of each domain are communicated with the corresponding processor set. To parallelize the PIC
solver, we define a communication domain which as shown in Fig. 2.12, is the region between the boundaries
of each processor. After each update of the particles position, it is checked if the particle has entered a
communication domain. In case of residing in the communication region, the master processor, which is the
processor containing the particle in the previous time step, communicates the new coordinates to the slave
processor, which is the processor sharing the communication region with the master one. Through this
simple algorithm, both parallelization schemes function simultaneously to achieve the fastest computation
feasible and compatible with an available computing machine.
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Table 2.3: Parameters of the Infrared FEL configuration considered as the first example.
FEL parameter Value
Current profile Uniform
Bunch size (260× 260× 100)µm
Bunch charge 29.5 pC
Bunch energy 51.4 MeV
Bunch current 88.5 A
Longitudinal momentum spread 0.01%
Normalized emittance 0.0
Undulator period 3.0 cm
Magnetic field 0.5 T
Undulator parameter 1.4
Undulator length 5 m
Radiation wavelength 3 µm
Electron density 2.72× 10131/cm3
Gain length (1D) 22.4 cm
FEL parameter 0.006
Cooperation length 39.7 µm
Initial bunching factor 0.01
2.4.2 Results
The goal in this section is more accurate evaluation of the pros and cons of the developed FDTD/PIC
algorithm through the presented examples. For example, the computation time, numerical stability and
numerical convergence and more importantly the reliability of the results are studied based on some
standard examples.
Example 1: Infrared FEL
Problem Definition: As the first example, we consider an infrared FEL with the parameters tabulated
in table 2.3, which is inspired by the numerical analysis presented in [172]. The bunch distribution is
assumed to be uniform in order to compare the results with one-dimensional FEL theory. For the same
purpose, the transverse energy spread is considered to be zero and a minimal longitudinal energy spread
is assumed.
In the mesh definition, the transverse size of the computational domain is considered almost 10 times
larger than the bunch transverse size. In the contrary, the longitudinal size of the mesh is only three
times larger than the bunch length. This needs to be considered due to the failure of absorbing boundary
conditions for the oblique incidence of the field. Furthermore, the bunch and undulator both have tapering
sections (equation (2.67)) to avoid abrupt transitions producing coherent scattering emission (CSE).
Simulation Results: In the beginning, we neglect the space-charge effect only to achieve a good
assessment of MITHRA simulation results. The investigation of space-charge effect will be performed in
the second step. Fig. 2.13a shows the transverse electric field sampled at 110µm in front of the bunch
center. The logarithmic plot of the radiated power for different propagation lengths (z) is also depicted in
Fig. 2.13b. We comment that the full-wave analysis offered by MITHRA obtains the total radiated field
as a superposition of forward, backward and near-field radiation components. In an FEL simulation, one
is often interested in the forward radiation component, which can only be extracted at a distance in front
of the radiation source, namely the electron bunch. This is the main reason for illustrating the radiated
power and field at 110 µm in front of the bunch center.
According to the 1D FEL theory the gain length of the considered SASE FEL configuration is LG =
22.4 cm. The gain length calculated from the slope of the power curve is LG = 22 cm. There exists
also a good agreement in the computed saturation power. The beam energy according to the data in
table 2.3 is 1.52 mJ which for the bunch length of 100µm corresponds to Pbeam = 4.55 GW beam power.
The estimated saturation power according to the 1D theory is equal to Psat = ρPbeam = 2.7 GW. The
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Figure 2.13: (a) The transverse field Ey at 110 µm distance from the bunch center and (b) the total radiated power
calculated at 110 µm distance from the bunch center in terms of the traveled undulator length.
saturation power computed by MITHRA is 2.6 GW.
We have also performed a comparison study between the obtained results from MITHRA and the code
Genesis 1.3, which is presented in Fig. 2.13b. As observed, both codes produce similar results in the initial
state and the gain regime. Nonetheless, there exists a considerable discrepancy between the calculated
radiated power in the saturation regime. The illustrated results in Fig. 2.13b show that the steady state
and time domain analyses using Genesis do not produce similar results. This shows that the bunch is not
long enough to justify the steady state approximation, and dictates a time domain analysis for accurate
simulation. However, the results obtained by MITHRA at saturation do not match with the Genesis
results even in the time domain.
The origin of such a discrepancy is described as follows: As explained previously, Genesis 1.3 and
all the existing softwares for FEL simulation neglect the backward radiation of the electrons. Such an
approximation is motivated by the inherent interest in forward radiation in the FEL process. However, the
backward radiation although is seldom used due to its long wavelength, it influences the motion of electrons,
the charge distribution and in turn the FEL output. The influence of low-frequency backward radiation on
the performance of free electron lasers has been already studied in a 1D regime [198]. The effect becomes
stronger in the saturation regime, when the electrons are microbunched and the FEL forward radiation is
a strong function of the particles distribution. To demonstrate this effect, we changed the parallelization
algorithm of the field-solver so that the propagated fields are only coupled along the FEL propagation
direction. This trick suppresses the propagation of backward radiation. The results of such an analysis is
also shown in Fig. 2.13b, which shows a relatively better agreement with time domain simulation results
returned by Genesis 1.3. The still existing discrepancy is attributed to the different formulations of FDTD
and TDA algorithms as well as the introduced tapers in bunch current and undulator fields.
There exists a discrepancy between MITHRA and Genesis 1.3 results at the beginning of the undulator.
The reason for this discrepancy in the initial radiation is that MITHRA initializes the bunch outside the
undulator. After passing through the fringing fields of the undulator, CSE happens which causes MITHRA
to show the beginning of radiation from a value different from zero, whereas in Genesis 1.3 and in many
of the typical FEL codes radiation starts from zero. We preferred such an operation basis in MITHRA to
consider for the CSE effect in real FEL simulations. Furthermore, in Fig. 2.13b, we compare the results
obtained using the NSFD implemented in MITHRA and standard FD scheme. As observed, formulation
based on FD predicts higher radiation power compared to NSFD. This effect happens due to the smaller
phase velocity of light when wave propagation follows dispersion equation (2.37). The result is slower
phase slippage of electron bunch over the radiation and consequently later saturation of the radiation.
As a 3D electromagnetic simulation, it is always beneficial to investigate the electromagnetic field profile
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Figure 2.14: Snapshots of the radiated field profile taken at (a) x = 0 and (b) z=60 µm plane and (c) the bunch
profile viewed from the x axis.
in the computational domain. Using the field visualization capability in MITHRA, snapshots of the field
profile at different instants and from various view points are provided. In Fig. 2.14, snapshots of the
radiated field profile at different time instants are illustrated. The emergence of lasing radiation at the end
of the undulator motion is clearly observed in the field profile. We believe that the transverse modulations
observed in the field profile at the end of FEL interaction are due to the transverse discretization of the
spatial domain.
Snapshots of the bunch profile are also presented beside the field profile. The main FEL principle which
is the lasing due to micro-bunching of the electron bunch is observed from the field and bunch profiles. The
first two snapshots evidence a considerable change in the bunch length, which occurs due to the entrance
in the undulator. The bunch outside of the undulator with Lorentz factor γ travels faster than the bunch
inside the undulator with Lorentz factor γ/
√
1 +K2/2. Therefore, after the entrance to the undulator
the bunch length becomes shorter. This effect may not be easily observed in real laboratory frame, but is
significant in electron rest frame. In addition, it is observed that some of the macro-particles escape the
bunch after propagation throughout the undulator. This effect is observed after space-charge effects are
included in the simulation, which introduces intense transverse forces, particularly in the regions where
bunch distribution is dense due to micro-bunching effect.
Convergence Analysis: The convergence rate of the results is one important characteristic used
to assess a numerical algorithm. In our FEL analysis, there are several parameters introduced by the
numerical method which may affect the final result. These parameters include (1) number of macro-
particles (n), (2) time step for updating equation of motion (∆tb), (3) longitudinal mesh size (lz), (4)
transverse mesh size (lx = ly), (5) longitudinal discretization (∆z) and (6) transverse discretization (∆x =
∆y). Studying the convergence of the results is crucial to acquire an estimate for the uncertainty in the
reported values. Here, this task is accomplished by sweeping over the above parameters and plotting the
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Figure 2.15: Convergence study for the different involved parameters in the considered FEL simulation: (a) n, (b)
∆tb, (c) lz = c∆t, (d) lx = ly, (e) ∆z and (f) ∆x = ∆y
error function defined as the following:
error =
∫ zf
zi
|P (z)− P0(z)|dz∫ zf
zi
P0(z)dz
, (2.73)
where zi and zf are the beginning and end of the undulator, respectively and P0 is the reference simulation
result which is chosen as the results with the highest resolution.
In Fig. 2.15 the convergence study is shown for the aforementioned parameters. Generally, accuracy of
less than 3% is achieved by using the initially suggested values.
Space-charge effect: A promising benefit offered by MITHRA is the assessment of various approx-
imations used in the previously developed FEL codes. As an example, the algorithm used in the TDA
method to evaluate the space-charge effect can be examined and verified using this code. The TDA method
implemented in Genesis 1.3 software considers a periodic variation of space-charge force throughout the
electron bunch [196,199]. This assumption is implicitly made when electric potential equation is solved in
a discrete Fourier space over one slice. The truncation of this Fourier series is equivalent to the periodic
repetition of the simulation domain. However, a simple investigation of bunch profiles shown in Fig. 2.14c
shows that a periodic assumption for the electron distribution may be a crude approximation. In addition,
this assumption is favored by the FEL gain process and potentially decreases any detrimental influence
of the space-charge fields on the FEL radiation. On the other hand, the algorithm in TDA method con-
siders longitudinal space-charge forces and neglects transverse forces, which is merely valid in high energy
electron regimes. To make sure that such effects are modeled correctly in MITHRA, we have performed
comparisons with particle transport code ASTRA [200] for free-space propagation problem. The results
of this verification are shown in Fig. 2.16. Perfect agreement was observed between the two softwares.
In Fig. 2.17a, we are comparing the solution of the FEL problem using MITHRA and Genesis 1.3 with
and without considering the space-charge effect. As observed in the results, the effect of space-charge on
the radiation gain predicted by MITHRA is much stronger than the same effect predicted by Genesis. This
is attributed to the assumption of periodic variations in the space-charge force made in TDA algorithm.
If such a hypothesis is correct, the observed discrepancy should reduce once the radiation from a longer
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Figure 2.16: The evolution of the bunch assumed in the infra-red FEL example after a free-space propagation: (a)
bunch size and (b) bunch divergence are obtained using MITHRA and ASTRA and compared against each other.
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Figure 2.17: The total radiated power calculated at 110 µm distance from the bunch center in terms of the traveled
undulator length (a) with and without space-charge consideration and (b) various lengths of the bunch with
space-charge assumption.
bunch is simulated, because the accuracy of periodicity assumption increases for longer bunches. Indeed,
this is observed after repeating the simulation for longer electron bunches with similar charge and current
densities. The results of such a study are illustrated in Fig. 2.17b.
Example 2: Seeded UV FEL
Problem Definition: As the second example, we consider a seeded FEL in the UV regime to verify the
implemented features for simulating a seeded FEL. The parameters of the considered case are taken from
[175], which are tabulated in table 2.4. The bunch distribution is again assumed to be uniform with a long
current profile (∼1000 times the radiation wavelength) in order to compare the results with the steady
state simulations. For the same reason, the seed pulse length is considered to be infinitely long, i.e. a
continuous wave pulse. The transverse energy spread is calculated for a bunch with normalized transverse
emittance equal to 0.97 mm mrad. Because of the very long bunch compared to the previous example,
the number of required macro-particles to obtain convergent results is 8 times larger. Furthermore, the
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Table 2.4: Parameters of the UV seeded FEL configuration considered as the second example.
FEL parameter Value
Current profile Uniform
Bunch size (95.3× 95.3× 150) µm
Bunch charge 54.9 pC
Bunch energy 200 MeV
Bunch current 110 A
Longitudinal momentum spread 0.01%
Normalized emittance 0.97 µm-rad
Undulator period 2.8 cm
Magnetic field 0.7 T
Undulator parameter 1.95
Undulator length 15 m
Radiation wavelength 0.265µm
Electron density 2.52× 10141/cm3
Gain length (1D) 8.9 cm
FEL parameter 0.015
Cooperation length 3.34 µm
Initial bunching factor 0.0
Seed type Gaussian beam
Seed focal point 70 cm
Seed beam radius 183.74µm
Seed pulse length infinite
Seed power 10 kW
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Figure 2.18: (a) The total radiated power measured at 80 µm distance from the bunch center in terms of the
traveled undulator length and (b) the bunch profile at 12 m from the undulator begin.
stronger undulator parameter dictates a smaller time step for the simulation of bunch dynamics. Note
that MITHRA, takes the bunch step value as an initial guess, it automatically adjusts the value based on
the calculated time step for mesh update.
Simulation Results: Fig. 2.18a shows the radiated power in terms of traveled undulator distance
computed using MITHRA and Genesis. As observed again in this example, the results agree very well in
the seeded and gain regime, with notable discrepancies in the saturation regime. In Fig. 2.18b, the bunch
profile after 12 m propagation in the undulator is also depicted. The micro-bunching of the large bunch is
only visible once a zoom into a part of the bunch is considered. The investigation of the results with and
without considering space-charge effect shows that in the seeded and gain intervals, space-charge plays
a negligible role. However, in the saturation regime the effect of space-charge predicted by MITHRA is
stronger than the effect predicted by Genesis.
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Example 3: Hard X-ray FEL
Problem Definition: In the third example, simulation of a problem with parameter sets corresponding
to the short pulse regime of the hard x-ray FEL source in the LCLS facility is pursued. The parameters
Table 2.5: Parameters of the hard x-ray FEL configuration considered as the third example.
FEL parameter Value
Current profile Uniform
Bunch size (30.0× 30.0× 0.8) µm
Bunch charge 20.0 pC
Bunch energy 6.7 GeV
Bunch current 7.5 kA
Longitudinal momentum spread 0.1%
Normalized emittance 0.2 µm-rad
Undulator period 3.0 cm
Undulator parameter 3.5
Undulator length 40 m
Radiation wavelength 0.62 nm
Gain length (1D) 0.92 m
FEL parameter 0.0015
Cooperation length 19.3 nm
Initial bunching factor 0.0033
considered in this example are tabulated in table 2.5.
Simulation Results: Fig. 2.19a shows the computed radiated power in terms of traveled undulator
distance with and without consideration of space-charge effects. According to the 1D FEL theory, the FEL
gain length for this example is around 0.92 m, which predicts saturation after around 18 m of undulator
length. However, due to 3D effects this saturation length is slightly longer than the predictions of 1D FEL
theory. Here, saturation length of about 22 m is observed for a space-charge free simulation. In addition,
the space-charge effect seems to be considerable after 10 m of undulator propagation, which contradicts
with the typical assumptions that such effects are negligible for multi-GeV beams. This large space-charge
effect, not observed in the previous examples, is occurring due to the very short bunch length, which
intensifies the Coulomb repulsion forces at the head and tail of the bunch. A rough estimate of the Coulomb
field leads to 1 V/m electric field, which in 10 meters of free propagation adds a displacement about 8
nm to the relativistic electrons. This value being ten times larger than the radiation wavelength confirms
the strong effect of space-charge forces. In the beginning of the radiation, some artifacts are observed for
the calculation with space-charge effect. These artifacts are emerging because of the unrealistic modeling
of fringing fields at the entrance of the undulator, which leads to nonzero magnetic field divergence. To
correct for such effects, numerical distribution of the fringing fields should be taken into account. We
comment that these results are merely simulating the interaction tabulated in table 2.5. In real FEL
implementation, several focusing stations between undulator sections are realized to prevent the growth
of the bunch size, thereby minimizing the space-charge effects in the FEL operation.
2.4.3 Example 4: Optical Undulator
Using the software MITHRA, one can perform a full-wave simulation of inverse Compton scattering (ICS)
or the so-called optical undulator. The possibility of lasing or the so-called micro-bunching in an electron
beam due to an interaction with a counter-propagating laser beam has been under debate for several
years. A full-wave analysis of such an interaction definitely gives valuable physical insight to this process.
Note that the classical treatment of this interaction within MITHRA does not allow for consideration
of quantum mechanical effects. It is known that the radiation of photons results in a backward force
on electrons which leads to a change in their momenta. In the spontaneous radiation regime, the ratio
ρ1 = ~ω/γmc2, representing the amount of quantum recoil due to each photon emission, quantifies this
effect. In the FEL gain regime, ρ2 = (~ω/2ρFELγmc2)2, with ρFEL being the FEL parameter, estimates
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Figure 2.19: Total radiated power measured at 30 nm distance from the bunch center in terms of the traveled
undulator length for the hard x-ray FEL source as the third example.
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Figure 2.20: The total radiated power calculated at 110 µm distance from the bunch center in terms of the traveled
undulator length compared for two cases of an optical and static undulator.
the level of quantum recoil influence on the gain process [201, 202]. The use of classical formulation for
optical undulators is only valid if ρ1  1 and ρ2  1.
Before embarking on the analysis and interpretation of results for a typical ICS experiment, a benchmark
to validate the analysis of optical undulators using FDTD/PIC is presented. It is known that electron
trajectories in a static undulator with undulator parameter K and periodicity λu are similar to the
trajectories in an electromagnetic undulator setup with normalized vector potential a0 = K and wavelength
λl = 2λu [112]. We take the first SASE FEL example in table 2.3 into account and analyze the same
configuration but with an equivalent optical undulator, namely a plane wave with normalized vector
potential a0 = 1.417, and wavelength λu = 6 cm. Fig. 2.20 illustrates a comparison between the radiated
infrared light for the static and optical undulator cases. The very close agreement between the two results
validates the implementation of optical undulators in MITHRA.
The parameters of the optical undulator setup, considered as the fourth example, are tabulated in table
2.6. Since we observe deviations from the predictions of one-dimensional FEL theory in our simulations,
we have not listed the parameters calculated using the 1D FEL theory. We believe the discrepancies are
originated from the small number of electrons in each 3D wave bucket, i.e. only 2 electrons. This intensifies
the 3D effects in the bunch interaction with counter-propagating laser pulse. We comment that for the
listed parameters ρ1 = 2× 10−4 and ρ2 = 0.003, which are much smaller than errors caused by space-time
discretization.
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Table 2.6: Parameters of the FEL configuration with optical undulator considered as the third example.
FEL parameter Value
Current profile Uniform
Bunch size (60× 60× 144) nm
Bunch charge 0.45 fC
Bunch energy 15 MeV
Bunch current 0.93 A
Longitudinal momentum spread 0.1%
Normalized emittance 1.75 nm-rad
Laser wavelength 1 µm
Laser strength parameter 1.0
Pulse duration 4 ps
Laser pulse type flat-top
Radiation wavelength 0.41 nm
Electron density 5.4× 10181/cm3
Initial bunching factor 0.0
(a) (b)
Figure 2.21: (a) The total radiated power measured at 82 nm distance from the bunch center in terms of the
traveled distance, and (b) mean bunching factor over the whole bunch during the ICS interaction.
Fig. 2.21a shows the radiated power in terms of traveled undulator distance detected 82 nm away from
the bunch center. The effects of space-charge and energy spread (σE) of the bunch are illustrated through
different comparisons. It is observed that the gain obtained in this regime is very small compared with
a usual static undulators. The reason for this effect is the very large shot noise in the bunch because of
the low number of particles in each micro-bunch. Note that in this simulation, each electron is modeled
as one single particle without any initial modulation in the bunch distribution. The strong shot noise due
to 3D effects causes a strong initial radiation, which reaches the expected saturation power after a low
gain. The case with zero energy spread corresponds to initialization of the bunch particles with exactly
the same momentum.
To show that the micro-bunching effect takes place in this regime as well, the bunching factor of the
electron beam is depicted in Fig. 2.21b. The bunching of the electrons due to the ICS interaction is clearly
observed in the plot of bunching factor. This increase in the bunching factor disappears when particle
radiation is suppressed in the code. Therefore, one can conclude that despite the low-gain, micro-bunching
takes place. This micro-bunching process is expected to increase the longitudinal coherence of the output
radiation. However, due to very strong initial radiation and the noise caused by 3D effects no coherent
amplification is observed. According to the depicted power and pulse shape, total number of emitted
photons is approximately equal to 4.2× 103.
To demonstrate the presented hypothesis related to the micro-bunching of bunches with low number
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Figure 2.22: The total radiated power measured at 82 nm distance from the bunch center in terms of the traveled
distance for an imaginary bunch where each electron is represented by a cloud of 1000 particles.
of electrons per wavelength bucket, we perform an unreal simulation, where each electron is presented by
1000 particles. The thousand particles are distributed evenly throughout each wavelength bucket in order
to drastically reduce the shot noise level. In this case, each particle represents a charge 1000 times smaller
than the charge of one electron. In addition, we assume an initial bunching factor equal to 0.001 for
the input bunch to trigger the stimulated gain. In Fig. 2.22, the radiation of such a charge configuration
is depicted. The results reveal the radiation start from much lower powers, possibility of achieving the
radiation gain and saturating in the same power level as above.
This behavior and the contrast with simulation based on real number of electrons are described as
follows: According to the FEL principle, the radiation gain is obtained due to periodic arrangement of
radiators. Usually this principle is described as the initial incoherent radiation being proportional to N ,
whereas the coherent radiation of the modulated beam being proportional to N2. Now, the question is
how this N value is defined. The world is three-dimensional and N should be the number of electrons
in a 3D coherence volume. When this number is two, the FEL principle predicts that the gain should
be only twofold. However, 1D FEL theory does not consider particles in the 3D coherence volume and
takes particles in 1D coherence length into account. Therefore, modeling such a problem strongly affected
by 3D effects suffers from inaccurate assumptions in 1D FEL theory. The visualization of the fields also
shows strong oscillations which disagrees with slow-varying approximation considered in typical FEL codes.
The reason why this gain is becoming large when the number of macro-particles is increased (Fig. 2.22)
originates from the above effect. Indeed the number of radiators per coherence volume N is so large that
the cumulative 3D effects are vanished. This results in a low initial noise and clear observation of the
radiation gain. Consequently, the presented simulation by MITHRA agrees with the basic FEL principle,
according to which low number of electrons per coherence volume prevents achieving the radiation gain,
even if the electron bunch is micro-bunched.
2.5 Conclusion
This chapter began with the introduction of a hybrid method for numerical simulation of the interaction
between an electromagnetic field and a bunch of charged particles. The proposed procedure combines
the DGTD and PIC methods for the analysis of combined field propagation and particle motion. A
uniform grid mapping algorithm is developed to efficiently import the computed fields from the DGTD
to the PIC code. The developed software based on the DGTD/PIC technique is verified through various
benchmarks and finally applied to problem of electron field-emission from a metal cathode. This software
offers an efficient tool for simulating laser particle interaction and can serve as a powerful simulation tool
for designing particle accelerators. We will use this software for designing THz guns and simulating bunch
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emission from electron sources.
The next section focused on the development of a PIC code based on analytical field formulation, which
will be used for simulation of light sources based on ICS interaction. The simulation method ignores the
effect of particle radiation on the charge distribution and computes the radiation of the bunch from the
particle trajectories. This tool will be used for evaluating the bunch dynamics in THz linacs and simulating
the ICS interaction at the final stage of the THz driven light source in chapter 6.
In the last section, using the FDTD algorithm to solve time domain Maxwell’s equations combined
with the PIC method to solve for the particle trajectories, software MITHRA is developed for the full-
wave numerical modeling of a FEL process. The algorithm takes advantage of the drastically reduced
computational costs when Lorentz transformations are employed to solve the problem in the bunch rest
frame. The developed software provides a proper tool for accurate analysis of free electron lasers. In
addition, novel schemes to develop new radiation sources can be tested using this tool. Several benchmarks
were presented to show the reliability of the results, including an infra-red FEL and a UV SASE FEL. The
agreement between the results obtained by MITHRA and the standard software Genesis 1.3 shows the
reliability of the results produced by both softwares. Furthermore, the software is utilized to simulate an
inverse Compton scattering interaction including the effect of particle radiation on the bunch distribution.
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3 Electron Source Technology
3.1 Introduction
The focus of this chapter is the first step in any light source, which is the electron source, i.e. an
electron emitter. An electron emitter refers to a source providing electron bunches with a precise kinetic
energy, being used in various instruments ranging from television sets and computer displays to electron
microscopes and particle accelerators. The most common electron sources, referred to as cathodes function
based on extraction of electrons from a bulk material by overcoming the surface barrier that binds them
to the cathode. In the case of metals this barrier is called the work function. In terms of emission
mechanism, electron emitters are categorized into: thermionic, photocathode, cold emission and plasma
source. Thermal emitters use temperature to overcome the surface barrier whereas photo-emitters use
photon absorption. Emitters that exploit quantum tunneling in the presence of high electric fields to go
through the barrier are known as field emitters. The term thermal field emitter refers to electron emitters
that use an electric field to decrease the barrier and make thermal emission possible at lower temperatures.
Among the different mentioned types of emitters, the high brightness and improved energy resolution
of a field emitter enable the creation of a source that is ultrafast and monochromatic, making this type
the natural candidate for advanced ultrafast applications [203]. Furthermore, the total intensity within a
focused spot from a field emission source is known to exceed that from other conventional sources in the
limit that quantum effects become important [204]. By taking advantage from the high beam brightness
with the narrow electron energy spread in field emission cathodes, high resolution electron microscopes are
realized [205,206]. Other applications of field emission cathodes include x-ray tubes, RF vacuum electronic
oscillators and amplifiers, and field emission displays [207,208].
Field-emission from solid surfaces in the presence of static electric fields has been of technological interest
for many years. Recently, there has been a growing interest in field-emission in the presence of strong,
oscillating electric fields in the optical regime [209–213]. This interest has been inspired by the numerous
applications of bright, low-emittance and short electron bunches produced by laser-induced field-emission
and the growing availability of high-power, short duration optical sources. Moreover, the plasmonic effects
in the light-metal interaction play a very beneficial role for focusing the optical beam in sub-wavelength
dimensions and thereby achieving strongly enhanced field values. Electrical gating of a field emitter array
(FEA) can switch the field emission beam down to few picoseconds range [214]. Even shorter electron
pulses with femtosecond duration can be generated via laser-induced field emission by irradiating sharp
metallic emitter tips with near infrared femtosecond laser pulses and applying a DC bias potential [211].
Because of the small emission area, applying the single needle cathode to high current applications such as
RF power amplifiers or short wavelength free-electron lasers is not possible. The remedy to this problem
is using field emitter arrays which are often developed by advanced nanofabrication techniques.
We embark on discussing the electron source technology by briefly reviewing the physics and modelling
techniques of conventional flat photocathodes. Next, our research efforts on realizing ultrafast cathodes
based on laser-induced field-emission is presented. In parallel to the electron source development, attempts
on accurate and reliable characterization is vital towards successful implementation of new electron emit-
ters. The discussion on two characterization techniques under development in our group is the focus of
the last section in this chapter.
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Figure 3.1: Schematic illustration of the three step model in photo-electric emission.
3.2 Flat Photocathodes
The conventional source of electrons in almost every particle accelerator facility consists of a flat metallic
surface illuminated by an ultraviolet photon beam. The electrons are then emitted due to the photo-electric
effect, which can be described by the three steps of the Spicer model [215]:
• Photon absorption by the electron
• Electron transport to the surface
• Escape through the barrier
Fig. 3.1 schematically illustrates the emission mechanism. Electrons needs to pass through a barrier equal
to the work function minus Schottky energy, which accounts for a lower barrier when a large external
field is applied to the material surface. Usually, this Schottky effect significantly increases the quantum
efficiency by lowering the emission barrier. To obtain a good estimate for the quantum efficiency, one can
assume that all the electrons absorbing photons escape the barrier. Then, the process of transport to the
surface takes place. Throughout this transport, electron-electron scattering as well as electron-phonon
scattering change the energy distribution of emitted electrons. Ultimately, the escape through the barrier
occurs if the electron momentum normal to the surface is sufficiently large.
The detailed and through analysis of each step yields the quantum efficiency of the emission process as
well as the 6D phase-space distribution of the emitted charge. For details of such analyses, the reader is
referred to [65]. The 6D phase-space distribution of electrons is the important and relevant outcome for
our light source development goal. The widely accepted model for photoemission injects particles on the
photoemission area over the pulse duration of the laser beam. The spatial profile of the emitted electrons
resembles that of the laser beam. The momentum distribution of the particles forms a hemisphere with
radius
pm =
√
2me(n~ω − φeff )/3 (3.1)
where n is the total number of photons required for absorbing enough energy to pass over the barrier, ~ω
is the incident photon energy, φeff is the effective work function including the possible reduction due to
Schottky effect. In addition to the absolute mean energy value obtained from (3.1), the energy distribution
of the emitted electrons has a spread around the mean value. This energy spread is mainly determined
by the cathode temperature and the bandwidth of the incident laser. Both theoretical formulation and
experimental inspection of the photoemission phenomenon has shown negligible energy spreads caused by
the above effects. The main contribution to the emittance of the emitted bunch emanates from the excess
energy of electrons over the potential barrier, i.e. (n~ω − φeff ). The normalized transverse emittance of
the beam can be calculated via [65]
x,y = σx,y
√
n~ω − φeff
3mec2
(3.2)
The detailed photoemission model is implemented in the ASTRA bunch generator and will be used in our
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Figure 3.2: Images and schematic of emitter structure: (a) Scanning electron microscope (SEM) image of uniform
array of high-aspect-ratio Si columns with 5 µm pitch, with SEM close-up of a single tip as a subfigure, and (c)
Schematic of a single 800 nm pulse interacting with a single silicon tip. λ is the laser wavelength, T is the pulse
duration, and E is laser energy.
source development studies [200].
3.3 Field Emitter Arrays
3.3.1 Silicon nanotips
State-of-the-art ultrafast cathodes are flat surfaces that use highly reactive materials to lower the work
function and increase the quantum efficiency of single-photon absorption for ultraviolet (UV) pulses; these
devices have short lifetimes and need to be fabricated and operated in ultrahigh vacuum [216]. Multiphoton
and strong-field emission cathodes are an attractive alternative to circumvent these issues. Strong-field
electron tunneling from solids without damage [209, 211, 217–221] occurs when the electric field of high
intensity optical pulses interacts with field enhancing structures to bend down the potential barrier at the
surface such that the electron’s tunneling time is shorter than one optical cycle [222], with the potential for
attosecond electron pulse generation [210]. Much of the previous work on nanostructured multiphoton and
strong-field emission cathodes has focused on single metal tips that are serially manufactured [223]. Here,
wafer-level semiconductor batch fabrication techniques are used to create massively multiplexed arrays of
nanosharp high-aspect-ratio single-crystal silicon pillars with high uniformity (>100’000 tips, 4.6 million
tips/cm2, 4.4 nm average radius of curvature with a standard deviation of 0.6 nm), resulting in greatly
enhanced array electron emission (Fig. 3.2) [224]. This also enables the generation of attosecond electron
pulses at the tip surface with considerable charge, i.e., hundreds of fC from a single cycle near-IR drive
source when used along with a THz source for charge extraction [225]. A high-aspect-ratio silicon column
topped by a nanosharp tip achieves electron emission at low power by greatly enhancing the incident
electric field. The massive multiplexing of the pillars with low tip radii spread drastically increases the
total current emission and also structures the emission as a series of planar arrays of electron bunches.
In a field emitter array, a broad tip radii distribution causes severe array sub-utilization because the
emission current has an exponential dependence on the local surface electric field at the tips, and hence
field factor of the emitters, which is inversely proportional to the tip radii. For ultrafast electron source
applications achieving a homogeneous charge distribution in the bunch is strongly desired, thereby making
small variations in the tip dimensions essential. Here, a fabrication process is developed that attains small
tip variation across the array as a result of the diffusion-limited oxidation step that sharpens the tips. We
identified the current-voltage-optical excitation parameter range where strong-field emission occurs and
observed that charge effects are negligible [224].
Beyond increasing the spectral efficiency of a planar silicon cathode, the multiphoton process of emission
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Figure 3.3: Cross-sections of the tetrahedral mesh used for solving the (a) Maxwell and (b) Poisson equation on
the nanorods.
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Figure 3.4: (a) The computed field profile using DGTD algorithm. (b) The computed static field profile using
FEM Poisson solver. (c) snap-shot of the emitted charge cloud from the tip.
and ultimately strong-field emission using near-IR pulses lead to a natural localization of electron emission.
For instance, assuming a three-photon absorption process is necessary to liberate an electron, with a factor
of 10 field enhancement occurring only near the end of the tip, electron emission there increases by a factor
of 1 million with respect to regions with no enhancement. This leads directly to a nanoscale confinement
of electron emission [212], circumventing the need of extra complications in fabrication, such as the use
of a mask layer to create structured electron beams. Furthermore, by pushing the local electric field
intensities at the tip surface high enough using near-IR pulses, the tunneling, or strong-field regime of
emission is achieved (Fig. 3.2). This opens up applications to attosecond science, as the physics describing
this emission implies that the electrons are being emitted over a narrow subcycle region of the driving
pulse’s electric field. The tips could thus be used as a near-field (i.e., near the tip) attosecond probe with
increased signal yield due to multiplexing [226,227].
Expanding on the experimental results of single tip emission [210,217,220,221,223] we begin by modeling
the emission from a single tip in the time domain using 35 fs 800 nm pulses at 6 degrees grazing incidence
(Fig. 3.2b, Fig. 3.3, Fig. 3.4 and Fig. 3.5). The model computes the field enhancement of the laser and
static anode bias voltage, while also performing particle tracing. The simulations are based on the Fowler-
Nordheim (FN) [169] model of electron emission, applicable in the tunneling regime [67], accounting for
space-charge and Coulomb-blockade effects by adding the fields of a moving charge to the time domain
Maxwell solver [228, 229]. The simulation challenges are the range of length and time scales involved,
the electron dynamics in the presence of static as well as ultrahigh frequency fields, the electron-electron
interaction (i.e., space-charge effects), and the Coulomb blockade of the electron bunch induced on the
surface. Fig. 3.5a and b show the modeled current from a single tip (multiplied by 2200 to match the
number of tips illuminated in the experiment) with and without space-charge, respectively. The effect of
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Figure 3.5: Emitted current from a single tip multiplied by 2200 versus time for different anode voltages: (a)
without and (b) with considering space-charge and image charge effects. If the electron returns to the surface, it
is assumed to have a recombination rate of 0.7. The applied DC field reduces the collision rate of the emitted
electrons to the surface, thereby increasing the total amount of emitted charge. This is more prevalent when image
charge effects are considered
space charge is small, reducing the total emitted electrons by 14% for a 10 V bias compared to a bias of 5 kV
across a 3 mm anode to cathode gap. Particle tracing shows that this is due to a rapid spread of electrons
leaving the tip, thus reducing space-charge effects that would otherwise drive the electrons back to the
cathode. As seen from the obtained emitted charge simulations, the space-charge consideration leads to a
small recombination rate for the electrons (i.e. electrons reabsorbed by the cathode), which vanishes with
an increase in anode voltage. This confirms the intuition used by Bormann et al. [217] to describe the
high current yields observed from a single Au tip and is within the range of fields experimentally tested,
far below the damage threshold.
Our experimental results indicate that the high electric field of the ultrashort laser pulses combined
with the field enhancement of the nanosharp high-aspect-ratio silicon tip array resulted in large current
emission at small laser energies, pico-Coulomb emitted charge at microjoule incident energy (Fig. 3.6a).
While the overall quantum efficiency (Fig. 3.6b), calculated simply as the number of electrons emitted
per incident photon, does not exceed 10−6, this is high considering that only a very small fraction of the
emitter surface is utilized, as the tip diameter is sub-10 nm and the tip spacing is 5 µm (i.e., about one
3 millionth of the total array area emits electrons). The emission is also greatly enhanced as compared
to our measurements on planar Si, yielding just 1 fC of charge for 5 µJ incident energy corresponding to
a QE of 10−10. Assuming the same field enhancement at the tip, it is estimated that the overall QE
could be further increased by more than 1 order of magnitude by reducing the tip spacing. At low energy
(< 0.2 µJ), the charge yield has a slope of ∼ 3.4± 0.3 on a log-log scale (i.e., ∝ P 3.4 pC/µJ3.4 as shown in
Fig. 3.6a, where P is the pulse energy). This matches closely to the expected slope of 3 for a three-photon
absorption process, given that the electron affinity of Si is 4.05 eV, and the photon energy at 800 nm is
1.55 eV (Later in this section, the slope is meant to be the power law dependence). Around 0.2 µJ, there is
a kink in the log-log plot that is observed at all bias levels. For the case of single tips, it has been observed
that such a bend-over in current yield occurs near a Keldysh parameter of γ =
√
Φ/2Up ≈ 2 [67,217,220],
where Φ is the material work function, and Up is the ponderomotive potential of the local laser field:
Up =
q2F 20
4mω2
, (3.3)
where q is the electron charge, F0 the peak electric field strength, m the electron mass, and ω the angular
frequency of the laser.
To simulate total electron yield as a function of incident intensity, a model based on strong-field pertur-
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Figure 3.6: Experimental results: (a) Emitted charge and (b) overall quantum efficiency (QE) as a function of laser
pulse energy for various anode bias voltages. A 3-photon emission growth is observed at low intensities, followed
by a tunneling kink at an enhanced peak intensity near 1× 1013 W/cm2. (c) Log-log plot of emitted charge versus
bias-voltage at fixed incident pulse energy of 10.8µJ. The < 1 voltage dependence slope indicates that the emission
is not fully space-charge limited. (d) Stability of emitted current from the photocathode over time showing stable
output. In (e) and (f) the polarization was changed continuously from 0◦ (along the tip) to 360◦ to show the
effect of polarization on charge yield. The bias voltage was maintained at 10 V for these measurements. (e) At an
enhanced peak intensity of 5.7× 1012 W/cm2, the current increases with the third power of pulse energy. (f) At an
enhanced peak intensity of 27.5× 1012 W/cm2, γ is less than 2 and the emission increases linearly with intensity.
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Figure 3.7: (a) SEM of high aspect-ratio single-crystal Si pillars with uniform nanosharp tips damaged after exposed
to 20.5µJ laser pulses. (b) SEM close up of the damaged area.
bation theory [67,229] was implemented. Averaging effects due to both pulse duration and beam shape on
the emitter surface were accounted for. This result is compared to the experimental data in Fig. 3.6a. A
good fit is obtained across all incident laser pulse energies for the highest bias voltages, where a deviation
is only observed at the highest incident pulse energies. An electric field enhancement factor of ∼ 10.5
was used to account for an enhanced peak intensity at the tip relative to the incident peak intensity of
the pulse, which is in good agreement with the 9.4 enhancement factor found with the electromagnetic
model (Fig. 3.4a). For peak intensities beyond the kink (i.e., γ < 2), electrons begin to tunnel into vac-
uum faster than they can oscillate back into the tips [217, 222], and the emission follows a time-averaged
Fowler-Nordheim model [67]. This regime is commonly referred to as the strong-field or tunnelling regime
of electron emission. As shown later, while the initial slope change is due to the transition to the tunneling
emission regime, the final charge yield at the highest incident energies is reduced from the expected value
by as much as 80% for a bias of 10 V due to the onset of a space-charge induced virtual cathode (Fig. 3.6a).
To ensure that the emission is due to electric field enhancement at the tip and not just an increase in
surface area (i.e., extra emission along the shank of the tips), the charge yield is measured while rotating
the polarization angle (θ) at a fixed bias of 10 V (Fig. 3.6e-f). For both low and high pulse energies,
peak emission occurs when the polarization is parallel to the axis of the tip, and minimum emission
for the orthogonal polarization. For the case of high pulse energies, the polarization followed a sin2(θ)
dependence, while for low energies that of a sin6(θ) dependence, corresponding to the tunneling and
multi-photon emission regions, respectively.
Fig. 3.6d shows four different cathode currents on four different sample locations with the beam being
unblocked at time 0 s at an unexposed area. All four curves show stable current emission after 8 million
pulses, which is important for electron source applications where surviving millions of cycles at high charge
output is required. The lowest curve in Fig. 3.6d has lower noise than the others and is slightly rising. This
is because field emission current is highly nonlinear with respect to the photon energy, and the activation
of the cathode takes longer at lower fields [216]. The highest curve in Fig. 3.6d shows an average 2.3 pC
electron emission per pulse. SEM images taken after exposing the tips to 8 million pulses showed no
measurable difference between the non-exposed tips and the exposed tips for laser energy pulses below
10 µJ. For laser pulses with 10.8µJ energy, some dulling of the tips is observed, and the tip radii spread is
also increased. When the energy of the laser pulses is over 20 µJ, the tips are ablated, leaving a 85µm ×
1800 µm mark in the samples that matches the laser spot size (Fig. 3.7).
A second hallmark of strong-field, or tunneling emission is found in the measured electron energy spectra,
shown as a function of increasing laser intensity in Fig. 3.8. Due to a narrow emission window near the
peak of the electric field and subsequent acceleration and rescattering with the tip, the electron spectrum
develops an asymmetric structure having a sharp, low-energy direct electron peak followed by a broad
plateau extending out to high energies [210, 220, 221, 223]. Classically speaking, an electron born within
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Figure 3.8: Electron energy spectra. In (a) normalized spectra are plotted as a function of increasing pulse energy
to show the extension of the high-energy plateau as laser energy is increased. The 10 eV offset in the spectra is
due to the applied bias between the sample and entrance aperture of the spectrometer. For intensities beyond the
observed current kink, the experimental and calculated cutoffs are plotted. The calculated cutoff uses a Simple-
man model incorporating the simulated electric field profile along the axis of the tip. The inset shows the energy
shift of the peak near 10 eV as a function of current underneath the peak region of the spectra. In (b) spectra are
selected from the lowest and highest pulse energy points tested. The inset contains a zoom on the low-energy peak
of the spectra on a linear scale.
a laser field alone can at most be accelerated to an energy of 2Up. However, with the inclusion of a
rescattering boundary, the plateau cutoff energy can exceed 10Up [230].
An electron time-of-flight (TOF) spectrometer was used to study the electron energy spectra as a
function of incident drive intensity at 800 nm. The results of this scan show a sharp (< 1.5 eV FWHM peak
width) low-energy peak with a high-energy plateau extending to around 12 eV beyond the low-energy peak
at the highest pulse energy tested. To ensure the high-energy plateau is indeed due to laser acceleration
after emission, space-charge broadening must be ruled out. The single-tip modeling results described
previously (Fig. 3.5) show that pulse spreading indeed occurs with the inclusion of space-charge; however
the high-energy plateau was still dominated by laser accelerated electrons for charge yields exceeding 1 pC,
while the yield in the spectral measurements shown in Fig. 3.8 did not exceed 50 fC. While this rules out
such effects in the single-tip limit, the substrate and neighboring charges may also influence the spectra.
Femtosecond electron pulse spreading from a planar cathode due to electron-electron interactions has been
shown both theoretically and experimentally to scale as the square root of the number of particles in the
electron bunch and be inversely proportional to the electron bunch radius [231,232]. Passlack et al. [231]
experimentally demonstrated that for an electron pulse with a group velocity corresponding to 0.18 eV,
the pulse broadening did not exceed 300 meV for more than 75’000 electrons per pulse and an initial bunch
radius of 350 µm. Accounting for the differences in initial bunch radius based on the beam profile used,
even a conservative estimate does not indicate broadening the electron pulse by more than 2 eV at the
highest yield measured.
To determine the plateau cutoff extension described by laser acceleration, a semiclassical model to
analyze the cutoff scaling as a function of laser intensity was used. The enhanced peak intensity was
calibrated by matching the current scaling measured at the spectrometer to the measurements in Fig. 3.6a.
Using this calibrated peak intensity, a cutoff scaling analysis was then performed by using the well-
established Simple-man model [219, 220, 223] for enhanced peak laser intensities at and exceeding the
observed kink in current yield (i.e. the tunneling regime). The details of the calculation are outlined
in [209], where we have replaced the dipolar decay function describing the electric field profile with the
simulated profile from the electromagnetic simulations described earlier. Also, the oxide layer is assumed
to be negligible. To account for the DC bias in the simulation, the solution is shifted by 10 eV. Space-
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Figure 3.9: Comparison of the two-color results. (a) Spectra taken with the 1 µm pulse alone (blue), and overlapped
in time with the 2µm pulse (green) on a linear scale centered near the direct peak. (b) The spectra from 1µm alone
(blue), 2µm alone (teal), 1µm with 2 µm not overlapped in time (red) and overlapped in time (green) respectively.
In (b), all curves are plotted on a log scale to emphasize the shift in cutoff energy of the lower yield plateau. In
both (a) and (b), the spectra are all shifted such that their peaks are centered at 0 eV and are normalized to 1.
charge is neglected in this calculation, following the previous discussion. The cutoff value was defined as
being the energy where the condition I(E) = 0.1I(E/2) is satisfied, where I is the spectrum intensity and
E the electron energy. The results are overlaid with the energy spectra in Fig. 3.8a and compared to the
measured cutoff values using the same condition. The calculated cutoff values are offset to slightly higher
energies, with a slightly increased slope relative to the measured values. Overall, the agreement between
the measured and the predicted cutoff values is reassuring given that the peak intensity was calibrated
using the kink in current yield, an entirely separate measurement, rather than as a free parameter to
achieve the best fit.
The absolute value of the cutoff using this method is sensitive to the exact spectral shape. Since the
semiclassical model results in spectra having much steeper cutoff than those observed experimentally, it
is difficult to find an absolute match between calculated and measured values. However, the difference in
slope is more interesting as this points to a deviation between the modeled and actual field decay away
from the tip apex. The calculations here already show a reduced slope for the modeled field decay as
compared to the case of a homogeneous electric field due to the fact that the electron excursion starts to
be on the order of the field decay length, resulting in a minimum adiabaticity parameter δ ≈ 15 [223].
While not deep into the subcycle regime where the adiabaticity parameter is much less than 1 and the
cutoff scales linearly with the field [223], the overall reduction in cutoff energy can be quite severe much
before this regime is reached.
Laser-induced cutoff scaling also indicates that the emission process is prompt with respect to the driving
electric field, as the laser can only accelerate electrons that are present within the duration of the laser
pulse itself. Preliminary cross correlation electron emission measurements using two-color pulses further
demonstrate the prompt nature of the electron emission and laser-induced spectral shaping (Fig. 3.9a).
Measuring electron emission as a function of delay between a 1 µm pulse and 2 µm pulse incident on the tips
resulted in a sharp current spike tens of femtoseconds in duration that shows no evidence of a long-lifetime
pedestal on either side. Furthermore, when the pulses were overlapped, the cutoff was extended by around
7 eV (Fig. 3.9b), while the bandwidth of the low energy spectral peak was effectively unchanged. This is
shown to be due to an increase in ponderomotive acceleration in the presence of a two-color field [230].
Such results indicate the possibility of tailoring laser waveforms to engineer emitted electron spectra.
Another feature that stands out from the electron spectra is the slight loss in energy of the main spectral
peak as the intensity is increased. If the effect is solely due to changing ponderomotive potential, then
72 3 ELECTRON SOURCE TECHNOLOGY
the shift should vary linearly with peak intensity, which was not found to be the case. The single tip
model at the beginning of the paper indicates that image charge effects from the tip alone can contribute
significantly to electron deceleration and recombination with the tip surface at pico-Coulomb level yields
across the entire array. In recent years, observations of peak shifts in photoemission due to image-charge
effects have been studied in detail across a variety of emission levels [233, 234]. Zhou et al. [234] show
experimentally and theoretically that the image charge-related shift from a planar conductive sample is
due mostly to the amount of charge in the bunch, and shifts the mean energy linearly with respect to
the total number of electrons in the bunch. A simple analysis shows that the main spectral peak indeed
shifts linearly to lower energies with respect to the number of charges in the peak, but not the total charge
(Fig. 3.8a inset). This interpretation is also consistent with the idea that the fast moving electrons quickly
escape the low-energy bunch after laser acceleration, and contribute minimally to the peak shift.
At higher incident energies, the anode bias voltage had a significant effect on the emitted charge
(Fig. 3.6a). At 9.3µJ incident energy, the emitted charge is 0.27 pC with 10 V anode bias and 1.4 pC
with a 1000 V anode bias. From finite element modeling, the local electric field from the anode bias
(∼ 3 MV/m at 500 V anode bias) is 3-4 orders of magnitude lower than the peak field from the incident
laser (∼ 6 GV/m before enhancement at ∼ 11 µJ pulse), meaning there should be no noticeable increase
in electric field and emitted current due to the increase in anode bias. Also, the slight reduction in emis-
sion due to space-charge effects around a single emitter, as outlined in Fig. 3.5, does not account for the
extent of anode bias dependence observed experimentally. With this in mind, it is necessary to turn to a
macroscopic space-charge model that accounts for the charge from neighboring emitters.
To model the emission across the entire pulse energy range tested, a method employing strong-field
perturbation theory was used, which has been successful in modeling such emission from atomic systems
[235] and more recently nanotips [67,217]. The equation describing the ionization process is given, to first
order, as
I ∝ 1
~
∞∫
0
|M (1)p |2dp, (3.4)
where
M (1)p =
−i
~
∞∫
−∞
dteiSp(t)/~ 〈p+ qA(t)| qzF (t) |Ψ0〉 , (3.5)
Here, Sp is the action due to the laser field and is given by
Sp(t) =
1
2m
t∫
dt{p+ qA(t)}2 (3.6)
In (3.5) and (3.6), A(t) is the magnetic vector potential, Ψ0 the ground state before excitation, p the final
momentum, F (t) the electric field of the laser pulse, M
(1)
p the transition amplitude of the electron to final
momentum p, and m the electron mass. In (3.5), F (t) is taken to be a Gaussian pulse having a 35 fs
FWHM in intensity. There are a few assumptions in this expression. First, supply is not accounted for,
which means that the expression is only accurate when the electron emission is not limited by the electron
supply from the conductor. Second, the emission is assumed to be dominated by electrons located just
above the conduction band of Si, having an electron affinity of 4.05 eV. Lastly, the electric field inside the
conductor is neglected, meaning the spatial part of the matrix element is only calculated over the vacuum
half-space.
A key feature of this emission model is accounting for the possibility of multi-photon emission as a
function of laser energy at low intensities, unlike a pure FN model that underestimates electron emission
in this region by several orders of magnitude. Furthermore, the model includes a description of how the
emission transitions from multi-photon absorption to quasi-static tunneling. As a consequence of the
electron being emitted into a strong laser field, the ponderomotive potential, Up, adds to the effective
work function of the boundary [236]. This means that as the laser strength increases, higher order photon
absorption becomes necessary in order to liberate an electron. When this happens, the slope of the
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Figure 3.10: Modeled and calculated results: (a) Model results of the emitted current as a function of laser pulse
energy and bias voltage. No SC refers to the case where no space-charge effects were considered (Qc → ∞). The
red arrow indicates increasing Qc, i.e. increasing virtual cathode limit, as a function of bias. As expected, the data
fits well to a spatially and temporally averaged WKB model after the tunneling kink. (b) The experimental data
at 1 kV is compared to the model with and without consideration of the virtual cathode limit. (c, d, e) Calculated
electron beam profiles at the anode plate for 0.1, 1.6, and 10 µJ pulse energies with a bias voltage of 1000 V. Due to
saturation at Qc, the model shows that the effective emitter area grows, and the electron bunch develops a top-hat
shape
yield bends over, matching more closely to a time-averaged Wentzel-Kramers-Brillouin (WKB) tunneling
emission rate (Fig. 3.10), justifying the use of the FN model at high intensities.
To model the charge density across the surface of the cathode, a Gaussian driver beam of 90µm FWHM
was projected across the emitter surface at an angle of 84◦ matching the experimental beam size and angle.
The beam spot was then divided into grids having a constant intensity, and the strong field emission model
described earlier was used to determine the differential current from each grid point. For the case of a
1 kV bias, aside from the very highest intensities, the model describes the total current yield profile with
surprising accuracy (Fig. 3.10b) as only the field enhancement and constant pre-factor were used for fitting.
From the single tip model, we find that at high laser fields the transverse size of the charge cloud rapidly
diverges after the total charge emission (supplementary material in [224]). The results show that less than
1 ps after the charge emission (compared to 1 ns of flight time to reach the anode at a 3 mm spacing), the
cloud transverse size is as large as the lattice constant, i.e. 5 µm This could easily lead to a global space-
charge effect where the extraction bias is screened by the emitted current bunch. The simplest approach
to account for global space-charge is to assume that the charge from each emitter converges into a sheet of
charge just above the cathode surface after emission. To account for space charge, the differential charge
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from each spatial grid point was not allowed to exceed the critical charge, given by
Qc =
V Ag0
d
(3.7)
where V is the bias voltage, Ag the grid area, 0 the permittivity of free space, and d the anode-to-cathode
spacing. The space-charge limit provided in (3.7) is more applicable than the Child-Langmuir current
limit for ultrafast cathodes, where the current is bunched into a thin sheet rather than spread across the
entire anode-cathode gap [237]. While this analysis ignores the near-field tip enhancement, this should
decay back to the solution for a planar sheet of charge within hundreds of nanometers of the tip surface,
making expression in (3.7) relevant for electron transport in the vacuum. The induced virtual cathode
voltage used to determine Qc also naturally accounts for an induced image charge potential (assuming a
planar image charge surface). The results of this model effectively describe an electron pulse that first
saturates in the center, while the wings continue to increase, thus leading to a larger effective spot size
and a top hat profile. Model results for no space-charge limit (i.e., Qc →∞), 10 V, 100 V, 500 and 1000 V
DC bias are given in Fig. 3.10.
The model results match many of the features observed in the experimental data. At low intensities,
the emission follows a 3-photon absorption process, where there is no dependence on bias voltage. At
higher intensities, when the current yield goes beyond the space-charge limit in the center of the laser
spot, the current begins to saturate depending on the bias voltage applied (Fig. 3.10c). Beyond a 500 V
bias voltage, the bend over due to a transition to the tunneling regime is prevalent, followed by a very
gradual transition to space-charge saturation at a higher current yield. However, overall the model seems
to underestimate the current limit for each voltage. For example, without the space-charge limit, the
ultimate slope at the highest current yield is ∼ −1.2. This value is calculated as ∼ −0.51 for a 1 kV
bias in the model as compared to ∼ −0.66 for the experimental data. Also, in the experimental results,
the tunneling kink was clearly observed for every bias level. As noted in Valfells et al. [237], the major
limitation of this calculation is that it does not account for the initial velocity of the charge leaving the
cathode. This leads to an underestimation of the total current limit as the initial energy of the electrons
lead to larger beam radii and the requirement for higher potentials to prevent their escape. From the
electron spectroscopy results (Fig. 3.8a-b), a large spread in longitudinal energy was observed, and the
single tip particle tracing indicates significant transverse momentum, both of which explain charge yields
exceeding the limit imposed by (3.7).
3.3.2 Gold nanorods
Introduction
The tip geometry, as the ground for the above inspected electron source, takes advantage of the field
enhancement at the apex of a tip to realize strong field electron emission. An alternative method for
locally enhancing the field of an optical beam is plasmonic enhancement in nanoparticles. Nanoparti-
cles exhibiting localized surface plasmon resonances (LSPR) are useful for nanooptics applications that
require optical-field enhancement. The local enhancement of optical fields at the nanoscale by the collec-
tive oscillation of electrons (plasmons) in such nanostructures when illuminated at resonant wavelengths
enables the use of these nanostructures for various applications. Examples are surface-enhanced Raman
spectroscopy [238], high-resolution imaging [239], nanochemistry [240], metamaterials [241–243], sensor
[244–246], optoelectronics [247], nanolithography [248], and photocathode [219] applications. Plasmonic
nanoparticle arrays are of particular interest for use as ultrafast, high-brightness photoelectron emitters
in next-generation x-ray free electron lasers (XFELs) enabling ultrafast x-ray imaging, and diffraction, as
well as time-resolved electron microscopy and spectroscopy experiments.
XFELs, as well as other electron-emission applications, rely on critically on photocathode performance.
Metallic photocathodes for example are desirable due to their relative insensitivity to contamination,
which allows their operation under poorer vacuum conditions than high-efficiency alkali halides. As such,
there has been a drive to improve the efficiency of metallic photocathodes such as Au and Cu [249–251].
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Moreover, the performance of XFELs relies on the ability to first generate nanometer scale density mod-
ulations in the electron beam, which can then be used to coherently emit x-rays [66,252,253]. A compact
coherent x-ray source based on a modulated electron beam produced by a nanostructured photocathode
has been recently proposed [107]. Consequently, the development of nanostructured photocathodes is key
to improving next-generation ultrafast, coherent x-ray sources.
Electron emission has previously been demonstrated from arrays of plasmonic nanoparticles and nanos-
tructured plasmonic surfaces [219,249,250,254,255]. Dombi et al. and Nagel et al. have both demonstrated
electron emission and acceleration within the surface-plasmon enhanced near-field of plasmonic particles
lying in-, and out-of-plane of the substrate, respectively [219, 254]. Douillard et al. have also previously
investigated electron emission from multipolar plasmonic particles by photoemission electron microscopy
(PEEM) [255]. Prior work on ultrafast photoemission from plasmonic nanoparticle arrays focused on
the energy spectra of electrons produced from such particles, rather than the quantitative charge-yield.
Additionally, the nanoparticles studied were of dimensions significantly larger than those studied in the
present work. Furthermore, while quantitative studies of charge-yield from plasmonic Au photocathodes
have been performed recently [250], they were restricted to a range of laser intensities where the emission
mechanism lay firmly within the multiphoton absorption regime. Thus, a quantitative investigation of
photocathode performance in the strong-field regime is presently lacking.
Here, scaling the critical dimensions of the emitters, fabricated by high resolution electron-beam lithog-
raphy, into the sub-20 nm regime is discussed [256]. Furthermore, the effects of substrate, and traditional
adhesion-promoting layers such as Ti, on charge yield from overlying Au nanorods are investigated. The
effects of various elements, playing important roles in photocathode operation, such as laser intensity,
applied DC field, angle of linear polarization, and nanorod array density, on charge yield are also studied.
Fabrication of Au nanorods with sub-20 nm critical dimensions will allow greater localization of the
electron emission site, which is of interest for creating nanostructured electron beams as discussed above.
Investigation of the effect of the Au/substrate interface on electron emission from arrays of plasmonic
Au nanorods prepared by electron-beam lithography will also be key to optimizing the efficiency of such
electron sources. The existence of a substrate not only shifts the spectral position of the Au nanorod
LSPR, but also modifies the optical near-field distribution due to mode hybridization [257]. Higher index
substrates lead to a more pronounced red-shift of the LSPR, and stronger field localization at the interface
between the plasmonic nanostructure and substrate [258–262]. A strong optical field enhancement at
the nanorod/vacuum interface rather than the nanorod/substrate interface is preferred for photocathode
applications to reduce electron scattering from the substrate; thus, a low index, electrically conductive
substrate, is preferred. Moreover, the effects of conventional adhesion-promoting metals such as Ti, used
in the preparation of Au nanorods by electron-beam lithography, on photoelectron yield are worthy of
investigation. Previously, such metallic layers have been shown to reduce the Q-factor of the LSPR
within overlying Au nanorods due to increased damping of the resonance [263]. Lastly, the scaling of
emission current as a function of nanorod array density, laser-intensity and applied anode bias will be key
to understanding the factors affecting charge-yield from plasmonic photocathodes, such as space-charge,
electron emission mechanism and optical field enhancement. A better understanding of the factors affecting
charge-yield from these photocathodes may then allow us to generate more efficient electron sources for
next-generation, ultrafast metrology.
Results and discussion
Here, effects of a Ti adhesion layer on optical near-field enhancement, and hence on photocathode per-
formance, are inspected. Fig. 3.11 shows SEM images, results of near-field simulations, optical extinction
spectra and photoemission measurements, for plasmonic Au nanorod arrays with sub-20 nm critical di-
mensions, fabricated both with and without a Ti adhesion-promoting layer.
Fig. 3.11a shows SEM images of high-density Au nanorod arrays, prepared with and without a Ti
adhesion layer on an indium-doped tin oxide (ITO)-coated sapphire substrate. For details of nanorod
array fabrication, the reader is referred to [256]. The image highlights the ability to fabricate nanorods
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Figure 3.11: (a) SEM images of Au nanorods prepared without (top) and with (bottom) a 3 nm Ti adhesion layer
on 80 nm ITO on a Si substrate, and the corresponding cross section of simulated spatial distribution of near-field
enhancement (color scale is saturated). (b) Simulated field-enhancement spectra for Au nanorods prepared with
(red line) and without (black line) a Ti layer. (c) Optical extinction spectra acquired for a 200 nm pitch array of Au
nanorods prepared with (red line) and without (black line) a 3 nm Ti adhesion promotion layer. The spectra show
a doubling of the extinction for Au nanorods prepared without Ti. (d) Log-log plot of emission current vs pulse
energy with an applied anode bias of 1 kV, for a 400 nm pitch square array of Au nanorods, prepared without (open
black squares) and with (open red circles) a Ti adhesion layer. Both arrays display emission current scaling with
the 3rd power of laser pulse-energy (intensity) for low values of pulse-energy, as indicated by the color coordinated
lines overlaid on each data set. At 12.1 nJ the emission current from the Au nanorod array is 26 times that of the
Ti/Au nanorod array as indicated on the plot.
with dimensions in the sub-20 nm regime in the absence of an adhesion-promoting layer such as Ti. The
simulation results of near-field enhancement in the vicinity of an Au nanorod on an ITO substrate both
with, and without, a Ti adhesion-layer are also shown. The results clearly show a stronger near-field
enhancement for the case of Ti-free Au nanorods. An ITO substrate was selected for this work due to its
low index and relatively high electrical conductivity. The simulated field-enhancement spectra (Fig. 3.11b)
show that the peak field-enhancement for a Ti-free Au nanorod is approximately twice that of an Au
nanorod with a Ti layer. The power absorption in Au is significantly higher in the absence of a Ti layer.
Thus, removal of the Ti layer and fabrication of Au nanorods directly on an ITO substrate should lead to
improved charge yield and quantum efficiency due to reduced damping of the LSPR. Notably, the measured
(Fig. 3.11c) and simulated absorption spectra for the Au nanorod arrays studied in this work display broad
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bandwidths (∼ 100 nm), which may thus support shorter optical pulses than the 35 fs (40 nm bandwidth)
pulses used here, and consequently may be of interest for production of sub-10 fs electron pulses.
Fig. 3.11c shows optical extinction spectra acquired for 200 nm pitch arrays of Au nanorods prepared
with (red line), and without (black line), a Ti adhesion promotion layer. The presence of a 3 nm Ti
layer led to a halving of the optical extinction. Assuming that the extinction cross-section is proportional
to the optical intensity, or equivalently the square of the optical field, then a 4-fold reduction in the
extinction cross-section would have been expected based on the peak-field simulation results shown in
Fig. 3.11b. Possible causes for the discrepancy between simulation and experiment include the fact that the
Ti deposited in the experiment is likely to contain a significant amount of oxygen, thus reducing damping
of the surface plasmon resonance with respect to pure Ti metal, which was used in the simulation. A
reduction in plasmon damping would result in a greater optical field enhancement and thus an increased
optical extinction cross-section. Moreover, the simulation results in Fig. 3.11b are representative of the
peak optical field at the nanorod apexes, however, the integrated field over the entire rod would be more
representative of the contribution to optical extinction. Fig. 3.11d shows a log-log plot of emission current
versus laser pulse-energy for nanorod arrays prepared with, and without Ti. We have consistently observed
enhanced emission from Au nanorod arrays prepared without an additional metallic adhesion promoter
such as Ti. The results shown in Fig. 3.11d demonstrate a 26-fold increase in emission current, at an
incident pulse energy of 12.1 nJ, for a 400 nm pitch square array of Ti-free Au nanorods, compared to an
identical array prepared with a 5 nm Ti layer. The log-log plot of emission current versus pulse-energy
shows that both arrays display a slope commensurate with a 3-photon process at 12.1 nJ. The observed
26-fold increase in emission current thus suggests that the optical field is enhanced 1.7 times more by Ti-
free Au rods than equivalent TiAu nanorods, which is in good agreement with the predicted doubling of
field-enhancement from the simulation results shown in Fig. 3.11b. Fig. 3.11d also shows that the emission
current deviates from 3-photon scaling with increasing pulse-energy. The observed deviation from 3-photon
scaling with increasing pulse-energy may be attributed to the onset of space-charge-limited current and
formation of a virtual cathode, or to a fundamental change in the electron emission mechanism.
Au nanorod arrays with various pitches have been studied in this work. Space-charge effects, as discussed
later in the text, are particularly pronounced for higher density arrays with pitches of 200 nm or less due
to the associated increase in charge density produced. Consequently, to first understand fundamental
emission characteristics in the absence of global space-charge effects, we have investigated low-density
arrays of Au nanorods. Fig. 3.12 displays results of the dependence of emission current on both laser
intensity (pulse energy) and on applied anode bias (static DC field).
Fig. 3.12a shows a log-log plot of emission current versus incident laser-pulse energy for a 1 µm pitch
square array of Au nanorods. Emission current is seen to scale with the third power of pulse-energy at
low intensity consistent with an electron emission mechanism based on the absorption of 3 photons (total
energy 4.53-4.77 eV). The work-function (φ) of Au has been reported as being in the range of 4.7-5.3 eV
[264, 265]. Consequently, the 3-photon scaling observed here is indicative of a work function for the Au
nanorod arrays of less than 4.8 eV. A 3-photon scaling for a work function larger than 4.8 eV may also be
achieved by photo-field emission, whereby an electron from Au is excited to an intermediate state below
the vacuum barrier, from which it then tunnels to vacuum [211]. The emission current is observed to
deviate from the 3-photon scaling behavior at a pulse-energy of 27 nJ (12.1 GW/cm2 before plasmonic
enhancement) irrespective of applied anode bias in the 400-1000 V anode bias range. Were this deviation
due to space-charge effects, a shift in the deviation point would be expected, as its position should depend
on anode bias. We can therefore conclude that this deviation instead represents a fundamental change
in the emission process, which has been previously attributed to a transition from multiphoton emission
to direct strong-field emission in studies of single-tip emitters illuminated with ultrafast infrared pulses
[209, 217, 224]. Previously, the Keldysh parameter (γ) has been used to estimate the magnitude of the
optical field required to support strong-field emission, where γ < 2 may describe quasi-static tunneling
emission in the strong field regime, and the transition to tunneling behavior usually occurs in the range
1 < γ < 2.33 [209, 210, 224]. In our system, a 27 nJ pulse-energy is equivalent to an optical field of
0.3 GV/m. A plasmonic field enhancement factor of 40 has been numerically simulated at the Au nanorod
surface for a 1 µm pitch square array (Fig. 3.11a). Consequently, an optical field of 12.1 GV/m is expected
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Figure 3.12: (a) Log-log plot of emission current vs pulse energy (P ) for a 1µm pitch square array of Au nanorods
for various applied anode bias values. Emission current scales as P 3 up to a pulse energy value of 27 nJ (dashed
line). (b) Plot of emission current (measured at the cathode) vs applied anode bias for the same Au nanorod array
used in (a), at various pulse-energy values.
at the Au nanorod surface or equivalently a Keldysh parameter of γ = 1.5. Thus, the simulated field-
enhancement factor, and the experimentally observed intensity at which deviation occurs from multiphoton
emission scaling, supports a transition in the emission mechanism from multiphoton emission to strong-
field tunneling at a pulse-energy of 27 nJ.
Fig. 3.12b shows a plot of emission current in terms of anode bias for five different pulse-energy values.
This Figure shows that the emission current depends on the anode bias for low bias values, while emission
current seems to be independent of anode bias for higher values. In the low-bias regime emission current
scales linearly with anode bias, which is consistent with space-charge limited current (ISCL) as defined by
the single sheet model [237]
ISCL =
0AV flaser
d
. (3.8)
Here 0 is the vacuum permittivity, A is the area of the sheet of emitted charge, V is the bias voltage,
flaser is the repetition rate of the laser (3 kHz), and d is the effective anode-cathode spacing (∼ 1 mm).
Noticeably, the slope of the linear, current versus anode bias plot is observed to increase with pulse-energy.
The slope of the space-charge limited data in Fig. 3.12b should be related directly to the area of the emitted
sheet of charge by (3.8). The area of the sheet of charge should in turn depend on the spatial distribution of
laser intensity, which is related directly to the laser pulse-energy for a radially symmetric Gaussian beam.
We have found that the observed increase in slope corresponds to the expected increase in the effective
area of the laser beam with increasing pulse energy. For example, for a Gaussian beam (w0 = 76.3 µm,
FWHM = 90 µm), the area of the beam with a threshold optical field of 9 GW/cm2 increases by a factor
of 2 as the pulse energy is doubled from 37.5 to 75 nJ. Similarly, the slope of the linear region of the
plot in Fig. 3.12b increases by a factor of 2 from 0.13 to 0.26 pA/V, or equivalently from 5.77×10−9 to
1.15×10−8 m2, when the pulse energy is increased from 37.5 to 75 nJ. An optical field of 0.39 GV/m is
equivalent to the peak optical field for a 45 nJ pulse-energy in our system, suggesting that the onset of
space-charge limited current occurs at this incident pulse energy for the ∼ 1 MV/m static field employed in
this work. In the high-bias regime, emission current is no longer space-charge limited and is seen to flatten
out. For example, emission current appears to behave independently of the applied anode bias for bias
values greater than 600 V at pulse-energy values of 50 nJ (22.5 GW/cm2 before plasmonic enhancement) or
less. However, at 75 nJ (33.7 GW/cm2 before plasmonic enhancement), the emission current has not yet
saturated at an anode bias of 1 kV, suggesting that the emission current remains influenced by space-charge
at this pulse energy.
The effect of nanorod array density on the average charge yield per nanorod, per optical pulse, has also
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Figure 3.13: (a) Log-log plot of emitted charge yield per nanorod per pulse vs nanorod array density for four
different pulse energies and a fixed anode bias of 1000 V. The color-coordinated lines represent power law fits
to the data for 75 and 100 nJ pulse-energy. (b) Simulated temporal evolution of accumulated electron yield per
nanorod for a 200 nm pitch square array (25 nanorods/µm2) of Au nanorods illuminated with a 35 fs, 75 nJ pulse
centered at 70 fs. The simulation results assume a strong-field tunneling mechanism of emission, which is expected
for a 75 nJ pulse-energy.
been investigated. The charge yield per nanorod is expected to decrease with increasing array density
due to (1) an increased effect of space-charge as the electron sources are pushed closer together, and (2)
increased charge screening due to near-field coupling within the nanorod array, resulting in a reduction in
nanorod field-enhancement. We have observed emission of more than 200 electrons per nanorod per 35 fs
optical pulse from a 1 µm pitch, square array, with an incident pulse energy of 120 nJ, and applied anode
bias of 1 kV. Moreover, we have observed a power-law relationship between charge-yield and nanorod array
density at high pulse-energy values, as shown in Fig. 3.13a. The data does not follow a power-law relation
at low incident pulse-energy (< 50 nJ) as emission from high-density arrays is space-charge limited even
at low laser-intensity, while emission from lower density arrays is not. Emission is space-charge limited
for all array densities studied when higher incident pulse energy (> 75 nJ) is applied. At high incident
pulse energy, the charge yield per nanorod per optical pulse (Q) is related to the array density (p) by the
relation Q = p−0.7. An array of emitters producing uniform circular disks of charge would be expected
to exhibit a relation Q = p−1 due to Coulombic effects in the space-charge limited regime. The observed
Q = p−0.7 relation may be due to an asymmetric charge distribution produced by the nanorods thus
leading to asymmetric space-charge effects in the nanorod arrays.
Fig. 3.13b presents particle-in-cell simulation results for electron emission from Au nanorods. The anal-
ysis is fulfilled for 200 nm pitch square arrays of Au nanorods illuminated with a 35 fs, 75 nJ pulse centered
at a time of 70 fs. Results predict a charge-yield of 14 electrons per nanorod for a single pulse, which agrees
well with the experimentally obtained charge-yield of 14 electrons. The temporal evolution of electron
yield predicts that the electrons are emitted mainly within the central 20 fs of the pulse. In the rising
edge of the plot, fast oscillations are observed with a period of 1.33 fs, which corresponds to a half-cycle of
800 nm light. Consequently, these oscillations are due to the periodic emission from each pole of the dipole
emitter as the optical field changes in sign with every half-cycle. The charge-yield from each nanorod is
observed to peak at a time of 85 fs before declining slightly to a steady yield of ∼ 11 electrons per nanorod.
The observed decline in charge-yield is due to the space-charge field causing electrons close to the cathode
surface to be pushed back to the substrate. This causes a slow recombination of the electrons, which
becomes weaker at stronger anode bias voltages.
To investigate the stability of emission current from Au nanorod arrays, we have measured the emission
current from an array of Ti-free Au nanorods, identical to that shown in Fig. 3.11a, for over 5 million
pulses. Emission current was measured using an incident pulse-energy of 120 nJ and applied anode bias of
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Figure 3.14: (a) Plot of emitted charge density vs peak laser intensity, for a 200 nm pitch Au nanorod array (red
circles) using a 1 kV anode bias and 35 fs optical pulse at a 3 kHz repetition rate. The plot also shows emitted
charge density for a plasmonic photocathode developed by Polyakov et. al. (black squares) [250], which scales with
the 4th power of incident laser intensity, suggesting a 4-photon absorption process. (b) Plot of normalized emission
current vs linear polarization angle (θ) at three different values of incident pulse energy. Emission current is highest
when the linear polarization is aligned to the long-axis of the nanorod as shown schematically. Emission current
follows a cos6(θ) dependence at low pulse-energy, which is equivalent to a 3-photon process. The polarization
dependence broadens to a cos2(θ) relation at higher pulse-energy, which is consistent with the transition to strong
optical field-emission.
1 kV. The mean emission current was 2.7 nA, with a standard deviation of 30 pA. SEM analysis of the Au
nanorod array following extended emission at 120 nJ pulse energy, showed that a small region of nanorods
exhibited damage in a circular area with ∼ 1 µm radius. The observed damage can be attributed to the
Gaussian intensity distribution in the laser beam, which may induce field evaporation and electromigration
of Au at the center of the Gaussian spot where the optical field is strongest.
Electron emission from Au nanorod arrays was found to depend strongly on the angle of linear polar-
ization of the incident optical pulse, as depicted in Fig. 3.14b. Emission current was observed to follow a
cos6(θ) dependence on polarization angle at low intensity, which is consistent with the 3-photon scaling
shown at low intensity in Fig. 3.12a. Additionally, the polarization dependence transitions to a cos2(θ)
dependence at higher intensity, which is in good agreement with the observed transition in the electron
emission mechanism from that based on multi-photon absorption to quasi-static tunneling emission.
Recently, Polyakov et al. have observed photoelectron emission from a plasmonic Au photocathode
triggered by 60 fs, linearly polarized pulses, from an 805 nm Ti:sapphire laser [250]. They observed a
charge-yield, which scaled as the fourth power of incident laser intensity as represented by the open black
squares in Fig. 3.14a. Polyakov et al. hypothesized that this scaling may continue to laser intensities as high
as 50 GW/cm2, at which point their photocathode, which is triggered by an 800 nm laser, may outperform
a planar Au photocathode operating under UV illumination (black line Fig. 3.14a). In this work, we have
seen that a transition from multi-photon emission scaling to strong-field tunneling can occur at a laser
intensity of 12.1 GW/cm2 (27 nJ pulse energy), while 3-photon scaling has been measured for intensities
as low as ∼ 1 GW/cm2. Consequently, we suggest that plasmonic photocathodes can generate enhanced
optical fields sufficient to support strong-field tunneling emission at laser intensities ∼ 10 GW/cm2, and
thus that such photocathodes do not display electron emission characteristic of multi-photon absorption
at laser intensities for which it was previously predicted.
The maximum charge density emitted from a Au nanorod array photocathode in this work was observed
for 200 nm pitch arrays of Ti-free, Au nanorods. Fig. 3.14a shows a plot of charge density emitted per
pulse versus peak laser intensity for such an array of Au nanorods (open red circles). Charge-yield from
high density, 200 nm pitch, Au nanorod arrays is still limited by space-charge effects, even at the highest
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applied anode bias values used in this work. The observed space-charge suppression of emission current
may be alleviated at increased static field. For example, integration of the photocathode within an RF gun
capable of producing fields of > 10 MV/m will allow demonstration of an Au nanorod array photocathode,
excited by 800 nm light, with a QE that may surpass that of the equivalent UV photoemission process.
In this work, a QE of 1.2 × 10−5 has been measured for 200 nm pitch Au nanorods illuminated with
800 nm light at an intensity of 10 GW/cm2 from the data in Fig. 3.14. The QE for Au illuminated with
UV light (266 nm) has been reported as 4.5× 10−5 [266]. The transmitted laser intensity was measured as
∼ 90% for a 200 nm pitch array of Au nanorods at the laser focus for a laser intensity of 34 GW/cm2. Thus,
an internal QE can be calculated as 1.2 × 10−4 considering ∼ 10% of the incident photons as scattering
from the nanorod array to produce photoelectrons. When the 10% power conversion efficiency of 800 nm
wavelength light to 266 nm wavelength light by third harmonic generation, and the factor of 3 difference in
energy between the IR and UV light are taken into consideration, plasmonic Au nanorod arrays triggered
by 800 nm wavelength light can be considered as ∼ 100 times more efficient than UV-triggered bulk Au
photocathodes. Furthermore, as has been discussed, application of an increased static bias to lift the
space-charge limit would further improve the QE for this system.
3.4 Electron Source Characterization
In addition to current yield or the corresponding quantum efficiency discussed in the previous sections,
the spatio-temporal properties of the electron bunch emitted from a source play significant roles in the
application of interest, e.g. light source operation. It is widely accepted that precise control of the x-ray
pulse characteristics, including spectral coverage and temporal and spatial beam profiles are of utmost
importance for various applications. These parameters are directly influenced by the properties of the
electron bunch generating the x-ray pulses. Therefore, the accurate characterization of the electron beam
quality is essential for to improve of the underlying electron source technology. Due to its importance for the
performance of accelerators a multitude of techniques have been developed during the last years to measure
the transverse [267, 268] as well as the longitudinal energy spread. A detailed summary and the state of
the art can be found elsewhere [269, and references therein]. Moreover, high quality electron bunches are
instrumental in experiments where materials are studied via electron diffraction [270–272]. In electron
diffractive imaging, accurate measurement of the bunch profile is mandatory to obtain reliable imaging
results. In what follows, two newly developed techniques for characterization of the emitted electron bunch
using velocity map imaging [273], and for exploring emission mechanisms using a novel spatial mapping
method [274] are presented. The two methods provide a complete framework for assessment of different
electron source technologies.
3.4.1 Velocity Map Imaging Spectrometer
Introduction
The key measure in electron-beam quality is electron-beam emittance, i.e. the transverse phase-space
distribution of the generated electron bunches. To quantify electron beam emittance as a function of pho-
tocathode composition and emission mechanisms, we demonstrate a velocity-map-imaging (VMI) spec-
trometer that allows us to directly access the transverse velocity distribution (the term velocity refers to
the vector quantity) of photoemitted electrons, enabling the measurement of root-mean-square (RMS)
normalized emittance from various cathodes. Usually, emission mechanisms are classified as thermionic
emission, photoemission, or tunneling emission under extraordinarily high electric fields. More recently,
nanostructured and plasmonic photocathodes used with multiphoton or strong-field optical emission have
been used as improved electron sources [70,210,223,249,250,275–277]. Both, the experimental character-
ization and the theoretical description of the electron emittance from such cathodes is highly important,
motivating the direct VMI measurements developed here.
As a first proof-of-principle example, we report on quantitative measurements of multiphoton emission
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Figure 3.15: Schematic of the velocity-map-imaging (VMI) spectrometer consisting of three parallel electrodes, R:
repeller, E: extractor, G: ground. The sample is mounted on the top of the holder, which can be retracted from
this main chamber into a load-lock chamber.
from a 400 nm thick Au thin film at room temperature, which was excited with 45 fs laser pulses centered
at 800 nm. Furthermore, these measurements allowed us to benchmark the performance of this new
experimental setup. Quantum-yield-dependent measurements were performed by recording the events of
electrons impinging on the detector when varying the average laser power and the polarization angle,
respectively. These experimental results confirm that four-photon emission occurs from the planar Au
surface. In our experiments, the 2D transverse velocity/momentum distribution of photoemitted electrons
was directly imaged onto the detector. An experimental 3D energy distribution was reconstructed from
the measured 2D VMI data using a mathematical algorithm and compared to the theoretically derived
3D-space energy distribution from the Berglund-Spicer photoemission model [215, 278–280]. The very
good agreement of our experimental results with the theoretical model demonstrates the applicability of
VMI for the characterization of the RMS normalized emittance of photoelectron emitters.
Experimental Setup
The velocity-mapping technique maps the velocity coordinates of particles onto a 2D detector without, to
first order, the influence of the particles’ spatial coordinates. To achieve this, a configuration of electrostatic
lenses, in the simplest case using three parallel electrodes, is employed to spatially tailor the electric fields
[281, 282]. The setup can also be used to image and magnify the spatial coordinates while suppressing
the effect of velocity coordinates, which is then referred to as spatial-map imaging (SMI) [281, 283].
The spectrometer demonstrated here aims to characterize the electron-RMS-normalized emittance via
characterizing the average spread of electron coordinates in position-and-momentum phase space.
The schematic of the spectrometer is shown in Fig. 3.15. The sample is mounted on the top of the
sample holder, which can be retracted into a load-lock chamber. The load lock is designed for exchanging
the sample without disturbing the ultra-high vacuum (UHV) condition in the imaging system. When
performing the electrostatic imaging experiments, the sample holder is transferred into the main chamber
and brought in contact with the repeller plate to make sure they are at the same electric potential.
The main chamber, maintained at 10−9 mbar, contains a stack of three cylindrically symmetric plates,
labeled repeller (R), extractor (E) and ground (G) electrodes in Fig. 3.15. They are arranged in parallel,
separated by 15 mm, and, with applied potentials, served as the electrostatic lens. This is followed by
a ∼ 0.5 m drift tube, which ends with a detector assembly consisting of a double microchannel plate
(MCP, Chevron configuration), a phosphor screen (P46) with a diameter of 40 mm, and a CMOS camera
(Optronis CL600×2) for recording images of the electron distributions. The full configuration is shielded
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Figure 3.16: Counts of the photoemitted electrons as function of (a) average laser power and (b) laser polarization
angle. The experimental data for polarization angles > pi are of reduced quality due to experimental instabilities,
e.g. in drifting laser pointing.
against stray fields by a µ-metal tube. A 800-nm 45-fs Ti:Sapphire laser amplifier with a 3 kHz repetition
rate was used to illuminate the sample at a glancing incidence angle of ∼ 84◦, with a laser focal intensity
spot size of ∼ 17×160 µm2 RMS on the sample. In our experiments, electron-distribution images are read
out at a repetition rate of 1 kHz, limited by the camera-acquisition frame rate. The average number of
electrons emitted per pulse is on the order of one or less, which excludes space charge effects that were
reported before [284].
To calibrate and optimize the spectrometer field configuration for both SMI and VMI, a fixed potential
of -6 kV was applied to both the repeller plate and the sample holder while the ground plate was grounded.
While scanning the extractor voltage from -5.8 kV to -4.3 kV, we observed the focusing of the electron bunch
depending on the extractor voltage [285]. This behavior is explored based on the RMS of the electron bunch
size in the x and y directions on the detector. The SIMION [286] software is used to simulate the electric
field configuration and to calculate the electron trajectories from a 2D Gaussian source with σx = 140µm
and σy = 15 µm, yielding an RMS behavior curve that fits the experimental results. SMI is obtained at
the minimum RMS size, i.e. at an extractor voltage of -5560 V, corresponding to a magnification factor of
7.5. From the measured SMI data, the RMS size is analyzed to be σx = 158 µm and σy = 20 µm, which
is in good agreement with the simulated electron-bunch size and the laser-focal-spot size. Importantly, in
this experiment, hot spots due to sample surface roughness can conveniently be observed and located in
SMI mode. Therefore, we are able to find suitably flat areas without hot spots within the laser-spot size,
which can then be used for velocity mapping. The extractor voltage for VMI conditions is found at -4790 V
according to the SIMION simulations and the calibration factor of velocity-per-pixel is 8014 m/(s·pixel) on
the detector. In order to minimize field distortions, the sample front surface should be placed in the same
plane as the repeller front surface. However, samples of different thickness lead to a position offset with
reference to the repeller front, which strongly influences the field configuration. Therefore, the extractor
voltage for operating in SMI and VMI mode are optimized by voltage adjustments of [50,−50] V and
[400,−200] V, respectively, to correct for a position offset of [−0.5, 0.5] mm. In this case, the necessary
re-adjustment of the potential right after exchanging a sample is quickly accomplished.
Experimental Results: Fig. 3.16a shows the photoemitted electron yield per laser shot as a function
of incident laser peak intensity on a logarithmic scale. The error bars show the statistical errors of the
photoemitted electron counts. The blue line reflects the results of a linear regression analysis that yielded
a slope of cx ≈ 4.03, with a coefficient of determination R2 ≈ 0.997.
The Fowler-Dubridge model for the n-th order photoelectric current can be written in a generalized
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Figure 3.17: (a) Projected 2D (black curve) and reconstructed 3D (blue curve) radial velocity distribution of the
measured velocity-map image that is shown in the inset. (b) Reconstructed kinetic-energy distribution and its
simulation using the Berglund-Spicer model assuming an electron temperature of 6000 K. The color bar of the 2D
histogram represents the probabilities of photoelectron kinetic energies due to the photon-energy spectrum of the
laser. The inset shows the density of states calculated for bulk Au, which is used in the Berglund-Spicer model
simulation. The blue area depicts the four-photon-ionization range.
form as [287]
J ∝ A(1−R)n In F
(
nhν − eφ
kT
)
(3.9)
where n is the number of photons, h is the Planck constant, A is the Richardson coefficient, R the
reflection coefficient from the metal surface, I the incident light intensity, φ the metal work function, and
F (x) =
∫∞
0
ln
(
1 + e−(y+x)
)
dy the Fowler function.
The experimental data in Fig. 3.16a follows a power law with a slope of ∼ 4, in agreement with a 4-
photon emission process according to the nonlinear photoelectric effect, which indicates that simultaneous
absorption of 4 photons (photon energy 1.55 eV at 800 nm) has to take place to overcome the metal work
function W [288], which is reported as 5.31-5.47 eV for Au [265]. As shown in Fig. 3.16b, varying the laser
polarization angle, the photoemitted electron intensity reaches a maximum when the laser is p-polarized
(electric field normal to the sample surface), and appears minimum when it is s-polarized. For multiphoton
emission at a certain incident light intensity, the electron yield mostly depends on the bulk absorption
coefficient, expressed as term (1 − R)n in the Fowler-Dubridge model [288]. R is calculated by Fresnel
equations with n1 = 1 and n2 = 0.189 + i4.71 [289] at an incidence angle of 84
◦. The plotted (1 − R)4
curve fits very well with the data, which proves again the 4-th order multiphoton process.
A velocity-map image from a planar Au surface is shown in the inset of Fig. 3.17a. The image was
integrated over 6 × 104 laser shots with an energy of ∼ 50 nJ, corresponding to a peak intensity of
4 × 1010 W/cm2 on the cathode. Generally, in laser-induced multiphoton emission the emitted electron
velocity vectors exhibit cylindrical symmetry along the direction normal to the sample surface. Therefore,
the center of mass (COM) of the image is set as coordinate origin. The corresponding angle-integrated
radial velocity distribution of the projected electrons is plotted in Fig. 3.17a as black line. To allow for
comparison with the theoretical model, the 3D velocity/energy distribution is required. Introducing a
novel mathematical method similar to the Onion Peeling algorithm [290], we are able to reconstruct the
momentum/energy distribution when the angular distribution of emitted electrons is known. Fortunately,
for multiphoton emission, the intensity of photoemitted electrons at various angles θ can be derived from
the Berglund-Spicer model [278] as
I(θ) ∝ ℵ2 cos θ · 1
1 + α l(E)
· 1√
1− ℵ2 · sin2 θ
(3.10)
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where α is the optical absorption coefficient, l(E) is the electron-electron scattering length for an electron
of kinetic energy E, and ℵ expresses the electron analogy of refraction at the vacuum-metal boundary [65].
For a small ℵ (our case, ℵ = 0.275), i.e. an incident photon energy nhν comparable to the work function
W , the equation can be simplified to I(θ) ∝ cos θ [291, 292]. Therefore, the 3D velocity distribution can
be reconstructed based on the presumed distribution function.
The reconstructed velocity distribution is plotted as blue line in Fig. 3.17a, and the smoothed energy
distribution shown in Fig. 3.17b. The energy distribution of the emitted electrons shows an energy spread
of ∼ 1 eV, which corresponds to the energy difference between a four-1.55 eV-photon excitation and the
Au work function of 5.31 eV.
Discussion
The Berglund-Spicer three-step model is employed as the analytic expression for the kinetic energy distri-
bution of the photoemitted electrons. As the model is derived for single-photon emission, it is implied in
our analysis that the electrons at an initial energy state E0 absorb a sufficient number of photons instan-
taneously, rather than sequentially, to be pumped to a higher energy state E = E0 + nhν. The kinetic
energy distribution for single-photon emission [215] is adapted to multiphoton emission as
N(E)dE ∝ K C(E)α
α+ 1/l(E)
dE ×
[
1 + 4
(
E − Ef
nhν
− 1 + ln nhν
E − Ef
)]
(3.11)
where Ef is the Fermi energy of Au, C(E) = 0.5(1 −
√
W/E) for E ≥ W is a semiclassical threshold
function, and l(E) is the electron-electron scattering length, which is proportional to E−3/2. The ab-
sorption coefficient α is calculated from the extinction coefficient k = 4.71 as α = 4pik/λ and taken as a
constant α = 7.7×105 cm−1 independent of electron energy. K is a correction factor related to both C(E)
and α l(E), which is between 0.5 and 1. To evaluate (3.11), the probability of a photon carrying energy
hν is calculated from the measured laser spectrum in the range from 760 to 850 nm. To overcome the
barrier of 5.31 eV, an electron is assumed to always absorb four photons (n ≡ 4). Absorption of different
photon energies leads to slight differences of the quantum yields at a certain emitted kinetic energy as
one can see from Fig. 3.17b. The main consequence of absorbing photons with various energies is the
spectral/intensity broadening, which is illustrated by the 2D-histogram in Fig. 3.17b. The temperature of
the Fermi-Dirac distribution has been adjusted such that the mean of the histogram matches our experi-
mental three dimensional energy distribution. We mention that (3.11) only includes the emitted electrons
that experience none or one electron-electron scattering process during transport to the metal-vacuum
surface. Electron-electron scattering is dominant over electron-phonon scattering and reshapes the energy
distribution on a short timescale, i.e. during an ultrashort laser pulse.
The density of states (DOS), i.e. the number of states available for electrons at a certain energy level,
is shown in the inset of Fig. 3.17b. During the photoemission process, an energy state E0 is first occupied
by an electron, which is then excited to a higher energy state E, which was empty. As fermions, electrons
obey the Pauli exclusion principle. In thermal equilibrium, the possibility of electrons to occupy an
available energy state is given by the Fermi-Dirac distribution fFD. However, excitation of a metal with
ultrashort strong laser pulses initially creates a non-equilibrium distribution that then thermalizes via
electron-electron scattering towards a Fermi-Dirac distribution. In gold, this thermalization occurs on a
timescale of hundreds of femtoseconds [293, 294]. Subsequently, the electrons cool down by dissipating
energy into the lattice via electron-phonon scattering occurring on a longer picosecond timescale. In
the following discussion, where we employ the Berglund-Spicer model in our analysis, we assume that
the electronic system can be described by a Fermi-Dirac distribution with quasi-equilibrium electron
temperature Te. Hence, the appropriate densities of states and Fermi-Dirac distributions are multiplied
with the energy distribution as N(E)dE fFD(E0) DOS(E0) (1−fFD(E)) DOS(E), resulting in the spectrum
shown in Fig. 3.17b.
The best fit with our reconstructed experimental energy distribution is obtained for an electron tem-
perature of 6000 K. This is comparable to previously observed electron temperatures of 7000 K in surface-
enhanced multiphoton emission from copper [251]. The high energy tail of the spectrum indicates that
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very “hot” electrons are photoemitted by the femtosecond laser pulse, consistent with the high excess
energy deposited into the electronic system. For the tail up to 4 eV above-threshold photoemission (ATP),
i.e. the absorption of one (or more) extra photon occurring together with the four-photon process, might
need to be taken into account [295]. Moreover, for our experimental conditions, we can neglect tunnel
ionization, which could result in high energy emitted electrons. Taking into account Fresnel losses, we
estimate the absorbed peak intensity for the recorded image, Fig. 3.17a, to be ∼ 4 × 109 W/cm2. This
implies a Keldysh parameter γ =
√
W/2Up ≈ 17  1, which is well in the multiphoton emission regime;
here, Up ∝ λ2I is the ponderomotive energy with laser wavelength λ and intensity I.
Since both, the measured quantum yield and the momentum distribution, are in quantitative agreement
with the Fowler-Dubridge and Berglund-Spicer models, as one would expect from multiphoton emission
from a planar Au cathode, the VMI spectrometer has successfully been implemented as a tool to charac-
terize the photoemitted electrons from cathodes, especially to directly measure the transverse momentum
distribution. Assuming there is no correlation between the location of emission and the transverse mo-
mentum, the RMS-normalized emittance εn is defined as [65]
εnζ =
√〈ζ2〉〈pζ2〉
m0c
, with ζ ∈ {x, y} (3.12)
where 〈ζ2〉 is the spatial spread and 〈pζ2〉 is the momentum spread of the electron bunch. From the
velocity map image shown in the inset of Fig. 3.17a, the RMS-normalized emittance of the planar Au
photocathode irradiated by 45 fs 800 nm laser pulses with a focal spot size of σx = 161µm and σy = 17µm
is characterized to be εnx = 128 nm·rad and εny = 14 nm·rad in the x and y-directions, respectively.
To decrease the intrinsic normalized emittance, in principle, one needs to decrease either the emission
area or the momentum spread. The former can be intuitively decreased by an extremely tight focal spot
size or sharp tip surface, which geometrically limits the emission area. To reduce the momentum/energy
spread, choosing a proper material with appropriate work function and irradiating it by a laser beam with
matched photon energy, for example the photoemission of Cu under 266-nm laser irradiation, is expected
to help. Further reduction is expected when entering the strong-field emission regime, where the electrons
are considered to adiabatically tunnel through the surface barrier with zero initial momentum and are
then driven by the instantaneous optical field [210,296]. Under these conditions electrons are expected to
be emitted with a relatively small divergence angle and significantly lower transverse momentum spread.
In order to characterize future low emittance sources, high resolution emittance measurements are
mandatory. The presented spectrometer has the potential to measure the initial spatial- and momentum-
distribution of the electrons and, therefore, the emittance, in high resolution. The transverse energy
resolution of the velocity mapping dE = mv2Ddv2D is linearly increasing with the transverse velocity
v2D in a VMI spectrometer. In our case, the spatial resolution of the detector, the Chevron MCP, is
100 µm. This matches the resolution provided by a single camera pixel (dv2D = 8014 m/(s · pixel)).
Therefore, the transverse energy resolution of the spectrometer is given by 0.2 meV ≤ dE ≤ 90 meV. The
lower boundary corresponds to the resolution in the detector center, whereas the upper boundary is the
resolution at the edge. Therefore, compared to other techniques, our spectrometer has an unprecedented
transverse energy resolution in the center. For our current settings the maximum detectable transverse
energy is on the order of 10 eV. This results in a relative resolution of <1% at the edge of the detector,
again given by the resolution of the detector (or camera). It should be noted that the current transverse
energy resolution could in principle simply be increased by using a larger detector, longer drift region, and
a higher resolution camera. A three times better resolution of 0.07 meV ≤ dE ≤ 30 meV is obtainable,
i.e. with a 12 cm diameter detector, a 1.5 m drift tube, and a high resolution camera. The current spatial
resolution in SMI mode was given by 100µm/7.5=13 µm on the cathode which was sufficient to measure the
initial distribution of the electrons. With the same changes on the setup, as discussed above, a 3× better
spatial resolution on the cathode can be reached. This results in an overall resolution in the emittance
given by 0.5 nm·rad with the possibility to improve it to ∼ 0.06 nm·rad for future experiments.
A comparison of existing methods to characterize ultra-low-emittance photocathode is presented in
[269]. The different methods all agree that the apparatus and corresponding transfer functions have to
be modeled. The transverse energy resolution is typically worse than the one obtained here. The most
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outstanding advantage of the VMI spectrometer is that an entire single Newton sphere is captured at once
and various Newton spheres are simply superimposed. This implies that the mapping is non-destructive
in the sense that no filter functions like retarding voltages in combination with pinholes need to be applied
as for the 2D energy analyzer [297]. Therefore, it avoids slow electrons with their extremely stray-field-
sensitive trajectories. Free expansion, reported as the simplest method by far [269], is the closest technique
to the VMI spectroscopy demonstrated here. This technique is conceptually the analog to the early ion
imaging experiments before the invention of the velocity-map-imaging spectrometer [281]. However, the
commonly present electrode grids lead to transmission reduction, severe trajectory deflection, and blurring
due to the non-point-source geometry. In addition, the incident laser in the demonstrated free expansion
setup [298], was focused onto the sample through the grid, which seriously deforms the starting intensity
distribution. The high energy resolution of the VMI in comparison with the free expansion technique
is attributed to the inhomogeneous electric field in the spectrometer. This allows, in first order, to get
rid of the spatial contribution in the velocity coordinates. Therefore, a single measurement is sufficient
to obtain the velocity map without contributions from the initial source distribution. Furthermore, non-
cylindrically-symmetric-velocity distributions, obtained from for example nanotips, can be measured as
well. As a final touch, operating the VMI spectrometer under SMI conditions allows the mapping of the
initial source distribution, which circumvents the modeling of the active laser-matter interaction area.
Overall, the simplicity of the VMI spectrometer and the super-short measurement times, typically only a
few minutes, enables the easy integration into more sophisticated electron sources.
3.4.2 Mapping Electron Emission on Materials
In addition to the properties of the emitted electron bunch, the emission mechanism in the electron
source is also a very important feature. Understanding the emission mechanism through experimental
characterization is essential towards designing and optimizing advanced electron sources. The principles of
operation in flat (i.e. unstructured photocathodes) has been deeply studied and currently well understood
[65]. The developed models are widely tested in experiments, and their predictions are confirmed to
high precisions [215, 278]. These models are now the ground for electron source design based on flat
photocathodes. Similarly, to characterize the emission mechanism in structured cathodes, theoretical
models are required, which should be developed based on experimental observations.
Mapping field-driven electron emission on plasmonic nanoparticles to measurable observables will be key
to engineering plasmonic structures for ultrafast electron sources. Moreover, identifying and differentiating
between electronic processes occurring within individual plasmonic nanoparticles will allow for greater
control of reaction pathways on their surfaces. In [274], we demonstrated that two common electron-beam
lithography resists, poly(methyl-methacrylate) (PMMA) and hydrogen silsesquioxane (HSQ), can be used
to image both electron emission and energy transfer on the surface of plasmonic nanoparticles. Here, we
present the characterization results of the gold rod and triangular emitters using PMMA based technique.
PMMA has been used in earlier works as an imaging layer for electrons. For example, a PMMA layer
was integrated on the anode of a vacuum diode device to image electrons emitted by DC field emission from
ZnO nanowires [299]. Moreover, recently Volpe et al. [248] and Dregely et al. [300] have used PMMA and
HSQ respectively to map the optical near-field of plasmonic Au nanoantennas. Volpe et al. observed that
PMMA decomposed within the plasmonic hotspots of Au nanorods illuminated at a resonant wavelength
of 800 nm. They also found that the volume of decomposed PMMA scaled with the fourth power of
the laser intensity, which suggests an exposure mechanism based on four-photon absorption. Jiang and
Gordon [301] later showed that the mechanism proposed by Volpe et al. may not produce sufficient PMMA
decomposition to support lithographic activity. Additionally, neither the work of Volpe et al., nor that
of Jiang and Gordon, considered an exposure mechanism based on electron emission from the plasmonic
nanoparticles. However, as we know from previous works [219, 254, 256, 260, 276, 302] femtosecond lasers
can drive significant electron emission currents from plasmonic nanoparticles and produce extremely high
peak current densities in such particles.
In what follows, it is shown that the electron emission from Au nanoantennas excited by femtosecond
laser pulses is sufficient to expose PMMA. Moreover, it is observed that the spatial distribution of the
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Figure 3.18: Nanoantennas and experimental approach. (a,b) Top-down SEM micrographs of an array of Au
nanorod (a) and nanotriangle (b) antennas fabricated by electron-beam lithography. (c) Schematic representation
of experimental setup. The 10 fs pulses of linearly polarized light with a central wavelength of 1.2µm and a
bandwidth of 400 nm were focused to a 1/e2 diameter of 5.2 µm on the nanoantenna arrays, which were fabricated
on an ITO-coated (blue regions) sapphire substrate (gray regions). A 5 µm gap was etched in the ITO layer as
shown to allow a bias to be applied between the nanoantenna emitter array (the emitter electrode: blue region
on the right; VE = 0) and the collector electrode (blue region on the left; VC = VBIAS). (d) Schematic showing a
nanoantenna coated with a 20-nm-thick layer of PMMA (semitransparent green region), which acts as an imaging
layer for emitted electrons.
exposed PMMA is in agreement with the expected distribution of emitted electrons based on simulations
of both the optical near-field and the trajectories of electrons emitted by strong-field tunneling emission.
In contrast to Volpe et al., a laser source with a central wavelength of 1200 nm is used to excite the LSPRs
in Au nanorods. As such, cumulative absorption of six photons would be required to expose PMMA
by multiphoton absorption (given that PMMA absorbs weakly at wavelengths longer than 200 nm); the
reduced probability of six-photon absorption is exploited to enable nanometer mapping of electron emission
in PMMA. This work shows that lithographic materials may provide a number of opportunities to study
the roles of plasmons in energy transfer at the nanometer length scale and femtosecond time scale.
Fig. 3.18 outlines the experimental approach used in this work. Arrays of Au nanoantennas such as those
shown in Fig. 3.18a and b were fabricated on ITO-coated sapphire substrates by electron-beam lithography.
The nanoantenna arrays were prepared without a conventional adhesion promoting layer such as Ti or Cr
as these layers have been shown to detrimentally affect optical field enhancement [256,303]. Photoemission
from the nanoantenna arrays was measured using the setup shown schematically in Fig. 3.18c (the setup is
further described in our recent paper [276]). The nanoantennas fabricated in this work typically produced
∼ 1 electron per nanoantenna per laser pulse or equivalently, 1-10 C/cm2 (104 − 105 electrons/nm2) at
the poles of the nanoantennas. We coated the nanoantenna arrays with a thin film of electron-beam
resist PMMA. The resist was exposed by illuminating the nanoantennas with the femtosecond laser source
(12.5 mW average power, ∼ 10 fs pulse, 78.4 MHz repetition rate, 10 s exposure time, ∼ 0.6 MJ/cm2 average
fluence per exposure). Following exposure, the exposed PMMA resist is removed using an appropriate
developer (see [274]).
Fig. 3.19 shows SEM images of both nanorod and nanotriangle antennas that were coated with 20-25 nm
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Figure 3.19: Imaging electron emission from plasmonic nanoantennas with PMMA. (a) Top-down SEM micrograph
of a 260-nm-pitch Au nanorod array coated with a 20-nm-thick layer of PMMA. The coated array was previously
exposed to ∼ 109 femtosecond laser pulses and the PMMA was subsequently developed. (b) SEM micrograph of a
nanorod antenna near the periphery of the exposed region shown in panel (a). The image shows regions of exposed
and developed PMMA at the poles of the nanoantenna. (c) SEM micrograph of a pole of a nanorod near the center
of the exposed region in panel a. A narrow strip of material believed to be cross-linked PMMA is present at the
apex of the nanorod. (d, e) SEM micrographs of exposed PMMA around nanotriangles illuminated with ∼ 109
femtosecond laser pulses. The polarization of these pulses was aligned (d) parallel to and (e) orthogonal to the
long-axis of the nanotriangle antennas.
of PMMA, exposed with the femtosecond laser source, and developed to remove the exposed PMMA. We
used a low temperature development process to improve the contrast of the features produced in PMMA.
Fig. 3.19a shows a low-magnification SEM image of the exposed area of a 260-nm-pitch square array of
130-nm-long Au nanorod antennas after developing the exposed PMMA. The nanorod arrays were exposed
to ∼ 8 × 108 laser pulses each having an energy of 0.16 nJ. Fig. 3.19b shows an SEM image of a nanorod
near the periphery of the exposed area shown in Fig. 3.19a. The nanorod shows well-defined regions of
exposed PMMA at its poles where the optical fields peaked and thus where electron emission is expected
to be most efficient.
Fig. 3.19a and b show that PMMA is exposed at distances of more than 50 nm from the poles of the Au
nanoantennas. This is a rather surprising result considering that the emitted electrons are expected to have
kinetic energies of <10 eV and intuitively might be expected to propagate shorter distances (<50 nm) in
PMMA based on universal inelastic mean-free path (IMFP) curves [304]. However, low-energy electrons
have been observed to expose resists at distances of ∼ 100 nm from their point of origin; for example,
Duan et al. [305] measured the point-spread function of a 30 keV electron beam in HSQ on a 50-nm-thick
freestanding membrane and observed resist exposure ∼ 100 nm from the point of exposure. Their result
suggests that low-energy secondary electrons are capable of exposing resist at significant distances from
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the point of exposure when the dose is sufficiently high. Moreover, while the IMFP of electrons typically
decreases with decreasing electron energy, reports suggest that the IMFP rises steeply when the electron
energy drops below 10 eV [304,306,307].
An important property of PMMA is that it is a dual-tone electron-beam resist; PMMA behaves as
a positive-tone resist at low doses and as a negative-tone resist when exposed to high doses of electrons
[305]. Briefly, when exposed to low doses of electrons, for example, ∼ 10 electron/nm2 for 30 keV electrons,
the long polymer chains in PMMA decompose into smaller, lower molecular weight chains that may be
readily removed by an appropriate solvent (the developer). However, when PMMA is exposed to higher
electron doses, for example, ∼ 104 electron/nm2 for 30 keV electrons, the low-molecular-weight fragments
of PMMA can cross-link to form higher molecular weight species (typically referred to as negative-tone
PMMA in the field of electron-beam lithography) [305]. A local incident laser intensity of ∼ 0.1 GW/cm2
was required to observe positive tone exposure of PMMA in the hot spots of nanoantennas in this work.
Fig. 3.19c shows an SEM image of a nanorod near the center of the exposed region displayed in Fig. 3.19a.
A narrow strip of material resembling cross-linked negative-tone PMMA is present at the apex of the
nanorod shown. This negative-tone PMMA indicates that this location was where the PMMA received
the highest electron-exposure dose. A local incident laser intensity of ∼ 50 GW/cm2 was required to
observe negative-tone exposure of PMMA for nanoantennas excited along their long axis in this work.
Additionally, in Fig. 3.19d and e, we show the polarization dependence of the PMMA exposure for Au
nanotriangle antennas. Fig. 3.19d shows an SEM image of an Au nanotriangle exposed with the linear
polarization of our source aligned with the long axis of the triangle; the resulting PMMA exposure appears
at the apex of the long axis. Fig. 3.19e shows an SEM image of a nanotriangle exposed with orthogonal
polarization; here, the exposed PMMA appears at the other apexes of the triangle. Negative tone exposure
of PMMA was not observed for nanotriangles excited by light having linear polarization aligned to the
short axis of triangles.
To better understand the observed PMMA exposure and correlate the distribution of exposed PMMA
to simulations of the local optical-field enhancement and photoelectron distribution, we investigated the
dependence of PMMA exposure on the LSPR of Au nanorods. The results of these investigations are
summarized in Fig. 3.20. Fig. 3.20a shows (black data points) the volume (V ) of exposed and developed
PMMA at the poles of Au nanorods 2.5-3.0µm from the center of the exposed spot (estimated by inspection
of SEM images). We measured V for 5-10 poles for each nanorod length (L) and plotted these values against
L. The error bars on the values of V represent the maximum and minimum values measured in the region
2.5-3.0 µm from the center of the laser spot. The plot also shows the spectrum of the femtosecond laser
source (red trace). We aligned the upper and lower x-axes of the plots in Fig. 3.20a by simulating the
extinction spectra of nanorods having the lengths shown and mapping the value of nanorod length to the
corresponding wavelength of the simulated LSPR peak. The plot in Fig. 3.20a shows that PMMA exposure
was only observed for nanorods having a LSPR overlapping the laser spectrum.
Fig. 3.20b shows an example SEM image of an Au nanorod inspected for use in the preparation of the
plot shown in Fig. 3.20a. Regions of exposed and developed PMMA are clearly seen at the poles of the
nanorod antenna. Fig. 3.20c shows an SEM image of a 130-nm-long, 20-nm-wide Au nanorod antenna, and
a color map of the simulated optical field enhancement is overlaid in the upper left quadrant of the image.
The regions of exposed PMMA produced by our experiment and shown in the SEM image in Fig. 3.20b
overlap well with the regions displaying strong field enhancement (shown in Fig. 3.20c). The results of
the simulated optical near field were used to estimate optical-field-driven photoemission currents from
these plasmonic nanoantennas using a Fowler-Nordheim model for electron emission [168, 224, 256]. The
trajectories of emitted electrons were additionally simulated using a particle-in-cell model to produce a map
of the distribution of electrons colliding with the ITO substrate after emission from the plasmonic antenna
[168]. Simulations of electron trajectories were performed in vacuum without the overlying PMMA layer
for simplicity; however, simulations of the antenna near-field did include the PMMA layer to best represent
the local field profile. A color map of the number of emitted electrons recombining with the substrate
is overlaid in the lower left quadrant of the SEM image in Fig. 3.20c. The electron-emission simulations
suggest that 104 − 105 electrons/nm2 were incident on the substrate near the apex of the nanorod. This
estimate is in good agreement with the measured emission currents of 104 − 105 electrons/nm2. Both
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Figure 3.20: PMMA exposure versus the nanorod resonance, field enhancement at the nanorods, and spatial
distribution of emitted photoelectrons. (a) Black data represent a plot of the mean volume (V ) of developed
PMMA at the pole of a nanorod antenna of length (L); the volume was measured for nanorods a distance of
∼ 2.5− 3.0 µm from the center of the laser spot. Error bars represent the maximum and minimum values of V for
each nanorod length. The red curve represents the normalized intensity (I) spectrum of the laser used to excite
electron emission. (Note that the pitch of each nanorod array was 4L.) (b) Example of an SEM micrograph used to
measure the volume of developed PMMA. (c) (i) A simulated map of the magnitude of optical field enhancement
at the pole of 130-nm-long nanorod antenna (scale is saturated at a field-enhancement factor of 10, while the
field-enhancement peaks at 25 near the nanorod apex). (ii) A map of the simulated number of electrons passing
through a plane at the air-ITO interface. (iii) SEM micrograph of a 130-nm long Au nanorod (scale bar 50 nm).
the simulated and measured electron doses calculated at the poles of the plasmonic nanoantennas are
commensurate with the doses required to expose PMMA with electrons in the 1-50 eV energy range. For
example, McCord and Pease patterned PMMA using a scanning probe lithography technique with 20 eV
electrons and observed positive-tone behavior in PMMA at doses of 103 − 105 electrons/nm2 [308].
3.5 Conclusion
This chapter reviewed the accomplished research on the electron source development and characterization.
The discussion started with a study on high aspect ratio nanotips. The results showed an ultrashort elec-
tron pulse emission from large structured field emission cathodes including micro and macroscopic effects,
enabling many new avenues for physics and engineering. We clearly demonstrated the transition from
the multiphoton to the strong-field tunneling regime across a massive array of tips, while accounting for
space-charge effects. Modeling of the current yield at high field strengths demonstrated rapidly diverging
electron trajectories coming from a highly localized volume near the tip apex, with little space-charge
reduction of current yield. However, as the electrons form a current sheet above the emitter, extraction
was found to be limited by the formation of a virtual cathode. Such space-charge limitations can be easily
mitigated when used in a RF photoinjector due to the high RF extraction field. The cathodes are also
fabricated in standard CMOS processes and are stored in air at standard conditions before testing at
high vacuum (10−8 Torr), which is a major advantage over reactive low work function cathodes that are
fabricated and stored in ultrahigh vacuum conditions. Tip arrays are highly uniform, standard deviation
of less than 1 nm tip radius of curvature, from die to die on a wafer but also from wafer to wafer. Emitter
multiplexing has major advantages over reactive low work function cathodes or cathodes made of just a
single tip because of the confined structured electron beam that the emitter arrays produce.
Next, based on a detailed study on gold nanorods fabricated on ITO substrates, we proposed that
the structured photocathodes may be sufficiently robust for use in XFEL systems when operated using
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a laser-intensity below the damage threshold (∼ 45 GW/cm2) and under a sufficiently strong static-field
(>10 MV/m). Under such conditions, Au nanorod arrays triggered by ultrafast pulses of 800 nm light,
may outperform equivalent UV-triggered Au photocathodes, while also offering nanostructuring of the
electron pulse produced from such a cathode, which is of interest for future XFEL development where
nanostructured electron pulses may facilitate more efficient and brighter XFEL radiation. Moreover, Au
nanorods triggered by 800 nm light at intensities above 12 GW/cm2 may emit electrons by a strong-field
tunneling mechanism, and thus may support production of attosecond electron bursts, which are key to
the development of attosecond science. Further investigations are required to maintain the initial levels
of confinement of electrons in both space and time possible at the emitter surface, into a propagating
nanostructured pulse-train. As a result, the Au nanorod photocathodes developed in this work represent
an additional step toward the development of analytical tools with attosecond temporal resolution.
The studies on electron sources proceeded with efforts towards the reliable characterization of such par-
ticle sources. We demonstrated an electron spectrometer with VMI and SMI capabilities, which intuitively
allows for high-resolution measurements of the RMS-normalized emittance of photocathodes through the
direct observation of the transverse position and momentum distributions. We verified and benchmarked
the capabilities of the instrument in a proof-of-concept experiment, in which we characterized the pho-
toemitted electrons from a 400 nm thin Au film. For ultrashort femtosecond laser pulses with a peak
intensity lower than 1012 W/cm2 and a central wavelength of 800 nm, which corresponds to γ = 1, multi-
photon emission is shown to be the dominant contribution to the entire electron current.
We intend to utilize this technique for the emittance characterization of electron bunches strong-field
emitted from nanotips under optical field irradiation. Such devices should show superior emittance [223,
277]. Moreover, the small radii of the sharp tips realize a field enhancement, which dramatically lowers
the laser power required for entering the strong-field regime and thus avoids damaging of the cathodes.
Our ongoing work aims at the characterization of electron emission from nanostructured array emitters,
which are predicted to provide high-current low emittance coherent electron bunches in the strong-field
emission regime. The demonstrated imaging spectrometer will thereby foster the further development of
the XFELs and ultrafast electron microscopy and diffraction [277,309] and also open up new opportunities
in the study of correlated electron emission from surfaces [310] and of vacuum nanoelectronic devices [311].
Complete study of the electron source definitely requires studies on emission mechanism of the electrons.
While this study has reached a mature state in conventional flat photocathodes, ongoing research is taking
place in pursuit of characterizing the emission properties in nanostructured photocathodes. We have
shown that electron beam resists can be used to map electron emission from plasmonic nanoantennas with
nanometer-scale resolution. The doses required to expose PMMA via electrons emission from plasmonic
antennas are consistent with those previously measured in low-electron-energy scanning-probe lithography.
Our simulations of the spatial distribution of the optical near-field and emitted electrons are in good
agreement with the observed features of the exposed PMMA. These results suggest the possibility of
controlling hot electron distributions via nanostructure geometry, and such control presents an opportunity
to engineer plasmonic nanoantennas tailored for specific photochemical applications by controlling the
location and energy of hot electrons transferred from metallic plasmonic nanoantennas to molecular species
at their surface. Moreover, as has been highlighted previously, the ability to controllably pattern the
surfaces of nanoparticles is desirable for applications in sensing and catalysis. As a result, the method
outlined in this work may also provide a route to the production of nanoparticles with surface patterns
that can be controlled by the methods described here and used for the development of new photocatalyst
and optoelectronic systems.
4 Terahertz Gun
4.1 Introduction
Over the last two decades, ultrabright electron injectors have given rise to new devices for high resolu-
tion study of structural dynamics, where the direct observation of atomic motion governing structural
transitions is the ultimate dream [271, 312, 313]. A scrutiny of the electron beam equations and their
comparison with wave equations show that emittance in an electron beam plays the same fundamental
role as wavelength in an electromagnetic wave. For example, the divergence of an electron beam is di-
rectly obtained from its emittance value. The resolution limit in electron diffractive imaging is affected
by this parameter. In a FEL, emittance (ε) of the electron beam should be better than the radiated
x-ray wavelength (ε ≤ λ/4pi) to achieve the optimal FEL performance [94]. The effect of this property
on the electron beam is the main reason behind the substantial research efforts on photocathodes and
photo-injectors to improve the electron beam quality by reducing its emittance [66]. Such achievements
often introduce breakthroughs in the pertinent science fields and enable unconventional technologies as
well as investigations in fundamental science. As a result, numerous approaches are proposed to decrease
the emittance of electron beams provided by electron guns. The conservation of emittance in relativistic
regime preserves this parameters and transfers the value up to the interaction point. Many of the proposed
techniques to lower the emittance try to reach this goal by increasing the accelerating gradient, thereby
reducing the time allowed at sub-relativistic regime for emittance growth.
The achievable accelerating gradient in an injector is known to be the main limiting factor governing
the emittance and consequently the length of the output bunch. In a conventional particle accelerator,
the electrical breakdown of metals introduces a strong limitation on the accelerating fields which are
typically 10-100 MV/m [26,314,315]. This fact turns out to be the major limit determining the maximum
accelerating gradients in many large scale facilities like SLAC [314], CERN’s compact linear collider
(CLIC) [316] and the design of the next linear collider (NLC) [317]. Moreover, the small accelerating
gradient dictates long accelerator lengths, making it the main impediment in developing compact and
therefore lower cost devices employing beams of particles with relativistic energies. The desire to realize
compact accelerators has spurred much research into the use of alternative acceleration schemes, such as
dielectric laser accelerators (DLA) [47–49], laser plasma acceleration (LPA) [30, 32–36, 38, 40, 41, 43], and
THz acceleration [50–52].
The empirical studies done by Loew and Wang [26,315] had initially shown that electron field emission,
scaling as f1/2/τ1/4 with f the operation frequency, and τ the pulse duration of the accelerating field, is
the main reason for electrical breakdown [318]. The above approximate scaling behavior justified research
towards higher operating frequencies and ultrafast schemes to achieve compact accelerators [319]. However,
the recent comprehensive study on breakdown thresholds of various accelerators [27,28,320] demonstrated
that pulsed heating of the accelerator walls is the dominant factor limiting accelerating gradients. This
conclusion confirmed the observed lower operational gradients in existing facilities when compared with
predictions from the previously derived scaling laws. The authors concluded that the pulse duration of
the accelerating field plays the major role in the breakdown event, since it is directly linked to the pulse
energy governing the pulsed heating in the device. The same outcome was also achieved in the framework
of CLIC project, where breakdown ratios of different accelerator modules where tested over long operation
times [29]. Therefore, focusing efforts on efficient acceleration using short pulses opens new potentials to
realize high gradients, which in turn leads to low-emittance bunches and compact devices.
Generally, there is a conceptual gap between standard accelerator technology and ultrafast science.
Microwave and millimeter-wave technology, used in conventional accelerators, are very well developed
for producing CW radiation. Therefore, accelerators are mostly designed with narrowband excitations.
Examples are the widely used cascaded cavities which operate based on a resonant behavior and traveling
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Figure 4.1: Temporal signature of a single cycle pulse considered as the excitation in this paper.
wave accelerators, in which fields of a guided mode are employed for acceleration [18, 128]. Hence, direct
usage of a standard accelerator geometry excited by a short pulse laser incurs wasting a large portion
of input energy. In [225], we introduced novel structures that aim to accelerate particles from rest using
short pulse excitation, which we like to call single-cycle ultrafast electron guns. The review of the concept,
design and implementation of such devices constitute the materials in this chapter.
4.2 Ultrafast Single-Cycle Guns
The last decade has witnessed extensive efforts on acceleration of electrons using optical pulses [30,38,40,
41,43,47–49]. However, the acceleration schemes based on optical pulses suffer from the difficulties caused
by the short optical wavelengths. Some examples are emittance growth of the electron beam, increased
energy spread in the bunch, and challenging timing synchronization for optical acceleration. On the other
side, research in THz pulse generation using optical rectification has led to single-cycle pulses [321–324].
The achieved performance in this process has reached percent level optical to THz conversion efficiency
[324, 325]. Considering that picosecond lasers are necessary for single-cycle THz generation, which have
been developed to much higher average power and pulse energies than fs type of lasers, THz acceleration
using single-cycle pulses has become a viable option. The first sub-keV devices are already realized and the
predictions are evidenced based on experimental results [326]. Nonetheless, this scheme similarly demands
broadband devices which function based on short pulse excitations.
This section introduces concepts for accelerating particles using single-cycle THz pulses. The considered
temporal profile of the excitation is a single-cycle pulse described by
f(t) = A0 exp
(−2 ln 2(t− t0)2/τ2) cos(ω(t− t0) + φ0), (4.1)
where A0 = A0(x) and t0 = ±x/c stand for the position dependent amplitude and pulse-center, respectively
and φ0 is the carrier envelope phase of the signal. ω = 2pif0 denotes the angular frequency of the signal
and τ = 1/f0 is the pulse duration of the single-cycle pulse. The temporal signature of such a single-cycle
pulse is shown in Fig. 4.1. Note that the above solution is an approximate solution for a single-cycle pulse
and suffers from the inaccuracy of containing a non-zero DC component. However, the error is 0.001 of the
peak-field, which is negligible in our study. Although we have considered the illustrated single-cycle pulse,
the principle also works for few-cycle pulses, at the expense of additional energy. We present structures
which are useful in two different regimes of (i) low energy and (ii) high energy THz beams.
Detailed numerical simulations of the introduced structures play a central role in the presented research.
For this purpose, we use the DGTD/PIC method introduced in chapter 2. This software enables captur-
ing all the involved field diffraction effects through the 3D full-vector time-domain solution and reliable
computation of the electron trajectories. All the bunch evolution calculations in this study are carried out
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Figure 4.2: (a) Schematic illustration of the planar single cycle THz gun, (b) Energy of an electron released at the
instant with Ez = 50 MV/m versus the traveled distance, (c) Snapshots of the accelerating field (Ez) profile over
two half-space cuts of the gun at t1 = 22 ps, t2 = 27 ps, and t3 = 33 ps.
with the consideration of space-charge effects which is simulated using a point-to-point algorithm [168].
For initialization of macro-particles in the guns, we have used the ASTRA photoemission model [65,200].
Note that ASTRA does not simulate the particle acceleration within transient fields and is merely used
here for bunch generation.
4.2.1 Low-energy Single-cycle Ultrafast Electron Gun
Parallel Plate Gun
Based on the recent demonstration of 1% level optical to THz conversion efficiencies [327], 2-mJ level
slightly sub-ps pulses can safely generate 20-µJ level single-cycle THz pulses typically at 300 GHz central
frequency. If this beam is focused down to the diffraction limit, the total electric field at the focus with
2λ spot size (λ is the central wavelength) is about 50 MV/m. In this field, initially at rest electrons
are able to move maximally δx = eEτ/mω ' 7.5 µm, being 2-3 orders of magnitude smaller than the
wavelength. Consequently, the electrons are affected by both accelerating and decelerating cycles, leading
to an inefficient acceleration process. To acquire an efficient acceleration scheme, two goals must be
achieved: 1) The accelerating field should be enhanced in order to lengthen the amplitude of electron
vibration, and 2) the electron should leave the pulse before the decelerating cycle begins.
Fig. 4.2a schematically shows the idea for a two-dimensional (planar) device that pursues the above
goals. Two metallic plates form a structure like a 2D horn receiver antenna to focus the incoming linearly
polarized THz beam below the diffraction limit. Although the insertion loss of the incident energy is
unavoidable, the confined THz beam travels through the region between the two plates and reaches the
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Figure 4.3: (a) Schematic illustration of the low energy ultrafast electron gun, (b) Energy of the accelerated electron
versus the traveled distance, and (c) Snapshots of (Ez) profile over two half-space cuts of the gun. Note the change
in the color map scaling for different snapshots.
injection point of electrons. The photocathode laser (usually a UV laser synchronized with the THz
pulse) releases an electron bunch from the cathode surface, when the accelerating field of the THz pulse
arrives at the injection point. The electrons are then accelerated by the incoming THz beam and leave
the acceleration region after a distance d, i.e. the separation between the two plates. The value of d is
designed so that the electrons experience merely the accelerating half-cycle of the THz pulse. The input
THz beam is a 20-µJ single-cycle Gaussian pulse with central frequency f0 = 300 GHz and focused to a
spot size diameter equal to 2 mm (2λ). We assume L = 500 µm and D = 50 µm and optimize the other
dimensions for best acceleration, which yields θ = 16◦ and d = 30µm. The designed gun realizes a three-
fold enhancement in the peak accelerating field (Emaxz = 150 MV/m). Using the PIC simulations, it is
demonstrated that an electron released at the instant with accelerating gradient E0 = 50 MV/m (φ = 20
◦)
gains 1.33 keV energy when leaving the acceleration region. A gun with similar parameters was recently
demonstrated with energies up to 0.8 keV, which is discussed later in this chapter [326]. Fig. 4.2b and c
show the energy of the electron along its acceleration path as well as the profile of the accelerating field
(Ez) at three different time points.
Horn Gun
There exist several techniques to enhance the efficiency of the above concept in planar devices: (1) In a
planar device, the focusing of the THz beam is carried out only in the vertical plane, i.e. the E-plane.
The same focusing can also be introduced in the H-plane to further enhance the accelerating field. (2)
The focusing in the H-plane introduces cut-off frequencies to the wave propagation. Therefore, the length
of the injection region should be reduced to a fraction of the wavelength to enable the tunneling of the
accelerating field into the acceleration point. (3) Adding a reflector at the receiving side of the structure
with λ/4 distance from the electron injection point, causes the preceding decelerating half cycle to be
inverted and added to the accelerating cycle upon reflection. Therefore, the total accelerating gradient
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Figure 4.4: Acceleration of 1 pC photoemitted bunch in the high energy THz gun: (a) bunch charge, (b) size and
(c) energy in terms of travelled path and (d) shape, (e) transverse phase space, and (f) longitudinal phase-space
100 µm from gun exit are depicted (red dots: output particles; blue dots: trapped particles).
at the injection point is enhanced. (4) The same cut-off frequency effect holds also for the receiving side
of the structure. Consequently, structuring the right side of the gun similar to the left side enhances
the tunneling and thereby increases the accelerating gradient. By taking the above considerations into
account, an ultrafast electron gun driven by a low-energy single-cycle THz pulse is designed as shown in
Fig. 4.3a. The structure consists of two oppositely standing horn couplers (with different lengths), which
realize a high accelerating gradient within a single cycle. Thus, the design is named as a horn gun. The
energy of an electron at rest, injected at the instant with vertical field Ez = 50 MV/m, in terms of travel
distance as well as snapshots of the accelerating field profile in the device are shown in Fig. 4.3b and c.
The simulations evidence an enhancement of the accelerating gradient by a factor of 15, leading to a peak
acceleration field of 782 MV/m. The final energy of the electron leaving the gun is 35.3 keV, being ideal
for electron diffraction imaging.
For the study of bunch evolution, we assume a copper cathode excited by a UV laser pulse with pulse
duration equal to 40 fs and spot size diameter 40 µm. The UV laser energy is chosen such that 1 pC of
charge is released which is modeled by 20’000 macro-particles. The evolution of the bunch properties as
well as snapshots of the bunch profile are shown in Fig. 4.4. The mean energy of the bunch increases to
35 keV with an energy spread of about 3%, which happens due to the large spot size of the injected bunch
compared to the THz wavelength (1 mm). It is observed that because of the collisions of the electrons
with the metallic boundaries due to the transverse momentum of electrons (Fig. 4.4e), only 57% of the
photo-emitted electrons are extracted out of the gun. This effect shows the limitation on the bunch size
and correspondingly the amount of charge which can be accelerated with good quality using the proposed
THz gun. Our simulations show that placing the introduced gun within a longitudinal magnetic field,
i.e. producing the so-called magnetized beam, enhances the aptitude of the gun in terms of accelerated
bunch charge. For this purpose, structures producing 1 T-level magnetic fields are required [225]. The
final normalized emittances of the bunch are (εn,x, εn,y, εn,z)=(0.02,0.06,0.013) mm·mrad and the output
bunch length is about 95 fs.
In addition to the bunch acceleration study, a sensitivity analysis of the introduced gun is also of utmost
importance. For this purpose, we change each of the values independently by ±10% from the optimum
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Figure 4.5: Results of the sensitivity study for the horn gun: (a) schematic illustration of the dimensions studies,
and (b) final energy of the electron bunch in terms of the relative variation in the studied dimensions. The legend
on the left of the plot introduces the studied parameters.
design, study the THz propagation, inject electrons at the instant when the accelerating field is 50 MV/m,
and evaluate the acceleration performance. The results of this analysis evidence maximum 3% change in
the final energy as the sensitivity of the device to implementation errors (Fig. 4.5). This is a very promising
sensitivity compared to conventional electron guns, which has its origin in the broadband operation of the
device.
The concept of the THz-driven horn gun is also tested as a source of the ultra-short electron bunches.
To characterize the low-energy, low-charge beam produced by such a gun tailored diagnostic devices were
developed and commissioned at a test-stand chamber in CFEL (DESY). Results of the first experiments
on the production and characterization of the electron beam presented in [328] demonstrate the feasibility
of this concept.
4.2.2 High-energy Single-Cycle Ultrafast Electron Guns
Two-dimensional Concept
In the above designs, it was observed that optimum focusing of the THz beam with only 20 µJ energy
leads to peak fields as large as 0.8 GV/m on the electron emitter, which is close to the damage threshold
of copper and other metals [27]. This means that increasing the energy of the input THz beam to achieve
higher acceleration rates is not realistic. However, today’s THz generation technology has realized higher
THz energy levels [325]. Consequently, an issue is illuminated; how can one achieve efficient acceleration
using high energy short pulses without surpassing the damage threshold? Here, we try to answer this
question by introducing structures which operate based on single-cycle THz beams with around 2 mJ
energy at 300 GHz central frequency.
For this purpose, two important points must be taken into account: (i) The electron may gain relativistic
energy, which intensifies the effect of the transverse magnetic field of the THz pulse. This effect causes a
push from the THz pulse along its propagation direction and leads to a curved trajectory for the electron
motion. (ii) A high-energy THz beam should not be focused to small spot-sizes to avoid dark current
excitation. As a consequence, to achieve an efficient acceleration, matching the phase front of the THz
beam with the electron trajectory is essential.
The configuration illustrated in Fig. 4.6 is a 2D presentation of the concept devised to solve the above
two problems. First, two linearly polarized THz beams are symmetrically coupled into the multilayer
structure in order to cancel out the magnetic field where they overlap. Second, the phase front of the THz
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Figure 4.7: (a) schematic illustration of the optimized ultrafast electron gun, (b) electron energy Ee(z) versus
the traveled distance, (c) electron energy versus position of the electron superposed on the accelerating field map
Ez(z, t), and (d) snapshots of the field profile at four different instants labeled in (b).
beam is divided into several parts, which are isolated from each other using thin metallic surfaces. In each
layer, dielectric inclusions are added to delay the arrival time of the pulse to the acceleration region. By
properly designing the filling factor of dielectrics and the thickness of each layer, continuous acceleration
of electrons from rest throughout the whole phase front can be achieved.
Multilayer Gun
As learned from the study on low energy guns, focusing the incoming excitation in the transverse plane
enhances the acceleration efficiency. Furthermore, to avoid suspended thin metallic films in vacuum
(Fig. 4.6), we consider quartz (r = 4.41) and teflon (r = 2.13) for delaying the arrival time. The
structure shown in Fig. 4.7a is the ultrafast THz gun designed for operation based on two single-cycle THz
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Figure 4.8: Acceleration of 1 pC photoemitted bunch in the high energy THz gun: (a) bunch charge, (b) size and
(c) energy in terms of travelled path and (d) shape, (e) transverse phase space, and (f) longitudinal phase-space
3 mm from gun exit are depicted (red dots: output particles; blue dots: trapped particles).
Gaussian beams with each 1.1 mJ energy and central frequency 300 GHz. Without loss of generality, the
beam profile is flat top along the acceleration axis and Gaussian in the transverse direction with 2 mm spot
size. For a completely Gaussian beam, individual couplers should be designed to couple the beam energy
into the gun input (see supplementary material in [225]). We assume that two linearly polarized plane
waves with the aforementioned temporal signature and peak field 0.5 GV/m illuminate the multilayer gun
from both sides. An eight layer configuration is designed for the considered excitation with the thickness
of each layer hi = {0.1, 0.27, 0.35, 0.40, 0.42, 0.43, 0.44, 0.45}mm, and the length of the quartz inclusions
Li = {0.2, 0.865, 1.55, 2.25, 2.95, 3.7, 4.4, 5.1}mm. The size of the acceleration channel is considered to be
g = 120 µm. The simulation results shown in Fig. 4.7b demonstrate acceleration of an electron from rest
to 2.1 MeV. Similar to the previous cases, the electron is released at the point with Ez = 50 MV/m. The
realization of phase front matching with the electron motion is shown by snapshots of the field profile in
Fig. 4.7d and Fig. 4.7c, showing the accelerating field Ez(t, z) superposed on the particle position ze(t).
The small average momentum of the particles in the bottom layers causes small travelling distances within
one half-cycle. Therefore, the thicknesses of the layers need to be smaller than the top layers to achieve
the required synchronism. This effect leads to the observed gradual increase in the energy gain in different
layers (Fig. 4.7b).
By again initializing a photo-emitted electron bunch, the bunch evolution in the proposed gun is sim-
ulated. We assume that a 40 fs UV laser pulse generates 1 pC charge over a 60µm spot size, which is
modeled using 20’000 macro-particles. The simulation results (Fig. 4.8) demonstrate acceleration of 40%
of the bunch to 2.1 MeV with 1.1% energy spread, output bunch length of 45 fs, and normalized emittances
equal to (εn,x, εn,y, εn,z)=(0.13,0.13,0.09) mm·mrad. The main reason for the particle loss is the deflection
of the electron trajectories out of the considered vertical path and collision with the metallic layers, which
could again be mitigated by focusing coils (see the supplementary material in [225]).
Our detailed investigations of the introduced high energy ultrafast gun showed several advantages of
such a scheme compared to conventional cascaded or travelling wave cavities. First, due to the inherent
operation of the device with broadband excitations, the sensitivity of the gun outcome to the design
parameters is minimal. This is illustrated in Fig. 4.9 for the variations in dielectric lengths and layer
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Figure 4.9: Sensitivity of the multilayer gun to variations in (a) layer thicknesses and (b) length of quartz inclusions.
thicknesses. It is observed that even 10% change in the designed parameter is tolerated by the device.
Second, the pulse heating due to the magnetic field is not only minimized by the single cycle operation,
but also the magnetic field is canceled at the electron acceleration region.
4.3 Optimal Design of Single-Cycle Guns
After the thorough and detailed introduction of the ultrafast electron gun concept, a procedure for optimal
electron gun design needs to be developed. This section presents an optimized design strategy for these
electron guns. The discussion is started by a complete definition of the design problem. We start with
the description of the optimal single-cycle ultrafast gun concept and proceed with the problem definition.
Subsequently, the design process is presented as main part of this section. Techniques for fine tuning the
design to enhance the output bunch characteristics are outlined. The whole process is explained in the
framework of a gun design for 400 keV electron beam. Throughout this design process, it is implicitly
shown that the concept of single-cycle ultrafast electron guns can apply THz beams with energies in
the level of 100-400 micor-joules to accelerate electrons, which is the state-of-the-art technology in THz
radiation sources. Next, we present the outcome of the design process used for designing an ultrafast
electron gun with higher electron beam energy than the first design, i.e. 800 keV. This design shows the
eligibility of this concept to perform as linac injectors in compact accelerator facilities.
4.3.1 Problem Definition
Optimal Ultrafast Electron Gun Concept
Fig. 4.10 schematically illustrates a single-cycle ultrafast electron gun, which consists of three principal
sections, interaction region, focusing section, and coupler. It is assumed that two linearly polarized single-
cycle Gaussian beams symmetrically impinge on the device from both sides. The coupler section transfers
the energy of the Gaussian beam into the multilayer focusing section, where two metallic walls on both
sides focus the beam into the interaction region. The interaction region in each layer can be considered as
a rectangular waveguide, whose TE01 mode is excited by the incoming fields from the focusing section. At
the interaction region, the transverse and longitudinal magnetic fields of the two counter-propagating TE01
modes cancel each other, whereas the vertical electric field will be constructively added. The superposition
of these two beams results in a purely accelerating field along the z-axis in Fig. 4.10.
Starting in the coupler section, horizontal metallic plates, called here separators, divide the incoming
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Figure 4.10: Schematic illustration of a general configuration for single-cycle ultrafast electron guns.
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Figure 4.11: Illustration of the phase-front matching of the single-cycle pulse with the accelerating electron bunch:
(a)-(f) snapshots of the field profile and bunch distribution when the bunch center resides in the first five layer.
Gaussian beam into several regions with thickness di. The energy in each region is then guided to each
sub-waveguide of the gun. The travelling pulse entering each focusing section is subsequently delayed by
dielectric inclusions, whose lengths, Li, are designed to control the arrival of pulses into the interaction
region. Proper design of the two sets of parameters di and Li assures continuous interaction of travelling
electrons with accelerating cycle of the pulse. In other words, the device substantiates phase-front matching
of the incoming pulses with travelling electrons. The acceleration process in these ultrafast electron guns
is visualized in Fig. 4.11. Snapshots of field profiles are superposed on particle profiles, which demonstrates
continuous interaction of particles with the accelerating cycle of the field.
Various significant improvements are considered compared with the geometries presented in the previous
section. Previously, the dielectric contrast in each layer was realized by the two materials teflon and
quartz. The requirements for mechanical stability of the thin separators necessitated filling the focusing
sections with rigid materials. However, as will be observed in the fine tuning section, thick separators are
advantageous for reducing the energy spread of the output bunch. Once thick metallic plates are used to
divide the input energy among different sections, the need for filled focusing spaces is remedied. Therefore,
one can rely on the dielectric contrast between vacuum and quartz to reach the goal with respect to phase-
front matching. The second change is the open slot in the interaction region devised for incoupling of
the photoinjector laser. The old configurations accounted for a back-illuminated photo-cathode structure.
Nonetheless, our experimental investigations revealed some difficulties in extracting large amount of charge
from thin metallic coatings in such type of cathodes [326]. The open narrow slot in the interaction region
enables electron output as well as easy input coupling of the photoinjector laser from the front side, without
dramatically disturbing the accelerating field profile. Furthermore, the coupler section in Fig. 4.10 takes
flat separators into account. This differs with the structure shown in the supplementary material of [225],
where minute inclinations are considered to gain a uniform accelerating gradient over the layers. Since a
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Figure 4.12: Parameterizations of the ultrafast electron gun: (a) Interaction region, (b) focuser section (top-view),
and (c) coupler section (side-view) and the incoming Gaussian beam with critical dimensions.
constant accelerating gradient is not a crucial requirement for the operation of these devices, the burden
caused by these oblique separators in the fabrication process can simply be avoided through the assumption
of flat separators.
Design Problem
Based on the above concept, ultrafast electron guns with unprecedented high accelerating fields can be
implemented. For this purpose, a design process needs to be followed to achieve optimal operation. In
other words, a design problem should be defined and systematically solved. Let us suppose that the gun is
made out of a material that supports stable operation with maximum electric field Emax in the single-cycle
operation regime. The desire to achieve high accelerating gradients and high quality bunches often inspires
operation of accelerating devices close to damage threshold. The largest surface field in the proposed
device exists over the photocathode surface, where the two incoming pulses interfere constructively in the
proximity of a metallic surface. In the next layers, the above interference effect occurs in the vacuum
region. Hence, the maximum accelerating gradient is equal to the maximum normal field strength, i.e.
Emax. On the other hand, as observed in Fig. 4.11, the superposition of two fields with opposite signs at the
separators considerably reduces the field strengths around the edges in the gun geometry. Consequently,
despite the field enhancement due to the edge effects, the field strengths at these regions do not exceed
the photocathode surface field. The design problem consequently aims at a device which realizes peak
accelerating fields equal to Emax, using a minimum required energy in the two incoming Gaussian beams.
4.3.2 Design Process
To explain how such an optimum design can be achieved, we take an exemplary problem into account.
We aim to design a 400 keV electron gun fed by single-cycle THz pulses centered at 300 GHz with a
copper photocathode. From the previous investigations and scaling laws, the value of Emax is assumed
to be around 600 MV/m [27, 29, 326]. Once the accelerating gradient and operation frequency is fixed to
600 MV/m and 300 GHz, the interaction section, shown and parameterized in Fig. 4.12a, is designed using
an analytical formulation.
To determine the transverse sizes of the interaction section, dx and dy, the accelerating field profile of
the two counter-propagating TE01 modes needs to be considered, which reads as
Ez = A cos
pi
dy
y
(
e−jkxx + e+jkxx
)
= 2A cos
pi
dy
y cos kxx, (4.2)
with kx =
√
k20 − (pi/dy)2 and k0 being the vacuum wave number. For electron guns, a symmetric
accelerating field over the bunch dimensions is usually favored, since it enables bunches with symmetric
properties. As will be seen later, the considered slot for the photoinjector laser and the injection of fields
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Figure 4.13: Energy of an electron versus travelled distance accelerated by the field evaluated from (4.4): Points
A-E are highlighted as transition points between consecutive cycles.
along the x-axis break the symmetry of acceleration. Nonetheless, it is beneficial to keep the symmetry
of the device as much as possible. Therefore, the conditions kx = pi/dy at center frequency and dx = dy
which yield ∂/∂x = ∂/∂y in (4.2), are assumed to maintain a symmetric field profile. For 300 GHz
operating frequency, it leads to dx = dy = 0.71 mm. The gap size, g, must be on one hand large enough to
support particle transfer between consecutive layers and on the other sufficiently small to avoid destructive
interference of fringing fields in the two layers. In addition, a large gap leads to field leakage outside of the
interaction region and in turn weakens the accelerating field. As a rule of thumb, setting g ≈ λx/10, with
λx = 2pi/kx, provides a proper compromise between the aforementioned effects. This leads to g = 0.12 mm
for the example considered.
To design the layer thicknesses, we initially consider an ideal scenario, in which the effect of fringing
fields, transverse fields, inhomogeneous fields among different layers, and the broad frequency spectrum
of the excitation are neglected. In this case, an electron synchronized with the incoming pulse, will be
affected by the following field:
Ez = −Aηi |sinωt| = −Emaxηi |sinωt| , (4.3)
where ω is the center frequency of the pulse, and ηi is a field scaling factor defined for each layer. Note
that the accelerating field profile in the ultrafast gun is fundamentally different from the conventional
cascaded cavity gun technology, where fields are also position dependent. The different field profiles lead
to various advantages and shortcomings compared to conventional technologies, which will be the subject
of future investigations. Due to Fresnel reflection from the quartz (n = 2.1) wafers in each layer above
the first one and additional fringing field effects from adjacent layers, the maximum accelerating gradient
is smaller than Emax considered for the first layer. The former effect reduces the field in the interaction
section to 0.87Emax. If we consider 10% degradation for the later effect, the following equation for ηi leads
to a reasonable estimate for the accelerating gradient in different layers:
ηi =
{
1 i = 1
0.8 i > 1
. (4.4)
The energy of an electron in terms of distance during the first five half-cycles for the considered example
is shown in Fig. 4.13. The temporal energy change indicates that five layers are required to obtain 400 keV
electron beam. Moreover, the highlighted points A-E represent the transition positions from one cycle to
the next one. Therefore, the corresponding z coordinates should coincide with the center of the transition
region between each layer. The positions of points A-E in Fig. 4.13 are obtained as
{zA, zB , zC , zD, zE} = {100, 320, 650, 1020, 1420}µm. (4.5)
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If we assume t = 40µm thick separators, the corresponding thickness of each layer reads as
{d1, d2, d3, d4, d5} = {80, 180, 290, 330, 360}µm. (4.6)
Now that the interaction section is designed, it is straightforward to estimate the required amount of
energy for the presumed acceleration. The power propagating in a TE01 mode of a rectangular waveguide
is obtained from:
P =
E20
2η0
dydi
2
√
1−
(
λ
2dy
)2
, (4.7)
where η0 is the intrinsic impedance of free space, λ is the operation wavelength, and E0 stands for the
maximum electric field in the waveguide. For the designed dimensions, i.e. dy = λ/
√
2 and E0 = Emax/2,
the power flow of each mode can be obtained from P = E2maxλdi/32η0. If we neglect the dispersion in
coupler and focuser and the resultant broadened pulse, the total energy due to each beam reaching the
interaction region can be estimated as,
E = Pτ
√
pi
4 ln 2
=
E2maxλdi
32η0
τ
√
pi
4 ln 2
, (4.8)
with τ = 1/f being the pulse duration of the single-cycle pulse. For the considered example in this section,
the energy due to each beam in each layer is evaluated as
{E1, E2, E3, E4, E5} = {9, 19, 31, 35, 38} µJ. (4.9)
Therefore, total energy of Et = 132 µJ should be coupled into the interaction region from each side to
realize the desired acceleration.
The obtained value for E represents an estimate for the total amount of energy interacting with electrons.
Several effects in the coupling and focusing process contribute to the energy loss before reaching the
interaction region. The most dominant ones are reflection from thick separators in the coupler and intense
pulse-broadening due to dispersion in the focuser and coupler. Note that in the above calculation the
Fresnel losses are taken into account, where E0 = Emax/2 is considered in all layers. According to our
experience, 50% more energy is usually needed to realize the accelerating gradients assumed in each layer.
In other words, two 200µJ energy beams should excite the ultrafast electron gun to realize 400 keV energy
gain. This dramatic loss in energy motivates utilization of advanced coupling and focusing techniques
instead of the simple horn couplers considered in this study.
Designing the focusing section revolves around determination of the length of dielectric inclusions and
the horn angle, θ, in Fig. 4.12b. The length of dielectrics are obtained from the difference in arrival time
between two neighboring layers, which should be equal to τ/2. If we again neglect the dispersion effects
of the waveguide, the values of Li can be recursively obtained from the following equation:
Li = Li−1 +
cτ
2(n− 1) , (4.10)
with n = 2.1 being the quartz refractive index. As observed in Fig. 4.12b, the quartz inclusions are assumed
to be curved on one side. This curvature assists in better coupling of the input energy, since the beam
portions close to the walls need to travel a longer path to reach the end of the focuser. Obtaining the best
radius of curvature is an optimization problem and according to our experience, a curved surface which is
perpendicular to the side walls at both ends is close to optimum.
An optimum value for θ strongly depends on the spatial profile, i.e. the beam size, of the incoming
Gaussian beam. More accurately, this angle should match with the divergence angle of the beam. Gener-
ally, beam confinement in vacuum using optical elements introduces considerably smaller dispersion to the
pulse format compared with waveguides. This effect becomes even more important when propagation of
a single-cycle pulse is involved. Therefore, it is always advantageous to focus the single-cycle beam close
to its diffraction limit, namely w0 = λ, before entering the coupler. In this case, the divergence angle of
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Table 4.1: The design parameters for the 400 keV gun and the optimized ones after fine tuning
parameter designed value fine-tuned value
(dx, dy) (0.71,0.71) mm (0.71,0.71) mm
(d1, d2, d3, d4, d5) (80, 180, 290, 330, 360) µm (80, 180, 290, 330, 360) µm
t 40µm 40µm
g 120µm 120µm
(L1, L2, L3, L4, L5) (0, 450, 900, 1350, 1800) µm (0, 400, 800, 1300, 1800) µm
(Lf , Lc) (2.0,4.2) mm (2.0,4.2) mm
(θ, α) (18.0◦, 18.0◦) (19.0◦, 14.0◦)
n 2.1 (quartz) 2.1 (quartz)
(τ, w0y , w0z) (3.33 ps, 1 mm, 1 mm) (3.33 ps, 1 mm, 1 mm)
f 300 GHz 300 GHz
E 200 µJ 200µJ
(xf , yf , zf ) (±2.4, 0.0, 0.7) mm (±2.7, 0.0, 0.64) mm
the Gaussian beam and consequently the horn angle θ is equal to 18◦. Eventually, based on the same
hypothesis the coupler angle α in Fig. 4.12c is similarly set to 18◦. As will be seen in 800 keV gun design
process, there exist cases where the total length of the interaction region is larger than one wavelength.
In such cases, the incoming Gaussian beams are focused to w0 > λ beam sizes for optimum coupling to
the interaction region. The total length of the coupler (Lc) and focuser (Lf ) does not play a significant
role in the device operation. It is merely important to keep both lengths as small as possible in order to
minimize the pulse broadening effect. However, both dimensions should be long enough to provide large
enough aperture for capturing the total power of the Gaussian beam.
The explained profile matching condition additionally suggests the optimum position for the beam focus.
The transverse dimension of the coupler should match with the beam size at the focus point. Since a much
stronger focusing is desired along y direction compared to axes, we consider the beam size as well as the
structure dimensions along y axis to determine the focal point of the excitations. This assumption yields
xf = ±2.4 mm for the optimum focal point in the 400 keV gun. In addition, yf = 0 and zf = 0.7 mm
maintains a symmetric excitation along y axis and distributes energy uniformly among different layers.
When all device and excitation parameters are determined, we can simulate the described device and
assess the design obtained through the initial optimization process. All the dimensions of the electron
gun as well as the excitation beam are tabulated in Table 4.1. The fields are evaluated using the in-
house developed time domain Maxwell solver based on the discontinuous Galerkin time domain (DGTD)
technique described in chapter 2. Next, the proper injection time of one electron is extracted from the
field temporal variations in the first layer. The electron energy gain and trajectory within the simulated
fields are then computed using the PIC algorithm (see chapter 2). In Fig. 4.14, the temporal signatures
of the accelerating field at the center of each layer and the electron energy versus time are depicted as
outcomes of the simulation. It is seen that the design process in spite of neglecting many influential effects
results in a function close to the target operation. The sensitivity analysis presented in the previous
section, demonstrates operational stability even after 10% changes in the parameter values, which is a
result of the single-cycle, i.e. broadband operation of the device. As a consequence, finding the values for
an operating electron gun is a straightforward task. However, the required transient simulations introduce
serious challenges during device optimization.
4.3.3 Fine Tuning
As previously emphasized, the described process for the initial design is neglecting several effects. To
acquire an optimum operation, fine tuning of the dimensions is an indispensable task. Owing to the
computationally demanding full-vector simulations needed to verify each set of parameters, this effort is
very time consuming. However, scrutiny of the field and electron energy variations considerably reduces
the expense for fine tuning and optimizing the gun performance.
For example, it is observed that the time delay between the accelerating cycles in the first and second
layers are longer than expected (Fig. 4.14a). Therefore, to correct this time delay the length of the
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Figure 4.14: Simulation results of the initial design for the 400 keV electron gun: (a) accelerating field in the
middle of each layer versus time, and (b) energy of an electron injected at the 33.6 ps time instant versus travelled
distance.
dielectric inclusion in the second sub-waveguide, i.e. L2, should be reduced. Once this time delay is
corrected, the lengths Li in sub-waveguides of the upper layers should be similarly reduced to maintain
the synchronization of electrons with the pulse front. In addition, care must be exercised when injecting
one single electron and optimizing the acceleration scheme. In practice, a bunch over an extended time
will be injected into the device. Hence, injecting electrons at the zero-crossing, as done in Fig. 4.13, incurs
losing almost half of the photo-emitted electrons. To avoid this effect, the center of the bunch must
experience the field with a phase larger than zero. This results in losing a fraction of the input beam and
smaller optimum thicknesss of the gun layers.
Continuous acceleration between the layers may initially be envisaged and favored to maximize the
energy transfer from the THz beam to the electrons. However, this leads to a concomitant increase in
energy spread of the output bunch. To reduce the energy spread, it is advantageous to impose time delays
between layers which are slightly larger than a half cycle. This assumption causes higher energy electrons
in front of the bunch gain less energy than the ones in the back, which in turn reduces the ultimate
energy spread. For this purpose, thick separators between acceleration layer enable more efficient velocity
bunching compared with thinner ones. Similar subtleties exist in the coupling mechanism of the Gaussian
beam. The presented qualitative measures for setting the angle of horn couplers and focus position of the
beam are based on the beam waist (w0), which encompasses around 86% of the total incident power. More
efficient coupling is obtained by accounting for a larger effective spot size, while determining the values of
α, θ, and (xf , yf , zf ).
After improving the design based on the above considerations and performing a series of iterative
optimization on the various involved parameters, the values tabulated in Table 4.1 in conjunction with
the updated field signature and electron energy gain depicted in Fig. 4.15 are obtained. The new results
evidence a pronounced enhancement in the device operation through the fine tuning procedure. We
comment that the energy gain in Fig. 4.15 is obtained for one electron injected at the time when the
accelerating field is 80 MV/m, which demonstrates acceleration up to 400 keV electron energy.
It is often helpful for the design process to define a figure of merit for the performance. A suitable
measure is the ratio of energy gain for one electron to the total input energy. For instance, the fine-tuned
device results in the ratio 1.0 keV/µJ = 1.59×10−10, while the initial design leads to the ratio 0.92 keV/µJ
= 1.48×10−10. Note that this measure verifies the overall coupling, focusing and acceleration schemes
with the exclusion of bunch evolution. Another measure to separately assess the coupling and focusing
sections can be defined as the ratio between the energy of one cycle with maximum field in the interaction
region to the total input energy. The nominator is obtained in a similar fashion as (4.8), but with the
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Figure 4.15: Simulation results of the optimized design for 400 keV electron gun: (a) accelerating field in the middle
of each layer versus time, and (b) energy of an electron injected at instant with 80 MV/m accelerating field.
ultimate maximum accelerating gradients (Ei), and the denominator is simply the input energy of the
Gaussian beam (Et). Therefore, this ratio can be written as
R =
∑
i
E2i λdi
32η0Et τ
√
pi
4 ln 2
. (4.11)
This ratio for the fine-tuned device and the initial design are obtained as 0.47 and 0.46. In other words,
although the fine tuning enhanced the total acceleration scenario, it only slightly varied the coupling of the
THz beam. This has occurred because of the strong interdependence between all the involved parameters
in the overall performance. Examining the above introduced parameters for each design properly guides
the fine tuning process of the electron gun dimensions.
After optimization and finalizing the design for acceleration of a single particle, a more accurate assess-
ment of the structure is achieved through investigation of the full bunch acceleration scenario. For this
purpose, similar to the approach in the previous section, we assume a copper cathode excited by a UV
laser pulse at 250 nm wavelength with FWHM pulse duration equal to 47 fs and FWHM spot size diameter
47 µm. The UV laser energy is supposed to be large enough such that 1 pC of charge is released, which is
modeled by 20’000 macro-particles. The 6D phase-space distribution of such a photocathode is obtained
using the ASTRA bunch generator module. In addition, we use a point-to-point algorithm to account for
Coulomb repulsion between electrons, i.e. space-charge effects.
Fig. 4.16 shows the evolution of the bunch properties throughout the acceleration process. The bunch
parameters are depicted for the two cases with and without consideration of space-charge effects. The
bunch parameters obtained without space-charge are valid in the low-charge regime (< 100 fC), whereas
acceleration of 1 pC injected charge suffers from strong space-charge forces that increase position and en-
ergy spread. It is observed that the final mean energy of the bunch is about 390 keV with an energy spread
of about 1.5%, which happens due to the large spot size of the injected bunch compared to the THz wave-
length (1 mm) and space-charge forces. The compensation of energy spread when the bunch traverses the
separators can be seen in Fig. 4.16a. This effect is the main advantage of thick separators enabling velocity
bunching in this region. Due to the collisions of the electrons with the metallic boundaries emanating from
the transverse momentum of electrons, 73% of the photo-emitted electrons are extracted from the gun.
This effect shows the limitation on bunch size and correspondingly the amount of charge which can be
accelerated with a desirable quality using the proposed THz gun. The normalized emittances of the beam
at the output with and without space-charge are evaluated as (εxn, εyn, εzn) = (0.20, 0.25, 0.21) mm·mrad
and (0.17,0.13,0.11) mm·mrad, respectively.
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Figure 4.16: Acceleration of 1 pC photoemitted bunch in the fine-tuned 400 keV THz gun: (a) mean energy and
energy spread of the bunch, (b) bunch charge, (c) bunch length and (d) bunch size at the gun exit are depicted in
terms of the traversed distance.
4.3.4 800 keV Gun
The described design procedure, as used for designing an exemplary 400 keV gun, can be generally followed
to design any type of gun excited with short pulses in THz and microwave regimes. An electron gun with
400 keV output energy may be a suitable option for applications like electron diffractive imaging. However,
for injecting to a linear accelerator, where velocity matching with the phase of the accelerating field is
essential, electron guns with higher output energies are required. In what follows, the design for an
optimum 800 keV electron injector is given following the same design procedure. The 800 keV gun consists
of eight layers in the interaction section with design parameters tabulated in Table 4.2.
The results of the single particle acceleration simulation are depicted in Fig. 4.17. As demonstrated
by the simulations, by just adding three layers and doubling the beam input energy, the energy gain
of the particles is doubled to 820 keV. We comment that in this example the incident Gaussian beam
is considered to be elliptical to better match with the acceleration length, which is relatively long in
comparison with the transverse size of the interaction section. In practice, such an elliptical Gaussian
beam is realized using standard optical elements. Otherwise, the coupler parameters need to be adjusted
based on the input Gaussian beam dimensions. According to these results, the ratio between energy
gain for one electron and the total input energy is equal to 1.03 keV/µJ = 1.65× 10−10, which is slightly
better than for the 400 keV gun and additionally the R parameter defined in (4.11) is calculated as
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Table 4.2: The parameter values for the 800 keV gun
parameter ultimate value
(dx, dy) (0.71,0.71) mm
(d1, d2, d3, d4, d5, d6, d7, d8) (80, 180, 280, 320, 360, 390, 420, 450)µm
t 40µm
g 120µm
(L1, L2, L3, L4, L5, L6, L7, L8) (0, 400, 850, 1300, 1800, 2250, 2700, 3150) µm
(Lf , Lc) (3.5,2.5) mm
(θ, α) (20.0◦, 14.0◦)
n 2.1 (quartz)
(τ, w0y , w0z) (3.33 ps, 1 mm, 2 mm)
f 300 GHz
E 400µJ
(xf , yf , zf ) (±2.4, 0.0, 1.34) mm
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Figure 4.17: Simulation results of the optimized design for 800 keV electron gun: (a) accelerating field in the middle
of each layer versus time, and (b) energy of an electron injected at the instant with 200 MV/m accelerating field.
0.52. Eventually, the bunch acceleration is inspected by injecting the same photoemission electron bunch
as in the 400 keV gun study. The results of this analysis are illustrated in Fig. 4.18, which demonstrates
realization of a 520 fC electron beam with 811 keV mean energy, 1.2% energy spread, and bunch dimensions
of about (25 µm × 58 µm × 16 µm). The output normalized emittances are evaluated as (εxn, εyn, εzn) =
(0.13, 0.69, 0.43) mm·mrad for the space-charge included simulation and (0.09,0.29,0.15) mm·mrad without
accounting for space-charge effects. In addition, the transverse beam profile and longitudinal phase-space
of the electron bunch at the output of the gun including space-charge effects are also illustrated.
4.4 Experimental Test of the Parallel-plate Low-energy Gun
Here, we implement and test the first version of a low-energy THz gun. Leveraging the gun’s simple
geometries and flexible machining requirements, we integrate it into a practical, compact machine that is
powered by a 1 kHz, few-millijoule laser and operates without external synchronization. Our first results
demonstrate high field (350 MV/m) acceleration up to 0.8 keV, as well as percent-level energy spread
in sub-kiloelecton volt, several tens of fC bunches. These results, which are already suitable for time-
resolved low-energy electron diffraction (LEED) experiments, confirm the performance of a THz-driven
gun technology that is scalable to relativistic energies [225].
The THz gun (Fig. 4.19a-c) takes the form of a copper parallel-plate waveguide (PPWG) with a sub-
wavelength spacing of 75µm. We exploit this structure’s transverse electromagnetic mode for unchirped,
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Figure 4.18: Acceleration of 1 pC photoemitted bunch in the fine-tuned 800 keV THz gun: (a) mean energy and
energy spread of the bunch, (b) bunch charge, (c) bunch length and (d) bunch size, (e) transverse beam profile
and (f) longitudinal phase-space at the gun exit are depicted in terms of the traversed distance.
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Figure 4.19: PPWG THz gun concept: (a) a single-cycle THz pulse, generated via optical rectification in lithium
niobate (LN), is coupled into the THz gun, which takes the form of a parallel-plate waveguide for field confinement.
A UV back-illuminated photocathode emits an electron bunch, which is accelerated by the THz field. The bunch
exits through a slit on the top plate, and a retarding field analyzer (RFA) measures its energy spectrum. (b)
Photograph of the THz gun, and (c) cross section of the gun, showing the UV photoemitted electrons accelerated
by the THz field and exiting through the slit.
uniform enhancement of the THz field [329]. A free-space vertically polarized THz beam is coupled into
the PPWG by a taper. EM simulations (Fig. 4.20a) were utilized to optimize the taper and calculate
the coupling efficiency. Inside, a copper film photocathode serves as the bottom plate of the PPWG.
There, a UV pulse back-illuminates the film, producing electrons inside the PPWG by photoemission.
Concurrently, the THz field accelerates the electrons vertically across the PPWG. The electrons exit the
gun through a slit on the top plate (anode) and are spectrally characterized by a retarding field analyzer
(RFA) or counted by a Faraday cup. Both UV and THz pulses are generated from the same 1030 nm
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Figure 4.20: Design and characterization of the gun: (a) Several snapshots of the single-cycle THz wave coupling
into the PPWG, based on EM simulations, (b) THz beam intensity at the free-space focus (measured), (c) calculated
THz beam intensity in the gun. The colorbars of the two beam profiles show a 5.3 × intensity enhancement in the
PPWG. (d) Temporal profiles measured via EO sampling of the THz electric field at PPWG-center and PPWG-thru
(scaled) and (e) power spectrum of the THz beam after and before the PPWG.
pump laser, ensuring absolute timing synchronization.
The THz pulse, generated in lithium niobate by the tilted pulse-front method, is focused into the gun
with a maximum impinging energy of 35.7 µJ. Electro-optic (EO) sampling at PPWG-center (location of
the center of the gun with the gun removed) and PPWG-thru (focus of an image relay following propagation
through the PPWG) reveals single-cycle durations of τTHz = 1.2 ps (Fig. 4.20d and 4.20e), confirming that
the PPWG induces minimal dispersion. Fig. 4.20b shows the THz beam profile at the free-space focus.
Inside the waveguide, the horizontal (x) beam profile remains unaltered, while the vertical (z) profile is
distributed uniformly across the 75µm spacing. Based on this fact, Fig. 4.20c shows the calculated beam
profile inside the gun. Taking into account the energy, waveform, beam profile, and coupling efficiency,
the THz pulse has a calculated peak field of 153 MV/m in free space and 350 MV/m in the gun. The
UV emitter pulse, generated by frequency quadrupling of the pump laser, has a wavelength of 258 nm, an
estimated duration of τUV = 275 fs (roughly 12.5% of the THz period), and a focused beam waist of 60 µm
(x) and 20µm (y) on the photocathode.
An electron’s final momentum gain, pe, depends on its emission time and can be expressed as pe =
q
∫ texit
temit
ETHz(t)dt, where temit is the emission time and texit is the time the electron exits the PPWG. In
cases where texit  τTHz (the electron exits long after passage of the THz pulse), pe can be simplified to
pe = q
∫∞
temit
ETHz(t)dt = qA(temit), where A(temit) is the THz vector potential at the time of emission.
To determine the optimum emission time for acceleration, we record the electron energy gain (Ue) spectra
and bunch charge (Q) versus delay in Fig. 4.21a and 4.21b, respectively. The UV emitter can precede
(< −2 ps), overlap (-2 ps to 2 ps), or succeed (>2 ps) the THz pulse. In the overlap region, Ue maps out
the phase and amplitude of ATHz(temit), similar to THz streaking in gases [330]. One exception is that
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Figure 4.21: THz-driven electron energy gain and bunch charge modulation: (a) measured spectrogram showing
the energy gain spectra as a function of delay between UV and THz pulses, at maximum THz energy; (b) measured
bunch charge as a function of delay; (c) and (d) electron energy spectra for three different THz energies at delay
positions (c) τ1 = −2 ps and (d) τ2 = 0.9 ps.
between -0.25 ps and 0.4 ps, emission occurs in the positive half-cycle of the THz field (opposing Lorentz
force), causing a suppression of charge and energy gain. Two delays are selected to be the operating points
of the gun. The first delay, τ1 = −2 ps, produced the highest peak acceleration, while the second delay,
τ2 = 0.9 ps, produced the most monoenergetic spectra. The total bunch charge was 40 fC at τ1 and 32 fC
at τ2.
When the photoemission precedes the THz pulse (τ < −2 ps), a large energy spread centered at ∼
0.45 keV is observed. The origin of these broadened spectra, enduring for long decay times, is attributed
to multiple complex mechanisms encompassing thermal [331] or time-of-flight effects. When the emission
succeeds the THz pulse (τ > 2 ps), there is no net acceleration from that pulse. The constituency of
electrons slightly elevated to 50 eV is attributed to the aforementioned decay effects probed by a back-
reflected THz pulse arriving at 18 ps.
In Fig. 4.21c and 4.21d, we take a closer look at the energy spectra from the two operating points, τ1
and τ2, for three different THz energies, WTHz. Each spectrum exhibits a unimodal distribution with an
average energy gain increasing with WTHz. Except for the WTHz = 35.7 µJ spectrum at τ1, the spectral
shapes are asymmetric, with a pedestal toward lower energies and a maximum yield toward higher energies,
followed by a sharp cutoff. The high yield near the cutoff indicates that most electrons are emitted at the
optimal THz phase and concurrently experience the same acceleration. The pedestal can be attributed
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Figure 4.22: THz scaling at τ1 and τ2; delay positions defined earlier in Fig. 4.21a. (a) and (b) Energy gain plotted
on a spectrogram to highlight its scaling as a function of accelerating THz energy or THz field. Error bar radius is
equal to the absolute RMS energy spread. (c) and (d) Relative RMS energy spread, σU , of the accelerated bunch.
(e) and (f) Total detected bunch charge exiting the gun, Q. Error bar radius is equal to the RMS instrument noise.
to electrons emitted away from the optimal phase, resulting in a lower energy gain. Such dependence of
energy gain on emission phase is also evident in RF guns [332].
We continue investigations at τ1 and τ2 by plotting Ue versus WTHz on a spectrogram, as shown in
Fig. 4.22a and 4.22b. At both delays, Ue scales mostly linearly with WTHz or, equivalently, with E
2
THz.
This scaling law can be explained by Ue = p
2
e/2m ∝ E2THz, which is valid when texit  τTHz. Alternatively,
if texit  τTHz, the energy gain would be dominated by Ue = q
∫ zexit
zemit
ETHz(z)dz, leading to a Ue ∝ ETHz
scaling law, as is typical in RF guns [332,333] and would be the case in this study for a larger field, reduced
PPWG spacing, or relativistic electrons.
At τ1, increasing the THz energy results in an increase in absolute energy spread (Fig. 4.22a). Conse-
quently, the relative energy spread, σU , remains roughly constant at around 20%-30% (Fig. 4.22c). The
bunch charge increases monotonically with THz energy (Fig. 4.22e). We obtain a peak energy gain of
0.8 keV at WTHz = 35.7 µJ (Fig. 4.22a).
At τ2, the absolute energy spread remains constant with THz energy (Fig. 4.22b). Correspondingly,
the relative energy spread monotonically decreases with THz energy, to a minimum of 5.8% centered
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Figure 4.23: Numerical analysis of THz gun. (a) THz electric field measured by EO sampling with a fitted
field strength; (b) the single-electron energy gain, calculated analytically, is overlaid with the peak energy gain
obtained from the experiment in Fig. 4.21a; (c) simulated energy spectrum (black line) of the bunch at the gun
exit for emission at τ2, showing excellent agreement with the experiment (blue line). Inset: Temporal profile of
the electron bunch at the gun exit, showing a FWHM pulse duration of 321 fs, elongated by space-charge. (d)
Simulated evolution of the energy spectrum along z. The THz pulse is passed by the time the electrons reach
25 µm.
near 0.4 keV (Fig. 4.22d). The pedestal regions are neglected in the energy spread calculations, since
over time those electrons separate from the main bunch. Half of this spread comes from THz shot-to-
shot fluctuations (2%), while another large contribution comes from the spread in electron emission time:
∆temit = τUV = 275 fs = TTHz/8. By stabilizing the laser and shortening τUV via an optical parametric
amplifier [334], the energy spread can be further reduced. In Fig. 4.22f, the bunch charge increases with
THz energy below 7 µJ, indicating that the emission is space charge limited [335]. Above 7µJ, the bunch
charge plateaus, indicating that the THz field overcomes the space charge force and extracts all the emitted
electrons.
In Fig. 4.23b, we show the calculated single-electron energy gain versus delay, utilizing the shape of
the measured THz waveform with a fitted field strength (Fig. 4.23a). We compare it with the measured
peak energy gain from Fig. 4.21a. Since the experimentally measured peak energy gain represents the
gain of the electron emitted at the optimal delay and spatial position, comparing it with our analytical
expression for single-electron energy gain is justified. Several experimental features are represented in this
simple analytical model: (1) a suppression region around 0 ps, (2) relative energy gain levels, and (3) delay
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between the two peaks. This model provides an alternate method for quantifying the THz field strength
inside the gun. Our fitted peak field was 480 MV/m.
To better understand the bunch dynamics under the influence of self-fields and the THz field, the multi-
electron particle tracking simulation results in Fig. 4.23d show the evolution of the energy spectrum of the
32 fC bunch emitted at τ2 as it propagates along z. Immediately following emission, the bunch experiences
a strong accelerating field, growing in energy to 350 eV over the first 3 µm. During the time that the
THz pulse interacts with the bunch (corresponding z distance: 0 to 25µm), the energy undergoes four
acceleration/deceleration cycles, caused by the four oscillation cycles in the THz field following τ2. The
THz pulse is passed by the time the bunch reaches 25µm, verifying that texit  τTHz, and the bunch
drifts to the exit while continuing to experience energy spreading due to space charge forces. At the gun
exit (zexit = 75µm), the simulated energy spectrum has excellent overlap with the experimental spectrum
(Fig. 4.23c). The sharp cutoff, pedestal height, pedestal length, and central lobe width are all reproduced
flawlessly by the model. The simulated temporal profile at the gun exit (Fig. 4.23c inset) exhibits a
pulse duration of 321 fs, longer than the initial 275 fs due to space-charge. All the numerical analyses
incorporated space-charge, imitated the experimental conditions, and used the THz field profile shown in
Fig. 4.23a.
4.5 Segmented THz Electron Accelerator and Manipulator
The continuous progress in high power THz sources has shown the feasibility of millijoule level single-cycle
THz beam generation [84]. Nevertheless, the technology is still in its infancy and not sufficiently mature
to provide a millijoule-level THz pulse with low cost and in a straightforward fashion like a conventional
technology. This challenge was the main obstacle to experimentally test the proposed multilayer structure
as ultrafast THz guns. Thus, instead of using the multilayer structure as an electron injector, we test the
device in the framework of electron beam manipulation as reported in [336].
Previously, proof-of-principle demonstrations of THz beam manipulation include electron emission
[337, 338] and acceleration [50, 225, 326, 339–342] as well as compression and streaking [343, 344]. These
experiments, although limited in charge, beam quality, energy gain and energy spread, have set the stage
for development of practical, compact terahertz-based devices that can support sufficient charge and field
gradients to realistically be used to boost performance of existing accelerators or as components of future
compact accelerators and x-ray sources. Here, we demonstrate the first such device based on a layered,
transversely pumped, waveguide structure. This segmented terahertz electron accelerator and manipula-
tor (STEAM) device can dynamically switch between accelerating, streaking, focusing and compressing
modes, can support multiple picocoulombs of charge and features intrinsic synchronization. Using only a
few microjoules of single-cycle terahertz radiation, we demonstrate over 70 MV/m peak acceleration fields,
2 kT/m focusing gradients (which are an order of magnitude beyond current electromagnetic lenses and
comparable to active plasma lenses), the highest reported terahertz streaking gradient of 140µrad/fs (mak-
ing it well-suited for characterization of ultrafast electron diffractometer bunches down to 10 fs) as well as
compression to ∼ 100 fs. All these demonstrations strongly benefit from very small temporal jitter achieved
through laser-driven terahertz sources. By increasing terahertz pulse energies to state-of-the-art millijoule
levels [345], it is expected that accelerating gradients approaching 1 GV/m can be achieved and sustained.
Such gradients surpass those possible in radio-frequency accelerators by an order of magnitude and enable
major improvements in electron bunch qualities such as emittance and bunch length. The picosecond du-
ration of the terahertz pulses is an essential ingredient for reaching the GV/m regime, as experiments have
shown that maximum accelerating gradients, which are limited by field-induced breakdown, scale with the
sixth power of the field duration [27,318,346,347]. Demonstration of the terahertz-driven STEAM device
thus establishes a new compact, strong-field and extremely high-gradient accelerator technology.
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Figure 4.24: STEAM experimental setup. A fraction of the infrared optical beam is converted to 257 nm beam
through fourth-harmonic generation. The 257 nm laser pulse is directed onto a gold photocathode generating elec-
tron bunches, which are accelerated to 55 keV by a DC electric field. This laser also drives two optical rectification
stages, each generating single-cycle terahertz pulses with energy up to 30µJ. The two counter-propagating tera-
hertz beams interact with the electron beam inside the segmented structure. Subsequently, the electron beam is
detected by the camera. Top inset: photograph of the STEAM device. left inset: the time-domain waveform of
the terahertz pulse measured by electro-optic sampling and its corresponding frequency-domain spectrum.
4.5.1 Concept and Implementation
The experimental setup (Fig. 4.24) consisted of a 55 keV photo-triggered DC gun, a terahertz-powered
STEAM device for electron acceleration or manipulation and a diagnostic section that included a second
STEAM device used as a streak camera, all of which were driven by the same infrared laser source. Ul-
traviolet pulses for photoemission were generated by two successive stages of second-harmonic generation,
while single-cycle terahertz pulses were generated by difference frequency generation. Terahertz pulses
from two independent setups were coupled into the STEAM device (Fig. 4.24) transversely to the electron
motion by two horn structures that focused the counter-propagating terahertz fields beyond the diffrac-
tion limit into the interaction zone. The electrons experience both the electric and magnetic fields of the
terahertz pulses according to the Lorentz force law F = q(E+v×B), where q = −e is the electron charge,
E is the electric field, oriented parallel to the electron velocity v, and B is the magnetic field, oriented
vertically in the lab frame. The electric field is thus responsible for acceleration and deceleration, while
the magnetic field induces transverse deflections.
Efficient interaction of the electrons with the fields was accomplished by means of segmentation, which
divided the interaction volume into multiple layers, each isolated from the others by thin metal sheets
(Fig. 4.24). Dielectric slabs of varying length were inserted into each layer to delay the arrival time of the
terahertz waveform to coincide with the arrival of the electrons, effectively phase-matching the interaction.
Due to the transverse geometry, the degree of dephasing experienced in each layer was determined by the
traversal time of the electrons, which was dependent on the electron speed and the layer thickness. A
reduction in dephasing can thus be accomplished by reducing the layer thickness and increasing the number
of layers, at the cost of increased complexity. The ability to tune the thickness and delay of each layer
independently is a key design feature of the STEAM device that enables acceleration of sub-relativistic
electrons for which the speed changes significantly during the interaction (for example, from 0.43c to 0.51c
for our maximum acceleration case).
The use of two counter-propagating drive pulses enabled two key modes of operation, which are specified
with respect to the interaction point, that is, the centre of the interaction region of each layer: (1) an
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electric mode, used for acceleration, compression and focusing, in which the pulses were timed to produce
electric superposition and magnetic cancellation of the transverse fields at the interaction point; and (2)
a magnetic mode, used for deflection and streaking, where the magnetic fields superposed and the electric
fields cancelled.
The function of the device was thus selected by tuning the relative delay of the two terahertz pulses and
the electrons, all of which were controlled by means of motorized stages acting on the respective infrared
pump beams. In focusing and streaking modes, the electron beams were sent directly to a microchannel
plate (MCP) detector. For acceleration measurements, an electromagnetic dipole was used to induce
energy-dependent deflections in the vertical plane, so that both deflection and energy change could be
measured simultaneously. To measure the compression, a second STEAM device in streaking mode was
added downstream of the first to induce time-dependent deflections in the horizontal plane. The breakdown
threshold of the device is determined by field emission from the metallic parts. Owing to the 4-5 orders
of magnitude shorter field-exposure times of single-cycle terahertz pulses compared with radio-frequency
excitations, previous studies suggest that a factor of 3-10 higher breakdown threshold for pulsed terahertz-
driven devices can be expected [27, 326, 346]. The remainder of this section gives a detailed description
of the results obtained for acceleration, compression, focusing, deflection and streaking for this STEAM
device.
4.5.2 Electric Mode
In the electric mode, the relative timing of the terahertz pulses was adjusted so that the transverse
electric fields constructively interfered at the interaction point. In this configuration, the magnetic fields
(B fields) were 180◦ out of phase with each other and thus cancelled, minimizing unwanted deflections.
The acceleration was sensitive to the terahertz phase at the interaction. Fig. 4.25 shows energy and
deflection diagrams that were obtained by recording the vertical and horizontal projections (respectively)
of the electron-beam distribution on the MCP as a function of the electron-terahertz delay. Although
the terahertz pulses injected into the device were nearly single cycle, several cycles of acceleration and
deceleration were observed, due to dispersion induced by the horn couplers.
Maximum acceleration and deceleration occurred at the electron injection points (Fig. 4.25a) where the
deflection was minimized (Fig. 4.25c) and the beam spatial distribution was also preserved (Fig. 4.25e, left
and right beams). The peak field is calculated to have reached ∼ 70 MV/m with the Yb-doped yttrium
lithium fluoride (Yb:YLF) laser, based on comparisons of the measured terahertz energy transmitted
through the device and the electron energy gain with simulation (described below). The energy gain
scaled linearly with the applied field (Fig. 4.26b) and reached a record of more than 30 keV (five times
larger than previous studies [50]) for a bunch charge of ∼ 5 fC. In contrast to previous results showing
simultaneous acceleration and deceleration, the energy spectrum can be seen to move cleanly to a higher
energy (Fig. 4.26a), indicating that injected bunches were shorter than half the driver period. In fact, the
bunches were measured (by the STEAM device in streaking mode) to have a duration of 670 fs, and thus
occupied about 20% of the 3.33 ps period accelerating field. The increase in energy spread is attributed in
part to the variation of the electric field over the bunch temporal profile. Although bunches with charge up
to 20 fC were coupled into the device, space-charge effects and the long travel distances from the DC gun
lead to longer bunch duration and larger energy spread. For demonstrating terahertz-driven acceleration,
the charge was limited to 1-5 fC during this experiment. Use of a terahertz-based re-buncher before the
accelerator is thus anticipated for future experiments to reduce energy spread.
The performance of the device was simulated using a finite-element based code [168]. Fig. 4.26c shows
snapshots of the electrons traversing the device and staying in phase with the field. Fig. 4.26d shows
the electron energy as a function of distance. The energy gain can be seen to occur in three uneven
steps corresponding to the three layers. The unevenness and the presence of deceleration at some points
are evidence of dephasing due to the fact that the structure was designed for higher terahertz energies.
Simulations predict that mega-electron-volt electron beams with up to 1 pC of charge are achievable by
increasing the number of layers and extending terahertz pulse energies to the millijoule level [225], which
is within the reach of current terahertz-generation methods [84].
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Figure 4.25: Operational modes of the STEAM device: (a) Measured energy modulation and (c) time-dependent
deflection of electron pulse as a function of electron-terahertz delay for constructive interference of the electric fields
entering the device and cancellation of the magnetic fields. (b) Measured beam energy and (c) time-dependent
deflection deflection measured for constructive interference of the magnetic fields, that is, electric field cancellation
scenario. (e) Measured shape of electron beam on MCP detector for maximum acceleration, deceleration, and right
and left deflection points plotted in one image. Intensity was normalized and image contrast was tuned to show the
relative positions more clearly. The red dashed line represents the predicted locus of beam positions corresponding
to a sweep of the relative phases of the two THz waveforms. This demonstration was performed using a Yb:KYW
laser with ∼ 2× 0.5 µJ terahertz radiation coupled into the device and a bunch charge of ∼ 1 fC.
At timings off from the optimum acceleration, the electrons experienced strong temporal gradients of
the E-field resulting in large energy spreads (Fig. 4.25a). At the zero crossing of the field, the gradient
is maximized and the electrons see symmetric acceleration and deceleration but no net energy gain. In
this mode, the E-field imparts a temporally varying energy or chirp resulting in a velocity gradient that
causes either compression or stretching (depending on the sign of the gradient) of the electron bunch
as it propagates [348]. This technique, known as velocity bunching, is an ideal application of terahertz
technology, as the submillimetre-scale gradients allow bunch compression down to the femtosecond range.
To test this concept, the applied terahertz energy was varied and a second STEAM device (streaker) acting
as a streak camera (described in the next section) was added to measure the bunch temporal profile at a
point 200 mm downstream of the first device (buncher).
Fig. 4.27a shows the electron bunch temporal profiles measured at the streaker for various field strengths
applied to the buncher. The initial decrease in bunch duration with increasing field confirms that the
electrons arrive at the buncher with a space-charge-induced energy chirp. A minimum duration of ∼ 100 fs
FWHM was achieved, after which the duration increases again (Fig. 4.27b), implying that for high fields,
the electrons temporally focus before the streaker and are overcompressed by the time they are measured.
The minimum bunch duration can thus be reduced by using stronger fields and a shorter propagation
distance. As observed on the MCP detector (Fig. 4.27b, inset), a good electron beam profile is maintained
at the optimal compressed condition. Fig. 4.27c shows the evolution of the bunch duration with distance
simulated for the minimum bunch duration case. The phase-space distributions in the insets show the
reversal of the velocity correlation by the buncher and the eventual compression at the streaker location.
By imposing the electrons to pass through the zero crossing in the electric mode (corresponding to the
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Figure 4.26: STEAM acceleration: (a) Measured electron energy spectra for initial input beam (blue curve) and
accelerated beam (red curve) that shows an energy gain of more than 30 keV. An increased energy spread is
observed due to the long length of the initial electron bunch, as well as the slippage between the terahertz pulse
and the electron bunch. (b) Relative energy versus input terahertz field strength with the red circle indicating
the energy spectra plotted in (a). The linear relationship supports a direct, field-driven interaction. (c) Temporal
evolution of the electric field inside each layer with the red arrow indicating the electron propagating. (d) Calculated
acceleration along the electron propagation direction with ∼ 2 × 6 µJ terahertz radiation and beam diameter of
3 mm. This illustration was performed using the Yb:YLF laser with ∼ 2 × 6 µJ terahertz radiation coupled into
the device and a bunch charge of ∼ 5 fC.
maximum magnetic field rotating around the interaction region), the STEAM device can also operate
as a focusing or defocusing element, as can be seen by the horizontal spreading of the beam profile in
Fig. 4.25c. Due to the strong terahertz field that leads to over-focusing at the fixed MCP position, both
focusing and defocusing schemes are observed here as an increase of the beam size. This focusing effect
is a consequence of the well-known Panofsky-Wenzel theorem [349], which uses Gauss’ law to show that
longitudinal compressing and decompressing fields must be accompanied by transverse defocusing and
focusing fields, respectively. The magnetic field always cancels at the interaction point, while it still has a
time-varying transverse distribution in the antinode region that contributes to the defocusing and focusing
(illustrated in Fig. 4.28a and b). The focusing was tested by monitoring the beam spatial profile at the
MCP for varying terahertz pulse energies. Fig. 4.29a-d shows the results for the focusing configuration,
which corresponded to the longitudinal decompression condition. At best, the electron beam diameter
was reduced by 2× compared with its input value. For higher field strengths, however, the device focal
length became shorter than the 180 mm distance to the MCP, causing the measured beam size to increase
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Figure 4.27: STEAM compression: (a) Measured temporal profiles of the electron pulses as the terahertz field in
the buncher is increased (red arrow). The red lines represent Gaussian fits. (b) Measured electron bunch FWHM
duration versus incident terahertz field strength (black squares) and corresponding simulation results (red line).
Inset: the electron beam spatial profile on the detector at the optimal compressed condition. (c) Simulated bunch
length versus position. Insets: from left to right, longitudinal phase-space distribution before the rebunching cavity,
after the rebunching cavity and maximally compressed position (marked with red dots). This demonstration was
performed with the Yb:KYW laser using one STEAM device as a rebunching cavity and one as an electron streak
camera with a bunch charge of ∼ 1 fC.
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Figure 4.28: Computed spatial magnetic field distributions of the (c) focusing and (d) defocusing fields. Simulation
was performed with ∼ 2× 6 µJ THz radiation and a beam diameter of 3 mm.
again. Similar to photon beams, a focusing optic with higher focusing power results in a smaller beam at
focus, provided that the input beam size is constant. The defocusing configuration is obtained by shifting
the electron timing to the longitudinal compression condition, which occurs at an adjacent zero crossing
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Figure 4.29: Terahertz lens for electron pulse focusing and defocusing: (a) and (e) Measured transverse electron
beam size at the MCP as a function of terahertz field for electron pulse focusing (a) and defocusing (b). This
demonstration was performed with the Yb:KYW laser and a bunch charge of ∼ 1 fC. Spatial profiles of (b-d) initial
and focused as well as (f-h) initial and defocused electron beams on the MCP detector. The colour bars show the
number of counts on the detector.
of opposite sign. In this case, the electron beam diameter increases monotonically with the terahertz field
(Fig. 4.29e-h), as expected. For both cases, the focusing performance is significantly beyond what is offered
by conventional electrostatic [350] and proposed dielectric focusing structures and is comparable to those
of plasma lenses [351]. Peak focusing gradients of > 2 kT/m were calculated based on ∼ 2×6 µJ of coupled
terahertz energy. A small (less than a factor of two) asymmetry is noticeable for the focusing strengths
in the horizontal and vertical planes. This asymmetry is due to the asymmetry of the interaction region,
which leads to stronger gradients in the vertical direction (Fig. 4.28a and 4.28b).
4.5.3 Magnetic Mode
In the magnetic mode, the relative timing of the terahertz fields is different from that of the electric mode
by a half period, resulting in reinforcement of the magnetic and cancellation of the electric fields at the
interaction region. In this configuration, electron acceleration is minimized (Fig. 4.25b), and the magnetic
field dominates the interaction causing a transverse deflection of the electron beam that depends on the
terahertz phase at the interaction (Fig. 4.25d). When electrons sweep the positive cycle of the magnetic
field, the deflection is maximized and the beam profile is also best preserved. In this mode, electon beams
can be precisely steered (Fig. 4.25e, top and bottom beams) by varying the terahertz pulse energy. Here,
we achieved continuous control of the beam angle over a range of 70 mrad, which was limited by the
aperture of the device. Increasing the aperture enables greater range at the cost of a weaker deflection
field, as the field confinement is affected.
Electrons sweeping the zero-crossing cycle of the terahertz magnetic field, however, experience a strong
deflection as a function of delay time enabling the measurement of the temporal bunch profiles of very
short bunches by mapping (or streaking) them onto the spatial dimension of a detector. To test this
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Figure 4.30: Terahertz streak camera: (a) Measured images of the electron beam on the MCP detector with and
without the terahertz deflection field. (b) Time-dependent deflection diagrams measured by varying the delay
between the arrival time of the electron bunch and the deflecting terahertz pulse for initially compressed and
uncompressed electron bunches. This demonstration was performed with the Yb:KYW laser and a bunch charge
of ∼ 1 fC, except for the maximum streaked beam (a), where a bunch charge of ∼ 10 fC was used to obtain a long
pulse for demonstration.
concept, a first STEAM device was used in compression mode (as described above) to provide electrons of
varying bunch durations at a second, downstream STEAM device, which analyzed the temporal profiles
by streaking. Fig. 4.30a shows raw images of a temporally long electron beam with the terahertz streaking
field switched on and off. Streaking deflectograms, generated by plotting a lineout of the spatial charge
distribution along the streaking dimension as a function of delay relative to the terahertz field, are shown
in Fig. 4.30b for compressed and uncompressed electron bunches. The degree of streaking, indicated by
the vertical extent of the deflectogram, depends clearly on the bunch duration and on the phase of the
terahertz field, as expected. For a terahertz energy of ∼ 2 × 6 µJ coupled into the device, a maximum
deflection rate of > 140 µrad/fs was achieved, corresponding to a temporal resolution below 10 fs. The
resolution was limited here by the 350 µm size of the unstreaked beam. These results represent a new
record in terahertz-based streaking gradient as well as the use of terahertz magnetic fields for deflection
and streaking.
4.6 Conclusion
In this chapter, we have presented various structures that can serve as miniaturized electron guns excited
by single-cycle THz pulses. Devices for both low energy (µJ level) and high energy (mJ level) THz pulses
are proposed. The maximum normal electric field on the surface was allowed to be as high as 0.8 GV/m,
although the scaling equations predict much higher thresholds for extremely short pulse excitations. This
leads to potential additional improvements in terms of accelerating gradient and justifies the use of ultrafast
structures to achieve compact accelerators. The presented ultrafast electron guns are promising devices to
realize short bunches for applications in electron diffractive imaging, microscopy and compact radiation
sources.
Motivated by the concept of the ultrafast electron guns, a systematic procedure to design and optimize
an ultrafast electron gun driven by single-cycle THz pulses is developed. Based on the described process,
a 400 keV five-layer THz gun is designed which utilizes two 200µJ single-cycle pulses at 300 GHz to realize
a maximum accelerating gradient of about 650 MV/m at the cathode surface. The output of the gun is a
0.75 pC electron bunch with 50 fs pulse duration and emittances in the range of 0.1 mm·mrad. Subsequently,
an upgraded THz gun with three more layers is presented, which is fed by two 400 µJ pulses and which
boosts the energy gain to 810 keV. The space-charge effect is the dominant factor causing particle loss,
when pC-level bunches are injected into the gun. Due to this effect, the charge yield of the 800 keV electron
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gun is about only 50% or only 0.52 pC bunches are generated from the gun.
Experimental test of the proposed structures is an ongoing effort. These attempts began with the
demonstration of high-field (>300 MV/m), quasi-monoenergetic (few percent spread) THz acceleration of
several tens of fC electron bunches to sub-keV energies in an ultracompact, robust device. No degradation
in performance was observed over one billion shots. While the operating pressure was 40 µTorr, no change
in performance was observable up to 10 mTorr. This first result of a jitter-free, all-optical THz gun,
powered by a few-millijoule laser, performs in accordance with underlying simulations and is encouraging
for future developments. In its current state, it can be used for time-resolved LEED.
Eventually, the operation of a multilayer device is tested through the demonstration of a novel segmented
terahertz electron accelerator and manipulator setting new records in terahertz acceleration, streaking
and focusing with a very compact device. The segmented structure makes it possible to phase match
the electron-terahertz interaction for non-relativistic beams, making it ideal for use as a high-gradient
photogun [225]. The independent control over the counter-propagating terahertz pulse timing gives the
STEAM device the ability to switch dynamically between acceleration, compression, focusing, deflection
and streaking modes. As has been theoretically shown in the first section of this chapter, the use of
terahertz pulses also brings other advantages, including negligible heat loads, high repetition rates and
compactness while still supporting substantial charge in the picocoulomb regime. Furthermore, the three-
layer STEAM device studied here indicates the path forward towards relativistic electron energies by
staging more layers for higher operation efficiency.
Using only ∼ 2 × 6 µJ of terahertz energy, the STEAM device has demonstrated peak accelerating
gradients of 70 MV/m, compression of a bunch from over 1 ps to 100 fs, focusing strength of ∼ 2 kT/m and
streaking gradients of > 140 µrad/fs, leading to a temporal resolution below 10 fs. By scaling to millijoule-
level terahertz energies, which are already available in some terahertz wavelength ranges, the field strengths
in the device can be increased by over an order of magnitude, far exceeding those of conventional radio-
frequency devices. The exceptional performance and compactness of this terahertz-based device makes
it very attractive for pursuing electron sources, such as ultrafast electron diffractometers, that operate
in the few- and subfemtosecond range necessary for probing the fastest material dynamics [309, 352]. In
the pursuit of these sources, the demand is increasing for compact, high-gradient diagnostics and beam
manipulation devices for novel and conventional accelerator platforms alike. In large-scale facilities, such
as the European X-ray free-electron laser (XFEL), the Linac Coherent Light Source (LCLS) or the Swiss
free-electron laser (SwissFEL), the STEAM devices can be used to add new, powerful and adaptable
capabilities without major and therefore costly restructuring of the machine. More significant are the
advantages in terms of cost and accessibility that come from using STEAM devices as the core components
of an all-terahertz-powered compact, high-gradient accelerator with the ability to produce high-quality,
controllable bunches of femtosecond or attosecond duration on a table top. The results presented here are
a step in demonstrating the feasibility of that vision.
5 Terahertz Linac
5.1 Introduction
In facilities operating based on relativistic particles, the largest and most energy consuming part is linear
acceleration section. This section receives relativistic or sub-relativistic particles from the electron gun,
transfers energy to the particles, and delivers high-energy or ultra-relativistic particles. Depending on
the targeted application, final output energies of from few mega-electron-volt to tens of giga-electron-
volts are needed, directly affecting the size and cost of the linear accelerator section. This acceleration
regime differs fundamentally from the regime in electron guns. Particles in electron guns start from low
energy (rest energy) to relativistic energies, leading to velocity variation from zero to relativistic values. In
contrast, in linear accelerators particles are often relativistic and can be considered to travel with almost
constant velocity. Due to fundamental distinctions between the two regimes, the operation of electron
gun is sometimes referred to as injection, whereas the term acceleration adverts to mechanisms in linear
accelerators.
This chapter discusses the linear acceleration of particles using THz radiation. We demonstrate the capa-
bilities of THz waveguides optimized for acceleration and/or compression of relativistic electron bunches by
coherent THz pulses. The relativistic few femtosecond pico-Coulomb electron bunch achieved in the bunch
compression scheme has applications in single-shot few-femtosecond electron diffraction [309]. Dielectric-
loaded cylindrical metallic waveguides is chosen for our studies for the ease of manufacturing and theoretical
evaluation. The THz frequency range is chosen as the operation range because it appears to strike a com-
promise between the large wavelength and low accelerating gradient (due to breakdown limitations) of RF
radiation and the small wavelength but high accelerating gradient of optical radiation. Note that a higher
accelerating gradient is more favorable for bunch compression and acceleration, but space-charge effects
make it difficult to confine a bunch of substantial charge well within a half-cycle if the wavelength is too
small. The absence of plasma in a vacuum-core waveguide scheme precludes problems associated with
the inherent instability of laser-plasma interactions. Although using a guiding structure leads to intensity
limitations, it also increases acceleration efficiency due to a smaller driving energy required and a larger
interaction distance.
Observing the mechanism from a different viewpoint, to prevent emittance growth and increased energy
spread, the electron bunch needs to occupy a small fraction of the optical cycle. Even for a long-infrared
wavelength of 10 mm, 1◦ of phase in the optical wavelength corresponds to only ∼ 28 nm. Another practical
concern would be the timing precision between the optical cycle and the arrival of the electron bunch. For
example, 1◦ phase jitter, commonly required for operational accelerators, requires <100 as timing jitter
between the optical pulse and the electron bunch, which is challenging to maintain over extended distances.
Difficulties increase further when considering the available options for guiding the optical light to decrease
the phase velocity to match the electron beam. A guided mode at a wavelength of 10 µm would require
sub-micron precision for aligning the electron bunch and the optical waveguide. THz frequencies provide
the best of both worlds. On one hand, the wavelength is long enough that we can fabricate waveguides
with conventional machining techniques, provide accurate timing and accommodate a significant amount
of charge per bunch. At 0.3 THz, the wavelength is 1 mm and 1◦ of phase precision corresponds to 10-fs
timing jitter, which is readily achievable [353].
Detailed theoretical analysis of electron bunch acceleration and compression in THz dielectric-leaded
metallic waveguides is presented in the next section. Firstly, we furnish a technical discussion of the
equations upon which our model rests. Next, we demonstrate the acceleration of a 1.6 pC electron bunch
from a kinetic energy of 1 MeV to about 10 MeV over an interaction distance of about 20 mm, using a
20 mJ pulse centered at 0.6 THz in a dielectric-loaded metallic waveguide. The implications of using an
arbitrarily distant injection point, as well as the prospects of dielectric breakdown and thermal damage for
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Figure 5.1: THz pulse acceleration in waveguides: schematic illustration of (a) the dielectric-loaded metallic waveg-
uide, and (b) the acceleration scheme using the waveguide mode.
our optimized design are also analyzed. We then investigate the acceleration of 16 pC and 160 pC 1 MeV
electron bunches. Eventually, the dielectric-loaded metal waveguide design is optimized for simultaneous
acceleration and bunch compression, achieving a 50 times (100 fs 1.6 pC electron bunch compressed to 2 fs
over an interaction distance of about 18 mm) and 62 times (100 fs to 1.61 fs over an interaction distance
of 42 cm) compression for 1 MeV and 10 MeV electron bunches, respectively. The discussion proceeds
with the first proof-of-principle experiment demonstrating linear acceleration in a THz waveguide. We
observe a maximum energy gain of 7 keV in 3 mm using an optically generated 20µJ THz pulse centered
at 0.45 THz. Future THz accelerators designed for relativistic electron beams and using more intense THz
sources will be able to reach GeV/m accelerating gradients.
5.2 Dielectric-Loaded Metallic Waveguides for THz Acceleration
Fig. 5.1 schematically illustrates the geometry of the dielectric-loaded metallic waveguide as well as the
interaction between an electron bunch and guided field in this scheme. We present this visual example
before any technical discussion to give some preliminary intuition of the electrodynamics that ensues when
a 1 MeV electron bunch (obtained, for instance, from an RF gun) is injected into a coherent THz pulse
propagating in a dielectric-loaded cylindrical metal waveguide.
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5.2.1 Relativistic electrodynamics in a waveguide
This section introduces the equations governing the behavior of an electron bunch in the vacuum-filled core
of a waveguide, and discusses our approach in modeling this behavior. The equations are implemented
in the software described in section 2.3, offering calculation of bunch dynamics within analytically driven
field equations. The electron bunch is made up of N interacting electrons that may be modeled classically
as N point charges propagating according to Newton’s second law:
dpi(t)
dt
= F di (t) +
N∑
j=1,i6=j
(
F ppi,j(t) + F
wf
i (t) + F
rr
i (t)
)
, with i = 1, 2, ..., N (5.1)
where pi(t) ≡ γi(t)mvi(t) is the momentum of electron i at time t, with m, vi, and γi ≡ 1/
√
1− β2i being
its rest mass, velocity and Lorentz factor, respectively. βi ≡ |βi|, βi ≡ vi/c and c is the speed of light in
vacuum.
According to (5.1), each electron i is subject to four kinds of forces: the force F di exerted by the driving
electromagnetic field, the sum of forces F ppi,j exerted directly by other electrons j, the force F
wf
i exerted by
wakefields that result from electromagnetic fields of other electrons reflecting off the waveguide walls, and
finally the radiation reaction force F rri that the electron experiences as a result of its own radiation. In this
study, we neglect Fwfi because the relatively short propagation distances and bunch lengths make the effect
of wakefields negligible. For acceleration studies involving long propagation distances, or multiple bunches
of substantial charge, wakefields should be taken into consideration by implementing formulas derived in
previous studies [354]. We also neglect the radiation reaction force since the employed scheme accelerates
the electrons primarily via the z-directed component of the electric field, with minimal transverse wiggling.
Consequently, radiation losses are negligible. Electrodynamic studies in which the radiation reaction force
plays a significant role have commonly employed the Landau-Lifshitz formula [355] for the force.
The force F di exerted by the driving field on electron i is given by the Lorentz force equation:
F di (t) = q [Ed(t, ri(t)) + vi(t)×Bd(t, ri(t))] , (5.2)
where q is the electron’s charge and ri its position. and Ed(t, r) and Bd(t, r) are respectively the electric
field and magnetic flux density of the driving field. Similarly, we write the force F ppi,j that electron j exerts
on electron i as
F ppi,j(t) = q [Ej(t, ri(t)) + vi(t)×Bj(t, ri(t))] , (5.3)
where Ej(t, r) and Bj(t, r) are respectively the electric field and magnetic flux density due to electron
j. These fields are derived by solving Maxwell’s equations for a moving point charge in vacuum via
the Lie´nard-Wiechert potentials and the resulting electromagnetic fields are found as in (2.18), which is
rewritten and tailored to the formulation as follows [194]
Ei(t, r) =
q
4pi0
1
η3
i,t˜i
(r)Ri,t˜i(r)
{
ui,t˜i(r)
γ2i (t˜i)Ri,t˜i(r)
+
1
c
[
ni,t˜i(r)×
(
ui,t˜i(r)×
v˙i(t˜i)
c
)]}
(5.4)
Bi(t, r) =
1
c
(
ni,t˜i(r)×Ei(t, r)
)
(5.5)
where 0 is the permittivity of free space, v˙i the acceleration of particle i, Ri,t(r) ≡ |r − ri(t)|, ni,t(r) ≡
(r− ri(t))/Ri,t, ui,t(r) ≡ ni,t(r)− vi(t)/c and ηi,t(r) ≡ dt/dt˜i = 1−ni,t˜i(r) · vi(t˜i)/c. t˜i = t˜i(t, r) is the
retarded time along particle i’s trajectory corresponding to time t and observation point r. Given t and
r, the retarded time t˜i solves the implicit equation
t˜i = t−
Ri,t˜i(r)
c
. (5.6)
If F di is the only non-zero term on the right-hand side of (5.1), the equation is simply an ordinary
differential equation. With inter-particle interaction described by (5.3) and (5.5), the right-hand side
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of (5.1) becomes a function of t˜i as well as t, and the equation is no longer an ordinary differential
equation. Note that (5.5) considers both the velocity field (near-field) and the radiation field (far-field),
which are given by the first and second term respectively. If the effect of the radiation field is insignificant
and we assume that each particle always travels at its current velocity during each time step, (5.5) can
be simplified to a function of only t, making (5.1) an ordinary differential equation and reducing the
computation of inter-particle forces considerably. The formulas that should replace (5.5) are then the
space-charge formulas obtained by Lorentz-boosting the Coulomb field of each electron from the electron’s
rest frame to the lab frame. These formulas are used in particle tracer programs like the General Particle
Tracer (GPT) [356].
We chose not to use externally-provided software packages in part to ascertain, by implementing (5.5),
the significance of non-uniform motion and electron radiation in inter-particle interaction. It turns out that
for the regime investigated in this paper, the use of the exact formulas in (5.5) affects overall acceleration
and bunch compression results negligibly, and for computational efficiency one may simply revert to the
Lorentz-boosted Coulomb fields in modeling inter-particle interaction.
We solve (5.1) using a fifth-order Runge-Kutta algorithm with adaptive step-size [357]. If the exact
inter-particle fields in (5.5) are used, we adapt the Runge-Kutta algorithm to the problem by maintaining
a history of ri and pi, i = 1, ..., N , in a ring buffer. At each time t, cubic spline interpolation is applied
to compute the retarded time needed in (5.5). Gaussian-distributions of electrons in 6-dimensional phase
space are generated by applying the Box-Muller transformation to the normalized output of the rand() in
C, and computations of variance and covariance (required for emittance calculations) are performed using
the corrected two-pass algorithm [358]. Multi-core processing capabilities are implemented using OpenMP.
In this study, we are interested in simulating bunches on the order of pCs and tens of pCs, implying
that we deal with 107 − 108 electrons. To speed up the computational process, each particle i = 1, ..., N
is treated as a macro-particle - with the charge and mass of a large number of electrons - instead of a
single electron. We can verify that this approach is a good approximation if the solution converges as the
number of macro-particles increases while the total number of electrons is kept constant. We have verified
this for all results presented in this section.
5.2.2 Pulsed TM01 mode in a dielectric-loaded metallic waveguide
We are interested in obtaining an analytical expression that models propagation of a coherent THz pulse
in the waveguide. This involves integration over the continuous-wave (CW) solutions of the waveguide.
The method we use to obtain these solutions is very similar to that detailed in [359] for the optical Bragg
fiber, so we only give an overview of the method here. For a general multilayer cylindrical waveguide, the
continuous-wave solutions are obtained by solving the Helmholtz equation in cylindrical coordinates [194]:
(∇2 + k2)
{
ECWz
HCWz
}
= 0 ⇒ 1
r
∂
∂r
(
r
∂
∂r
{
ψe
ψh
})
+
(
k2 − κ2 − l
2
r2
){
ψe
ψh
}
= 0, (5.7)
where k ≡ ω/c = 2pi/λ, ω being angular frequency, c the speed of light in vacuum and λ the vacuum
wavelength. ECWz ≡ ψe(r) exp(i(ωt− κz ± lφ)) and HCWz ≡ ψh(r) exp(i(ωt− κz ± lφ)) are the complex
CW z-directed electric and magnetic fields respectively, κ is the propagation constant, r the radial coordi-
nate, φ the azimuthal coordinate, z the direction of propagation along the waveguide, and l a non-negative
integer that determines the order of azimuthal variation. According to (5.7), a general solution for ψe in
layer i of an n-layer cylindrical waveguide (the core counts as layer 1) is
ψie(r) = A
i
eJl(hir) +B
i
eYl(hir), with ri−1 ≤ r < ri, i = 1, ..., n, (5.8)
where r0 ≡ 0, rn ≡ ∞ and ri for 0 < i < n is the radial position of the boundary between layers i and
i + 1. Jl and Yl are Bessel functions of the first and second kind respectively, A
i
e and B
i
e are constant
complex coefficients within each layer and hi =
√
ri(λ)µri(λ)k2 − κ2, ri and µri being the dispersive
relative permittivity and permeability respectively of the dielectric in layer i. The general solution for ψih
is identical in form to (5.8) except that “e” should be replaced by “h” in all subscripts. In the core, it is
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usually expedient to express (5.8) using the modified Bessel function of the first kind Il, whereas in the
final layer (which extends to infinity), it is usually expedient to express (5.8) using either the modified
Bessel function of the second kind Kl for confined modes or the Hankel function of the second kind H
(2)
l
for leaky modes. These functions are all exactly represented by (5.8) if we allow the coefficients and
arguments of Jl and Kl to take on complex values.
The transverse electromagnetic fields are obtained from the expressions for Ez and Hz via Ampere’s
law and Faraday’s law. By matching boundary conditions among adjacent dielectric layers (continuity of
Ez, Hz, Eφ, Hφ), we obtain a characteristic matrix which has a non-trivial null-space (zero determinant)
if and only if a solution to (5.7) exists. Given l, along with the dimensions and dielectric properties of
the waveguide layers, we determine numerically the set of values {k, κ} for which the characteristic matrix
has a zero determinant. This set of values {k, κ} constitute the dispersion curves of the waveguide for a
mode of azimuthal order l, and the 4n coefficients Aie, B
i
e, A
i
h and B
i
h, i = 1, ..., n, are the components of
a 4n-long vector in the corresponding null-space. Up to this point, our procedure is very similar to that
detailed in [359], and we direct the reader there for more information. The real-valued z-directed electric
field Eiz of a pulse in any layer i is constructed by an inverse Fourier transform:
Eiz(l, t, r, z, φ) = Re
{∫ +∞
−∞
F (ω)ECW,iz (l, ω, r, z, φ)dω
}
,
Eir(l, t, r, z, φ) = Re
{∫ +∞
−∞
F (ω)ECW,ir (l, ω, r, z, φ)dω
}
, with ri−1 ≤ r < ri, i = 1, ..., n, (5.9)
Hiφ(l, t, r, z, φ) = Re
{∫ +∞
−∞
F (ω)HCW,iφ (l, ω, r, z, φ)dω
}
,
where F (ω) is the complex envelope in the frequency domain. In (5.9), the same inverse Fourier transform
is also applied to field components Er and Hφ to obtain their real-valued pulsed versions.
The structure we consider here is a vacuum core with a single layer of dielectric of relative permittivity
r = 5.5 (a candidate for such a dielectric is diamond [360]) with an external copper coating (Fig. 5.1).
The high thermal conductivity and breakdown properties of chemical-vapor-deposited diamond at THz
frequencies are well-recognized, and has led to its use in waveguides for wakefield acceleration [56] and
other applications involving intense terahertz radiation [361]. For this reason, we use diamond for the
dielectric throughout this study and assume a relative dielectric constant of r = 5.5.
The spatial mode of interest is the TM01 mode (i.e. l = 0 and radial variation is of the lowest order), for
which only the Ez, Er and Hφ field components exist. The Ez field peaks on axis whereas the transverse
fields vanish, so an electron bunch concentrated at the waveguide axis will experience forces mainly along
the direction of propagation. This facilitates longitudinal compression and acceleration of the bunch
without significant transversal wiggling, which is undesirable since it tends to increase radiative losses.
To excite the TM01 mode of the cylindrical waveguide, it would be necessary to apply a radially-
polarized (preferably TM01) beam to the waveguide. Studies on coupling linearly-polarized THz pulses
into cylindrical metal waveguides show that the dominant modes excited are the TE11, TE12 and TM11
modes [362], so a linearly-polarized incoming beam is unlikely to serve our purpose. Although THz pulses
generated by optical rectification are typically linearly-polarized, the direct generation of radially-polarized
THz pulses has been demonstrated [363, 364]. Alternatively, a scheme to convert linearly-polarized THz
pulses into radially-polarized pulses may be adopted [365].
Equation (5.9) provides a rigorous way to compute the electromagnetic field at any point in space and
time required for an electrodynamic simulation. However, performing a summation over a large number of
frequency components at every time step for every macro-particle is computationally expensive. To obtain
an analytical approximation for more efficient numerical simulation, notice that in the vacuum-filled core,
the CW TM01 mode is of the form:
ECW,1z = A
1
eI0(q1r)e
i(ωt−κz), HCW,1r = A
1
e
iκ
q1
I1(q1r)e
i(ωt−κz), HCW,1φ =
k
η0κ
ECW,1r , (5.10)
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where qi =
√
κ2 − ri(λ)µri(λ)k2 is the radial wavevector and η0 is the vacuum impedance. I0 and I1
are the modified Bessel functions of the first kind, of order 0 and 1 respectively. We need to make three
more assumptions in the remainder of the formulation: Firstly, variations in propagation constant κ across
the spectrum are small enough that their effects on magnitude can be ignored. Secondly, variations in
κ are negligible above the second order. Thirdly, the imaginary part of κ(ω) is negligible beyond its
0’th order term, and the quadrature term produced by this imaginary part in Er does not contribute
significantly to the field. Hence, Taylor-expanding κ(ω) about central angular frequency ω0 we have
κ(ω0 + ∆ω) ≈ κ0 − iα + κ1∆ω + κ2(∆ω)2/2, where κi denotes the real part of the i’th derivative of
κ(ω) with respect to ω at ω = ω0. α > 0 to be physically valid and represents field attenuation per unit
distance.
To obtain the approximate analytical field solution, the rightmost expressions of (5.10) should be in-
serted into (5.9). Assuming a transform-limited Gaussian pulse at z = 0, we have Ez(z = 0, t) ∼
exp
(−(t/τ)2/2) exp(iω0t), where ω0 = k0c is the central frequency and τ is the half-width at 1/e in-
tensity, related to the FWHM intensity τFWHM as τFWHM = 2
√
ln 2τ ≈ 1.665τ . This is related to the
spectral FWHM intensity width ∆ωFWHM as ∆ωFWHM = 4 ln 2/τFWHM. Finally, we have
E1z (t, z) ≈ Re
{
I0(q
0
1r)e
i(ω0t−κ0z)
∫ +∞
−∞
A0e
− (∆ωτ)22 e−i(κ1∆ω+κ2(∆ω)
2/2)zei∆ωtd∆ω
}
=
|Ez0|I0(q01r)
(1 + (κ2z/τ2)2)
1/4
e
− (t−κ1(z−zi))2
2τ2(1+(κ2z/τ
2)2) e−α(z−zi) cos(ψT ), z ≥ zs, (5.11)
where A0 is an arbitrary complex constant and its role is replaced in the second line of (5.11) by |Ez0|,
which represents the amplitude of the z-directed field at t = 0 and z = zi = zs, with zi being the initial
position of the pulse peak. The precise relationship between |Ez0| and the total pulse energy is complicated
and must be obtained by integrating over the Poynting vector in both core and cladding regions. q01 is
q1 evaluated at ω0. zs is the position of the start of the waveguide, where pulse attenuation begins,
and before which (5.11) does not apply. Note that setting zs 6= 0 implies that some special pulse, not
transform-limited, is being coupled into the waveguide. We set zs = 0 for all simulations here. The carrier
phase ψT is given by
ψT = ω0t− κ0z + (t− κ1(z − zi))
2
κ2z/τ
2
2τ2(1 + (κ2z/τ2)2)
− atan
(κ2z
τ2
)
+ ψ0, (5.12)
where ψ0 is a real phase constant. The corresponding Ez, Er and Hφ fields are approximated as
E1r (t, r, z) ≈ −
κ0
q01
I1(q
0
1r)
I0(q01r)
E1z (t, z) tan(ψT ), H
1
φ(t, r, z) ≈
k0E
1
r (t, r, z)
κ0η0
(5.13)
where k0 = ω0/c. Essentially, (5.11) and (5.13) furnish an approximate analytical description of a TM01
pulse moving with an approximate phase velocity and group velocity of vph = ω0/κ0 and vg = 1/κ1
respectively in the vacuum core of a cylindrical waveguide. If zs = 0, the pulse at the start of the
waveguide (z = zs = 0) is a transform-limited pulse with a peak longitudinal electrical amplitude of |Ez0|.
The primary reason for introducing zi in our formulas is to control when the pulse arrives at the start of
the waveguide without having to compromise the intuitive convention of having t = 0 as the initial time
(when the simulation begins and the initial electron bunch starts evolving according to (5.1)).
5.2.3 Acceleration of 1.6 pC Electron Bunches
Optimization procedure and acceleration results
Here, we optimize the dielectric-loaded metal waveguide for electron bunch acceleration and perform a
rudimentary thermal damage and dielectric breakdown analysis to verify the realism of the scheme. We
numerically demonstrate the acceleration of a 1.6 pC electron bunch from a kinetic energy of 1 MeV to one
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of 10 MeV, using a 20 mJ 10-cycle pulse centered at 0.6 THz. Note that for a 10-cycle pulse, ∆ωFWHM/ω0 =
4 ln 2/(ω0τFWHM) = 4 ln 2/(2pi10) = 4.41%. As will be seen in the results, some longitudinal compression
is also inadvertently achieved in the process.
Optimizing the dielectric-loaded metallic waveguide for bunch acceleration involves adjusting a large
number of parameters, including operating frequency, choice of waveguide mode, waveguide dimensions,
THz pulse energy and pulse duration, the type of dielectric, the type of external conductor and initial
electron bunch properties. To make this optimization tractable, we fix all parameters in advance based
on the available technology except for three degrees of freedom: (i) the carrier-envelope phase ψ0, (ii)
the initial position of the pulse zi (with initial position of electron fixed at z = 0, zi represents the
injection time of the electrons into the pulse), and (iii) the radius of the vacuum core r1. In particular,
we fix the phase velocity at vph = c and the center frequency at f0 = 0.6 THz, which limits the dielectric
thickness d to specific values depending on r1. However, because acceleration results can be very sensitive
to small variations in the value of vph, we take the liberty of treating vph as an optimization parameter
(but ensuring that vph ≈ c) after using vph = c to determine properties of the TM01 waveguide mode.
Therefore, four degrees of freedom are ultimately considered. In practice, after the waveguide has been
fabricated according to the optimal specifications, the operating frequency should be perturbed to vary
the phase velocity until maximum electron acceleration is achieved. As long as the perturbation is small,
the waveguide properties should be very close to those determined for vph = c and f0 = 0.6 THz. The
electron acceleration process is much more sensitive to small variations in vph than to small variations in
any other parameter caused by perturbing the operating frequency alone.
Fig. 5.2a shows a color map of the operation frequency as a function of r1 and d. As noted before,
we define the operation frequency as the frequency of the TM01 mode in the waveguide corresponding to
vph = c. Fig. 5.2b shows a color map of the final electron kinetic energy for a single electron of initial
kinetic energy 1 MeV, optimized over ψ0, zi and vph (ensuring that vph ≈ c), as a function of r1 and d.
We see that greater electron acceleration is generally achieved at higher operation frequencies. However,
choosing a very small wavelength makes it challenging to accelerate a large number of electrons due
to smaller waveguide dimensions. As pointed out previously, the emergence of promising techniques to
generate radiation in the vicinity of 0.6 THz [322] encourages us to make that choice of frequency, which
has been marked out by the black contour line in Fig. 5.2a. The same line is drawn in Fig. 5.2b, and the
optimized final kinetic energy, read along that line, is reproduced in Fig. 5.2c, where an optimal choice
of d = 32 µm, corresponding to a vacuum core radius of r1 = 380 µm, is evident. In Fig. 5.2d, we plot
the dispersion curves corresponding to the waveguide with d = 32µm, r1 = 380µm, to show that at
the operating frequency, the TM01 dispersion curve of our waveguide design is sufficiently linear within
the 4.41% intensity FWHM spectral bandwidth. Hence, the electromagnetic fields are well approximated
using (5.13) and (5.11).
The parameters of the final waveguide design are d = 32µm, r1 = 380µm, vph = 0.99c, vg = 0.7c,
α = 5.21 1/m, τFWHM = 16.7 ps, κ2 = 4.54 × 10−22 s2/m. The 20 mJ pulse yields a |Ez0| of about
0.9 GV/m. The initial parameters of the 1.6 pC, 1 MeV electron bunch with which we will demonstrate
the acceleration are σx = σy = σz = 30 µm (a 100 fs bunch), σγβx = σγβy = σγβz = 0.006, where σγβx ,
for instance, denotes the standard deviation of γβx. Producing a 1.6 pC, 100 fs electron bunch would be
a challenge for typical RF guns, but strides are being made to realize a photocathode RF gun capable
of delivering the bunch we have assumed as our input [366]. Although a thorough examination of how
performance is impacted by variations in the initial electron bunch properties is beyond the scope of this
study, we expect the results to deteriorate with a larger initial energy spread. 10’000 macro-particles,
Gaussian-distributed in every dimension of phase space, were employed in the simulation.
Fig. 5.3 shows the evolution of bunch parameters as a function of mean particle position. We see from
Fig. 5.3a that the 1.6 pC-bunch is accelerated from 1 MeV to 10 MeV of kinetic energy in about 20 mm,
without any of its other properties deteriorating prohibitively. The corresponding average accelerating
gradient is about 450 MeV/m. Note from Figs. 5.3b-d that, depending on the extraction point, the final
bunch can possess a smaller transverse and longitudinal spread compared to the initial distribution, but
the final energy spread is degraded from the initial spread.
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Figure 5.2: Determination of the optimal waveguide for electron acceleration: (a) Color map of operation frequency
as a function of core radius r1 and dielectric thickness d, (b) Color map of final kinetic energy of a single electron
of initial kinetic energy 1 MeV, optimized over ψ0 and zi, as a function of r1 and d. The blue line in (a) and (b)
correspond to an operation frequency of 0.6 THz. The value of the color map in (b) along the 0.6 THz operation line
is plotted in (c), where the optimum value of d is identified as d = 32 µm. (d) The dispersion curves corresponding
to the final waveguide design.
Injection point considerations
In our analysis, we have assumed the freedom to inject the electron bunch into any point of the elec-
tromagnetic field. According to our computations, the optimum injection point for the electron bunch
is a point within the pulse (albeit in its tail). This may be challenging to realize if both the electron
bunch and the electromagnetic pulse enter the waveguide from vacuum. The objective of this section is
to consider injection of the electron bunch at a point with negligible electric field values and assess the
amount by which our predictions would change. The optimum THz waveguide for this case is a waveguide
with r1 = 338µm and d = 33µm. In addition, vph = 0.981c, ψ0 = 1.49pi, k0zi = 137.73. We ensure that
the electric field’s amplitude at the injection point is negligible by making the amplitude 7.4× 10−15|Ez0|.
The evolution of the electron bunch is shown in Fig. 5.4, where we observe a final kinetic energy of 8.4 MeV
(instead of the 9 MeV observed before). The smaller energy gain in this case is partly due to the dispersion
and attenuation that the pulse suffers from before the injected bunch begins interacting with the pulse. A
final energy close to what is predicted in the previous section should therefore be achievable if the electron
bunch and THz pulse can interact before the pulse has travelled too far along the waveguide.
5.2 DIELECTRIC-LOADED METALLIC WAVEGUIDES FOR THZ ACCELERATION 133
(a) (b) (c)
Figure 5.3: Evolution of bunch parameters with mean bunch position for acceleration of a 1.6 pC electron bunch
from 1 MeV to 10 MeV (kinetic energy) in about 20 mm: (a) normalized mean energy, (b) relative energy spread,
(c) transverse and longitudinal spread. The symbol σ stands for the standard deviation of the variable in the
subscript. Solid and dashed lines correspond to simulations with and without space charge, respectively. 10’000
macro-particles are used for the simulations. ψ0 = 1.34pi and k0zi = 10.96pi. A 20 mJ, 10-cycle (16.7 ps), 0.6 THz-
centered pulse is considered.
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Figure 5.4: Evolution of bunch parameters with mean bunch position for acceleration of a 1.6 pC electron injected
at a distant point from the THz pulse peak: (a) normalized mean energy, (b) relative energy spread. Solid and
dashed lines correspond to simulations with and without space charge, respectively. 10’000 macro-particles were
used for the simulations.
Thermal damage and dielectric breakdown considerations
Here, we assess the feasibility of the acceleration scheme in terms of its thermal damage and dielectric
breakdown prospects. One concern is that the high energy injected into the waveguide and consequent
energy dissipation would raise temperature of the copper coating beyond its melting point. Another
concern is dielectric breakdown due to the high electric field values in the dielectric.
The energy dG transferred to a differential segment of copper at position z (z = 0 being the start of the
waveguide) is related to the associated temperature rise ∆θ = θ − θ0 as
dG = dmCuC∆θ, (5.14)
The differential mass dmCu = ρCu(2pir2δs)dz, where ρCu is the density of copper and δs is the skin depth.
θ0 is the original temperature of the copper and C its specific heat capacity. Ignoring dispersion for
simplicity (and because it is negligibly small here), we write the power propagating down the waveguide,
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Figure 5.5: Plots used to assess thermal damage and dielectric breakdown prospects for the acceleration scheme. (a)
Final temperature of copper cladding assuming initial temperature of 27 ◦C (z = 0 is the start of the waveguide),
and (b) Field profile of the TM01 mode in the transverse direction of the cylindrical waveguide under study.
Discontinuities occur at material boundaries (once at the vacuum-diamond interface and again at the diamond-
copper interface).
averaged over the rapid carrier fluctuations, as
P (t, z0) ≈ P0e−
(t−κ1(z−zi))2
τ2 e−2αz, z ≥ 0, (5.15)
where P0 is the average power that flows into the start of the waveguide when the pulse peak arrives there.
Noting that P = −dG/dt and that partial derivatives are relevant here because z and t are independent
coordinates, (5.14) can be written as
− ∂P (t, z)
∂z
≈ ρCu2pir2δsC ∂θ(t, z)
∂t
. (5.16)
Solving (5.14) for θ gives
θ(t, z) ≈ θ0 − P0e
−2αz
ρCupir2δsC
t∫
−∞
(
κ1t
τ2
− α
)
e−
t2
τ2 dt. (5.17)
θ(∞, z)− θ0 gives the net temperature rise after the pulse has passed entirely through point z:
θ(∞, z)− θ0 ≈ P0ατ
ρcu
√
pir2δsC
e−2αz. (5.18)
θ(∞, z) is plotted in Fig. 5.5a for θ0 = 27 ◦C. The relevant parameters for copper at 0.6 THz are ρCu =
8940 kg/m3, C = 385 J/kg/◦C and δs = 0.084 µm.
From the values in Fig. 5.5a, the fact that the melting point of copper is 1084 ◦C and also that we
have even neglected the conductivity of copper, we can conclude that the metal coating in the designed
waveguide withstands the passage of the pulse without melting.
Fig. 5.5b shows a typical profile of the electromagnetic amplitude of a mode in the transverse direction
of the waveguide. The breakdown electric field for diamond has been reported as 10-20 MV/cm, depending
on impurities. Reading off the plot we note that the maximum value of the electric field in the dielectric
region is about 8 MV/cm. This is close to the breakdown limit though still under it, showing that it would
not be feasible to enhance the performance of our design by increasing the peak power of the accelerating
pulse. Since we are relatively far from the melting point, an increase in available pulse energy should be
used to increase pulse duration instead of peak power.
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Figure 5.6: Evolution of bunch parameters with mean bunch position for optimized acceleration of 1.6 pC, 16 pC
and 160 pC electron bunches: (a) normalized mean energy, (b) relative energy spread, (c) transverse spread and
(d) longitudinal spread. Acceleration of a 160 pC bunch is not feasible and is shown only in (a) and (b). All results
include space charge. 10’000 macro-particles are used for all simulations. ψ0 = 1.34pi and k0zi = 10.96pi. A 20 mJ,
10-cycle (16.7 ps), 0.6 THz-centered pulse is used in all cases.
5.2.4 Acceleration of 16 pC and 160 pC Electron Bunches
In this section, we explore the acceleration of electron bunches of greater charge. We see that it is feasible
to use the dielectric-loaded metallic waveguide to accelerate electron bunches as large as 16 pC, but that
this is not possible when the charge increases to 160 pC. All other bunch properties (including an initial
kinetic energy of 1 MeV) remain the same as the previous study. We use a 20 mJ, 10-cycle, 0.6 THz-
centered pulse, and the same optimized waveguide and injection conditions as before. Fig. 5.6 shows the
evolution of the electron bunch for 1.6 pC, 16 pC and 160 pC-bunches. The effects of space charge are
included in all computations.
From Fig. 5.6a and b, we observe that there is little difference in the mean kinetic energy and energy
spread evolution of a 16 pC-bunch and a 1.6 pC-bunch. The energy spread of a 160 pC-bunch, however,
deteriorates prohibitively and the bunch is not significantly accelerated. Since this rules out the feasibility
of accelerating a 160 pC-bunch, we have omitted its plots from Fig. 5.6c and 5.6d. The inability of the
waveguide to accelerate a 160 pC-bunch is due to the overriding strength of the Coulomb repulsion, driving
the electrons into the walls of the waveguide before significant acceleration takes place. Fig. 5.6c explains
how the 1.6 pC and 16 pC-bunches are able to have such similar energy and energy spread profiles during
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the acceleration: the greater Coulomb repulsion in the 16 pC Coulomb is counter-balanced by larger
transverse inter-particle spacing. Fig. 5.6d shows that due to the larger amount of space charge, the 16 pC
expands rather rapidly compared to the 1.6 pC-bunch after the pulse has slipped behind the bunch, so
a 16 pC-bunch accelerated via this scheme is likely to be useful for a shorter duration after being fully
accelerated.
5.2.5 Concurrent Phase-limited Compression and Acceleration of 1.6 pC Bunches
In this section, we optimize our waveguide design for simultaneous acceleration and bunch compression.
We demonstrate phase-limited (longitudinal) bunch compression of 50 and 62 times for electron bunches
of initial kinetic energy 1 MeV and 10 MeV, respectively. By phase-limited we mean that the maximum
compression results do not change substantially when space charge is removed from the simulations.
As in previous sections, we use a 20 mJ, 0.6 THz-centered pulse. For each case (the 1 MeV case and
the 10 MeV case), the waveguide and injection conditions are optimized in exactly the same manner as in
acceleration scenario, except that in addition to ψ0, zi, r1 and vph, we also optimize over pulse duration
τFWHM (keeping total energy constant at 20 mJ), for a total of five optimization parameters. The initial
conditions of the electron bunch, unless otherwise specified, are the same as before.
To optimize for simultaneous acceleration and compression, the figure-of-merit found to be most useful
is the ratio of energy to bunch-length of the electron bunch. Unlike the acceleration scheme, where we
optimized using a single particle, here we optimized using 100 macro-particles and included the effects of
space charge. The optimized results are then verified with simulations that use 10’000 macro-particles.
For the 1 MeV case, our optimized parameters are ψ0 = 0.73pi, k0zi = 13.3pi, r1 = 447µm, and τFWHM =
13.1 ps (7.86 cycles). The evolution of the electron bunch parameters under these optimal conditions are
presented in Fig. 5.7a-c, where we observe a small net acceleration and a phase-limited compression of
the electron bunch from 100 fs (30 µm) to about 2 fs over an interaction distance of about 18 mm. Note
that there is a limited time window during which the electron bunch remains maximally compressed.
Conceptually, this is unavoidable due to the presence of space charge which causes the bunch to expand
after the bunch has slipped from the THz pulse.
For the 10 MeV case, our optimized parameters are ψ0 = 1.02pi, k0zi = 206pi, r1 = 597 µm, τFWHM =
170.5 ps (102.3-cycle). The evolution of the electron bunch parameters under these optimal conditions are
presented in Fig. 5.7d-f, where we observe a phase-limited compression of the electron bunch from 100 fs to
1.61 fs over an interaction distance of 42 cm. Although the bunch is compressed by a slightly larger factor
than in the 1 MeV case, the much larger interaction distance suggests that the superior strategy to obtain
a high energy, compressed bunch is to compress it before acceleration.
5.3 Experimental Test of the THz Linac
In this section, we report the experimental demonstration of electron acceleration using the axial com-
ponent of an optically generated 10 µJ THz pulse centred at 0.45 THz in a waveguide. The THz pulse
accelerates electrons in a circular waveguide consisting of a dielectric capillary with a metal outer bound-
ary. The dielectric slows the group and phase velocity of the THz wave allowing it to accelerate low-energy
electrons. We a observe a maximum energy gain of 7 keV in 3 mm.
5.3.1 THz Linac Design
The THz pulse accelerates electrons in a circular waveguide consisting of a quartz capillary inserted
into a hollow copper cylinder [367] (Fig. 5.8a and 5.8b). The inner diameter of the copper waveguide is
940 µm with a dielectric wall thickness of d = 270µm. This results in a vacuum space with a radius of
rv = a = 200 µm. The dielectric constant of the quartz capillary is nominally r = 4.41. The operational
mode of the linac is a travelling TM01 mode, (Fig. 5.8c). The dispersion relation for the operating mode is
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Figure 5.7: Concurrent compression and acceleration of a 1.6 pC electron bunch under optimized conditions, with
a compression factor of 50 and 62 achieved for initial kinetic energies of 1 MeV and 10 MeV, respectively. The
evolution of (a) normalized mean energy, (b) relative energy spread and (c) longitudinal spread are shown for a
1 MeV bunch subjected to a 20 mJ, 7.86-cycle (13.1 ps), 0.6 THz-centered pulse (ψ0 = 0.73pi and k0zi = 13.3pi).
Similarly, the evolution of (e) normalized mean energy, (f) relative energy spread and (g) longitudinal spread
are shown for a 10 MeV bunch subjected to a 20 mJ, 102.3-cycle (170.5 ps), 0.6 THz-centered pulse (ψ0 = 1.02pi
and k0zi = 206pi). Blue solid curves and red dashed curves indicate simulations with and without space charge,
respectively. 10’000 macro-particles were used for all simulations.
shown in Fig. 5.8d. At the centre frequency of the THz pulse (450 GHz), the group velocity is vg/c = 0.46
and the phase velocity is vp/c = 0.505.
Due to the operational frequency’s proximity to the cutoff of the waveguide, the accelerating mode is
highly dispersive with the phase and group velocity shown in Fig. 5.8e as a function of frequency. The
waveguide dimensions of the linac were chosen to optimize for this experimental setup with a low initial
electron energy of 60 keV, the THz pulse energy available and the transverse dimension of the electron
beam. At the nominal 60 keV, the electron velocity is v/c = 0.45. This velocity is increased as the
particles are accelerated, however, increasing the mismatch with the phase velocity. The overall dynamics
result in an interaction length of 3 mm. At this point, the electron bunch and THz pulse interaction is
terminated by the presence of the taper, which rapidly reduces the intensity of the on-axis electric field
as the waveguide diameter is increased. This slippage causes a peak on-axis electric field of 8.5 MV/m to
produce an accelerating gradient of 2.5 MeV/m at the nominal initial energy of 60 keV.
With increased THz energy and increased electron energy, one can consider a relativistic accelerator
design in which the phase velocity of the TM01 mode is equal to the speed of light. In addition, the design
of the waveguide can be optimized to match the frequency of the available source. Fig. 5.9a-e presents
the frequency of operation, energy gain, accelerating gradient, group velocity and interaction length as a
function of vacuum radius and dielectric thickness assuming a 10-mJ single cycle THz pulse and an initial
electron energy of 1 MeV. Fig. 5.9f presents the electron energy as a function of distance for two cases,
which operate with a frequency of (0.45,1) THz, a vacuum space with a radius of rv = (110, 105) µm and
a dielectric wall thickness of d = (90, 32) µm. The drastic increase in the accelerating gradients shown
in Fig. 5.9 is not only due to the increased THz pulse energy. The performance of a travelling-wave THz
accelerator structure greatly increases when the electron velocity approaches the speed of light. This
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Figure 5.8: Terahertz-driven linac experiment: (a) Schematic of the THz linac. Top right: a linearly polarized
THz pulse is converted into a radially polarized pulse by a segmented waveplate before being focused into the
THz waveguide. The THz pulse is reflected at the end of the waveguide to co-propagate with the electron bunch,
which enters the waveguide through a pinhole (lower left). The electron bunch is accelerated by the longitudinal
electric field of the co-propagating THz pulse. The electron bunch exits the THz waveguide and passes through a
hole in the focusing mirror (right) for the THz pulse. (b) Photograph of the compact millimetre scale THz linac.
(c) Normalized magnitude of the longitudinal electric field and perpendicular magnetic field for the TM01 mode
at 450 GHz in a circular copper waveguide with dielectric loading. The solid black line indicates the boundary
between the vacuum core and the quartz capillary. (d) Phase and group velocities of the TM01 and TM02 modes in
the designed waveguide. (e) The dispersion relation for the travelling modes with and without dielectric loading.
effect originates from the less dispersion for the THz pulse, a longer interaction length, the decrease in
the waveguide radius, the great reduction in the amount of dielectric material, and the improvement of
the electric field profile. Fig. 5.10 compares the field distribution for the non-relativistic waveguide design
(Fig. 5.8), which was investigated experimentally and the relativistic designs highlighted in Fig. 5.9f. Note
the decrease in waveguide radius, the decrease in dielectric wall thickness and the improved relative
amplitude of the longitudinal electric field in the accelerating region of the waveguide (r < 100 µm) for
the two relativistic (vp = c) designs, which all contribute to improve the efficiency of the accelerator.
The transverse fields in all cases are localized to the regions without the presence of the electron bunch
alleviating concerns with the potential for ponderomotive effects. The use of multi-mJ THz pulses will
increase the peak electric fields in these waveguides well above a GV/m; however, the long wavelength
and short propagation distance prevent the onset of nonlinearities such as self phase modulation [368,369].
Further details and numerical studies for relativistic THz linacs using dielectric-loaded waveguides and
few-cycle THz pulses were previously discussed [51].
5.3.2 Structure Testing
A THz waveguide structure consisting of two tapers separated by a uniform waveguide section was built
to test and optimize waveguide design by performing transmitted energy and polarization measurements.
Measurements were performed with a Gentec-EO Pyroelectric Joulemeter Probe that is capable of mea-
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Figure 5.9: Relativistic THz linac design: Performance parameters as a function of vacuum radius and dielectric
wall thickness for a relativistic THz linac operating in the TM01 mode with a 10 mJ single-cycle THz pulse and
an initial electron energy of 1 MeV. The phase velocity is c for the nominal frequency of operation. The (a)
frequency of operation, (b) energy gain, (c) accelerating gradient, (d) group velocity and (e) interaction length for
the THz linac. (f) The electron energy as a function of distance for two cases, which operate with a frequency of
(0.45,1) THz, a vacuum space with a radius of rv = (110, 105) µm and a dielectric wall thickness of (90,32)µm
rv d rv d rv d
(a) (b) (c)
Figure 5.10: Electromagnetic field distribution: The field distribution in the THz waveguide for (a) the non-
relativistic design described in Fig. 5.8 with rv = 200µm and d = 270µm, (b) the relativistic design in Fig. 5.9f
for operation at 0.45 THz with rv = 110 µm and d = 90 µm and (c) the relativistic design in Fig. 5.9f for operation
at 1 THz with rv = 105µm and d = 32µm. All of the depicted curves consider 100 MW total power for the
propagating mode.
suring pulse energies exceeding 100 nJ. Efficient excitation of the TM01 mode, demonstrated in these
measurements, is a critical requirement in developing a compact high-gradient THz linac. As a first step,
the linearly polarized beam is converted to a radially polarized beam with a segmented waveplate. The
vertical and horizontal polarization measured after the segmented waveplate were 53% and 47%, respec-
tively. This radially polarized beam was coupled into a test waveguide structure that was 5 cm in length,
including two tapers to couple the THz pulse into and out of the waveguide. The long length was selected
to demonstrate that ohmic losses are manageable even over significant interaction lengths. The simulated
coupling for the THz pulse into the waveguide is shown in Fig. 5.11a with a bandwidth of over 200 GHz.
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Figure 5.11: Coupling and dispersion of THz pulses in waveguides. (a) HFSS simulation of the coupling of the
free-space radially polarized mode into the TM01 mode through a dielectric-loaded taper. (b) The time-domain
waveform of the THz pulse determined with electro-optic sampling before being coupled into the THz waveguide.
(c) The measured versus the modelled time-domain waveform of the THz pulse at the exit of a 5-cm (including
tapers) dielectric-loaded THz waveguide.
The power coupled through the structure was measured with and without dielectric loading at 32% and
54%, respectively. The increased losses in the dielectric-loaded waveguide are due to increased ohmic
losses. For the dielectric-loaded waveguide, 2 mJ of energy was measured at the exit of the waveguide,
which corresponds to a calculated peak on-axis electric field of 9.7 MV/m.
Electro-optic sampling was used to characterize the linear dispersion of the dielectric-loaded waveguide
test structure, which has the same dimensions as the waveguide used in the acceleration experiment and
the properties shown in Fig. 5.8d and e. Fig. 5.11b shows the time-domain spectrum produced by the
THz source. Fig. 5.11c shows a comparison between the measured time-domain spectrum of THz pulse
at the exit of the waveguide with the simulated propagation of the input THz pulse propagated with
the dispersive parameters of the waveguide design provided in Fig. 5.8d and 5.8e. Excellent agreement
indicates that the fabricated structure has the desired performance.
5.3.3 Operation of the THz Linac
A schematic view of the THz accelerator was shown in Fig. 5.8a with a photograph of the THz linac in
Fig. 5.8b. Using 60-keV electrons, from a DC electron gun, an energy gain of 7 keV is observed in a 3-mm
interaction length. The single-cycle THz pulse (Fig. 5.11b) is produced via optical rectification of a 1.2 mJ,
1.03 µm laser pulse with a 1 kHz repetition rate. The THz pulse, whose polarization is converted from
linear to radial by a segmented waveplate, is coupled into a waveguide with 10 MV/m peak on-axis electric
field. A 25-fC input electron bunch is produced with a 60-keV DC photoemitting cathode excited by a
350-fs ultraviolet pulse. The accelerating gradient in the THz structures demonstrated in this work can
be as high as GeV/m with a single-cycle THz pulse of 10 mJ, which can be readily produced by a 250-mJ
infrared pulse when using optimized THz generation [324]. Laser systems producing such and even higher
energy picosecond pulses with up to kHz repetition rates are on the horizon [370,371].
In this experiment, the THz waveguide supports a travelling TM01 mode that is phase matched to
the velocity of the electron bunch produced by the DC photoinjector. It is the axial component of the
TM01 mode that accelerates the electrons as they co-propagate down the waveguide. A travelling-wave
mode is advantageous when considering the available single-cycle THz pulse because it does not require
resonant excitation of the structure. A dielectric-loaded circular waveguide was selected due to the ease
of fabrication in the THz band [372]. The inner diameter of the copper waveguide is 940µm with a
dielectric wall thickness of 270 µm. This results in a vacuum space with a radius of 200 µm. The significant
thickness of the dielectric is due to the low energy of the electrons entering the structure, and will decrease
significantly at higher energy. One critical aspect for THz electron acceleration is proper interaction
between the electron beam and the THz pulse. Coupling the radially polarized THz pulse into the single-
mode dielectric waveguide was achieved with a centrally loaded dielectric horn. The design was optimized
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to maximize coupling with minimal fabrication complexity. Finite element electromagnetic simulations
with HFSS [134] indicate excellent coupling of the THz pulse over a ∼ 200 GHz bandwidth, which is
compatible with the bandwidth of the radially polarized mode converter. The accelerating waveguide is
10 mm in length, including a single tapered horn for coupling the THz into the waveguide. Alignment
between the THz waveguide and the DC gun is provided by a pin-hole aperture in a metal plate with a
diameter of 100 µm that abuts the waveguide. The THz pulse is coupled into the waveguide downstream
of the accelerator and it propagates along the full length of the waveguide before being reflected by the
pin-hole aperture, which acts as a short at THz frequencies. After being reflected the THz pulse co-
propagates with the electron bunch. The low initial energy of the electrons results in the rapid onset of
a phase-velocity mismatch between the electron bunch and the THz pulse once the electrons have been
accelerated by the THz pulse and this limits the interaction length to 3 mm.
5.3.4 Observation of Acceleration
The electron beam energy is determined via energy-dependent magnetic steering with a dipole located
after the accelerator. Fig. 5.12a and 5.12b shows images of the electron beam produced by the micro-
channel plate detector. The measured energy spectrum from the electron bunch with and without THz
is shown in Fig. 5.12c and 5.12d for an initial mean energy of 59 keV. The curves are compared with
PARMELA [373] PIC simulation results used to model the DC gun and the THz linac. The full width
of the electron bunch length after the pinhole is 200µm, which is long with respect to the wavelength of
the THz pulse in the waveguide, λg = 315 µm. The length of the electron bunch in combination with
the phase-velocity mismatch between the electron bunch and the THz pulse results in the observation
of both acceleration and deceleration of particles. With the available THz pulse energy, a peak energy
gain of 7 keV was observed by optimizing the electron beam voltage and timing of the THz pulse. The
modelled curve in Fig. 5.12d concurred with experiments for an on-axis electric field of 8.5 MV/m. Using
this estimated field strength, at the exit of the linac, the modelled transverse and longitudinal emittance
are 240 and 370 nm·rad, respectively. An increase in emittance from a transverse emittance of 25 nm·rad
and a longitudinal emittance of 5.5 nm·rad after a pinhole located at the waveguide entrance is due to the
long electron bunch length compared with the THz wavelength and can be easily remedied with a shorter
ultraviolet pulse length.
5.3.5 Optimization of electron beam interaction with THz pulse
The energy gain achieved during the interaction of the electron bunch with the THz pulse is dependent
on the initial energy of the electrons, because the set-up is operated in the non-relativistic limit where the
velocity of the electrons varies rapidly. If the initial energy is decreased, the particle velocity decreases
and the phase-velocity mismatch with the THz pulse increases reducing the interaction length and the
acceleration of the particle. In Fig. 5.13a, the achieved mean output energy of the electron bunch is shown
versus the initial energy. Higher initial energy was experimentally found to be favourable for higher energy
gain. This observation is in agreement with a single-particle model [51] for a peak on-axis electric field
of 8.5 MV/m and an effective accelerating gradient of 2.5 MeV/m. In Fig. 5.13b, the mean energy of
accelerated electrons is shown as a function of the THz pulse delay for 55-keV initial energy. The large
temporal range of observed acceleration results from waveguide dispersion, which broadens the single-cycle
pulse temporally as it propagates. Accelerated electrons are observed over the full range of the phase-
matched THz pulse due to the long length of the electron bunch as it enters the THz waveguide. Modelling
indicates that at the entrance of the THz waveguide for this initial energy, the electron bunch full width
is 1.5 ps in length, which is already a significant fraction of the THz cycle (2.2 ps).
5.4 Conclusion
The quest to realize an efficient, practical compact accelerator for electron bunches of substantial charge
will likely involve a tradeoff between the large wavelengths but low accelerating gradient of RF accelerators,
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Figure 5.12: Transverse electron density of the electron bunch as recorded by a micro-channel plate (MCP) at 59 kV
for (a) THz off and (b) THz on. The bimodal distribution is due to the presence of accelerated and decelerated
electrons, which are separated spatially by the magnetic dipole energy spectrometer. The images are recorded over
a 3-s exposure at 1 kHz repetition rate. (c) Comparison between simulated (red) and measured (black) energy
spectrum of the electron bunch measured at the MCP due to the deflection of the beam by a magnetic dipole.
At 59 keV and with 25 fC per bunch, the simulation predicts a σ⊥ = 513µm and ∆E = 1.25 keV. The observed
∆E/E appears larger due to the large transverse size of the beam. After the pinhole, the transverse emittance is
25 nm·rad and the longitudinal emittance is 5.5 nm·rad. (d) Comparison between simulated (red) and measured
(black) electron bunch at MCP after acceleration with THz. Decelerated electrons are present due to the long
length of the electron bunch, as well as the slippage between the THz pulse and the electron bunch. Error bars in
(c) and (d) correspond to one s.d. in counts over the data set of 10 integrated exposures.
and the high accelerating gradient but small wavelengths available at optical frequencies. The trade-off
between accelerating gradient and wavelength, together with the emergence of efficient methods to generate
coherent pulses at THz frequencies, make electron acceleration at THz frequencies a promising candidate
for the substantial acceleration and compression of pico-Coulomb electron bunches. In this chapter, we
numerically demonstrated the acceleration of a 1.6 pC electron bunch from a kinetic energy of 1 MeV to
one of 10 MeV over an interaction distance of about 20 mm, using a 20 mJ pulse centered at 0.6 THz in a
dielectric-loaded metallic waveguide. We have also analyzed the implications of using an arbitrarily distant
injection point, as well as the prospects of dielectric breakdown and thermal damage for our optimized
design.
Next, to show the feasibility of this scheme, optically generated THz pulses were used to accelerate
electrons in a simple and practical THz accelerator. An energy gain of 7 keV was achieved over a 3-
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Figure 5.13: Acceleration gradient and terahertz phasing. (a) Scaling of energy gain for accelerated electrons as
a function of the initial electron energy at the entrance of the THz linac. Black dots with one s.d. error bars are
measured values and the red line is a single-particle model. (b) The temporal profile for the mean energy gain of
accelerated electrons comparing the THz on and THz off signal against the simulated electron bunch. The initial
electron energy was set at 55 keV to ensure stable performance of the d.c. electron gun over the acquisition time
of the data set.
mm interaction length with good modelled emittance. Performance of these structures improves with
an increase in electron energy and gradient making them attractive for compact accelerator applications.
With upgrades to pump laser energy and technological improvements to THz sources [374], laboratory
demonstration of GeV/m gradients in THz linacs is realistic. Multi-GeV/m gradients and> 10 MeV energy
gain are achievable in dielectric-loaded circular waveguides with 10-mJ THz pulses and the injection of
electrons at relativistic energies. The available THz pulse energy scales with infrared pump energy, with
recently reported results of mJ THz pulse energies and ∼ 1% infrared-to-THz conversion efficiencies [323].
Multiple stages of THz acceleration can be used to achieve higher energy gain with additional infrared pump
lasers for subsequent stages. Timing jitter will improve on the jitter of conventional accelerators since the
accelerating field and photoemitting pulse are produced by the same drive laser. Therefore, one expects the
resulting electron bunch to have tighter synchronization than possible in today’s RF-based accelerators,
where the photoemitting laser pulse is synchronized to the RF drive by standard RF techniques (that
is, phase locked loops operating at GHz speeds). The presented proof-of-principle THz linear accelerator
demonstrates the potential for an all-optical acceleration scheme that can be readily integrated into small-
scale laboratories providing users with electron beams that will enable new experiments in ultrafast electron
diffraction and x-ray production.
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6 Start-to-End Simulation of a THz-Driven Light Source
In chapter 2, a review on the inverse Compton scattering (ICS) sources, their importance and their
applications were carried out. In this chapter, we present the start-to-end simulation of a THz-driven x-
ray source, whose layout is schematically illustrated in Fig. 6.1. Electrons are generated via photo emission
from a metallic cathode which is embedded in a THz gun driven by a THz source with just a single-cycle of
an electromagnetic wave. Such single-cycle THz signals drive the ultrafast electron gun, which accelerates
electrons up to 0.78 MeV kinetic energy. The electrons then traverse through a dielectric-loaded metallic
waveguide, which functions as a linear accelerator (linac) and boosts the electrons energy up to 19 MeV.
A lattice of quadrupole magnets is used to keep the electron bunch collimated and transport it to the
ICS interaction section. The main goal of this chapter is to present a design including full start-to-
end simulations for a THz-driven light source, and to explore the requirements of the source. Certainly,
technical implementation of the designed source needs extensive tolerance studies, which show the influence
of deviations from designed values on the overall performance. However, such studies are not in the scope
of this thesis and we refer the reader to cited documents in each section, where detailed sensitivity analyses
are presented.
This chapter is organized as follows: Next section describes the design of two laser-driven THz sources,
which provide the required single-cycle and multi-cycle THz pulses. Simulation and design of the THz
injector including the photo-emission process and the ultrafast single-cycle THz guns is the focus of the
subsequent section. Next, we use analytic calculations for propagation of the electromagnetic wave in THz
waveguides to evaluate the linear acceleration section and compute the electron bunch properties exiting
the linac. To overcome difficulties in high power THz generation, a novel coupler is designed, which
receives four THz multi-cycle inputs and simultaneously combines and couples the beams to a single TM01
guided mode, used for accelerating electrons in the linac. The design and properties of such a coupler
is thoroughly explained in this chapter. Eventually, the ICS interaction between the linac output and
a counter-propagating laser pulse is analyzed to obtain the achievable photon flux of the designed x-ray
source.
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Figure 6.1: Layout of the THz-driven compact x-ray source.
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6.1 Terahertz generation
As described previously, the main challenge in the regime of THz accelerators is the so-called “THz gap”
problem, which refers to the lack of efficient radiation sources in this part of the spectrum. As a result,
the acceleration of electrons for a THz-driven source shall be contingent on the development of sources
of terahertz radiation with unprecedented performance. In order to achieve the requisite level of electron
acceleration, it is envisaged that terahertz sources with pulse energies ranging between a milli-joule (mJ)
and few tens of mJ’s, in the frequency band around 0.3 THz shall be necessary. In this section, we outline
our strategy towards meeting the terahertz source requirements through initial designs.
As depicted in Fig. 6.1, two broad categories of terahertz sources are necessary. Single-cycle or broadband
terahertz pulses with 400 µJ pulse energy accelerate electrons from rest up to 0.78 MeV of electron energy
via an electron gun. The second category comprises of multi-cycle or narrowband terahertz sources with
pulse energies in excess of 10 mJ which may be employed in linear accelerator structures to boost the
energy of electron bunches emerging from the gun to the 20 MeV level.
A number of methods for the generation of terahertz radiation exist. These include solid-state devices,
photoconductive switches [375], vacuum electronic devices [376] free-electron lasers [377] and laser driven
approaches employing nonlinear optics [85, 89, 91, 345, 378–380]. Solid-state devices and photoconductive
switches are limited in their scalability to large terahertz pulse power while free-electron lasers are relatively
inaccessible to be employed for the purpose of the current machine. Consequently, laser driven approaches
based on nonlinear optical frequency conversion are preferred for THz source implementation. These
schemes provide the unique possibility of generating high energy, coherent terahertz sources with precisely
controlled terahertz beam parameters such as energy, phase, and temporal pulse shape. Furthermore, the
use of laser driven approaches helps to generate well synchronized driver pulses for gun, linac and ICS
stage. In particular, terahertz sources driven by the same one micron (1 µm) laser technology [370] utilized
for inverse Compton scattering and photoemission offers the possibility of a high level of synchronization.
6.1.1 Single-cycle THz generation
Laser source technology in the 1µm wavelength regime is highly promising, since it offers the possibility of
generating pulses at the Joule level with high repetition rates up to the kHz level [381]. The choice of laser
wavelength in turn places constraints on the choice of nonlinear material that may be used for terahertz
generation. Lithium Niobate with a bandgap energy of 3.8 eV is not only transparent to 1µm light, but
also circumvents the issue of multi-photon and tunneling ionization, which leads to nonlinear absorption
as is the case for Gallium Arsenide and Zinc Telluride.
The second order nonlinearity is the most important parameter for terahertz generation, making lithium
niobate, with its very large second order nonlinear coefficient (χ
(2)
eff = 336 pm/V), the most suited for
generation of sub-terahertz transients. Furthermore, it possesses a moderate third order nonlinearity
or equivalently, the nonlinear refractive index (n2 = 0.9 × 10−19 W/m2). The relatively large terahertz
absorption coefficient at room temperature maybe overcome by cryogenic cooling to 100 K as has been
demonstrated [85].
Single-cycle terahertz generation occurs via an ensemble of difference frequency generation processes
within the bandwidth of the optical pump pulse. This process is also known as optical rectification. As
with any second order nonlinear process, the coherent superposition of transients generated at various
points in space or phase-matching is necessary for efficient terahertz generation. In lithium niobate, there
is a large disparity in the refractive index of the optical pump and generated terahertz radiation. Thus,
collinear phase-matching is not feasible. In order to produce broadband phase-matching, Hebling [80]
proposed the use of angularly dispersed beams to achieve non-collinear phase matching. The angularly
dispersed beams maybe generated by reflecting an ultrafast optical pump pulse from a diffraction grating
and imaging it onto a lithium niobate prism as shown in Fig. 6.2a. In time, the pulses appear tilted with
respect to their propagation direction (as delineated by red ellipses in Fig. 6.2a) and are hence referred
to as tilted-pulse-fronts (TPF). The phase-matching condition is given by vg = vTHz cosα, where vg and
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Figure 6.2: Single-cycle THz generation results: (a) Schematic illustration of the titlted-pulse-front scheme. (b)
Spatially-dependent spectrum of the generated THz beam as a function of transverse position. (c) The average
spectrum of the generated THz beam, and (d) average THz wave-form versus time. (e) Illustration of the cascading
process as the red-shift and spectral broadening of the pump pulse.
vTHz are the optical group velocity and terahertz phase velocity, respectively, and α, known as the TPF
angle is the angle between the pump and generated pulse. In the case of lithium niobate α ∼ 62◦ at 100 K.
To evaluate the performance of the required TPF setups, we employ our previously developed numerical
model [380] which solves for the coupled nonlinear interaction of the optical pump pulse and generated
terahertz pulse in two spatial dimensions (x, z) and time/frequency. The third spatial dimension (y)
maybe ignored since diffraction effects of both terahertz and pump waves in this direction are negligible
for large beams. The model accounts for various spatio-temporal distortions of the optical pulse such as
angular dispersion and spatial chirp, which enables accurate quantitative predictions as verified by prior
experiments [382,383].
In order to generate terahertz radiation centered at approximately 0.3 THz for the designed electron
injector (or ultrafast terahertz gun), two optical pump pulses centered at 1.030 µm with a transform limited
pulse duration of 800 fs (FWHM) and ∼ 70 mJ pulse energy were assumed. Such pulses can be produced
by Ytterbium:YLF lasers as demonstrated [384]. The input beam size is assumed to be of radius 1 cm
(e−2 radius) with a peak fluence of 45 mJ/cm2. The beam undergoes demagnification by a cylindrical lens
by a factor of 2 in the x-z plane and by 1.25 in the x-y plane by another cylindrical lens to yield a fluence
of 100 mJ/cm2 on the input surface of the lithium niobate prism. The fluence was chosen to be within
the laser-induced damage threshold although experimentally much higher fluences up to 180 mJ/cm2 have
been used [345]. The output facet of the prism is coated with a terahertz anti-reflection coating which can
enable up to 25% improvement in transmission, for instance using Kapton tapes of appropriate thickness.
The conversion efficiency predicted is 1.48% at T = 100 K, after accounting for scaling to three spatial
dimensions and effects of the anti-reflection coating. Thus, the generated terahertz pulse energy is expected
to be in the range of 1 mJ.
The spatially dependent terahertz spectrum is plotted in Fig. 6.2b. As can be seen, the spectrum is
highly spatially chirped due to the non-collinear nature of the process and the presence of spatio-temporal
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distortions in the optical pump pulse. This is one of the disadvantages of the tilted-pulse-front approach
as the spatially chirped terahertz pulse results in poor propagation characteristics, thus degrading the
transport of THz energy to the injector. As a result, we have assumed that only 50% of the generated
pulse energy is transported and coupled into the designed electron injector.
The average spectrum, is presented in Fig. 6.2c, and is clearly centered at 0.3 THz. The terahertz
waveform is presented in Fig. 6.2d, and can be clearly seen to be close to a single-cycle waveform. The
faster oscillations in the waveform were found to negligibly impact the acceleration process since they
arise from higher frequency terahertz transients that appear to get “cleaned-out” in the process of being
coupled to the designed electron injector. An important aspect of terahertz generation by second order
nonlinear processes is known as cascading, which is the repeated energy down-conversion of the pump
photons. This results in a pronounced red-shift and spectral broadening of the pump pulse as shown in
Fig. 6.2e.
6.1.2 Multi-cycle THz generation
The proposed approach for multi-cycle terahertz generation is to beat two high energy, narrowband optical
pulses separated by the desired terahertz frequency. Since the generated radiation is desired to be quasi-
monochromatic, narrowband phase matching based on periodically poled lithium niobate crystals may be
used for collinear phase-matching of optical and terahertz radiation. Multi-cycle terahertz generation in
periodically poled crystals or the so-called quasi-phase matching technique has been the focus of extensive
research efforts. In initial demonstrations, laser-to-terahertz conversion efficienies of only about 10−5 was
achieved [87]. Later on, research of terahertz generation in PPLN with different pump pulse formats
such as chirp and delay, pulse-train and cascaded optical parametric amplification have been conducted
[91, 385, 386]. Recently, conversion efficiencies in excess of 10−3 and multi-cycle THz pulse energies of
> 400 micro joules have been demonstrated [345, 387]. Here, we design a terahertz source that receives
∼ 2 J of laser pulse energy and generates ∼ 40 mJ terahertz pulses with center frequency at 300 GHz and
a duration of ∼ 554 ps.
The terharetz source layout is illustrated in Fig. 6.3a. Using a beam splitter, a pair of optical pulses,
with center frequencies separated by 0.3 THz and total energy of ∼ 2 J is firstly split into two copies each
having one joule of energy. Each of these copies of two pulses are directed to two separate PPLN crystals,
where terahertz energy of about ∼ 10 mJ is generated at each stage. After passage through the crystal,
the terahertz and optical pump pulses, can be separated by a specially designed output coupler [388]. The
terahertz beams are guided to the input of the beam combiner-coupler at the linac stage, whereas the
isolated optical beams illuminate a second stage of PPLN crystals and generate another set of terahertz
pulses. Subsequently, the two terahertz beams from the second stage are also transported to the input of
the combiner-coupler at the linac entrance. The main reason for generating the required terahertz energy
in four separate stages, is the finite damage threshold of PPLN crystals, and the limited aperture of even
state-of-the-art PPLN crystals. In our calculations, we considered the previously obtained empirical data
for the damage threshold of lithium-niobate to set the maximum beam energy and size at each crystal
[91]. According to these results, the maximum beam fluence on the crystal can be obtained from
Fmaxd = 10
√
τFWHM/(2× 10 ns). (6.1)
Furthermore, increasing the length of crystals to increase generation efficiency is not feasible due to
terahertz absorption. Thus, a pair of two-stage systems increases the interaction length as well as pump
energy budget.
The proposed architecture is simulated by solving the coupled nonlinear wave equations for terahertz and
optical radiation in cylindrical co-ordinates to account for the rotational symmetry of the beams produced
by high energy laser systems [388]. We have benchmarked and verified the developed framework for analysis
and design of the multi-cycle THz sources through comparisons with experimental implementations [89,
90,387].
The important parameters of the THz source, and corresponding description are tabulated in ta-
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Table 6.1: Parameters used in the simulation
Parameters Values
n2 [389] 1.25× 10−19 W/m2
χ
(2)
eff [91, 386,390,391] 2 × 168 pm/V
ΩTHz 2pi × 0.3 THz
PPLN period Λ 374.1 µm
Temperature (T) 80K
α[392] 1.4/cm
Fd 1.62 J/cm
2
Input Pump Pulse Format
Super-Gaussian order M 5
σ 3.5 mm
τ 554 ps
ble 6.1. The transverse distribution of the optical beam is modelled by a super-Gaussian beam (E(r) ∝
exp
(−r2M/2σ2M)) of order M = 5 and a rectangular temporal profile with pulse duration τ is assumed to
be the optical driver of the THz source. In table 6.1, n2 stands for the nonlinear index of lithium niobate.
α and Fd represent the absorption coefficient and damage fluence of the material, respectively.
The characteristics of the generated THz radiation are depicted in Fig. 6.3b-e. At the damage threshold
limit, the input energy for the assumed super-Gaussian beam with σ = 3.5 mm is 1 J, which dictates using
10 mm×10 mm size PPLN crystals for each stage. Such PPLN crystals are available today [393]. The
conversion efficiency of each stage is η1 = 1.06% and, η2 = 1.03%, corresponding to ∼ 10 mJ THz at the
output of each PPLN stage. The spatio-temporal profile of the terahertz beams generated by the two
PPLN stages are shown in Fig. 6.3d and 6.3e. The illustrated plots correspond to the terahertz beam
before the output couplers, which influence the beam profile. The final terahertz beam will be matched
to the input of the input coupler of the power combiner at the linac stage. In this study, we assume a
safety margin of 60% for the loss of energy during the terahertz transport section. Specifically, the total
generated terahertz energy is 40 mJ whereas the required terahertz energy in the linac, as will be seen
later, is 16 mJ.
6.2 Terahertz Injector
The THz injector in the designed machine is assumed to be an ultrafast single-cycle electron gun [225].
Another option for injecting relativistic electrons into the linac would be THz cavities [342]. Nevertheless,
our investigations showed that the sensitivity of THz cavities to tolerances in dimensions is drastically
higher than the ultrafast single-cycle electron guns. This difference emanates from the narrowband opera-
tional principle of cavities being based on the resonance effect, whereas the broadband nature of ultrafast
guns reduces the sensitivity to geometrical errors. Furthermore, recent studies on break-down rates of
various particle accelerators have shown that the pulse duration of the excitation plays the major role in
determining the damage threshold of an acceleration device [28,29,346]. Therefore, using a device excited
by a single-cycle pulse offers higher accelerating gradients than the multi-cycle based devices. This fact
is crucially important in the injector, since high accelerating gradients bring electrons up to relativistic
speeds in a short distance, preventing emittance growth due to strong space-charge forces in low energy
regimes.
The concept of the ultrafast single-cycle guns have been introduced in chapter 4 with the operation
principles experimentally tested and verified. The design we assume for our source is the same as the
800 keV gun design presented in section 4.3.4. However, for the sake of clarity, we review again the
parameters and properties of this gun here. Fig. 6.4 schematically illustrates a single-cycle electron gun,
which consists of three principal sections, namely interaction region, focusing section, and the coupler.
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Figure 6.3: Multi-cycle THz generation: (a) Layout of the laser-driven THz source providing the required multi-
cycle radiation. (b) Generation efficiency of each line versus the PPLN length, and (c) THz spectrum of the
generated beam are depicted. (d) and (e) show the spatio-temporal beam profile of the THz beams produced in
the first and second stages, respectively.
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Figure 6.4: Schematic illustration of the ultrafast single-cycle electron gun used in the ICS machine. All the
dimensions are given in millimeters.
Two linearly polarized single-cycle Gaussian beams, frequency-centered at 300 GHz and generated using
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the sources designed in the previous section, symmetrically impinge on the device from both sides. The
coupler section is designed to transfer the energy of the Gaussian beam into the multilayer focusing section,
where the energy of the beam is guided into the interaction region. The interaction region in each layer
behaves like a rectangular waveguide, whose TE01 mode is excited by the incoming fields from the focusing
section. In the TE01 mode, the longitudinal field (component along the propagation axis) propagates with
a pi/2 phase delay with respect to the transverse components. Therefore, the x-components of the fields
interfere destructively at the interaction region. Similarly, the opposing y-components of the beam, needed
for opposite propagation directions, results in cancellation of the y-components of the fields. Consequently,
the superposition of these two beams results in a purely accelerating field along the z-axis in Fig. 6.4.
Horizontal metallic plates in the coupler section divide the incoming Gaussian beams into several por-
tions with thickness di. The traveling pulse entering each focusing section is subsequently delayed by
dielectric inclusions, whose lengths, Li, are designed to control the arrival of pulses into the interaction
region. Proper design of the two sets of parameters di and Li assures continuous interaction of traveling
electrons with the accelerating cycle of the pulse. In other words, the device realizes phase-front matching
of the incoming pulses with traveling electrons.
Two Gaussian beams focused at the points (xf , yf , zf ) = (±2.7, 0.0, 1.35) mm, assuming that the elec-
tron injection point corresponds to the origin of the coordinate system, with 400 µJ energy and elliptical
spot size (2×1) mm excite the electron gun. Each pulse has 3.33 ps pulse duration with a central frequency
of 300 GHz. These values correspond to the generated beam from the single-cycle THz source described in
section II.A. However, similar to the spatial beam shape, the temporal pulse format does not accurately
describe the generated pulses at the output of the single-cycle THz source. The main reason for neglect-
ing such small deviations, and considering an ideal single-cycle pulse are the changes introduced by the
THz transport system, whose design is directly dependent on the implementation conditions. The THz
transport and coupling systems can be tailored according to the implementation conditions. Here, we do
not discuss the implementation details and merely consider a factor of two loss as a worst-case scenario
due to mismatch between the THz source output and the excitations assumed for the gun.
The ASTRA particle generator code is used to simulate the photo emission process. A 47-fs Full Width
Half Maximum (FWHM) UV laser is assumed to illuminate the cathode with a spot size of 47µm (FWHM).
The amount of charge emitted by the cathode depends on the energy of the beam and quantum efficiency
(QE) of the material used for cathode. The pulse energy required for emitting pico-Coulomb level of
charge is at the micro-joule level, which is very small compared with the lasers used for other parts of
the source. Therefore, we assume that the laser pulse is strong enough to produce 1 pC of bunch charge,
which is modeled by 20’000 macro-particles. The considered values for laser spot size and emitted charge
are obtained by down-scaling the currently operating photocathodes [66]. The laser pulse duration needs
to be small enough compared with the THz cycle, which is optimized to the aforementioned value of 47 fs.
Electron bunch acceleration is simulated with a DGTD/PIC code [168] described in chapter 2. The per-
formed simulations account for the space-charge effects through a point-to-point algorithm and neglects
the effect of image charge on the cathode. The considered values for the total bunch charge and dimen-
sions lead to ∼16 MV/m screening field due to the image charge effect, which is much smaller than the
accelerating field at the cathode surface around 800 MV/m. The simulation results are shown in Fig. 6.5a
and 6.5b. According to these results, it is possible to accelerate the electrons from rest up to 0.780 MeV
kinetic energy. However, we lose about 40% of the particles due to collisions with the metallic walls along
the path. Fig. 6.5c-f show the longitudinal phase space and the front view of the bunch exiting the gun
as well as its transverse phase-space. As it can be seen from these figures, the cylindrically asymmet-
ric configuration of the gun results in an asymmetric output beam with different transverse phase space
distributions along x and y directions. The output normalized transverse emittances are evaluated as
(x, y) = (0.08, 1.11) mm·mrad, while the longitudinal emittance is 0.66 mm·mrad.
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Figure 6.5: Simulation results for the THz injector: (a) bunch mean energy and output charge, (b) bunch length
and bunch mean transverse size, (c) longitudinal phase space, (d) front view of the bunch, (e) transverse phase
space (x-direction), and (f) transverse phase space (y-direction).
6.3 Linear Acceleration
The linac geometry as shown in Fig. 5.1a is a dielectric-loaded metallic waveguide designed for receiving
the 0.78 MeV electron bunch from the gun and increasing the energy up to ∼ 20 MeV. The acceleration of
particles with an electromagnetic wave is possible if and only if the particle velocity is synchronized with
the field variations of the wave. Since the electron velocity is always less than the speed of light while a
guided wave in an empty waveguide travels with phase velocities exceeding the speed of light, the phase
velocity of the guided wave needs to be reduced to enable electron acceleration. Phase velocity reduction
can be achieved either by corrugating the waveguide boundaries or increasing the electric permittivity of
the material filling the waveguide. In THz range dimensions, it is easy and rather cheap to load the circular
waveguides with quartz tubes, whose relative electric permittivity is r = 4.41 as shown in Fig. 5.1a [51].
It is possible to tune the phase velocity of the THz wave in the waveguide by adjusting the inner radius
and thickness of the dielectric (a and d in Fig. 5.1a) and synchronize the field oscillations with a travelling
particle. However, before accelerating the particles, the THz beam needs to be coupled into the linac.
6.3.1 Combiner-coupler design
One of the novel features in the designed x-ray source is the four-port coupler designed for the linac
that simultaneously combines the four beams generated by the THz source in section 6.1.2 and couples
them into the linac. Since this coupler is not introduced in previous works, the overall performance of
this element as well as its tolerance study is presented here. According to the discussed THz generation
process, we would have four “almost” identical multi-cycle THz signals to be combined and coupled to the
linac. Fig. 6.6a shows the views of the designed combiner-coupler.
The designed device has four ports for the four input signals. Each port has a small quartz inlet which
is used to match the impedance in order to maximize the coupling efficiency. The inner radius of the
ports is 360 µm while the quartz disks have a thickness of 300 µm. The coupling efficiency of the device
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Figure 6.6: THz coupler-combiner: (a) Isometric and cross-sectional views of the combiner-coupler device attached
to the linac as well as the parameter definitions for modeling the coupler as a five-port network. Ports 1 to 4 specify
the inputs while the output is assumed to be port 5. (b) Coupling efficiency of the THz pulse to the waveguide.
We have 99% power transmission at 299.5 GHz.
is simulated by CST Microwave Studio-frequency domain solver and the results are displayed in Fig. 6.6b.
According to this plot, 99% of the THz power at 299.5 GHz will be coupled to the linac assuming four
completely identical input signals.
The above calculation of the coupling coefficient is performed assuming that four completely identical
pulses excite the coupler from four directions. However, discrepancies will certainly exist in the beams of
the THz source as observed in the simulation results of section 6.1.2. In order to evaluate the coupling
efficiency when discrepancies between input signals exist, a scattering matrix analysis needs to be con-
ducted. The designed coupler can be considered as a five-port network, in which the four input ports are
named as port 1 to port 4 and the output port as port 5 (Fig. 6.6a). According to the scattering matrix
definition, the relation between the incident and reflected waves reads as:
b1
b2
b3
b4
b5
 =

S11 S12 S13 S14 S15
S21 S22 S23 S24 S25
S31 S32 S33 S34 S35
S41 S42 S43 S44 S45
S51 S52 S53 S54 S55


a1
a2
a3
a4
a5
 . (6.2)
Considering the symmetric structure of the coupler and assuming 100% coupling for identical input signals,
one can derive the following relationships between elements of the scattering matrix:
S51 = S52 = S53 = S54 = 0.5, S55 = 0. (6.3)
One can use the values of these elements in order to find the sensitivity of the coupler to discrepancies in
the input signals. For identical input:
a1 = a2 = a3 = a4 = a⇒ b5 = 2a, (6.4)
and
Transmission =
(2a)2
4× a2 = 100% (6.5)
While in the case of different input signals assuming constant input power:
a1 = a+ δ1
a2 = a+ δ2
a3 = a+ δ3
a4 = a+ δ4
⇒ b5 = 2a+ 0.5
∑
i
δi (6.6)
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Figure 6.7: Linear acceleration setup: (a) Schematic view of the relative position of the electron bunch and the
electric filed: (i) at the beginning of linac electrons are injected in a phase between pi/2 and pi, (ii) the bunch slips
over the field, (iii) when the electrons reach to the crest when their velocity is almost equal to the phase velocity, so
their position relative to the wave no more varies, (b) Schematic view of the linac with the focusing (F) defocusing
(D) magnetic lattice. Focusing quadrupole focuses the beam in x-plane while defocusing one focuses in y-plane.
and
Transmission =
(2a+ 0.5
∑
δi)
2
4× a2 ≤ 100% (6.7)
To have a constant input power, the following equation should hold:∑
i
(a+ δi)
2 = cons. (6.8)
The above calculation assumes that all of the four input signals have the same frequency but different
amplitudes. If the input signals are different both in frequency and amplitude, numerical simulation of
the coupling process is needed to find the exact value of the coupling efficiency. We made such simulations
using the THz signals discussed in section 6.1.2. According to these simulations, a 10% loss of the THz
power as a result of input discrepancy is expected. It is possible to decrease this loss by adjusting the
coupler for slightly different THz signals generated in reality. Due to this coupling loss and additional
THz transport losses, we consider the a factor of two safety margin for operation of the source. More
accurately, the linac required less than 20 mJ THz energy whereas the total generated THz radiation is
about 40 mJ.
6.3.2 THz linac
The linac design can be performed using the analytic solution of the guided modes in the dielectric-loaded
metal waveguide [51]. The electric and magnetic field distributions of TM01 mode for a dielectric-loaded
metal waveguide can be found according to (5.10)-(5.13) These equations return the field distribution
inside the waveguide as well as the designed values for the inner and outer radii of the quartz layer to set
the phase velocity equal to the speed of the electron bunch coming from the gun. The electrons entering the
linac have an average kinetic energy of 0.78 MeV which corresponds to a normalized velocity of β = 0.92.
However, we expect a final energy of about 20 MeV, corresponding to the final velocity 99.97% of the speed
of light. Therefore, it is not possible to synchronize the electrons with the wave throughout the whole
linac.
The solution to this problem is to set the phase velocity around the final expected velocity of the
electrons and inject the electrons at a phase between pi/2 and pi. This is indeed similar to the so-called
off-crest electron injection typically done in conventional RF accelerators. At the beginning of the linac,
electrons travel slower than the field, therefore slippage over the field cycle takes place until electrons reach
the crest where their velocity is almost equal to the phase velocity. Due to their almost equal velocities,
the electron bunch sits on the crest of the wave for the remaining path through the linac leading to a
continuous increase in energy. This mechanism is shown in Fig. 6.7a. Since a decreasing field gradient is
influencing the bunch at the beginning of the waveguide (Fig. 6.7a), the electrons at the tail of the bunch
experiencing higher field values get accelerated stronger than the electrons at the head of the bunch.
Therefore, the bunch gets compressed as it passes through the linac. The design parameters of the linac
as well as the properties of the input THz signal is summarized in table 6.2.
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Table 6.2: The designed parameters of the THz linac and quadrupole lattice
Parameter Designed value
Quartz inner radius 242.5 µm
Quartz outer radius 364.8 µm
Frequency 299.5 - 300.5 GHz
Phase velocity at 300 GHz 0.994c
Group velocity at 300 GHz 0.281c
THz pulse energy 16.3 mJ
THz pulse duration ∼ 554 ps
length 7.5 cm
on-axis electric field 320 MV/m
Magnet number Field gradient (T/m) - Distance to gun exit (mm)
(F1, F2) (200, 190) - (6, 20)
(D1, D2) (115, 120) - (520, 542)
operation
point
(a) (b)
Figure 6.8: Linac performance: (a) the dispersion diagram of the dielectric-loaded metallic waveguide to be used
for linear acceleration, and (b) the field distribution inside the waveguide.
In Fig. 6.8, we show the dispersion diagram of the travelling TM modes in the designed linac as well
as the field distribution of the TM01 mode considered for electron acceleration. From the dispersion
diagram, it is seen that the dimensions are designed such that the phase velocity of the propagating
mode is matched for relativistic electron acceleration, i.e. vp = 0.994c. Nevertheless, we observe a strong
sensitivity of the linac output to the phase velocity, which dictates tunability of this parameter over a small
range. This is the reason for the small frequency interval for the linac operation in Table 6.2. Such a small
tunability for the frequency of the THz beam can be achieved at the laser-driven sources by adjusting the
difference frequency. The uniform accelerating field in the vacuum region of the waveguide (Fig. 6.8b) is
the remarkable property of the TM01 mode with a phase velocity close to the speed of light.
By examining the gun simulation results depicted in Fig. 6.5, one simply deduces that the RMS transverse
size of the beam equals to 70 µm at the gun exit and increases up to 300µm after 7.5 cm travel distance
through the linac. Considering that the inner radius of the dielectric loading is chosen as 242µm, more
than 85% of the particles hit the waveguide wall and get lost if we send the beam directly to the linac
without any focusing equipment. In order to alleviate the difficulties caused by the strong transverse beam
expansion, we devised a quadrupole focusing-defocusing lattice to be installed around the linac waveguide.
Furthermore, the electron bunch exiting the linac should also be focused to the ICS interaction point,
which is again achieved by a quadrupole lattice after the linac. Fig. 6.7b shows the configuration of the
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Figure 6.9: ASTRA simulation results for the linac: (a) the RMS transverse size along x and y directions, (b)
the RMS bunch length, (c) the bunch charge and the average normalized momentum, i.e. average Lorentz factor,
and (d) the transverse emittance and bunch energy spread. Dashed lines correspond to the case in which particles
hitting the linac boundaries are not removed. The vertical dashed line at Distance=75 mm defines the end of the
linac. The vertical dashed line at Distance=760 mm defines the ICS point.
linac with the quadrupole magnets focusing the beam along the waveguide. The field gradients of the
quadrupoles are shown in table 6.2.
ASTRA code is used to simulate the acceleration of the bunch in the linac. The 12’000 macro-particles
leaving the THz injector (corresponding to 0.6 pC bunch charge) are initialized in the linac. The traveling
wave in the waveguide is modeled by the superposition of two standing waves with pi/2 temporal and spatial
phase differences, with space-charge effects being considered in all simulations. In the linac simulations,
as well as the gun simulations, the effect of wakefields are generally neglected. This is motivated by the
previous studies predicting negligible effects due to pico-Coulomb level bunch charge and less than 10µm
bunch lengths [342].
The ASTRA simulation results are shown in Fig. 6.9. Two sets of data are shown in these graphs. The
dashed lines ignore the particle collisions with the waveguide walls. In other words, the total input charge
is accelerated to the end, whereas the solid lines show the realistic results, in which the particles hitting
the waveguide boundaries are removed from the simulation. There are two vertical dashed lines in the
curves that represent the end of the linac and the focusing point where the ICS occurs. As observed in the
graphs, the RMS transverse size of the beam is kept below 130µm inside the linac. The bunch exiting the
linac enters the focusing lattice which reduces the transverse size down to 10.7 µm×8.3 µm at a distance
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Parameter Designed value
Electron bunch parameters
Total charge -0.358 pC
Number of particles 7’154 → 2’236’250
RMS transverse beam size (σx,σy) (10.7 µm,8.3 µm)
RMS longitudinal beam size (σz) 2.9 µm
Mean bunch energy 19.0 MeV
RMS energy spread 0.19 MeV ≡ 1%
RMS emittance (εx,εy) (0.67,0.88)mm·mrad
ICS laser parameters
Wavelength 1 µm
Temporal signature secant hyperbolic
Pulse duration 1.0 ps
Spot size (1/e2) 20 µm
Pulse energy 100 mJ
Table 6.3: Parameters of the ICS process.
76 cm away from the linac where the ICS occurs. As explained before and can be seen in Fig. 6.9b, the
bunch is compressed in the linac and furthermore after passing through the linac because of the negative
energy chirp introduced to the bunch. According to Fig. 6.9c about 50% of the particles hit the quartz
layer in the waveguide, which are considered to be absorbed and not leaving the linac. The final mean
energy of the electrons is 19 MeV, which is the design parameter for the ICS process.
6.4 Inverse Compton Scattering
The last step to an x-ray source is the radiation generation through Inverse Compton Scattering (ICS).
The ICS process involves interaction of the accelerated electrons with a counter-propagating optical beam,
whose field distribution is given by the Gaussian beam equations to high precision. Modelling the ICS
process is explained thoroughly in section 2.3. Here, we use the developed software based on the described
methodology to evaluate the final output of the machine.
As emphasized in chapter 2, if the linac bunch output is directly imported to the ICS calculations,
the assumption of macro-particles results in coherent addition of radiations from electrons considered as
one single macro-particle. This leads to an overestimation of the ultimate photon flux. To prevent this
systematic error, an electron bunch with a real number of electrons is generated with the 6D phase-space
of the bunch filled according to the cumulative bunch properties obtained in the last section.
Table 6.3 presents the electron bunch properties as well as the assumed ICS laser beam parameters
for the x-ray source. In Fig. 6.10, the final output of the designed x-ray source is shown in form of the
normalized energy spectrum of the emitted photons on an assumed detector residing 6 mm away from
the ICS interaction point. The total number of photons (Np) corresponding to each spectrum are also
indicated in each figure. The total radiated energy density over a plane with (300 µm×300 µm) size is shown
in Fig. 6.10f and represents the radiated beam profile. Fig. 6.10a-e show the spectrum captured for different
maximum divergence angles, namely 100 mrad, 50 mrad, 10 mrad, 5 mrad, and 1 mrad, respectively. Here,
the divergence angle is defined as the half angle of the radiation cone. As usual for an ICS spectrum, the
bandwidths of the radiated x-rays increase with the captured solid angle. As a result, the total amount
of photons generated depends on the solid angle considered for the x-ray beam. The number of photons
generated between 2 keV and 7 keV energy range within a radiation cone with 50 mrad angle is calculated
as 6.7×104 photons. This amount reduces if smaller acceptance angles are considered. For example, within
a 5 mrad cone with spectrum shown in Fig. 6.10d, 5.0×103 photons will be radiated.
Eventually the temporal shape of the pulse is depicted in Fig. 6.11, which shows and x-ray pulse with
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Np=1.1×105 Np=6.7×104 Np=1.7×104
(a) (b) (c)
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Figure 6.10: The normalized spectrum of the radiated x-ray beam captured within divergence angle (a) 100 mrad,
(b) 50 mrad, (c) 10 mrad, (d) 5 mrad, and (e) 1 mrad. The total number of photons (Np) for photon energies
between 2 keV and 7 keV are written in each figure. The green lines delineate the smoothed spectrum. (f) shows
the beam profile on an assumed detector 6 mm away from the ICS interaction point.
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Figure 6.11: The radiated pulse shape on the undulator axis.
∼ 10 fs duration. Further increase in the ICS laser energy not only increases the photon flux of the radiated
x-ray pulse, but also facilitates improving the radiated beam quality. Moreover, the radiation bandwidth
reduces when a stronger laser is utilized for ICS interaction. Continuous reduction in the bandwidth
ultimately enables stimulated radiation of the bunch and consequently enhances both temporal and spatial
coherence of the radiation.
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6.5 Conclusion
In conclusion, we have presented the start-to-end simulations of a compact THz-driven x-ray source, de-
livering ∼ 105 photons per shot centered around ∼ 6.5 keV. Full-wave simulation techniques for solving
Maxwell’s equations are utilized to model and design the section of the THz gun, accelerator and ICS
source. The THz generation is accomplished by 2 J and 70 mJ lasers radiating at 1µm, which are readily
available at 10 Hz repetition rate. The use of complete laser-driven schemes in the x-ray source enables
synchronization of all involved elements to the sub-femtosecond precision level. This advantage consider-
ably assists in achieving high stability over high repetition rates, thereby increasing the photons-per-second
flux to values comparable with existing large ICS source facilities.
Since the THz generation process is due to an instantaneous second order optical nonlinearity, there is
certainly very little space for randomness in the generated THz fields derived from the optical fields. Thus,
if the shapes of the optical pulses are stable, the resulting THz waveform should not show fluctuations.
However, there will be energy fluctuations of the optical pulse on the order of 0.1-1% without additional
means for pulse energy stabilization. Therefore, we should estimate the impact of such intensity noise on
the electron beam timing. This is most critical at the output of the gun, where the bunch needs to be
injected phase synchronous with the multi-cycle THz field in the linac. Since the motion of the electrons
in the THz gun mostly follows a non-relativistic motion, We can invert the usual formula for the distance
of a non-relativistic particle in an accelerating field as s ∝ ETHzt2 to t ∝ s/ 4
√ETHz, with ETHz being the
THz energy. Thus, the relative error in electron bunch arrival time is equal to a quarter of the relative
optical pulse energy fluctuations. The time of flight of the electron within the 3 mm long THz electron gun
is on the order of 10 ps. Therefore, for an energy stability of 0.1-1% of the optical driver, which is already
achievable without additional active stabilization, one should already achieve a stability in electron bunch
arrival time at the THz linac of 2.5 - 25 fs. This is already well within 1% of the THz period of 3.3 ps.
The completely simulated x-ray source will be implemented as the first phase of the AXSIS (Frontiers
in Attosecond x-ray Science: Imaging and Spectroscopy) project at Deutsches Elektronen-Synchrotron
in Hamburg, Germany to guide the construction of more advanced coherent FEL-like THz-driven x-ray
sources [70].
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The research studies explained in this thesis are carried out in the framework of the AXSIS (Frontiers
in Attosecond X-ray Science: Imaging and Spectroscopy) project. In the AXSIS project, we look at the
possibility of creating compact, fully coherent free-electron laser sources entirely laser driven for intrinsic
synchronization of all components towards attosecond X-ray imaging and spectroscopy. The start to end
simulation presented in chapter 6 is the source design considered for the first implementation phase in this
project, realizing an incoherent ICS source. Using the developed framework in this thesis, particularly the
developed full-wave software MITHRA, we aim to discover techniques to achieve coherent super-radiant
radiation in a compact optical undulator based source.
To obtain a compact FEL machine, there are already several approaches followed based on laser plasma
wake field acceleration of electrons, which provides very high gradient accelerating fields in the multi-
GV/m range. However, so far the energy spread of the generated electron bunches is not low enough
for FEL operation. The path we have considered toward such an operation regime is realization of an
electron crystal at the ICS stage, leading to a compact, fully coherent, THz-driven X-ray source. Use
of THz-based acceleration technology allows for ultrashort electron bunches close to attosecond lengths,
resulting in an attosecond X-ray source. This achievement enables outrunning radiation damage effects
to the crystal samples due to the necessary high X-ray irradiance required to acquire diffraction signals.
The highly synergistic project AXSIS starts from a completely clean slate rather than conforming to
the specifications of a large free-electron laser (FEL) user facility, to optimize the entire instrumentation
towards fundamental measurements of the mechanism of light absorption and excitation energy transfer.
A multidisciplinary team formed by laser-, accelerator,- X-ray scientists and as well as spectroscopists and
biochemists optimizes X-ray pulse parameters, in tandem with sample delivery, crystal size, and advanced
X-ray detectors. Ultimately, the new capability, attosecond serial X-ray crystallography and spectroscopy,
will be applied to one of the most important problems in structural biology, which is to elucidate the
dynamics of light reactions, electron transfer and protein structure in photosynthesis. This unique tool
will fulfill the dream of observing chemical reactions and biological processes in real space and real time
at the necessary time and length scales of atoms and molecules as is the goal of the large X-ray FELs
but maybe at a cost level that is commensurate with University or Industrial Laboratory settings. By
developing this technique based on a compact laboratory-scale X-ray source, the availability of attosecond
serial crystallography and spectroscopy is vastly extended to the general science community.
In addition to the compact X-ray source pursued in AXSIS, each developed element in the presented
efforts has its specific applications, calling the need for further separate studies. Currently, there is
no full-wave numerical software that captures complete features of field and particle interaction. Put
differently, there is no high-order based algorithm that calculates bunch dynamics by including radiation
and space-charge effects, while also calculating the effects of dielectric materials. The DGTD/PIC code
developed in this thesis provides a well-established framework to implement and test various algorithms
and judge their efficacy. A dedicated study on the already proposed techniques can lead to the discovery
of a suitable algorithm for development of such a software. The software MITHRA is the first full-wave
numerical solver for free electron lasers and can thus be used for verification of various FEL schemes as
well as testing the already developed techniques for fast evaluation of FEL radiation. In order to have
the software widely used by the FEL community, the implementation of various devices used in real FEL
facilities is mandatory. Future works on including the focusing systems, tapered undulators, and novel
seeding mechanisms in the next versions of MITHRA are already planned.
Studies on laser-induced field emission accomplished in chapter three showed the feasibility of ultrafast
electron sources with femtosecond-level emission times. This possibility is not only a breakthrough for
compact X-ray sources, but also can revolutionize the current technology in conventional RF injectors.
Nonetheless, the strong fields in RF injectors are a dramatically different operational environment com-
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pared to the DC fields in which the structures are currently tested. The strong RF fields, further enhanced
at the device corners, may trigger dark current in nanostructured photocathodes and detrimentally reduce
the damage threshold of the cathode. Incorporating structured cathodes in real injectors currently encoun-
ters as yet unresolved challenges, whose resolutions require novel ideas and detailed investigations. Beyond
development of electron source technology, these ultrafast emitters can be used for novel applications in
ultrafast sensing and measurement down to optical sub-cycles, promising for attosecond and zeptosecond
precision in measured dynamics.
The technology of ultrafast single-cycle THz guns potentially serves other domains where sub-relativistic
electrons are beneficial. Sub-relativistic electron beams have found widespread use by biologists, chemists
and physicists investigating ultra-fast science through electron diffractive imaging and by physicians per-
forming particle therapy using electrons. The resolution of imaging using electron diffraction principles is
directly determined by the emittance of the electron beam. The low-emittance and bright electron beams
produced within the compact setup of a THz gun will remarkably enhance the achievable resolution in
this technology. In chapter three operation of a STEAM device was presented. The device state is already
mature and well tested to be used in existing facilities. In the future, further utilization of this device
in accelerator facilities to measure and manipulate the electron beams with unprecedented high precision
offered by the STEAM device is foreseen.
The studies here underpin a new research area of laser-driven THz acceleration, which was started
by our group around six years ago and remains still in its infancy stage. However, great progress with
transformative impact has been made over the past years demonstrating the promises of this technique for
numerous applications. With new inventions for novel applications, new challenges emerge which call for
further research and development. This will be an ongoing effort for decades aiming at easy and low-cost
access to high energy particles for universities and research centers around the world.
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