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List of Medical Terminology
1. Aarpal Abnormalities: Any abnormalities in functioning of any of the 8 carpal
bones of the wrist.
2. Carpal and Metacarpal Bases: There are 8 carpal bones in each wrist which
connects to the forearm. The metacarpal bones are located between carpal bones
and phalanges of the fingers.
3. Carpal Instability: An abnormality where wrist is not able to bear any physiological
load.
4. Distal Radius: It refers to larger of the two bones of fore-arm and distal is the end
towards the wrist.
5. Distal Ulna: Forearm consist of radius and ulna bones. Ulna refers to bones of the
forearm which is located between the elbow and wrist. A Distal radius fracture is
when fracture occurs at the end of the radius bone of forearm. Distal ulna fracture
occurs when both ulna and radius are broken.
6. ILSVR: IMageNet Large Visual Recognition Challenge is organized every year (since
2010) to evaluate deep neural network algorithms for image classification and object
detection. It has approximately 3.2 million labelled natural images and is still growing.
7. IRB# E10830: Institutional Review Board (IRB) approval number for the joint
research between LSU Health Science, New Orleans and LSU, Baton Rouge on AI
based wrist fracture classification.
8. MR Arthrography: An imaging technique used primarily for shoulder instability.
9. Magnetic Resonance Imaging (MRI): An medical imaging technique to takes
images of anatomical and physiological process of a body.
10. Musculoskeletal Injuries: Any injury that affects musculoskeletal system which
includes muscles, ligaments, and tendons.
11. Non-medical images: The set of natural images which are not medically diagnosed.
It consist of images which are not treated at any medical clinics or setups such as
images of forests, birds, sky, etc.

vi

Abstract
The problem of predicting wrist fractures from X-rays using Artificial Intelligence (AI)
methods is addressed. Wrist fractures are the most commonly misdiagnosed fractures because of the complex anatomical structure of the wrist bone which includes several different
bones. This research provides a predictive solution to automate the process of wrist fracture classifications and outlines a visualization technique to identify the probable location
of the fractured region on the X-rays. This thesis describes a deep learning based approach for wrist fracture classification. Deep convolutional neural network (CNN) based
models have been used for wrist fracture classification by combining different optimization
techniques. The concept of transfer learning has also been incorporated to investigate if
the deep models pre-trained on non-medical images can be used to improve the accuracy
for wrist fracture classification task. Advancements in the automation of wrist fracture
detection rate using transfer learning approach is reported. After training an ensemble of
models, the accuracy of the proposed technique has been validated with the help of senior
orthopedic surgeons and radiologists using the developed visualizations that provide probable locations of the fractured region on X-rays. The reported results provide promising
solutions that can help reduce the misdiagnosis of wrist fractures, enhance patient care,
and help facilitate improvements in patient morbidity.
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Chapter 1
Introduction
1.1

Deep Learning in Medical Diagnosis
In the field of medical imaging, time taken for analyzing radiographs plays a key role

in the timely start of a treatment or diagnosis process. This is especially true in places
where physician’s availability is restricted or sparse. A small misinterpretation can lead to
misdiagnosis, confusion, and lead to communication gaps between physicians and patients
[1]. Medical imaging has made a significant progress in identification of diseases at an early
stage and have helped in saving lives. The first step in this process involves taking an
X-ray and analyzing it for any ”pathologic alteration” [2]. This is necessary due to X-rays
”non-invasive characteristics” and also being economical [2]. Over the past decade, there
have been contributions made by various research groups and pharmaceutical organizations
for design and development of computer aided detection (CAD) tools for x-ray analysis [3].
CAD tools would help radiologists make more efficient decisions in a timely manner. The
CAD tools are based on the principle of feature extraction which are generally predefined
and are useful for drawing inferences. An example of features could be shape, edges,
intensity, two dimensional or three dimensional curvatures and various other geometric
parameters which can be very useful for trained medical personnel to achieve great amount
of quantitative knowledge about an x-ray and at the same time make use of inferences,
abnormalities to start a specific disease based diagnosis [4].
However, once adapted these features make it difficult to respond to new unseen scenarios. This gives lower system accuracy for any new disease detection and may also give rise
to a wrong diagnosis. The results from interpretation of medical images could be very different and subjective. When it comes to simultaneously analyzing multimodal data, mostly
in neurological diseases such as Alzheimers and strokes, CAD-based approaches will not
be able to assess the objective [5]. Also, other challenges faced by CAD based approaches
are the variations in imaging protocols. The shape and size of tumors can differ based
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on imaging protocol used and may even overlap with the healthy region of the tissue. To
overcome such barriers a solution is needed that can be scaled for larger data complexities
and is adaptive rather than based on hand-designed predefined features. Deep learning can
provide a solution to overcome problems encountered by conventional approaches because
of its ability to learn from prior knowledge and by extracting relevant features required for
classification task [5].
Deep learning (DL), an active developing area of research in medical imaging and
diagnosing, can help us solve these problems because of its ability to learn higher level
features quickly and provide results in real time basis. Deep convolutional neural networks
are capable to perform real time facial recognition job and powerful image identification
and classification tasks. Recently, medical research groups have started implementing deep
learning based models for analysis of interstitial lung diseases and their patterns [6], human
eye segmentation tasks [7], detection and classification of pulmonary nodules [8]. Several
works such as understanding gene expression to identify cancer causing expression, finding
features in microRNA to detect lung cancer and breast cancer requires understanding of
massive amount of computation far beyond molecular database would hold [9]. This can
be resolved by using deep CNN based models which offers automation of feature extraction, ability to scale, and the understanding of complex data. In medical image processing
CNNs have been introduced for segmentation, augmentation, and reconstruction [9]. It
has made the work for radiologists simpler and faster by providing preliminary diagnosis
results on real time and with better accuracy. In addition to providing diagnostic results
deep learning based tool can also be used to suggest all the possible diagnostic recommendations which would help in starting medication and treatments faster in places where
physicians availability is restricted, thereby reducing the turnaround time for radiologists
and improving real world diagnostic processes.
In medical imaging, the accuracy of diagnosis depends on two factors primarily, image
interpretation and image acquisition. The rapid evolution of image capturing techniques
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have given rise to high resolution images. Imaging systems acquire data and these data can
be processed through appropriate model for further classification. The image acquisition
and processing architecture are scalable to an extent that it allows rapid transfer of images
to CPUs and GPUs [10]. Once these images are acquired, deep convolutional based model
can be deployed to process them for further classification. These deep learning based models require a large amount of data for training (in supervised learning) which are not easily
accessible. This is primarily due to privacy concerns and HIPPA laws. Medical imaging
conferences like ISBI and MICCAI [9] have to some degree enhanced the public availability
of medical image datasets which can then be used for benchmark studies. Kaggle is another platform for organizing datacentric competition, and furthering the access of various
medical image datasets such as lung cancer data, diabetic retinopathy data, MRI based
cardiac volume data [11].
1.2

Perceptron to Deep Learning
Machine learning is a form of artificial intelligence (AI) which makes use of algorithms

to come up with an autonomous prediction tool by undergoing an iterative learning process
from historical training data. There are two methods by which machines can learn. The
first method is supervised machine learning where there is a pre-labeled dataset and the
learning involves the use of algorithms to come up with a mapping function between an
input and output. This gives an approximate mapping function to predict output when
it is fed with new input [12]. The second learning process is unsupervised learning where
there is no availability of pre-labeled dataset for training/learning. In unsupervised learning
process, the goal is to understand the structure or distribution of the data [12]. Machine
learning classifiers such as support vector machine (SVM) [13], K-nearest neighbour (KNN)
[14], decision trees and reinforcement learning [15] are used extensively in the fields of
healthcare, manufacturing, education, financial modeling, and marketing. Machine learning
has became a viable choice for developing and designing software for applications such as
computer vision, robot control, control of logistics chains, consumer services, and fault
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diagnosis [16]. The evolution of machine learning in the computer era is shown in Figure
1.1 [17].

Figure 1.1. Machine learning evolution infographic timeline
However, all these techniques have limitations. In computer vision, transforming the
raw data (for example pixel values of an image) to a feature vector requires an expert
to design a feature extractor. Once extracted the feature vector needs to be feed to a
classifier which classifies input image. With a large amount of data or images with a
higher resolutions, this task would consume a large amount of computational resources and
time. In the last decade, the large-scale availability of web-based data and better datasharing protocols have lead to the era of ”big data” [18]. The necessity for new techniques,
including data mining, storage, modelling, and curation resulted in both challenges as well
as opportunities to use machine intelligence. Contemporary approaches of machine learning
cannot be used in the field of ”big data”, where data characterization happens not just in
terms of volume and velocity but also in terms of variety (the diversity of sources), and
veracity (an uncertainty of data). As a result, the field of machine learning made significant
advancements when Hinton et al. [19] proposed a new learning process called deep learning
in 2006.
Deep learning (DL) is a machine learning tool widely used in the field of computer vision
and image classifications [20]. It is a collection of multiple artificial neural network layers
where each layer adds to the increase in levels of abstraction of certain features which helps
in classification. The principle behind the learning process of deep learning is a process
where a model is fed with raw information or data, and automatically comes up with
4

representations required for detection or classification of data [21]. Deep learning adopts
a similar learning process with multiple levels of such representations incorporated from
different non-linear layers which transform the representation of one layer to a level higher
by extracting abstract features from data. With such transformations happening at a larger
scale, it can learn complex functions which were difficult to achieve via machine learning
algorithms because of their inability to scale up and extract features on a larger scale.
This kind of network where there are multiple layers and learning happens at each layer
constitutes a convolutional neural network (CNN). The convolutional neural networks refer
to biologically inspired a network of a large amount of interconnected data used typically
in deep learning for recognition and detection of objects in datasets [22]. In a convolutional
neural network, raw image data is being evaluated in the form of multiple arrays by breaking
image data in every stage and then examining the data for all the learned features. The
architecture of CNN is made up of series of stages of layers which include convolutional
layers to detect local features, pooling layers to merge similar features into one, and a fully
connected layer. This series of layers structure makes it highly parallelizable architecture
and gives the model tremendous processing capability at a faster rate [9].
Consider a task involving image classification where an image is passed to a model in
the form of an array of pixels. This array is made to pass through layers called convolutional layers which start extracting features such as edges, image position and other key
features important for classification. Combining all these key features leads to a classification model. All this learning from data happens using predefined learning procedures [21].
An overview of functioning and mechanics behind image classification using the deep convolutional network is shown in Figure 1.2, which takes greyscale input image (28x28), and
is fed through multiple layers before giving an output vector having probability of input
digits from 0 till 9 [23]. In this figure there is an image which is being fed to a bunch of
convolutional layers. Each convolutional layer consists of a set of kernels (or filters) which
have a learnable parameter and a small receptive field for feature extraction. Going forward
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across all the subsequent convolutional layers, each and every filter gets convoluted across
width and height as that of input, simultaneously computing the dot product between the
filter entries and the receptive field there by resulting in a 2D feature map for that filter.
Pooling layers are incorporated to reduce size of these feature maps. Finally, concatenating all the feature maps creates a fully connected network layers where neighboring layers
neurons are all connected resulting in a final output value [24].

Figure 1.2. A simple feed-forward convolutional neural network (CNN)
In the last decade, deep learning has been used to solve many complex problems such
as large-scale image recognition [25, 26], voice recognition [27, 28], medical image diagnosis
[5], natural language processing [29], and language translation [30]. Deep learning based
network architectures are very flexible and can be customized for a specific problem. These
networks give better accuracy, and real-time analysis on a large number of image based
classification problems [3]. A well trained deep CNN model is being used for complex
medical image diagnosis task and are giving promising results which will be discussed in
details in the subsequent sections.
1.3

Deep Learning for Wrist Fracture
Bone fractures are one among the most common type of musculoskeletal injuries and

have a high rate for misclassification [31]. Wrist fractures often go misdiagnosed because
of the wrist’s complex anatomical and bio-mechanical structure and due to inexperience or
lack of expert knowledge. Carpal instability (see list of medical terminology) is defined as
6

a state where the wrist is not able to handle any physical load or activities [32]. Diagnosis
of wrist radiographs is the first step to confirm if there is carpal instability. Further imaging modalities, including magnetic resonace imaging (MRI), MR arthrography (see list of
medical terminology), and computed tomography (CT), may be required for the further
diagnosis of the complex pattern of carpal abnormalities. There are few classification techniques, all of which require a human intervention to carefully analyze the wrist x-rays from
different viewpoints (Lateral (LA), Oblique (OB), and Posterior-Anterior (PA)). Sometimes
these fractures are hard to visualize due to poor image quality which might delay the right
treatment and in some cases cause damage which can cost a life of a human. There is a
considerable demand for technological assistance to radiologists in the field of wrist fracture
diagnosis. Designing an automated tool for wrist fracture classification is necessary which
will require computation on complex data, feature abstraction, and learning, which can be
achieved using deep CNN based models.
The fact that injuries of the wrist involves careful examination of distal ulna (see list of
medical terminology), carpal and metacarpal bases, and distal radius makes the diagnosis
even more complex [33]. Extracting all the relevant information from radiographs requires
years of experience and training, and there will always be a question of reliability [34].
So far there has been minimal research on fully automating the task of evaluating wrist
fracture using deep learning based deep convolutional neural network architecture. Deep
learning based models can help in coming up with a tool because of their capability to
do classification of highly diverse images with promising results [4]. This is to see if there
can be a standard deep learning network trained to classify distal radius fractures without
any human interference. Efficient tuning and design of classification algorithm can help
in developing a tool to classify not just fractures but also pin-point areas where model
speculates fracture portion on radiographs. This would help radiologists to focus on specific
portion of radiographs, improve efficiency and save time for the overall treatment.

7

1.4

Research Objective
This research has developed an AI-based wrist fracture classification tool using deep

CNN models. The goals of this project included:
1. Explore deep learning algorithms to handle auto-detecting wrist fractures from wrist
X-rays.
2. Develop a training algorithm for model training using existing deep learning methods
as mentioned in literature. Examine optimal parameters and algorithm for highest
accuracy.
3. Using the trained models, apply predictive techniques to new and unseen X-ray images
and predict wrist fractures accurately.
4. Consulting radiologists for domain expertise, and model performance evaluation.
5. Develop a web-based testbed that would receive images from a user, and query the
predictive model, to provide fracture or non-fracture classification.
(a) Design a web based fracture tool for visualization of fracture and give a likelihood
score (0-1) for the classification.
(b) Enhance the visualization by providing the heatmaps over the X-ray to identify
the fracture location.
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Chapter 2
Literature Review
Prior to 2010, medical imaging based examinations were performed manually by the
medical professionals, and there were limited developments in AI that automated this process. This process was based on a set of pre-defined rules and was able to perform analysis
on specific tasks for medical image diagnosis. The pre-defined rules were based on mostly
superficial features of an image such as analyzing the edges, corners, and enlargement of
any regions using low-level pixel processors. These automated expert systems were called
as GOFAI (good old-fashioned artificial intelligence) [35]. These expert systems were not
robust enough to handle any new tasks and apparently couldn’t be used often. By 1995,
Lo et al. created a system of convolutional neural network (CNN) for lung nodule detection. However, it required intense image preprocessing and the author could not confirm
how their proposed neural network could improve the existing diagnostic imaging techniques [36]. After 2010, there was a significant development in AI for medical imaging
and it involved deep convolutional neural networks (DCNN) [5, 21]. For a long time, no
progress was made in the practical implementation of DCNNs on medical imaging because
of several factors such as the scarcity of medical data, privacy concerns, and availability of
computational resources [21]. However, after 2009 when National Institute of Health (NIH)
started releasing health-care related data in to public domain there was a sudden influx
of multi-modality data online, which prompted a need for AI based predictive analytics in
healthcare [37]. It created a need for models driven by large, and complex data which fall
in the purview of artificial intelligence based learning techniques.
After 2010, rapid developments in computational power using graphical processing
units (GPU), and cloud based data storage technology has allowed deep learning to make
rapid strides. The learning process auto-generates high level features in addition to semantically interpreting the input data. Medical image processing methods mostly rely on
accurately identifying local anatomical characteristics using morphological feature repre-
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sentations. Deep learning methods were being implemented on different fields of medical
imaging which included 3D brain reconstruction [5], brain tissue classification [5], tissue
classification [5], organ segmentation [5], tumour detection [5], lung cancer detection by
using deep learning technique called stacked denoising auto-encoders for brain [5, 38], and
haemorrhage detection [5]. In 2016, Litjens et al. proposed deep learning based approaches
to detect breast cancer in sentinel lymph nodes. They also detected prostate cancer by
using bootstrapping, which is a statistical technique to estimate confidence intervals [38].
Paeng et al. achieved top ranking in the Tumour Proliferation Assessment Challenge (TUPAC) held in 2016 by using a CNN based model to detect mitosis at the region of interest
[39].
AI based methods can also help in reducing the diagnostic errors. A study conducted
on diagnostic errors for over four years in one of the district general hospital’s Accident
and Emergency (A&E) unit at Manchester, UK revealed that 77.8% of diagnostic errors
were due to misdiagnosing radiographs [40]. The same study also found that bone fracture
accounted for about 79.7% of the total diagnostic errors with wrist fracture share was
17.4% [40]. When it comes to identifying the bone fracture all the attempts made to
automate the fracture detection were done for specific types of fracture, minimizing the
amount of manpower. In 2003, Titan et al. proposed a method to detect femur fractures
by analyzing the neck-shaft angle using Gradient Vector Flow [41]. Ryder et al. used
acoustic pulses travelling along the bone to detect fracture [41]. Subsequently, use of texture
features such as intensity gradient direction, and gabor orientation for fracture detection
was implemented and results from individual classifiers were combined using the simple
voting scheme technique [42]. In 2015, IBM research lab at Almaden, San Jose designed
a tool using stacked random forest (SRF) for fracture detection in musculoskeletal X-ray
images [31]. However, SRF was implemented only for certain types of fractures such as
traverse fracture, open fracture, simple fracture, spiral fracture, and comminuted fracture.
The precision and accuracy was found to be only 24.7% and 81% respectively [31]. In 2017,
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Kim et al. [20] used principle of transfer learning using DCNN where a pre-trained model on
non-medical images was used to classify wrist x-rays as ”fracture or no fracture”. Only the
top layer was re-trained on wrist x-rays and their model was able to achieve an area under
curve (AUC) score of 0.954, but lacked visualization which would have helped researchers
to improve model efficiency [20]. In 2018, Wang et al. proposed the DCNN-based ”skeletal
maturity recognition” system for getting the estimate of bone-age [43]. This was a two step
process where initially distal-radius ulna (DRU) (see Appendix) is identified from hand and
wrist x-ray images and then a well-trained CNN classification model is applied to get the
bone-age. Accuracy reported for the proposed model for ulna detection and distal-radius
detection was 88% and 92% respectively.
Also in 2018, a team of researchers from private research labs developed a deep neural network which was trained to detect the fractures in wrist X-rays and also provided
visualization that located the probable fracture region [44]. Their model was able to score
an AUC value of 0.975 and reduced misinterpretation rates by 47% on clinically scanned
wrist-radiographs [44]. On May 24, 2018 the US Food and Drug Administration (FDA)
approved an Artificial Intelligence (AI) based software called Osteo-Detect (OD) which
could identify distal-radius fractures and the fracture location by providing heatmaps over
the fractures location [45]. This tool does help in fracture identification, and was able to
reduce the misinterpretation rate by 47%. However, for this tool training was done from the
scratch for the deep model using over 100,000 radiographs which could have been avoided
by using transfer learning principles [44]. Also, this software tool doesn’t provide complete
analysis for Posterior-Anterior (PA), Oblique (OB), and lateral (LA) views of the wrist
X-ray at the same time. This would be help clinicians as it would give a complete analysis
of fracture, and also help emergency centers with limited or no access to radiologists for
fracture detection.
With respect to deep CNN networks which are able to efficiently utilize spatial and
configural data, this thesis propose to use various different deep CNN network architec-
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ture for wrist X-ray classification. The deep CNN models have been selected based on
their performance on IMageNet Large Visual Recognition Challenge (ILSVR) [25, 46, 47].
ILSVR challenge (see Appendix) allows deep neural network algorithms to be tested for
image classification and object detection on a very large and diversified scale [47]. Data
competitions such as the annual ImageNet Large Scale Visual Recognition Competition
(ILSVRC) [47] has led to the rise of highly influential CNN models for image classification.
The ILSVR challenge was designed for visual object recognition research with creation of
a dataset consisting of approximately 3.2 million cleanly labelled images (all non-medical
images) with more than 1000 different categories/classes. The deep CNN models such as
VGG16 [48], VGG19 [48], Resnet [48], InceptionV3 [48], Xception [49], Densenet-201 [50],
Densenet-121 [50], and Nasnet [51] were designed and developed during some of the ILSVR
challenge sessions. Few models have less than 5% error on ILSVR dataset, when human
error was 5% [46]. These models have also been successfully implemented for medical
imaging tasks such as localization of cancer cells and human level diabetic retinopathy detection using Inception network [52], multi-class classification for Alzheimers using Resnet
network [52], chest X-ray analysis for abnormality detection and localization using VGG16,
VGG19, and Resnet [3]. When there is insufficient data for training deep learning models, transfer learning could be one of the ways to overcome this challenge as suggested in
multiple medical imaging tasks [53]. In transfer learning, a CNN model is pre-trained on
labeled natural images. The use of pre-trained CNN models for medical imaging can be
challenging since medical images differ from natural images. However, Shin et al. reported
better results and consistent performance for lymph node detection with transfer learning
compared to training the models from scratch [53]. Chen et al. reported improvement in
the algorithms performance with transfer learning in identification of fetal abdominal plane
[53]. Tajbakhsh et al. also showed that the CNN models pre-trained on natural images
have reduced chances for overfitting during training on medical images.
Recent studies have clearly demonstrated that transfer learning has surpassed human-
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level intelligence for diagnosing skin lesions, and retinal imaging [20, 54]. Transfer learning
has been under-utilized in wrist fracture classification which calls for understanding the
importance of transfer learning and its practical implementation in clinical settings.

13

Chapter 3
Methodology
This chapter provides in-detail, the data collection which involves wrist X-ray collection, and pre-processing steps involved in creation of the dataset. It also describes the
architecture and configuration for the deep model. The subsequent section covers the deep
model selection process, the programming libraries and software used in this thesis, and the
architectural configuration of the deep model. It also covers details on the fine-tuning of
the predictive models, and the training/testing algorithms. The last section emphasizes on
visualizing the fractured region on the wrist X-rays by plotting the heatmaps as predicted
by the deep model for the possible location of the fracture.
3.1

Collection of X-rays
A research collaboration between Louisiana State University (LSU), Baton Rouge and

Louisiana State University Health Science (LSUHC), New Orleans provided labelled X-rays
(fractured, scaphoid-fractured, and non-fractured) of the wrist for the patients consulting
at LSUHC. Since this study involves X-ray images of human subjects, an Institutional
Review Board (IRB) approval was obtained from both the university campuses prior to the
beginning of the research. As a part of this research collaboration, 1046 wrist x-rays were
collected of which 532 were fracture wrist X-rays, 415 were non-fractured wrist X-rays,
and 99 were scaphoid fracture wrist X-rays. Each X-ray had a unique identifier (ID) as a
time stamp associated with it (giving details about when X-ray was taken starting with
week 0 which is when patient visited for the first time), and the view from where X-ray
was taken (postero-anterior (PA) view, lateral (LA) view, and oblique (OB) view). For
every X-ray ID, there will be three sub X-ray images with different viewing angles. The
resolution for the X-rays were originally non-uniform but were standardized to a uniform
resolution of 224×224 pixels as a part of data preprocessing, using python’s library opencvpython. The image dots per inch (dpi) were 72 pixels per inch which is equivalent to a
length of 0.353 mm in each pixel. A rescaling process was applied to make sure each model
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gets consistent image size as input. With the active input from the domain expertise of
orthopaedic consultants, and radiologists, X-rays were cropped to remove any personal
information of the patients, and carefully labelled for each X-rays to their original class. A
labelled training dataset was created for model training process which was randomly split
as training (70%), validation (20%) and testing (10%) using train-test-split function from
python’s sklearn library [55].
3.2

Deep CNN Computer Vision Models
The success for using the deep learning models comes from the architectural engineering

of the model, which are designed for hierarchical feature extractions. To automate the
process of architectural engineering for deep models, the Neural Architecture Search (NAS)
process was introduced [56]. It involves a search strategy tasked to select an architecture
from a given search space, and then the architecture is trained and at the end tested on
unseen data for performance evaluation. The search space consist of individual building
blocks for constructing a neural network using layers such as convolution, pooling, and the
hyperparameters such as kernel size, number of filters associated with each layer. These
cells can be stacked together in different patterns using different search strategies which
would result in a discrete architecture. The discrete architecture is evaluated, and feedback
is given to the search strategy to guide them in their search process.
The model architectures are designed automatically based on the type of dataset involved using NAS algorithm, which searches for best neural network architecture. If the
dataset is quite large, the process becomes expensive both with respect to time, and computational power. To overcome this issue, a model architectural block is designed for a
smaller dataset, and then the block is transferred onto a larger dataset with the help of
”NASNet search space” [57]. An overview of NAS working principle is shown in Figure 3.1
[56]. As shown, controller which is an implementation of recurrent neural network (RNN),
samples child network with different types of architectures. The architecture selected by
controller is further trained, and tested on dataset and the accuracy obtained is further
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employed to update the controller search criteria for selecting improved architectures for
the subsequent selections.
Based on the NAS principle for architectural design it was decided to use NASNetA large model for wrist X-ray classification, which was originally designed for imagenet
classification. The deep CNN based NASNet-A large model also comes from the family of
Neural Architectural Search Network (NASNet) [56]. The architectures consist of similar
blocks of structures as that in other state-of-the-art deep CNN networks like DenseNet or
ResNet, but the configuration and combination of these blocks are different [56].

Figure 3.1. An overview of neural architecture search
The Nasnet model used is pre-trained on ImageNet dataset. With different CNN architecture being used within the NASNet, the internal architecture can be broadly classified
into three sections: convolution layer, pooling layer, and classification layer. At every
convolutional layer, a set of convolutional filters generate a feature map by convolving on
input image. As the filter is convolving, it looks for patterns such as edges, corners on that
section of image and generates feature map in the process my taking the product of filter
weights matrix and convolution output. This information in the form of feature map is
passed on to subsequent convolutional layers to learn more complex features. The feature
16

map are non-linearly transformed using non-linear activation functions such as RELU (rectified linear unit) [52]. RELU applies elementwise non-linearity to the convolutional layer
and controls its output.
As model training continues, filter weights change by a process known as backpropagation [58]. Pooling is used in CNN models to perform non-linear down sampling with the
help of function, such as max-pooling or average-pooling [59]. Pooling helps in reducing parameter count, and the overall computational time by reducing the overall spatial size. To
avoid the overfitting problem in a fully connected layers, global average pooling layer was
used for this project. The global average pooling layer takes the average of every feature
map and generates one feature map corresponding to each category involved in an classification task [60]. It takes a feature map with dimensions h × w × d as input, and reduce it
to 1 × 1 × d dimension by taking an average of h × w feature maps. The output from global
average pooling layer is then given to final classification layer which is the softmax layer.
The softmax layer performs the final classification for the two classes fracture/non-fracture
and the deep CNN is trained by maximizing the likelihood objective of softmax layer. To
maximize the same likelihood objective different optimization techniques were tried, and
tested such as Adagrad (for it’s ability to have adaptive learning rate), RMSprop (which
considers only the magnitude of gradient from previous iterations), SGD (with added variable momentum for better accuracy), Adam (which takes both momentum and magnitude
of gradient for calculating adaptive learning rate), and Adadelta (which is a more robust
extension of Adagrad optimizer) [46, 55].
An overview of how a convolutional filter is used in extracting an image feature such as
diagonal fracture from a wrist X-ray is shown in Figure 3.2 [20]. As shown, the convolutional
filter is being convolved over the input image after it has been pre-processed. The white
boxes represent the location of the convolution filter at any given time, as it scans through
each position in the image. The filter values shown is used to detect diagonal lines from
bottom left to top right in an image. The weights for these filters are calculated during the
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training process using back-propagation. Taking the average value of the product between
the filter and the pixel values at the current location gives a value which is stored in the
output matrix. The output matrix is assigned a value for every possible location where the
filter can sample on an input image. The higher the value, the higher the chances of finding
similar orientations as that of the filter. This is repeated for all the convolutional filters in
subsequent layers, and the final result will be a feature matrix for complex features.

Figure 3.2. A CNN filters working principle for diagonal fracture detection
3.3

Software Details
Keras is a high level API used for building deep learning models [55]. It is built on

Tensorflow which is an open source software library used for high performance computation [61]. Design and developed by Google’s Brain team Tensorflow comes with strong
support for implementing machine learning and deep Learning across different platforms
(Central Processing Units (CPUs), Graphics Processing Units (GPUs), Tensor Processing Units (TPUs)). Keras provides library functions to implement pre-trained deep CNN
models on large dataset of natural images like Imagenet. The image classification models
used (VGG16/19, Inception, Resnet, Xception, Densenet (121/201), and Nasnet has been
customized and implemented for the wrist x-ray classification tasks using Keras library
functions. Keras library allows customization of CNN models by providing support to
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makes changes in the final classification layer and making necessary adjustments in layers.
Tensorflow-gpu used in this project is the GPU version of the Tensorflow [61]. Tensorflowgpu provides the model a faster processing platform, thereby reducing the time for the deep
CNN model training process.
3.4

Classification Architecture
The Imagenet architecture for NASNet takes architectural inspiration from different

deep CNN networks such as Resnet, Inception, and Densenet [46, 50]. The combinations
of different convolutional networks, followed by nonlinearities, and connecting all the cells
together constitutes an image classification network. NASNets RNN controller is made
to predict these different combinations using certain type of search strategy. It includes
predicting operations such as convolutions, normalization, pooling for a small model. A
model consists of repetitive blocks of two cells: ”Reduction Cells” which is a network
of convolutional cells to reduce the feature map of the image by a factor of two, and
”Normal Cells”, which is a network of convolutional cells but makes no changes in the
dimension of the feature map [56]. The internal architecture for Reduction Cells and Normal
Cells were designed by the recurrent neural network (RNN) controller based on Imagenet
dataset. Figure 3.3 also reveals best architecture designed by the controller for the Normal,
and Reduction Cells for Imagenet. The number of Normal Cell and Reduction Cell is
dependent on experiments. Adjacent figure represent the best architecture for Normal Cell
and Reduction Cell found for Imagenet [56]. Each cell has two input hidden states hi and
hi−1 which are coming as an output from previous two layers. The controller then predicts
using ”search strategy” the rest of the convolutional architecture blocks by constructing
these blocks recursively by adding layers and finally performing concatenation across all the
resulting branches [62]. The final architecture for NASNet is constructed by stacking these
two cells in a predefined manner as shown in Figure 3.3 which shows the top performing
NASNets architecture for Imagenet classification [56].
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Figure 3.3. NASNet scalable architecture for Imagenet classification
For this experiment, the NASNet-A large model is taken from open source Keras applications library, and were already pre-trained on Imagenet dataset. There were no major
changes with respect to internal architecture of the model except for the last layers which
were customized for this wrist X-ray classification task. As a part of the customization,
a global average pooling layer, and a softmax logistic regression layer were added to deep
CNN models. The resulting fully connected deep CNN models were then used for training
on wrist X-rays. A complete deep CNN architecture for NASNet has 268 convolutional layers,79 pooling layers, and 264 batchnormalization layers, with convolutional layers having
skip connections.
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Figure 3.4. Processing pipeline for wrist fracture detection
For training, the deep model is exposed to a single wrist X-ray image at a time. Each
input image is 224×224 pixels encoded in RGB color which also supports the pre-training on
Imagenet dataset which has natural images encoded in RGB. It is important to know that
the tasks needed to perform the wrist X-ray classification using deep CNN models did not
require a non-distorted image, e.g. measuring angles. In the data pre-processing step, the
RGB value across all the pixels was set to be in range from [0,1]. The convolutional layers
had filters with a receptive field of size 3 × 3 (for capturing the boundaries, shapes, and
edges) and size 1×1 (for linear transformation of the input channels which was then followed
by non-linearity activation functions). The convolution stride (the distance between the
receptive field center of neighbouring neurons) was kept at default value. Spatial pooling,
wherever applicable, is carried out by max-pooling layers. For all the deep CNN models
in this study, the last layer followed the same architecture. For non-linearity of the final
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output score function, ReLU is applied at the output of the last fully-connected layers and
at all the intermediate convolutional layers.
3.5

Classification Configurations
For the first phase of the training process, NASNet-A large model pre-trained on Im-

agenet were fine-tuned for the last layers only. It was done to see how transfer-learning
could be used for the wrist X-ray classification. It also helped to speed up the convergence
and make network more generalize. Training was done with only the top layers were being
trained on fractured, and non-fractured X-rays. To provide CNN models with large number of training samples of wrist X-rays, a technique called data augmentation was applied.
Horizontal flips, and translations were also applied as a part of augmentation technique to
the wrist X-rays, to help model extract more salient features from multiple orientations.
For this phase, trainable features for each layer (except the top layers) were set to false
because the model is already pre-trained with set weights, and bias for each node from the
Imagenet dataset. For the data augmentation, Keras ImageDataGenerator was used. The
generator gets iterated to the deep learning model by calling the fit function from Keras
library. The iteration process generates image in real-time with customizations such as random rotation (was set to false), shifts (was set to false), horizontal flip (was set to True),
horizontal-shift (randomly shift image horizontally as a fraction of total width) was set to
0, and vertical-shift range (randomly shift image vertically as a fraction of total height) was
set to 0.1. This process costs additional time but helps in reducing memory overhead by
creating augmented data in real time for model training rather than loading entire training
set on memory. Keras callback feature was used to get model accuracy during the training. The callbacks ”ReduceLROnPlateau” feature was used for monitoring/changing the
learning rate while training [55]. ”EarlyStopping” stops the training when the monitored
parameter (classification accuracy) has stopped improving over a certain number of epochs
was set to 15 consecutive epochs (based on trial and error). All deep CNN models were
trained for max upto 200 epochs (based on prior observation during training) with early
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stopping criteria. The csvlogger streams all the epoch related data to a csv file. The batch
size was set to 4 throughout the training process. For SGD optimizer, momentum was
set to 0.9 after experimenting with different values. The hyper-parameters for all these
optimizers were kept dynamic (except momentum for SGD). The learning rate starting
from 0.001 (if not having any default value), was decreased by a factor of 10 for every 5
consecutive epochs, if there were no change in accuracy. Model accuracy was calculated
using sklearn library based on factors such as miss-classification rate, categorical accuracy,
precision, recall and support.
After model’s top layer has been trained, further fine-tuning is applied on the complete
CNN network. This implementation included models being trained for all the layers by
setting the trainable feature for each layer as True and following similar configuration as
that of previous training phase. All the other training parameters were kept same as that
of previous experiment. The model training is applied for all the layers with the last layer
being trained already in the previous training process. The aim for the entire training
process was to determine if the prior knowledge of model training on natural images could
be used for wrist fracture classification task. An algorithmic flow chart for the model
training is shown in Algorithm 1, and for testing in Algorithm 2. It gives an overview for
entire training, and testing process conducted for getting preliminary results.
3.6

Visualization Using Heatmaps
A learning process of a convolutional filter involves pattern matching, where the con-

volutional filter looks for a similar pattern in an input image, and maximizes the output
if similar pattern is found. This is helpful to assess if our deep CNN model has been
trained well enough to be generalized. Also, testing the trained model on different input
images is necessary to make sure trained model is looking at all the required or relevant
portions of the image to provide an accurate decision. In this case, a heatmap will give the
probable location of the fractured region over the wrist X-ray. To bring up the heatmaps
over the fractured portion on X-rays, it was necessary to focus on pixels of the input X-
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ray image which are contributing most for the model decision making process because any
small changes in these pixels will contribute to maximum change in the decision making
process. In deep CNN, the output function f (I) is a non-linear function of input image I.
Algorithm 1 Training Algorithm
Require: Wrist X-rays
Input: Wrist X-rays from training dataset.
Output: A model trained for wrist fracture classification.
1: Initialization
• Data preprocessing.
• Image resizing for uniformity.
2:

Model Training phase 1
• selecting optimizer for model training.
• Add global average pooling layer, fully connected dense layer, and a softmax layer
to the models top layer.
• freezing rest of the layers (except top layers) for training.
• Initialize data generator for image augmentation, setting batch size as 4, and
learning rate as 0.001.
• compile the model.

while epochs ≤ 200 do
model training of the top layers on wrist X-rays.
if no change in validation loss for 5 consecutive epochs then
reduce the learning rate by a factor of 0.31 (square root of 0.1).
continue
else if no change in validation loss for 15 consecutive epochs then
stop the training and save the model.
exit
else
continue
end if
epochs = epochs + 1
end while
{top layers are well trained, and now all the layers will be trained taking advantage of
classifier layer being pre-trained (transfer learning).}
17: Model Training phase 2

3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:

• un-freezing all the layers for training.
• compile the model.
{algorithm cont’d.}
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18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:

while epochs ≤ 200 do
model training for all the convolutional layers on wrist X-rays.
if no change in validation loss for 5 consecutive epochs then
reduce the learning rate by a factor of 0.31 (square root of 0.1).
continue
else if no change in validation loss for 15 consecutive epochs then
stop the training and save the model.
exit
else
continue
end if
epochs = epochs + 1
end while

Algorithm 2 Testing Algorithm
Require: A model saved from the above training process for wrist fracture classification.
Input: Wrist X-rays from test dataset.
Output: A likelihood score(0-1) for X-ray classification (fracture/non-fracture).
1: Call the predict function of the saved model.
2: Get the model prediction, and the likelihood score for the classification.
3: Calculate miss-classification rate, categorical accuracy, precision, recall and support for
the model.
Towards the last convolutional layer which is expected to learn all the high level features,
the non-linear function represents the relationship between the complex features learned
during the training with the output score function. However, if the non-linearity of output
score function is approximated to a linear function f (I) using the Taylor expansion series
in the neighborhood of an input image point say at Io the final output score function would
look like as shown in Equation (3.1) [63].

f (I) ≈ wT I + b,

w=

∂f (I)
|I → Io ,
∂I

(3.1)

(3.2)

In Equation (3.1), b refers to bias, and w refers to derivative of f (I) with respect to input
image I at point Io as shown in Equation (3.2) [63]. The magnitude of the derivate in
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equation (3.2) gives the approximate pixel location Io on image I which would result in
contributing maximum towards model decision. The derivative can be used for visualizing
and locating what portion of the X-ray contributes most towards decision making process
of deep CNN model by plotting heatmaps at those regions. The same derivative concept for visualization has been incorporated in Python’s open-source visualization library
called keras-vis [64]. This library is compatible with tensorflow, takes trained deep CNN
model, input image, filter indices which needs to be visualized, backprop modifiers (”relu”
which makes back-propagation propagate towards positive gradients, ”guided” which also
propagate towards positive gradients but only for positive activations), and gradient modifiers (”small values” for highlighting small gradient values, ”relu” for clipping the negative
gradient values) as input parameters [64]. It gives a heatmap of an image with regions
contributing most towards decision making process of model being highlighted as output .
To further expand the conceptual scope of keras visualization library keras-vis, a
flowchart explaining the overall flow of the heatmap generation is shown in Figure 3.5.
Figure shows how the last convolutional layer feature map contribute towards heatmaps
[65]. The idea is that the last convolutional layer in an CNN is expected to have best
compromise between all the high level complex features, and spatial information about
an image. So the derivative of output score function for each class as predicted by the
model with respect to feature maps at the last convolutional layer will give the gradient.
This gradient is back-propogated using global average pooling to obtain the new weights.
This weight consist of only the dominant features for the target class. Towards the end,
heatmaps is plotted by the weighted combination of dominant feature maps using rectified
linear unit (RELU) which will allow only the positive pixels contributing maximum towards
the score function. These pixels intensity if increased will increase the score value for the
target class.
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Figure 3.5. Conceptual diagram for keras-vis for heatmaps
Further, a Python based web-framework Django is used to build a web based tool for
users to upload wrist X-rays, and see the classification results. The web based tool will also
be used as a platform for evaluating model accuracy, and visualizing the model performance
on real time basis using likelihood score (0,1) for classification, and heatmaps feature. The
trained deep CNN model are deployed on a secured cloud server, and will be invoked from
this web based tool. The tool is using proper authentication channels to make it secure,
and address the patient privacy concerns. Entire radiological workflow for wrist fracture
classification and visualization task will be performed using the same tool.
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Chapter 4
Results
4.1

Classification Results
Using Ubuntu 16.04 with 32 GB RAM, Intel Xeon 2.40 GHz having Nvidia GTX

1060 (6 GB) GPU, and amazon web service (AWS) with Ubuntu 16.04 and 60 GB RAM,
Intel Xeon 2.30 GHz having Nvidia Tesla K80 (24 GB) GPU training, evaluation and
testing was performed for the deep CNN models. Trained models are saved in a HDF5
format which contains the complete architecture of the model with final weights and bias
values after the training process was completed. It also includes training configurations
such as loss, optimizer details, hyper-parameter details, and the state of the optimizer
for allowing resumption of training exactly at the point where model was last trained.
NASNets accuracy was compared with other image classification models such as VGG16,
VGG19, InceptionV3, Xception, Resnet, Densenet-121, and Densenet-201 which are used
as a benchmark. All these models are trained in a similar environment as that for NASNet
model and with configuration details as defined in Chapter 3. Table 4.1 gives estimate
of parameters trained during the training process for different models and Table 4.2 gives
details about the training time and memory consumption for each of the models. We see
that NASNet has maximum number of trainable parameters among all the models which
makes the training process time consuming and computationally expensive. However, once
training is completed we save the current state of the model for subsequent analysis.
Further analysis of training accuracy and training loss are shown in Figure 4.1, and
Figure 4.2. The figures show how during the training process, VGG-16, Densenet-121, and
VGG-19 were able to converge fast enough in less than 50 epochs, while the models such
as Xception, and NASNet took longer time to converge which can be explained based on
the complexity of the Nasnet’s CNN network which is more complex then former network
of CNN models. Similar observations can be made from observing the validation accuracy
from Figure 4.3, and validation loss from Figure 4.4. It is clear that Densenet-121, VGG-
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16, and VGG-19 are able to achieve higher accuracies, and fast convergence on the test
dataset.
Table 4.1. Number of training parameters for each CNN model

Model
VGG-16
VGG-19
InceptionV3
Xception
ResNet
DenseNet-121
DenseNet-201
NASNet

Training only top layers
number of trainable number
of
non
parameters (in mil- trainable paramelions)
ters (in millions)
0.53
14.71
0.53
20.02
2.1
21.80
2.1
20.86
2.1
23.59
1.05
7.03
1.97
18.32
4.13
84.92

Training all the layers
number of trainable number
of
non
parameters (in mil- trainable paramelions)
ters (in millions)
15.24
0
20.55
0
23.87
0.03
22.91
0.05
25.63
016
8.00
0.083
20.06
0.23
88.85
0.20

Table 4.2. Training time, and memory consumption for the deep CNN models
Models
VGG-16 VGG-19 InceptionV3 Xception
Average Training Time (hours)
9.25
18.75
8.75
9.0
Memory Consumption During Training (GBs)
0.53
14.71
15.24
13.67
Average Test Time (hours)
0.0030
0.0032
0.0041
0.0161

ResNet

DenseNet-121

DenseNet-201

NASNet

6.0
15.24
0.0333

12.5
15.24
0.0327

28.25
11.39
0.0391

29.0
17.22
0.0513

Figure 4.1. Training accuracy for all the models
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Figure 4.2. Training loss for all the models

Figure 4.3. Validation accuracy for all the models post training
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Figure 4.4. Validation loss for all the models post training
The test results for all the models on a separate test dataset is shown in Table 4.3.
The first column shows the model used for the training, and the second column refers to
the optimizers used by the same model during the training process for both the stages of
training. The third column provides model accuracy on a separate test set at the end of the
final training process before model is used for subsequent visualization. The subsequent
columns show the performance of the models using metrics such as recall, precision, and
f1-score for each model. The last column provides the AUC score which gives overall
performance for each model based on the area under the ROC curve. It suggests that all
the models were accurate in classifying the wrist X-rays being fractured or not. Also, the
f1-score shows that these models were able to correctly classify test dataset.
Table 4.3. Best results on test data for all the models
Model
Optimzer
VGG-16
Adagrad + SGD
VGG-19
Adam + RMSprop
InceptionV3
Adadelta + Adam
Xception
Adagrad + Adadelta
ResNet
Adagrad + SGD
DenseNet-121
Adagrad + SGD
DenseNet-201 Adadelta + Adadelta
NASNet
Adagrad + Adagrad

Accuracy

recall

precision

f1-score

AUC

0.99
0.99

0.95

1

0.97

0.99

0.95

1

0.97

0.99

0.99

0.95

1

0.97

0.99

0.99

0.95

1

0.97

0.99

0.96

1

0.94

0.97

0.98

0.99

1

1

1

0.99

0.96

0.95

1

0.97

0.93

0.96

1

0.94

0.97

0.96

31

4.2

Visualization Results
To visualize the fractured region on wrist X-rays, heatmaps were plotted over the

fractured X-rays to identify probable fracture region. Once wrist X-ray has been classified,
the heatmap function is invoked to visualize the location of the fractured region using
web based visualization tool. This tool internally calls the Keras visualization library for
generation of heatmaps, based on the filter indices selected (which refers to class category
for which heatmap needs to be plotted). For fractured X-rays, the filter indices will be one
and for non-fractured X-rays it will be zero. For the experiments, the filter indices were
set both as zero and one as the tool will be processing both types of X-rays for analysis
and setting filter indices on one class will fail the test for the other. Few sample heatmaps
for different types of fractures are depicted as Table 4.4. In this table, the first column
depicts different types of X-ray fractures available in our dataset, the second column shows
the actual fractured region being labelled over the original X-rays, and the third column
shows the predicted fractured region by the developed deep CNN network. The yellow and
blue regions are the less probable regions, while the red with black shades depicts the more
probable regions for the location of fractures to be present. To gauge the performance for
all the deep models trained for wrist fracture classification, heatmaps were plotted for all
these models. This was to understand, how the deep models are predicting, and also to get
info about the overall training process for all these models. Heatmaps were observed from
the last convolutional layer for all the models and helped in comparing the deep models
based on their learning process for the wrist fracture classification task.

32

Table 4.4. Heatmaps for different x-rays
Fracture type

X-ray

Heatmap

Distal Radius Fracture

Distal Radius Fracture

Scaphoid Fracture

Scaphoid Fracture

4.3

Discussion
To make sure the deep models training, and learning process is accurate we compared

the heatmaps showing the fracture locations over the wrist X-rays for all the models as
shown in the Table 4.5. The comparison was necessary to visualize the pixels contributing
maximum towards the output score function. Table 4.5 shows for a given fractured wrist
X-ray the likelihood score from all the models and the pixels contributing most towards the
output score function. Table 4.5 shows how deep models such as ResNet, DenseNet-121,
DenseNet-201 were giving high likelihood score for the classification, but after looking at the
heatmaps it is clear, the pixels used by these models were not accurate. The heatmaps from
NASNet were more accurately capturing the pixels from fractured location. The likelihood
score for the classification were not too high for NASNet, but the pixels contributing
towards the score were accurate then other deep models. Even for the Scaphoid fractures,
NASNet was giving the best result when it came to identification of fractured region using
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heatmaps.
Table 4.5. Heatmaps with prediction score for deep models

Original Scaphoid Fracture

NASNet (66.4%)

VGG-16 (60.2%)

DenseNet-121(99.6%)

ResNet (100%)

DenseNet-201 (95.8%)

Eventhough, NASNet model took 29 hours for the entire training process as shown
in Table 4.2, and was computationally expensive, it was giving accurate prediction for
the fracture as well as for localization of fractured region. This observation suggest that
the deep models such as DenseNet-121, DenseNet-201, ResNet might require some more
analysis as to why the last convolutional layer for these models were not been able to
locate pixels accurately for fractured region. We can conclude that among all the other deep
models, the NASNet CNN network which was originally designed for Imagenet classification
can also be used for wrist fracture classification as well as the fracture identification task.
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Chapter 5
Conclusion
An AI based software tool for wrist X-ray fracture classification, and visualization of
fracture region by overlaying heatmaps on wrist X-rays has been developed using deep CNN
models. Different deep CNN models were used as a benchmark to compare the accuracy for
the NASNet model used for wrist fracture classification task. The architecture for NASNet
was designed using the imagenet dataset, but training for the model was performed using
the wrist X-rays. Among the models such as Vgg16/19, Densenet121/201, Resnet, Nasnet,
Inception, and Xception used for classification of wrist X-rays, and visualization of fracture
using heatmaps on a seperate test data set, the NASNet model gave us the best results.
The AUC score for NASNet model was found to be 0.96, with the recall value as 1, and
the precision score was 0.94. This good performance can be attributed to transfer learning,
and fine-tuning of CNN parameters. It also demonstrates that deep CNN models trained
on natural images (Imagenet dataset) could also be effective on medical image classification
task such as wrist X-rays.
The study’s hypothesis for using pre-trained models on natural images for classifying
wrist X-rays has been demonstrated to improve models accuracy for classification and
identifying fracture region using heatmaps. Transfer learning scheme used in the study has
also helped in overcoming the need for large amount of data to train deep CNN models
which in the medical domain could be a challenging task due to privacy concerns, and
annotation can be a costly.
The proposed AI-based approach provides several competitive advantages during a disruptive time in the field of healthcare where AI-based tools can help reduce the misdiagnosis
of fractures and detection of hair-line fractures that may miss the eyes of a radiologist. The
developed tool can be used to reduce the turn-around time for wrist fracture classification
tasks. It will also help clinicians who are constrained by restrictive time or limited capabilities a situation that are typically seen in urgent care clinics at rural or remote locations.
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The medical device industry is also poised to enter a robotics-driven phase with the use of
AI-based tools that assist in critical tasks such as surgery. The accuracy of this predictive
technology provides orthopedic clinicians with an opportunity to reduce errors in diagnosis
and reduce wastage of imaging resources and patient time due to misdiagnosis or errors. A
web based prototype tool was also developed as a use-case for orthopaedics, and radiologists to classify X-rays as fracture or non-fracture and visualize probable fracture location
using this AI-based predictive technology.
To conclude, the healthcare sector at present is a human and machine collaboration
which will eventually become an alliance in future. As we get more data in medical domains,
we can always train deep learning based systems to help human in interpretation of the
given task. It will create a faster way for disease diagnosis and also help in reducing the
human error. Finally, we will also have to think about integrating various disciplines of
medical domain using deep learning to support future of precision medical treatment.
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