This paper proposes a novel design of a reconfigurable 
humanoid robot head, based on biological likeness of 11 human being so that the humanoid robot could agreeably 12 interact with people in various everyday tasks. The proposed 13 humanoid head has a modular and adaptive structural design 14 and is equipped with three main components: frame, neck 15 motion system and omnidirectional stereovision system 
Introduction

36
During last years, several research groups have achieved 37 important advances in humanoid robotics projects. 1 
Design of Humanoid Head
174
In the design of a humanoid head several aspects must be 175 considered, the anthropometrical aspects being the most 176 important ones, which refer to the study of physical 177 dimensions of human body, and ensure that the humanoid 178 head has similar proportions to its biological simile. 179 Therefore, it is necessary to evaluate the parameters 180 of human dimensions to achieve a humanoid-appropriate 181 configuration. 26 It must also be taking into consideration 182 the characteristics of human movement, in this case the neck 183 movements. It is also important that the structural design of 184 the humanoid head has the ability for sensors and actuators 185 to be carried inside. 186 Moreover, it is necessary to consider issues related to the 187 sensory system, in this case an omnidirectional stereovision 188 system, allowing the acquisition of a wide range of views of 189 approximate 360
• .
14,15
190
For the humanoid head of this work, the chosen vision 191 system is formed by catadioptric systems. These vision 192 systems can acquire a range of visions of ∼ 360
• with the 193 capture of a single image. Since the geometry of the mirror 194 is known, the rectification of the omnidirectional image to 195 panoramic one is possible.
196
On the other hand, the dimensions of the system could be 197 modified by means of adjustment of the mathematical model 198 of the mirror surface if the profile of the mirror is changed. In the case of human body, the head movement is achieved 215 by the combination of cervical vertebrae and neck muscles.
216
The human neck has three degrees of freedom, which are 217 presented in the movement of pitch, roll and yaw. 
Description of humanoid head
220
The projected humanoid head is designed as a flexible and whose axes are connected to motors that carry out the 255 respective movements of pitch and roll. The yaw movement 256 is achieved through a vertical shaft attached to the top of the 257 differential mechanism. The motor of this shaft is installed 258 at the base of the neck of the head. The motors connected 259 to the differential mechanism are of same mechanical and 260 electric characteristics so that movements of pitch and roll 261 are carried out properly. These motors are 24 VDC, with 262 similar gearbox and differential encoders of 500 pulses 263 In this first prototype of the neck mechanism, the 269 movements of pitch and roll have ranges of angular 270 displacement lower than those of human beings (see Table I 271 in Section 2.1). [17, 18] , where a collection of specific mirror shapes is 304 analysed to achieve a single effective viewpoint that allows 305 the construction of the perspective and panoramic images. 306 Since the image formation is a well-controlled process, it is 307 easy to derive its geometrical properties.
308
In order to present the geometry of image formation for 309 central catadioptric cameras, the notation of points in the 3D 310 space is chosen to be represented by bold upper case letter, 311 such as X, and its corresponding coordinates by italic upper 312 case letter, such as X. For the representation of points in a 2D 313 space, a bold lower case letter is used, and for its correspond-314 ing coordinates are represented by italic lower case letters. 315 The same notation is used for 2D or 3D vectors and planes. 316 The vision systems designed in our work are based on 317 hyperbolic mirrors. This shape is the solution of quadric 318 surfaces that provides a central perspective projection where 319 one of its two foci is fixed at the pinhole camera, F ii and 320 the other at the viewpoint, F i . The initial restrictions of 321 our omnidirectional system prototype are imposed by the 322 previously acquired high-resolution cameras. The camera 323 model is the Ueye UI-1485LE-C/M, colour RGB, with 324 resolution of 2560 × 1920, sensor size equals to 1 / 2 ", 6 fps, 325 2.2 µm pixel pitch. 326 The geometry of a hyperbolic catadioptric system is 327 described by means of mirror surface (M ∈ ℜ 3 ), an arbitrary 328 3D point in the world space X W and the intersected point 329 of the light ray of X W towards F i at the mirror surface 330 X M . Let the Cartesian coordinates' origin is denoted as O W , 331 the distance between two foci as c, the distance from F ii to 332 the images of plane is designated as the focal length f, the 333 projection of the refracted ray that passes through it into the 334 image plane (I ∈ ℜ 2 ) as u i = (u i , v i ), the azimuthal radius as 335 r M = (X, Y ) (See fig. 3 ) if O W is placed on the middle of c, 336 then the equations of the hyperbolic system are expressed by 337 the following relations and its two foci are F i = (0, 0, c/2) 338 and F ii = (0, 0, −c/2):
Since the perspective projection is rotationally symmetric 340 aboutẑ-axis, the problem can be restricted to theẑr-plane 341 and the mirror shape as a profile in the 2D plane. The 342 
Finally, the vertical angle of the catadioptric system is φ = 368 2β + θ. Next, the following relationships can be deduced:
Substituting Eq. (4) in Eq. (5):
Taking the tangent on Eq. (6) and using standard 371 trigonometry relations, such as tan(2β), tan(γ − α) and the 372 slope (3), the resultant equation is
The resolution of the catadioptric system must be computed 374 to avoid the degeneration of the geometric relation among 375 the points in a 3D space, the information observed by f i , and 376 its projection in an open disk. This fact is important to obtain 377 correct panoramic and perspective image transformations. 378 The resolution can be defined as the relation between an 379 infinitesimal area on the image dP and its corresponding solid 380 angle of the world dw; detailed description of the method 381 was presented by Benosman and Kang in ref. [28] . Due Q6 382 to geometrical properties of the hyperbola it is possible to 383 derive the solution by consecutive relations between dP and 384 an infinitesimal area on the mirror surface. 385 Several simulations have been performed to solve the 386 first-order differential Eq. (7) and consequently to find 387 an appropriate profile that suits the camera parameters, 388 the mean dimensions of a human head and the ability of 389 acquiring a wide vertical field of view. We have performed a 390 simulation of the mirror profile and the resulting hyperbolic 391 mirror designed and manufactured (using CNC micro-392 mechanisation facilities at the Centre for Automation and 393 Robotics -CSIC-UPM) is presented in Fig. 4 
Catadioptric Panoramic Stereovision System
401
The stereovision problem for omnidirectional systems is 402 analogous as for conventional cameras are concerned. The 403 epipolar geometry has been studied thoroughly in ref. [19] , 404 which describes the relationship of corresponding 3D points 405 between a pair of images by means of epipolar lines that for 406 the case of catadioptric systems are curved. To present the 407 geometry of our proposed omnidirectional stereo system, 408 the initial step is to consider two catadioptric cameras: 409 1-omnivision and 2-omnivision with an already known 410 geometry (i.e. see Fig. 3 ). In order to simplify the notation, 411 only the variables related to the mirror and world frame will 412 be retained because their projection onto the image plane can 413 be controlled and vice versa from the image plane data onto 414 the mirror frame (please refer to Section 3). The catadioptric 415 systems are positioned in such way that their viewpoints 416 are horizontally aligned, their localẑ-axes are parallel to 417 each other and DH is the distance between them. The 418 catadioptric system is depicted in Fig. 6 , whereX W is taken 419 as an arbitrary point in the 3D space and its reflecting light 420 rays at both mirrors' surfaces areX 
Let us suppose a third camera 3-omnivision is introduced, 435 vertically aligned to 2-omnivision (see Fig. 7 ), their foci 436 belonging toẑ-axis and D V is the distance between them. 437 The viewpoint of 3-omnivision isF has been calculated, the problem for depth 470 estimation from a pair of catadioptric systems is reduced to 471 Table II. Pseudo-code for objects detection and depth estimation.
Imaging procedure 1. Image acquisition:
• Two images (img 1-1 and img 1-2) acquisition by 1-omnivision.
• Two images (img 3-1 and img 3-2) acquisition by 3-omnivision.
Motion detection (segmentation):
• Image segmentation (imgSeg1): between img 1-1 and img 1-2.
• Image segmentation (imgSeg3): between img 3-1 and img 3-2.
3. Feature extraction:
4. Rectification: transformation 1-omnivision to 2-omnivision (1-desired omnivision), Eqs. (13), (10) 
It is common that when rectification of images is been and (13)) and the disparity map is computed (see Eq. (14)).
505
The pseudo code used for this stage is summarised in Table II. 506
In order to present the results of the image procedure, we the surroundings of the system (see Fig. 9(a) ). In the second 513 pair, another object enters the scene; therefore, the current 514 problem involves multiple moving objects' detection (see 515 Fig. 9(b) ). The third pair shows several objects that move in 516 random trajectories around the system (see Fig. 9(c) ). The Table II attend the next nearest object with the largest movement. 552 Under this rule our humanoid head will move in a "curious" 553 human-like manner.
554
In Fig. 12 we present the results of the elevation (ϕ) and 555 the azimuthal (α) angles, obtained by the omnidirectional 556 stereovision system -a long and large image sequence, the 557 image processing of this initial approach takes ∼ 300 ms.
Q9 558
Three interesting cases are represented in Fig. 12 . In case 1, 559 the system is tracking the trajectory of an object in movement 560 (Object 1), and unexpectedly another object moves (Ob-561 ject 2), a swiftly movement (to kick, to drop something, etc), 562 since the position of Object 2 with respect to the humanoid 563 head is closer than Object 1, the system attends this action. 564 This is represented as outliers in the natural tracking of 565 Object 1 (this scenario is represented in Fig. 10(c) ).
566
The second case (case 2) shows the natural tracking of the 567 nearest object in movement (Object 1), where none of the 568 objects is nearer than Object 1, this situation is presented 569 in Fig. 10(a) . And finally (case 3), a scenario where two 570 people are interacting around the human head at equivalent 571 distances; in this case both people are selected intermittently 572 as a target, for example when people are talking, moving 573 their hands and so on (see Fig. 10(b) ). verifying the effectiveness of the vision system and algorithm 583 described in Table II . Angles α, β and disp. values supplied 584 by the vision system are the inputs for active control system 585 of the humanoid head, so the head can "seek" the objects in 586 movements. The actions carried out by the humanoid head 587 are the pitch (β), roll (disp., β) and yaw (α). The angular 588 displacements of the neck are limited by the control system 589 to perform natural tracking tasks. 590 Figure 14 shows the pitch and yaw movements of the 591 humanoid head according to the results presented in Fig. 12 . 592 The results of the pitch and yaw movement (Fig. 14) are 593 equivalent to the results of the elevation and azimuthal angles 594 given in Fig. 12 . There is a difference between these, because 595 as a normal human behaviour the attention of the humanoid 596 head changes if the most interesting condition appears on 597 scenario. The commands to the active control system are 598 consecutively refreshed when an object is detected by the 599 omnidirectional vision system. 600 Several experiments were realised in order to test the basic 601 visual servoing control algorithm. In this case (Fig. 15 ) the 602 omnidirectional stereovision system detects three people in 603 movement, and the vision system is able to localise the 604 closest one. On the other hand, the system can detect the 605 most distant object if it is moving and the nearest objects are 606 in static position. Subsequently, the humanoid head turns its 607 "attention" (central point of the catadioptric system) to the 608 Fig. 15 . Experimental testing of the implemented visual servoing algorithm to detect moving objects using omnidirectional stereovision system. central point of the nearest object (or moving object in the 609 area detected by the vision system).
610
When two or more moving objects interact with each other 611 at similar distances with respect to the humanoid head, it 612 performs oscillatory movements paying attention to all them. 613 The behaviour of the humanoid head, briefly described 
