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INVARIANTS OF RELATIVELY GENERIC STRUCTURES ON SURFACE
SINGULARITIES
JA´NOS NAGY
Abstract. In [NNI] and [NNII] the authors investigated invariants of generic analytic structures
on surface singularities and determined some of them like the geometric genus of generic sur-
face singularities or h1 of generic line bundles with a given Chern class on an arbitrary surface
singularity.
There are however other invariants of generic surface singularities, like multiplicity or embedded
dimension we wish to compute in following manuscripts in the case of generic singularities.
In the present article we work out a relative setup of generic structures on surface singularities,
where we fix a given analytic type or line bundle on a smaller subgraph or more generally on a
smaller cycle and we choose a relatively generic line bundle or analytic type on the large cycle
and we wish to compute it’s invariants, like geometric genus or h1. The formulas which give the
answers to these questions are intresting on their own, however the real power of these results,
that they give possibility for inductive proofs of problems regarding generic surface singularities.
1. Introduction
For a given negative definite resolution graph T , usually there are several analytically different
surface singularities with resolution graph T , and several analytic invariants like the multiplicity,
geometric genus or cohomology numbers of line bundles can change if we change the analytic struc-
ture.
In [NNI] the authors investigated Abel maps on normal surface singularities. It turned out, that
while many analytic invariants depend on the analytic type of the resolution, suprisingly the h1 of a
generic line bundle in Picl
′
(X˜), where l′ is a given Chern class depends just on the resolution graph
T and can be computed combinatorially:
Theorem 1.0.1. [NNI] Fix an arbitrary normal surface singularity whith resolution graph T and a
cycle Z on it and furthermore a Chern class l′ ∈ −S ′. Then for any L ∈ Picl
′
(Z) one has
h1(Z,L) ≥ χ(−l′)−min0≤l≤Z, l∈L χ(−l
′ + l), or, equivalently
h0(Z,L) ≥ max0≤l≤Z, l∈L χ(Z − l,L(−l)) = max0≤l≤Z, l∈L{χ(Z − l) + (Z − l, l′ − l) }.
Furthermore, if L is generic then in both inequalities we have equality.
In particular, h∗(Z,L) is topological and explicitly computable from T , whenever L is generic.
In [NNII] the authors following the local deformation theory of resolutions of normal surface
singularities or more generally cycles on resolutions developed by Laufer[La73], computed several
invariants of generic normal surface singularities, like it’s geometric genus, analytic Poincare´ series
or cohomology of natural line bundles, the setup and the main theorem was the following:
We fix a generic normal surface singularity (X, o) and one of its generic good resolutions X˜
with exceptional divisor E and dual graph T . For any integral effective cycle Z whose support |Z|
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is included in E (but it can be smaller than E) write V(|Z|) for the set of vertices {v : |Z| =∑
v∈V|Z|
Ev} and S ′(|Z|) for the Lipman cone associated with the induced lattice L(|Z|). Recall
that for any −l˜ ∈ S ′(|Z|) one has the Abel map cl˜ : ECal˜(Z)→ Picl˜(Z).
By it’s definition, a line bundle L ∈ Picl˜(Z) is in the image im(cl˜) if and only if it has a section
with no fixed components, that is, H0(Z,L)reg 6= ∅, where H0(Z,L)reg := H0(Z,L) \ ∪vH0(Z −
Ev,L(−Ev)).
As above, for any l′ ∈ L′ we denote the restriction of the natural line bundle O
X˜
(l′) to Z by
OZ(l′). Denote also by l˜ the cohomological restriction R(l′) of the Chern class l′ ∈ L′ into L′(|Z|).
Theorem 1.0.2. [NNII] Assume that (X, o) and its good resolution (X˜, E) is generic. Fix also
some effective integer cycle Z as above.
(I) Assume that l′ =
∑
v∈V l
′
vEv ∈ L
′ satisfies l′v < 0 for any v ∈ V(|Z|) and −l˜ ∈ S
′(|Z|). Then
the following facts are equivalent:
(a) OZ(l′) ∈ im(cl˜(Z)), that is, H0(OZ(l′))reg 6= ∅;
(b) cl˜ is dominant, or equivalently, Lgen ∈ im(cl˜(Z)), that is, H0(Z,Lgen)reg 6= ∅, for a generic
line bundle Lgen ∈ Pic
l˜(Z);
(c) OZ(l′) ∈ im(cl˜(Z)), and for any D ∈ (cl˜(Z))−1(OZ(l′)) the tangent map TDcl˜(Z) : TDECa
l˜(Z)→
TOZ(l′)Pic
l˜(Z) is surjective.
(II) Assume that l′ =
∑
v∈V l
′
vEv ∈ L
′ such that l′v < 0 for any v ∈ V(|Z|). Then h
i(Z,OZ(l′)) =
hi(Z,Lgen) for i = 0, 1 and a generic line bundle Lgen ∈ Pic
l˜(Z).
There are however other invariants of generic surface singularities, like multiplicity or embedded
dimension we wish to compute in following manuscripts in the case of generic singularities.
In this article we work out a relative setup of generic structures on surface singularities, where we
fix a given analytic type or line bundle on a smaller subgraph or more generally on a smaller cycle
and we choose a relatively generic line bundle or analytic type on the large cycle corresponding to
it and we wish to compute it’s invariants, like geometric genus of the new singularity or h1 of the
new line bundle.
The formulas yielding the answers to this questions are intresting on their own, however the real
power of these results, that they give possibility for inductive proofs of problems regarding generic
surface singularities.
The two main theorems will be the analouges of the previously mentioned two theorems for
relatively generic structures.
In section 2) we summarise the necessary topological and analytic invariants of normal surface
singularities.
In sections 3), 4) we recall the notations and necessary results from [NNI] about effective Cartier
divisors, Abel maps and differential forms.
In section 5) we define the analouges of the space of effective Cartier divisors, Abel maps and
generic line bundles in the relative case, and we prove our main theorem about the cohomology
numbers of relatively generic line bundles:
Theorem. Let’s have an arbitrary surface singularity X˜, a Chern class l′ ∈ −S ′, an effective integer
cycle Z ≥ E, a subcycle Z1 ≤ Z and an arbitrary line bundle L ∈ Pic
R1(l
′)(Z1), where R1(l
′) is the
cohomological restriction of the Chern class l′ to L′|Z1|.
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Let’s have also the surjection between the Picard groups Picl
′
(Z) → PicR1(l
′)(Z1), then for any
line bundle L ∈ r−1(L) one has
h1(Z,L) ≥ χ(−l′)−min0≤l≤Z, l∈L{χ(−l′ + l)− h1((Z − l)1,L(−l)) }, or, equivalently,
h0(Z,L) ≥ max0≤l≤Z, l∈L{χ(Z − l,L(−l)) + h1((Z − l)1,L(−l))) }.
Furthermore, if L is generic in r−1(L) then in both inequalities we have equalities.
In section 6) we clarify what we mean on a relatively generic analytic structure on a resolution
graph T with respect to a fixed analytic structure X˜1 on a subgraph T1 and cuts Dv2 on X˜1 along
we glue the tubular neighorhoods of exceptional divisors Ev2 , v2 ∈ V2 which have got a neighbour in
V1. Furthermore we prove our main theorem about the cohomology numbers of natural line bundles
on relatively generic singularities:
Theorem. Let’s have two resolution graphs T1 ⊂ T with vertex sets V1 ⊂ V, where V = V1 ∪ V2
and a fixed singularity X˜1 for the resolution graph T1, and cuts Dv2 along we glue the exceptional
divisors Ev2 for all vertices v2 ∈ V2 which has got a neighbour in V1 (Ev2 ∩ X˜1 = Dv2 for all such
vertices v2 ∈ V2).
Assume that X˜ is a relatively generic analytic stucture with resolution graph T corresponding to
the analytic structure X˜1.
Furthermore let’s have an effective cycle Z on X˜ and let’s have Z = Z1+Z2, where |Z1| ⊂ V1 and
|Z2| ⊂ V2. Let’s have a natural line bundle L = OX˜(l
′) on X˜, such that c1(L) = l
′ = −
∑
v∈V′ avEv,
with av > 0, v ∈ V2 ∩ |Z|, and let’s denote c1(L|Z) = l′m = −
∑
v∈|Z| bvEv ∈ L
′
|Z|.
Furthermore let’s denote L = L|Z1, then we have the following:
h1(Z,L) = h1(Z,Lgen) = χ(−l
′
m)− min
0≤l≤Z
(χ(−l′m + l)− h
1((Z − l)1,L(−l))),
where Lgen is a generic line bundle in r
−1(L) ⊂ Picl
′
m(Z).
In section 7) we prove a few corollaries of our main theorems.
2. Preliminaries
2.1. The resolution. Let (X, o) be the germ of a complex analytic normal surface singularity, and
let us fix a good resolution φ : X˜ → X of (X, o). We denote the exceptional curve φ−1(0) by E, and
let ∪v∈VEv be its irreducible components. Set also EI :=
∑
v∈I Ev for any subset I ⊂ V . For the
cycle l =
∑
nvEv let its support be |l| = ∪nv 6=0Ev. For more details see [N07, N12, N99b].
2.2. Topological invariants. Let T be the dual resolution graph associated with φ; it is a con-
nected graph. ThenM := ∂X˜ can be identified with the link of (X, o), it is also an oriented plumbed
3–manifold associated with T . We will assume that M is a rational homology sphere, or, equiva-
lently, T is a tree and all genus decorations of T are zero. We use the same notation V for the set
of vertices, and δv for the valency of a vertex v.
L := H2(X˜,Z), endowed with a negative definite intersection form I = ( , ), is a lattice. It is freely
generated by the classes of 2–spheres {Ev}v∈V . The dual lattice L′ := H2(X˜,Z) is generated by
the (anti)dual classes {E∗v}v∈V defined by (E
∗
v , Ew) = −δvw, the opposite of the Kronecker symbol.
The intersection form embeds L into L′. Then H1(M,Z) ≃ L′/L, abridged by H . Usually one also
identifies L′ with those rational cycles l′ ∈ L⊗Q for which (l′, L) ∈ Z, or, L′ = HomZ(L,Z).
Each class h ∈ H = L′/L has a unique representative rh =
∑
v rvEv ∈ L
′ in the semi-open cube
(i.e. each rv ∈ Q ∩ [0, 1)), such that its class [rh] is h.
4 J. Nagy
All the Ev–coordinates of any E
∗
u are strict positive. We define the Lipman cone as S
′ := {l′ ∈
L′ : (l′, Ev) ≤ 0 for all v}. It is generated over Z≥0 by {E∗v}v.
2.3. Analytic invariants. The group Pic(X˜) of isomorphism classes of analytic line bundles on X˜
appears in the (exponential) exact sequence
(2.3.1) 0→ Pic0(X˜)→ Pic(X˜)
c1−→ L′ → 0,
where c1 denotes the first Chern class. Here Pic
0(X˜) = H1(X˜,O
X˜
) ≃ Cpg , where pg is the geometric
genus of (X, o). (X, o) is called rational if pg(X, o) = 0. Artin in [A62, A66] characterized rationality
topologically via the graphs; such graphs are called ‘rational’. By this criterion, Γ is rational if and
only if χ(l) ≥ 1 for any effective non–zero cycle l ∈ L>0. Here χ(l) = −(l, l−ZK)/2, where ZK ∈ L′
is the (anti)canonical cycle identified by adjunction formulae (−ZK + Ev, Ev) + 2 = 0 for all v.
The epimorphism c1 admits a unique group homomorphism section l
′ 7→ s(l′) ∈ Pic(X˜), which
extends the natural section l 7→ O
X˜
(l) valid for integral cycles l ∈ L, and such that c1(s(l′)) = l′
[N07, O04]. We call s(l′) the natural line bundles on X˜. By the very definition, L is natural if and
only if some power L⊗n of it has the form O
X˜
(−l) for some l ∈ L.
2.3.2. Pic(Z). Similarly, if Z ∈ L>0 is a non–zero effective integral cycle such that its support
is |Z| = E, and O∗Z denotes the sheaf of units of OZ , then Pic(Z) = H
1(Z,O∗Z) is the group of
isomorphism classes of invertible sheaves on Z. It appears in the exact sequence
(2.3.3) 0→ Pic0(Z)→ Pic(Z)
c1−→ L′ → 0,
where Pic0(Z) = H1(Z,OZ). If Z2 ≥ Z1 then there are natural restriction maps, Pic(X˜) →
Pic(Z2) → Pic(Z1). Similar restrictions are defined at Pic
0 level too. These restrictions are homo-
morphisms of the exact sequences (2.3.1) and (2.3.3).
Furthermore, we define a section of (2.3.3) by sZ(l
′) := O
X˜
(l′)|Z . They also satisfies c1◦sZ = idL′ .
We write OZ(l′) for sZ(l′), and we call them natural line bundles on Z.
We also use the notations Picl
′
(X˜) := c−11 (l
′) ⊂ Pic(X˜) and Picl
′
(Z) := c−11 (l
′) ⊂ Pic(Z) re-
spectively. Multiplication by O
X˜
(−l′), or by OZ(−l′), provides natural affine–space isomorphisms
Picl
′
(X˜)→ Pic0(X˜) and Picl
′
(Z)→ Pic0(Z).
2.3.4. Restricted natural line bundles. The following warning is appropriate. Note that if
X˜1 is a connected small convenient neighbourhood of the union of some of the exceptional divisors
(hence X˜1 also stays as the resolution of the singularity obtained by contraction of that union of
exceptional curves) then one can repeat the definition of natural line bundles at the level of X˜1
as well (as a splitting of (2.3.1) applied for X˜1). However, the restriction to X˜1 of a natural line
bundle of X˜ (even of type O
X˜
(l) with l integral cycle supported on E) usually is not natural on X˜1:
O
X˜
(l′)|
X˜1
6= O
X˜1
(R(l′)) (where R : H2(X˜,Z)→ H2(X˜1,Z) is the natural cohomological restriction),
though their Chern classes coincide.
Therefore, in inductive procedure when such restriction is needed, we will deal with the family
of restricted natural line bundles. This means the following. If we have two resolution spaces
X˜1 ⊂ X˜ with resolution graphs T1 ⊂ T and we have a Chern class l′ ∈ L′, then we denote by
O
X˜1
(l′) = O
X˜
(l′)|X˜1 the restriction of the natural line bundle OX˜(l
′). Similarly if Z is an effective
integer cycle on X˜ with maybe |Z| 6= E, then we denote OZ(l′) = OX˜(l
′)|Z.
Furthermore if L is a line bundle on X˜1, then we denote L(l
′) = L⊗O
X˜
(l′). Similarly if Z is an
effective integer cycle on X˜ and L is a line bundle on Z, then we denote L(l′) = L ⊗OZ(l′).
Though the next statement is elementary, it is a key ingredient in several arguments:
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Lemma 2.3.5. With the above notations, the line bundle O
X˜1
(l′) ∈ Pic(X˜1) depends only on its
Chern class l′ and on the (non–compact) divisor Etop∩X˜1 of X˜1 and it doesn’t depend on the analytic
type of the large singularirty X˜.
Proof. Since Pic(X˜1) has no torsion, it is enough to verify for l
′ ∈ L(X˜) (identified with an integral
cycle supported on E), in which case the statement follows from the definitions. 
2.3.6. The analytic semigroups. By definition, the analytic semigroup (monoid) associated
with the resolution X˜ is
(2.3.7) S ′an := {l
′ ∈ L′ : O
X˜
(−l′) has no fixed components}.
It is a subsemigroup of S ′. One also sets San := S ′an ∩L, a subsemigroup of S. In fact, San consists
of the restrictions divE(f) of the divisors div(f ◦ φ) to E, where f runs over OX,o. Therefore, if
s1, s2 ∈ San, then min{s1, s2} ∈ San as well (take the generic linear combination of the corresponding
functions). In particular, for any l ∈ L, there exists a unique minimal s ∈ San with s ≥ l.
Similarly, for any h ∈ H = L′/L set S ′an,h : {l
′ ∈ San : [l′] = h}. Then for any s′1, s
′
2 ∈ San,h one
has min{s′1, s
′
2} ∈ San,h, and for any l
′ ∈ L′ there exists a unique minimal s′ ∈ San,[l′] with s
′ ≥ l′.
2.4. Notations. We will write Zmin ∈ L for the minimal (or fundamental, or Artin) cycle, which
is the minimal non–zero cycle of S ′ ∩L [A62, A66]. Yau’s maximal ideal cycle Zmax ∈ L defines the
divisorial part of the pullback of the maximal ideal mX,o ⊂ OX,o, i.e. φ∗mX,o ·OX˜ = OX˜(−Zmax) ·I,
where I is an ideal sheaf with 0–dimensional support [Y80]. In general Zmin ≤ Zmax.
3. Effective Cartier divisors and Abel maps
In this section we review some needed material. We follow [NNI], see also [Kl, §3].
In this section we fix a good resolution φ : X˜ → X of a normal surface singularity, whose link is
a rational homology sphere.
3.1. Let us fix an effective integral cycle Z ∈ L, Z ≥ E. (The restriction Z ≥ E is imposed by the
easement of the presentation, everything can be adopted for Z > 0).
Let ECa(Z) be the space of effective Cartier (zero dimensional) divisors supported on Z. Taking
the class of a Cartier divisor provides a map c : ECa(Z) → Pic(Z). Let ECal
′
(Z) be the set of
effective Cartier divisors with Chern class l′ ∈ L′, that is, ECal
′
(Z) := c−1(Picl
′
(Z)).
Theorem 3.1.1. [NNI] If l′ ∈ −S ′ then the following facts hold.
(1) ECal
′
(Z) is a smooth variety of dimension (l′, Z).
(2) The natural restriction r : ECal
′
(Z) → ECal
′
(E) is a locally trivial fiber bundle with fiber
isomorphic to an affine space. Hence, the homotopy type of ECal
′
(Z) is independent of the choice
of Z and it depends only on the topology of (X, o).
We consider the restriction of c, cl
′
: ECal
′
(Z)→ Picl
′
(Z) too, sometimes still denoted by c.
For any Z2 ≥ Z1 > 0 one has the natural commutative diagram
(3.1.2)
ECal
′
(Z2) −→ Pic
l′(Z2)
ECal
′
(Z1) −→ Pic
l′(Z1)
↓ ↓
As usual, we say that L ∈ Picl
′
(Z) has no fixed components if
(3.1.3) H0(Z,L)reg := H
0(Z,L) \
⋃
v
H0(Z − Ev,L(−Ev))
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is non–empty. Note that H0(Z,L) is a module over the algebra H0(OZ), hence one has a natural ac-
tion of H0(O∗Z) on H
0(Z,L)reg. This second action is algebraic and free. Furthermore, L ∈ Pic
l′(Z)
is in the image of c if and only if H0(Z,L)reg 6= ∅. In this case, c−1(L) = H0(Z,L)reg/H0(O∗Z).
One verifies that ECal
′
(Z) 6= ∅ if and only if −l′ ∈ S ′ \ {0}. Therefore, it is convenient to modify
the definition of ECa in the case l′ = 0: we (re)define ECa0(Z) = {∅}, as the one–element set
consisting of the ‘empty divisor’. We also take c0(∅) := OZ . Then we have
(3.1.4) ECal
′
(Z) 6= ∅ ⇔ l′ ∈ −S ′.
If l′ ∈ −S ′ then ECal
′
(Z) is a smooth variety of dimension (l′, Z). Moreover, if L ∈ Im(cl
′
(Z)) (the
image of cl
′
) then the fiber c−1(L) is a smooth, irreducible quasiprojective variety of dimension
(3.1.5) dim(c−1(L)) = h0(Z,L)− h0(OZ) = (l
′, Z) + h1(Z,L)− h1(OZ).
3.1.6. Consider again a Chern class l′ ∈ −S ′ as above. The E∗–support I(l′) ⊂ V of l′ is defined
via the identity l′ =
∑
v∈I(l′) avE
∗
v with all {av}v∈I nonzero. Its role is the following.
Besides the Abel map cl
′
(Z) one can consider its ‘multiples’ {cnl
′
(Z)}n≥1 as well. It turns out
(cf. [NNI, §6]) that n 7→ dim Im(cnl
′
(Z)) is a non-decreasing sequence, and Im(cnl
′
(Z)) is an affine
subspace for n ≫ 1, whose dimension eZ(l′) is independent of n ≫ 0, and essentially it depends
only on I(l′). We denote its linearisation of this affine subspace by VZ(I) ⊂ H1(OZ) or if the cycle
Z ≫ 0, then V
X˜
(I) ⊂ H1(O
X˜
).
Moreover, by [NNI, Theorem 6.1.9],
(3.1.7) eZ(l
′) = h1(OZ)− h
1(OZ|V\I(l′)),
where Z|V\I(l′) is the restriction of the cycle Z to its {Ev}v∈V\I(l′) coordinates.
If Z ≫ 0 (i.e. all its Ev–coordinated are very large), then (3.1.7) reads as
(3.1.8) eZ(l
′) = h1(O
X˜
)− h1(O
X˜(V\I(l′))),
where X˜(V \ I(l′)) is a convenient small neighbourhood of ∪v∈V\I(l′)Ev.
Let Ω
X˜
(I) be the subspace of H0(X˜ \ E,Ω2
X˜
)/H0(X˜,Ω2
X˜
) generated by differential forms which
have no poles along EI \ ∪v 6∈IEv. Then, cf. [NNI, §8],
(3.1.9) h1(O
X˜(V\I)) = dimΩX˜(I).
Similarly let ΩZ(I) be the subspace of H
0(O
X˜
(K + Z))/H0(O
X˜
(K)) generated by differential
forms which have no poles along EI \ ∪v 6∈IEv. Then, cf. [NNI, §8],
(3.1.10) h1(OZ(V\I)) = dimΩZ(I).
We have also the following duality from [NNI] supporting the equalities above:
Theorem 3.1.11. [NNI] Via Laufer duality one has V
X˜
(I)∗ = Ω
X˜
(I) and VZ(I)
∗ = ΩZ(I).
4. Relatively generic line bundles
In this section we wish to generalize the results in [NNI] about cohomology of generic line bundles
to the ‘relative’ situation. In the next paragraphs we explain the setup.
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4.1. The relative setup. We consider a cycle Z ≥ E on the resolution X˜ with resolution graph T ,
and a smaller cycle Z1 ≤ Z, where we denote |Z1| = V1 and the not nessacarily connected subgraph
corresponding to it by T1.
We have the restriction map r : Pic(Z)→ Pic(Z1) and one has also the (cohomological) restriction
operator R1 : L
′(T )→ L′1 := L
′(T1) (defined as R1(E∗v (T )) = E
∗
v (T1) if v ∈ V1, and R1(E
∗
v (T )) = 0
otherwise). For any L ∈ Pic(Z) and any l′ ∈ L′(T ) it satisfies
(4.1.1) c1(r(L)) = R1(c1(L)).
In particular, we have the following commutative diagram as well:
ECal
′
(Z)
cl
′
(Z)
−→ Picl
′
(Z)
ECaR1(l
′)(Z1)
cR1(l
′)(Z1)
−→ PicR1(l
′)(Z1)
↓ r↓ r
By the ‘relative case’ we mean that instead of the ‘total’ Abel map cl
′
(Z) (with l′ ∈ −S ′ and
Z ≥ E) we study its restriction above a fixed fiber of r. That is, we fix some L ∈ PicR1(l
′)(Z1), and
we study the restriction of cl
′
(Z) to (r ◦ cl
′
(Z))−1(L)→ r−1(L).
Definition 4.1.2. Denote the subvariety (r ◦ cl
′
(Z))−1(L) = (cR1(l
′)(Z1) ◦ r)−1(L) ⊂ ECa
l′(Z) by
ECal
′,L(Z).
We start with some properties of the r. Before we state them let’s mention that for arbitrary l′
the map r is not necessarily surjective. In fact, it can happen that (with the above notations), if we
set L := cR1(l
′)(Z1)(D1), then even Imr ∩ (cR1(l
′)(Z1))
−1(L) is empty.
However, we have the following lemma:
Proposition 4.1.3. (a) r is a local submersion, that is, for any D ∈ ECal
′
(Z) and D1 := r(D), the
tangent map TDr is surjective.
(b) r is dominant.
(c) any non–empty fiber of r is smooth of dimension (l′, Z)−(l′, Z1) = (l
′, Z2), and it is irreducible.
(Since r is not proper, we do not expect that r is a C∞ locally trivial fibration.)
Proof. (a)
By the product structure of the local neighbourhoods, we can assume that D is supported in only
one point p.
Now we distinguish several different cases.
If p is a regular point of an exceptional divisor Ev such that v /∈ |Z1|, then the statement is trivial,
since in this case r(D) is the empty divisor which is the only point of ECa0(Z1) and so the map r is
obviously a submersion at the point D.
On the other hand if p is a regular point of an exceptional divisor Ev such that v ∈ |Z1| or p is the
intersection point of two exceptional divisors Ev, Ew, such that v, w ∈ |Z1|, then the claim follows
from the theorem in [NNI], that if A ≥ B ≥ E are effective cycles on a resolution and l′ ∈ −S′
arbitrary, then ECal
′
(A) is the total space of a locally analitically trivial fibration over ECal
′
(B)
with fibres isomorphic to an affine vector space.
So we have to deal with the remaining case in the following, when p is the intersection point
of two exceptional divisors Ev, Ew, such that v ∈ |Z1| and w /∈ |Z1|, let’s call this case like p is a
contact point. Let’s have in the following V \ |Z1| = V2 and let’s have the cohomological restriction
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operator R2 : L
′(T )→ L′2 := L
′(T2) (defined as R2(E∗v (T )) = E
∗
v (T2) if v ∈ V2, and R2(E
∗
v (T )) = 0
otherwise).
So next assume that p is a contact point, and D has equation f = xn + ym + xyg(x, y), the local
equation of Z and Z1 are x
NyM , xN1 respectively, where we obviously we have N1 ≤ N , D1 is
represented by the same equation f , but now modulo xN1 .
Hence, via the proof of Theorem 3.1.1 from [NNI], TDECa
l′(Z) is identified with the vector space
C{x, y}/(xNyM , f), while TD1ECa
R1(l
′)(Z1) with C{x, y}/(xN1, f).
Then the natural epimorphism C{x, y}/(xNyM , f)→ C{x, y}/(xN1, f) is TDr.
(b) Let ECaR1(l
′)(Z1)6=cp be the subset those divisors in ECa
R1(l
′)(Z1) whose supports do not con-
tain any contact points. This is a Zariski open set of ECaR1(l
′)(Z1), and for anyD1 ∈ ECa
R1(l
′)(Z1)6=cp
the fiber r−1(D1) is clearly non–empty.
(c) The first two statements follow from (a). Next we prove the irreducibility. Again, by the
product structure, we can assume that D1 ∈ ECa
R1(l
′)(Z1) is supported in only one point p. If
D1 ∈ ECa
R1(l
′)(Z1)6=cp then the statement is again trivial as in part a).
Next we assume that p is a contact point. We will use the local charts from the proof of Theorem
3.1.1.
Assume that p = Eu ∩ Ev, v ∈ V1, u ∈ V2, and we fix local coordinates (x, y) on a neighborhood
U of the contact point p, so that {x = 0} = U ∩ Ev, {y = 0} = U ∩ Eu, and Z has local equation
xNyM and Z1 has got local equation x
N1 , where we have 1 ≤ N1 ≤ N .
Assume that D1 has local equation f˜ = y
m + xg˜(x, y) (mod xN1). In particular, (f˜ , x)p = m
(which is independent of the representative mod xN1), and −mE∗v is the contribution of Ev into the
Chern class l′ (i.e. (l′, Ev) = m).
We distinguish two cases, first we assume that g˜(x, y) has a non–zero monomial of type xo−1 with
o < N1. Let o be the smallest one, hence f˜ = y
m + xyg(x, y) + λox
o + λo+1x
o+1 + . . . (mod xN1),
λo 6= 0. If (l′, Eu) < o then r−1(D1) = ∅.
On the other hand if (l′, Eu) ≥ o then set l′2 := R2(l
′)− oE∗u.
Let’s denote the cycle Z ′ = max(Z1, E) and let’s have the map η : ECa
−mE∗v−oE
∗
u(Z ′) →
ECa−mE
∗
v (Z1), we claim, thet η
−1(D1) is an irreducible subvariety of ECa
−mE∗v−oE
∗
u(Z ′) of di-
mension o, let’s denote this space by (D1, o).
Since every divisor in (D1, o) has got locally at p intersection multiplicity o with the exceptional
divisor Eu, we get that every divisor in (D1, o) is supported at the point p.
Notice, that by [NNI] the divisors at the point p in ECa−mE
∗
v (Z1), which has got intersection multi-
plicitym with the exceptional divisorEv can be coordinated as V (y
m+
∑
1≤i≤Zv−1,0≤j≤m−1
ai,jx
iyj).
and the divisors at the point p in ECa−mE
∗
v−oE
∗
u(Z ′), which has got locally at p intersection multi-
plicity o with the exceptional divisor Eu and intersection multiplicity m with the exceptional divisor
Ev can be coordinated as V (y
m +
∑
1≤i≤Zv−1,1≤j≤m−1
ai,jx
iyj +
∑
o≤l≤Zv+o−1
blx
l), where V (g)
denotes the divisor of a function g. It easily gives, that the space (D1, o) = η
−1(D1) is isomorphic
to an affine space parametrised by the coordinates bl, Zv ≤ l ≤ Zv + o− 1.
It means, that the inverse image of the divisor D1 at the map h : ECa
l′(Z ′) → ECal
′
(Z1) is
h−1(D1) = (D1, o)+ECa
l′2(E2)6=cp, so it is smooth, irreducible and of dimension (l
′, Z2)− o(M − 1).
Let’s have also the map h′ : ECal
′
(Z) → ECal
′
(Z ′), then we have r = h ◦ h′ and notice, that by
[NNI] the map h′ : ECal
′
(Z) → ECal
′
(Z ′) is a locally trivial fiber bundle with fiber isomorphic to
an affine space of dimension o(M − 1). On the other hand we know, that h′−1(D1) is smooth and
irreducible, so we indeed get, that r−1(D1) = h
′−1(h−1(D1)) is also smooth, irreducible and of the
right dimension (l′, Z2).
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Next, we assume that such an o < N1 does not exists, that is, f˜ = y
m + xyg(x, y) (mod xN1).
If (l′, Eu) < N1 then again r
−1(D1) = ∅ since any extension D contributes with at least N1 into
(l′, Eu).
Hence, assume in the following, that N1 ≤ (l′, Eu).
For any integer N1 ≤ o ≤ (l′, Eu) let’s denote the subset (r−1(D1))o ⊂ r−1(D1) consisting of the
divisors, whose restriction at the point p interestcs the exceptional divisor Eu with multiplicity o,
this means, that a local equation of the divisor looks like fo = y
m + xyg(x, y) + λox
o (λo 6= 0). We
claim, that (r−1(D1))o ∈ (r−1(D1))N1 if N1 < o ≤ (l
′, Eu).
Inndeed notice if we have a divisor D ∈ (r−1(D1))o with local equation at p fo = ym+xyg(x, y)+
λox
o, then it can be deformed locally to ym+xyg(x, y)+λox
o+λN1x
N1 and if λN1 is enough small,
we get a divisor in (r−1(D1))N1 , this indeed proves, that (r
−1(D1))o ∈ (r−1(D1))N1 .
It means, that we have to prove, that (r−1(D1))N1 is irreducible.
Let’s have the irreducible subspace of divisors (D1, N1) ⊂ ECa
−mE∗v−N1E
∗
u(Z ′) on Z ′ supported at
the point p as in the previous case and let’s have the subspace TN1 = (D1, N1)+ECa
R2(l
′)−N1E
∗
u(E2)6=cp ⊂
ECal
′
(Z ′), which is a smooth and irreducible and notice, that h′−1(TN1) = (r
−1(D1))N1 . This indeed
proves, that (r−1(D1))N1 is irreducible, since h
′ is a locally trivial fiber bundle with fiber isomorphic
to an affine space, this proves part c) completely.

Corollary 4.1.4. Fix an arbitrary singularity X˜ a Chern class l′ ∈ −S ′, an integer effective cycle
Z ≥ E and a subcycle Z1 ≤ Z and let’s have a line bundle L ∈ Pic
R(l′)(Z1). Assume that ECa
l′,L(Z)
is nonempty. Then it is smooth of dimension h1(Z1,L)− h1(OZ1) + (l
′, Z) and it is irreducible.
Proof. Proposition 4.1.3(a) together with the fact that (cR1(l
′)(Z1))
−1(L) is smooth shows that
ECal
′,L(Z) is smooth whenever it is non–empty. Its dimension is dim(cR1(l
′)(Z1))
−1(L)+dimECal
′
(Z)−
dimECaR1(l
′)(Z1). Then use (3.1.5) and Theorem 3.1.1(1).
Since r is dominant and open (cf. 4.1.3), if ECal
′,L(Z) is non–empty, that is, R := Imr ∩
(cR1(l
′)(Z1))
−1(L) 6= ∅, then R is a non–empty Zariski open set in (cR1(l
′)(Z1))
−1(L), hence it is
irreducible. Since all the fibers of r over R are irreducible (cf. 4.1.3(c)) and r is a local submersion,
we get indeed, that ECal
′,L(Z) itself is irreducible. 
Next we wish to prove in the following the analouge of the theroem about dominance of Abel
maps from [NNI] in the relative setup:
Definition 4.1.5. Fix an arbitrary singularity X˜ , a Chern class l′ ∈ −S ′, an integer effective cycle
Z ≥ E, a subcycle Z1 ≤ Z and a line bundle L ∈ Pic
R1(l
′)(Z1) as above. We say that the pair (l
′,L)
is relative dominant on the cycle Z, if the closure of r−1(L) ∩ Im(cl
′
) is r−1(L).
Theorem 4.1.6. One has the following facts:
(1) If (l′,L) is relative dominant on the cycle Z, then ECal
′,L(Z) is nonempty and h1(Z,L) =
h1(Z1,L) for any generic line bundle L ∈ r−1(L).
(2) (l′,L) is relative dominant on the cycle Z, if and only if for all 0 < l ≤ Z, l ∈ L one has
χ(−l′)− h1(Z1,L) < χ(−l
′ + l)− h1((Z − l)1,L(−l)).
, where we denote (Z − l)1 = min(Z − l, Z1).
Proof. (1) Since cl
′
(Z) : ECal
′,L(Z)→ r−1(L) is dominant, ECal
′,L(Z) is non–empty. Furthermore,
for
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a generic line bundle L in r−1(L), the dimension of the fiber of ECal
′,L(Z)→ r−1(L) is dimECal
′
L(Z)−
dim(r−1(L)), or (l′, Z) + h1(Z1,L)− h
1(OZ1)− (h
1(OZ)− h
1(OZ1 )) = (l
′, Z) + h1(Z1,L)− h
1(OZ).
On the other hand, by (3.1.5), this dimension is (l′, Z) + h1(Z,L) − h1(OZ). Hence h1(Z,L) =
h1(Z1,L).
(2) Assume that (l′,L) is dominant on the cycle Z, but χ(−l′)−h1(Z1,L) ≥ χ(−l′+ l)−h1((Z−
l)1,L(−l)) (†) for some 0 < l ≤ Z. Choose some generic L ∈ r−1(L) ∩ Im(cl
′
(Z)). We know,
that (†) is equivalent with h1(Z1,L) + χ(Z,L) ≤ h1((Z − l)1,L(−l)) + χ(Z − l,L(−l)). Next, since
(l′,L) is dominant, from part (1) we get that h0(Z,L) = h1(Z1,L) + χ(Z,L). On the other hand,
h1((Z − l)1,L(−l)) ≤ h1(Z − l,L(−l)), or equivalently h1((Z − l)1,L(−l)) + χ(Z − l,L(−l)) ≤
h0(Z − l,L(−l)).
All these combined provide h0(Z,L) ≤ h0(Z−l,L(−l)) for some l > 0, which yieldsH0(Z,L)reg =
∅. This contradicts the fact that L ∈ Im(cl
′
(Z)).
For the opposite direction, assume that χ(−l′)− h1(Z1,L) < χ(−l
′ + l)− h1((Z − l)1,L(−l)), or
equivalently, h1((Z − l)1,L(−l))+χ(Z− l,L(−l)) < h1(Z1,L)+χ(Z,L), for all 0 < l ≤ Z. This, for
l = Z, and any L ∈ r−1(L) implies χ(Z,L) > −h1(Z1,L), or, h0(Z,L) > h1(Z,L)−h1(Z1,L). Since
L = L|Z1 , the epimorphism of sheaves L → L|Z1 induces an epimorphism H
1(Z,L) → H1(Z1,L),
hence h0(Z,L) > 0.
In the sequel we assume that L is a generic element of L ∈ r−1(L). If H0(Z,L)reg = ∅, then there
exists Ev such that H
0(Z,L) = H0(Z−Ev,L(−Ev)). If H0(Z−Ev,L(−Ev))reg = ∅ again, then we
continue the procedure. Finally we obtain a cycle 0 < l ≤ Z such that H0(Z − l,L(−l)) = H0(Z,L)
and H0(Z − l,L(−l))reg 6= ∅, or, L(−l) ∈ Im(cl
′−l(Z − l)). Moreover, since L is generic in r−1(L),
L(−l)|Z−l ∈ Pic
l′−l(Z− l) is generic in r−1(L(−l)) too, where r is again the natural restriction map
Picl
′−l(Z−l)→ Pic((Z−l)1). This shows that the pair (l′−l,L(−l)) is relative dominant on the cycle
(Z − l), and by part (1) we obtain h1(Z − l,L(−l)) = h1((Z − l)1,L(−l)). All these facts together
imply h0(Z,L) = h0(Z − l,L(−l)) = h1((Z − l)1,L(−l)) + χ(Z − l,L(−l)) < h1(Z1,L) + χ(Z,L).
This simplifies into h1(Z,L) < h1(Z1,L), which is false, so this contradiction finishes the proof of
part 2).

In the following similarly as in [NNI] in the case of generic line bundles, we want to compute the
cohomology of relatively generic line bundles.
Theorem 4.1.7. Fix an arbitrary singularity X˜, a Chern class l′ ∈ −S ′, an integer effective cycle
Z ≥ E, a subcycle Z1 ≤ Z and a line bundle L ∈ Pic
R1(l
′)(Z1) as in Theorem 4.1.6. Then for any
L ∈ r−1(L) one has
h1(Z,L) ≥ χ(−l′)−min0≤l≤Z, l∈L{χ(−l′ + l)− h1((Z − l)1,L(−l)) }, or, equivalently,
h0(Z,L) ≥ max0≤l≤Z, l∈L{χ(Z − l,L(−l)) + h1((Z − l)1,L(−l)) }.
Furthermore, if L is generic in r−1(L) then in both inequalities we have equalities.
Proof. Again, by Riemann–Roch, it is enough to verify only the statement for h0. Note that for any
l and L one has h0(Z,L) ≥ h0(Z− l,L(−l)) = χ(Z− l,L(−l))+h1(Z− l,L(−l)) ≥ χ(Z− l,L(−l))+
h1((Z − l)1,L(−l)), hence the inequality follows. We need to show the opposite inequality for L
generic in r−1(L). For h0(Z,L) = 0 it follows by taking l = Z.
Hence, assume h0(Z,L) 6= 0. Then, as in the proof of Theorem 4.1.6, there exists 0 ≤ l < Z
such that h0(Z,L) = h0(Z − l,L(−l)) and H0(Z − l,L(−l))reg 6= ∅. Moreover, l′ − l ∈ −S ′ (cf.
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(3.1.4)), and by Theorem 4.1.6 h1(Z − l,L(−l)) = h1((Z − l)1,L(−l)) as well. Hence h0(Z,L) =
χ(Z − l,L(−l)) + h1((Z − l)1,L(−l)) ≤ max0≤l≤Z, l∈L{χ(Z − l,L(−l)) + h1((Z − l)1,L(−l)) }. 
Notice, that from the proof above we also proved the stronger statement: if L is generic in r−1(L),
then h0(Z,L) = max0≤l≤Z, l∈L,H0(Z−l,L−l)reg 6=∅{χ(Z − l,L(−l)) + h
1((Z − l)1,L(−l)) }.
Remark 4.1.8. Let’s look at the special case in the following, when Z = Z1+Z2, where |Z1|∩|Z2| =
∅ and let’s denote |Z1| = V1 and |Z1| = V2, and the corresponding subgraphs by T1 and T2. We
have the (cohomological) restriction operators Ri : L
′(T ) → L′i := L
′(Ti) for i = 1, 2 (defined as
Ri(E
∗
v (T )) = E
∗
v (Ti) if v ∈ Vi, and Ri(E
∗
v (T )) = 0 otherwise).
(1) The inequalities from Theorem 4.1.7 provide (in principle) better bounds for elements L ∈
r−1(L) then the trivial bound h1(Z,L) ≥ χ(−l′)−min0≤l≤Z χ(−l
′+l) valid for arbitrary L ∈ Picl
′
(Z)
by semicontinuity.
However, in some cases they coincide. E.g., if T1 is rational, then Pic
l′(Z) = {L} = {OZ1(l
′)},
hence r−1(L) = Picl
′
(Z). Since both inequalities become equalities for generic elements, one has
min
0≤l≤Z
χ(−l′ + l) = min
0≤l≤Z
{χ(−l′ + l)− h1(O(Z−l)1(l
′ − l)) },
a fact, which is not at all evident without Theorems 4.1.6 and 4.1.7.
(2) If we take in the expression in min on the right hand side of (4.1.7) l = 0 we obtain h1(Z,L) ≥
h1(Z1,L) (a fact, which follows from the epimorphism L → L|Z1 too). However, the actual bound of
(4.1.7) in general is strict larger. Indeed, already a better estimate is given by cycles l with l1 = 0.
For them we get
(4.1.9) h1(Z,L) ≥ max
0≤l2≤Z2
{h1(Z1,L(−l2))− χ(l2)− (l
′, l2)}.
Here, usually (if Z2 ≫ 0) both terms h1(Z1,L(−l2)) and χ(l2) + (l′, l2) increases (tend to ∞) when
l2 increases, and their difference provides the bound in (4.1.9).
In fact, one can split this expression into a bound which shows some basic independent T1-T2–
contributions (however, in this way it becomes less sharp). Indeed, since the inclusion L(−l2)→ L
has finite quotient, h1(Z1,L(−l2) ≥ h
1(Z1,L). This shows
h1(Z,L) ≥ h1(Z1,L)− min
0≤l2≤Z2
{χ(l2) + (l
′, l2)}
= h1(Z1,L) + min{h
1(Z2,L2) : L2 ∈ Pic
R2(l
′)(Z2)}.
(4.1.10)
E.g., if l′ = 0 then h1(Z,L) ≥ h1(Z1,L) − minχ(T2) (which can be much larger than h1(Z1,L)).
However, this is much smaller than the actual bound of (4.1.7). Assume e.g. that both T1 and T2
are rational and l′ = 0, then (4.1.10) provides the trivial bound, but in (4.1.7) −minχ(T ) can be
arbitrary large. This somehow suggests that the expression from the right hand side of (4.1.7) is
rather complex, and it motivates its ‘non–easy’ form as well (saying that we cannot take a naive
splitting into T1 and T2).
5. Cohomology of natural line bundles on relatively generic singularities
In the following we would like to generalise the theorem about the geometric genus and analytic
Poincare´ series of generic singularities from [NNII] to the case of the relatively generic case.
While the theorems will be more general, the proofs will be less technical, than in the original
case because of the more possibility of inductive proofs. We will have a bit less general setup as
before, we would like to investigate the situation, when we have a resolution graph T and a fixed
singularity X˜1 corresponding to a subgraph T1 ⊂ T and we glue the tubular neighborhoods of the
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exceptional divisors Ev, v ∈ V \V1 generically to X˜1 and we wish to compute invariants of the large
singularity like geometric genus or cohomology of natural line bundles.
So let’s fix a a topological type, in other words a resolution graph T with vertex set V , we consider
a partition V = V1 ∪ V2 of the set of vertices V = V(T ).
They define two (not necessarily connected) subgraphs T1 and T2.
We call the intersection of an exceptional divisor from V1 with an exceptional divisor from V2
a contact point. For any Z ∈ L = L(T ) we write Z = Z1 + Z2, where Zi ∈ L(Ti) is supported
in Ti (i = 1, 2). Furthermore, parallel to the restriction ri : Pic(Z) → Pic(Zi) one also has the
(cohomological) restriction operator Ri : L
′(T ) → L′i := L
′(Ti) (defined as Ri(E∗v (T )) = E
∗
v (Ti)
if v ∈ Vi, and Ri(E∗v (T )) = 0 otherwise). For any l
′ ∈ L′(T ) and any L ∈ Picl
′
(Z) it satisfies
c1(ri(L)) = Ri(c1(L)).
In the following for the sake of simplicity we will denote r = r1 and R = R1.
Furthermore let’s have a fixed analytic type X˜1 for the subtree T1 (if it is disconnected, then an
analytic type for each connected component).
Also for each vertex v2 ∈ V2 which has got a neighbour v1 in V1 we fix a cut Dv2 on X˜1, along we
glue the exceptional divisor Ev2 . This means, that Dv2 is a divisor, which intersects the exceptional
divisor Ev1 transversally in one point and we will glue the exceptional divisor Ev2 in a way, such
that Ev2 ∩ X˜1 equals Dv2 .
If for some vertex v2 ∈ V2, which has got a neighbour in V1 we don’t say explicitely what is the
fixed cut, then it should be understood in the way, that we glue the exceptional divisor Ev2 along a
generic cut.
Let’s plumb the tubular neihgbourhoods of the exceptional divisors Ev2 , v2 ∈ V2 with the above
conditions generically to the fixed resolution X˜1, we get a singularity X˜ with resolution graph T
and we say that X˜ is a relatively generic singularity corresponding to the analytical structure X˜1
and the cuts Dv2 .
We want to explain a little bit more precisely by the terminology of [NNII] and the definitions
of Laufer from [La73], what we mean by a relatively generic singularity, so let’s recall the necessary
terminology:
5.1. Laufer’s results. In this subsection we review some results of Laufer regarding deformations
of the analytic structure on a resolution space of a normal surface singularity with fixed resolution
graph (and deformations of non–reduced analytic spaces supported on exceptional curves) [La73].
First, let us fix a normal surface singularity (X, o) and a good resolution φ : (X˜, E)→ (X, o) with
reduced exceptional curve E = φ−1(o), whose irreducible decomposition is ∪v∈VEv and dual graph
T . Let Iv be the ideal sheaf of Ev ⊂ X˜ . Then for arbitrary positive integers {rv}v∈V one defines
two objects, an analytic one and a topological (combinatorial) one. At analytic level, one sets the
ideal sheaf I(r) :=
∏
v I
rv
v and the non–reduces space OZ(r) := OX˜/I(r) supported on E.
The topological object is a graph with multiplicities, denoted by T (r). As a non–decorated graph
coincides with the graph T without decorations. Additionally each vertex v has a ‘multiplicity
decoration’ rv, and we put also the self–intersection decoration E
2
v whenever rv > 1. (Hence, the
vertex v does not inherit the self–intersection decoration of v if rv = 1). Note that the abstract
1–dimensional analytic space Z(r) determines by its reduced structure the shape of the dual graph
T , and by its non–reduced structure all the multiplicities {rv}v∈V , and additionally, all the self–
intersection numbers E2v for those v’s when rv > 1.
We say that the space Z(r) has topological type T (r).
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Clearly, the analytic structure of (X, o), hence of X˜ too, determines each 1–dimensional non–
reduced space OZ(r). The converse is also true in the following sense.
Theorem 5.1.1. [La71, Th. 6.20],[La73, Prop. 3.8] (a) Consider an abstract 1–dimensional space
OZ(r), whose topological type T (r) can be completed to a negative definite graph T (or, lattice L).
Then there exists a 2–dimensional manifold X˜ in which Z(r) can be embedded with support E such
that the intersection matrix inherited from the embedding E ⊂ X˜ is the negative definite lattice L.
In particular (since by Grauert theorem [GR62] the exceptional locus E in X˜ can be contracted to a
normal singularity), any such Z(r) is always associated with a normal surface singularity (as above).
(b) Suppose that we have two singularities (X, o) and (X ′, o) with good resolutions as above with
the same resolution graph T . Depending solely on T the integers {rv}v may be chosen so large that
if OZ(r) ≃ OZ′(r), then E ⊂ X˜ and E
′ ⊂ X˜ ′ have biholomorphically equivalent neighbourhoods via a
map taking E to E′.
In particular, in the deformation theory of X˜ it is enough to consider the deformations of non–
reduced spaces of type OZ(r).
Fix a non–reduced 1–dimensional space Z = Z(r) with topological type T (r) and we also choose
a closed subspace Y of Z (whose support can be smaller, it can be even empty). More precisely,
(Z, Y ) locally is isomorphic with (C{x, y}/(xayb),C{x, y}/(xcyd)), where a ≥ c ≥ 0, b ≥ d ≥ 0,
a > 0.
The ideal of Y in OZ is denoted by IY .
Definition 5.1.2. [La73, Def. 2.1] A deformation of Z, fixing Y , consists of the following data:
(i) There exists an analytic space Z and a proper map λ : Z → Q, where Q is a manifold
containing a distinguished point 0.
(ii) Over a point q ∈ Q the fiber Zq is the subspace of Z determined by the ideal sheaf λ∗(mq)
(where mq is the maximal ideal of q). Z is isomorphic with Z0, usually they are identified.
(iii) λ is a trivial deformation of Y (that is, there is a closed subspace Y ⊂ Z and the restriction
of λ to Y is a trivial deformation of Y ).
(iv) λ is locally trivial in a way which extends the trivial deformation λ|Y . This means that for
a q ∈ Q and z ∈ Z there exist a neighborhood W of z in Z, a neighborhood V of z in Zq, a
neighborhood U of q in Q, and an isomorphism φ :W → V ×U such that λ|W = pr2 ◦φ (compatibly
with the trivialization of Y from (iii)), where pr2 is the second projection; for more see [loc.cit.].
One verifies that under deformations (with connected base space) the topological type of the
fibers Zq, namely T (r), stays constant (see [La73, Lemma 3.1]).
Definition 5.1.3. [La73, Def. 2.4] A deformation λ : Z → Q of Z, fixing Y , is complete at 0
if, given any deformation τ : P → R of Z fixing Y , there is a neighbourhood R′ of 0 in R and a
holomorphic map f : R′ → Q such that τ restricted to τ−1(R′) is the deformation f∗λ. Furthermore,
λ is complete if it is complete at each point q ∈ Q.
Laufer proved the following results.
Theorem 5.1.4. [La73, Theorems 2.1, 2.3, 3.4, 3.6] Let θZ,Y = HomZ(Ω1Z , IY ) be the sheaf of
germs of vector fields on Z which vanish on Y , and let λ : Z → Q be a deformation of Z, fixing Y .
(a) If the Kodaira–Spencer map ρ0 : T0Q→ H1(Z, θZ,Y ) is surjective that λ is complete at 0.
(b) If ρ0 is surjective than ρq is surjective for all q sufficiently near to 0.
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(c) There exists a deformation λ with ρ0 bijective. In such a case in a neighbourhood U of 0 the
deformation is essentially unique, and the fiber above q is isomorphic to Z for only at most countably
many q in U .
Now let’s return to our original setup, and let’s choose a very large cycle Y on T , such that
the analytic structure of Y determines the analytic structure on the resolution, and let’s have its
subcycle Y1.
For all vertices v1 ∈ V1, which has got a neigbour v2 ∈ V2 and so there is a fixed cut Dv2 on X˜1
where we should glue the tubular neighborhood of the excpetional divisor Ev2 , let’s blow up Ev1
sequentially Yv1 times at the intersection point of Ev2 and it’s neigbour exceptional divisor in the
direction of Ev1 at each step.
Let the new resolution graph be Tnew and the two cycles on it pi
∗(Y ), pi∗(Y1).
Let’s have a complete deformation λ : Y → Q of pi∗(Y ) fixing pi∗(Y1) and let’s choose a generic
point in the parameter space q ∈ Q, then we have the pair pi∗(Yq), pi
∗(Yq,1). If we blow down
this given analytic sturcture, then we get a relatively generic resolution with resolution graph T
corresponding to the analytic structure X˜1 and the cuts Dv2 .
Now we have the following theorem with this setup:
Theorem 5.1.5. Let’s have the setup as above, so two resolution graphs T1 ⊂ T with vertex sets
V1 ⊂ V, where V = V1 ∪ V2 and a fixed singularity X˜1 for the resolution graph T1, and cuts Dv2
along we glue Ev2 for all vertices v2 ∈ V2, which has got a neighbour in V1.
Assume that X˜ has a relatively generic analytic stucture on T corresponding to X˜1 and the cuts
Dv2 .
Furthermore let’s have an effective cycle Z on X˜ and let’s have Z = Z1 + Z2, where |Z1| ⊂ V1
and |Z2| ⊂ V2.
1) Let’s have the natural line bundle L = O
X˜
(l′) on X˜, such that l′ = −
∑
v∈V avEv, with
av > 0, v ∈ V2 ∩ |Z|, and let’s denote c1(L|Z) = l
′
m ∈ L
′
|Z|, furthermore let’s denote L = L|Z1, then
we have the following:
We have H0(Z,L)reg 6= ∅ if and only if (l′,L) is relative dominant on the cycle Z or equivalently:
χ(−l′)− h1(Z1,L) < χ(−l
′ + l)− h1((Z − l)1,L(−l)),
for all 0 < l ≤ Z.
2)
Let’s have the same setup as in part 1), then we have:
h1(Z,L) = h1(Z,Lgen),
where Lgen is a generic line bundle in r−1(L) ⊂ Pic
l′m(Z), or equivalently:
h1(Z,L) = χ(−l′)− min
0≤l≤Z
(χ(−l′ + l)− h1((Z − l)1,L(−l))).
3)
Let’s have the natural line bundle L = O
X˜
(l′) on X˜, such that l′ = −
∑
v∈V avEv, and assume,
that av 6= 0 if v ∈ V2 ∩ |Z|. Let’s denote c1(L|Z) = l′m ∈ L
′
|Z| and L = L|Z1.
Assume, that H0(Z,L)reg 6= ∅, and pick an arbitrary D ∈ (cl
′
m(Z))−1L ⊂ ECal
′
m,L(Z). Then
cl
′
m(Z) : ECal
′
m,L(Z)→ r−1(L) is a submersion in D, and h1(Z,L) = h1(Z1,L).
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In particular the map cl
′
m(Z) : ECal
′
m,L(Z)→ r−1(L) is dominant, which means (l′m,L) is relative
dominant on the cycle Z, or equivalently:
χ(−l′)− h1(Z1,L) < χ(−l
′ + l)− h1((Z − l)1,L(−l)),
for all 0 < l ≤ Z.
Remark 5.1.6. Statement 1) and 2) are enough to compute the geometric genus and Poincare´ series
of the large singularity X˜ but we also need statement 3), which is in some way sharper, to compute
all the cohomologies of natural line bundles of generic singularities in a following manuscript. We
could also prove the whole statement by using part 3), however the proof of 1) and 2) can be done
in a purely combinatorial way, so we prove them in this different manner.
Proof. We will prove statement 1) and 2) simultaneously by induction on the number h1(OZ) −
h1(OZ1).
If h1(OZ) − h1(OZ1) = 0, then every line bundle L on Z is relatively generic with respect to
L = L|Z1 since dim(r
−1(L)) = 0, so our theorem follows from the results on relatively generic line
bundles.
So now assume, that h1(OZ)− h1(OZ1) > 0, this means, that there is a vertex u ∈ V2 ∩ |Z|, such
that eZ(u) > 0.
Let’s blow up the exceptional divisor Eu sequentially along generic points until the periodic
constant is not 0, so let the new vertices be u0 = u, u1, · · · , ut, such that eZ(ut) > 0, but if we
blow up Eut in an arbitrary point and the new exceptional divisor is Eut+1 , then eZ(ut+1) = 0, let’s
denote the new resoultion graph by Tt and the blown up singularity by X˜t.
Notice, that since we blew up Eu sequentially in generic points, the singularity X˜t is relatively
generic with resolution graph Tt corresponding to the subsingularity X˜1 and the cuts Dv2 .
This means that all differential forms in
H0(O
X˜
(K+Z))
H0(O
X˜
(K)) has got a pole on Eut of order at most 1,
but there is at least one differential form in
H0(O
X˜
(K+Z))
H0(O
X˜
(K)) , which has got a pole on Eut .
Let’s denote the resolution graph supported by the vertices V \ u∪ u0, · · · ∪ ut−1 = Vs by Ts, and
the singularity corresponding to it by X˜s. We know, that X˜s is a relatively generic singularity with
resolution graph Ts corresponding to X˜1 and the cuts Dv2 and X˜t is a relatively generic singularity
with resolution graph Tt corresponding to X˜s and no fixed cuts (which means, that the cut along
we glue Evt is a generic cut).
Furthermore let’s denote Zt = pi
∗(Z) and let Zs be the restriction of the cycle Zt to the subsin-
gularity X˜s.
It is obvious, that h1(OZs) − h
1(OZ1) < h
1(OZ) − h1(OZ1 ), which means, that if A ≤ Zs is any
cycle on X˜s and Ls is any natural line bundle on X˜t satisfiying the conditions of part 1) and 2), then
h1(A,Ls) = h1(A,Lgen), where Lgen is a generic line bundle in r−1(Ls|A1), where A1 = min(A,Z1).
Let’s have now a natural line bundle L = O
X˜
(l′) on X˜, such that l′ = −
∑
v∈V avEv, and assume,
that av > 0 if v ∈ V2 ∩ |Z|, and let’s denote c1(L)||Z| = l′m = −
∑
v∈|Z| bvEv, and assume first, that
(l′m,L) is not relative dominant on the cycle Z, in this case we want to prove H
0(Z,L)reg = ∅.
Let’s have the line bundle pi∗(L) on the blown up singularity X˜t with Chern class pi∗(l′).
From the fact, that (l′m,L) is not relative dominant on the cycle Z we get, that (pi
∗(l′m),L) is not
relative dominant on Zt.
Indeed the isometry between Picl
′
m(Z) and Picpi
∗(l′m)(Zt) brings r
−1(L) ⊂ Picl
′
m(Z) to r−1(L) ⊂
Picpi
∗(l′m)(Zt) and c
l′m(ECal
′
m,L(Z)) to cpi
∗(l′m)(ECapi
∗(l′m),L(Zt)).
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We have to prove H0(Zt, pi
∗(L))reg = ∅, indeed if there were a section s ∈ H0(Z,L)reg , then we
would have H0(Zt, pi
∗(L))reg 6= ∅, because we blew up Eu sequentially in generic points.
Let’s denote Ls = rs(pi
∗(L)), by induction, if (Rs(pi∗(l′m)),L) is not relative dominant on Zs, then
H0(Zs,Ls)reg = ∅, from which H0(Zt, pi∗(L))reg = ∅.
On the other hand if (Rs(pi
∗(l′m)),L) is relative dominant on the cycle Zs, then we claim,
that (pi∗(l′m),Ls) is not relative dominant on the cycle Zt. Indeed assume to the contrary, that
(pi∗(l′m),Ls) is relative dominant on Zt, then it means:
χ(−pi∗(l′m))− h
1(Zs,Ls) < χ(−pi
∗(l′m) + l)− h
1((Z − l)s,Ls(−l)),
for all 0 < l ≤ Zt.
Let’s have a generic line bundle Lgen in r−1(L) ∈ Pic
Rs(pi
∗(l′m))(Zs), by induction we know, that
for all 0 ≤ l ≤ Zt we have h1((Z − l)s,Ls(−l)) = h1((Z − l)s,Lgen(l)), which means:
χ(−pi∗(l′m))− h
1(Zs,Lgen) < χ(−pi
∗(l′m) + l)− h
1((Z − l)s,Lgen(−l)),
for all 0 < l ≤ Zt.
It means, that for a generic line bundle Lgen ∈ Pic
Rs(pi
∗(l′m))(Zs) we know, that (pi
∗(l′m),Lgen) is
relatively dominant on the cycle Zt, however we also know, that (Rs(pi
∗(l′m)),L) is relative dominant
on the cycle Zs, so it follows, that (pi
∗(l′m),L) is also relative dominant on the cycle Zt, which is a
conradiction.
So we know, that (pi∗(l′m),Ls) is not relative dominant on the cycle Zt.
Now let’s have a large number N , such that dim(Im(c−NE
∗
ut (Zt))) = eZt(ut), and let’s blow up
the divisor Eut in N different generic points, let’s denote the new divisors by Ev1 , · · · , EvN .
Let’s denote the blown up singularity by X˜b and the pullback of the cycle Zt by Zb, then we
know, that eZb(vj) = 0 for all 0 ≤ j ≤ N , since the pole of a differential form decreases by at least 1
at a blow up, and every differental form in
H0(O
X˜
(K+Z))
H0(O
X˜
(K)) has got a pole along the exceptional divisor
Evt of order at most 1.
Let’s denote now the subsingularity of this blown up singularity supported by the vertices V ∪
u1, · · ·ut by X˜u, then we have pg(X˜u) = pg(X˜b), so h1(OZt) = h
1(OZu), it means in particular, that
(Ru(pi
∗(l′m)),Ls) is not relative dominant on the cycle Zu.
It means, that for a generic element in Lgen ∈ r−1s (Ls) ⊂ Pic
Ru(pi
∗(l′m))(Zu) one hasH
0(Zu,Lgen)reg =
∅. In the following let’s fix the singularity X˜u and let’s move the intersection pointsEv1∩Eut , · · · , EvN∩
Eut .
We know, that pi∗(l′m) has got the same positive coefficents on the vertices v1, · · · vN , say h, and
dim(Im(c−NE
∗
ut (Zu))) = eZu(ut), which means that if we move these contact points, then the line
bundles ru(pi
∗(L)) cover an open set in r−1s (Ls) ⊂ Pic
Ru(pi
∗(l′m))(Zu).
Indeed we can write the line bundle ru(pi
∗(L)) = OZu((pi
∗(l′))u)⊗OZu(h ·
∑
1≤j≤N Evj ).
Notice, that if we deform he intersection points Evj ∩ Eut , then the line bundle OZu((pi
∗(l′))u)
stays the same and the line bundle OZu(h ·
∑
1≤j≤N Evj ) covers an open set in h · Im(c
−NE∗ut (Zu))
and we know, that dim(Im(c−NE
∗
ut (Zu))) = dim(Im(c
−NE∗ut (Zt))) = eZt(ut), which yields, that the
line bundles ru(pi
∗(L)) indeed cover an open set in r−1s (Ls) ⊂ Pic
Ru(pi
∗(l′m))(Zu).
So for a generic choice of the contact points ru(pi
∗(L)) is a generic line bundle in r−1s (Ls) ⊂
PicRu(pi
∗(l′m))(Zu),which means H
0(Zu, ru(pi
∗(L)))reg = ∅, and so H0(Zt, pi∗(L))reg = ∅, and this
case is done.
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Now on the other hand assume, that (l′m,L) is relative dominant on the cycle Z, in this case we
want to prove H0(Z,L)reg 6= ∅.
From the fact that (l′m,L) is relative dominant on the cycle Z it follows, that for a generic line
bundle Lgen ∈ r−1(L) ⊂ Pic
Rs(l
′
m)(Zs) we have (pi
∗(l′m),Lgen) is relatively dominant on the cycle
Zt, which means:
χ(−pi∗(l′m))− h
1(Zs,Lgen) < χ(−pi
∗(l′m) + l)− h
1((Z − l)s,Lgen(−l)),
for all 0 < l ≤ Zt.
Since h1(OZs)− h
1(OZ1) < h
1(OZ)− h1(OZ1), by induction we know, that for all 0 ≤ l ≤ Zt we
have h1((Z − l)s,Ls(−l)) = h1((Z − l)s,Lgen(−l)), which means:
χ(−pi∗(l′m))− h
1(Zs,Ls) < χ(−pi
∗(l′m) + l)− h
1((Z − l)s,Ls(−l)),
for all 0 < l ≤ Zt.
It means, that (pi∗(l′m),Ls) is relative dominant on Zt, so for a generic line bundle Lgen ∈
r−1s (Ls) ⊂ Pic
pi∗(l′m)(Zt) one has H
0(Zt,Lgen)reg 6= ∅.
In the following let’s denote n = eZt(ut), and let’s have coordinates w1, · · · , wn on the linear
subspace Vut(Zt) ⊂ H
1(OZt).
Since every differential form in
H0(O
X˜
(K+Z))
H0(O
X˜
(K)) has got a pole along the exceptional divisor Eut of
order at most 1, the map ECa−E
∗
ut (Zt)→ Vut(Zt) reduces to a map f : P
1 − δut · points→ Vut(Z),
since it’s value on a divisor D′ ∈ ECa−E
∗
ut (Zt) depends just on the intersection point D
′ ∩ Eut .
Notice, that dim(Im(c−(n+1)E
∗
ut )(Zt)) = eZt(ut) = n, indeed we know, that Im(−c
E∗ut )(Zt) is an
affine algebraic curve, such that the dimension of its affine clousure is n, and since Im(c−(n+1)E
∗
ut )(Zt)
is its (n+ 1)-fold Minkowski sum with itself our claim follows.
We know, that the image of the map f is an affine algebraic curve and its affine hull is Vut(Zt),
which means if we choose n+1 generic points p1, · · · , pn+1 ∈ P1−δut ·points, then f
′(p1), ..., f
′(pn+1)
generate Vut(Zt) and there is exactly one linear dependence between them
∑
1≤i≤n+1 aif
′(pi) = 0,
where ai 6= 0 for all 1 ≤ i ≤ n+ 1.
Now let’s blow up Eut in n+1 generic points p1, · · · , pn+1, and let the new divisors beEv1 , · · ·Evn+1 .
Let’s denote the subsingularity of this blown up singularity supported by the vertices V∪u1, · · ·ut
by X˜u, then we have pg(X˜u) = pg(X˜b), so h
1(OZt) = h
1(OZu), it means, that (Ru(pi
∗(l′m)),Ls) is
relative dominant on the cycle Zu.
Now pi∗(l′m) has got positive coefficents on the vertices v1, · · · vn+1, and dim(Im(c
−(n+1)E∗ut (Zt))) =
eZt(ut), which means that if we move the intersection points Evj ∩ Eut , then the line bundles
ru(pi
∗(L)) cover an open set in r−1s (Ls) ⊂ Pic
Ru(pi
∗(l′m))(X˜u).
So for a generic choice of the interection points p′1, · · · p
′
n+1 the line bundle ru(pi
∗(L)) is a generic
line bundle in r−1s (Ls) ⊂ Pic
pi∗(l′m)(X˜u),which means, that H
0(Zu, ru(pi
∗(L)))reg 6= ∅.
Let’s have a section s ∈ H0(Zu, ru(pi∗(L)))reg , and its divisor D on Zu.
We know, that p′1, · · · , p
′
n+1 are generic points of the divisor Eut , which means, that we have a
linear dependence
∑
1≤i≤n+1 aif
′(pi) = 0, where ai 6= 0 for all 1 ≤ i ≤ n+ 1.
Since the map c−(n+1)E
∗
ut (Zu) : ECa
−(n+1)E∗ut (Zu) → Pic
−(n+1)E∗ut (Zu) is a submersion in
(p′1, · · · p
′
n+1), which means by the implicit function theorem, that we can move the intersection
points, such that their derivatives don’t vanish, but the line bundle ru(pi
∗(L)) stays the same. It
means, that for a generic choice of (p′1, · · · p
′
n+1) one has a section in H
0(Zu, ru(pi
∗(L)))reg , whose
divisor is D and it is disjoint from the contact points (p′1, · · · , p
′
n+1).
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Since h1(OZb ) = h
1(OZu) one has also H
0(Zb, pi
∗(L))reg 6= ∅, and this finishes the proof of part
1).
For statement 2) let’s have again the blown up singularity with vertex set V ∪ u0, · · · , ut and its
subsingularity X˜s with resolution graph supported by the subgraph determined by the vertex set
V \ ut ∪ u0, · · · , ut−1.
It is obvious, that h1(OZs) − h
1(OZ1) < h
1(OZ) − h1(OZ1), that if A ≤ Zs any cycle on X˜s
and Ls is any natural line bundle on X˜t satisfiying the conditions of our theorem, then h1(A,Ls) =
h1(A,Lgen), where Lgen is a generic line bundle in r
−1(Ls|A1) with A1 = min(A,Z1).
We will prove in the following, that if Z ′ ≤ Zt is a cycle on X˜t and L = OX˜t(l
′
t) is a natural
line bundle on X˜t, such that l
′
t =
∑
v∈Vt
avEv with aut < 0, then we have h
1(Z ′,L) = h1(Z ′,Lgen),
where Lgen is a generic line bundle in r−1s (L|Z
′
s). We prove this statement by induction on
∑
v∈Vt
Z ′v,
if this is 0, then the satement is trivial.
Let’s denote L|Z ′s = Ls, there are two cases in the following:
If (l′m,Ls) is not relative dominant on Z
′, then we haveH0(Z ′,L)reg = ∅ andH0(Z ′,Lgen)reg = ∅.
which means, that:
h0(Z ′,L) = max
v∈|Z′|
(Z ′ − Ev,L − Ev) = max
v∈|Z′|
(Z ′ − Ev,Lgen − Ev) = h
0(Z ′,Lgen),
by the induction hypothesis, so we are done in this case.
So assume, now, that (l′m,Ls) is relative dominant on Z
′, which means by part 1), thatH0(Z ′,L)reg 6=
∅ and H0(Z ′,Lgen)reg 6= ∅.
Let’s denote by N a large number, such that dim(Im(c−NE
∗
ut )(Z ′)) = eZ′(ut) and let’s blow up
Eut in N generic points, and let the new singularity be X˜b, the new vertices be v1, · · · vN . Let’s
denote the intersection points pj = Evj ∩ Eut and let’s denote the subsingularity supported on the
vertex set V ∪ u1, · · · , ut by X˜u.
Furthermore let’s denote the pullback of the cycle Z ′ by Z ′b and it’s restriction to X˜u by Z
′
u, we
know, that H0(Z ′b, pi
∗(L))reg 6= ∅.
If we move the contact points p1, · · · , pN , we know, that the line bundles ru(pi∗(L)) cover an open
set in r−1s (L|Z
′
s) ⊂ Pic
Ru(pi
∗(l′m))(Z ′u), which means, that for a generic choice of the contact points
one has:
h1(Z ′u, pi
∗(L)|Z ′u) = h
1(Z ′u, pi
∗(Lgen)|Z
′
u)
Now we have h1(OZ′u) = h
1(OZ′
b
) and H0(Z ′b, pi
∗(L))reg 6= ∅, so it follows, that h1(Z ′b, pi
∗(L)) =
h1(Z ′u, pi
∗(L)|Z ′u). Similarly we have h
1(Z ′b, pi
∗(Lgen)) = h1(Z ′u, pi
∗(Lgen)|Z ′u), so it means, that
h1(Z ′b, pi
∗(L)) = h1(Z ′b,Lgen), so we get also in this case, that h
1(Z ′,L) = h1(Z ′,Lgen).
Let’s return to the proof of part 2) in the following, we have to prove, that h1(Z,L) = h1(Z,L′gen),
where L′gen is a generic line bundle in r
−1(L|Z ′1).
Notice, that we have proved, that h1(Zt, pi
∗(L)) = h1(Zt,Lgen), where Lgen is a generic line
bundle in r−1s (L|Zs).
Notice, that by theorem 4.1.7 we have:
h1(Zt,Lgen) = χ(pi
∗(−l′m))− min
0≤l≤Zt
(−h1((Zt − l)s,Ls(−l)) + χ(−pi
∗(l′m) + l)).
Let’s have a generic line bundle Lgen,s ∈ r
−1(L|Z ′1) ⊂ Pic
Rs(pi
∗(l′m))(Zs), we can choose the line
bundle L′gen a generic line bundle in r
−1
s (Lgen,s) ⊂ Pic
pi∗(l′m)(Zt).
Notice, that by theorem 4.1.7 we have:
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h1(Zt,L
′
gen) = χ(pi
∗(−l′m)) − min
0≤l≤Zt
(−h1((Zt − l)s,Lgen,s(−l)) + χ(−pi
∗(l′m) + l)).
If we apply the induction hypothesis on Zs, we get that for all cycles 0 ≤ l ≤ Zt one has
h1((Zt − l)s,Lgen,s(−l)) = h1((Zt − l)s,Ls(−l)), which indeed means h1(Zt,Lgen) = h1(Zt,L′gen),
so h1(Z,L) = h1(Zt,L′gen), and our statement 2) follows.
For part 3) assume to the contrary thatD ∈ (cl
′
m(Z))−1L ⊂ ECal
′
m,L(Z), but cl
′
m(Z) : ECal
′
m,L(Z)→
r−1(L) is not a submersion in D.
It means, that there is an element w ∈ (r−1(L))∗, such that d(w ◦ cl
′
m(Z)) vanishes in D ∈
ECal
′
m,L(Z). Here (r−1(L))∗ means the dual of the linearisation of the affine space (r−1(L))∗.
The map w : r−1(L)→ C defines also maps VI(Z)→ C for all I ⊂ V2, we still denote them by w.
Notice, that H1(OZ)
∗ can be identified with the differential forms
H0(O
X˜
(K+Z))
H0(O
X˜
(K)) ⊂ H
1(O
X˜
)∗
having pole on a vertex Ev of order at most Zv for every v ∈ V .
Now, let’s denote by ΩZ,V2 ⊂
H0(O
X˜
(K+Z))
H0(O
X˜
(K)) the differential forms, which has got no pole on the
vertices v2 ∈ V2 and let W ⊂
H0(O
X˜
(K+Z))
H0(O
X˜
(K)) be a complementery subspace, then W can be identified
with the space (r−1(L))∗, and we can see w as a differential form w ∈W .
We know, that there is a vertex v ∈ V2, such that w has got a pole on the exceptional divisor
Ev, and so the map ECa
−E∗v (Z)→ Av(Z)→ C is non constant, where the second map is Av(Z)→
Vv(Z)→ C, wich is an arbitrary translation Av(Z)→ Vv(Z) composed by the linear form w.
We blow up the exceptional divisor Ev and sequentially the new exceptional divisors in their
generic points.
Let the new divisors be Ev0 = Ev, Ev1 , ...Evt and let’s denote by t the minimal number such that
w hasn’t got a pole along the exceptional divisor Evt , it means, that w has got a pole on Evt−1 of
order 1 (since we are blowing up the divisors in generic points, the order of the pole of w decreases
by 1 at each step).
We know that t must be finite, in fact t ≤ Zv, because the order of the pole of w decreases by 1
at each blow up.
Let’s denote the vertex sets and resolution graphs of the blown up singularities by Vb,i, Ti.
Let’s have the cycles on the blown up singularities Zb,i = pi
∗
i (Z), where we know that H
1(OZb,i) =
H1(OZ), and we have the restriction map ri : H1(OZb,i)→ H
1(OZ1 ), and w gives maps r
−1
i (L)→ C.
The map r−1i (L) → C defines also linear maps VI(Zb,i)→ C for all I ⊂ Vb,i \ V1, we still denote
them by w.
Now we know, that t ≥ 1 , and ECa−E
∗
vt (Zb,t)→ Avt(Zb,t)→ C is constant, since w hasn’t got a
pole on the exceptional divisor Evt .
Similarly the differential form w has got a pole on the exceptional divisor Evt−1 of order 1, so the
map ECa
−E∗vt−1 (Zb,t−1)→ Avt−1(Zb,t−1)→ C depends just on the support point of the divisor, and
gives a function f : P− δt−1 · points→ C.
We blow up Evt−1 in a generic point, so we can assume that w hasn’t got an arrow (clousure
of set of vanishing of the differential form w in X˜t−1 \ Evt−1 ) at that point, which is equivalent by
Laufer integration formula to that f has non zero differential at that point.
Let’s look at the cycle Z ′t−1 = Zb,t − Zv · Evt on the t-th blown up singularity, and let r
′ :
H1(OZ′
t−1
)→ H1(OZ1) be the restriction map.
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We have the surjective map H1(OZb,t) → H
1(OZ′
t−1
) and the dual map
H0(O
X˜t
(Kt+Z
′
t−1))
H0(O
X˜t
(Kt))
→
H0(O
X˜t
(K+Zb,t))
H0(O
X˜t
(Kt))
, and we know, that w hasn’t got a pole along the exceptional divisor Evt , which
means, that w ∈
H0(O
X˜t
(Kt+Z
′
t−1))
H0(O
X˜t
(Kt))
.
It means, that if we have a line bundle L′ ∈ Pic0(Zb,t) ∼= H1(OZb,t), then the value of w on the
line bundle L′ depends just only on the restriction L′|Z ′t−1.
We can define a function η : ECa
−E∗vt−1 (Z ′t−1)→ C in the following:
Let’s fix a divisor D′ ∈ ECa
−E∗vt−1 (Z ′t−1) and for any divisor D
′′ ∈ ECa
−E∗vt−1 (Z ′t−1) let’s have
η(D′′) = w(OZ′
t−1
(D′′ −D′)).
Since the differential form w has got a pole along the exceptional divisor Evt−1 of order 1, we can
easily see that the map η depends only just on the support of the divisor D′′ and it gives a map
g : P− δt−1 · points→ C, where g = f + c for some c ∈ C.
Indeed if the support of the divisor in ECa−E
∗
vt (Zb,t) is not p, then the statement is trivial by
pushing it down to Zt−1 and it follows in p by continuity, so we get, that the derivative of g doesn’t
vanish in p.
Similarly we can define a function h : ECaR(pi
∗(l′m)),L(Z ′t−1) → C by the same manner. Let’s
fix a divisor D∗ ∈ ECaR(pi
∗(l′m)),L(Z ′t−1) and for any divisor D
′′ ∈ ECaR(pi
∗(l′m)),L(Z ′t−1) let’s have
η(D′′) = w(OZ′
t−1
(D′′ −D∗)). It is clear from our condition on w, that the map h has derivative 0
in D.
Let’s define a germ S = (C, 0) of singularities X˜u by fixing the tubular neighborhood of the excep-
tional divisors Ev, v ∈ V , Ev1 , ..., Evt−1 and we change the plumbing with the tubular neighborhood
of Evt such that the derivative of the intersection point Evt−1 ∩ Evt doesn’t vanish.
Let’s denote by Lu = OX˜u(pi
∗
t (l
′)) the natural line bundle on X˜u with the same Chern class as
pi∗t (L).
Notice that if L′ is a line bundle on X˜u with Chern class pi∗t (l
′) we can still speak about the value
of w on L′, by defining it as w(L′) = w(L′|Z ′t−1 ⊗OZ′t−1(−D
∗)).
If the original singularity was enough generic with respect to X˜1, then the combinatorial type of
the subspace complement H0(Zu,Lu)reg remains stable and rises to a fibration over S and if u is
small enough, there is a family of divisorsDu ∈ ECa
R(pi∗(l′m)),L(Z ′t−1), such thatDu ∈ H
0(Zu,Lu)reg
and D0 = D.
Now let’s realise that on one hand we have d
du
(η(Du)) = 0, on the other hand we have Lu =
OZu(−
∑
s∈V asEs −
∑
1≤j≤t−1 avEvj − avEvt,u) on the blownup singularities, which means:
d
du
(η(Du)) = −av · df(Evt,u ∩ Evt−1)
However we know, that df 6= 0 in p, so this is a contradiction.
Now since cl
′
m(Z) : ECal
′
m,L(Z)→ r−1(L) is a submersion in D, it is trivial that (l′m,L) is relative
dominant on the cycle Z, which is euqivalent to:
χ(−l′m)− h
1(Z1,L) < χ(−l
′
m + l)− h
1((Z − l)1,L(−l)),
for all cycles 0 < l ≤ Z.
We know that cl
′
m(Z) : ECal
′
m,L(Z)→ r−1(L) is a submersion in D, so Im(TD(cl
′
m(Z))) contains
T
cl
′
m(D)
r−1(L), on the other hand we know that Im(TD(r ◦ cl
′
m(Z))) has codimension h1(Z1,L)
in H1(OZ1), which means Im(TD(c
l′m(Z))) has codimension h1(Z1,L) in H
1(OZ), which gives the
desired equality h1(Z,L) = h1(Z1,L).
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
Remark 5.1.7. The proof of part 3) is a little sketchy, because it follows exactly the proof of
Theorem 5.1.8 in the nonrelative setup from [NNII] with basically just technical modifications, for
a more detailed discussion see of the original case see [NNII].
Let’s notice, that the following theorem from [NNII] is an immediate consequence of our main
theorem:
Theorem 5.1.8. [NNII] Assume that (X, o) is generic singularity with resolution X˜ corresponding
to a fixed resolution graph T , and we choose an effective integer cycle Z and a Chern class l′ ∈ L′.
Assume that the last term (l′t, Zt) of the Laufer type computation sequence {(l
′
k, Zk)}
t
k=0 has the
following property: if l′t =
∑
v l
′
t,vEv, then l
′
t,v < 0 for any v ∈ V(|Zt|). Then h
i(Z,OZ(l′)) =
hi(Z,Lgen) for a generic line bundle Lgen ∈ Pic
l′(Z) (i = 0, 1).
6. Corollaries of the main theroems
As a first consequense of our main theorems we will define and characterise the analouge of rational
singularities in the case of the relative setup. Let’s recall, that a singularity X˜ with resolution graph
T is called rational if pg(X˜) = 0 and this property depends just on the topological type T being
equivalent to minl>0 χ(l) > 0.
We have the following analouge theorem in the relative case:
Theorem 6.0.1. Let’s have two resolution graphs T1 ⊂ T with vertex sets V1 ⊂ V, where V = V1∪V2
and a fixed singularity X˜1 for the resolution graph T1, and cuts Dv2 along we glue the tubular
neighborhood of Ev2 for all vertices v2 ∈ V2 which has got a neighbour in V1.
Furthermore let’s have an effective cycle Z on T and let’s denote Z = Z1 + Z2, where |Z1| ⊂ V1
and |Z2| ⊂ V2.
Assume, that X˜ is an arbitrary analytic stucture on T corresponding to X˜1 and the cuts Dv2 .
Then the property h1(OZ) = h1(OZ1) is independent of the chosen analytic structure X˜ and
equivalent to that (0,OZ1) is relative dominant on the cycle Z, or equivalently:
−h1(OZ1) < χ(l)− h
1((Z − l)1,O(Z−l)1(−l)),
for all 0 < l ≤ Z.
If one of these equivalent properties holds, then we call the resolution graph T relatively rational
to the singularity X˜1 and the cuts Dv2 on it.
Proof. Assume first, that h1(OZ) = h1(OZ1) for some fixed analytical structure X˜ on T .
In this case (0,OZ1) is surely relative dominant on the cycle Z, because H
0(Z1,OZ1)reg 6= ∅,
and the line bundle OZ1 hasn’t got a base point on X˜1, which means, that ECa
0,OZ1 (Z) 6= ∅ and
dim(r−1(OZ1)) = 0, where r is the restriction map Pic
0(Z)→ Pic0(Z1) so the map ECa
0,OZ1 (Z)→
r−1(OZ1) is dominant.
On the other hand assume, that (0,OZ1) is relative dominant on the cycle Z, and let’s have an
arbitrary analytic stucture X˜ corresponding to X˜1 and the cuts Dv2 .
Notice, that dim(ECa0,OZ1 (Z)) = h1(Z1,OZ1)− h
1(Z1,OZ1)+ (0, Z) = 0, and we know, that the
map ECa0,OZ1 (Z) → r−1(OZ1 ) is dominant, so it follows, that dim(r
−1(OZ1 )) = 0, which means,
that h1(OZ) = h1(OZ1) and it proves the theorem completely. 
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In the following we want to reprove some theorems from [NN19a], namely that the clousure of
images of Abel maps are affine subspaces in the case of elliptic singularities.
So let’s use the same notations here as in [NN19a] regarding on the elliptic sequence of an elliptic
singularity.
Observe that if X˜ is an elliptic or rational singularity and L is a line bundle with Chern class
c1(L) = −l′ ∈ −S′, then from [NNI] we know, that h1(X˜,L) ≤ χ(l′)−minl≥0 χ(l′+ l)+pg and since
χ(l′)−minl≥0 χ(l′ + l) = 0 in the elliptic or rational case we get that h1(X˜,L) ≤ pg.
Lemma 6.0.2. Let T be an elliptic graph and let’s have a subgraph T ′ and singularities correspond-
ing to them X˜, X˜ ′, and furthermore let’s have a vertex v ∈ V \ V ′. Then if (−NE∗v ,OX˜′) is relative
dominant on X˜ for some integer N ≥ 1, then (−E∗v ,OX˜′) is also relative dominant on X˜.
Remark 6.0.3. Although we discussed relative dominance only on cycles, when we consider it on
a resolution space X˜ we can replace X˜ with a very large cycle Z. If the cycle Z is enough large the
condition doesn’t depend on its choice.
Proof. We wil use the characterization of relative dominancy proved above.
We know, that (−NE∗v ,OX˜′) is relative dominant on X˜ , which means:
χ(NE∗v )− h
1(O
X˜′
) < χ(NE∗v + l)− h
1(O
X˜′
(−l)),
for every l > 0, which can be turned into:
−pg(X˜
′) < χ(l)− (NE∗v , l)− h
1(O
X˜′
(−l)),
for every cycle l > 0.
We want to prove, that (−E∗v ,OX˜′) is relative dominant on X˜, wich can be turned into:
−pg(X˜
′) < χ(l)− (E∗v , l)− h
1(O
X˜′
(−l)),
for every cycle l > 0, for which E∗v + l ∈ S
′.
Notice, that −pg(X˜ ′) ≤ −h1(OX˜′(−l)) and 0 ≤ χ(l) because the singularity is elliptic, so if
−(E∗v , l) > 0, then we are done.
On the other hand if −(E∗v , l) = 0, for some l, then also we have −(NE
∗
v , l) = 0, so the inequality
follows, from the criteria of relative domninance of (−NE∗v ,OX˜′) on X˜. 
In the following we reprove the key theorem from [NN19a], which gives the geometric reason why
the structure of Abelian images is simple in the case of elliptic singularities:
Theorem 6.0.4. Let’s have an elliptic singularity, then the following statements hold:
1) V
X˜
(u) = V
X˜
(v), if u, v ∈ Bi \Bi+1 for some 0 ≤ i ≤ m (with the notation Bm+1 = ∅).
2) V
X˜
(u) ⊂ V
X˜
(v), if u ∈ Bi \Bi+1 and v ∈ Bj \Bj+1 for some m ≥ j ≥ i ≥ 0.
3) Let’s have a subset I ⊂ V, and let i be the maximal number, such that there exists a vertex
u ∈ I, with u ∈ Bi \Bi+1, then we have VX˜(u) = VX˜(I).
4) dim(Im(c−E
∗
v (Z))) = dim(V
X˜
(v)) for every vertex v ∈ V (Z ≫ 0 is a large cycle).
Proof. We dont reprove part 1), 2), 3), for a proof for these statements see [NN19a].
For part 4) let 0 ≤ i ≤ m be the unique number, such that v ∈ Bi \ Bi+1 and let’s denote
I = V \ Bi+1, and the singularity supported by Bi+1 by X˜ ′. Now by parts 1), 2), 3) we get, that
e
X˜
(v) = e
X˜
(I).
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This means, that if N is a large number, then (−NE∗v ,OX˜′) is relative dominant on X˜. It also
means, that we have to prove dim(Im(c−E
∗
v (Z))) = dim(V
X˜
(I)), which is euqivalent to the fact,
that (−E∗v ,OX˜′) is relative dominant on X˜, but we know this from the preceeding lemma, so we are
done. 
In the following as another corollary we reprove the classification of the possible geometric genuses
for a minimal elliptic resolution graph T , for the original proof look at [?].
Notice that from [NN19a] we know, that such a graph contains a largest numerically Gorenstein
subgraph T ′ such that if there are two singularities X˜ ′ ⊂ X˜ corresponding to them, then pg(X˜ ′) =
pg(X˜).
It means, that we can asume that the resolution graph T is numerically Gorenstein, and let’s have
it’s elliptic sequence V = B0, B1, · · ·Bm. Let’s recall, that if 0 ≤ i ≤ m, then Bi is a numerically
Gorenstein elliptic subgraph, whose elliptic sequence is Bi, Bi+1, · · · , Bm and it’s maximal geometric
genus is m− i + 1. Furthermore if there is a singularity X˜i with resolution graph Ti and pg(X˜i) =
m− i+ 1, with subsingularities X˜i+1, · · · , X˜m, then pg(X˜j) = m− j + 1, where i ≤ j ≤ m and X˜i
is Gorenstein.
Now we have the following theorem:
Theorem 6.0.5. Let T be a minimal, elliptic numerically Gorenstein graph with elliptic sequence
V = B0, B1, · · ·Bm, then the possible geometric genuses corresponding to the graph T are 1, 2, · · · ,m+
1.
More presicely if 0 ≤ i ≤ m and X˜i is a singularity corresponding to the graph Bi such that
pg(X˜i) = m− i+ 1 and X˜ is a relatively generic singularity with resolution graph T corresponding
to the subsingularity X˜i (and generic cuts), then we have pg(X˜) = m− i+ 1.
Proof. Let’s have a relatively generic singularity X˜ corresponding to the subsingularity X˜i.
By our main theorem we know, that pg(X˜) = 1−minl≥E(χ(l)−h
1(O
X˜i
(−l)) where we are enough
to take the cycles l ≥ E, l ∈ S′ such that H0(O
X˜i
(−l))reg 6= ∅.
So assume, that pg(X˜) = 1− χ(l) + h1(OX˜i(−l)), where l ≥ E, l ∈ S
′ and H0(O
X˜i
(−l))reg 6= ∅.
Notice that R(l) ∈ S′(Ti) and notice, that R(l) 6= 0 since otherwise we would have that OX˜i(−l)
is the trivial line bundle.
On the other hand we know, that l ≥ E, and there is a vertex v ∈ V , which has got a neighbour
w in Ti. We know, that v ∈ |l|, but we glue the exceptional divisor Ev along a generic cut along
Ew. This is impossible, because X˜i is numerically Gorenstein, so we have eX˜(v) > 0, which means,
that if we defrom the cut along we glue Ew, then the line bundle OX˜i(−l) changes, so for a generic
choice this is nontrivial.
This means, that we have R(l) ∈ S′(Ti) \ 0.
Now notice, thatO
X˜i
(−l) ∈ Im(c−R(l)) and since X˜i is numerically Gorenstein we have dim(Im(c−R(l))) ≥
1, which means, that h1(O
X˜i
(−l)) ≤ m− i.
It means, that we have pg(X˜) ≤ 1− χ(l) +m− i ≤ m− i+ 1. On the other hand we know, that
pg(X˜) ≥ pg(X˜i) = m− i+ 1, which means pg(X˜) = m− i+ 1 and we are done. 
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