We present a level-set method for the inverse gravimetry problem of imaging salt structures with density contrast reversal. Under such a circumstance, a part of the salt structure contributes two completely opposite anomalies that counteract with each other, making itself unobservable to the gravity data. As a consequence, this amplifies inherent non-uniqueness of the inverse gravimetry problem so that it is much more challenging to recover the whole salt structure from the gravity data. To alleviate the severe non-uniqueness, it is reasonable to assume that density contrast between the salt structure and the surrounding sedimentary host depends upon the depth only and is known a priori. Consequently, the original inverse gravity problem reduces to a domain inverse problem, where the supporting domain of the salt body becomes the only unknown. We use a level-set function to parametrize the boundary of the salt body so that we reformulate the domain inverse problem into a nonlinear optimization problem for the level-set function, which is further solved for by a gradient descent method. Both 2-D and 3-D experiments on the SEG/EAGE salt model are carried out to demonstrate the effectiveness and efficiency of the new method. The 1 algorithm is able to recover dipping flanks of the salt model, and it only takes 40 minutes in a 2.5 GHz CPU to invert for a 3-D model of 97,000 unknowns.
INTRODUCTION
As a ductile material which is impermeable to hydrocarbons, salt serves as an effective agent for trapping oil and gas in nature (Farmer et al., 1996) . Currently, the salt basins worldwide have been one of the places to find the most prospective hydrocarbon reservoirs (Leveille et al., 2011) , so that the oil industry's interest is growing in the exploration of salt-related structures.
While the overwhelming number of seismic imaging techniques are currently acoustic in nature, seismic methods have encountered many difficulties in the interpretation of complex salt geometries (Bain et al., 1991; Leveille et al., 2011) . Therefore non-seismic tools are needed to produce better representations for salt structures of poor illumination, and the gravity inversion is one of these tools available to us.
Salt is a material with a different density compared to its surrounding sediments so that the resulting density contrast generates anomalous acceleration in the gravity data. A gravity inversion method can be utilized to find out the density contrast which gives information of the shape and location of a salt body. In particular, salt is relatively incompressible and retains a low density even after burial. However, the surrounding sediments are compact and have densities which increase with respect to depth. Depending on the depth of a salt body, three scenarios can occur in the density contrast between the salt body and the sedimentary background: positive density contrast, negative density contrast, and nil zone (Jorgensen and Kisabeth, 2000; Routh et al., 2001; Krahenbuhl and Li, 2006; Hatch and Annecchione, 2010) . In the shallow region the salt body is of greater density than its sedimentary host, and this leads to a positive density contrast which generates a positive gravity anomaly in the measured gravity data. While the salt body extends to a large depth its density becomes smaller than those of the surrounding sediments, and this leads to a negative density contrast, inducing negative gravity anomaly in the measured gravity data. Moreover, there exists a depth interval over which the salt density is within the range of sediment densities; such a depth region has been termed as the nil zone (Bain et al., 1993) in that the salt/sediment density contrast is nil.
The complex scenarios involving nil zone and density-contrast reversal can cause major difficulties in the gravity inversion of salt structures. The portion of a salt body within the nil zone does not contribute to anomaly in the gravity data, so that the gravity method essentially has no information of this portion of salt (Bain et al., 1991) . Moreover, density-contrast reversal in the underlying structure leads to the effect of annihilator (Gibson and Millegan, 1998) so that the deep portion of the salt body with negative density contrast generates negative anomaly in the gravity data which cancels out the positive anomaly generated by the shallow portion with positive density contrast. The presence of nil zone and the effect of annihilator increase ill-posedness of the gravity inversion in salt imaging. To overcome these difficulties, a natural consideration is to incorporate a prior geological information into the inversion to help alleviate non-uniqueness of the inversion and ensure that the inverted solution conforms to a realistic earth model.
According to Krahenbuhl and Li (2006) , existing methods for salt imaging using gravity data fall under two general categories: the first is interface inversion and the second is generalized density inversion. Assuming a simple profile for the salt body and a known density contrast, interfaceinversion methods look for the shape of the salt-sediment interface (Barbosa et al., 1999; Cheng et al., 2003; Krahenbuhl and Li, 2006; Silva Dias et al., 2011; Ennen and Hall, 2011; Barnes and Barraud, 2012; Cai and Zhdanov, 2015) ; additional geological information is usually incorporated into the inversion process. For example, in Cheng et al. (2003) the interface inversion requires the knowledge of both the top of a salt body and a part of the base of the salt body so as to determine the complete base of the salt body. A drawback of this type of interface inversion is the assumed simple geometry which hinders its application to imaging complicated salt structures.
On the other hand, direct density-inversion methods make almost no explicit assumptions on the geometry of a salt body. The targeted region is divided into a large number of cells with fixed sizes and unknown constant densities, and those in-cell densities are determined by the inversion . In particular, the in-cell densities are found to fit the observed data by minimizing an objective function, and Tikhonov regularization and depth weighting are also introduced into the objective function to ensure that the solution is geologically reasonable. To further handle the complex scenarios in salt imaging, additional geological information is usually incorporated into inversion algorithms Li, 2001) , such as imposing lower and upper bounds on the density contrast. For example, in Li (2001) the inversion algorithm allows different density bounds for different individual cells; one can freeze the density contrast value and enforce exact salt structure in certain regions (such as the top of the salt body) by applying a very tight pair of density bounds.
In Krahenbuhl and Li (2006) the authors have combined merits of the above two categories of methods and proposed a binary inversion algorithm for salt imaging. The density contrast is characterized by a binary variable, which equals either zero or one, where one represents the value expected at a given depth; the characteristic variable is inverted to recover the shape of a salt body. This binary formulation enables us to explicitly incorporate density contrast values into the density inversion. The difficulty, however, is that the binary nature of the inversion variable requires a derivative-free optimization algorithm, which is usually of demanding computational cost. Krahenbuhl and Li (2006) have adopted the genetic algorithm to solve the gravity inverse problem with binary constraints, and the resulting algorithm has been applied to only 2.5-D gravity inverse problems.
In this paper, starting from the idea of binary formulation for the density contrast as proposed in Krahenbuhl and Li (2006) which is capable of handling the problem of nil zone and the effect of annihilator in salt imaging, we apply the level-set method (Osher and Sethian, 1988) to manipulate the binary structure in a continuous framework. In contrast to working on a binary variable directly, we use the level-set function along with the Heaviside function to represent the binary density contrast in salt imaging. The level-set function is maintained to be a continuous signeddistance function to the salt-sediment interface, and this continuous function is sought after to recover the binary salt structure. The advantage of the proposed level-set algorithm is that we can reconstruct the binary structure using a derivative-based optimization method. The proposed algorithm can be carried out efficiently to invert for the 3-D SEG/EAGE salt model (Aminsadeh, 1996) on a personal computer.
The level-set method (Osher and Sethian, 1988) has been widely used in shape-optimization problems due to its ability in automatic handling of changes in connectivities and interfaces. This method was first used for inverse obstacle problems in Santosa (1996) , and thereafter, it was applied to a variety of inverse problems; see Litman et al. (1998); Osher and Santosa (2001); Hou et al. (2004) ; Dorn and Lesselier (2006); Miled and Miller (2007); van den Doel et al. (2010) , and references therein. In terms of geophysical inverse problems, the level-set method has also found wide applications. In Isakov et al. (2011) , the level-set method was first applied to the gravity data, and it was further developed in Isakov et al. (2013) and ; in the level-set method was applied to the gravity gradient data. In Dorn and Villegas (2007) and Dorn and Ascher (2007) , it was applied to shape reconstructions in 3-D electromagnetic induction tomography problems. In Samuel and Evonuk (2010) and Hillebrand et al. (2014) , it was applied to geodynamical flow problems. In Papadopoulos et al. (2011) it was applied to identify uncertainties in the shape of geophysical objects using temperature measurements. In Zheglova et al. (2013) , Li and Leung (2013) and Li et al. (2014) it was applied to travel-time tomography problems in different settings. In Li et al. (2015) it was applied to 3-D inversion of magnetic data.
The rest of this paper is organized as follows. At first, we propose the level-set method for gravity inversion in salt imaging. Following that, we summarize the algorithm and discuss some implementation details. To demonstrate the effectiveness of our level-set algorithm, we carry out intensive numerical experiments, and we mainly work on the SEG/EAGE salt model (Aminsadeh, 1996) , where both 2-D slices and the 3-D model are studied in the inversion. Finally, we draw our conclusion.
METHODOLOGY
The gravity data in salt-structure imaging is the anomalous acceleration generated by the embedded salt body and measured along the vertical direction:
(1)
In equation 1, r = (x, y, z), ρ(r) is the density contrast, γ is the universal gravitational constant and γ ≡ 6.67384 × 10 −8 cm 3 g −1 s −2 . K z (r, r) is the integration kernel with the following formula,
where n = 3 in the 3-D space and n = 2 in the 2-D space. Using the gravity data g z (r) collected on Γ we invert for the density contrast ρ(r) in Ω that provides an image of the underlying salt structure. Figure 1 illustrates the geometry of the problem setup in the 2-D space.
A level-set formulation for the density contrast
To overcome the difficulties of salt imaging by gravity inversion associated with nil zone and the effect of annihilator, we incorporate a prior geological information into the formulation of density contrast so that we look for a depth-dependent density contrast in the following form
where Ω 0 denotes the region of a salt body, and ∆ρ(z) is the assumed density contrast between the salt body and the sedimentary host at depth z. We assume that the value of ∆ρ(z) is known due to some a prior geological information, and we solve for the unknown region Ω 0 so as to recover the shape of the embedded salt body. The strategy of imposing a priori information on the density contrast is widely acknowledged in gravitational salt-imaging (Barbosa et al., 1999; Jorgensen and Kisabeth, 2000; Cheng et al., 2003; Krahenbuhl and Li, 2006) . Equation 3 is the same binary formulation as adopted in Krahenbuhl and Li (2006) . In this paper, however, we propose to handle the binary formulation in a continuous level-set framework so that we can apply a derivative-based optimization strategy to recover the binary structure.
Following the methodology proposed in Isakov et al. (2011), Lu and and Li et al. (2015) , we express the density contrast ρ(r) in equation 3 using the following level-set formulation,
In equation 4, H(x) is the Heaviside function with
is the level-set function:
where Ω int 0 , Ω 0 , and ∂Ω 0 are the interior, closure, and boundary of domain Ω 0 , respectively. Numerically the level-set function is maintained to be the signed-distance function to the interface
where dist(r, ∂Ω 0 ) is the shortest distance from r to ∂Ω 0 . As a specific example considering that the interface ∂Ω 0 is a spherical surface of radius 1, the corresponding signed-distance function is
with (x 0 , y 0 , z 0 ) the center of the sphere. The signed-distance property can be maintained by the level-set reinitialization, which will be discussed in the ALGORITHM section. The level-set function φ(r) is continuous and parameterizes the unknown region Ω 0 so that equation 4 enables us to handle the binary density contrast ρ(r) by evaluating the continuous function φ(r). We can compute the sensitivity of ρ(r) with respect to the level-set function by the following variational
where δ d (x) is the Dirac-delta function.
Next we apply a derivative-based optimization method to recover the level-set function φ(r).
A gradient-descent method for gravity inversion
Given an arbitrary density contrast, let g z be the predicted data from the forward model in equation
1. Denoting the observed gravity data by g * z , we propose to find the targeted unknown density contrast by minimizing the data misfit function
Plugging equation 1 into equation 6 we can compute the sensitivity of E d with respect to the density contrast,
where K z (r, r) is defined in equation 2. Then combining equation 5 and equation 7 we get the sensitivity function of E d with respect to the level set function φ,
The necessary condition for φ to be a minimizer is that ∂E d ∂φ = 0. We adopt the gradient-descent method to evaluate the minimizer,
where a Neumann boundary condition is imposed on the computational domain. The solution of gravity inversion is obtained when the steady state of equation 9 is achieved; namely, ∂φ ∂t = 0.
Although the computation is in a continuous framework using a gradient-descent-based optimization method, the recovered density contrast in equation 4 has a binary structure with sharp interface indicating the shape of a salt body.
The strategy of incorporating the known top of a salt body into the inversion
In geophysical exploration the top of a salt body is usually well imaged by seismic methods, and it can be used as a prior information in the gravity inversion (Li, 2001; Cheng et al., 2003) . In this subsection, we introduce a simple strategy to incorporate the knowledge of the top of a salt body into our level-set inversion.
Supposing that the top of a salt body in the shallow region {z ≤ z 0 } is available from other imaging methods, we are trying to reconstruct the density contrast ρ(r) in the sub-domain {z > z 0 }.
The idea is to exclude the effects of the top of the salt body and perform inversion in the base region. First we compute the gravity acceleration generated by the known top of the salt body,
Then we subtract g top (r) from the observed gravity data g * z (r) and denote
Combining equation 10 and equation 1, it is straightforward to get the following expression,
which indicates that g * z (r) are the anomalous acceleration generated by the base of the salt body in the sub-domain {z > z 0 }. Using these new data we perform the level-set inversion in the subdomain Ω∩{z > z 0 }, which yields an effective algorithm for reconstructing the base of the salt body.
In our numerical simulations, we will show inversion results with and without a prior information of the top of a salt body.
ALGORITHM
In this section we summarize the level-set algorithm for salt imaging.
Algorithm: a level-set method for salt imaging 1. Initialize the level-set function φ. 5. Reinitialize the level-set function to maintain the signed distance property.
Obtain the density function ρ(r)
6. Go back to step 2 until the iteration converges.
The Dirac-delta function δ d (φ) appearing in equation 8 is numerically evaluated by (Zhao et al., 1996; Li et al., 2015) , where
The parameter controls the bandwidth of the delta impulsive function, and we set it to be 0.5 · min{∆x, ∆y, ∆z} in the numerical simulation.
The gradient flow in equation 8 is expressed as
where
Therefore the evolution equation 9 in step 4 is reduced to the following form
which can be viewed as a Hamilton-Jacobi equation (Osher and Sethian, 1988; Osher and Shu, 1991; Jiang and Peng, 2000; Qian and Symes, 2002; Cecil et al., 2004) . We simply apply forwarddifferencing to the time derivative and central-differencing to the spatial derivatives, and the level-set function φ is updated by the equation
In equation 11 the superscript n means the value at the n-th step. Numerically a CourantFriedrichs-Lewy (CFL) stability condition is required to maintain the stability of evolution, ∆t · max |V n | min{∆x, ∆y, ∆z} < 1.
In practice we take the time step
where α is a constant between 0 and 1. In practice, we have chosen α = 0.8 for 2-D examples and α = 0.6 for 3-D examples. This choice of α only affects computational time but not accuracy.
To evaluate the integrals in equation 1 and equation 8, we have developed a low-rank matrixdecomposition algorithm to speed up matrix-vector multiplications arising in the numerical integration; one can find detailed formulations in and Li et al. (2015) .
Moreover, in step 5 we reinitialize the level-set function to maintain the signed-distance property for φ. In the level-set evolution the function φ can develop steep gradients and non-smooth features that are not amenable to finite-difference approximations. Therefore, it is always desirable to reinitialize the level-set function occasionally so that φ stays smooth (Osher and Sethian, 1988; Mulder et al., 1992; Sussman et al., 1994) . To achieve this we reinitialize φ to be a signed-distance function, since the signed-distance property preserves the zero level-set which parameterizes the shape of the underlying interface. Mathematically, it can be achieved by solving the following system in an artificial time-direction ξ up to the steady state
where the initial condition is Φ| ξ=0 = φ and the function sign(·) is the signum function which extracts the sign of a real number (Sussman et al., 1994) . In practice, however, since we are interested in the solution only near the zero level-set, there is no need to obtain the actual steadystate solution. Instead, we simply solve the system for several ∆ξ steps (in our numerical simulation only one step) and the intermediate solution Φ is used to replace the original level-set function. Since the reinitialization procedure smoothens the level-set function, it can be viewed as a regularization on the model parameter φ. One can find applications of this technique in Isakov et al. (2011 Isakov et al. ( , 2013 );
Li and Leung (2013); Li et al. (2014 Li et al. ( , 2015 .
NUMERICAL EXPERIMENTS
In this section we demonstrate the effectiveness of the proposed level-set method for salt imaging.
We work on the SEG/EAGE salt model (Aminsadeh, 1996) ; both 2-D slices and 3-D full structures of the salt model will be studied in the inversion.
The original SEG/EAGE salt model is a velocity model designed to challenge contemporary seismic imaging methods. To validate our new algorithm for gravity inversion, we have captured the structure of the salt body, and accordingly we have constructed the following density-contrast model, still named SEG/EAGE salt model. The profile of the salt body is shown in Figure 2 (2006), we specify the first set of density contrast ∆ρ(z) to be
Above 1800 m the salt body has a positive density contrast whereas below that depth the salt body has a negative density contrast. The density-contrast reversal simulates the effect of annihilator in salt imaging. To further simulate realistic scenarios in salt imaging, we specify the second set of density contrast to be
so that the density contrast between the salt body and its sediments is linearly decreasing in depth, which corresponds to the scenario where the background density distribution increases in depth and the density of the salt body is constant.
2-D examples
We start the computation from 2-D structures. A cross-section of the 3-D SEG/EAGE salt model shown in Figure 1 is studied in this subsection. The slice is taken along the plane defined by the three points: A 1 (0m, 2200m, 0m), A 2 (13400m, 6600m, 0m) and A 3 (13400m, 6600m, 4000m); Figure   3a and Figure 6a display the shape of the exact structure. The 2-D section has a crest of positive density contrast located on the top of the salt body and a steeply dipping flank of negative density contrast extending to a large depth. We test two sets of density contrasts given by formula 15 and formula 16 respectively.
A 2-D slice with a piecewise-constant density contrast
In this example we consider the cross-section with a density contrast given by equation 15. The exact structure is shown in Figure 3a we start from an initial guess as shown in Figure 3c , where the shape of the initial structure is an ellipse with the semi-major axis of 4000m and the semi-minor axis of 1000m. We evolve the level-set function according to equation 11, and the time step is given by formula 12 with α = 0.8. Figure   3e plots the misfit function E d versus the number of iterations. The convergence is achieved when there is no further reduction in the misfit function. Due to nonlinearity of the inverse problem, the convergence history of the misfit function shows an oscillating pattern. Since it is difficult to maintain a monotonic convergence even by implementing an expensive line search, we dismiss that option here. The large number of iterations in this example are due to the CFL condition in the evolving direction of the gradient descent flow. Figure 3d shows the recovered structure after 50000
iterations. The top of the salt body with positive density contrast is well imaged in the recovered solution, and the shape of the crest matches well with the exact structure. The lower portion of the salt body is also successfully captured in the recovered solution. The steeply dipping flank extending to the left is partially recovered, though the base structure is distorted due to the limited resolution of the gravity inversion.
To explore the possibility of recovering full structure of the dipping flank, we freeze the top of the salt body and perform the inversion in the base region; specifically we impose the exact structure to the salt body above 1800 m. First we compute the gravity acceleration generated by the salt body above 1800 m according to equation 10, and we subtract this acceleration from the observed gravity data g * z so that the resulting data yield the gravity acceleration induced by the base structure below 1800 m. We apply our inversion algorithm to these new data in the subdomain {z > 1800 m}. This strategy not only remarkably reduces the computational cost but also significantly improves the resolution of the inversion result. Figure 4 demonstrates the numerical results. Figure 4a shows the initial guess of the level-set function φ, which is constructed in the following way; in the inversion domain {z > 1800 m} we define the function
and we perform the level-set reinitialization on φ 0 to produce the initial guess of φ. Figure 4b displays the complete initial structure, and the initial guess is a natural extension of the top of the salt body along the z-direction. The level-set function is evolved in the sub-domain {z > 1800 m}, and the time step is still given by formula 12 with α = 0.8. Figure 4e shows the convergence history;
the misfit function steadily oscillates in the order of 10 −4 when the convergence is achieved. The recovered structure after 1500 iterations is shown in Figure 4d , where the steeply dipping flank is fully recovered in the base region. We mention that the CPU time required for this inversion is about 215 seconds on an equivalent 2.5 GHz processor.
To further test the robustness of the algorithm, we perturb the measured gravity data by 5%
Gaussian noise, as shown in Figure 5a , and repeat the inversion process. Figure 5b shows the solution after 1500 iterations. The top of the salt body is frozen to be the exact structure and the steeply dipping flank is successfully recovered in the base region. Since the solution is similar to the recovered solution using clean measurements as shown in Figure 4d , our inversion algorithm is not sensitive to a small amount of additive Gaussian noise with zero mean.
A 2-D slice with a linearly decreasing density contrast
In this example we study a cross-section of the salt model with the density contrast given by equation 16. Figure 6a shows the exact structure, where the linearly decreasing density contrast simulates the salt body with a constant density embedded in a sedimentary background which Figure 6b . To perform the inversion, we set the initial guess to be an ellipse with the semi-major axis of 4000m and the semi-minor axis of 1000m, which is shown in Figure 6c . The level-set function is evolved according to equation 11, and the time step is given by formula 12 with α = 0.8. Figure 6e shows the convergence history; the misfit function steadily oscillates around 10 −5 when the convergence is achieved. Figure 6d plots the recovered solution after 50000 iterations. The top of the salt body is well imaged with a crest matching well with the exact structure. The lower portion with negative density contrast is also successfully captured. The recovered solution provides useful information for interpreting the structure of the steeply dipping flank, though the overall shape is distorted to some extent due to the limited resolution of the gravity inversion.
To pursue better resolution for the steeply dipping flank we freeze the top of the salt body and impose the exact structure to the salt body above 1800 m. The top of the salt body is assumed to be available from seismic imaging, which can be used as a prior information in the gravity inversion.
In the example with piecewise-constant density contrast, we demonstrated that adding constraints to the top of the salt body does improve resolution of deep structures. Here we use the same strategy: we remove the effect of the top of the salt body and perform the inversion algorithm in the sub-domain {z > 1800 m}. Figure 7a shows the initial guess of the level-set function, which is the same as Figure 4a . Figure 7b displays the initial structure in the full domain, and the initial guess is a natural extension of the top of the salt body. The level-set function is evolved in the sub-domain {z > 1800 m}, and the time step is given by formula 12 with α = 0.8. Figure Figure 7d shows the recovered solution after 2000 iterations. The steeply dipping flank is successfully recovered, and the overall shape matches well with the exact structure. We mention that the CPU time for this inversion is approximately 288 seconds on an equivalent 2.5 GHz processor.
To study the effect of noise we contaminate the clean measurements with 5% Gaussian noise and repeat the inversion process with the top of the salt body constrained to be the exact structure. Figure 8a displays the noisy gravity data; Figure 8b shows the recovered solution. There is no big distortion in the recovered structure, and the inversion is not sensitive to a small amount of Gaussian noise with zero mean.
The 3-D SEG/EAGE salt model
In this example we work on the 3-D SEG/EAGE salt model with a linearly decreasing density contrast. The shape of the salt body is displayed in Figure 9a and 9c (also in Figure 2 Figure 9b and Figure 9d from different angles of view. We mention that the required CPU time for this inversion is about 44 minutes on an equivalent 2.5 GHz processor.
In the recovered solution the top of the salt body is well imaged with the peak successfully recovered from the flat surface in the initial guess, and the stratum structure is well captured. The dipping flank to large depth is also recovered in the reconstruction, though there is distortion in the deep region due to the poor depth resolution of gravity inversion; the lateral view displayed in Figure 9d illustrates the shape of the dipping flank. To see the result more clearly we also provide the pictures of cross-sections in Figure 10 and Figure 11 . Cross-sections of the underlying structure are displayed at y = 4000 m, 6000 m, and 8000 m and x = 6000 m, 8000 m, and 10000 m, respectively. Generally the reconstruction has better resolution in the top of the salt body, while the deep structure with reverse density contrast is also successfully captured. Our level-set algorithm provides an effective method for salt imaging in the presence of density-contrast reversal.
To further test the robustness of our level-set algorithm, we add 2 % Gaussian noise with zero mean to the measurement data g * z and repeat the inversion process. Figure 12f shows the contaminated gravity data. Figures 12b and 12d show the recovered solution after 8000 iterations.
We also display the cross-sections of the inverted structure in Figures 13 and 14 . The solution is quite similar to the recovered solution using clean measurements, as shown in Figures 9, 10 and 11. The general structure of the salt body is well recovered; the crest of the salt body matches well with the exact structure; the dipping flank to large depth is also partially recovered, which provides useful information for interpreting the base of the salt body. These results, therefore, illustrate that our level-set algorithm has the potential to handle realistic salt-imaging problems in the presence of reasonable noise contamination.
In the end of this section, we study the effect of adding constraints to the top of the salt body Adding constraints to the top of the salt body does improve the resolution of imaging at the base of the salt body. The CPU time required for this inversion is about 184 seconds on an equivalent 2.5 GHz processor. Figure 17 shows the history of convergence, where the misfit function oscillates steadily around 5 × 10 −2 when the convergence is achieved.
We also carry out constrained inversion using the data contaminated by 2 % Gaussian noise, as shown in Figure 12f . Figure 19 shows the convergence history and Figures 18b, 18d and 18f display the solution after 200 iterations. There is no big distortion in the recovered structure comparing to the solution using clean measurements, as shown in Figures 16b, 16d and 16f , and the level-set algorithm can handle salt-imaging problems in the presence of reasonable noise contamination.
CONCLUSIONS
In this paper we have proposed a level-set algorithm for salt imaging using gravity data. To handle the problem of nil zone and the effect of annihilator, we have adopted a binary formulation for density contrast and inverted for a binary structure of the salt body. The level-set method has been applied to manipulate the binary structure in a continuous framework. In contrast to working on the binary density contrast directly, the proposed algorithm looks for a level-set function which is maintained to be continuous in the inversion. The advantage of the level-set algorithm is that we can reconstruct the binary structure using a gradient-descent-based optimization method. Numerical examples demonstrated the effectiveness of our algorithms, and we have efficiently recovered 3-D salt structures generated from the SEG/EAGE salt model. We believe that the proposed algorithms can be further accelerated by implementing more efficient optimization methods.
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