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Abstract—Recent encoder-decoder models for sequence-to-
sequence mapping show that integrating both temporal and
spatial attention mechanisms into neural networks considerably
improve network performance. The use of attention for sensor
selection in multi-sensor setups and the benefit of such an
attention mechanism is less studied. This work reports on a sensor
transformation attention network (STAN) that embeds a sensory
attention mechanism to dynamically weigh and combine individ-
ual input sensors based on their task-relevant information. We
demonstrate the correlation of the attentional signal to changing
noise levels of each sensor on the audio-visual GRID dataset
and synthetic noise; and on CHiME-4, a multi-microphone real-
world noisy dataset. In addition, we demonstrate that the STAN
model is able to deal with sensor removal and addition without
retraining, and is invariant to channel order. Compared to a two-
sensor model that weighs both sensors equally, the equivalent
STAN model has a relative parameter increase of only 0.09%,
but reduces the relative character error rate (CER) by up to
19.1% on the CHiME-4 dataset. The attentional signal helps to
identify a lower SNR sensor with up to 94.2% accuracy.
Index Terms—multi-sensor input, attention mechanism, sensor
fusion, end-to-end speech recognition
I. INTRODUCTION
Modern robotic systems handle complex interactions with
the real world. For example, recent research shows how drones
can navigate autonomously in natural environments [1], how
rescue robots can operate in degraded environments [2], [3],
and how robots can interact with humans via physical con-
tact [4] or speech [5]. Such interactions require an informative
perception of the environment for appropriate action. Even
though single-sensor setups have been proposed for tasks like
autonomous driving [6], [7], it is advantageous to equip robots
with multiple sensors of the same or distinct modalities to
increase the performance, robustness and fault tolerance of
the system [8].
With deep learning methods, robotic interaction can be
modelled as a domain-agnostic mapping from multiple input
sensors to a task-specific interaction with the environment.
End-to-end models handle the input-output mapping with a
single neural network that is optimized on large amounts of
training data. Compared to traditional pipelined approaches
with separately optimized stages, end-to-end models represent
a significant simplification in model complexity and opti-
mization process. However, non-trivial architectural decisions
remain such as where and how to combine the information
from the multiple inputs in a single network. The combination
process is generally referred to as sensor fusion, and neural
networks offer various fusion strategies such as fusion at
different network layers (where to fuse) and different fusion
operations such as concatenation, summation and convolution
(how to fuse) [9].
In this work, we investigate a recently proposed fusion
operation based on sensory attention [10], [11]. The attention-
based fusion operation first weighs and then sums multiple
input sensors into a single representation. The sensor-specific
attention weights are computed by neural networks that are
integrated into the end-to-end model such that a single training
process is sufficient. This attention mechanism allows the
model to dynamically tune its attention towards more task-
informative sensors.
We evaluate the use of this sensory attention mechanism
when embedded in a sensor transformation attention network
(STAN). STANs support multi-sensor inputs of the same or
different modalities in a single end-to-end framework (Sec-
tion II). We test STANs in noisy conditions using two differ-
ent datasets, the multi-modal GRID dataset with added syn-
thetic noise (Section III), and the multi-microphone CHiME-4
dataset with real-world noise (Section IV). We show that the
attention weights are highly interpretable and that our STAN
model is able to deal with new sensor configurations without
any re-training, including sensor addition, removal and reversal
of the sensor order.
A. Related work
Attention mechanisms have contributed to improved results
from deep neural networks (DNNs) in various domains such as
image captioning [12], video description [13], speech recog-
nition [14], [15], and machine translation [16], [17]. These
attention mechanisms enable DNNs to sequentially focus on
different subsets of an input source [18]. Typical examples
include spatial attention, e.g. aligning output words to regions
within an image during caption generation [12] or temporal
attention, e.g. aligning output words to distinct feature frames
of the input sequence in speech recognition [14].
Less work is reported on the use of sensory attention.
Two recent studies evaluated sensory attention in the context
of end-to-end models for multi-channel automatic speech
recognition (ASR) [10], [19]. In both studies, inputs from
multiple channels are combined into a single representation
that is used for classification. The sensory attention mechanism
is either used to predict the reference microphone for a neural
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beamformer [19] or as a fusion operation [10]. Similar to [10],
we use sensory attention as a fusion operation, but follow a
different design strategy. Our proposed design improves with
invariance to channel order and the design is simplified by
using long short-term memory (LSTM) and dense units instead
of a custom-designed neural network cell. For multi-modal
inputs, the only study we are aware of that uses sensory
attention was carried out by [11]. Their work used a different
dataset (YouTube2Text) and did not quantify the correlation
of the attentional signal with the noise level.
The use of sensory attention is notably absent from other
studies on multi-modal end-to-end models. A recent study
evaluated the impact of different fusion operations such as
summation, concatenation, convolution, max-pooling and a
bilinear operator for a video classification task [9]. Other
recent studies that evaluated gesture recognition [20], [21] or
robot control (autonomous car racing [22], search and pick
[23]) also used other fusion operations in their end-to-end
models.
II. SENSOR TRANSFORMATION ATTENTION NETWORK
The STAN architecture depicted in Figure 1 includes the
following building blocks: (1) input sensors, (2) sensor trans-
formation functions and (3) a sensory attention mechanism.
The attention mechanism combines multiple input sensors into
a single, merged representation by first weighting and then
summing transformed feature frames from individual sensors.
We assume a multi-sensor setup with i = 1, ..., N sensors.
All sensors record time series that are binned into k = 1, ...,K
frames, such that every sensor si provides a Df -dimensional
feature vector f ik ∈ R
Df for each frame k. The merged
representation m ∈ RDt is generated by the steps described





















The transformation function T i converts the feature vectors
f ik to transformed feature vectors t
i
k ∈ R
Dt (Eq. 1). If no
transformation is desired, then T i is the identity function
f ik = t
i
k. The attention scoring function Z
i produces scalar
attention scores zik ∈ R
1 based on the transformed features
of sensor i (Eq. 2). The attention weights αik ∈ R
1 are
computed by performing a softmax operation over all attention









Each transformed feature vector tik is then scaled by the
corresponding attention weight αik and merged through a
summation operation (Eq. 4). The resulting - transformed,
scaled and merged - feature vectors mk are then presented
to the classifier.
The sensory attention model implements the scoring func-
tions Zi which can be modelled using neural networks. For our
experiments, we implemented Zi using 20 LSTM units 1 [24]
followed by one dense unit (weight W , bias b) with a SELU
non-linearity 2 [25] (Eq. 5). LSTM units are a convenient
choice because past history is automatically considered.
Zi(ti
1..k) = SELU(W · LSTM(t
i
1..k) + b) (5)
Our sensory attention mechanism has the following useful
properties: First, it is a soft attention mechanism, therefore it
is differentiable and trainable with back-propagation. Second,
at each frame k, the attention weights αik sum up to 1
across all sensors, indicating the contribution of single sensors
to the combined representation of a frame. Third, because
the attention scores (zik) and weights (α
i
k) are computed
on every frame, their values reflect the dynamic per frame
adjustment for temporal changes in signal quality due to noise,
sensor failure or other sensor corruptions. Finally, because
the attention scoring function of each sensor is independently
evaluated, existing sensors may be removed or new sensors
may be added after training. Note that the scoring function
Zi of each sensor may be identical when their parameters
are shared (θZ1 = θZ2 = ... = θZN ). In the shared case,
the attention mechanism would then be invariant to sensor
re-ordering because the same scoring function is used for all
sensors.
The same arbitrary choice of functions can be made for
the transformation functions T i as in the scoring functions
Zi. In this work, we used dense units or identity functions.
However, other network types such as convolutional neural
networks (CNNs) [26] might work just as well or even better.
III. EXPERIMENTS WITH MULTI-MODAL INPUT
To evaluate the impact of non-stationary noise on the
attention mechanism in a multi-modal setup, we developed
experiments on the audio-visual GRID dataset. These exper-
iments with controlled noise levels allowed us to establish
the ground truth in measuring the correlation between the
attention weights and the signal-to-noise ratio (SNR) of the
input sensors.
A. Dataset
The GRID dataset [27] provides audio and video (facial)
recordings of 1000 sentences each spoken by 34 speakers. The
recording setup consisted of a single camera and microphone.
Each sentence contains 6 vocabulary units out of a word
vocabulary of 51 classes (commands, colors, prepositions,
adverbs, letters and digits). The samples were shuffled and
split by 80/10/10% into training, validation and test sets. The
1We found ranges from 20 to 200 LSTM units perform equally well in our
experiments.
2The choice of the SELU activation function is arbitrary. We tried different
variants (ReLU, LeakyReLU, SELU) and they all worked equally well. The
normalization effect from SELU is not required.
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Fig. 1: STAN architecture for a setup with two input sensors. The input feature vectors f ik are transformed and then weighted and
summed to generate the merged representation mk that is used for classification. The sensory attention mechanism dynamically
adapts its attention weights to create a cleaner merged representation.
raw audio was converted to 123 dimensional filterbank features
(40 Mel-spaced filterbanks, energy coefficient, 1st and 2nd
order delta features, 50ms frames, 25ms frame shift). The
video recordings were processed to extract 17x8 pixel-sized
mouth crops by using the Dlib face detector and a pre-trained
model of the 68 facial landmark annotator [28], [29]. The pre-
processed features of both modalities were presented to the
networks with the same frame rate and no further temporal
alignment efforts were applied. Both feature types were zero-
mean and unit-variance normalized on a per-sample basis. The
task in our GRID experiments is ASR: sequences of input
features are transcribed to sequences of words. The word error
rate (WER) was used as the performance metric.
B. Models
Five models are evaluated: the uni-modal, single-sensor (1)
AUDIO and (2) VIDEO models and the multi-modal, two-
sensor (3) CONCAT, (4) AVG and (5) STAN models. All models
convert each of their input sensors with individual transfor-
mations T i (Eq. 1) that are implemented with 50 dense units
followed by a SELU non-linearity [25], therefore tik ∈ R
50.
The multi-modal networks combine the transformed features
tik from each sensor by concatenation (CONCAT), averaging
(AVG) or with the sensory attention mechanism (STAN). The
STAN scoring functions {Z1, Z2} are both implemented with
20 LSTM units followed by a single dense unit with a SELU
non-linearity (Eq. 5). Because the sensors provide distinct
feature modalities, the parameters of the scoring functions
are not shared, i.e. θZ1 6= θZ2 . All models use the same
classifier architecture consisting of 2 layers of bidirectional
LSTM cells with 200 units per direction followed by a 52-
dimensional output projection, but are individually optimized.
The models are trained in an end-to-end fashion with the
Connectionist Temporal Classification (CTC) objective [30]
and the ADAM optimizer [31] for 150 epochs. The model
achieving the lowest WER on the validation set is used for
evaluation. Note that there is no modality-specific pre-training,
and instead all models are trained from scratch with randomly
initialized weights.
C. Noise models
The clean data provided by either modality provides rea-
sonable information to solve the ASR task on GRID, and a
STAN model with clean multi-modal input did not show much
attentional switching in consequence. To encourage attention
switching, we add synthetic noise to each feature frame f ik.
The noise is sampled from a zero-centered uniform distribution
with standard deviation σ(k), that we refer to as the noise
level. We use three different noise models: (1) random walk
noise, (2) cross noise and (3) hi-lo noise, with examples shown
in Figure 2.
The random walk noise model adds noise with a time-
varying noise level, σ(k), to each sensor and is used for both
training and testing. The random walk process q(k) is drawn
separately for each sensor, and q(k) is then normalized to the
range [0, 1] and scaled by the maximum noise level σmax as
shown in Eqs. 6 and 7. As a result, each sensor has its own





ni, with ni ∼ N (0, 1) (6)
σ(k) = σmax ·
q(k)−min{q1, ..., qK}
max{q1, ..., qK} −min{q1, ..., qK}
(7)
The resulting random walk process yields an average noise
level of E(σ(k)) = σmax/2. The training noise level σmax =
8 is chosen such that the average WER is close to 16% when
using a single modality. This allowed the multi-sensor models
to have a good chance of improvement by considering the
other modality, while at the same time a single modality still
3
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provided reasonable WER with 5 correct words out of 6.
We noticed that this noise level was necessary to encourage
attentional switching for STANs.
The cross and hi-lo noise variants are only used during
testing so we can evaluate the generalization of the attention
mechanism. The cross noise applies a linearly increasing
noise level σ(k) = σmax · k/K to one sensor, and a linearly
decreasing noise level σ(k) = σmax · (1 − k/K) to the
other sensor. The hi-lo noise applies a constant noise level
σ(k) = σmax to one sensor, and the noise level σ(k) = 0
to the other sensor. The sensor that sees the increasing (cross
noise) or maximum (hi-lo) noise level is alternated for every
test sample. In consequence, either sensor sees the increasing
or maximum noise level for 50% of all test samples. All
models are tested with the same alternation pattern.
D. Attention metrics
Because the noise level of both sensors is known at any time,
the interpretability of the attention weights can be quantified.
One proposed metric, attention correlation (ATTCORR), mea-
sures the correlation between the noise level and the attention
weights for a specific sensor. We use the notation sensor index
i (audio=1, video=2), noise level σi and attention weights αi to
define the ATTCORR as a correlation coefficient with values

















A value of 1 corresponds to perfect correlation, and 0 cor-
responds to chance level. Another quantitative metric is the
attention accuracy (ATTACC) which measures the accuracy of
identifying the higher (or lower) SNR sensor by their attention
weights:




where fcorrect is the number of frames with correct SNR sen-
sor identification and ftotal is the total number of frames of the
evaluation set. Sensors are considered as correctly identified
on a frame when the lower SNR sensor is attributed a lower
attention weight. An ATTACC value of 100% corresponds
to perfect identification, and a value of 50% corresponds to
chance level.
E. Results
The models are trained in noisy conditions with added
random walk noise (σmax = 8), and evaluated in clean and
noisy conditions with random walk, cross or hi-lo noise added.
Table I reports the WER for all five models; and the ATTACC
and ATTCORR scores for the STAN model.
The multi-modal networks perform significantly better than
the uni-modal networks in both clean and noisy conditions.
The STAN and AVG models are mostly on par and achieve the
lowest WER, except for the hi-lo noise where STAN shows
a relative WER improvement of up to 36.1% (σmax = 8)
over AVG. Across all noise types and all noise levels, STAN
shows a relative WER improvement of 9.1% to 36.9% over
CONCAT, 56.8% to 77.7% over AUDIO and 64.1% to 82.8%
over VIDEO.
The STAN model computes highly interpretable attention
weights as shown in Figure 2. Both ATTACC and ATTCORR
metrics start at chance level for σmax = 1e−5 and increase to
scores between 75.3% to 99.8% (ATTACC) and 0.68 to 0.83
(ATTCORR) for σmax = 8. Failures in correct prediction of
the lower SNR sensors mainly arise when both sensors have
similar noise levels, or noise levels change too rapidly. These
cases are mostly seen for the random walk noise. Even though
the model is trained only on random walk noise, the attention
mechanism generalizes well to the cross and hi-lo noise types.
IV. MULTI-CHANNEL SPEECH RECOGNITION WITH
NATURAL NOISE
We further evaluate STANs on the multi-channel ASR
CHiME-4 dataset which includes real-world noise. The re-
ported experiments include a comparison of STANs against
concatenation, averaging and beamforming models. Without
any re-training, we further evaluate the robustness of our mod-
els with respect to reversed channel orders, channel addition
and channel removal.
A. Dataset
The CHiME-4 dataset [32] for ASR provides real and
simulated noisy speech data from a tablet device with 6
microphones. The data was recorded in four noisy environ-
ments: public transport, a cafe, a street junction and pedestrian
area. The real data was recorded with the tablet device, and
the simulated data was generated by mixing clean speech
utterances from the WSJ0 [33] dataset with environment
background recordings. The tablet device is equipped with
5 microphones facing the speaker and 1 microphone facing
away from the speaker (backward channel #2, the noisiest
of all). We use both real data (tr05_real, 1600 samples)
and simulated data (tr05_simu, 7138 samples) for training,
and evaluate on the real noisy data subsets (et05_real,
1320 samples and dt05_real, 1640 samples). The samples
were pre-processed into 123-dimensional filterbank features
(40 Mel-spaced filterbanks, energy coefficent, 1st and 2nd
order delta features, 25ms frames, 10ms frame shift) and
normalized to zero-mean and unit variance per sample. The
output labels consist of 59 alphabet units (characters, digits
etc.) that are obtained with the EESEN pre-processing routines
[34]. The task in our CHiME-4 experiments is ASR: sequences
of input features are transcribed to sequences of characters.
The character error rate (CER) is used as the performance
metric.
B. Models
In total, five different models are evaluated:
CONCAT-2CH, AVG-2CH, STAN-2CH, STAN-5CH and
BEAMFORMIT-5CH. The two-channel models are trained
on channels (2,5), with the low SNR backwards channel 2
and the high SNR front channel 5 [32]. The five-channel
models are trained on the five front channels (1,3,4,5,6). Each
4
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Fig. 2: Attention response on a randomly selected sample from the multi-modal GRID dataset. The top row depicts the noise
levels applied to each input, and the bottom row depicts the attention weights computed by STAN. The green bars indicate
frames where the relative SNR value of the correct sensor is identified. (a) shows the response to random walk noise resulting
in ATTACC of 72%. Note how the attention weights dynamically change, mostly in correlation with the noise level. (b) and
(c) show responses to cross and hi-lo noise, with ATTACCs of 92% and 100% respectively.
TABLE I: Results of the GRID experiments, averaged over 10 runs. All values are reported in the format mean ± standard
deviation. The ATTCORR values are not computed for the hi-lo noise because the correlation function is not defined for constant
functions. The lowest WER is printed bold. The ATTCORR and ATTACC values are rescaled to the range [−100, 100] in the
interest of readability.
min, max, Random walk noise, σmax Cross noise, σmax Hi-lo noise, σmax
Metric chance level Model 1e-5 4 8 1e-5 4 8 1e-5 4 8
WER [%] 0, 100, 98
AUDIO 2.8 ± 0.1 7.9 ± 0.3 18.5 ± 0.5 2.8 ± 0.1 7.5 ± 0.3 19.1 ± 0.6 2.8 ± 0.1 10.7 ± 0.3 23.8 ± 0.5
VIDEO 5.2 ± 0.5 9.4 ±0.7 22.3 ± 0.9 5.2 ± 0.5 9.2 ± 0.7 22.0 ± 0.8 5.2 ± 0.5 13.3 ± 0.6 30.8 ± 0.4
CONCAT 1.1 ± 0.2 2.9 ± 0.6 9.4 ± 1.2 1.1 ± 0.2 2.6 ± 0.5 8.8 ± 1.2 1.1 ± 0.2 3.2 ± 0.6 8.4 ± 1.2
AVG 1.0 ± 0.1 2.3 ± 0.2 8.2 ± 0.4 1.0 ± 0.1 2.1 ± 0.2 7.4 ± 0.4 1.0 ± 0.1 2.8 ± 0.2 8.3 ± 0.7
STAN 1.0 ± 0.1 2.4 ± 0.1 8.0 ± 0.2 1.0 ± 0.1 2.2 ± 0.1 7.1 ± 0.3 1.0 ± 0.1 2.6 ± 0.1 5.3 ± 0.2
ATTACC [%] 0, 100, 50 STAN 50.6 ± 0.1 59.7 ± 1.4 75.3 ± 1.1 49.2 ± 0.1 65.1 ± 2.1 87.6 ± 1.5 50.0 ± 0.1 87.3 ± 2.4 99.8 ± 0.1
ATTACC/scale -100, +100, 0 STAN 1.2 ± 0.1 19.4 ± 2.8 50.6 ± 2.2 -1.6 ± 0.1 30.2 ± 4.2 75.1 ± 3.0 0.0 ± 0.1 74.6 ± 4.8 99.7 ± 0.1
ATTCORR1 -100, +100, 0 STAN 1.2 ± 0.1 33.7 ± 2.8 68.0 ± 1.2 -0.5 ± 0.1 53.6 ± 3.2 83.4 ± 1.8 - - -
ATTCORR2 -100, +100, 0 STAN 1.3 ± 0.1 33.8 ± 2.7 68.2 ± 1.2 -0.5 ± 0.1 53.6 ± 3.2 83.4 ± 1.8 - - -
input channel provides pre-processed filterbank features, and
because it was not necessary to use further transformations,
we choose the identity transformation function T i (tik = f
i
k).
The models apply different channel combination strategies:
the CONCAT-2CH model concatenates both input channels for
classification, and the AVG-2CH averages both input channels
before classification. The averaging strategy corresponds to
assigning fixed attention weights αik = 1/2 to the input
frames. The STAN models compute data-dependent attention
weights and implement the channel scoring functions Zi with
20 LSTM units followed by a single dense unit with a SELU
non-linearity (Eq. 5), resulting in 11k additional parameters
over the AVG model (+0.09% relative). Because the input
channels are of the same modality, we apply the same scoring
function Z to each channel i, therefore θZ1 = ... = θZN . The
BEAMFORMIT-5CH model uses a delay-and-sum beamformer
[35] which first produces enhanced waveforms in a separate
pre-processing stage so it is not considered as an end-to-end
model.
All five models use the same classifier architecture based
on 5 layers of bidirectional LSTM cells with 350 units per
direction followed by a 59-dimensional output projection, but
are individually optimized. The models are trained in an end-
to-end fashion for 150 epochs with the ADAM optimizer and
the CTC objective. The model with the lowest CER on the
development set was used for evaluation.
We further include results from related models on multi-
channel end-to-end ASR without additional lexicons or lan-
guage models. The ATTMULTI-E2E [10] combines multiple
input channels into a single representation with a sensory
attention mechanism based on weighted summation. Their
attention mechanism shows two main differences to the one
used in our STAN models: (1) it uses a custom designed
neural network cell to compute attention scores while we
use generic LSTM and dense units and (2) it is not in-
variant to the re-ordering of input channels, while ours is
invariant due to the choice of θZ1 = ... = θZN . The
MASK_NET(ATT) [19] model uses an attention mechanism
that selects the reference microphone for a neural beamformer.
In contrast to the ATTMULTI-E2E and STAN models, the
5
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TABLE II: Results for the CHiME-4 multi-channel ASR experiments. The CER [%] is given for the et05_real and
dt05_real subsets. The attention weights for STAN-2CH and STAN-5CH are averaged over all frames of the dt05_real
subset. The lowest CER and highest attention weight are printed bold. All models are trained and tested on matched channel
configurations, and the CONCAT, AVG and STAN-2CH models are additionally tested on new channel configurations without
re-training.
Train Test et05 dt05 STAN attention weights, dt05_real
ID Model channels channels Parameters real real ᾱ1 ᾱ2 ᾱ3 ᾱ4 ᾱ5 ᾱ6
(a) CONCAT-2CH 2,5 2,5 13.508M 30.4 20.4 - - - - - -
(a) AVG-2CH 2,5 2,5 13.154M 36.3 24.6 - - - - - -
(a) STAN-2CH 2,5 2,5 13.165M 30.4 19.9 - 0.22 - - 0.78 -
(b) CONCAT-2CH 2,5 5,2 13.508M 57.8 43.1 - - - - - -
(b) AVG-2CH 2,5 5,2 13.154M 36.3 24.6 - - - - - -
(b) STAN-2CH 2,5 5,2 13.165M 30.4 19.9 - 0.22 - - 0.78 -
(c) AVG-2CH 2,5 1,3,4,5,6 13.154M 24.9 17.2 - - - - - -
(c) AVG-2CH 2,5 1,2,3,4,5,6 13.154M 27.0 18.5 - - - - - -
(c) STAN-2CH 2,5 2 13.165M 61.3 47.3 - 1.00 - - - -
(c) STAN-2CH 2,5 5 13.165M 28.8 19.3 - - - - 1.00 -
(c) STAN-2CH 2,5 1,3,4,5,6 13.165M 25.7 17.4 0.19 - 0.18 0.19 0.23 0.21
(c) STAN-2CH 2,5 1,2,3,4,5,6 13.165M 26.4 17.8 0.17 0.07 0.17 0.19 0.21 0.19
(d) STAN-5CH 1,3,4,5,6 1,3,4,5,6 13.165M 26.5 17.7 0.17 - 0.17 0.21 0.23 0.22
(d) BEAMFORMIT-5CH 1,3,4,5,6 1,3,4,5,6 13.154M 24.2 15.9 - - - - - -
(d) ATTMULTI-E2E [10] 1,3,4,5,6 1,3,4,5,6 ∼8M 38.0 26.8 - - - - - -
(d) MASK_NET(ATT) [19] 1,3,4,5,6 1,3,4,5,6 ∼18M 26.8 18.2 - - - - - -
channels are not combined by a sensory attention mechanism,
but rather by a neural beamformer. The neural beamformer
is able to exploit spatial information, which is not consid-
ered by ATTMULTI-E2E and STAN. Both ATTMULTI-E2E
and MASK_NET(ATT) use a CTC+Encoder/Decoder hybrid
model that is trained with a joint CTC-attention multi-task
objective, while the STAN model is trained with an encoder
(i.e. the acoustic model) and single CTC objective.
C. Results
The evaluation is carried out on the et05_real and
dt05_real subsets and the CER results are reported in Table










of every input channel
obtained on the dt05_real subset (K = 985619 frames).
Note that the way we report the attention weights corresponds
to the physical CHiME-4 channels, and does not reflect the
input channel order.
1) Two-channel models & matched channel order: The
models are trained and tested on the channel order (2,5) (see
Table II(a)). The STAN-2CH and the CONCAT-2CH models
perform best and achieve similar error rates. STAN-2CH
shows a relative CER improvement between 16.3% to 19.1%
over AVG-2CH. Seemingly, STAN-2CH benefits from the au-
tomatically learned channel weighting. The average attention
weight assigned to channel 5 is 3.5x higher than for the noisy
channel 2: ᾱ5 = 3.5 · ᾱ2, and the relation α5k > α
2
k holds
true for 94.2% of all K = 985619 frames. In other words, by
comparing attention weights alone, we can identify the higher
SNR channel 5 with 94.2% accuracy.
2) Two-channel models & reversed channel order: The
models were originally trained on channel order (2,5) but are
then tested on the reversed channel order (5,2) without any
re-training (Table II(b)). As expected, the STAN-2CH and
AVG-2CH models show error rates that are identical to the
train channel order, as both are invariant to channel order.
CONCAT-2CH performs worse with the reversed channels and
shows a relative CER increase of 90.1% to 111.3% compared
to the train channel order.
3) Channel addition and removal: The STAN-2CH and
AVG-2CH models were originally trained on channels (2,5),
but are then tested on new channel configurations without
any re-training (Table II(c)). Both models allow the re-use of
the same classifier because the merged feature dimensionality
does not change with the number of input channels. The
CONCAT-2CH model is not considered here as it does not
allow to re-use of the classifier: the concatenated feature
dimensionality grows with the number of input channels, but
the classifier expects the same input dimensionality as during
training.
Interestingly, both AVG-2CH and STAN-2CH show im-
proved CER scores when tested with the new channel config-
urations (1,3,4,5,6) and (1,2,3,4,5,6), without any re-training.
Compared to the channel configuration (2,5), STAN-2CH
shows relative CER improvements between 10.6% to 15.5%
and AVG-2CH shows relative CER improvements between
24.8% to 31.4%. Both models now achieve similar CER, and
the previous advantage of STAN-2CH in the two-channel tests
is reduced. This is expected, as the benefit of dynamic channel
weighting should be smaller when the merged representation
mainly (1,2,3,4,5,6) or only (1,3,4,5,6) consists of the five front
channels with similar signal quality. The average attention
weights computed by STAN-2CH seem reasonable with the
five front channels at equal levels. When available, the back-
wards facing channel 2 can be identified by its significantly
lower average attention weight ᾱ2. We further illustrate the
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Fig. 3: Operation of STAN-2CH on a sample with channel configuration (1/2/3/4/5/6). (a) Filterbank features for the 6 input
channels and the merged representation. (b) Attention weights αik for the 6 input channels. The attention weights show three
distinct tiers: the cleanest channels (1,4,5,6) are assigned the highest attention weights that are roughly equal for all 4 channels.
The weights of noisy channel 2 lies between those of (1,4,5,6) and the highly corrupted channel 3 (isolated case of microphone
failure). The merged representation appears to be hardly corrupted by channels 2 and 3.
operation of the STAN-2CH attention mechanism on a sample
using channel configuration (1,2,3,4,5,6) and with channel
corruption on channels 2 and 3 in Figure 3.
The single-channel tests are only performed for STAN-2CH,
and keeping only channel 5 results in similar CER compared
to the default (2,5) configuration. This is no surprise consid-
ering that the sensory attention mechanism already favored
channel 5. When keeping only channel 2, the CER becomes
significantly worse.
4) Baselines: All baseline models are trained and tested on
the five front channels (Table II(d)). STAN-5CH shows error
rates that are similar to MASK_NET(ATT) [19] and that are
significantly lower than ATTMULTI-E2E [10].
The BEAMFORMIT-5CH model achieves the lowest overall
error rates with relative CER improvements of 8.7% to 10.2%
over STAN-5CH and 5.8% to 8.6% over STAN-2CH. While
the beamforming approach shows lower error rates than the
sensory attention mechanism, it uses significantly more pro-
cessing time. In order to generate the enhanced output from
the five input channels on a sample of average length 6s,
the beamforming algorithm takes 3554ms (CPU) while the
attention mechanism of STAN-5CH only takes 195ms (CPU)
or 25ms (GPU), i.e. 25x to 142x faster (Skylake Xeon CPU
with 4.3GHz, GTX 1080 GPU).
V. DISCUSSION
In this work we presented the STAN end-to-end model
that embeds a sensory attention mechanism for sensor fusion
in multi-sensor setups. The attention mechanism dynamically
decreases attention weights on low SNR sensors, and the
STAN model is able to deal with sensor removal and addition
without re-training. These properties make the model useful
for multi-sensor systems on real-world robotic platforms (e.g.
rescue robots [2], [3]) because the attention weights can help to
identify failing sensors for replacement or sub-optimal sensors
for removal in order to save hardware, computation and
energy resources. Furthermore, the attention weights may be
informative cues for active perception [36], e.g. helping robots
to orientate their head-mounted microphones towards a sound
source for improved auditory perception. Also, the sensory
attention mechanism may be configured to show invariance
towards sensor re-ordering, therefore simplifying the wiring
and setup of the sensors on multi-sensor platforms.
The attention model is trainable in an end-to-end fashion
and consists of a combination of standard neural network
units receiving sensory input only. Therefore this model can
be used easily for any new sensor setup, dataset or task
other than ASR. Across all the experiments in the paper,
the sensory attention mechanism performed on par or better
than the concatenation or averaging strategies for sensor
combination, with the additional benefit of computing highly
interpretable attention weights. Compared to a two-sensor
model that weighs both sensors equally, the equivalent STAN
model has only a relative parameter increase of 0.09%, but
reduces the relative CER by up to 19.1% on the CHiME-4
dataset. Furthermore, the attentional signal of STAN enabled
us to identify the lower SNR sensor with up to 94.2% accuracy.
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