based on the technique of Kalman filtering.
3 Although the Box-Jenkins type of model has been used in previous studies to forecast the Ml multiplier, this study is the first to employ the Kalsnan filtering approach to tlae problen_i.
The second purpose of this study is to rise the multiplier forecasts in a simulation experiment that implements the money control procedure cited above. Given monthly money multiplier forecasts from each of the forecasting methods, along with predetermined, hypothetical Ml growth targets, monthly and quarterly Ml growth rates are simulated for the 1980-82 period.
Finally, the importance of reduced volatility of the quarterly Ml growtla is examined in another simulation experiment. Using a reduced-form "St. Louis" GNP equation estimated througia IV/l979, nominal GNP is simulated for the 1980-82 period using actual Ml, desired Ml arid tIae Ml growth rates derived from our forecast/conts-ol procedure simulation. The outcome shows that the volatility of simulated GNP growth during the 1980-82 period is halved when the Ml growth simulated front our forecast/control procedure is used in place of actual Nil growth. This finding indicates that, other things equal, reducis_ig the quarterly volatility of money growth would tend to produce more stable economic growth.
THE MULTIPLIER FORECASTING MODELS

Box4enkins Model
The first forecasting strategy considered is based on the techniques of Box and Jenkins (hereafter BJ). This approach requires the identification and estimation of the appropriate model before predicting the money multiplier. A consideration of the autocorrelation and partial autocorrelation function suggested an ARIMA (0, 1, 1) process. Estimating this model for the period January 1959 to December 1979 yields the following relationship:
(1) mt -' mt_I = -0.002 + 0.263e,_ 1 ± e,, (-4.40) (4.31)
where m~is the Ml multiplier (Ml divided by tlae adjusted monetary base), eĩs the unforeseen current shock to the change in the multiplier, e~_ I is the unforeseen shock to the change in the multiplier last period, and the value -0.002 is a negative drift in the level of the multiplier. 4
Equation 1 suggests that changes in the multiplier can he explained partially by the error in the multiplier process last month (eN.. a)• The reported t-statistic, which appears in parentheses below the respective coefficient estimate, reveals that last month's error exerts a statistically significant effect on the current change in the multiplier. Moreover, the constant term reveals a slight negative, hut statistically significant, trend ira the level of tiae multiplier. Finally, the Qstatistic indicates that the model's residuals pass the test for white noise.°The moving-average model given by equation 1 will he used suhsequentlv to forecast ti_ic Ml multiplier.
"This model was identified from an examination of the autocorrelation derived from_i_i the level and first difference of the n_inltiplicr. The first-difference specification 'va-s chosen hecause the autocorrelations of the level series did not display the stationarity characteristic necessary to properly analyze time series.
Q-statistic is used to determine if the estimated model has transformed the error series into white noise. Since the reported Q-statistic is less than the critical x 2 value at tlae 5 percent level (43.8), one cannot reject the hypothesis of white noise residuals and, therefore, the appropriateness of the estimated model.
Kalman Filter Model
Multiplier forecasts also are derived from a general Kalman filtering model, the so-called Multi-State Kalmau Filter (MSKF) method.°This technique is described in more detail in the insert.
The MSKF model used here is a set offour parallel models, each equivalent to a different ARIMA (0, 1, 1) specification with the coefficients fixed a priori. These models are used to simultaneously distinguish among four types of shocks to the multiplier: small or large, temporary or permanent. Thus, unlike the BJ procedure, the MSKF technique tries to identify the nature of the different shocks and use this information in forecasting. Given this period's prediction error and given the "state" of the system represented by all forn_ier information, the MSKF algorithm determines the probability that the shock was large or small, the proportion of this forecast error that should be viewed as temporary, and the portion that is likely to be permanent. Once this evaluation is made, the probabilities associated with the four different states are revised, and the weights associated with each are adjusted accordingly. In this way, the MSKF method allows the forecaster to reassess the structure of the forecasting model as new data become available.
Since the BJ method has been shown to work well and the MSKF procedure appears more flexible in evaluating maew information, the MSKF method should be useful ira forecasting the multiplier.
FORECASTING THE MULTIPLIER USING BOX-JENKINS AND MSKF METHODS
The Ml multiplier was forecast, cx ante, for tiae period January 1980 to December 1982 using the BJ and MSKF models. In each case, the forecasts are°D 
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from the MSKF procedure is closer to zero, on average, than using BJ. The largest forecast errors for both models come in March-April 1980. During this period, when special credit controls were enacted by the Carter administration, the actual multiplier fell sharply from 2.603 in February 1980 to 2.578 in March and 2.524 in April. This decline, though small in absolute magnitude, is quite large compared with other changes in the multiplier.
To assess further the relative capabilities of tlae two forecasting procedures, summary forecast statistics for 1980 to 1982 are presented in table 1. Turning first to the full-period results, the notion that the MSKF procedure, on average, produced better forecasts than the BJ model is corroborated statistically; the mean error (ME) from the MSKF model is 75 percent smaller than the mean error from the BJ model. In both cases, however, the mean error is quite small, indicating very little bias ira either forecasting procedure. Indeed, the Theil decomposition statistics indicate that less than 5 percent of the forecast error is due to bias (B). Further, there is a 13 percent reduction in the mean absolute error (MAE) and a 9 percent reduction in the root-mean-squared error (RMSE) for the MSKF procedure relative to the BJ approach. Thus, the evidence in table 1 demonstrates the relative superiority of the MSKF procedure over the BJ method in forecasting the multiplier.
The full-period results indicate that an improvement in the multiplier forecasts can be attained by using the MSKF procedure. This improvement, gauged on a year-by-year basis, varies. For example, in 1980 the reduction in RMSE gained by using the MSKF model is 4 percent; in 1981 it is 26 percent; in 1982, 15 percent. The characteristics of the forecast errors also vary from year to year. For example, in 1981 bias accounted for 42 percent of the BJ forecast error, compared with only 17 percent for the MSKF model. While in 1982 the fraction of error due to bias was reduced for the BJ mnodel from the previous year, this fraction is still higher than that of the MSKF model and, as chart 1 indicates, the BJ procedure underpredicted the actual multiplier more often than the MSKF model.
Given the behavior of the money multiplier, the imnproved relative performance of the MSKF model in 1981 and 1982 is not too surprising. As indicated in chart 2, 1981 and 1982 were the first years since 1959 in which the money multiplier grew. Over the previous years, there was a consistent negative trend in the multiplier. As we saw before, this trend is significant in the BJ model (-0.002), and its assumed continuation As suggested, the MSKF model adapts more easily and more rapidly to changing conditions. Thus, it is not too surprising that the MSKF model tends to underpredict the money multiplier less than tlae BJ model. Probably the most striking feature of the forecasts, given the sharp break in the multiplier trend, is the small degree ofbias derived from either forecast procedure.
The forecast evidence on the whole indicates that the MSKF model provides relatively more accurate one-step-ahead forecasts of the money multiplier than the BJ anode!. It should he noted, however, that this improvement is small relative to the absolute forecast errors. Even so, the evidence suggests that more accurate forecasts of the multiplier can be made; we now consider the policy relevancy of this finding.
MONEY GROWTH: 1980-S2
The growth of the money stock during the past few years has heera the subject of heated debate. Some have argued tlaat the large swings in money growtla resulted from erratic changes in the public's demand for money. 8 Others have suggested that certain technical changes, such as implementing contemporaneous reserve accounting, revising discount rate policy and the restructuring of reserve requirements, must be made in order to better control the money stock. 
SIMULATING MONEY GROWTH
It has been argued that policymakers could achieve a more stable pattern of quarterly money growth by implementing the following control procedure; 1) In period t, using all available information, aforecast of the money multiplier for period t + 1 is made.
2) Given this forecast and the level of Ml desired in t+ 1, the amount of adjusted monetary base to support that money stock is determined, and the base is changed to achieve this new desired level. 3) In period t+ 1, the forecast of the multiplier is recalculated for t +2, taking into account money multiplier information available through period t+ 1.
4)
Again in t + 1, the adjusted base necessaryto achieve the desired money stock in t + 2 is calculated. The process continues month by month, always attempting to achieve the desired level of money stock. Clearly, an accurate money multiplier prediction is important for this control procedure to achieve the is the result solely of a money multiplier forecast error. An important leature ol tins eoutrol proc cdii re. howRc'fore esanniung the siniiil,ttuiii i't'sult5. it inn't he nel , is that it alters the di~trihiutionof nioutbd~Wow LII noted that the control pi-ocedui-e discussed hvfl is not tales iii sot ii a wa~that growth oLe ariahdit> os el desigiied to ri'diitt till' nioiithI~~,triahihI'iii \i I qnartei-I~i'' loii~ti~time hon/oTis is I~keR to he icgrow tii Ihe objet tiẽ is to achie~i a nionthI~target duced ( ,fl (TI esisti ig empiric o 1 t\ idtnc't' Oil the ri H-tionship between real economic activity and quarterly money growth, success can be measured in terms of the reduction in the variability of both the quarterly money growth series and in economic activity.
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Money Growth Simulations: Box-Jenkins Multiplier Forecasts
The money multiplier forecasts generated from the BJ model, reported in table 1, are used to simulate money growth from January 1980 to December 1982.°T able 3 summarizes the results using these forecasts and the control procedure described above. The posited Ml growth targets for 1980, 1981 and 1982 are 5.25 percent, 6 .00 percent and 4.00 percent, respectively.
The results in table 3 indicate that, on average, the simulated level of Ml is close to the desired amount. The largest discrepancies occur in early 1980, the period of the special credit controls. For example, the simulated level of Ml in April 1980 is more than $8 billion below the targeted level. As explained, the monthly growth rates for the simulated series are expectedly erratic under this control procedure. Compared with the actual Ml growth rate data in table 2, however, the pattern of growth rates is quite different. For example, in 1980, actual Ml increased during the first two months at an average rate of 10.7 percent. During the next two months, it declined at an average rate of 11.7 percent. From April to August, Ml steadily increased at an average rate of 15.8 percent and, during the last ofthe year, increased at a 6.25 percent rate.
It has been argued that the actual pattern of the multiplier and, therefore, the money stock would have been different had the Federal Reserve operated under a monetary control procedure like the one discussed in this study. Two points need to he made: First, this argument can be raised against all simulation experiments.
Their purpose, after all, is to investigate the outcomes under different sets ofconditions. There is generallyno way to determine the validity or usefulness of this criticisat.
Second, this argument is based on the assumption that multiplier forecasts are rendered useless by the endogeneity of the monetary base during the multiplier forecasting period. This problem has been examined by Lindsey (and others) and found to affect the reliability of the type of multiplier Ibrecast procedures employed here. In a recent paper, however, Brunner and Meltzer have shown that these assertions are highly questionable. ability nteaswed by staSard S4abon mgu~wtbS Simulated Ml based on the BJ multiplier forecasts increases at a slower 8.2 percent rate in early 1980, then declines at a 10.5 percent rate from February through April. In May, the simulated Ml figure rebounds sharply as the procedure attempts to offset the errors of the previous two months: during the period April to August, simulated Ml growth averages 16.7 percent. Finally, in contrast to the 6.25 percent rate of actual Ml growth during the final four months of 1980, simulated Ml averages only a 0.64 percent rate of growth.
The volatility of the simulated jnonthly growth rates continues throughout the sample. For comparison, the variability of the actual and simulated money growth series are reported in table 4. In each year, the variability of the simulated growth rate series is about the same as the actual growth rate of money.
Reducing the monthly variability of money growth, however, is not the goal ofthe procedure. One aim is a reduction in quarterly growth rate variability. Judging from the evidence in table 3, the approach used here does exactly that. '°Note that throughout the period the swings in quarterly growth rates are reduced. iO~should be noted that the first-quarter growth rates of the simulated series are measured from the actual level of money in the previous quarter. l'his reflects the common 'foregiveness principle" ofadjudging money growth from its actual level as opposed to the desired level. There we see that the volatility of the quarterly money growth derived from the BJ multiplier forecasts is appreciably smaller than The outcome from using the MSKF multiplier forethe actual. In fact, in 1981 and 1982, the volatility of casts to simulate Ml growth is reported in table 5. simulated quarterly Ml growth is less than one-haff Similar to the results using the BJ multiplier forecasts, that of actual Ml growth. Thus, in terms of reducing the simulated Ml growth rates in table 5 exhibit a large quarterly fluctuations in money growth, the control degree of monthly variation. Again, in contrast to procedure using the BJ multiplier forecasts is quite actual Ml growth, the distribution of monthly growth successful, rates reveals the procedure's attempt to correct devia-tions from the desired Ml path. As reported in This monthly volatility, however, again translates into a more stable pattern of quarterly Ml growth. Recall that, during the second half of 1980, simulated Ml growth based on BJ multiplier forecasts varied from 0.65 percent to 12.15 percent. Over this period, the MSKF-based figures range from 0.78 percent to 10.59 percent. As shown in table 4, quarterly Ml simulated using the MSKF forecasts is less volatile than that using the BJ multiplier forecasts in 1980 and 1982. This suggests that the MSKF approach provides a steadier path of quarterly money growth than the BJ approach.
The evidence indicates that stable quarterly money growth can be achieved by making use of the multiplier forecasting techniques implemented here. Based on our empirical results, the simulated quarterly money growth series were, on average, about 50 percent less variable than actual Ml growth during the past few years. Moreover, the simulated series generally came quite close to hitting the desired Ml growth target. As showi~in table 6, both simulated money series missed the annual growth targets by only one percentage point, on average.
MONEY GROWTH A~NDECONOMIC ACTIVITY
Large fluctuations in quarterly Ml growth have led some observers to conclude that the pattern of economic activity during the 1980-82 period is attributable largely to volatile monetary policy actions. Indeed, empirical evidence for the United States and other countries suggests a close association between substantial short-run declines in money growth from its trend and the pace of economic activity. IV/1979 . Then, using the estimated coefficients, CNP growth was simulated for the period 111980 to IV/1982. Three simulation runs were made: one with actual Ml growth, one with the posited path of Ml and one based on Ml growth from the MSKF money growth simulations. (The BJ simulations are omitted because they were so similar to the MSKF.)
The simulated GNP growth rates for each experiment are reported in table 7. 12 The volatility of actual Ml growth is evident in the consequent fluctuations of GNP growth, especially in 1980 when GNP growth fluctuated from 6.81 percent to 12.69 percent. For the whole period, nominal GNP growth simulated with actual money growth averages 10.46 percent with a standard deviation of 1.94 percent. 
12
The equation used to generate the simulations is (t-statisties in parentheses): 4 4 = 2.507 + 1.052 X + 0.068 X (2.14) (5.34) i=0 (0.68) i"O = 0.33 SE = 3.52 DW = 1.95
where 1' is nominal GNP growth, 1%~Jis the growth of Ml and ft is the growth of high-employment government expenditures. The equation is estimated for the period I/1960=IV/1979 using a fourth-order Almon polynomial lag for each of the explanatory variables with endpoints constrained, All simulations use actual E. Table 7 Simulated Quarterly GNP Growth Rates: I/i 980-IV/i 982
