Abstract-The conventional channel resolvability problem refers to the determination of the minimum rate required for an input process so that the output distribution approximates a target distribution in either the total variation distance or the relative entropy. In contrast to previous works, in this paper, we use the (normalized or unnormalized) Rényi divergence (with the Rényi parameter in [0, 2] ∪ {∞}) to measure the level of approximation. We also provide asymptotic expressions for normalized Rényi divergence when the Rényi parameter is larger than or equal to 1 as well as (lower and upper) bounds for the case when the same parameter is smaller than 1. We characterize the Rényi resolvability, which is defined as the minimum rate required to ensure that the Rényi divergence vanishes asymptotically. The Rényi resolvabilities are the same for both the normalized and unnormalized divergence cases. In addition, when the Rényi parameter smaller than 1, consistent with the traditional case where the Rényi parameter is equal to 1, the Rényi resolvability equals the minimum mutual information over all input distributions that induce the target output distribution. When the Rényi parameter is larger than 1 the Rényi resolvability is, in general, larger than the mutual information. The optimal Rényi divergence is proven to vanish at least exponentially fast for both of these two cases, as long as the code rate is larger than the Rényi resolvability. The optimal exponential rate of decay for i.i.d. random codes is also characterized exactly. We apply these results to the wiretap channel, and completely characterize the optimal tradeoff between the rates of the secret and non-secret messages when the leakage measure is given by the (unnormalized) Rényi divergence. This tradeoff differs from the conventional setting when the leakage is measured by the traditional mutual information.
a target output distribution? This is the so-called channel resolvability problem, studied by Han and Verdú [2] . In [2] , the total variation (TV) distance and the normalized relative entropy (Kullback-Leibler divergence) were used to measure the level of approximation. The resolvability problem with the unnormalized relative entropy was studied by Hayashi [3] , [4] . In [2] [3] [4] it was shown that in the memoryless case the minimum rates of randomness needed for simulating a channel output under the TV, normalized relative entropy, or unnormalized relative entropy measures are the same, and are all equal to the minimum mutual information over all input distributions that induce the target output distribution. Recently, Liu et al. [5] extended the theory of resolvability by using E γ metric with γ ≥ 1 to measure the level of approximation. The E γ metric reduces to the TV distance when γ = 1, but it is weaker than the TV distance when γ > 1. Hence, the E γ metric generalizes the TV distance by weakening the measure. In contrast, we generalize the channel resolvability problem by strengthening the relative entropy measure and considering a continuum of secrecy measures indexed by the Rényi parameter. Furthermore, random variable simulation problems under Rényi divergence measures of all orders in [0, ∞], including the source resolvability problem (the resolvability problem with the identity channel), were studied by the present authors recently in [6] . The exact channel resolvability problem was studied by the present authors in [7] , in which the output distribution is required to be exactly equal to the target distribution, and meanwhile, the input process is allowed to be an "asymptotic function" (i.e., not restricted to be a function) of a uniform random variable (or the input process is allowed to be compressed by variable-length codes, not restricted to fixed-length codes).
While the term "channel resolvability" was coined by Han and Verdú in [2] , the problem of approximating a given product measure was first studied by Wyner [8] . In [8] Wyner investigated the minimum rate of common randomness to simulate two correlated sources in a distributed fashion such that the distance (e.g., TV distance or relative entropy) between the code-induced distribution and the target source distribution vanishes asymptotically; this rate was coined the common information rate between the two sources. For the achievability part, both channel resolvability and common information problems rely on the so-called soft-covering lemmas [9] . The channel resolvability and common information problems have several interesting applications-including secrecy, channel synthesis, and source coding. For example, in [10] it was used to study the performance of a wiretap channel system under different secrecy measures. In [11] it was used to study the reliability and secrecy exponents of a wiretap channel with cost constraints. In [12] it was used to study the exact secrecy exponents of random code ensembles for the wiretap channel. In [13] , Hou and Kramer used ideas from the channel resolvability problem to study the effective secrecy capacity (the stealth-secrecy capacity) of wiretap channels. This work is contrasted to the present work in greater detail in Section III. Furthermore, the perfectly stealthy (or covert) communication problem, in which the distribution of the signal overheard by the eavesdropper is required to be exactly equal to the target distribution, was studied by the present authors in [7] . The exact common information problem was studied in [14] [15] [16] , in which the code-induced distribution is required to be exactly equal to the target source distribution, and meanwhile, the common randomness is allowed to be compressed by variable-length codes, not restricted to fixed-length codes.
In contrast to the aforementioned works, we use the (normalized or unnormalized) Rényi divergence to measure the level of approximation between the simulated and target output distributions. As expounded by Iwamoto and Shikata [17] , we can quantify equivocation using Rényi measures, thus obtaining a continuum of fundamental limits of information leakage under the effect of various hash functions. These fundamental limits are indexed by the Rényi parameter. Our work is also partly motivated by Shikata [18] who quantified lengths of secret keys in terms of Rényi entropies of general orders and Bai et al. [19] who showed that the Rényi divergence is particularly suited for simplifying some security proofs. Furthermore, it is worth noting that it is quite natural to use various divergences to measure the discrepancy between two distributions. Wyner [8] and Yu and Tan [16] , [20] , [21] respectively used the KL divergence and the Rényi divergence to measure the level of approximation in the distributed source synthesis problem; Hayashi [3] , [4] used the KL divergence to study the channel resolvability problem, and showed the optimal decay exponents of the KL divergence and the total variation are upper bounded by an expression involving the Rényi divergence. In probability theory, Barron [22] and Bobkov et al. [23] respectively used the KL divergence and the Rényi divergence to study the central limit theorem, i.e., they used them to measure the discrepancy between the induced distribution of sum of i.i.d. random variables and the normal distribution with the same mean and variance. Furthermore, special instances of Rényi entropies and divergences-including the KL divergence, the Rényi divergence, the collision entropy (the Rényi entropy of order 2), and minentropy (the Rényi entropy of order ∞)-were used to study various information-theoretic problems (including security, cryptography, and quantum information) in several works in the recent literature [10] , [13] , [24] [25] [26] [27] [28] [29] ; and these give some operational meanings of the Rényi divergence. For example, in [28] , the normalized Rényi entropy of order 2 was used to express an achievable rate for the secret communication over the wiretap channel with non-uniform sources. In [29] , the Rényi divergence was used to express an achievable exponent for secure multiplex coding with the leakage measured by mutual information.
A. Main Contributions
Our main contributions are as follows: 1) We provide finite length and asymptotic expressions for the Rényi divergence between the simulated and target output distributions. We distinguish between the case when the Rényi parameter is at least 1-in which case we have a tight expression-and the case when the same parameter is smaller than 1-in which case we only have bounds (which are tight in some regime). 2) We characterize the Rényi resolvability, which is defined as the minimum rate needed to guarantee that the (normalized or unnormalized) Rényi divergence vanishes asymptotically. Interestingly, these two Rényi resolvabilities are the same regardless of whether we employ the normalized or unnormalized Rényi divergences. The Rényi resolvability when the Rényi parameter is at most 1 is just equal to the minimum mutual information over all input distribution that induce target output distribution. This is similar to the traditional case [2] [3] [4] . In contrast if the Rényi parameter is greater than 1, the Rényi resolvability is, in general, larger than the minimum mutual information. 3) We prove that the optimal Rényi divergence between the simulated and target output distributions vanishes (at least) exponentially fast as long as the code rate is larger than the Rényi resolvability (cf. previous point).
We also exactly characterize the optimal (ensemble tight) exponential decay rate for the ensemble of i.i.d. random codes. These results are generalizations of the work by Parizi et al. [12] in which the optimal exponent (leading to an ensemble tight secrecy exponent for the wiretap channel) for the relative entropy was studied. See Remark 22 for further comparisons and contrasts to [12] . 4) As a concrete application of the above mathematical results, we consider the wiretap channel and completely characterize the optimal tradeoff between the rates of the secret and non-secret messages when the leakage is measured by the unnormalized Rényi divergence. Note that different from Csiszár and Körner's work (with secrecy measured by the mutual information) [30] , the optimal rates tradeoff provided by us are achieved by a singlelayered code. Hence, it has a different expression from the one given in [30] . See Remark 26 for a detailed discussion. It is also worth noting that our work is partly motivated by the work of Hayashi and Tan [26] , [27] . In their work, the Rényi divergence was used to measure the level of approximation of a distribution induced by a hash function, typically used for source compression; in our work, it is used to measure the level of approximation of an input process that is sent through a channel. Hence our work can be considered as a counterpart of theirs, just as the channel coding is a counterpart of the source hashing.
B. Notation
In this paper, we use P X (x) to denote the probability distribution of a random variable X, which is also shortly denoted as P(x) (when the random variable X is clear from the context). We also use P X , P X , and Q X to denote various probability distributions with alphabet X . All alphabets considered in the sequel are finite. The set of probability distributions on X is denoted as P (X ), and the set of conditional probability distributions on Y given a variable in X is denoted as P (Y|X ) := P Y |X : P Y |X (·|x) ∈ P (Y) , x ∈ X . Given P X and P Y |X , we write [P Y |X • P X ](y) := x P Y |X (y|x)P X (x). We use T x n (x) := 1 n n i=1 1 {x i = x} to denote the type (empirical distribution) of a sequence x n , T X and V Y |X to respectively denote a type of sequences in X n and a conditional type of sequences in Y n (given a sequence x n ∈ X n ). For a type T X , the type class (set of sequences having the same type T X ) is denoted by T T X . For a conditional type V Y |X and a sequence x n , the V -shell of x n (the set of y n sequences having the same conditional type V Y |X given x n ) is denoted by T V Y |X (x n ). The set of types of sequences in X n is denoted as P (n) (X ) := {T x n : x n ∈ X n }. The set of conditional types of sequences in Y n given a sequence in X n with the type T X is denoted as P (n) ( 
Y|T X ) := {V Y |X ∈ P (Y|X ) : V Y |X × T X ∈ P (n) (X × Y)}. For brevity, sometimes we use T (x, y) to denote the joint distributions T (x) V (y|x) or T (y) V (x|y).
The -typical set relative to Q X is denoted as
. For brevity, we sometimes write T n (Q X ) and T n (Q XY |x n ) as T n and T n (x n ) respectively. Other notation generally follows the book by Csiszár and Körner [31] .
The total variation distance between two probability mass functions P and Q with a common alphabet X is defined by
By the definition of -typical set, we have that for any
Then the relative entropy and the Rényi divergence of order 1 + s ∈ (0, 1) ∪ (1, ∞) are respectively defined as
and
and the conditional versions are respectively defined as (5) where throughout, log is to the natural base e and s ≥ −1.The Rényi divergences of order 0, 1, and ∞ are respectively defined as
Hence a special case of the Rényi divergence is the usual relative entropy. Finally, we write
n , δ n to denote generic sequences tending to zero as n → ∞. For a ∈ R, [a] + := max{a, 0} denotes positive clipping.
C. Problem Formulation
We consider the channel resolvability problem illustrated in Fig. 1 . Given a channel P Y |X and a target distribution Q Y , we wish to minimize the alphabet size of a random variable M n that is uniformly distributed over 1 M n := {1, . . . , e n R } (R is a positive number known as the rate), such that given common randomness C n , the output distribution
forms a good approximation to the product distribution Q n Y . Here C n is a random variable independent of the random variable M n . If we set C n = {X n (m)} m∈M n with X n (m) ∼ P X n for all m ∈ M n , and set f C n (m) = X n (m), then the random mapping is known as a conventional random code. If the input distribution is i.i.d., i.e., P X n = P n X , then it is known as an i.i.d. random code. In contrast to previous works on the channel resolvability problem [2] , here we employ the Rényi divergence
to measure the discrepancy between P Y n and Q n Y . Observe that
Hence to guarantee that D 1+s (P Y n C n Q n Y P C n ) is finite for s ≥ 0, we assume P Y |X =x Q Y for all x ∈ X ; otherwise, we can remove all the values x such that P Y |X =x Q Y from X . However, it is worth noting that we do not need to do so for
is always finite regardless of whether P Y |X =x Q Y for all x ∈ X or P Y |X =x Q Y for some x ∈ X . Furthermore, for simplicity, for the case s = −1 we assume P Y |X =x Q Y for Fig. 1 . Channel resolvability problem: C n is independent of the message M n ∈ M n , and f Cn is a random function (induced by C n ).
Traditionally, the code C n is deterministic and so the measure D 1+s (P Y n Q n Y ) is analyzed. However, in our setting, especially in Section II-D, we are interested in questions concerning the ensemble performance of random codes C n . Hence, we analyze the discrepancy measure D 1+s (P Y n C n Q n Y P C n ), which represents the conditional Rényi divergence between the simulated and target distributions given the random code C n . Besides, we are also interested in another related discrepancy measure 3 
these measures are consistent with the one used in
. Furthermore, the three measures above satisfy the relationship
In fact, for the achievability parts, we bound inf f Cn D 1+s (P Y n C n Q n Y P C n ) from above and for the converse parts, we bound inf f D 1+s (P Y n Q n Y ) from below. This implies, by the chain of inequalities above, that our results in this paper hold for all these three measures.
II. MAIN RESULTS

A. One-Shot/Finite Blocklength Bounds
We first consider the one-shot (i.e., blocklength n equal to 1) or finite blocklength version of the problem. For this case, we provide several bounds in the following two lemmas, the proofs of which are given in Appendix B. These one-shot bounds will be used to derive asymptotic results in the next subsection. We believe that similar techniques used to obtain these bounds can be employed to derive second-order results, just as in [26] and [27] . 
2 Note that this condition is missing in the conference version [1] . 3 Here we would like to thank Prof. Masahito Hayashi for inspiring us to consider the measure E Cn
where
In the other direction with s ∈ [0, 1), we have for any distribution Q Y , 
where 
where P X and P Y are given in (24)- (25) . Remark 3: Note that the direct and converse parts for the 1 + s case only differ by a factor of 2. Similarly, the direct and converse parts for the 1 − s case differ by a factor of 2 −s and R is replaced by R − log 2.
Remark 4: For any random mapping
and for s ∈ [0, 1),
Therefore, the one-shot bounds in (23) and (26) still hold for any random codes. Remark 5: By checking our proofs, it can be seen that Lemmas 1 and 2 hold not only for channels with finite (input and output) alphabets, but also for channels with countably infinite or continuous alphabets (e.g., Gaussian channels).
B. Asymptotic Expressions
We now consider the asymptotics of the Rényi divergence as the blocklength n tends to infinity. The one-shot bounds can be used to prove the following theorem, in which the asymptotics of the Rényi divergences are characterized by multi-letter expressions. The proof of this theorem is provided in Appendix C.
Proposition 1 (Multi-Letter Characterization): For any s ∈ [0, 1], we have
Furthermore, for any s ∈ (0, 1), and any fixed positive integer k, we have
where in (34) , o (1) is a term depending on both n and k, and vanishing as n → ∞ for any fixed k, and
The infima in (31) and (34) are achieved by a sequence of random codes described in Lemma 1. Remark 6: The converse part in (31) also holds for s ∈ (1, ∞]. That is, for any s ∈ (1, ∞],
Remark 7: Note that in (33) and (34), the lower bound and the upper bounds differ only in the parameter of
Remark 8: Proposition 1 holds even when the alphabets are not necessarily discrete.
Remark 9: From the definition of 
For any s ∈ (0, 1), we have
We also have
Furthermore, the infima in (38) 
Remark 11: The expression in (38) for s ∈ [0, 1] and LB
for s ∈ (−1, 0) may appear to be inconsistent; however, this is not true. It can be easily shown that
Hence we can rewrite (38) as
In other words, the expression in (38) for s ∈ [0, 1] is consistent with LB
differ only in the second term in the maximization. Moreover, when R is large enough, they are both equal to zero; see Theorem 2 in the next subsection.
We numerically calculate the asymptotics of the normalized Rényi divergence for binary symmetric channel (BSC) Y = X ⊕ V, V ∼ Bern (0.2) and Q Y = Bern (0.5), and display the result in Fig. 2 . From this figure, we observe that the normalized Rényi divergence decays as R increases, and finally vanishes for large enough R. Moreover, the rate at which the normalized Rényi divergence transitions from a positive quantity to zero increases in s for the Rényi parameter Illustration of the Rényi divergence measure (38) and the upper UB (43) and (44) 1 + s ∈ [1, 2] , and remains the same when 1 + s ∈ (0, 1]. A rigorous statement of this point will be provided in the next subsection.
C. Rényi Resolvability
We now compute the Rényi resolvability, which is defined as the minimum rate R of the input process {X n (m) : m ∈ M n } to ensure that the unnormalized Rényi divergence
Otherwise, there does not exist a code such that 
(52) 4 We thank an anonymous reviewer for providing the achievability proof for the case s = ∞ in Appendix E-B2. Similar proof ideas can be found in [16] and [32] [33] [34] .
Remark 12: Similar to Remarks 6 and 10, the converse part in (51) also holds for any s ∈ (1, ∞). That is, for any s ∈ (1, ∞),
Remark 13: The Rényi resolvabilities for the normalized or unnormalized Rényi divergence are the same.
Remark 14: Note that for the case
(by using the continuity of Rényi divergence [35] This result for the case s = 0 and the normalized divergence (i.e., the normalized relative entropy) was first shown by Wyner [8] for stationary memoryless channels, and was extended to general channels by Han and Verdú [2] . Hence our result for the normalized divergence is an extension of theirs to the Rényi divergence D 1+s of all orders s ∈ [−1, 1] ∪ {∞}. For the normalized divergence, our results for s ∈ (0, 1] ∪ {∞} and converse parts for s ∈ (−1, 0) are new. The case s = 0 and the unnormalized divergence (i.e., the unnormalized relative entropy case) has been shown in other works, such as those by Hayashi [3] , [4] , which also imply the achievability result part for s ∈ (−1, 0) (since the approximation measure D 1+s for s ∈ (−1, 0) is weaker than D 1 ). By Pinsker's inequality for the Rényi divergence [35] , the resolvability result under the TV distance measure [2] implies the converse for s ∈ (−1, 0]. For the unnormalized divergence, our results for s ∈ (0, 1] ∪ {∞} are new. All the results above are summarized in Table I .
Remark 17: The first clause in (52) is the minimization of an expectation of Rényi divergences
is not (and in general smaller than) the conventional conditional Rényi divergence D 1+s (P XY P X Q Y ) (see Verdú [36] or Fong and Tan [37] ). An optimal i.i.d. code can achieve a rate equal to the minimization of conventional conditional Rényi divergence D 1+s (P XY P X Q Y ) [29, Th. 14] , while an optimal constant composition code for the normalized Rényi divergence or an optimal typical set code (a code with channel input distributed according to the target distribution Q n X but truncated to an appropriate typical set) for both the unnormalized and normalized Rényi divergences can achieve a better (smaller) rate equal to the first clause in (52) . This shows that the expectation of Rényi divergences also admits an operational interpretation as the minimum rate needed to drive the Rényi divergence to zero when its parameter is ≥ 1. Besides, a similar definition for the conditional Rényi entropy can be found in [38] and [39] . In addition, observe that any constant composition code can be approximated arbitrarily well by a typical set code by setting the typical set parameter arbitrarily close to 0. But conversely, compared to typical set codes, constant composition codes are easier to analyze. This simplifies the proofs of our results significantly (e.g., that of Theorem 1). Furthermore, for constant composition codes, the codewords are each independently drawn from the uniform distribution on a type class. It is worth noting that in Han and Verdú s paper [2, Example 1], the extremal input process that results in the worst (largest) resolvability is also the uniform distribution on a type class.
The result in Theorem 2 for the BSC Y = X ⊕ V, V ∼ Bern ( p) and Q Y = Bern (0.5) is illustrated in Fig. 3 . For this case, 
D. Exponential Behavior
We now consider the exponent of D 1+s (P Y n C n Q n Y P C n ) when the codebook is generated in an i.i.d. fashion. In this case, we can characterize the optimal exponent for this ensemble exactly. The proof of the following theorem is provided in Appendix F.
and for s ∈ (−1, 0],
then we have
Remark 18: By checking the proof, we can obtain that for
Remark 19: Similar to Remark 5, by checking our proofs, it can be seen that the achievability part in this theorem
holds not only for channels with finite (input and output) alphabets, but also for channels with countably infinite or continuous alphabets (e.g., Gaussian channels). Hence Theorem 3 gives an exponential achievability result for channel resolvability problems with countable or continuous alphabets.
Remark 20:
Observe that the exponent of i.i.d. random codes cannot be negative (see Lemma 1) and the exponent is non-decreasing in R. Hence for the i.i.d. code above with any rate R > 0, we have
(63) The result for s = 0 (relative entropy) can be found in Parizi, Telatar and Merhav's paper [12] . The results for the other cases s ∈ [−1, 1] \ {0} are new. The result of Theorem 3 for a BSC is illustrated in Fig. 4 .
Furthermore, for general codes, we show that the Rényi divergence decays at least exponentially fast, as long as the code rate is larger than the Rényi resolvability given in the previous subsection. The proof is provided in Appendix G.
Theorem 4 (General Lower Bound on the Rényi Divergence Exponent): Let s
with P min := min x P X (x), and 5 Here the subscript of E ts refers to typical set. The achievability scheme for this exponent is one with channel input following a truncated version of the target distribution Q n Y to some typical set; hence we term this typical set code. 
For this case, the optimal Rényi divergence of i.i. The optimal exponent of constant composition codes [31] has been studied by Parizi et al. [12] , but different from our case, they consider the relative entropy between the channel output and the corresponding expected version (over the codebook) as the channel resolvability. Note that according to [12, eq. (13) ], even in the s = 0 case, this quantity is weaker than the Rényi divergence considered by us. They obtained ensemble tight results for constant composition and i.i.d. codes (and applied these results to the wiretap channel) but we are only able to do the same for the simpler i.i.d. codes.
III. APPLICATION TO THE WIRETAP CHANNEL
We apply the preceding results to the wiretap channel [40] , [30] . In [13] , Hou and Kramer proposed a new security measure, termed effective secrecy, for wiretap channels by exploiting the unnormalized KL divergence to quantify not only (the wiretapper's) confusion but also stealth. In this section, we generalize Hou and Kramer's result to a generalized divergence measure-the Rényi divergence. We provide a complete characterization of the secrecy capacity region under this new and generalized leakage measure.
Consider a discrete memoryless wiretap channel P Y Z|X , and two messages (M 0 , M 1 ) that are uniformly distributed over M 0 := {1, . . . , e n R 0 } and M 1 := {1, . . . , e n R 1 } respectively. A sender wants to transmit the pair (M 0 , M 1 ) to a legitimate user, and, at the same time, ensure that M 1 as almost independent from the wiretapper's observation Z n .
Definition 1:
Given a target distribution Q Z , we wish to maximize the alphabet size (or rate) of M 1 such that the distribution P M 1 Z n induced by the code is approximately equal to the target distribution P M 1 Q n Z and M 1 can be decoded correctly asymptotically.
Definition 2: The tuple
there exists a sequence of (n, R 0 , R 1 ) secrecy codes with induced distribution P such that 1) Error constraint:
2) Secrecy constraint (generalized effective secrecy):
It is worth noting that (71) is a generalized version of the notion of effective secrecy considered in [13] . Here we assume (49)); otherwise, (71) cannot be satisfied by any secrecy code.
Definition 3:
It is worth noting that our secrecy metric (even when s = 0) is stronger than the unnormalized relative entropy Bloch and Laneman [10] , since
For our secrecy metric, in addition to requiring that M 1 and Z n are approximately independent, we also require that the wiretapper's observation Z n is close to the product distribution Q n Z . This is similar to Hou and Kramer's work [13] and Csiszár and Narayan's work [41, eq. (6) ], but we consider a continuum of secrecy measures indexed by s ∈ [−1, 1].
The interpretation of our secrecy measure with s = 0 can be found in [13] , where the authors interpreted I (M 1 ; Z n ) in (74) as a measure of "non-confusion" and D(P Z n Q n Z ) in (73) as a measure of "non-stealth". Under this interpretation, we set Q n Z to be the distribution of the signal that the wiretapper observes if the sender is not sending useful information. Hence if the secrecy constraint (71) is satisfied then we can say that useful information is being transmitted stealthily.
A. Main Result for Deterministic Encoders
Before solving the problem, in this subsection we consider a simpler version of the problem-namely, a system with a deterministic encoder. That is, the encoder is restricted to a deterministic (non-stochastic) function f :
Using Theorem 2, we obtain the following theorem. The detailed proof is provided in Appendix H.
Remark 23: This theorem provides an expression for the admissible rate region for the case with no extra randomness (i.e., the case with deterministic encoders). Related works on determining the amount of randomness needed to realize stochastic encoding include Watanabe and Oohama's work [42] and Chou et al.'s work [28] . Hence studying the deterministic encoder case is of independent interest.
Remark 24: Similar to the exponential behavior for the Rényi resolvability problem, it is easy to see that if (R 0 , R 1 ) is an interior point of R det 1+s (Q Z ), then the Rényi divergence for the wiretap channel with deterministic encoder also decays at least exponetially fast.
The result of Theorem 5 for the binary wiretap channel is illustrated in Fig. 5 . From the figure (or the theorem), we observe that for the problem with deterministic encoder, the achievability of a rate pair (R 0 , R 1 ) does not necessarily imply the achievability of a rate pair
This is because to meet the resolvability constraint, a certain amount of local randomness (besides the secret message M 1 ) at the sender is needed; this local randomness only comes from the non-secret message M 0 (since the encoder is a deterministic function of M 0 , M 1 ). Therefore, a rate less than R 0 may not satisfy the resolvability constraint.
B. Main Result for Stochastic Encoders
If a stochastic encoder is allowed, we can add a virtual memoryless channel P n X |W between the deterministic encoder and the channel. Then we have the following achievability result.
Proposition 2: For s ∈ [−1, 1] ∪ {∞}, we have
where R 1+s P W , P Z |W , Q Z is given by (76). However, adding a memoryless channel is not optimal in general. In the following theorem, we completely characterize the admissible region, and show that adding a channel with memory between the encoder and channel is optimal. The proof of this theorem is given in Appendix I.
where R 
The special case with s = 0 was defined by Hou and Kramer [13] , and they showed
For the general case s ∈ [−1, 1]∪{∞}, by Theorem 6, we have
which has a similar form as the conventional secrecy capacity (with secrecy measured by the normalized mutual information
given in [3] , [4] , [30] ,
Note that
. This is because our secrecy measure is stronger than the conventional one. Furthermore, when considering the simultaneous transmission of secret and non-secret messages, the optimal rate region [30, Corollary 2], 6 [43] is
which is different from the optimal region R 1+s given by us. Obviously
Xu and Chen [43] and Csiszár and Körner [30, Corollary 2] derived the optimal region R MI by using a two-layered code, but for our case, a single-layered code is sufficient to achieve the optimality; a similar conclusion for the s = 0 case can be drawn from the results in [44] . This is because our secrecy measure requires that M 1 and Z n are approximately independent (similarly to the conventional setting) but also requires the wiretapper's observation Z n to approximately follow a target memoryless distribution Q n Z (soft-covering the space according to the target distribution). We provide an intuitive interpretation for why a two-layered code is not necessary to achieve the optimal region for our problem. For simplicity, we consider the case with the Rényi parameter equal to 1; If we apply a two-layered code to our setting then to guarantee the soft-covering property (under the TV distance measure, which is weaker than the Rényi divergence), the non-secret message for each layer has to have rates that are appropriately lower bounded as follows:
, where R
0 and R (2) 0 respectively denote the transmission rate of the non-secret message for the first and second layer. On the other hand, the total rate is still constrained by I (W ; Y ), i.e., R
Hence the achievable rate pair (R (1) 
Note that this is true even for the TV distance. As a result, it must also be true for the stronger distance measures such as relative entropy or Rényi divergence.
Remark 27: Both the coding scheme in this paper and that in [30, Corollary 2] require stochastic encoding to achieve the optimal rate regions. The amount of randomness needed to realize the stochastic encoding for the setting similar to that in [30, Corollary 2] was studied in [42] , and the case with only an asymptotically vanishing rate of extra randomness available but with non-uniform sources to be transmitted was studied in [28] . For our setting, the admissible rate region for the case with no extra randomness (i.e., the case with deterministic encoders) was provided in Subsection III-A.
Remark 28: The semantic-security capacity C SS (with the secrecy measure 7 [46] , is proven to be equal to C MI . Obviously, this secrecy measure is not weaker than the one considered in this paper (when the Rényi divergence parameter is equal to 1). In fact, by a simple expurgation argument, it is easy to show that the secrecy measure of [46] focused only on the secrecy capacity C SS , i.e., the maximum transmission rate of the secret message without a constraint on non-secret message required by the legitimate user. Here we consider a more general scenario: the simultaneous transmission of the secret and non-secret messages. By the above-mentioned expurgation argument, we can obtain a complete characterization of the admissible region of (R 0 , R 1 ) under the secrecy constraint max
∪ {∞}, which turns out to be the same as R 1+s (Q Z ). The result of Theorem 6 for the binary wiretap channel Fig. 6 . From the figure, we observe that different from the deterministic encoder case, for this case the achievability of a rate pair (R 0 , R 1 ) indeed implies the achievability of a rate pair
IV. CONCLUSION AND FUTURE WORK
In this paper, we studied a generalized version of channel resolvability problem, in which the (normalized or unnormalized) Rényi divergence is used to measure the level of approximation. We also applied these results to the wiretap channel.
Our results generalize or extend several classical and recent results. Our resolvability results extend those by Han and Verdú [2] and by Hayashi [3] , [4] as we consider Rényi divergences with orders in [0, 2] ∪ {∞}. Our results for the wiretap channel generalize those by Hou and Kramer [13] , and extend those by Wyner [40] and Csiszár and Körner [30] , as we measure the effective secrecy (or the leakage) using the Rényi divergence. As discussed in Remark 28, our result on the wiretap channel is also related to the semantic-security capacity studied by Golfeld et al. [46] .
In the future, we plan to explore various closely related problems to the one contained herein.
1) Rényi common information: Wyner [8] defined the common information between two sources is the minimum rate of commonness needed to simulate these two source in a distributed fashion. In his original work, the normalized relative entropy was used to measure the level of approximation. We can generalize his problem by replacing the relative entropy with the Rényi divergence, and define the minimum rate for this case as Rényi common information. In fact, a complete characterization of the Rényi common information for order ∈ [0, 1] and bounds for order ∈ (1, 2] ∪ {∞} were provided by us in [16] , [20] , and [21] . Furthermore, the equivalence between the Rényi common information with order ∞ and the exact common information was given in [16] . 2) Distributed channel synthesis under the Rényi divergence: The coordination problem or distributed channel synthesis problem was studied by Cuff et al. [9] , [47] . In this problem, an observer (encoder) of a source sequence describes the sequence to a distant random number generator (decoder) that produces another sequence. What is the minimum rate of description needed to achieve a joint distribution that is statistically indistinguishable, under the TV distance, from the distribution induced by a given channel? For this problem, Cuff [9] provided a complete characterization of the minimum rate. We can enhance the level of coordination by replacing the TV distance measure with the Rényi divergence. For this enhanced version of the problem, we are interested in characterizing the corresponding admissible rate region. A variant of the infinity-order case was used to study exact channel synthesis by us in [34] .
APPENDIX A PRELIMINARIES FOR THE PROOFS
Lemma 3: 1) Assume X is a finite set. Then for any P X ∈ P (X ), one can find a sequence of types T (n)
as n → ∞. Statement 1) is exactly [48, Lemma 2.1.2]. The proof of statement 2) follows similarly so its proof is omitted.
We also have the following property concerning the optimization over the set of types and conditional types. To save space, the proof is omitted.
Lemma 4:
2) Assume X , Y are finite sets. Then for any continuous function f : P (X × Y) → R and any sequence of types T (n)
if either one of the limits above exists. Lemma 5: For any joint type T Y V X |Y ∈ P (n) (X × Y) and any distribution P X n ∈ P (X n ) (not restricted to be i.i.d.) , we have
The proof of Lemma 5 follows from a straightforward application of the method of types [31] and so is omitted. 
Then using Lemma 6, we get
Furthermore, L 1 and L 2 can be respectively expressed and upper bounded as follows.
where (98) follows since f C (m) and f C m are independent for m = m , and (99) follows since x → x s is a concave function.
Combining (92), (97) and (102) gives us
B. Direct Part for Case 1 − s With s ∈ (0,1)
For the random code given in Lemma 1, we have
where (109) follows from that x → x −s is a convex function and f C (m) and f C m are independent for m = m , and (115) follows since by the construction of the code,
C. Converse Part for
respectively denote the distributions of X and Y induced by the mapping f .
On the other hand,
Putting (123) and (124) together yields the desired result.
D. Converse Part for Case 1 − s With s ∈ [0,1)
Observe that
where P (x) := m P (m) 1 { f (m) = x} and P (y) := x P (x) P (y|x) respectively denote the distributions of X and Y induced by the mapping f .
APPENDIX C PROOF OF PROPOSITION 1
For the n-letter version of the problem, M n = {1, . . . , e n R }, and the channel P n Y |X , used n times, can be considered as a superletter channel. Hence the one-shot bounds given in Lemmas 1 and 2 can be used to prove Proposition 1.
A. Direct Part for Case 1 + s With s ∈ [0,1]
By Lemma 1, we have
Since P X n is arbitrary, we have
B. Converse Part for Case 1 + s With s ∈ (0, ∞]
By Lemma 2, we have
≥ inf
C. Direct Part for Case 1 − s With s ∈ (0,1)
Choose P X n = P n X for some P X . By Lemma 1, we have
According to large deviation theory [48] (Cramér's theorem), we have
= max
Substituting these into (141), we have
We 
τ (R, s, t).
(155)
Hence we have lim sup
Moreover, P X is arbitrary, hence
. To achieve the desired result, we set P X mk = P m X k for some fixed k. Consider X k as a super-letter, then applying the derivations above, we have as m → ∞, 
super-letters. Then we have inf
≤ inf
where l := n − mk < k. Observe that
= inf
and the RHS of the inequality above is finite (as assumed in Section I-C). Hence the LHS of the inequality above is also finite. Hence for fixed k, we have inf
where o(1) is a term tending to zero as m → ∞ or n → ∞ since k is fixed. Since k is arbitrary, we obtain the desired result.
Lemma 7: Given R and s, τ (R, s, t) is concave in t.
Proof: Define f (x, y) := P (x) P (y|x) P −s (y) Q s (y) and g(x, y) := P(y)
where (170) follows from Hölder's inequality. Hence
That is, τ (R, s, t) is concave in t.
D. Converse Part for Case 1 − s With s ∈ [0,1)
By Lemma 2, we have for some P X n ,
Denote R := R − 1 n log 2. From Markov's inequality, we have
Substituting these into (172), we have
That is,
where the function τ (R, s, t) is defined in (154), (189) follows from (155), and (190) follows since τ (R, s, t) is nonincreasing in R for t ≥ 0.
APPENDIX D PROOF OF THEOREM 1
A. Upper Bound for Case 1 + s With s ∈ [0,1]
To obtain the upper bound, we set
and substitute it into the multiletter expression (32) 
where the last line follows from the definition of P(x n ). Furthermore, we also have 9 (199)- (205), as shown at the top of the next page, where (203) follows from the fact that both the numbers of n-types and n-conditional types are polynomial in n. Since T X is arbitrary, from (198) and (205) we have
As stated in the notation section (Section I-B), for brevity, sometimes we use T (x, y) to denote the joint distributions T (x) V (y|x) or T (y) V (x|y).
Furthermore, for brevity, we use
, and
Note that in (206) the minimization and maximization are taken over the set of types, not the set of general probability mass functions. To achieve the desired result, we continue upper bounding (206) to obtain
since
If the objective function of minimization is continuous, then by Lemma 4 we have
This completes the proof. So the rest is to show the continuity of the objective function. To prove this, we only need to show
is continuous in P X . Observe that P (Y|X ) is compact, and η 1+s
Hence by the following lemma, we have (209) is continuous in P X .
Lemma 8 (Lemma 14 in [50]): Let X and Y be two metric spaces and let K ⊂ X be a compact set. Let f : X ×Y → R be a (jointly) continuous real-valued function. Then the function g : Y → R, defined as g(y)
is continuous on Y.
B. Lower Bound for Case 1 + s With s ∈ (0, ∞]
Observe that (197) still holds. That is,
On the other hand, we also have (212)- (216), as shown on the next page, where (212) follows from (200), (213)
follows from Lemma 6, (214) follows since x → x 1+s is a convex function for s ≥ 0, and (215) follows from Lemma 5. Since
|X | , by the pigeonhole principle, we have that there must exist at least one (211) and (216), we have
where (220) follows from the fact that the number of n-conditional types is polynomial in n. Therefore,
where (223) follows from Lemma 4.
C. Upper Bound for Case 1 − s With s ∈ (0,1)
Same as the 1 + s case, we set P (x n ) as in (193) and substitute it into the multiletter expression (35) in Proposition 1, where T X is some type of n-length sequences. Then we obtain
Observe that for any y n with type T Y , we have
Therefore, we have (228)- (231) 
D. Lower Bound for Case 1 − s With s ∈ [0,1)
Observe that (237)-(244) on page 1883 hold, where (237) follows from (226), (239) follows from that x → x 1+t −s with 0 ≤ t ≤ s < 1 is a concave function, (240) follows from Lemma 5 and the fact P X n (T T X ) ≤ 1, and (242) follows from the fact that the number of n-types T Y V X |Y is polynomial in n.
Therefore, from Proposition 1 we have
where the swapping of min and max in (248) follows from the fact that the objective function, equal to
is convex and concave in P XY and t respectively, P XY resides in a compact, convex set (the probability simplex) and t resides in a convex set [0, s] (Sion's minimax theorem [51] ).
APPENDIX E PROOF OF THEOREM 2
Since the unnormalized Rényi resolvability is not smaller than normalized one, we only need prove the converse part for normalized case and the achievability part for unnormalized case.
A. Converse for Normalized Case With 1 + s, s ∈ (0, ∞]
We first consider the case s ∈ (0, 1]. By Theorem 1, lim n→∞
On one hand,
Therefore, (252) implies
i.e.,
On the other hand, if
≤ max
where follows from the log-sum inequality [52] . Therefore, (252) is equivalent to (256).
Combining (258) and (256) we have
Now we consider the case s ∈ (−1, 0]. That is, we need to prove for s ∈ (0, 1],
By Theorem 1, we have inf R :
Note that (264) is equivalent to P (y|x) = P (y|x), and
Hence (256) also holds. Combining (265) and (256) we have inf R :
B. Achievability for Unnormalized Case With
Next we focus on the achievability part. Since the result for s ∈ (−1, 0] can be obtained from existing works (see Remark 16), we only need to prove the case s ∈ (0, 1] ∪ {∞}.
1) Case s ∈ (0,1]:
We first consider the case s ∈ (0, 1]. For this case, by Lemmas 1 and 2, we deduce that
Set
where (273) follows from the fact that Q n X T n → 1. By the data processing inequality [35] , we have
Hence
By letting n → ∞ and → 0, we have lim sup
Combining this with (269) we have the achievability part for the case of s ∈ (0, 1]. 2) Case s = ∞: Let > 0 be such that
Here
We set the random code to be C n = {X n (m)} m∈M n with X n (m) , m ∈ M n drawn independently for different m's and according to the same distribution P X n such that
. Next we prove that such a sequence of random codes satisfies
For brevity, in the following we denote M = e n R . According to the definition of the Rényi divergence, we first have
Continuing (285), we get for any > 0,
where (294) follows from the union bound. Obviously, both A n and |Y| n are only exponentially growing. Therefore, if the probability
To this end, we use Bernstein's inequality [53] to bound the probability uniformly over all y n . Observe that g(X n (m), y n ), m ∈ M n are i.i.d. random variables with mean
and variance
Then we get
≤ exp
Since μ ,n → 1 as n → ∞, we have that for any > 0, there exists a sufficiently large n 0 such that μ ,n ≤ 1 + 2 for n ≥ n 0 . Hence for n ≥ n 0 , (303) is further upper bounded by exp − 3 2 8(3+2 ) e n , which converges to zero doubly exponentially fast. Therefore,
Note that here we have proven that if the code rate
then
The convergence in (305) implies that there exists a sequence of deterministic codebooks {c n } with rate R such that
If we set the random mapping C n to be the deterministic codebook/mapping c n , i.e., C n = c n ,
APPENDIX F PROOF OF THEOREM 3
A. Achievability
Take log's,
Hence 
As for
B. Converse for s ∈ (0,1] Case
For the converse part, we follow steps similar to the proof in [12] . Let
denote the (random) likelihood ratio of each sequence y n ∈ Y n . Note that P (y n ) is a random probability distribution, since the codebook is random. Since P X ∈ P P Y |X , Q Y , by the construction of the codebook, we have
Denote
as the number of codewords in C n that have the joint type T with y n . Then {N T (y n ) : T ∈ P (n) (X × Y)} is a collection of M random variables with multinomial distributions and success probabilities
For brevity, here and in the following we denote M = e n R .
Also define
As in [12] , by elementary properties of multinomial distribution one can show that
Based on the above considerations, we have
where (333) follows from Lemma 6, (335) follows from lim x→0 log(1+x) x = 1 and
(this is obtained from the achievability part, where we have
Considering the last term in the bracket of (338), we have
where α ∈ [0, 1] is an arbitrary number, (341) follows from 1 s x 1+s − x ≥ x log x, and (342) follows from L 2 (y n ) ≥ e 2 . Substitute (343) into (338), then we get
Choose α = 1+s 1+2s , then the second term above vanishes. Hence we have
where (347) follows from that
Following steps similar to [12, eqs. (111) - (121)], we can get
Note that (354) holds for all random codes such that
Moreover, for the ensemble of i.i.d. random codes, we have
for any two distributions P, P ∈ P(X × Y). Therefore,
Furthermore, we can get
where (361) 
C. Converse for s ∈ ( − 1,0] Case
For this case, we need to prove for s ∈ [0, 1),
We also follow steps similar to the proof in [12] , and still use the notations (318)-(331), but we need to instead choose
for some β > 0. Then we have
where (367) is obtained by following steps similar to (332)-(335), and (368) follows from L 2 (y n ) ≥ β.
To continue the proof, we need the following lemma. The proof is similar as that of [12, Lemma 7] , and hence omitted here.
Lemma 9: Let U be an arbitrary non-negative random variable with
and c(θ
Using this lemma, we have for all θ > 0,
and (375) follows from the lemma above and the following inequalities.
where (376) follows from the fact that x → x 1−s is a concave function, and EL 1 ≤ 1, and (378) follows since
Using (369) and (375) we obtain that ∀θ > 0 :
Furthermore, choose β > 
Then we can get
= e −n min
where (381) 
where (T n ) c := X n \T n , and (391) follows from (270)-(272). Now we bound Q n X (T n ) c using the Chernoff bound [54] as
where Q min := min x Q X (x) . Substituting (394) into (393), we obtain
By (395) we can bound the exponent of the second term of (389) as
where δ n is a term vanishing as n → ∞, and (398) follows since
Substituting (395) and (399) into (389), we have
Note that the second term of minimization is not θ (s, , P X ).
To obtain the desired result, by using the fact that the Rényi divergence is non-decreasing in its parameter, we get
Since ∈ (0, 1] is arbitrary, we can optimize (404) over all possible . This concludes the proof.
APPENDIX H PROOF OF THEOREM 5
A. Achievability
We use random coding to prove the achievability part. Generate
. This constitutes our random code. Moreover,
At the legitimate user side, the standard jointtypicality decoder is adopted.
For this random code, by the standard proof [55, Sec. 3.1.2], 10 it is easy to verify that
. Therefore, the error constraint is satisfied. By the codebook generation procedure, C n is independent of M 1 , and the subcodebooks C n (m 1 ) := {X n (m 0 , m 1 )} m 0 ∈M 0 for different m 1 have the same distribution (which implies 11 Furthermore, from our result for the channel resolvability problem (Theorem 2), given M 1 = m 1 and P X ∈ P P Z |X , Q Z , for s ∈ [−1, 1], the random code constructed above satisfies
where (409) follows since C n → (M 1 , C n (M 1 )) → Z n forms a Markov chain (this results from the encoding process-the transmitted codeword is chosen from C n (M 1 )), and (410) 10 Although here P X n is not an i.i.d. distribution, it satisfies P X n x n = e −n(H (P X )+δn ) . Hence the joint typicality lemma [55] still holds, which further guarantees that the standard proof for channel coding works for our case.
11 Indeed, we have
follows since M 1 and C n (M 1 ) are independent. On the other hand,
Applying the selection lemma [56, Lemma 2.2] to (406) and (413) we deduce that there exists one sequence of realizations {c n } n such that given C n = c n ,
Hence f C n =c n is the desired encoder. The proof of the achievability part for s ∈ [−1, 1] is complete. For s = ∞, the achievability part can be proven similarly.
B. Converse
By the data processing inequality [35] , we have
where J ∼ Unif [1 : n] denotes a time index variable, independent of X n , Y n . It is easy to verify that the distribution of (X J , Y J ) induced by an n-length code satisfies
Now, Pinsker's inequality for Rényi parameter 1 + s ∈ (0, 1] [35] implies that,
and for Rényi parameter 1 + s ∈ (1, ∞], we also have
Applying (420) and (421) 
Observe that |T Z n − Q Z | is a function of Z n and upperbounded by 1, and E Q n Z |T Z n − Q Z | → 0 as n → ∞. Hence by the property
we have
which further implies
or equivalently
Since P(X ) is compact, there must exist some increasing sequence {n k } ∞ k=1 such that P
converges to some distribution P X . From (426), P X ∈ P P Z |X , Q Z holds. We first consider the case of s ∈ (0, ∞]. By the one-shot bound in Lemma 2,
Consider the blocklengths
and (433) respectively imply
Therefore, P X is the desired distribution P X in (75). The proof for s ∈ (0, ∞] case is complete.
Next we consider the case of s ∈ (−1, 0]. This case can be proved by following steps similar to the proof of the traditional channel resolvability problem (or distributed channel synthesis problem) [9] . Observe
where (439) and (441) follow from the facts
Furthermore, since there exist some sequence {n k } ∞ k=1 such that P (n k ) X J converges to some distribution P X such that
Combining (443) and (444) gives the desired result.
APPENDIX I PROOF OF THEOREM 6
We first prove (78).
A. Achievability
We only consider the case s ∈ (0, 1]. The achievability result for s ∈ (−1, 0] can be obtained from the result for the case s ∈ (0, 1] by letting s ↓ 0.
We use a similar random code as the one given in Lemma 1. That is, we set C n = {W n (m)} m∈M with W n (m) ∼ P W n , m ∈ M, and set the encoder as f C n (m) = W n (m). We insert a random mapping (virtual channel) between the encoder f C n (m) and the channel, which is denoted as P X n |W n . For this cascaded code, we set the distributions
, where < , and T n , T n , and T n (w n ) respectively denote the typical set respect to P W , as well as the jointly typical set and conditional typical set respect to P W X . Then by the method of types, we obtain (445)-(451), as shown at the top of the next page, where
follows since, by the law of large numbers, P n W T n → 1 and P n X |W T n (w n ) |w n → 1 uniformly for all w n ∈ T n P W (this can be shown by following steps similar to the proof of conditional typicality lemma in [55] , and hence the proof is omitted here), (449) follows from the fact that the number of n-types T Y V X |Y is polynomial in n, and in (451) the arguments of maximization are replaced by T W X , V Z |W X (this is feasible since both
Observe that in (451) T W X is restricted to being close to P W X but there is no restriction on V Z |W X . Actually Lemma 4 implies that as n → ∞ and , → 0, (451) asymptotically equals 
Furthermore, observe
where (455) follows since as n → ∞, P n W T n converges to 1 and P n X |W T n (w n ) |w n uniformly converges to 1 for all w n ∈ T n . Therefore, D 1+s (P X n P X n )
where (459) follows since P n X T n converges to 1 as n → ∞. Since P Z n and Q n Z are respectively the distributions of the channel output induced by the input P X n and P n X , by the data processing inequality [35] , we have T (w, x) log P (x|w) + 
by (452) with a small enough > 0. Hence the secrecy constraint is satisfied. Moreover, using standard joint typicality decoding, we have that error constraint
is satisfied as well if R 0 + R 1 ≤ I P (W ; Y ). The proof of the achievability part for s ∈ [−1, 1] is complete. For s = ∞, the achievability part can be proven by similar steps to those in Appendix 5.
B. Converse
Set W = (M 0 , M 1 ). By the data processing inequality,
where J ∼ Unif 
and P W X J Y J (w, x, y) = P W X J (w, x) P (y|x)
where (469) is obtained similarly to (466)-(467).
We first consider the case s ∈ (0, ∞]. Observe M 1 is independent of M 0 . Hence if we consider M 1 as C and M 0 as M, then the wiretap channel problem turns into the channel resolvability problem. By Lemma 2, we obtain × log x P X J |W (x|w)
where P W X J Z J is the distribution of W, X J , Z J induced by the code. Note that P Z |W X is determined by the code, the channel P Z |X , and the target distribution Q Z .
From Lemma 3 we know that for any w ∈ W and any T X ∈ P (n) (X ), we can find a conditional type V Z |X : W → P (n) (Z|T X ) is the conditional type above satisfying (473), 12 (480) follows from (473) and [57, Lemma 8] , (482) follows since the number of types in P (n) (X ) is polynomial in n, (483) follows since x → log x is a concave function, (484) follows since P X n |W T T X |w =
x n ∈T T X P X n |W (x n |w) and T T X ⊆ X n runs through all the sequences in X n , (485) follows since x → x log x is a convex function, and (486) follows since E X n |W =w [T X n (x)] = P X J |W (x|w); see (469).
By the choice of P Z |W X , from (486) we have
Furthermore, it is easy to verify
since D 1+s (P Z n Q Z n ) → 0 (see (471)). Since P (X ) is compact, for each w, there must exist some sequence of increasing integers {n k } ∞ k=1 such that 12 Note that the choice of V
(w)
Z|X and not necessarily an optimal one for the lower bound (479), since the optima should be independent of w. However, it is, in fact, optimal for the final lower bound (485). Next we consider the case s ∈ (−1, 0]. This case can be proved by following steps similar to the proof of traditional channel resolvability problem [2] or the distributed channel synthesis problem [9] . Observe
where (494) and (495) follow from the facts P M 1 Z n − P M 1 Q n Z → 0 and P Z n − Q n Z → 0 respectively. Furthermore, for each w, there exists some increasing sequence of integers {n k } ∞ k=1 such that P (n k ) X J |W =w converges to some distribution P X |W =w that satisfies E W [ P X |W (·|W )] ∈ P P Z |X , Q Z . Hence letting n = n k and k → ∞ in (495), we get
Combining (496) and (497) gives the converse part. Therefore, the proof of (78) is complete. Next we prove (79). By adding an artificial non-secret message M 0 (with rate R 0 ) in the achievability scheme above, we have the following achievable region.
P W X : 
of (78) ⊆ (79). In addition, R 1+s (Q Z ) = the RHS of (78). Hence R 1+s (Q Z ) ⊆ (79). Therefore, R 1+s (Q Z ) = (79). Lastly, by standard cardinality bounding techniques
