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Abstract
Using polarization-resolved photoluminescence spectroscopy, we investigate breaking of valley
degeneracy by out-of-plane magnetic field in back-gated monolayer MoSe2 devices. We observe
a linear splitting of −0.22meVT between luminescence peak energies in σ+ and σ− emission for
both neutral and charged excitons. The optical selection rules of monolayer MoSe2 couple photon
handedness to the exciton valley degree of freedom, so this splitting demonstrates valley degeneracy
breaking. In addition, we find that the luminescence handedness can be controlled with magnetic
field, to a degree that depends on the back-gate voltage. An applied magnetic field therefore
provides effective strategies for control over the valley degree of freedom.
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Monolayer MoSe2 and other monolayer transition metal dichalcogenides (TMDs) are a
materials system with unique potential for controlling their valley degree of freedom [1–
8]. Similar to graphene, the conduction and valence band show extrema (valleys) at the
vertices of a hexagonal Brillouin zone; unlike graphene, MoSe2 exhibits a nonzero optical
gap of 1.66 eV [9, 10]. This has allowed exploration of optoelectronic properties arising from
the valley-dependent chirality of massive Dirac fermions, predicted in the context of inversion
symmetry broken graphene [11, 12]. This chirality leads to optical selection rules coupling
the exciton valley degree of freedom to photon handedness [2–7]. Using polarization-resolved
spectroscopy researchers have demonstrated valley-selective luminescence with near 100%
fidelity [2, 7]. Furthermore, the ability to pump valley-polarized carriers with circularly-
polarized light has been demonstrated through the valley Hall effect [8]. The chiral electronic
states are also predicted to posses valley-contrasting orbital magnetic moments coupling
valley pseudospin to magnetic field [11–17], which opens up the possibility for magnetic
control over the valley degree of freedom [13, 18].
Here, we demonstrate the use of magnetic fields to break valley degeneracy in a mono-
layer TMD. Specifically, we report polarization-resolved luminescence spectra for back-gated
MoSe2 devices at 4.2 K and in magnetic fields up to 6.7 T. We study the luminescence peak
energies as a function of magnetic field, finding a linear splitting of −0.22meV
T
between peaks
corresponding to light emission with different senses of circular polarization, σ+ and σ−.
We interpret this as a Zeeman splitting due to valley-dependent magnetic moments. We
also investigate the magnetic field dependence of luminescence handedness, finding that the
emission becomes circularly-polarized in magnetic field even with unpolarized excitation, and
that the degree of this polarization can be increased to about 50% by gating the sample.
This suggests that electric fields can facilitate the generation of valley-population imbalance
in samples where valley degeneracy has been broken by magnetic field. Our results demon-
strate a recently-proposed [18] strategy for generating valley populations, and could lead to
new approaches for controlling the valley degree of freedom in monolayer TMDs.
Our device geometry and measurement apparatus are shown in Fig. 1a and 1b. All
measurements were taken using a scanning confocal microscope integrated with a 7 T su-
perconducting magnet dewar, with light coupled in and out of the system via a polarization-
maintaining optical fiber (similar designs were reported in Refs. [19, 20]). The light is focused
into a roughly 1 µm diameter spot using a pair of aspheric lenses, and the sample is scanned
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FIG. 1. (color online). (a) Experimental geometry showing back-gated monolayer MoSe2 devices
in out-of-plane magnetic fields. Luminescence is excited with light from a 1.89 eV laser diode and
collected separately for σ+ and σ− polarization in the Faraday geometry. (b) Schematic of the
fiber-coupled optical cryostat used in the experiment. (c) Optical micrographs of devices D1 and
D2. (d) Luminescence spectra of D2 taken at 0 T and 4.2 K with -30 V, 0 V, 10 V, and 50 V
back-gate voltage.
using piezo-driven nanopositioners (from attocube). The sample, positioners, and optical
components are placed in a vacuum cryostat which is then evacuated and lowered into a
helium bath containing a superconducting magnet; helium exchange gas is added to ensure
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thermalization of the sample at 4.2 K. For the data in the main text, the excitation power
was between 10-60 µW.
To enable polarization-resolved spectroscopy, a zero-order quartz λ/4 plate is placed
between the aspheric lenses, oriented at 45◦ to the fiber axes; this couples σ+ and σ−
emission into orthogonal polarization modes of the fiber. The light exiting the fiber is
directed though a rotatable polarizer, which selects one fiber mode for spectral analysis
by a thermoelectrically cooled CCD spectrometer. We can also create circularly-polarized
excitation by coupling linearly-polarized light into one of the two fiber polarization modes,
or create equal intensity excitation in σ+ and σ− polarization by coupling in light polarized
at 45◦ to the fiber axes. We excite photoluminescence with light from a 1.89 eV laser diode,
which is 230 meV blueshifted from the A exciton transition, and as a result we see little
dependence of the emission polarization on excitation polarization (see supplement section
1). The conclusions discussed below are independent of excitation polarization.
To fabricate our samples, we exfoliate bulk MoSe2 crystals (grown by direct vapor trans-
port) onto 300 nm silicon oxide on silicon, then use electron-beam lithography to define a
single 0.5 nm Ti/75 nm Au contact, allowing use of the silicon substrate as a back gate. All
data shown in the main text were taken from devices D1 and D2 pictured in Fig. 1c. Figure
1d shows the B = 0 luminescence spectra of D2 at -30 V, 0 V, 10 V, and 50 V. The peaks
at 1.66 eV and 1.63 eV correspond to the neutral and charged A exciton respectively, with a
charged exciton (trion) binding energy of 30 meV [9]. As the back-gate voltage is increased
the exciton luminescence decreases and the trion luminescence increases, showing that our
samples are intrinsically n-type and that the 1.63 eV peak corresponds to negatively charged
trion luminescence.
Figure 2a compares polarization-resolved spectra taken for D1 in out-of-plane magnetic
fields of 0 T, 6.7 T and -6.7 T and with the back gate grounded. For these data, we
excite photoluminescence using equal intensity excitation in σ+ and σ− polarization. At
zero field, we find no significant dependence of the peak energies or intensities on emission
handedness. In comparison, the spectra taken at 6.7 T show splitting between the σ+ and σ−
emission peaks of about -1.5 meV for both the exciton and trion. The luminescence is also σ+
polarized: the trion peak has Ptrion =
I+−I−
I++I−
= 14%, where I± is the peak intensity of the trion
in σ± detection. For the exciton we measure Pexciton = 9%. The luminescence polarization








































FIG. 2. (color online). (a) Polarization-resolved luminescence spectra from monolayer MoSe2 (D1)
at 4.2 K for σ+ and σ− detection, as excited using unpolarized light at 1.89 eV. From top to bottom
the panels show spectra taken with 0 T, 6.7 T and -6.7 T out-of-plane magnetic field. Both the
polarization and splitting change sign upon reversing the field as shown in the lower panel. (b)
Schematic bandstructure of MoSe2 near the K+ and K− points in zero magnetic field, showing the
optical selection rules for the A exciton transition studied in this experiment. Within each valley,
spin degeneracy is broken at B = 0 due to spin-orbit coupling, [9, 10, 13, 21, 22]. The arrows
denote spin angular momentum up and down for the occupied states.
that it arises from magnetically induced changes in the exciton and trion populations. Figure
2b depicts the schematic bandstructure of a MoSe2 monolayer, illustrating the direct band
gaps at the K+ and K− points, with arrows indicating the allowed A exciton transitions for
σ± light. Since the emission handedness is coupled to the exciton valley degree of freedom,
the peak splitting and polarization we observe indicate valley degeneracy breaking.
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FIG. 3. (color online) (a) Difference of peak energies found for σ+ and σ− detection plotted versus
magnetic field for D1. Both the exciton (blue triangles) and trion (red circles) show splitting of
−0.22± 0.01meVT found via a linear fit. The fits are plotted as blue solid and red dashed lines for
the exciton and trion respectively. (b) The schematic bandstructure of MoSe2 in magnetic field
showing the Zeeman energy E
c(v)
Z for the conduction (valence) band. The exciton Zeeman splitting
is 2 (EcZ − EvZ).
Figure 3a shows the valley splitting of the exciton and trion peaks, defined as the difference
between peak luminescence energy in σ+ and σ− detection, versus magnetic field. For each
data point the peak positions were extracted via fits to a phenomenological asymmetric Voigt
line shape (see supplement section 2). The errorbars come primarily from the CCD pixel size
(about 0.15 nm per pixel). For both the exciton and trion peaks the valley splitting shows a
linear magnetic-field dependence with a slope of −0.22 ± 0.01 meV
T
. Consistent results were






for the exciton and trion splitting respectively; data from other devices are given
in supplement section 3.
Valley splitting in magnetic field arises from the intrinsic chirality of Bloch electrons at
the K+ and K− points. States at the two valley edges are Kramer’s doublets related by
time-reversal symmetry, so that their degeneracy can be broken by breaking time-reversal
symmetry. Bloch electrons in a given band carry spin and orbital magnetic moments which
change sign between valleys [11, 12, 23, 24]. Figure 3b schematically shows the energy
shifts arising from Zeeman coupling between these moments and the magnetic field; there
we define 2E
c(v)
Z as the magnetic-field-induced energy difference between the K+ and K−
valley at the conduction (valence) band edge. Magnetoluminescence spectroscopy probes
only the exciton Zeeman energy, which is the difference between conduction and valence
band Zeeman energies. In this difference, the contributions from spin magnetic moments
are expected to cancel, leaving only the contributions from orbital magnetic moments. The
measured sign and magnitude of the valley splitting can be understood within a tight-binding
picture [25, 26]. In the Kτ valley (letting τ = ±1 be the valley quantum number), the valence
band arises from hybridization of dx2−y2 + τidxy orbitals with angular momentum lz = 2τh¯
while the conduction band arises from hybridization of dz2 orbitals with lz = 0 [1, 6, 22, 27].





= −4µBB from atomic-scale magnetic moments. The phase winding
of Bloch states on the intercellular scale can also add to the orbital magnetic moment
[11, 23, 25, 26, 28]. For example, in the two-band tight-binding model (the massive Dirac
fermion model) the intercellular magnetic moment is equal for the conduction and valence
bands with value −τµB memeff , where me is the free-electron mass, and meff is the electron-
hole symmetric carrier effective mass [11, 12]. Including the spin magnetic moments this
gives a total Zeeman splitting of 2EcZ = 2µB + 2µB
me
meff
for the conduction band and 2EvZ =
2µBB + 4µBB + 2µBB
me
meff
for the valence band, and as a result 2 (EcZ − EvZ) = −4µBB (i.e.
there is no net intercellular contribution). In more general hopping models, the conduction
and valence bands can have different intercellular moments giving a net contribution to the
exciton magnetic moment [16, 21, 25, 26].









where E± is the measured exciton peak energy in σ± detection. Our exciton valley splitting
measurements correspond to gvlex = −3.8±0.2, consistent with the value of gvlex = −4 expected
from the d-orbital contribution to the exciton magnetic moment. Any deviation of gvlex from
−4 theoretically corresponds to the intercellular contribution to the g-factor. Our results
therefore suggest that the intercellular contribution to gvlex is small in the case of MoSe2. We
also expect the trion to have approximately the same splitting as the exciton, evinced by
considering the trion as an exciton bound to an additional electron. While the additional
electron contributes to the trion magnetic moment, it contributes equally to the final state
moment after recombination leaving the transition energy unaffected (as discussed in more
detail in supplement section 4). This is consistent with the experimental results of Fig. 3a
for zero applied gate voltage.
We also attempted to calculate the valley g-factor using the multiband k · p theory of
Refs. [13, 24], since their theory should include the intercellular and atomic contributions in
a unified way [28]. The need to discuss these terms separately is an artifact of the lattice
models discussed above. The calculation is detailed in section 5 of the supplement and gives
a value for gvlex similar in magnitude to our experimental results, but with the opposite sign
(see supplement section 6 for our experimental determination of the sign). Therefore further
theoretical work is required to understand the exciton valley splitting within the context of
k · p theory calculations.
We find that the trion valley splitting and the resulting luminescence polarization both
show a surprising dependence on an applied back-gate voltage. Polarization-resolved spectra
taken with -20 V and 51 V applied to the substrate are shown in Fig. 4a for device D2. Our
samples show significant hysteresis assumed to arise from photoionization of trap states [29],
and the data in this panel are taken from a downward sweep. Figure 4b shows the trion
splitting versus magnetic field for two different gate voltages on a downward sweep, finding
−0.29 ± 0.02 meV
T
at 40 V and −0.23 ± 0.02 meV
T
at 0 V. This gate-voltage dependence of
the trion splitting could arise from carrier-density dependence of the band Zeeman energies
[11, 16], a hot luminescence effect as discussed in section 4 of the supplement, or other
effects resulting from changes in the trion or final state wavefunctions upon increasing the
Fermi level [30]. The gate dependence of trion valley splitting has implications for future
magneto-optical studies of TMDs, as the intrinsic doping level may vary between samples
causing a dispersion of measurement results.
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FIG. 4. (color online). (a) Polarization-resolved luminescence spectra from D2 at 4.2K and 6.7 T
for σ+ and σ− detection, excited with σ− light at 1.89 eV. From top to bottom the panels show
spectra taken with -20 V and 51 V gate voltage applied to the substrate. (b) Trion valley splitting
versus magnetic field for selected gate voltages, showing an decrease in slope with gate voltage. (c)
Circular polarization of the trion peak I+−I−I++I− versus gate voltage at 6.7 T (red circles), showing an




The degree of trion polarization as a function of gate voltage is shown in Fig. 4c. In this
dataset, we find a trion polarization that increases from 18% near zero back-gate voltage to
over 50% near 40 V. The luminescence polarization is related to the populations of different
trion species via Ptrion =
n+−n−
n++n−
, where n± is the density of trions with their hole in valley
K± (i. e. those trions which emit σ± polarized light upon recombination, which we refer to
as K± valley trions). The sign of Ptrion in the n-type regime is independent of the excitation
polarization but instead follows the sign of the magnetic field, and we therefore interpret
the magnetic field dependence of the trion polarization as arising from partial relaxation of
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trions into their lowest energy spin-valley configuration (qualitatively consistent with the
dependence of trion polarization on excitation power, see supplement section 7). This re-
laxation is expected to be incomplete as the intervalley scattering time is longer than the
recombination time [2, 30]. In section 4 of the supplement, we calculate the trion polariza-
tion within a simple rate-equation model and show that the observed Ptrion implies a ratio
of the recombination time to the intervalley scattering time of ∼ 0.2 at low carrier density.
This is about an order of magnitude larger than the value found in time-resolved measure-
ments for WSe2 at zero magnetic field [30]; however, the time-resolved measurements used
resonant excitation which is expected to lead to reduced intervalley scattering compared to
the off-resonant excitation we use. Trions can scatter between valleys via spin-flip intervalley
scattering of their hole, and if this is the dominant scattering mechanism our results imply
that the hole intervalley scattering rate increases monotonically with carrier density. This is
consistent with the Bir-Aronov-Pikus mechanism for intervalley scattering of holes via their
exchange interaction with the conduction electrons [2, 31]. The data in Fig. 4c were taken
with σ− excitation, but similar results were found using unpolarized excitation (see section
3 of the supplement).
In summary, we have presented measurements of polarization-resolved luminescence spec-
tra for MoSe2 at 4.2 K in magnetic fields up to 6.7 T, demonstrating valley degeneracy
breaking. We measure a splitting of −0.22± 0.01 meV
T
between exciton peaks in σ+ and σ−
polarized emission spectra. This value is consistent with a simple tight-binding picture of
the MoSe2 bandstructure. We also observe gate dependence of the trion valley splitting and
polarization. Even with off-resonant, unpolarized excitation we were able to achieve a trion
circular polarization of about 50% by gating the sample in 6.7 T magnetic field. Application
of magnetic and electric fields can therefore provide an effective strategy for manipulating
the valley degree of freedom in monolayer TMDs.
Similar work on WSe2 has recently been posted by the Washington group [26] and the
ETH Zurich group [25].
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