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Abstract—This paper presents new lower and upper
bounds for the compression rate of binary prefix codes
optimized over memoryless sources according to various
nonlinear codeword length objectives. Like the most well-
known redundancy bounds for minimum average redun-
dancy coding — Huffman coding — these are in terms
of a form of entropy and/or the probability of an input
symbol, often the most probable one. The bounds here,
some of which are tight, improve on known bounds of the
form L ∈ [H,H +1), where H is some form of entropy in
bits (or, in the case of redundancy objectives, 0) and L is the
length objective, also in bits. The objectives explored here
include exponential-average length, maximum pointwise
redundancy, and exponential-average pointwise redun-
dancy (also called dth exponential redundancy). The first
of these relates to various problems involving queueing,
uncertainty, and lossless communications; the second re-
lates to problems involving Shannon coding and universal
modeling. For these two objectives we also explore the
related problem of the necessary and sufficient conditions
for the shortest codeword of a code being a specific
length.exponential redundancy). The first of these relates
to various problems involving queueing, uncertainty, and
lossless communications; the second relates to problems
involving Shannon coding and universal modeling. For
these two objectives we also explore the related problem
of the necessary and sufficient conditions for the shortest
codeword of a code being a specific length.
Index Terms—Huffman codes, optimal prefix code,
queueing, Re´nyi entropy, Shannon codes, worst case min-
imax redundancy.
I. INTRODUCTION
Since Shannon introduced information theory, we have
had entropy bounds for the expected codeword length
of optimal lossless fixed-to-variable-length binary codes.
The lower bound is entropy, while the upper bound is
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one bit greater — corresponding to a maximum average
redundancy of one bit for an optimal code — thus
yielding unit-sized bounds. The upper bound follows
from the suboptimal Shannon code, a code for which
the codeword length of an input of probability p is
⌈− log2 p⌉ [1].
Huffman found a method of producing an optimal
code by building a tree in which the two nodes with
lowest weight (probability) are merged to produce a
node with their combined weight summed [2]. On the
occasion of the twenty-fifth anniversary of the Huffman
algorithm, Gallager introduced bounds in terms of the
most probable symbol which improved on the unit-
sized redundancy bound [3]. Since then, improvements
in both upper and lower bounds given this most probable
symbol [4]–[8] have yielded bounds that are tight when
this symbol’s probability is at least 1/127 (and close-
to-tight when it has lower probability). Tight bounds
also exist for upper and lower bounds given the less-
specific information of an arbitrary symbol’s probability
[9], [10]. Such bounds are useful for quickly bounding
the performance of an optimal code without running the
algorithm that would produce the code. The bounds are
for a fixed-sized input alphabet; asymptotic treatment of
redundancy for block codes of growing size, based on
binary memoryless sources, is given in [11].
Others have given consideration to objectives other
than expected codeword length [12, §2.6]. Many of these
nonlinear objectives, which have a variety of applica-
tions, also have unit-sized bounds but have heretofore
lacked tighter closed-form bounds achieved using a sym-
bol probability and, if necessary, some form of entropy.
We address such problems here, finding upper and lower
bounds for the optimal codes of given probability mass
functions for nonlinear objectives. “Optimal” in this
paper refers to optimality over the objective in question,
not necessarily over the linear objective of expectation.
A lossless binary prefix coding problem takes a prob-
ability mass function p = {pi}, defined for all i in the
input alphabet X , and finds a binary code for X . Without
loss of generality, we consider an n-item source emitting
symbols drawn from the alphabet X = {1, 2, . . . , n}
where {pi} is the sequence of probabilities for possible
2symbols (pi > 0 for i ∈ X and
∑
i∈X pi = 1) in mono-
tonically nonincreasing order (pi ≥ pj for i < j). Thus
the most probable symbol is p1. The source symbols are
coded into binary codewords. The codeword ci ∈ {0, 1}∗
in code c, corresponding to input symbol i, has length
li, defining length vector l.
The goal of the traditional coding problem is to find
a prefix code minimizing expected codeword length∑
i∈X pili, or, equivalently, minimizing average redun-
dancy
R¯(l,p) ,
∑
i∈X
pili −H(p) =
∑
i∈X
pi(li + lg pi) (1)
where H is −
∑
i∈X pi lg pi (Shannon entropy) and lg ,
log2. A prefix code — also referred to as a comma-free
code, a prefix-free code, or an instantaneous code — is
a code for which no codeword begins with a sequence
that also comprises the whole of a second codeword.
This problem is equivalent to finding a minimum-
weight external path among all rooted binary trees, due
to the fact that every prefix code can be represented as
a binary tree. In this tree representation, each edge from
a parent node to a child node is labeled 0 (left) or 1
(right), with at most one of each type of edge per parent
node. A leaf is a node without children; this corresponds
to a codeword, and the codeword is determined by the
path from the root to the leaf. Thus, for example, a leaf
that is the right-edge (1) child of a left-edge (0) child
of a left-edge (0) child of the root will correspond to
codeword 001. Leaf depth (distance from the root) is thus
codeword length. If we represent external path weight
as
∑
i∈X w(i)li, the weights are the probabilities (i.e.,
w(i) = pi), and, in fact, we refer to the problem inputs
as {w(i)} for certain generalizations in which their sum,∑
i∈X w(i), need not be 1.
If formulated in terms of l, the constraints on the
minimization are the integer constraint (i.e., that codes
must be of integer length) and the Kraft inequality [13];
that is, the set of allowable codeword length vectors is
Ln ,
{
l ∈ Zn+ such that
n∑
i=1
2−li ≤ 1
}
.
Because Huffman’s algorithm [2] finds codes mini-
mizing average redundancy (1), the minimum-average
redundancy problem itself is often referred to as the
“Huffman problem,” even though the problem did not
originate with Huffman himself. Huffman’s algorithm
is a greedy algorithm built on the observation that the
two least likely items will have the same length and
can thus be considered siblings in the coding tree. A
reduction is thus made in which the two items of weights
w(i) and w(j) are considered as one with combined
weight w(i) + w(j). The codeword of the combined
item determines all but the last bit of each of the items
combined, which are differentiated by this last bit. This
reduction continues until there is one item left, and,
assigning this item the null string, a code is defined for
all input items. In the corresponding optimal code tree,
the ith leaf corresponds to the codeword of the ith input
item, and thus has weight w(i), whereas the weight of
parent nodes are determined by the combined weight of
the corresponding merged item.
We began by stating that an optimal lopt must satisfy
H(p) ≤
∑
i∈X
pil
opt
i < H(p) + 1
or, equivalently,
0 ≤ R¯(lopt,p) < 1.
Less well known is that simple changes to the Huffman
algorithm solve several related coding problems which
optimize for different objectives. We discuss three such
problems, all three of which have been previously shown
to satisfy redundancy bounds for optimal l˜ of the form
H˜(p) ≤ L˜(p, l˜) < H˜(p) + 1
or
0 ≤ R˜(˜l,p) < 1
for some entropy measure H˜ and cost measure L˜, or for
some redundancy measure R˜.
In this paper, we improve these bounds in a similar
manner to improvements made to the Huffman problem:
Given p1, the probability of the most likely item, the
Huffman problem improvements find functions o¯(p1)
and/or ω¯(p1) such that
0 ≤ o¯(p1) ≤ R¯(l
opt,p) ≤ ω¯(p1) < 1.
The smallest ω¯, tight over most p1, is given in [8], while
a tight o¯ is given in [6]. Tight bounds given any value pj
in p, would yield alternative functions o¯′(pj) and ω¯′(pj)
such that
0 ≤ o¯′(pj) ≤ R¯(l
opt,p) ≤ ω¯′(pj) < 1.
In this case, tight bounds are given by [10], which also
addresses lower bounds given the least probable symbol,
which we do not consider here.
In the following, we wish to find functions o˜, ω˜, o˜′,
and/or ω˜′ such that
0 ≤ o˜(p1) ≤ R˜(˜l,p) ≤ ω˜(p1) ≤ 1
and/or
0 ≤ o˜′(pj) ≤ R˜(˜l,p) ≤ ω˜
′(pj) ≤ 1
3in the case of redundancy objectives, and to find ˜˜o, ˜˜ω,
˜˜o′, and/or ˜˜ω′ such that
0 ≤ ˜˜o(H˜(p), p1) ≤ L˜(p, l˜) ≤ ˜˜ω(H˜(p), p1) ≤ 1
and/or
0 ≤ ˜˜o′(H˜(p), pj) ≤ L˜(p, l˜) ≤ ˜˜ω
′(H˜(p), pj) ≤ 1
in the case of other length objectives.
All of the nonlinear objectives we consider have
been shown to be solved by generalized versions of
the Huffman algorithm [14]–[18]. These generalizations
change the combining rule; instead of replacing items
i and j with an item of weight w(i) + w(j), the
generalized algorithm replaces them with an item of
weight f(w(i), w(j)) for some function f . The weight
of a combined item (a node) therefore need not be equal
to the sum of the probabilities of the items merged to
create it (the sum of the leaves of the corresponding
subtree). Thus the sum of weights in a reduced problem
need not be 1, unlike in the original Huffman algorithm.
In particular, the weight of the root, wroot, need not be 1.
However, we continue to assume that the sum of inputs
to the coding problems will be 1 (with the exception of
reductions among problems).
The next section introduces the objectives of interest,
along with their motivations and our main contributions.
These contributions, indicated by ( Z), are bounds on
performance of optimal codes according to their op-
timizing objectives, as well as related properties. We
defer the formal presentation of these contributions,
along with proofs, until later sections, where they are
presented as theorems and corollaries, along with the
remarks immediately following them and associated fig-
ures. These begin in Section III, where we find tight
exhaustive bounds for the values of minimized maximum
pointwise redundancy (2) and corresponding lj in terms
of pj . Pointwise redundancy for a symbol i is li + lg pi.
In Section IV, we then extend these to exhaustive —
but not tight — bounds for minimized dth exponential
redundancy (4), a measure which takes a β-exponential
average [19] of pointwise redundancy (where, in this
case, parameter β is d). In Section V, we investigate the
behavior of codes with minimized exponential average
(6), including bounds and optimizing l1 in terms of p1.
II. OBJECTIVES, MOTIVATIONS, AND MAIN RESULTS
A. Maximum pointwise redundancy (R∗)
The most recently proposed problem objective we
consider is that formulated by Drmota and Sz-
pankowski [20]. Instead of minimizing average redun-
dancy R¯(l,p) ,
∑
i∈X pi(li + lg pi), here we minimize
maximum pointwise redundancy
R∗(l,p) , max
i∈X
(li + lg pi). (2)
An extension of Shannon coding introduced by Blumer
and McEliece [21, p. 1244] to upper-bound the problem
considered in Section II-C was later rediscovered and
efficiently implemented by Drmota and Szpankowski
as a solution to this maximum pointwise redundancy
problem. A subsequent solution to the problem is a
variation of Huffman coding [18] derived from that in
[22], one using combining rule
f∗(w(i), w(j)) , 2max(w(i), w(j)). (3)
Applications in prior literature: The solution of this
worst-case pointwise redundancy problem is relevant to
optimizing maximal (worst-case) minimax redundancy, a
universal modeling problem (as in [23, p. 176]) for which
the set P of possible probability distributions results in
a normalized “maximum likelihood distribution.” [20]
More recently Gawrychowski and Gagie proposed a sec-
ond worst-case redundancy problem which also finds its
solution in minimizing maximum pointwise redundancy
[24]. For this problem, normalization is not relevant and
one allows any probability distribution that is consistent
with an empirical distribution based on sampling.
Prior and current results: The first proposed algo-
rithm for the maximum pointwise redundancy problem
is a codeword-wise improvement on the Shannon code
in the sense that each codeword is the same length as or
one bit shorter than the corresponding codeword in the
Shannon code. This method is called “generalized Shan-
non coding.” (With proper tie-breaking techniques, the
Huffman-like solution guarantees that each codeword, in
turn, is no longer than the generalized Shannon code-
word. As both methods guarantee optimality, this makes
no difference in the maximum pointwise redundancy.)
Notice a property true of Shannon codes — generalized
or not — but not minimum average redundancy (Huff-
man) codes: Because any given codeword has a length li
not exceeding ⌈− lg pi⌉, this length is within one bit of
the associated input symbol’s self-information, − lg pi.
This results in bounds of R∗opt(p) ∈ [0, 1), which are
improved upon in Section III. The bound can also be
considered a degenerative case from a result of Shtarkov
[23, p. 176], that for which the probabilities are fully
known.
The aforementioned papers contain further analysis of
this problem, but no improved closed-form bounds of
the type introduced here. Here results are given as strict
upper and lower bounds in Theorem 1 in Section III-A.
Specifically, whether considering known pj in general or
4known p1 in particular, this problem has upper bound
ω′∗(pj) = max
(
1 + lg
1− pj
1− 2−λj
, λj + lg pj
)
( Z)
where this and ω∗(p1) = ω′∗(p1) are tight bounds. Also,
it has lower bound
o′∗(pj) = min
(
λj + lg pj, lg
1− pj
1− 2−λj+1
)
( Z)
for pj < 0.5, and 1 + lg pj otherwise, and, again, this
and o′∗(pj) = o∗(pj) are tight. Here λj , ⌈− lg pj⌉,
the results are illustrated in Fig. 1, and the values for
which the maximum and minimum apply are given in
the theorem (i.e., the bounds are tight).
Further results here include those regarding codeword
length; Theorem 2 states that any optimal code will have
lj ≤ ν if pj ≥ 2−ν and that any probability distribution
with pj ≤ 1/(2ν − 1) will be optimized by at least one
code with lj ≥ ν.
B. dth exponential redundancy (Rd)
A spectrum of problems bridges the objective of Huff-
man coding with the objective optimized by generalized
Shannon coding using an objective proposed in [25] and
solved for in [15]. In this particular context, the range of
problems, parameterized by a variable d, can be called
dth exponential redundancy [18]. Such problems involve
the minimization of the following:
Rd(p, l) ,
1
d
lg
∑
i∈X
p1+di 2
dli =
1
d
lg
∑
i∈X
pi2
d(li+lg pi).
(4)
Although positive parameter d is the case we consider
most often here, d ∈ (−1, 0) is also a valid minimization
problem. If we let d → 0, we approach the average
redundancy (Huffman’s objective), while d → ∞ is
maximum pointwise redundancy [18]. The combining
rule, introduced in [15, p. 486], is
fd(w(i), w(j)) ,
(
2dw(i)1+d + 2dw(j)1+d
) 1
1+d
. (5)
Prior and current results and applications: This
redundancy objective is less analyzed than the others
mentioned here, likely because there are no direct appli-
cations in the published literature. However, it is closely
related not only to average redundancy and to maximum
pointwise redundancy, but also to the more applicable
objective considered in Section II-C. Solution properties
of these objectives — including redundancy bounds —
can therefore be related via dth exponential redundancy.
In particular, as we show in Section IV, the upper bound
for maximum pointwise redundancy also improves upon
the already-known bound for dth exponential redundancy,
Rdopt(p) , min
l∈Ln
Rdopt(l,p) ∈ [0, 1).
Given d > 0, we show in Corollary 1 that any upper
bound on minimax pointwise redundancy and any lower
bound on minimum average redundancy serve to bound
dth exponential redundancy.
Specifically, consider ω∗ given above (identical to ω′∗)
and lower bound on minimum average redundancy o¯
given in the literature [6] (identical to o¯′ [10]). For any
probability pj in input distribution p and any d > 0,
o¯(pj) ≤ R
d
opt(p) ≤ ω
∗(pj) ( Z)
as illustrated in Fig. 2 and detailed in the corollary.
Furthermore, any upper bound on minimum average
redundancy — e.g., ω¯(p1) [8] or ω¯′(pj) [9], [10] —
similarly bounds dth exponential redundancy with d ∈
(−1, 0).
C. Exponential average (La)
A related problem is one proposed by Campbell
[26], [27]. This exponential problem, given probability
mass function p and a ∈ (0,∞)\1, is to find a code
minimizing
La(p, l) , loga
∑
i∈X
pia
li . (6)
In this case our parameter a is the base, rather than the
exponential scaling factor, although much prior work
does express this problem in the equivalent alternative
form,
La(p, l) =
1
(lg a)
lg
∑
i∈X
pi2
(lg a)li .
The solution to this [14], [15], [28] uses combining rule
fa(w(i), w(j)) , aw(i) + aw(j). (7)
A change of variables transforms the dth exponential
redundancy problem into (6) by assigning a = lg d and
using input weights w(i) proportional to p1+di , which
yields (5). We illustrate this precisely in Section IV
in (18), which we use in Section V to find initial
improved entropy bounds. These are supplemented by
additional bounds for problems with a ∈ (0.5, 1) and
p1 ≥ 2a/(2a + 3) (as illustrated in Fig. 3 at the end of
Section V).
5Applications (a < 1): It is important to note here that
a > 1 is an average of growing exponentials, while a < 1
is an average of decaying exponentials. These two sub-
problems have different properties and have often been
considered separately in the literature. An application
for the decaying exponential variant involving single-
shot communications has a communication channel with
a window of opportunity of a total duration (in bits)
distributed geometrically with parameter a [29]. The
probability of successful transmission is
P[success] = aLa(p,l) =
n∑
i=1
pia
li . (8)
For a > 0.5, the unit-sized bound we improve upon is in
terms of Re´nyi entropy, as in (16); the solution is trivial
for a ≤ 0.5, as we note at the start of Section V.
Applications (a > 1): We add an additional obser-
vation on a modified version of this problem: Suppose
there are a sequence of windows of opportunities rather
than only one. The probability that a window stays
open long enough to send a message of length li is ali ,
since each additional bit has independent probability a
of getting through. Thus, given li, the expected number
of windows needed to send a message — assuming it is
necessary to resend communication for each window —
is the multiplicative inverse of this. Overall expectation
is therefore
E[N ] =
n∑
i=1
pia
−li = a−La−1 (p,l).
Although such a resending of communications is usually
not needed for a constant message, this problem is a
notable dual to the first problem. In this dual problem,
we seek to minimize the expectation of a growing expo-
nential of lengths rather than maximize the expectation
of a decaying exponential.
Originally, the a > 1 variation of (6) was used in
Humblet’s dissertation [30] for a queueing application
originally proposed by Jelinek [31] and expounded upon
in [21]. This problem is one in which overflow proba-
bility should be minimized, where the source produces
symbols randomly and the codewords are temporarily
stored in a finite buffer. In this problem, there exists
an a > 1 such that optimizing La(p, l) optimizes
this problem; the correct a is found through iteration.
The Huffman-like coding method was simultaneously
published in [14], [15], [28]; in the last of these, Humblet
noted that the Huffman combining method (7) finds the
optimal code with a ∈ (0, 1) as well.
More recently, the a > 1 variation was shown to
have a third application [32]. In this problem, the true
probability of the source is not known; it is only known
that the relative entropy between the true probability
and p is within some known bound. As in Humblet’s
queueing problem, there is an a > 1, found via iteration,
such that optimizing La(p, l) solves the problem.
Prior and current results: Note that a → 1 corre-
sponds to the usual linear expectation objective. Prob-
lems for a near 1 are of special interest, since a ↓ 1 corre-
sponds to the minimum-variance solution if the problem
has multiple solutions — as noted in [15], among others
— while a ↑ 1 corresponds to the maximum-variance
solution.
Most of the aforementioned improved bounds are
based on a given highest symbol probability, p1. We
thus give this case special attention and also discuss
the related property of the length of the most likely
codeword in these coding problems. The bounds in
this paper are the first of their kind for nontraditional
Huffman codes, bounds which are, for La, functions of
both entropy and p1, as in the traditional case. However,
they are not the first improved bounds for such codes.
More sophisticated bounds on the optimal solution for
the exponential-average objective are given in [21] for
a > 1; these appear as solutions to related problems
rather than in closed form, however, and these problems
require no less time or space to solve than the original
problem. They are mainly useful for analysis. Bounds
given elsewhere for a closely related objective having
a one-to-one correspondence with (6) are demonstrated
under the assumption that p1 ≥ 0.4 always implies l1
can be 1 for the optimal code [33]. We show that this
is not necessarily the case due to the difference between
the exponential-average objective and the usual objective
of an arithmetic average.
Specifically, Theorem 3 states that, for a ∈ (0.5, 1],
a code with shortest codeword of length 1 is optimal if
p1 ≥ 2a/(2a + 3). Furthermore, for a > 1, no value of
p1 ∈ (0, 1) guarantees l1 = 1, and, for a ≤ 0.5, there is
always an optimal code with l1 = 1, regardless of the
input distribution. This results in the improved bounds
of Corollary 3; when a ∈ (0.5, 1) and p1 ≥ 2a/(2a+3),
optimal l satisfies
a2
[
aαHα(p) − pα1
] 1
α
+ ap1 <
(
n∑
i=1
pia
li
)
≤ a
[
aαHα(p) − pα1
] 1
α
+ ap1
( Z)
where α = 1/(1 + lg a), and Re´nyi entropy
Hα(p) ,
1
1− α
lg
n∑
i=1
pαi .
6This is an improvement on the unit-sized bounds,
Hα(p) ≤ loga
∑
i∈X
pia
li < Hα(p) + 1.
In addition, we show in Corollary 2 that a reduction from
this problem to dth exponential redundancy extends the
nontrivial bounds for the redundancy utility to nontrivial
bounds for any a > 0.5, resulting in
0 ≤ Lopta (p)−Hα(p) ≤ ω¯
(
pα1 2
(α−1)Hα(p)
)
( Z)
and
0 ≤ Lopta (p)−Hα(p) ≤ ω¯
′
(
pαj 2
(α−1)Hα(p)
)
( Z)
for a ∈ (0.5, 1) and
o¯
(
pαj 2
(α−1)Hα(p)
)
≤ Lopta (p)−Hα(p)
≤ ω∗
(
pαj 2
(α−1)Hα(p)
) ( Z)
for a > 1.
III. MAXIMUM POINTWISE REDUNDANCY
A. Maximum pointwise redundancy bounds
Shannon found redundancy bounds for R¯opt(p), the
average redundancy R¯(l,p) =
∑
i∈X pili−H(p) of the
average redundancy-optimal l. The simplest bounds for
minimized maximum pointwise redundancy
R∗opt(p) , min
l∈Ln
max
i∈X
(li + lg pi)
are quite similar to and can be combined with Shannon’s
bounds as follows:
0 ≤ R¯opt(p) ≤ R
∗
opt(p) < 1 (9)
The average redundancy case is a lower bound because
the maximum (R∗(l,p)) of the values (li + lg pi) that
average to a quantity (R¯(l,p)) can be no less than
the average (a fact that holds for all l and p). The
upper bound is due to Shannon code l0i (p) , ⌈− lg pi⌉
resulting in
R∗opt(p) ≤ R
∗(l0(p),p) = max
i∈X
(⌈− lg pi⌉+ lg pi) < 1.
A few observations can be used to find a series of im-
proved lower and upper bounds on optimum maximum
pointwise redundancy based on (9):
Properties, Maximum Pointwise Redundancy:
Lemma 1: Suppose we apply (3) to find a Huffman-
like code tree in order to minimize maximum pointwise
redundancy (R¯(l,p) given p). Then the following holds:
1) Items are always merged by nondecreasing weight.
2) The weight of the root wroot of the coding tree
determines the maximum pointwise redundancy,
R∗(l,p) = lgwroot.
3) The total probability of any subtree is no greater
than the total weight of the subtree.
4) If p1 ≤ 2pn−1, then a minimum maximum point-
wise redundancy code can be represented by a
complete tree, that is, a tree with leaves at depth
⌊lg n⌋ and ⌈lg n⌉ only (with ∑i∈X 2−li = 1). (This
property is similar to the property noted in [34] for
optimal-expected-length codes of sources termed
quasi-uniform in [35].)
Proof: We use an inductive proof in which base
cases of sizes 1 and 2 are trivial, and we use weight
function w instead of probability mass function p to
emphasize that the sums of weights need not necessarily
add up to 1. Assume first that all properties here are true
for trees of size n−1 and smaller. We wish to show that
they are true for trees of size n.
The first property is true because f∗(w(i), w(j)) =
2max(w(i), w(j)) > w(i) for any i and j; that is, a
compound item always has greater weight than either of
the items combined to form it. Thus, after the first two
weights are combined, all remaining weights, including
the compound weight, are no less than either of the two
original weights.
Consider the second property. After merging the two
least weighted of n (possibly merged) items, the property
holds for the resulting n − 1 items. For the n − 2
untouched items, li + lgw(i) remains the same. For the
two merged items, let ln−1 and w(n − 1) denote the
maximum depth/weight pair for item n − 1 and ln and
w(n) the pair for n. If l′ and w′ denote the depth/weight
pair of the combined item, then
l′ + lgw′ = ln − 1 + lg(2max(w(n − 1), w(n)))
= max(ln−1 + lgw(n− 1), ln + lgw(n)).
Thus the two trees have identical maximum redundancy,
which is equal to lgwroot since the root node is of
depth 0. Consider, for example, p = (0.5, 0.3, 0.2),
which has optimal codewords with lengths l = (1, 2, 2).
The first combined pair has
l′ + lgw′ = 1 + lg 0.6 = max(2 + lg 0.3, 2 + lg 0.2)
= max(l2 + lg p2, l3 + lg p3).
This value is identical to that of the maximum redun-
dancy, lg 1.2 = lgwroot.
7For the third property, the first combined pair yields
a weight that is no less than the combined probabilities.
Thus, via induction, the total probability of any (sub)tree
is no greater than the weight of the (sub)tree.
In order to show the final property, first note that∑
i∈X 2
−li = 1 for any tree created using the Huffman-
like procedure, since all internal nodes have two children.
Now think of the procedure as starting with a (priority)
queue of input items, ordered by nondecreasing weight
from head to tail. After merging two items, obtained
from the head of the queue, into one compound item,
that item is placed back into the queue as one item,
but not necessarily at the tail; an item is placed such
that its weight is no smaller than any item ahead of it
and is smaller than any item behind it. In keeping items
ordered, this results in an optimal coding tree. A variant
of this method can be used for linear-time coding [18].
In this case, we show not only that an optimal com-
plete tree exists, but that, given an n-item tree, all items
that finish at level ⌈lg n⌉ appear closer to the head of the
queue than any item at level ⌈lg n⌉ − 1 (if any), using
a similar approach to the proof of Lemma 2 in [29].
Suppose this is true for every case with n− 1 items for
n > 2, that is, that all nodes are at levels ⌊lg(n− 1)⌋ or
⌈lg(n − 1)⌉, with the latter items closer to the head of
the queue than the former. Consider now a case with n
nodes. The first step of coding is to merge two nodes,
resulting in a combined item that is placed at the end
of the combined-item queue, as we have asserted that
p1 ≤ 2pn−1 = 2max(pn−1, pn). Because it is at the end
of the queue in the n− 1 case, this combined node is at
level ⌊lg(n− 1)⌋ in the final tree, and its children are at
level 1 + ⌊lg(n − 1)⌋ = ⌈lg n⌉. If n is a power of two,
the remaining items end up on level lg n = ⌈lg(n− 1)⌉,
satisfying this lemma. If n − 1 is a power of two, they
end up on level lg(n − 1) = ⌊lg n⌋, also satisfying the
lemma. Otherwise, there is at least one item ending up
at level ⌈lg n⌉ = ⌈lg(n−1)⌉ near the head of the queue,
followed by the remaining items, which end up at level
⌊lg n⌋ = ⌊lg(n − 1)⌋. In any case, all properties of the
lemma are satisfied for n items, and thus for any number
of items.
We can now present the improved redundancy bounds.
Bounds, Maximum Pointwise Redundancy:
Theorem 1: For any distribution in which there exists
a pj ≥ 2/3, R
∗
opt(p) = 1+ lg pj . If pj ∈ [0.5, 2/3), then
R∗opt(p) ∈ [1+lg pj , 2+lg(1−pj)) and these bounds are
tight not only for general pj , but for p1, in the sense that
we can find probability mass functions with the given
p1 = pj achieving the lower bound and approaching the
upper bound. Define λj , ⌈− lg pj⌉. Thus λj satisfies
pj ∈ [2
−λj , 2−λj+1), and λj > 1 for pj ∈ (0, 0.5); in
this range, the following bounds for R∗opt(p) are tight
for general pj and p1 in particular:
pj R
∗
opt(p)[
1
2λj
, 1
2λj−1
) [
λj + lg pj , 1 + lg
1−pj
1−2−λj
)
[
1
2λj−1
, 2
2λj+1
) [
lg 1−pj
1−2−λj+1
, 1 + lg 1−pj
1−2−λj
)
[
2
2λj+1
, 1
2λj−1
) [
lg 1−pj
1−2−λj+1
, λj + lg pj
]
Proof: The key here is generalizing the unit-sized
bounds of (9).
1) Upper bound: Before we prove the upper bound,
note that, once proven, the tightness of the upper bound
in [0.5, 1) is shown via
p = (pj , 1− pj − ǫ, ǫ)
for which the bound is achieved in [2/3, 1) for any ǫ ∈
(0, (1 − pj)/2] and approached in [0.5, 2/3) as ǫ ↓ 0.
Let us define what we call a j-Shannon code:
lji (p) =
{
λj , ⌈− lg pj⌉ , i = j⌈
− lg
(
pi
(
1−2−λj
1−pj
))⌉
, i 6= j
This code was previously presented in the context of
finding average redundancy bounds given any proba-
bility [9]. Here it improves upon the original Shannon
code l0(p) by making the length ljj of the jth known
codeword λj , and taking this length into account when
designing the rest of the code. The code satisfies the
Kraft inequality, and thus, as a valid code, its redundancy
is an upper bound on the redundancy of an optimal code.
Note that
max
i 6=j
(lji (p) + lg pi)
= max
i 6=j
(⌈
lg
1− pj
pi(1− 2−λj )
⌉
+ lg pi
)
(10)
< 1 + lg
1− pj
1− 2−λj
.
There are two cases:
a) pj ∈ [2/(2λj + 1), 1/2λj−1): In this case, the
maximum pointwise redundancy of the item j in code
lj(p) is no less than 1 + lg((1− pj)/(1− 2−λj )). Thus,
due to (11),
R∗opt(p) ≤ R
∗(lj(p),p) = λj + lg pj.
If λj > 1 and pj ∈ [2/(2λj + 1), 1/2λj−1), consider
j = 1 and probability mass function
p =

p1, 1− p1 − ǫ2λ1 − 2 , . . . , 1− p1 − ǫ2λ1 − 2︸ ︷︷ ︸
2λ1−2
, ǫ


8where ǫ ∈ (0, 1 − p12λ1−1). Because p1 ≥ 2/(2λ1 + 1),
1− p12
λ1−1 ≤ (1− p1 − ǫ)/(2
λ1 − 2)
and pn−1 ≥ pn. Similarly, p1 < 1/2λ1−1 assures that
p1 ≥ p2, so the probability mass function is monotonic.
Since 2pn−1 > p1, by Lemma 1, an optimal code for this
probability mass function is li = λ1 for all i, achieving
R∗(l,p) = λ1 + lg p1. Since j = 1 has the maximum
pointwise redundancy, this upper bound is tight whether
considering p1 or general pj .
b) pj ∈ [1/2λj , 2/(2λj + 1)): In this case, (11)
immediately results in
R∗opt(p) ≤ R
∗(lj(p),p) < 1 + lg((1− pj)/(1− 2
−λj )).
Again considering j = 1, the probability mass function
p =

p1, 1− p1 − ǫ2λ1 − 1 , . . . , 1− p1 − ǫ2λ1 − 1︸ ︷︷ ︸
2λ1−1
, ǫ


illustrates the tightness of this bound for ǫ ↓ 0. For
sufficiently small ǫ, this probability mass function is
monotonic and p1 < 2pn−1. Lemma 1 then indicates that
an optimal code has li = λ1 for i ∈ {1, 2, . . . , n−2} and
ln−1 = ln = λ1 +1. Thus the bound is approached with
item n− 1 having the maximum pointwise redundancy.
2) Lower bound: Here we first address the lower
bound given p1. Consider all optimal codes with l1 = µ
for some fixed µ ∈ {1, 2, . . .}. If p1 ≥ 2−µ, R∗(l,p) ≥
l1 + lg p1 = µ + lg p1. If p1 < 2−µ, consider the
weights at level µ (i.e., µ edges below the root). One
of these weights is p1, while the rest are known to
sum to a number no less than 1 − p1. Thus at least
one weight must be at least (1 − p1)/(2µ − 1) and
R∗(l,p) ≥ µ+ lg((1 − p1)/(2
µ − 1)). Thus,
R∗opt(p) ≥ µ+ lgmax
(
p1,
1− p1
2µ − 1
)
for l1 = µ, and since this can be any positive integer,
R∗opt(p) ≥ min
µ∈{1,2,3,...}
(
µ+ lgmax
(
p1,
1− p1
2µ − 1
))
which is equivalent to the bounds provided.
For arbitrary pj , the approach is similar, but a modi-
fication is required to the above when pj < 2−µ; we are
no longer guaranteed to have 2µ nodes on level µ (where
µ = lj). Instead, consider the set of leaves A above level
µ and the set of nodes N on level µ. Let A′ be a set
of nodes (not actually in the optimal tree) such that, for
each leaf i in A, there are 2µ−li nodes in A′, each one
having weight pi2li−µ. Thus the combined probability
of A′ remains the same and the combined weight of
A′ and N is no less than 1. The cardinality of the
combined sets — which can be considered as the level
of an extended tree — is 2µ, for the same reason that
this is the number of nodes on the level for the case of
known p1. Thus the maximum weight of the 2µ−1 items
in A′∪N\{j} is at least its average, which is, in turn, at
least (1− pj)/(2µ − 1). If that item is in N , it follows,
as above, that R∗(l,p) ≥ µ + lg((1 − pj)/(2µ − 1)).
If it is not, then it — along with 2µ−li items of the
same weight — corresponds to an item i with pi ≥
(1− pj)/(2
li − 2li−µ). In this case, too,
R∗(l,p) ≥ li + lg((1 − pj)/(2
li − 2li−µ)
= µ+ lg((1− pj)/(2
µ − 1)).
Thus the lower bound is identical for any pj as it is
for p1.
For p1 = pj ∈ [1/(2µ+1 − 1), 1/2µ) for some µ,
consider 
p1, 1− p12µ+1 − 2 , . . . , 1− p12µ+1 − 2︸ ︷︷ ︸
2µ+1−2

 .
By Lemma 1, this has a complete coding tree — in this
case with l1 one bit shorter than the other lengths — and
thus achieves the lower bound for this range (λj = µ+1).
Similarly 
p1, 2−µ−1, . . . , 2−µ−1︸ ︷︷ ︸
2µ+1−2
, 2−µ − p1


has a fixed-length optimal coding tree for p1 ∈
[1/2µ, 1/(2µ − 1)), achieving the lower bound for this
range (λj = µ).
The unit-sized bounds of (9) are identical to the
tight bounds at (negative integer) powers of two. In
addition, the tight bounds clearly approach 0 and 1
as pj ↓ 0, similarly to those for average redundancy
[10]. Bounds found knowing p1 are different for the
two utilities, however, the average redundancy upper
and lower bounds being very close (about 0.086 apart)
[3], [6], [8]. For larger given probabilities, note that,
above 0.5, p1 and pj bounds are identical since any
such probability must be the most probable. Approaching
1, the upper and lower bounds on minimum average
redundancy coding converge but never merge, whereas
the minimum maximum redundancy bounds are identical
for p1 ≥ 2/3.
B. Minimized maximum pointwise redundancy codeword
lengths
In addition to finding redundancy bounds in terms of
p1 or pj , it is also often useful to find bounds on the
90 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
R
∗ op
t(
p
)
p1 or pj
Fig. 1. Tight bounds on minimum maximum pointwise redun-
dancy, including achievable upper bounds (solid), approachable upper
bounds (dashed), achievable lower bounds (dotted), and fully deter-
mined values for p1 = pj ≥ 2/3 (dot-dashed).
behavior of lj in terms of pj (for j = 1 or general j),
as was done for optimal average redundancy in [36] (for
j = 1).
Lengths, Maximum Pointwise Redundancy:
Theorem 2: Any code with lengths l minimizing
maxi∈X (li + lg pi) over probability mass function p,
where pj ≥ 2−ν , must have lj ≤ ν. This bound is tight,
in the sense that, for p1 < 2−ν , one can always find
a probability mass function with l1 > ν. Conversely, if
pj ≤ 1/(2
ν − 1), there is an optimal code with lj ≥ ν,
and this bound is also tight.
Proof: Suppose pj ≥ 2−ν and lj ≥ 1 + ν. Then
R∗opt(p) = R
∗(l,p) ≥ lj + lg pj ≥ 1, contradicting the
unit-sized bounds of (9). Thus lj ≤ ν.
For tightness of the bound, suppose p1 ∈ (2−ν−1, 2−ν)
and consider n = 2ν+1 and
p =

p1, 2−ν−1, . . . , 2−ν−1︸ ︷︷ ︸
n−2
, 2−ν − p1

 .
If l1 ≤ ν, then, by the Kraft inequality, one of l2
through ln−1 must exceed ν. However, this contradicts
the unit-sized bounds of (9). For p1 = 2−ν−1, a uniform
distribution results in l1 = ν + 1. Thus, since these two
results hold for any ν, this extends to all p1 < 2−ν−1,
and this bound is tight.
Suppose pj ≤ 1/(2ν − 1) and consider an optimal
length distribution with lj < ν. As in the Theorem 1
proof, we consider the weights of the nodes of the
corresponding extension to the code tree at level lj : N
is the set of nodes on that level, while A′ is a set of
nodes not in the tree, where each leaf i above the level
has 2lj−li nodes in A′, each of weight pi2li−lj . Again,
the sum of the 2lj − 1 weights in A′ ∪N\{j} is no less
than 1− pj , so there is one node k′ such that
w(k′) ≥
1− pj
2lj − 1
≥
1− pj
2lj − 2lj+1−ν
. (11)
If this is in N , taking the logarithm and adding lj to the
right-hand side,
R∗(l,p) ≥ ν − 1 + lg
1− pj
2ν−1 − 1
(12)
the right-hand side being an upper bound to its pointwise
redundancy (based on the right-hand side of (11)). If
k′ is in A′, then, using the right-hand side of (11), the
corresponding leaf (codeword) k at level lk < lj has at
least probability
2lj−lk ·
1− pj
2lj − 2lj+1−ν
=
1− pj
2lk − 2lk+1−ν
and (12) thus still holds.
Consider adding a bit to codeword j. Note that
lj + 1 + lg pj ≤ ν + lg pj
≤ ν − 1 + lg
1− p1
2ν−1 − 1
a direct consequence of pj ≤ 1/(2ν − 1). Thus, if we
replace this code with one for which lj = ν, maximum
redundancy is not increased and thus the new code is also
optimal. The tightness of the bound is seen by applying
Lemma 1 to distributions of the form
p =

p1, 1− p12ν − 2 , . . . , 1− p12ν − 2︸ ︷︷ ︸
2ν−2


for p1 ∈ (1/(2ν−1), 1/2ν−1). This distribution results in
l1 = ν−1 and thus R∗opt(p) = ν+lg(1−p1)−lg(2ν−2),
which no code with l1 > ν − 1 could achieve.
In particular, if pj ≥ 0.5, lj = 1, while if pj ≤ 1/3,
there is an optimal code with lj > 1. One might
wonder about p = (0.99, 0.01), for which two 1-length
codewords are optimal, yet p2 ≤ 1/3. In this case, any
code with l2 ≤ 6 is optimal, having item 1 (with l1 = 1)
as the item with maximum pointwise redundancy. Thus
there is no contradiction, although this does illustrate
how this lower bound on length is not as tight as it might
at first appear, only applying to an optimal code rather
than all optimal codes.
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IV. dTH EXPONENTIAL REDUNDANCY
We now briefly address the dth exponential redundancy
problem. Recall that this is the minimization of (4),
Rd(p, l) =
1
d
lg
∑
i∈X
p1+di 2
dli =
1
d
lg
∑
i∈X
pi2
d(li+lg pi).
A straightforward application of Lyapunov’s inequality
for moments — an application of Ho¨lder’s inequality,
e.g., [37, p. 27] or [38, p. 54] — yields Rd′(p, l) ≤
Rd(p, l) for d′ ≤ d. Taking limits to 0 and ∞, this results
in
0 ≤ R¯(p, l) ≤ Rd(p, l) ≤ R∗(p, l) < 1, d > 0
0 ≤ Rd(p, l) ≤ R¯(p, l) ≤ R∗(p, l) < 1, d ∈ (−1, 0)
for any valid p and any l satisfying the Kraft inequality
with equality; the lower bound in the negative case is a
result of
R−1(p, l) = − lg
∑
i∈X
2−li = 0, given
∑
i∈X
2−li = 1.
This results in an extension of (9):
0 ≤ R¯opt(p) ≤ R
d
opt(p) ≤ R
∗
opt(p) < 1, d > 0
0 ≤ Rdopt(p) ≤ R¯opt(p) ≤ R
∗
opt(p) < 1, d ∈ (−1, 0)
where Rdopt(p) is the optimal dth exponential redundancy,
an improvement on the bounds found in [18]. These
inequalities lead directly to:
Bounds, dth Exponential Redundancy:
Corollary 1: The upper bounds of Theorem 1 are
upper bounds for Rdopt(p) with any d, while for d < 0,
any upper bounds for average redundancy (Huffman)
coding will also suffice (e.g., [3], [8] for known p1 or
[9], [10] for any known pj). If d > 0, the tight lower
bounds of average redundancy coding are lower bounds
for Rdopt(p) with d > 0. These lower bounds — whether
or not we know that j = 1 — are
R¯opt(p) ≥ ξ − (1− pj) lg(2
ξ − 1)−H(pj) [6], [10]
(13)
where
ξ =
⌈
lg
1− 2
1
pj−1
1− 2
pj
pj−1
⌉
for pj ∈ (0, 1) and
H(x) , −x lg x− (1− x) lg(1− x). (14)
This result is illustrated for d > 0 in Fig. 2, showing an
improvement on the original unit bounds for values of
pj other than (negative integer) powers of two.
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Fig. 2. Bounds on dth exponential redundancy, valid for any d > 0.
Upper bounds dashed, lower bounds dotted.
V. BOUNDS ON EXPONENTIAL-AVERAGE PROBLEMS
A. Previously known exponential-average bounds
While the average, maximum, and dth average redun-
dancy problems yield performance bounds in terms of
p1 (or any pj) alone, here we seek to find any bounds
on La(p, l) in terms of p1 and an appropriate entropy
measure. Such a more general form is needed because,
unlike the other objectives discussed here, this is not a
redundancy objective.
Note that a ≤ 0.5 is a trivial case, always solved by
a finite unary code,
cu(n) , (0, 10, 110, . . . , 1n−20, 1n−1).
This can be seen by applying the exponential combina-
tion rule (7) of the associated Huffman-like algorithm;
at each step, the combined weight will be the lowest
weight of the reduced problem, being strictly less than
the higher of the two combined weights, thus leading to
a unary code.
For a > 0.5, there is a relationship between this prob-
lem and Re´nyi entropy. Re´nyi entropy [39] is defined
as
Hα(p) ,
1
1− α
lg
n∑
i=1
pαi (15)
for α > 0, α 6= 1. It is often defined for α ∈ {0, 1,∞}
via limits, that is,
H0(p) , lim
α↓0
Hα(p) = lg ‖p‖
(the logarithm of the cardinality of p),
H1(p) , lim
α→1
Hα(p) = −
n∑
i=1
pi lg pi
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(the Shannon entropy of p), and
H∞(p) , lim
α↑∞
Hα(p) = − lg p1
(the min-entropy).
Campbell first proposed exponential utility functions
for coding in [26], [27]. He observed the simple lower
bound for a > 0.5 in [27]; the simple upper bound was
subsequently shown, e.g., in [19, p. 156] and [21]. These
bounds are similar to the minimum average redundancy
bounds. In this case, however, the bounds involve Re´nyi’s
entropy, not Shannon’s.
Defining
α(a) ,
1
lg 2a
=
1
1 + lg a
and
Lopta (p) , min
l∈Ln
La(p, l)
the unit-sized bounds for a > 0.5, a 6= 1 are
0 ≤ Lopta (p)−Hα(a)(p) < 1. (16)
In the next subsection we show how this bound follows
from a result introduced there.
As an example of these bounds, consider the proba-
bility distribution implied by Benford’s law [40], [41]:
pi = log10(i+ 1)− log10(i), i = 1, 2, . . . 9 (17)
that is,
p ≈ (0.30, 0.17, 0.12, 0.10, 0.08, 0.07, 0.06, 0.05, 0.05).
At a = 0.6, for example, Hα(a)(p) = 2.259 . . ., so
the optimal code cost is between 2.259 and 3.260. In
the application given in [29] with (8), these bounds
correspond to an optimal solution with probability of
success (codeword transmission) between 0.189 and
0.316. Running the algorithm, the optimal lengths are
l = (1, 2, 3, 4, 5, 6, 7, 8, 8), resulting in cost 2.382 . . .
(probability of success 0.296 . . .). At a = 2, Hα(a)(p) =
3.026 . . ., so the optimal code cost is bounded by
3.026 and 4.027, while the algorithm yields an opti-
mal code with l = (2, 3, 3, 3, 3, 4, 4, 4, 4), resulting in
cost 3.099 . . ..
The optimal cost in both cases is quite close to
entropy, indicating that better upper bounds might be
possible. In looking for better bounds, recall first that
the inequalities in (16) — like the use of the exponential
Huffman algorithm — apply for both a ∈ (0.5, 1) and
a > 1. Improved bounds on the optimal solution for the
a > 1 case are given in [21], but not in closed form or in
terms of a single probability and entropy. Closed-form
bounds for a related objective are given in [33]. However,
the proof for the latter set of bounds is incorrect in
that it uses the assumption that we will always have an
exponential-average-optimal l1 equal to 1 if p1 ≥ 0.4.
We shortly disprove this assumption for a > 1, showing
the need for modified entropy bounds. Before this, we
derive bounds based on the results of the prior section.
B. Better exponential-average bounds
Any exponential-average minimization can be trans-
formed into a Rd minimization problem, so we can apply
Corollary 1: Given an exponential-average minimization
problem with p and a, if we define α˜ , α(a) =
1/(1 + lg a) and
pˆi ,
pα˜i∑n
k=1 p
α˜
k
=
pα˜i
2(1−α˜)Hα˜(p)
we have
Rlg a(pˆ, l) =
1
lg a
lg
n∑
i=1
pˆ1+lg ai a
li
= loga
n∑
i=1
pia
li − loga
(
n∑
i=1
pα˜i
) 1
α˜
= La(l,p)−Hα˜(p)
(18)
where Hα(p) is Re´nyi entropy, as in (15). This trans-
formation — shown previously in [21] — provides a
reduction of exponential-average minimization to dth
exponential redundancy. Thus improving bounds for the
redundancy problem improves them for the exponential-
average problem, and we can show similarly strict im-
provements to the unit-sized bounds (16); because pˆj can
be expressed as a function of pj , a, and Hα˜(p), so can
this bound:
Bounds, Exponential-Average Objective:
Corollary 2: Denote the known lower bound for opti-
mal average redundancy (Huffman) coding as o¯(pj) ≥ 0
— which is that of Corollary 1 [6], [10] — and the Theo-
rem 1 upper redundancy bound for minimized maximum
pointwise redundancy coding as ω∗(pj) ≤ 1. Further,
denote the known upper redundancy bound for optimal
average redundancy given p1 as ω¯(p1) ≤ 1 [8] and that
given pj as ω¯′(pj) ≤ 1 [10]. Then, for a > 1, we have
o¯
(
pα˜j 2
(α˜−1)Hα˜(p)
)
≤ Lopta (p)−Hα˜(p)
≤ ω∗
(
pα˜j 2
(α˜−1)Hα˜(p)
)
Similarly, for a ∈ (0.5, 1), we have
0 ≤ Lopta (p)−Hα˜(p) ≤ ω¯
(
pα˜1 2
(α˜−1)Hα˜(p)
)
and
0 ≤ Lopta (p)−Hα˜(p) ≤ ω¯
′
(
pα˜j 2
(α˜−1)Hα˜(p)
)
.
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Proof: This is a direct result of Corollary 1 and
equation (18).
Recall the example of Benford’s distribution in
(17) for a = 2. In this case, adding knowledge of
p1 improves the bounds from [3.026 . . . , 4.026 . . .) to
[3.039 . . . , 3.910 . . .] using the ω∗ from Theorem 1 and
o¯ from [6] given as (13) here. For a = 0.6, the
bounds on cost are reduced from [2.259 . . . , 3.259 . . .)
to [2.259 . . . , 2.783 . . .] using ω¯ given as (10) in [3]:
R¯opt(p˜) ≤ 2−H(p˜1)− p˜1
with argument
p˜1 = p
α˜
1 2
(α˜−1)Hα˜(p) = 0.8386 . . . .
Recall from (14) that
H(x) = −x lg x− (1− x) lg(1− x).
Although the bounds derived from Huffman coding
are close for a ≈ 1 (the most common case), these
are likely not tight bounds; we introduce another bound
for a < 1 after deriving a certain condition in the next
section.
C. Exponential-average shortest codeword length
Techniques for finding Huffman coding bounds do not
always translate readily to exponential generalizations
because Re´nyi entropy’s very definition [39] involves a
relaxation of a property used in finding bounds such as
Gallager’s entropy bounds [3], namely
H1[tp1, (1− t)p1, p2, . . . , pn] =
H1[p1, p2, . . . , pn] + p1H1(t, 1− t)
for Shannon entropy H1 and t ∈ [0, 1]. This fails to
hold for Re´nyi entropy. The penalty function La differs
from the usual measure of expectation in an analogous
fashion, and we cannot know the weight of a given
subtree in the optimal code (merged item in the coding
procedure) simply by knowing the sum probability of
the items included. However, we can improve upon the
Corollary 2 bounds for the exponential problem when
we know that l1 = 1; the question then becomes when
we can know this given only a and p1:
Length l1 = 1, Exponential-Average Objective:
Theorem 3: There exists a code minimizing
La(p, l) , loga
∑
i∈X pia
li with l1 = 1 for a
and p if either a ≤ 0.5 or both a ∈ (0.5, 1] and
p1 ≥ 2a/(2a + 3). Conversely, given a ∈ (0.5, 1] and
p1 < 2a/(2a + 3), there exists a p such that any code
with l1 = 1 is suboptimal. Likewise, given a > 1 and
a
p
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Fig. 3. Minimum p1 sufficient for the existence of an optimal l1
not exceeding 1.
p1 < 1, there exists a p such that any code with l1 = 1
is suboptimal.
Proof: Recall that the exponential Huffman algo-
rithm combines the items with the smallest weights, w′
and w′′, yielding a new item of weight w = aw′+ aw′′,
and this process is repeated on the new set of weights,
the tree thus being constructed up from the leaves to the
root. This process makes it clear that, as mentioned, the
finite unary code (with l1 = 1) is optimal for all a ≤ 0.5.
This leaves the two nontrivial cases.
1) a ∈ (0.5, 1]: The proof in this case is a gener-
alization of [4] and is only slightly more complex to
prove. Consider the coding step at which item 1 gets
combined with other items; we wish to prove that this is
the last step. At the beginning of this step the (possibly
merged) items left to combine are {1}, Sk2 , Sk3 , . . . , Skk ,
where we use Skj to denote both a (possibly merged)
item of weight w(Skj ) and the set of (individual) items
combined in item Skj . Since {1} is combined in this
step, all but one Skj has at least weight p1 (reflected in
the second inequality below). Note too that all weights
w(Skj ) must be less than or equal to the sums of
probabilities
∑
i∈Skj
pi (reflected in the third inequality
below); equality only occurs for when Skj has a single
item, due to multiplication by a < 1 upon each merge
step. Then
2a(k−1)
2a+3 ≤ (k − 1)p1
< p1 +
∑k
j=2w(S
k
j )
≤ p1 +
∑k
j=2
∑
i∈Skj
pi
=
∑n
i=1 pi = 1
which, since a > 0.5, means that k < 5. Thus we can
ignore all merging steps prior to having four items and
begin with this step; if we start out with fewer than four
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Fig. 4. Tree in last steps of the exponential Huffman algorithm.
items (n ≤ 3), we are guaranteed an optimal code with
l1 = 1. Four items remain, one of which is item {1} and
the others of which are S42 , S43 , and S44 . We show that,
if p1 ≥ 2a/(2a+3), these items are combined as shown
in Fig. 4.
We assume without loss of generality that weights
w(S42), w(S
4
3), and w(S44) are in descending order. From
w(S42) + w(S
4
3) + w(S
4
4) ≤
n∑
i=2
pi
≤
3
2a+ 3
,
w(S42) ≥ w(S
4
3),
and w(S42) ≥ w(S44)
it follows that w(S43) + w(S44) ≤ 2/(2a + 3). Consider
set S42 . If its cardinality is 1, then
p1 ≥ w(S
4
2) ≥ w(S
4
3) ≥ w(S
4
4) (19)
so the next step merges the least two weighted items
S43 and S44 . Since the merged item has weight at most
2a/(2a + 3), this item can then be combined with S42 ,
then {1}, so that l1 = 1. If S42 is a merged item, let us
call the two items (sets) that merged to form it S′2 and
S′′2 , indicated by the dashed nodes in Fig. 4. Because
these were combined prior to this step,
w(S′2) + w(S
′′
2 ) ≤ w(S
4
3) + w(S
4
4 )
so
w(S42) ≤ aw(S
4
3) + aw(S
4
4 ) ≤
2a
2a+ 3
.
Thus (19) still applies, and, as in the other case, l1 = 1.
This can be shown to be tight by noting that, for any
ǫ ∈ (0, (2a − 1)/(8a + 12)),
p(ǫ) ,
(
2a
2a+3 − 3ǫ,
1
2a+3 + ǫ,
1
2a+3 + ǫ,
1
2a+3 + ǫ
)
achieves optimality only with length vector l =
(2, 2, 2, 2). The result extends to smaller p1.
2) a > 1: Given a > 1 and p1 < 1, we wish to
show that a probability distribution always exists such
that there is no optimal code with l1 = 1. We first show
that, for the exponential penalties as for the traditional
Huffman penalty, every optimal l can be obtained via
the (modified) Huffman procedure. That is, if multiple
length vectors are optimal, each optimal length vector
can be obtained by the Huffman procedure as long as
ties are broken in a certain manner.
Clearly the optimal code is obtained for n = 2. Let
n′ be the smallest n for which there is an l that is
optimal but cannot be obtained via the algorithm. Since
l is optimal, consider the two smallest probabilities, pn′
and pn′−1. In this optimal code, two items having these
probabilities (although not necessarily items n′ − 1 and
n′) must have the longest codewords and must have the
same codeword lengths. Were the latter not the case, the
codeword of the more probable item could be exchanged
with one of a less probable item, resulting in a better
code. Were the former not the case, the longest codeword
length could be decreased by one without violating the
Kraft inequality, resulting in a better code. Either way,
the code would no longer be optimal. Thus we can
find two such smallest items with largest codewords
(by breaking any ties properly), which, without loss
of generality, can be considered siblings. Therefore the
problem can be reduced to one of size n′ − 1 via the
exponential Huffman algorithm. But since all problems
of size n′ − 1 can be solved via the algorithm, this is a
contradiction, and the Huffman algorithm can thus find
any optimal code.
Note that this is not true for minimizing maximum
pointwise redundancy, as the exchange argument no
longer holds. This is why the sufficient condition of
Section III was not verified using Huffman-like methods.
Now we can show that there is always a code with
l1 > 1 for any p1 ∈ (0.2, 1); p1 ≤ 0.2 follows easily.
Let
m =
⌊
loga
(
4p1
1− p1
)⌋
and suppose n = 1 + 22+m and pi = (1 − p1)/(n − 1)
for all i ∈ {2, 3, . . . , n}. Although item 1 need not be
merged before the penultimate step, at this step its weight
is strictly less than either of the two other remaining
weights, which have values w′ = a1+m(1− p1)/2. This
distribution has an optimal code only with l1 ≥ 2. (This
must be an equality unless m is equal to the logarithm
from which it is derived, in which case l1 can be either
2 or 3.) Thus, knowing merely the values of a > 1 and
p1 < 1 is not sufficient to ensure that l1 = 1.
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These relations are illustrated in Fig. 3, a plot of the
minimum value of p1 sufficient for the existence of an
optimal code lopt with lopt1 not exceeding 1.
Similarly to minimum maximum pointwise redun-
dancy, we can observe that, for a ≥ 1 (that is, a > 1 and
traditional Huffman coding), a necessary condition for
lopt1 = 1 is p1 ≥ 1/3. The sum of the last three combined
weights is at least 1, and p1 must be no less than the other
two. However, for a < 1, there is no such necessary
condition for p1. Given a ∈ (0.5, 1) and p1 ∈ (0, 1),
consider the probability distribution consisting of one
item with probability p1 and n = 1 + 21+g items with
equal probability, where
g = max
(⌊
loga
2ap1
1− p1
⌋
,
⌊
lg
1− 2p1
p1
⌋
, 0
)
and, by convention, we define the logarithm of negative
numbers to be −∞. Setting pi = (1 − p1)/(n − 1) for
all i ∈ {2, 3, . . . , n} results in a monotonic probability
mass function in which (1−p1)ag/2 < p1, which means
that the generalized Huffman algorithm will have in its
penultimate step three items: One of weight p1 and two
of weight (1−p1)ag/2; these two will be complete sub-
trees with each leaf at depth g. Since (1−p1)ag/2 < p1,
lopt1 = 1. Again, this holds for any a ∈ (0.5, 1) and
p1 ∈ (0, 1), so no nontrivial necessary condition exists
for lopt1 = 1. It is also the case for a ≤ 0.5, since the
unary code is optimal for any probability mass function.
D. Exponential-average bounds for a ∈ (0.5, 1), p1 ≥
2a/(2a + 3)
Entropy bounds derived from Theorem 3, although
rather complicated, are, in a certain sense, tight:
Further Bounds, Exponential-Average Objective:
Corollary 3: In the minimization of La(p, l) ,
loga
∑
i∈X pia
li
, if a ∈ (0.5, 1) and a minimizing l
has l1 = 1 (i.e., all p1 ≥ 2a/(2a + 3)), the following
inequalities hold, where α˜ = α(a) , 1/(1 + lg a):
n∑
i=1
pia
li > a2
[
aα˜Hα˜(p) − pα˜1
] 1
α˜
+ ap1
or, equivalently,
La(p) < 1 + loga
(
a
[
aα˜Hα˜(p) − pα˜1
] 1
α˜
+ p1
)
and
n∑
i=1
pia
li ≤ a
[
aα˜Hα˜(p) − pα˜1
] 1
α˜
+ ap1
or, equivalently,
La(p) ≥ 1 + loga
([
aα˜Hα˜(p) − pα˜1
] 1
α˜
+ p1
)
.
This upper bound is tight for p1 ≥ 0.5 in the sense that,
given values for a and p1, we can find p to make the
inequality arbitrarily close. Probability distribution p =
(p1, 1− p1 + ǫ, ǫ) does this for small ǫ, while the lower
bound is tight (in the same sense) over its full range,
since p = (p1, (1 − p1)/4, (1 − p1)/4, (1 − p1)/4, (1 −
p1)/4) achieves it (with a zero-redundancy subtree of
the weights excluding p1).
Proof: We apply the simple unit-sized coding
bounds (16) for the subtree that includes all items but
item {1}. Let B = {2, 3, . . . , n} with pBi = P[i | i ∈
B] = pi/(1− p1) and with Re´nyi α-entropy
Hα˜(p
B) =
1
1− α˜
lg
n∑
i=2
(
pi
1− p1
)α˜
.
Hα˜(p
B) is related to the entropy of the original source
p by
2(1−α˜)Hα˜(p) = (1− p1)
α˜2(1−α˜)Hα˜(p
B) + pα˜1
or, equivalently, since 21−α˜ = aα˜,
aHα˜(p
B) =
1
1− p1
[
aα˜Hα˜(p) − pα˜1
] 1
α˜
. (20)
Applying (16) to subtree B, we have
aHα˜(p
B) ≥
1
(1− p1)a
n∑
i=2
pia
li > aHα˜(p
B)+1.
The bounds for
∑
i pia
li are obtained by substituting
(20), multiplying both sides by (1 − p1)a, and adding
the contribution of item {1}, ap1.
A Benford distribution (17) for a = 0.6 yields
Hα(a)(p) ≈ 2.260. Since p1 > 2a/(2a + 3), l1 is 1
and the probability of success is between 0.250 and
0.298; that is, Lopta ∈ [2.372 . . . , 2.707 . . .). Recall
that the bounds found using (18) were P[success] ∈
(0.241, 0.316) and Lopta ∈ [2.259 . . . , 2.783 . . .], an
improvement on the unit-sized bounds, but not as
good as those of Corollary 3. The optimal code l =
(1, 2, 3, 4, 5, 6, 7, 8, 8) yields a probability of success of
0.296 (Lopta = 2.382 . . .).
Note that these arguments fail for a > 1 due to the
lack of sufficient conditions for l1 = 1. For a < 1, other
cases likely have improved bounds that could be found
by bounding l1 — as with the use of lengths in [42] to
come up with general bounds [7], [8] — but new bounds
would each cover a more limited range of p1 and be more
complicated to state and to prove.
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