In this abstract, we introduce a novel algorithm to reconstruct the missing multicomponent seismic data. This method belongs to the sparse denoising framework of machine learning and the key points are defining a modified inner product operator for the Orthogonal Matching Pursuit (OMP) and scaling the missing seismic data with a weighted operator while the missing data can be treated as a special kind of nonhomogeneous noise. The corresponding functions of these two processes are building the relationship of each component and uniforming the deviation of the noise, respectively. Two examples, a synthetic multicomponent data reconstruction and a color pictrue inpainting, demonstrate that the new method is feasible and show its potential to deal with real data.
INTRODUCTION
Multicomponent seismic prospecting plays a more and more significant role in petroleum industry, because it samples all the elastic wavefield information. However, most of the corresponding seismic processing technologies, especially the reconstruction method, are behind the curve that we usually process each component individually with acoustic workflow which may leads to some artifacts.
To solve this issue, the fundamental idea is to build a mathematical relationship among each component and to reconstruct the multicomponent data simultaneously. Stanton and Sacchi (2013) used the Quaternion Fourier transform (QFT) and extended Projection Onto Convex Sets (POCS) (Abma and Kabir, 2006) to reconstruct the vector seismic data and the results showed that this method can improve the interpolation accuracy of two horizontal components. However, the noncommutative multiplication of quaternions mays makes its extention difficult and thus would limits its application. Mairal et al. (2008) proposed an alternative interpolation method which belongs to the sparse denoising framework of machine learning (Elad and Aharon, 2006) . The proposed algorithm describles the multi-channel signal (multicomponent seismic or color picture) as a column vector, such as (X, Y, Z)
T or (R, T, Z) T , and uses a new modified inner product operator to connect each component. Meanwhile, the weighted K-SVD approximation method is used to solve reconstruction problem. One of its advantages is that the orginal scalar algorithm could be used directly without any variation, another is that the proposed method would recovery a extremely accurate result if a suitable dictionary could be provided.
In this paper, we firstly introduce the the sparse denoising framework of machine learning. Then, the modified inner product operator and weighted K-SVD approxiamtion method are used to solve the multicomponent seismic reconstruction problem. Finally we test the novel algorithm with a color pictrue and a synthetic seismic data and discuss its potential to process real data in the future.
THEORY
Sparse denoising framework of machine learning In the sparse denoising framework of machine learning (Elad and Aharon, 2006), a noisy version signal is expressed as
where s n and s o are sampled signal and orignal signal, respectively, and e represents the noise so that the missing seismic data can be considered as a special kind of nonhomogeneous noise which makes s n = 0 in the missing traces.
Addressing the seismic denoising leads to the following minimization problem:
where α i, j , D and s represent the patch sparse coefficients, the optimal dictionary and the reconstructed seismic signal, respectively. The operator R i, j is a matrix which extracts the patch of coordinate (i, j) from the noisy seismic signal s n . In this expression, the first term is the log-likelihood global force that demands the proximity between the missing data, s n , and its orignal version s o . The second and the third terms are the data prior that makes sure that the orignal data, s o , and every patch, R i, j s 0 , has a sparse representation.
To solve this optimization problem, K-SVD method is used to achieve α i, j and D (Aharon et al., 2006) , then the recovery signalŝ can be obtained by calculating the following weighted average equation:
So far, we have seen the denoising algorithm based on machine learning. In the next section, we show how to use this denoising algorithm to do seismic interpolation.
Modified inner product and reconstruction problem
To address the multicomponent seismic reconstruction problem, multicomponent seismic data is stored as a vector,
A new inner product is used in the Orthogonal Matching Pursuit (OMP) step (Mairal et al., 2008 )
where
where J n is a n × n matrix filled with ones. The first term in this equation is the ordinary Euclidean inner product, the second term with matrix K computes the E(x) and E(y) on each component and multiplies them and γ is a parameter which controls the correcton of each component. The implementation of the above operator is very easy that I + γ/nK = (I + a/nK) T (I + a/nK), with γ = 2a + a 2 . Thereby, scaling each patch and each atom of the dictionary by the (I + a/nK) leads to a straightforward implementation of the OMP with the new inner product.
As mentioned above, the missing data can be regarded as a special kind of nonhomogeneous noise. So It's very important to make the transformation of multicomponent seismic reconstruction from a nonhomogeneous denoising problem to a white denoising problem. The basic idea is to scale the missing data so that the deviation of noise becomes uniform. Thus a new vector β composed of the weights for each sample is defined
The weighted operator β leads to a weighted K-SVD problem.
If we use the to describle element-wise multiplication between two vectors, the modefied inner product operator becomes
and the reconstruction problem, which replaces (2), becomes
Now we have already introduced the modefied inner product operator (6) and the corresponding multicomponent seismic reconstruction problem (7). In the next section, we will give the wolkflow (Elad and Aharon, 2006; Mairal et al., 2008) to do seismic reconstruction.
Workflow of multicomponent seismic reconstruction
To do multicompoent seismic reconstruction, we estimate the deviation of noise and calculate the weight operator (5) firstly. Secondly, a preprocessing should be done to achieve corrected vector data. Then, optimal dictionary would be calculated by the OMP and weighted K-SVD rank-one approximation (Algortihm A). At last, the recoveried multicomponet signal would be computed by solving the weighted average equation (3). And the whole workflow, which was proposed by Elad and Aharon (2006) 
The proposed inversion problem can't be solved by the orginal K-SVD mehtod (Aharon et al., 2006) because of the weighted operator (5). This problem, which is known as a weighted rank-one approximation matrix, is complex and does not have an unique solution. Nati and Jaakkola (2003) proposed an iterative method which would give a approximated solution of a local minima and Mairal et al. (2008) used this method to update the machine learning dictionary, the approximation algorithm is 
While not convergent and i<iter :
where 1 is a matrix filled with ones.
EXAMPLES
In this section, we show two synthetic examples, a color pictrue inpainting and a multicomponent data reconstruction, to test the proposed reconstrution algortihm.
Color pictrue inpainting
The first test is a color pictrue of 320pixels × 240pixels and the white english letters represent the missing data. Unlike most of the pictrue methods which convert the RGB channels into a grayscale data and handle it with scalar algortihm, the RGB channels are written as a column vector, (R, G, R) T . We use the original color pictrue as the priori information to calculate optimal dictionary that the size of each patch is 8pixels × 8pixels and the number of atoms is 259. The optimal dictionary calculated by OMP and weighted K-SVD approximation is show in the upper figure of Fig.1 and the tested results are showed in the Fig.3 . This test illustrates that the proposed method could recovery a extremely accurate result if a suitable dictionary could be provided and the size of missing data is similar as the patch.
Multicomponent seismic reconstrution
Now, we also test the proposed method with synthetic multicomponent seismic data. We extract a part of SEG Advanced Modeling (SEAM) salt model, showed in Fig. 2 , and simulate the elastic wavefield with stagged grid finite difference (Virieux, 1984) that the space space is 10m, the time interval is 0.7ms and the source is located in the middle of surface. The vector seismic data are written as a column vector (X, Y, Z) T and 30% of random missing traces are setted, showed in the Fig.4 . The same reconstructed parameters are used that the size of each patch is 8pixels × 8pixels, the number of atoms is 259 and the original datas are inputted to achieve optimal dictionary which is showed in the bottom figure of Fig.1 . The recoveried results are showed in the Fig.5 that most of the seismic data are reconstructed exactly while there some artifacts appear in the left part, around o f f set = 250m. These artifacts may be caused by that the size of the missing data are more bigger than the machine learning patch which should be solved by multiscale machine learning method.
CONCLUSION
A sparse denoising (reconstrution) framework of machine learning (Elad and Aharon, 2006) and its vector extention (Mairal et al., 2008) are introduced in this paper. We test it with two synthetic examples: a color pictrue inpainting and a synthetic multicomponent data reconstruction. The proposed method could recovery missing signal exactly when a suitable dictionary is supplied and the size of the corrupted data is similar as the patch. However, it's should be noticed that all tests use the original data (without missing) to calcuate the optimal dictionary. Besides, we don't consider the random noisy seismic data. Potential improvements can be achieved based on further tests, including learning dictionary with other seismic data, the nosiy version tests and so on. Meanwhile, multiscale learning method maybe considered to address the extensive missing data in the future. Nevertheless, the application prospect of this method is cheerful.
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