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1 Introduction 
 
Wide Area Networks (WANs) are all about exchanging information across wide geo-
graphic areas. WAN is a data communications network that covers a relatively broad 
geographic area and that often uses transmission facilities provided by commercial car-
riers, such as telephone companies. WAN technologies function at the physical layer, 
the data link layer, and the network layer of the OSI reference model. [1] 
 
WANs are defined based on the methods how the data packets are transmitted. The 
means of communication must be in place in order to be able to share the information. 
In addition, the networks building up the WAN must be functioning properly. The network 
administrators must be able to monitor traffic and alleviate bottlenecks. WANs are able 
to ship data packets from one place to another, over different infrastructures. The aim is 
that a WAN sends and delivers data packets fast and without errors. As a consequence, 
the data has to be exactly in the same condition as it left the sender, even if the packets 
have to pass through several intervening networks before reaching their destination. [1] 
 
A network with many subnetworks must be transparent and function so that it is invisible 
to the users. Users neither know nor care on where the needed information is, or where 
the person with whom they want to communicate is. [1] They just want the network to 
function properly and that their information needs are satisfied efficiently and as quickly 
as possible. 
 
The network is composed of hundreds and thousands of network computers, terminals, 
servers, gateways, and routers offering Internet access. For example, any personal com-
puter could decide to access any of the servers on the network, regardless where that 
server is located. In a more complicated situation, two computers might try to access the 
same server or resource simultaneously. The possibility that only one node anywhere on 
the network is active at any given time is minimal. In practise, this widespread network 
interconnects thousands or hundreds of thousands of individual network "dots” tempo-
rarily but on demand. How can a company survive with e-mails, large documents, sound 
and video files? The answer is in the routing, which includes a number of different switch-
ing technologies. [1] 
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Switching comprises moving something through a series of transitional steps, or seg-
ments, instead of moving it directly from the start point to the end point. For example, 
trams are switched from track to track, instead of running on a single, endless piece of 
track, and still reach their planned destination. Switching in networks functions pretty 
much the same way: Instead of relying on a permanent connection between source and 
destination, network switching is based on temporary connections that deliver messages 
from one station to another. Switching serves the same purpose as the direct connection, 
but it is able to utilise transmission resources more efficiently. [1] 
 
Wide Area Networking has enabled a number of applications, both for connectivity as 
well as network optimisation. Different branches of an organisation can nowadays be 
connected by utilising Internet leased lines and Multiprotocol Label Switching (MPLS) 
Virtual Private Network (VPN) connectivity. These can be considered more efficient when 
compared to International Private Leased Circuit (IPLC) or dedicated leased line con-
nectivity. The consolidation of servers and core networking components in a single data 
centre has definitely reduced the costs for a company connecting their branch offices. In 
addition, it has enabled applications where the resources of a server have been virtu-
alised. Here, the resources of a server can be shared between multiple applications, 
since there is always some processing power that is not utilised at all points of time. [2] 
 
There is a delay or latency induced in the packets that have to travel long distances. The 
delay can also be a consequence of insufficient bandwidth of Internet lines compared to 
the amount of traffic that needs to be carried. If proper Quality of Service (QoS) policies 
are not defined, unpredictable delays might be caused by bandwidth demanding appli-
cations such as ERP. [2]  
 
These factors among others generate a need for WAN optimisation processes. Even 
though these processes do not eliminate the delays, they reduce them remarkably. In 
addition, WAN optimisation techniques address security issues. This is due to their par-
ticular position in the organisation’s network where all the data have to pass through 
such appliances. [2] 
 
The Wide Area Networking also comes with its own problems. When an Internet line 
drops out or mobile network is overloaded, the availability of the connection decreases 
drastically. The common issue for many organisations is their dependency on a single 
Internet service provider (ISP). This can lead to problems if this single provider is unable 
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to deliver the necessary bandwidth or is not able to meet the other service quality pa-
rameters at reasonable costs. In addition, long term contracts and inflexible network to-
pologies can prevent an easy switch over to a more innovative and cost effective service 
provider. 
 
Company networks are often complex systems that have grown over several years and, 
due to that, cannot be replaced quickly and seamlessly. In a usual case, these networks 
are often based on MPLS infrastructures [3] that are offered as managed service by 
external Internet providers. The modifications to the existing MPLS solution on short no-
tice (e.g. because a new branch office has to be connected) can cost a big amount of 
money. [3] 
 
1.1 Today’s Business Requirements 
 
Today’s business applications often require 100% uptime due to cloud computing, ma-
chine-to-machine interaction, VoIP and video communications and the digital transfor-
mation of business processes. All businesses usually have a common set of require-
ments. They need secured highly available connections with increasing amount of band-
width in a cost-effective way. It is quite common that companies rely only on one Internet 
service provider offering with a given service level agreement (SLA) which determines 
bandwidth, availability and reach. [4] 
 
However, customers often do not get these requirements fulfilled. Bandwidth is deter-
mined by the service provider’s infrastructure (e.g. copper or fibre) and services which 
they have built on top of it. These services define the scale at which their connections’ 
bandwidths can be fine-tuned for the need of each customer. This is often dictated by 
standards such as VDSL, ADSL or SDH, so there is not a lot of granularity and scale. 
Each single upgrade in bandwidth usually means also upgrade in price. [4] 
 
In many countries, MPLS enables the use of relatively fast broadband Internet connec-
tions. However, this technology has some limitations too: Due to low cost-efficiency, 
MPLS may not be available everywhere. Leased lines and MPLS without special 
amendments regarding the contract do not provide real protection against breakdowns. 
Outages of 5 days have to be accepted with a normal contractual provision guarantee-
ing 98.5% availability. However, MPLS technology provides the means for improving 
availability, but the cost for this is another issue. [3]. 
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In everyday business life, such downtimes may cause remarkable costs. According to a 
research by North American Enterprise Survey and Calculator, IHS Inc. revealed that, 
in aggregate form, ICT downtime is costing North American organisations $700 billion 
per year. [5] “The cost of ICT downtime is substantial, from $1 million a year for a typi-
cal mid-size company to over $60 million for a large enterprise,” said Matthias Machow-
inski, research director for enterprise networks and video at IHS. He points out that 
main cost of downtime is lost productivity and revenue. To overcome this problem is a 
minor cost for the enterprises (see diagram in Figure 1 below), thus meaning a rela-
tively low investment in more reliable ICT. Mr Machowinski underlines that this will pro-
vide an outsized return by reducing revenue losses and increasing productivity. [5] Fig-
ure 1 illustrates the cost of server, application and network downtime. 
 
 
 
Figure 1: The cost of server, application, and network downtime: 
Annual North American Enterprise survey and calculator [5] 
 
 
The type and amount of downtime varies by industry and costs a lot of money because 
communications and production drop out. During an outage, employees and customers 
are unable to access desired information. On average, survey respondents experi-
enced 5 downtime events per month, and 27 hours of downtime per month. Organisa-
tions are making changes to reduce the impact of downtime, from investing in early-de-
tection capabilities to improving redundancy, training and hiring new people, and imple-
menting backup processes that do not rely on ICT systems. [5]. 
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Figure 2: Downtime costs (Ponemon Institute 2012, 
How much does downtime really cost) [6] 
 
Usually, the downtime costs of site-to-site VPN links are underestimated Figure 2 
shows the more exact hourly downtime costs sorted by branches costs (Ponemon Insti-
tute 2012, How much does downtime really cost) [6] Despite the fact that connectivity 
offers for business customers with acceptable service levels already are quite expen-
sive, failures of individual lines or congestion of mobile networks of large service pro-
viders occur sometimes. 
 
1.2 Availability, Reach and Security 
 
Availability is defined by the total redundancy of the system regarding access, distribu-
tion, and core networks. In technical implementations, redundancy means the duplication 
of critical components or functions of a system with the idea of increasing reliability of 
the system, normally in the form of fail-safe or backup. In telecommunications, redun-
dancy consists of many components such as power, link and hardware redundancy. The 
higher the availability requirement for a certain link is, the higher the associated cost and 
complexity involved in delivering this service tends to be. [6] Redundancy sometimes 
generates less, instead of more reliability: It may create a more complex system than the 
original one. By this, the system might become overstressed and less fault tolerant than 
planned. 
 
Another general requirement for reliable Internet access is reach. Companies need con-
nectivity in places where there’s often only limited infrastructure (e.g. in rural areas), no 
wired infrastructure at all, or only very limited wireless coverage. [6] Businesses e.g. in 
retail and governmental sector usually need their stores and offices to be built up as 
close to the citizens as possible. It may later come as an unpleasant surprise if these 
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locations lack proper Internet connectivity. For meeting these requirements risks can be 
spread across different service providers, access technologies, and backbone infrastruc-
tures. Regarding this there are several approaches that are argued more in section 3. [4] 
 
The world has learnt (e.g. from NSA disclosures by Edward Snowden) that communica-
tion links are not so reliable anymore. There are cases, where it is desirable for a third 
party to spy the traffic between two points in the network. Service provider networks may 
be tapped by government agencies and basically any communication worldwide can be 
intercepted. This generates nowadays distrust among the whole telecommunications in-
dustry. [7] Network security is addressed more in Section 7. 
 
1.3 Future Needs for Reliable Connectivity 
 
Long Term Evolution (LTE) ecosystem has already shown its prosperity among the other 
mobile technologies. According to a forecast by Global Mobile Suppliers Association 
(GSA), LTE will have 45% market share of all mobile subscriptions by end of 2020. [8]. 
Elisa corporation's CEO, Veli-Matti Mattila pointed out for BBC News that: “4G networks 
can still "evolve" and deliver greater download speeds for mobile customers.” He an-
nounced that Elisa had achieved a 1.9 GBit/s speed on a test network claiming to be the 
fastest on record. According to Mr Mattila, Elisa will probably pilot 5G within 2017. He 
does not expect the 5G deployment in the mass market until after 2020. [9] 
 
Next generation 5G technology has already been piloted, but it is still a concept without 
actual standardisation. Telecom operators and vendors are putting strong efforts into 5G 
networks which are expected to be in commercial use from the beginning of 2020. It is 
claimed that these networks enable 1 GBit/s simultaneously to many users on the same 
office floor, improved coverage, enhanced signalling efficiency and significantly reduced 
latency com-pared to LTE. How efficiently and reliably 5G networks will serve us in real 
life is still not known. 
 
Businesses usually rely on one service provider’s offerings which serve most of the cus-
tomers but do not fulfil all the individual needs in terms of availability, bandwidth, reach 
and security. [4] This thesis introduces solutions that better fulfil these requirements.  
It is explained how network connectivity can be enhanced in order to be able to respond 
to requirements of IoT applications driven by cloud computing and M2M interaction. Re-
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garding this, the reliability of network connectivity is quite far from the reality for the mo-
ment. Customers may not necessarily get the bandwidth, availability and security they 
need. [6] 
 
The thesis introduces a solution that utilises a combination of several Internet links and 
how it can be used with a large and externally administered corporate solution. Moreover, 
it is clarified how it brings independency and added value for enterprises. New consider-
able business models for network operators and ISPs are outlined, as well as use cases 
of the solution in different fields of industries. 
 
There is already a lot of existing technology for Internet of Things (IoT) to utilise. Next 
generation networks are already on the way and are designed with IoT in mind. Telecom 
operators and vendors widely believe that 5G networks will have a remarkable driving 
force for the realisation of IoT. IoT is a tremendous base for new technological innova-
tions. A countless number of new devices connected to the network also means more 
traffic - Higher bandwidth and more reliable network connectivity are needed. The thesis 
illustrates, how highly available and secure connections with higher bandwidth bring IoT 
applications a few steps closer to become everyday life. 
 
1.4 Methods 
 
This sub-section describes the way this research was constructed and what kind of meth-
ods were used. First, the research approach is discussed followed by introduction of 
research question and design. After that, the data collection and analysis methods are 
presented. 
 
In order to achieve the set goals for this thesis and to solve the research problem, a 
research method based on a qualitative case study was selected. This approach was 
chosen as it is a reasonable way to investigate an innovative technology and its feasibility 
in the introduced use cases and circumstances. In addition, it addresses the research 
question which is the following: 
How can network connectivity be improved in terms of bandwidth, availability, reach, 
latency and information security in order to be able to respond to the requirements of 
corporate networks, critical applications and IoT implementations? 
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The data used in this study is mostly qualitative. The data has been collected from ven-
dors acting in the concerned industry as well as from other instances relevant to the   
subject. Furthermore, information was collected from newspaper articles, press releases, 
white papers, postings, and manuals. The qualitative approach to science involves using 
the method which appears best suited to the research problem. In general terms, scien-
tific research consists of an investigation that [10] 
 
 
 searches answers to a question 
 uses a set of procedures to answer the question 
 collects evidence 
 produces conclusions 
 produces findings that are applicable beyond boundaries of the study 
 
 
The methods applied in this study are utilising technical and commercial information re-
leased by a leading vendor of the industry. The thesis writer’s personal observations and 
ideas are introduced in form of potential utilisers of the solution in different areas of in-
dustries. Information has also been gathered in a technical training in December 2015. 
More general background information was collected from Internet publications and white 
papers. 
 
Damages and consequences that stem from unreliable telecommunications links are in-
vestigated and articulated from several points of view. Industries that are likely to utilise 
this solution in their area of business are introduced. All the relevant information is bun-
dled together with an idea to produce a coherent research. 
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2 WAN Connection 
 
2.1 Definition 
A wide area network (WAN) is a computer network covering a large geographical area. 
A WAN typically connects smaller local area networks (LAN) and metro area networks 
(MAN). A LAN typically covers only one building just one part of it. A MAN generally 
covers a city or suburb. This enables computers and users in one location to communi-
cate with other computers. A WAN implementation can be done either with the help of a 
private network or with the public transmission system. [11] 
 
A WAN connects two or more LANs, as illustrated in Figure 3 below. [12] A WAN is 
owned by a service provider. An organisation must pay a fee to use the WAN owned by 
a service provider to connect its remote sites. WAN service providers include carriers 
such as telephone network operators, cable companies, or satellite service providers.  
 
One primary difference between a WAN and a LAN is that a company or organisation 
must subscribe to an outside WAN service provider to use WAN carrier network ser-
vices. A WAN uses data links provided by carrier services to access the Internet and to 
interconnect different locations of an organisation. Figure 3 below illustrates the way 
WANs interconnect users and LANs. 
 
 
Figure 3: WAN’s interconnect Users and LANs [12] 
 
Typically, TCP/IP is the communication protocol used for a WAN and it is composed of 
devices such as routers, switches, firewalls and modems. Without WANs, LANs would 
be a series of isolated networks. It is not wise to connect computers across a country 
10 
 
 
with contiguous physical cables. Therefore, different technologies have evolved to sup-
port this communication requirement. More and more the Internet is utilised as an eco-
nomical alternative to enterprise WANs. Advanced technologies are available to organi-
sations to provide information security and confidentiality for their Internet communica-
tions. [12] 
 
Businesses differ from each other and organisation growth depends on several factors, 
such as economic climate of the country in which the business operates. Providing con-
nectivity and managing networks can mean significant installation and operational cost. 
To cope with this, companies expect their networks to run optimally without unpredictable 
outages in order to maintain productivity and profitability. [12] 
 
WAN operations take place primarily on the physical layer (OSI Layer 1) and the data 
link layer (OSI Layer 2). If a WAN connection is implemented with e.g. MPLS technology, 
PPP or ATM, Layer 3 is also involved. WAN access standards usually describe both 
physical layer delivery methods and data link layer requirements, including physical ad-
dressing, flow control, and encapsulation. [11] 
 
2.2 WAN Link Connection Options 
 
Internet Service Provider (ISP) is a company that provides other companies and individ-
uals access to the Internet and other related services such as virtual hosting. 
 
An ISP has the devices and the telecommunication line access required to 
have a point-of-presence on the Internet for the geographic area served. 
The larger ISPs have their own high-speed leased lines so that they are 
less dependent on the telecommunication providers and can provide better 
service to their customers. [13] 
 
There are multiple WAN access connection options which ISPs can utilise to connect the 
local loop to the enterprise end. These WAN access options vary in technology, speed, 
and cost. In network design, one challenging issue is choosing the suitable connection 
type. A good understanding of all the connection types need to be considered before 
implementation starts. Most carriers offer three connection types: circuit-switched con-
nections, packet-switched connections and dedicated connections. [14] In Figure 4 WAN 
access options are illustrated.  
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Figure 4: WAN access options [14] 
 
Each connection type has its pros and cons. This section describes what each connec-
tion type has to offer with consideration given to bandwidth, availability, cost, and ease 
of management. 
 
2.2.1 Leased Lines 
 
Point-to-point lines are usually leased from a telco. That is why they are also called 
leased lines. Leased lines have existed for decades and they may also be referred to by 
other names such as a serial link, a serial line, and T1/E1 or T3/E3 lines. Leased lines 
are usually priced based on the required bandwidth and the distance between the con-
nected points. [11] Figure 5 illustrates a typical Point-to-Point line. 
 
 
Figure 5: A typical Point-to-Point Line functions through a WAN to a remote network [11] 
 
 
When long-lasting dedicated connections are required, leased lines are used to provide 
a WAN communications path from the customer premises to the provider network. In 
addition, leased lines have been used a lot for internal critical communications inside a 
company.  
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Advantages of point-to-point communication links are that they do not require special 
expertise skills to install and operate. If point-to-point links have adequate bandwidth 
they usually offer high service quality. Point-to-point communication lines provide per-
manent, dedicated capacity which suits well for VoIP or Video over IP services. [12] 
 
Point-to-point lines are the most expensive WAN access option. The price for leased line 
solutions can become high if they are used to interconnect many sites over growing dis-
tances. Moreover, the equipment costs may become relatively high since each endpoint 
requires an interface on the router. Another major disadvantage of point-to-point lines is 
its limited flexibility and capacity. Since WAN traffic is often variable, the bandwidth of 
the line seldom matches the need exactly. Any modification to the leased line basically 
requires a site visit by technician to adjust capacity. [11] 
 
2.2.2 Circuit Switching and Packet Switching 
 
Switched circuits enable data connections that can be initiated when needed and termi-
nated when communication is finished. This works similar to a normal telephone line 
works for voice communication. If a point-to-point connection is implemented with circuit-
switched technology (e.g. E1/E3), it involves several appliances and a lot of configura-
tion. ISDN is a one example of circuit switching. When a router holds data for a remote 
site, the switched circuit is initiated with the circuit number of the remote network. When 
the two networks are connected and authenticated, they are able transfer data. When 
the data transmission is complete, the call can be terminated. [11] 
 
Packet switching is a WAN technology where carrier resources are shared by users. 
The cost to the user is generally lower than with point-to-point lines since this allows 
the carrier to make more efficient use of its infrastructure. In a packet switching setup, 
networks have connections into the carrier's network, and many customers share the 
carrier's network. The carrier can then create virtual circuits between customers' sites 
by which data packets are delivered from one to the other through the network. The 
shared section of the carrier's network is usually called a cloud. [11] 
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2.2.3 Ethernet WAN 
 
Ethernet WAN is also called Wide Area Ethernet and it is sometimes referred to as fibre 
or LAN extension service. Ethernet was initially developed to be a LAN access technol-
ogy. However, it was not suitable as a WAN access technology since the maximum sup-
ported cable length was only up to a kilometer. More advanced Ethernet standards using 
fibre optic cables have made Ethernet one of the major WAN access options. For exam-
ple, the IEEE 1000BASE-LX standard supports fibre optic cable lengths of 5 km, while 
the IEEE 1000BASE-ZX standard supports up to 70 km cable lengths. [14] 
 
ISPs nowadays offer Ethernet WAN service using fibre. The Ethernet WAN service has 
several names, such as Metropolitan Ethernet (MetroE), Ethernet over MPLS (EoMPLS), 
and Virtual Private LAN Service (VPLS). Ethernet WAN maintains the high bandwidth 
and simplicity of Layer 2 Ethernet. The flat network design makes the connected sites 
appear as a single logical network and simplifies connectivity back to the headquarters 
and between remote sites. [15] Ethernet WAN provides a simple way to interconnect 
networks since no attention has to be paid to routing when operating on Layer 2. 
 
2.2.4 DSL 
 
DSL (Digital Subscriber Line) is a common term for several transfer protocols for data 
transfer with high bandwidths. DSL provides both asymmetric and symmetric alterna-
tives. The ADSL bandwidth is asymmetric, meaning up- and download differ from each 
other, generally at the ratio of 1:10. Current standard for ADSL is ADSL2+ offering band-
widths of up to 20 Mbit/s (depending on annex and country). The available bandwidth 
depends e.g. on the copper line length, i.e. the distance between ADSL modem and 
Digital Subscriber Line Access Multiplexer (DSLAM). Line latency is generally low (20-
60 ms). [16] 
 
Since the availability and stability of ADSL are rather moderate, it is not advisable to be 
used as a single WAN media for professional purposes. [40] Today, there are many DSL 
types and standards. DSL has become an interesting choice for company IT departments 
to support remote workers. Generally, a subscriber cannot connect to an enterprise net-
work directly. Conversely, he must first connect to an ISP, and after that an IP connection 
is created through the Internet to the enterprise. There are security risks involved in this 
process. These risks can usually be avoided with proper security measures. [16] 
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SDSL is a DSL divergent that does not support simultaneous telephony and data traffic 
over one access. It enables symmetric data transmission at up to 2 Mbit/s transfer rate. 
Without special SLAs, SDSL is not so reliable connection type: A normal availability of 
98.5 percent means SDSL users have to tolerate about five days’ downtime a year. If 
more than one connection has been ordered from one provider, SDSL also allows bond-
ing of several copper cores. [16] 
 
VDSL enables high transfer speeds of up to a few hundred Mbit/s. This technology re-
quires short copper line lengths (less than 1 km) between customer connection and 
DSLAM. Due to this, VDSL technology may be hard to implement in rural areas and 
smaller cities. VDSL is nowadays generally offered as asymmetrical end customer prod-
uct which enables e.g. triple play services. 
 
If sending and receiving were not that asymmetrical, DSL would actually be a great me-
dium for professional Internet and site-to-site connection. Symmetrical DSL only pro-
vides enough bandwidth when bonded and in addition to that, it is uneconomically priced. 
DSL is a good basic medium for being bonded to a virtual leased line. Through this, it is 
possible to utilise the DSL advantages for professional usage. This, of course, requires 
ADSL connections from two different operators (separate copper wires). [16] 
 
2.2.5 Cable 
 
Coaxial cable is commonly used in urban areas to distribute TV signals. Network access 
is usually offered by cable television providers. This enables better bandwidth compared 
to the conventional telephone lines. Contrary to DSL connections, cable is a shared me-
dium, meaning that the bandwidth is shared with users. The upstream is considerably 
lower than the downstream, just like with ADSL. Usually the ratio is 1:10. [17] The prom-
ised bandwidth by service providers resembles a case in ideal circumstances, which is 
often underrun in real life. Cable connections are usually available only in urban areas. 
 
The cable headend contains the system and databases needed to provide Internet ac-
cess. A key component situated at the headend is the Cable Modem Termination System 
(CMTS), which sends and receives digital cable modem signals on a cable network and 
is crucial for providing Internet services to cable subscribers. 
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Data Over Cable Service Interface Specification (DOCSIS) is an international standard 
employed by many cable television operators to provide Internet access over their hybrid 
fibre-coaxial (HFC) infrastructure. It is a standard interface for cable modems which han-
dle incoming and outgoing data signals between a cable TV operator and end user. [16] 
Figure 6 illustrates a typical cable system. [18] 
 
 
 
Figure 6: Cable system [19] 
 
 
Cable modem subscribers must use the ISP associated with the service provider. All the 
local subscribers share the same cable bandwidth. As more users join the service, avail-
able bandwidth may be below the expected rate. 
 
2.2.6 Wireless 
 
Wireless service is a WAN technology which is used to connect users and remote loca-
tions. [14] Today, Wireless service often provides faster connectivity in comparison with 
ADSL. Cellular standards all have their own protocols, but those map onto the OSI lay-
ers. 4G / LTE connection can be considered as a Layer 3 point-to-point connection from 
the mobile node (ISR) to the packet gateway in the service provider core. 
 
3G and 4G Wireless are common cellular industry terms which stand for 3rd and 4th 
generation cellular access. These technologies support wireless Internet access. Long 
Term Evolution (LTE) refers to a newer and faster technology. Most 4G networks are 
based on LTE technology. [14] Figure 7 illustrates wireless topology. 
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Figure 7: Wireless topology [14] 
 
 
Thanks to Universal Mobile Telecommunication System (UMTS), mobile radio has 
taken big step from circuit switched voice network towards packet-switched data net-
work. Contrary to GSM / GPRS standard, UMTS / 3G offers speeds in Megabit range 
which is much more than originally planned. [20] 
 
UMTS or CDMA are good alternatives if proper mobility and flexibility are required at a 
site and reliability of WAN connections must be made independent of one medium. 
One 3G link is usually not enough to form a stable connection since one network pro-
vider does not have good enough coverage everywhere. In addition, the network may 
become overloaded at times. Mobile network coverage differs considerably depending 
on the provider, especially in rural areas. There are usually several service providers in 
every country offering 3G connections. [20] 
 
The transfer rates of newer High Speed Packet Access (HSPA) standards may be tens 
of Megabits. However, the maximum bandwidths advertised by mobile phone operators 
are rarely achieved in practice because the available bandwidth there is shared by all 
users.  If there are tens of users logged on the same radio cell, the transfer rates may 
be relatively poor. Figure 8 is a screenshot from Netradar.com map application. It pro-
vides information about the quality of mobile Internet connections and mobile devices. 
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Figure 8: Netradar provides neutral and accurate information about 
the quality of mobile Internet connections and mobile devices. [21] 
 
The current and future mobile applications require an increase in bandwidth. In addi-
tion, a change of network communication to the IP standard is needed. While HSPA+, 
UMTS / 3G is reaching its limits, LTE / 4G is able to fulfil this requirement. At current 
stage, 4G is quite far from the promises once made regarding bandwidth. Transfer 
rates exceeding 100 Mbit/s downstream and 50 Mbit/s upstream have been achieved, 
but the big picture is still a bit different. The down- and upload speeds advertised by 
mobile operators may be significantly higher compared to the reality. This can be dis-
covered e.g. with an application provided by Netradar. [21] It measures and shares the 
quality of mobile Internet connection. 
 
Some telecom providers may also limit their 4G rates with the intention of getting more 
customers to their network. The shared medium disadvantage exists in 4G network as 
well: The actual bandwidth for each user depends on the number of users logged in 
and also on the bandwidth of the cell's WAN connection. 
 
5G radio access technology is expected to be a key component of the Networked Soci-
ety. According to Ericsson Ltd, “It will address high traffic growth and increasing demand 
for high-bandwidth connectivity”. The company also predicts that “5G will provide wire-
less connectivity for many new applications and use cases, including wearables, smart 
homes, traffic safety/control, critical infrastructure, industry processes and high-speed 
media delivery.” Hence, it will speed up the development of the Internet of Things (IoT) 
which is largely grounded on access technologies with high reliability, availability, and 
bandwidth. [22] 
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2.2.7 Satellite 
 
There are places where 3G, 4G or wired connections do not reach. In such cases satellite 
radio, links may be utilised. Satellite links to the Internet can be considerable media for 
bonding only if latencies of at least 700-800 ms can be acceptable. Bandwidth in case of 
satellite lies at 1-4 Mbit/s upstream and at 4-10 Mbit/s downstream which may also be a 
restriction. However, one advantage in satellite connections is availability: If a terminal 
is in the range of a satellite (in the footprint), the reception is possible. Satellite footprints 
often cover large parts of a continent. [17] 
 
Satellite is not suitable for everyday media, except for certain special tasks. One example 
is video streaming from places where DSL is unavailable and wireless connections are 
too slow, e.g. due to congested radio cells. It may also be useful as a failover for other 
bonded media. 
 
There are some networks in Finland, e.g. in the archipelago and other rural areas, based 
on WiMAX technology. The latency lies at about 50 ms level which is fairly low. However, 
it is higher than in LTE. WiMAX features different QoS classes that can be used for 
different applications, such as VoIP or video conferencing. 
 
2.3 MPLS 
 
Multiprotocol Label Switching (MPLS) is a multiprotocol WAN technology that speeds up 
and shapes network traffic flows. MPLS directs data from one router to the next, based 
on short path labels rather than IP network addresses. MPLS allows packets to be for-
warded at Layer 2 (switching level) rather than having to be passed up to Layer 3 (routing 
level). [23] 
 
Each packet gets labelled on entry into the service provider's network by the ingress 
router. All the following routing switches forward packets based only on these labels. 
They never look as far as the IP header. Finally, the egress router removes the label(s) 
and forwards the original IP packet toward its final destination, as Figure 9 below illus-
trates. [23] 
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Figure 9: How a simple MPLS network functions [23] 
 
 
MPLS technology has several specific features. Multiprotocol means that it has the ability 
to carry any data content including IPv4, IPv6, Ethernet, ATM, DSL. MPLS is principally 
a service provider technology. Leased lines deliver data packets between sites and 
Ethernet WAN delivers frames between sites. However, MPLS is able to deliver any type 
of frame or packet between sites. MPLS is able to encapsulate frames and packets of 
several network protocols and it supports many Layer 2 technologies. [23] 
 
2.4 VPN Technology 
 
Security risks must be taken into account when a remote office worker or teleworker uses 
broadband to access a corporate WAN over the Internet. To address security concerns, 
broadband services provide capabilities for using VPN connections to a VPN server, 
which is usually located at the corporate site. [24] A VPN is an encrypted connection 
between private networks over a public network, such as the Internet. VPN uses virtual 
connections called VPN tunnels instead of a dedicated Layer 2 connection, such as a 
leased line. VPN tunnels are routed through the Internet from the private network of the 
organisation to the remote site or employee host. [25] 
 
VPNs enable enterprises to utilise the global Internet to connect their remote sites and 
employees to the head office. Through this, expensive dedicated WAN links and modem 
banks can be eliminated. VPNs provide sufficient level of information security by using 
advanced encryption and authentication protocols which protect data from unauthorised 
access. Since VPNs utilise the Internet infrastructure within service providers and de-
vices, new users can be added flexibly. If there is free capacity available, enterprises 
may add big amounts of it without having to make large investments on new infrastruc-
ture. However, if fibre optic connections are not available, the enterprise may have to 
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confine itself to access technologies with lower bandwidth. [25] Figure 10 illustrates site-
to-site topology. 
 
 
Figure 10: Site-to-Site VPN topology [25] 
 
There are two types of VPN access. Entire networks can be connected to each other 
with site-to-site VPNs. A company headquarters can be connected to a branch office 
with this topology (Figure 10). Through this, an enterprise can have routed connections 
with separate offices over the Internet. [25] 
 
With Remote-access VPNs, individual hosts, such as remote workers, mobile users, and 
extranet consumers, may access a company network securely over the Internet. Each 
host usually has VPN client software installed or alternatively uses a web-based client, 
as illustrated in Figure 11 below. [25] 
 
 
Figure 11: Remote-Access VPN Topology [25] 
 
The remote access client launches a VPN connection across the Internet to the com-
pany’s VPN server by using the established physical connection to the local ISP (see 
Figure 11). When the VPN connection is created, the remote access client can access 
21 
 
 
the resources of the company’s private intranet. Since DSL and cable service providers 
support VPN technology, remote workers and telecommuters may utilise their Internet 
connection in order to access their corporate networks. 
 
2.5 Potential Challenges in WAN Connections 
 
Enterprises often oversubscribe their WAN links when trying to maximise their WAN us-
age. When the capacity of a WAN link is full, traffic needs to be prioritised - Less relevant 
traffic, such as web browsing, may yield to business-critical applications. [26] 
 
There are several technologies available to address the various issues regarding appli-
cation delivery across a WAN. The ideal solution may include both old and new tech-
niques. It is important to look for an acceleration or optimisation solution that addresses 
all the application delivery needs. In addition to optimising WAN bandwidth and ensuring 
proper handling of business critical applications, it must remarkably reduce the applica-
tion response time. Consequently, it must ensure a centralised control of branch office 
infrastructure. [26] 
 
Enterprises want to get the most out of their WANs, but they are usually unwilling to pay 
for expensive upgrades. According to experts, application optimisation and WAN accel-
eration really speed things up. However, the use of many applications simultaneously 
sometimes lead to a situation where traffic can become very slow. By utilising the afore-
mentioned techniques among others makes the WAN more efficient and keeps traffic 
flowing smoothly and uninterrupted, solving some of the speed and performance prob-
lems companies may have faced. [26] 
 
Bottlenecks, packet loss and latency can become commonplace, especially when multi-
ple users are using several applications simultaneously. Applications that previously 
worked fine on the LAN are moved to the WAN and they time out, or response time takes 
a little while. In certain cases, the application cannot be altered and upgrades in other 
areas can be costly. Even worse, some companies spend a huge amount of cash to 
increase bandwidth without solving the problem. 
 
The network infrastructure may become a stumbling block of cloud computing and a 
headache for IT professionals who are trying to solve the data centre puzzle. A robust 
network infrastructure is crucial for a successful cloud driven operation. Cloud computing 
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is defined as the practice of using a network of remote servers hosted online to store, 
manage and process data. Cloud computing is a broad umbrella term that encompasses 
many services. It may turn out to be challenging to find a solution that provides a redun-
dant and reliable connection to the cloud, regardless of whether the enterprise chooses 
SaaS, PaaS or IaaS. [27] 
 
Before moving to the cloud, the enterprise needs to clarify, for instance, how much band-
width will they need, is the network redundant enough, or does it offer enough reliability 
after a couple of years. First, the most important issue is to ensure enough network ca-
pacity for the connections to the cloud. Second, the public cloud provider should have a 
clear plans and capabilities to manage its Internet bandwidth needs. Third, the cloud 
provider should be able to respond the customers’ changing needs fast and flexibly. In 
other words, the service provider should operate in data centre with enough bandwidth 
connectivity to meet the growing requirements of their customers. [27] 
 
Telcos may be slow and inflexible in responding to cloud providers’ requirements regard-
ing connectivity upgrades. This can cause problems for smaller cloud providers since 
they might be unable to afford building their own network infrastructure. Contrary to 
smaller providers, Amazon, for instance, is struggling to build Internet capacity into its 
infrastructure by deploying its own fibre connections and Internet exchanges. Due to 
these reasons, when an enterprise is considering a cloud provider, it must get assur-
ances about access to a major Internet Exchange Point (IXP) to ensure the lowest pos-
sible latency. [27] An IXP can be considered as a nodal point for large numbers of Inter-
net backbone routers and their carriers. 
 
As services more and more will rely on Internet access, uptime and reliability will become 
a significant concern. Hence, a solution which is based on several connections and ac-
cess technologies is more reliable than a solution of a single ISP. The highly secured 
and redundant data centres are worthless to the business if the physical connection from 
the customer (e.g. company headquarters) breaks down. With a solution based on sev-
eral access media, any failure in the networks has less effect on applications critical for 
the business. 
 
Many business processes are based on availability of almost one hundred percent in 
order to run an automated management system, electronic point of sale systems or en-
terprise resource planning systems (ERP). Companies also need to connect their branch 
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offices or home offices to the IT infrastructure of the head office which also requires 
reliable connectivity. [28] 
 
However, the reliability of today’s networks is not that satisfactory. It has been estimated, 
that leased lines still cause a downtime of 5–7 days every year. The situation is not much 
better with MPLS-based services: Business ISPs may promise an availability of more 
than 97 percent, but these are often uneconomical for many small and medium size 
companies as they are usually associated with high cost. [28] Mobile networks may be 
too congested to be considered as an alternative to landlines (even though they are 
mainly used in down-stream direction). [28] 
 
In everyday business life, such downtimes may cause remarkable costs. A US study 
carried out by the Ponemon Institute in 2016 presented that the average downtime totals 
to US$ 740,000 per year. There were companies from 15 fields of industries participating 
the survey. [29] Data centres are becoming more valuable to their operators, since they 
are more and more supporting the increased value of the business operations. Figure 12 
shows the key statistics on the costs of data centre outages. 
 
 
Figure 12: Key statistics on the costs of data centre outages [29] 
 
 
The Ponemon Institute survey reports key statistics on the cost of unplanned data centre 
outages in 2010, 2013 and 2016. The cost consistently seems to increase over the years. 
The maximum cost of a data centre outage has more than doubled over six years from 
just over $1 million to $2.4 million. [29] Many organisations deal with the question: How 
to ensure a reliable and highly available connection to branch offices, to the data centre, 
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or to mobile nodes? There are several causes for a failure of a connection which may 
have harmful consequences for running business. 
 
2.5.1 Lost Connections 
 
Line failures are a typical reason for lost connections. A digger may destroy the copper 
or glass fibre connection which results in problems at an Internet provider’s backbone. 
This usually results in lower bandwidth and high packet loss. The probability of these 
scenarios can be reduced by using redundant paths based on MPLS technology. How-
ever, the price for deploying this is another issue. If a landline connection turns out to be 
defective, the traffic may be re-routed across other networks such as mobile phone net-
works, WiFi, or even through a satellite-based connection. [28] 
 
Regular routings actively use one line for a transmission at a time. If there are other back-
up lines available, these will only be used in the event of a default, i.e. if the router notices 
that the line is technically insufficient and is therefore unable to contact the opposite side. 
Therefore, back-up lines will only be operated whenever such events occur, and this 
means that there are operational costs associated with these lines and bandwidths that 
are both only rarely used. [28] 
 
Another possible cause interfering connections is a virus or spyware infection. If the in-
fection is serious, the Internet connection can be affected, causing it to be unstable or 
not work at all. In such cases, virus or spyware needs to be removed from the computer 
or ADSL modem in order to stabilise the Internet connection. Some anti-virus programs 
have built in security that can interfere with an Internet connection. If such incidents oc-
cur, the security configuration settings for the antivirus program should be checked. Dis-
abling settings while checking if the connection stabilises, may solve the problem. [30] 
 
2.5.2 Hardware Failures 
 
Redundancy can be considered the foundation of any high-availability network design. 
A redundant system design accounts for component failure and can continue to provide 
service. If a failure occurs, the system will continue to perform at the normal or marginally 
decreased operational service level. There are three potential areas of failure in a data 
network: Physical (OSI layer 1) like cabling, Data link (OSI layer 2) such as Ethernet, 
25 
 
 
PPP, HDLC and Network (OSI layer 3) i.e. Internet Protocol, IPX. These three areas are 
interdependent. Due to this reason many network administrators build for redundancy 
using "two of everything" principle. The basic idea is that if one device is required for 
operation, then two need to be used. [31] 
 
 
Figure 13: Two routers, two switches (L2 or L3). 
Group 1 forms the primary path. Group 2 forms 
the secondary path. [31] 
 
However, this approach is not very effective. When using high- and low-speed links to 
provide primary and backup data transfer, such design can usually tolerate a single com-
ponent failure. In addition, this design is specifically aimed at recovering a total router 
hardware failure. If there is a damaged cable in the primary path, the connection is on 
backup. If there’s a switch failure, the network has lost half of its users and the connec-
tions is on backup. If it is a router interface failure, the network is on backup. In the event 
of a damaged cable in cluster 1 and a switch failure in cluster 2 (see Figure 13), there’s 
a total outage in the network. [31] 
 
A router failure may bring down the whole system. Individual redundant hardware equip-
ment is necessary in order to have a reliable network infrastructure. The hardware should 
be able to replace a failed device without interruption of the current operations. This is 
not only the case with the remote stations in a data centre, but also with the local user’s 
routers. [28] 
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3 Different Approaches to Improve Connectivity 
 
As cloud-driven solutions and M2M interaction gain more ground, it means explosive 
growth in Internet traffic in the following years. The challenge for many ISPs and appli-
cation service providers (ASPs) is how to provide higher throughput to or from their cus-
tomers' networks with the access technologies that are currently available. All busi-
nesses are not able to access fibre broadband services to improve throughputs. Deploy-
ing dedicated leased lines or MPLS connections can be very expensive. At this point, 
enterprises should consider different solution in order to improve their connectivity to-
wards the cloud. 
 
Being located close to an IXP reduces the effective distance across the Internet and 
improves network performance. In Finland the biggest IXP is provided by Finnish Com-
munication and Internet Exchange association (FICIX). As a registered association and 
a non-profit organisation it operates three different locations, FICIX 1, 2 and 3 which are 
not interconnected together. Members (ISP X in Figure 14) can choose from one gigabit, 
10 gigabit or 100 gigabit Ethernet ports. Port aggregation is fully supported, as well as 
multicast and IPv6. [32] 
 
 
Figure 14: Being located as close as possible to an IXP 
(provided by FICIX in Finland) improves network 
performance and provides lowest possible latency [32] 
 
 
Once the enterprise becomes convinced that their cloud provider's own networks are 
suitable for growth, the next issue is to estimate how much bandwidth is required from 
the headquarters (hubsite) to the Internet. Therefore, the currently used connectivity so-
lution needs to be evaluated, whether it offers enough capacity to support fast and 
smooth access to the cloud service. Transferring services to the cloud is an extensive 
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change in the use of the Internet gateway for the company and will thus require increased 
Internet bandwidth and redundancy, upgraded firewalls, and probably upgraded security. 
 
3.5 WAN Optimisation and Acceleration 
 
The technologies and products used in WAN optimisation are constantly evolving. WAN 
optimisation enables organisations to get more out of their congested WAN links. In ad-
dition, cost savings can be achieved since the purchases of additional bandwidth may 
be delayed. If WAN bandwidth is doubled, it is still typically much smaller than the 
throughput provided on a LAN. This means that link optimisation is usually not enough 
to achieve ideal performance. [26] 
 
Compression and QoS must be included with other acceleration techniques in order to 
provide an extensive solution for application delivery. More sophisticated application de-
livery solutions, for instance, can combine all bandwidth management and application 
acceleration techniques. 
 
3.5.1 Data Reduction 
 
“Data reduction is a technique where acceleration devices examine all incoming and 
outgoing WAN traffic and store a local instance of information in an application independ-
ent data store.” [26] Before sending WAN packets they are checked if a match exists in 
the local instance at the destination location. In case a match exists, then the repetitive 
information is not sent across the WAN and instructions are sent to distribute the data 
locally. Only the needed data will be transmitted across the WAN, if the data has been 
modified. 
 
Data reduction enhances both WAN utilisation and application response time. By ena-
bling information to be delivered locally whenever possible, a remarkable portion of WAN 
bandwidth can be reduced, thus helping to provide LAN-like performance across the 
WAN. [26] 
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3.5.2 Data Compression 
 
Data compression is a technique that enables better bandwidth utilisation across the 
WAN. It relies on data patterns that can be represented more efficiently. Data compres-
sion reduces the size of data frames that are transmitted over a network link. With re-
duced frame size, the time required to transmit the frame across the network is also 
reduced. A coding scheme is provided at each end of a transmission link that allows 
characters to be removed from the frames of data at the sending side of the link. It is 
then replaced correctly at the receiving side. Because the condensed frames require less 
bandwidth, greater volumes can be transmitted at a certain point of time. [26] 
 
The benefits realised by compression techniques vary depending on the type of traffic 
passing through the WAN, but are quite consistent across different vendors' solutions. 
For example, with text and spreadsheets it is possible to yield 2-5x compression ratios. 
Organisations commonly see around a 50 % improvement in WAN utilisation with com-
pression technology. This is the equivalent of doubling the effective WAN bandwidth. 
[26] 
 
3.5.3 Latency Mitigation 
 
Latency is a common term for a delay introduced by the network and it may also be 
called signal propagation time. Round trip latency indicates the time for data to go from 
a sender to receiver and back. Minimum latency is directly proportional to the distance 
traveled between the two endpoints of communication. The longer the distance, the 
longer is the minimum delay. The latency is also impacted by queuing and processing 
delay in routers and other network devices along the path. [26] 
 
Latency often has a strong influence on the application performance across the WAN. 
For TCP bulk data transfers, latency can severely limit throughput. Reason for this is that 
TCP congestion control limits the amount of unacknowledged data in transit. 
 
When the amount of unacknowledged data reaches the congestion window size, trans-
mission of new data is postponed until older data is acknowledged. There are accelera-
tion techniques that are used to overcome the latency issues associated with application 
delivery across a WAN such as TCP acceleration and Common Internet File System 
(CIFS) acceleration. [26] 
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3.5.4 Loss Mitigation 
 
Forward Error Correction (FEC) is a technique that has the ability to correct bit errors at 
the physical layer. This technology can also be adapted to operate on packets at the 
network layer to improve application performance across WANs that have high packet 
loss characteristics. [26] 
 
With packet-level FEC it is possible reconstruct lost data packets at the end point of a 
WAN link, avoiding delays that come with multiple-round-trip retransmissions. Through 
this, WANs can easily recover from packet loss due to a variety of network layer condi-
tions, such as queue overflows and constrained bandwidth links. Some acceleration so-
lutions are able to dynamically adjust the FEC overhead in response to changing link 
conditions for maximum performance in environments with high packet loss. [26] 
 
3.6 Link Aggregation and Load Balancing 
 
Link aggregation is an ambiguous term used to define several implementations and un-
derlying technologies. In general, link aggregation refers to combining multiple networks 
in parallel to increase throughput and redundancy. Link bonding (a.k.a. channel bonding, 
bundling, teaming) is implemented using two or more links between physical interfaces 
at a lower level, either per packet (OSI layer 3) or on a data link (OSI layer 2). Here, for 
instance, several DSL links can be load balanced. Using standards like LACP, the links 
are combined into one logical link, with traffic being spread across them evenly. [108] 
Figure 15 illustrates the principle of increasing the throughput between two devices with 
two or more links. This solution increases the available throughput between two devices 
without purchasing much more expensive hardware (2x1GBit/s vs 1x10GBit/s). [33] 
 
 
Figure 15: Increasing the throughput by using 
two links between two physical interfaces [33] 
 
Load balancing is an often used term when describing link bonding. This approach di-
vides the amount of work that a computer has to do between two or more computers. It 
divides traffic between network interfaces on a network socket (OSI layer 4) basis. As a 
consequence, more work gets done in the same amount of time and, in general, all users 
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get faster service. Load balancing aims to optimise resource use, maximise throughput, 
minimise response time, and avoid overload of any single resource. Load balancing usu-
ally involves dedicated software or hardware, such as a multilayer switch or a Domain 
Name System (DNS) server process. [33] 
 
     
Figure 16: Left: Even distribution of IP traffic across two or more links (Load Balancing) 
Right: Spreading network traffic across or more equal or unequal links/paths (Load Sharing) [33] 
 
Load balancing differs from channel bonding so that load balancing can be implemented 
with hardware (see example Figure 17 below), software, or a combination of both. In a 
hardware-based cluster, the hardware device controls all of the traffic to the servers in 
the load balancing cluster. In a software-based load balancer, each of the servers in the 
load balancing cluster includes software to support the cluster. [34] 
 
 
Figure 17:  A typical load balancing configuration [35] 
 
When a user connects to a web site, the load balancer uses an algorithm to direct the 
user to a specific web server. Different users are connected to different web servers and 
the overall result is that the load is balanced among each of the servers. Load balancing 
is usually the main reason for computer server clustering. [34] 
 
Companies whose Web sites get a large amount of traffic usually use load balancing. 
For Web serving, one method is to route each request in turn to a different server host 
address in a DNS table, round-robin fashion. In many cases, if two servers are balancing 
a work load, a third server is required to determine which server to assign the work to. 
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Since a load balancing system requires many servers, it is usually combined with failover 
and backup servers. In some cases, the servers are distributed over different geographic 
locations. [35] 
 
With load balancing, it is possible to balance the traffic across different network technol-
ogies. Applications are distributed across different links, thereby utilising the bandwidth 
of the individual links in parallel. In other words, application one goes on link one, appli-
cation two on link two, and so on. Due to this reason, the applications can only access 
the bandwidth of an individual link but not the sum of all links. If one link goes down, all 
applications which were transmitting data across the link are impacted. If the quality of 
connection gradually decreases (e.g. increase in latency or packet loss), it is impossible 
to route the application (e.g. IP telephony or SIP trunking) across a different link. [4] 
 
3.7 Performance Based Routing 
 
Performance-based routing enables transmitting applications based on different criteria 
across parallel network infrastructures. These criteria are e.g. response time, packet 
loss, jitter, mean opinion score (MOS), availability, traffic load, and cost policies. It lever-
ages regular routing protocols such as BGP, OSPF, and EIGRP. This technology is more 
advanced than load balancing since it takes into consideration the specific needs of the 
applications. For this reason, the technology is very CPU intensive and requires mid- to 
high-end router platforms. [4] 
 
There are some shortcomings in performance based routing as well. Applications can 
access the bandwidth of an individual provider link but not the sum of all links. If a link 
breaks down, all applications which were transmitting data across the link are impacted. 
It takes a short while to recover and start retransmitting the data across a different link. 
In addition, if the quality of connection gradually decreases (e.g. increase in latency or 
packet loss), it is impossible to route the application (e.g. IP telephony or SIP trunking) 
across a different link. [4] 
 
3.8 Broadband Bonding 
 
Earlier bonding methodologies, such as Channel bonding [36] took place at lower OSI 
layers (Layers 1, 2, and possibly 3). Channel bonding refers to networking setup where 
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two or more network interfaces on a host computer are combined for redundancy or 
increased performance. This approach requires coordination with telcos for implementa-
tion. In addition, European and Asian spectrum regulatory agencies have banned 802.11 
channel bonding from their countries. [36] 
 
Broadband bonding (also referred to WAN bonding in this thesis) refers to aggregation 
of multiple channels at OSI Layers at level four or above. Bonded channels can include 
wired links such as a T1 or DSL line, as seen in Figure 18 below. Furthermore, it is 
possible to bond multiple cellular links or a mix of wired and cellular lines for an aggre-
gated link. Broadband bonding adds quickly and cost-effectively bandwidth to the net-
work without the need for changes to the Local Area Network (LAN) architecture. [37] 
Since broadband bonding is implemented at higher OSI layers, it can be deployed with-
out coordination with telcos. 
 
 
Figure 18: Broadband bonding principle, here 2x VDSL + 1x 4G/LTE [6] 
 
 
Leased line solutions are based upon dedicated fibre or similar connections to the office 
and typically provide bandwidth of between 1 Mbit/s and 10 Mbit/s. The availability of 
these connections is dependent on location, and often, they are subject to set-up and 
monthly rental fees with contractual commitments of several years. They cannot be eas-
ily transferred between locations impacting the cost and ease of any move or change to 
business operations. Broadband bonding solutions can be considered as a noteworthy 
alternative to leased lines. [37] or a substitute for fibre optic connections. 
 
Unlike load balancing, broadband bonding is based on simultaneous utilisation of multi-
ple links. Here, several WAN links from different service providers and via different trans-
mission media are combined to one single connection that is available for all applications 
within the network. This virtual bonded high-speed connection (see the basic idea illus-
trated in Figure 19) is based on at least two individual broadband links. As a result, all 
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WAN links available are combined to form one connection which provides the sum of all 
individual bandwidths either for only a single or for several applications. This is very ad-
vantageous e.g. for video conferences, back-ups, file transfers, downloads, and for con-
tent delivery. [4] In addition, the bandwidth may be increased upwards step by step in-
dependently from an individual Internet provider. 
 
 
 
Figure 19: Bonding technology enables summing up bandwidths of broadband connections. [38] 
 
 
The main advantage in WAN bonding is that even if one connection fails or the quality 
decreases, the router is able to send potentially lost packets through a different provider 
link. Only the total bandwidth to the link decreases. This kind of an architecture also 
ensures a high level of security. Here, single packets are fragmented across different 
provider networks. It is almost impossible to intercept several provider networks and cor-
relate the fragments in order to reconstruct the IP packet. [4] 
 
Mixing of different access technologies create an uptime close to 100% which signifi-
cantly decreases the outage risk. There is no loss of connectivity for an application if a 
link goes down as long as at least one link remains. Consequently, packet loss is mini-
mal, even in most challenging environments (e.g. in fast moving vehicles). 
 
Some corporate networks may span across countries or even across continents. In many 
cases, these networks are operated by a single big Internet provider such as T-Systems, 
AT&T or TeliaSonera. As a consequence, corporate networks are often administered 
externally. Such big Internet providers usually offer costly and long term contracts which 
are also inflexible. This means that preferred modifications or updates in the network 
may take too long time to execute and usually cost a lot of money. The providers may 
also create dependencies in terms of availability, service quality, and QoS with the en-
terprises whose networks they operate. [39] 
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The adding of new or temporary locations into a corporate network usually requires time 
with big service providers. Sometimes a big provider is not able to offer suitable connec-
tions (MPLS, T1, SDSL) at a new location or may only provide them at very high costs 
or with a long delivery time. As far as international connections are concerned, the re-
spective provider chosen by the enterprise must have their own infrastructure in the re-
spective countries. Alternatively, they must be ready to cooperate with local providers. If 
such cooperation must be negotiated in the first place, the local site-to-site connection 
may delay dramatically. In such cases, the enterprise might choose a traditional VPN 
solution without bonding. [39] 
 
The idea of bonding concept is that it is not based on a single connection, but on the 
bonding of at least two connections of different service providers and access technolo-
gies. It is possible to start with only one access technology, and at a later stage, add 
additional WAN media into the bonding setup. This thesis introduces bonding technology 
as a cutting-edge technology in increasing the network performance. 
 
3.8.1 Bonding of Several Media 
 
With bonding technology, it is possible to take advantage of media that are physically 
different to obtain high reliability. Relatively cheap consumer products like ADSL, cable 
and 3G / 4G mobile connections can be utilised to form one fast and reliable site-to-site 
VPN. This kind of a solution can be much lower priced compared to deploying leased 
line or MPLS. The solution is implemented with combination of hardware, software and 
by means of certain algorithms. The bundling procedure is protected by patents owned 
by the vendors. 
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4 Commercial Implementations of Broadband Bonding 
 
There are a few commercial implementations of broadband bonding: Viprinet’s Multi-
channel VPN Bonding technology, Mushroom Networks' Broadband Bonding Service, 
and Peplink’s Speedfusion Bonding technology. 
 
4.1 Mushroom Networks 
 
Mushroom Networks, Incorporated, is based in San Diego, California. Their products and 
services are focused on a range of networking solutions for enterprises and small/me-
dium sized businesses in various industries. Mushroom Networks was founded in 2004 
as a spin-off from the University of California at San Diego. Mushroom Networks’ prod-
ucts are based on the patent pending Broadband Bonding® technology developed by 
their engineering team. [40] 
 
4.1.1 Truffle Broadband Bonding for Enterprise Solutions 
 
Mushroom Networks provides bonding solutions for enterprises. For an organisation that 
has branch offices connecting to the headquarters, Virtual Leased Line (VLL) powered 
by Truffle Broadband Bonding Network Appliances provides a WAN bonding solution. 
With Truffle network appliances at the branch offices and at the headquarter, the branch 
offices are able to bond together their various Internet access lines to create a virtual 
secure IP pipe to and from their headquarters (see Figure 20 below). VLL is a cost ef-
fective alternative to MPLS. It can also be utilised to offload public Internet traffic of MPLS 
when deployed as an extension to MPLS. [41] 
 
 
Figure 20: Example of Truffle with VLL Server solution [40] 
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If the branch office Internet traffic is transmitted through the headquarter (such as 
through a VPN), then the branch office is able to utilise VPN bonding and the aggregated 
bandwidth not only for the point-to-point connection to the headquarter, but also for the 
traffic to/from the public Internet. Optionally, the remote office public Internet traffic can 
be offloaded and bonded locally. [41] 
 
4.1.2 Truffle Lite for Small and Medium Businesses 
 
Mushroom Networks has a lighter solution for small and medium size businesses. 
Standalone Truffle provides dual WAN router for high speed Internet connectivity for 
companies that require high Internet connection speeds but are not willing to pay the 
high monthly subscription fees or do not have those high speed services available. With 
Truffle Lite, dual WAN firewall, several broadband connections can be combined to cre-
ate a virtual pipe for the small business Internet service, as the example (see Figure 21) 
shows below. [42] 
 
If there are several branch offices that need to be connected via leased lines, Mush-
room’s Virtual Leased Line (VLL) solution provides a cost effective bonded IP pipe be-
tween the offices. VLL is powered by Truffle units installed at the office locations and 
enables the offices to bond their Internet access lines to create a virtual point-to-point 
connection. [42] 
 
Any type of traffic between the offices (including VPN traffic) will be bonded in both down-
link and uplink directions. ADSL and cable lines can be bonded together to create a 
faster than T1 or E1 based leased line. 
 
 
Figure 21: Truffle Lite Principle [42] 
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VLL enables a reliable IP pipe between the office and its colocation at an Internet data 
centre. In cases where the Internet traffic is transmitted through the data Centre, all the 
Internet traffic to/from the office will be able to leverage the bonded IP pipe speeds. [42] 
 
4.2 Viprinet GmbH 
 
Viprinet has been manufacturing innovative network components since 2006. They are 
the inventor of a patented technology that aggregates the bandwidths of different wide 
area network technologies. The company is situated in town Bingen am Rhein Valley. 
Their 55 employees develop, produce, and sell networking products to the whole world. 
Viprinet has local teams in the Netherlands, the UK, the Nordics, and California. [6] 
 
Viprinet’s VPN tunnel technique provides more reliable Internet connections and in-
creased data transfer rates. It allows a new kind of highly available connection for sta-
tionary as well as for mobile sites. With a multichannel VPN router several broadband 
lines can be combined into a single, highly-available joint line. It is possible to combine 
up to six physical WAN links. Viprinet claims its technology is more advanced than load 
balancing which can only distribute traffic to several WAN links. [6] 
 
Viprinet’s solution can combine access technologies, such as ADSL, SDSL, 
3G/UMTS/HSPA+, or 4G/LTE, as illustrated in Figure 22. The LAN sees these connec-
tions as one link that provides the accumulated up and downstream of the different links. 
However, the company claims that 10-15% of the bandwidth is consumed by the bonding 
procedure. [3] According to Viprinet, the reliability of a connection increases up to 99,9 
per cent when, for instance, 4G is bonded with wired connection. 
 
 
Figure 22: Principle [117] and a comparison of typical downtimes (hours per annum) [6] 
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Viprinet uses an exceptional VPN tunnel technique with a star topology for fast and se-
cure site, facility, and vehicle connectivity. This procedure requires the integration of two 
different devices. A multichannel VPN router creates an encrypted VPN tunnel to a single 
central remote station, the multichannel VPN hub, via each available Internet line. These 
VPN tunnels are then bundled into one tunnel through which the data is transferred. [6] 
 
The multichannel VPN hub is usually installed in a secure and sufficiently connected data 
centre and it acts as an exchange. Data targeted at another company site will be for-
warded through the bundled VPN tunnel. Data targeted at the public internet will be de-
crypted and forwarded to its destination. The VPN hub provides reliable and fast com-
munications between different multichannel VPN routers. In addition, it serves as ex-
change point between the encrypted VPN and the public Internet. [6] 
 
Viprinet can be flexibly integrated into existing network infrastructures. These can be 
extended or replaced step by step by a cost-effective solution that ensures higher avail-
ability. Furthermore, Viprinet’s solution offers more independence from business ISPs 
used to date. This provides a good bargaining position for the company in relation to 
single Internet and solution providers. [39] 
 
The bandwidth and latency of all links will be measured. From these measurements re-
sult the ideal bandwidth for each WAN connection to be bonded as well as an overview 
over how the different WAN links can be reasonably coordinated on the basis of their 
latencies. For these measurements and adaptions, Viprinet provides automatic pro-
cesses (autotuning) as well as fine-grained manual adjustments.  
 
Since no data traffic is identical with another, the bonding procedure provided by Viprinet 
allows different types of traffic to be handled separately. This is implemented by priori-
sation and distribution of data packets within the bonded tunnel. In addition, Viprinet’s 
solution allows distributing the traffic types dynamically onto the available bandwidth us-
ing QoS classes that can be freely defined. 
 
Due to special transfer optimisations, like TCP and streaming optimisation, Viprinet tech-
nology may be employed in usage scenarios that need a lot of bandwidth, like Unified 
Communications or live video broadcasting of events as well as in classic site-to-site 
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connection. [39] Viprinet’s solution may harmonise and supplement already existing net-
work infrastructures in several ways. In the following subsections, two potential opera-
tional scenarios are described. 
 
4.2.1 International Site-to-Site VPN 
 
Company networks are often structures that have grown over several years and, due to 
that, cannot be replaced at once. In many cases, these networks are based on MPLS 
infrastructures that are offered as a service by external Internet providers. When a com-
pany establishes a new site, it needs to be connected. Changes to the existing MPLS 
solution on short notice can cost a big amount of money. [3] 
 
A large international enterprise from Germany aimed at connecting several larger and 
smaller locations in different countries all over the world via MPLS. Several of these new 
locations were situated in very remote places. Implementing full connectivity via MPLS 
to these places would have been aimless due to cost and logistic reasons. [39] 
 
However, the enterprise continued to utilise MPLS for its intercontinental connections 
among the regional head offices in order to keep the costs down for the connection while 
upholding a constant quality. In this case, the connections of the local sites to the MPLS 
handover points needed to be summarised by countries and continents and realised via 
Viprinet. [39] 
 
As a consequence, one Viprinet Multichannel VPN hub for each continent (Europe, North 
America, South America) was installed in a sufficiently connected data centre and the 
new locations were equipped with a suitable multichannel VPN router. This way, data 
traffic from Berlin and London terminates at hub Europe, traffic from New York and Los 
Angeles terminates at hub USA, and traffic from Santiago de Chile terminates at hub 
South America. These hubs are then connected with each other via MPLS, as shown in 
Figure 23. [39] 
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Figure 23: MPLS and Viprinet work hand in hand. The hubs where VPN 
routers for different continents terminate, are located in a single data centre [39] 
 
 
It is claimed that in comparison to solutions based on SDSL/IPSec and MPLS, a solution 
fully based on Viprinet’s technology can result in savings of about 90%. [6] 
 
4.2.2 Redundant Site-to-Site VPN 
 
The price for corporate MPLS solutions offered by big telecommunication providers is 
quite often very high. Reason for this is that in many cases, MPLS infrastructure is una-
vailable in the respective locations and implementing the network has to be started from 
the scratch. [39] 
 
This is what happened to a German company that had assigned a large provider to install 
the connections to its locations. Since the company no longer had to take care of its local 
connections, the company was also no longer able to modify the existing network infra-
structure or to intervene in case of a failure. In addition, the company became entirely 
dependent on its provider. Connecting a new location generated administrative costs 
since the provider had to check whether MPLS solution was available for this location. 
In some cases, a new site-to-site VPN deployment was delayed by several weeks and 
months, or the needed amount of money for implementing this increased dramatically. 
[39] 
 
The company got back a part of its independence and also increased the availability of 
its locations with help of Viprinet. A WAN bonding solution was installed in parallel to the 
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existing MPLS infrastructure, as illustrated in Figure 24. A multichannel VPN router was 
installed at each site next to every MPLS router and equipped with hot plug modules 
according to the conditions on the spot. Through this, DSL and LTE can now be bonded 
to a highly available broadband connection that transmits the fragmented data stream to 
a Viprinet multichannel VPN hub. The hub was installed separately from the company’s 
MPLS infrastructure in a secure data centre. The hub reassembles the data stream, de-
codes it, and forwards it to the desired target on the public Internet or intranet. [39] 
 
Figure 24: MPLS and Viprinet solution work in parallel [39] 
 
 
After this, the company was able to independently decide whether the data traffic was 
routed via MPLS or Viprinet infrastructure. This could be implemented dynamically in 
accordance with availability and other requirements. The only thing needed was a gate-
way with an upstream connection to both systems that distributed the data traffic accord-
ingly. [39] 
 
In case that the externally managed MPLS solution fails, the location would anyway be 
connected to the Internet and to the company’s intranet. Through this, the company be-
came independent of the availability of the managed service. Since there are now two 
parallel connections to use, they achieved more bandwidth in total. It was possible to 
install Viprinet independently from the managed service. This means that the company 
is in better bargaining position in relation to such providers. [39] 
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4.3 Multichannel VPN Hub and Router 
 
Viprinet uses a VPN tunnel technique with a star topology for secure and fast site, facility, 
and vehicle connectivity. Two different devices need to be integrated for these imple-
mentations. The multichannel VPN hub serves as VPN concentrator for the VPN tunnels 
built by the multichannel VPN routers for transferring data via several bundled broadband 
lines. These bundles are then terminated in star topology with a multichannel VPN hub 
in a data centre. There, the data is decrypted and forwarded to its original destination. 
[43] 
 
There are three types of multichannel VPN hubs offered by Viprinet. VPN hub 1020 pro-
vides bonding capacity of up to 200 MBit/s which makes this hub fit for smaller or me-
dium-sized company networks. Depending on the bandwidth available at each site, com-
pany networks consisting of 10 to 15 sites can be covered. [43] The table in Figure 25 
shows the technical specifications of Viprinet Multichannel VPN hubs. 
 
 
Figure 25: Technical specifications of Viprinet Multichannel VPN hubs [6] 
 
 
VPN hub 2030 is designed for providing bonding capacities in the enterprise sector. Es-
pecially large companies that need to connect a big number of sites can use this model 
since its bonding capacity is up to 500 MBit/s. It is possible to terminate numerous Mul-
tichannel VPN routers on a single hub. Here, the so called Hub Redundancy System 
enables high reliability in maintaining the remote station. In addition to those hubs in 
productive use, one or more backup (hot spare) hubs can in case of a hub malfunction, 
take over all functions of the defective device with short delay. The VPN hub 2030 needs 
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to have a subscription to Viprinet Lifetime Maintenance. Without this license, updates 
and support will not be available. [44] 
 
The Multichannel VPN Hub 5010 (see Figure 26 below) has been designed for use in 
large ISPs and enterprises. It provides bonding capacity of 2 GBit/s, which enables man-
aging a large number of clients. Depending on the user scenario, it can manage up to 
250 VPN sites. This model can be operated in two separate electric circuits since it has 
two redundant hot-plug power supply units. [45] 
 
The optional hub tunnel segmentation allows terminating several different customers on 
the same VPN Hub with their data traffic being separated from each other. This is an 
option especially designed for ISP use. It enables multiple setups, where different cus-
tomers may even use the same private IP address space without any IP addressing 
conflicts. Hub tunnel segmentation allows placing one or more tunnels into a dedicated 
segment, similar to the way VLANs function in the LAN world. 
 
 
Figure 26: Viprinet Multichannel VPN hub 5010 [6] 
  
The multichannel VPN hub is usually installed in a highly secured data centre and acts 
as an exchange: Data targeted at another company office will be forwarded through the 
relevant VPN tunnel. Data targeted at the public internet will be decrypted and forwarded 
to the destination. The VPN hub provides an exchange point for secure and fast com-
munications between the multichannel VPN routers. Moreover, it serves as pivotal ex-
change point between the encrypted VPN and the public Internet. [46] 
 
The Multichannel VPN Router 200, is a hybrid router especially for use in home offices 
and while travelling. With this device, an existing Internet connection can be bonded with 
another one. The hybrid technology combines a landline medium like DSL or cable with 
a mobile data connection like UMTS / 3G or LTE / 4G. 
 
Here, unused upload capacities in mobile phone networks serve as “upstream booster” 
for DSL. Through this, a slow DSL connection with 3 Mbit/s downstream and 300 Kbit/s 
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upstream is turned into a symmetric link that provides several Megabit in the upstream 
direction, e.g. for video conferencing. [47] Figure 27 illustrates the Viprinet Multichannel 
VPN router models 200, 300/310 and 2620. 
 
   
Figure 27: Viprinet Multichannel VPN Router models 200, 300/310 and 2620 [52] 
 
 
The router 200 router’s integrated WiFi Access Point with 2.4 or 5 GHz (Dual Band) 
distributes bandwidth to all available terminals such as PCs and tablets. The hybrid 
router can be upgraded to future technologies thanks to its module slot. 
 
The Multichannel VPN Routers 300 and 310 (device in the middle in Figure 27) are suit-
able devices to connect small offices or mobile sites to the Internet or a corporate VPN. 
By bonding up to three different Internet lines into a single virtual link, the connection 
becomes both reliable and fast. Passively cooled desktop design makes the devices 
suitable for use in home offices. [48] 
 
The VPN routers 300 and 310 can be used directly at workstations as they are passively 
cooled. The network structure can be easily altered to the changing requirements by 
adding or removing the different hot plug modems. The maximum bonding capacities are 
100 MBit/s (Multichannel VPN Router 310) or 50 MBit/s (Multichannel VPN Router 300). 
In combination with the Multichannel VPN Hub 1020, the devices are especially suitable 
for small and medium sized company networks. [48] 
 
With multichannel VPN router 2620 (see Figure 28 below) it is possible to bond up to six 
different WAN links into a single, high-performance virtual link. The maximum bonding 
capacity is 400 MBit/s. With hot plug modems, the network structure can be individually 
adapted to changing requirements. This model is ideal for medium and large businesses. 
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Figure 28: Multichannel VPN router 2620 and technical details [49] 
 
 
The Multichannel VPN router 2620 is robust and persistent. It can be mounted to 19’’-
racks with the included angle brackets. It is recommended to combine 2620 router with 
the multichannel VPN Hub 5010 when establishing medium sized and large company 
networks. [49] 
 
4.4 Hot Plug Modules 
 
With hot plug modules it is possible to equip a multichannel VPN router with a combina-
tion of modem types to utilise locally available Internet access options. Hot plugging 
means that modules can be replaced while the router is in use. This can be done without 
any interruption to running data transfers from clients inside the LAN. Depending on the 
type of Internet access to be used, different types of modules are available in Viprinet’s 
solution. The range of module types is expanding. In case new types of Internet access 
become available in the market, it is possible update the router to these new technolo-
gies. [50] 
 
Supported technologies are e.g. VDSL2 / ADSL2+, ADSL2+ Annex A and Annex B, 4G 
Europe II, 4G Europe LTE 450, LTE/DC-HSPA+/EDGE/GPS and CDMA 450. SDSL mo-
dems, fixed line access routers and WiFi routers are supported as well. [50] 
 
If one of the modules does not cover an Internet access technology, Viprinet has a Gi-
gabit Ethernet module which allows to integrate any kind of external modem or line router 
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into the bonding. Through this, mobile data and WLAN links can be combined to create 
a reliable connection e.g. during events or on public busses. [50] 
 
With the 802.11 B/G/N WLAN CLIENT Module (see Figure 29 below), Viprinet multichan-
nel VPN routers can utilise an already existing WLAN infrastructure. It may be taken as 
a part of the bonding setup when wired networks are unavailable or difficult to connect 
to. This module supports the 2.4 GHz standard and can contribute up to 150 Mbit/s to a 
bonded link. Two SMA jacks can be used to connect this module to an external MIMO 
antenna, ensuring sufficient reception even under challenging conditions. [51] 
 
 
Figure 29: 802.11 B/G/N WLAN CLIENT module [51] 
 
With the 4G Europe LTE 450 Module, the emerging 450 MHz LTE mobile phone net-
works can be utilised. It is a frequency range formerly used for CDMA networks. In Fin-
land a nationwide 450 MHz LTE network is operated by Ukkoverkot Oy. Due to the char-
acteristics of the 450 MHz frequency range, these networks enable reception even in 
challenged circumstances. In addition, the module is also able to utilise the bandwidths 
of classic mobile data standards: It automatically switches back to UMTS if the reception 
takes place in regions with insufficient LTE coverage. The module is equipped with SMA 
connector. Through this, the module can be connected to any external antenna to in-
crease available bandwidth even with insufficient network coverage. [52] 
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4.5 RuggedVPN Solution 
 
RuggedVPN is Viprinet’s next generation firmware helping the routers to achieve more 
performance. Bonding capacity is increased up to 80% and latency lag and packet loss 
are reduced. It allows faster transmission of real-time information without buffering which 
is optimal e.g. for audio and video broadcasts. New features guarantee solid business 
continuity for user’s critical applications, whether they are at the office, on the road, or in 
the field. [53] Figure 30 shows a demonstration of classic bonding and FEC bonding 
modes. 
 
 
 
Figure 30: Classic bonding and FEC bonding modes [53] 
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The RuggedVPN solution is based on technology called Distributed Forward Error Cor-
rection (DFEC). It prevents time-consuming re-transmissions by recreating packets with-
out delay, as illustrated in Figure 30 above. The solution uses adaptive compression only 
if the flow is compressible. This results in better throughput. In addition, RuggedVPN 
offers IPv6 support, data compression, and support for VLANs via VPN tunnels. It sup-
ports a higher number of users and locations and therefore less VPN hubs are needed. 
From 2016, all new Viprinet products will have RuggedVPN installed. A subscription to 
Viprinet Lifetime Maintenance will be necessary to access the new RuggedVPN firm-
ware. [53] 
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5 WAN Bonding in Several Contexts and Applications 
 
This chapter describes a few example applications which can benefit from WAN bonding. 
There are many fields of industries that can easily optimise and increase the perfor-
mance of their connectivity solutions by utilising this solution. This can result in profits in 
an organisation. Whenever a reliable broadband connection is needed, conventional ser-
vice provider offerings are usually too narrowly considered. For this reason, many cus-
tomers often do not get what they need from their connections. This is the situation es-
pecially when different kinds of applications have to be covered by only one connectivity 
solution. [54] In the following sub-sections some of the potential scenarios of WAN bond-
ing in certain fields of industries and arrangements are outlined. 
 
5.1 Public sector 
 
The Finnish National Board of Antiquities ICT renewal will cost 400 TEUR per month 
more than originally expected, Helsingin Sanomat revealed in its article. [55] This exam-
ple among others verifies the fact that if every government agency tries to develop solu-
tion especially for their own purposes, the total bill will be most certainly over budget. 
Public sector in general with its several activities is an example where WAN bonding 
technology can be applied and thereby achieve remarkable cost savings. It also creates 
a backbone for numerous useful applications. 
 
The costs regarding Finnish public sector is currently a hot topic since this part of the 
economy is undergoing a massive reformation. The size of Finnish public sector in 2016 
is approx. 58 percent of GDP. This is more than in any other country in the EU. [56] 
Consequently, the national debt burden is growing fast, being approx. 100 billion Euros 
in 2016 [57]. To change the course, the public services have to be produced in a much 
more effective way, thus drastically decreasing the costs in every field. In order to reach 
the goal, network connectivity solutions must be re-designed to meet the demands. The 
network solutions must provide for reliability, reach, and enough bandwidth in order to 
cater for connectivity needs of future applications. 
 
Another field in public sector where the technology can be applied is health care and 
ambulances: Instead of relying on one service provider, the aggregation and summing 
up of e.g. three cellular links from different providers ensures a reliable high-speed link. 
Through this, ambulances may stream HD video to consult specialists at their hospitals. 
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[28] This can be implemented already at the place of operation or on the way to the 
hospital. Here, patient more likely gets right kind of treatment faster when he arrives at 
the hospital. WAN bonding is also an ideal solution to deploy in new hospital projects 
[58] in Finland to provide remedy for possible network outages. 
 
5.2 Internet of Things 
  
The Internet of Things (IoT) is a network of physical devices connected to the internet. 
This includes everything from cellphones, coffee makers, dish washers, fridges, thermo-
stats, lamps and wearable appliances. The connected devices can send or receive in-
structions or data. A single device may or may not be directly connected to the Internet, 
but at least one node on the network is connected. [59] Basically, all devices that benefit 
from an Internet connection will be connected in the future. In this Networked Society, 
every person and every industry will be empowered to reach their full potential. IoT tech-
nology is the main enabler of this vision by delivering machine-to-machine and machine-
to-person communications on a huge scale. [60] 
 
According to Ericsson, there will be around 28 billion connected devices by 2021, of 
which more than 15 billion will be connected M2M and consumer-electronics devices 
[61]. A large part of these will be applications implemented with short-range radio tech-
nologies such as Wi-Fi and Bluetooth. However, Ericsson forecasts that major part of the 
new applications will be enabled by wide area networks that are mostly expedited by 
cellular networks. [60] Figure 31 shows Ericsson’s vision of requirements for massive 
and critical IoT applications. 
 
 
Figure 31: Ericssons vision of requirements for Massive and Critical IoT applications [61] 
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There will be a number of IoT use cases in the future. Ericsson foresees that the market 
is now growing toward both massive IoT deployment as well as more advanced solutions 
that may be categorised as critical IoT [61]. 
 
In massive IoT applications, which are typically sensors that report to the cloud 
on a regular basis, there will be not very high demands for connectivity. Critical IoT ap-
plications at the other end of the scale will have very high demands for reliability, 
availability, reach and latency. [61] These use cases can be enabled by new connectivity 
solutions and network technologies (see a bonding solution principle in Figure 32). 
 
 
 
Figure 32: IoT ecosystem principle based on bonding technology [62] 
 
 
High-class connectivity will be the foundation for IoT, and the required access type will 
depend on the nature of the application. The IoT market is growing up to cover multiple 
application segments including industry and logistics, healthcare, automotive and build-
ing automation. [61] There are some technologies on the market designed especially for 
IoT needs. These solutions, such as Sigfox, may be based on Low-Power Wide-Area 
networks. This technology can provide very low data rates and due to this the battery life 
can be relatively high, up to 15 years. [63] These are “closed” ecosystems apart from 
traditional cellular networks which means that users may have to register themselves in 
order to utilise the frequency for their IoT solutions. 
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5.2.1 Smart Home 
 
Reliable high-speed Internet access is not a necessity for all devices deployed in the 
home. However, full smart home functionality depends on the availability of a perma-
nently accessible broadband connection. Juniper outlines in its research from June 2015: 
“After a long time as a concept, the connected home is now showing signs of becoming 
a reality. There are many elements that comprise the connected home and several tech-
nologies that enable it.” The connected home is closely linked to the consumer electron-
ics market, since consumer electronics are mostly used at home. [64] 
 
There are many definitions that can be attributed to the Smart Home concept, and these 
change as time and technology progress. Previously, a Smart Home may have been one 
with multiple devices independently connected to the Internet. A description of today 
would be a concept where multiple devices are connected in the same instance, i.e. to a 
central hub (see principle below in Figure 33). Where before several controllers were 
required to communicate with each device, today’s Smart Home has a central control, 
says Juniper Report. The Smart Home scenario which presents both service providers 
and vendors, is the one where the interconnected devices at home have the ability to 
share information with one another. In other words, they are part of IoT. [64] 
 
  
Figure 33: Smart Home Principle [65] 
 
The connected home requires bandwidth. VOD (Video-On-Demand), IP-TV, video con-
ferencing in healthcare applications and VoIP telephony all place demands on mobile 
operators and ISPs. Even with 4G/LTE technology implemented to improve spectrum 
efficiency, consumer demand for data is an outstripping supply. ISPs are facing chal-
lenges in the near future as huge number of users connect more and more devices to 
the home network. The fixed-network speeds are now easily able to cope with HD quality 
video, and sites such as YouTube and Netflix already supporting 4K resolution videos. 
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When the number of connected devices explodes, network operators may have to re-
consider their strategies in order to successfully support the data-consuming Smart 
Home. [66]. Figure 34 shows the global Smart Home service revenue split by service 
according to Juniper. 
 
 
 
Figure 34: Global Smart Home Service Revenue Split by Service 2018: $72 BN [66] 
 
The Smart Home service revenue from all the segments analysed in Juniper report is 
forecast to reach over $72 billion in 2018, as illustrated in Figure 34. This is driven pri-
marily by the entertainment segment. According to the report, growth has been spurred 
by the emergence of high-profile content providers such as Netflix, and Amazon Instant 
Video. The increasing adoption of connected TVs.has also a strong effect on this. [66] 
 
5.2.2 Telematics and Smart metering 
 
Some operators have tailored services to specific industries already, while others are still 
investigating the possibilities that different industries offer. Each industry sector has its 
own profile in terms of number of users, bandwidth requirements, profitability per con-
nection and growth profile. [64] 
 
Telematics has an important role in broader M2M industry and comprises many different 
implementations in both the consumer and commercial sector ranging from in-vehicle 
infotainment for consumers to fleet management services for businesses. Many telemat-
ics applications, especially the consumer telematics sector, require higher bandwidth 
than other M2M applications. Telematics can serve as the platform for usage-based in-
surance and stolen vehicle recovery services. Moreover, telematics can be utilised by 
commercial auto insurers for fleet products, driver data and vehicle monitoring. [64] In 
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order to be able to implement these applications, a reliable and highly available network 
access will be required. 
 
Smart metering provides real-time metering of electricity, water, gas and other utility ser-
vices. It involves using chips, SIM cards and a reliable network access to share this 
information. The idea in smart metering and the ‘smart grid’ concept is that meters and 
other devices are linked by a network. This allows the widespread collection and sharing 
of information on aspects of resource usage. A reliable network access is a prerequisite 
for Smart metering applications. [64] This can be realised reliably by applying WAN bond-
ing at the place where metering takes place. 
 
5.2.3 Health Care and Remote Patient Monitoring 
 
Telemedicine and telemonitoring require network access with high bandwidth and the 
highest availability. One type of application is communication between doctors or nurses 
in hospitals and their patients with chronic diseases at home. Monitoring devices vary in 
their complexity and they are crucial to all eHealth services. In a simple case, a monitor-
ing device can be used to track patient’s blood pressure or weight in a system which is 
linked to a PC or tablet and a smartphone can be used as a hub. In a more complex 
case, heart arrhythmias can be managed through a special monitoring device that is 
linked via reliable Internet connection to a cardiologist. [64] 
 
Multiple sensors will get the data corresponding to different health parameters for differ-
ent parts of patient’s body by using a proper access network with high availability and 
bandwidth. Several sensors may be for help in a cooperative study for a single health 
problem. This enables remote monitoring of patient while the patient is static (e.g. at 
patient’s home) or when he is mobile (e.g. in ambulance). It also enables taking appro-
priate immediate action if alarm is raised or getting remote consultation from a doctor or 
specialist. 
 
Pilot telemonitoring projects have been implemented with Viprinet’s WAN bonding solu-
tion since it offers uninterrupted connectivity regardless of the location of patient’s home. 
Routers have enabled patients to be admitted from hospital to home with a tele-
homecare kit. The patient submits data such as blood oxygen level, pulse, blood pres-
sure and ECG to a central database. This is implemented several times a day. If some 
of the parameters are out of pre-set levels, a video conference between a tele-nurse and 
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the patient at home is triggered. The tele-nurse tries to understand why certain levels 
changed so much. [54] 
 
5.3 Retail 
 
Digitised applications, e.g. customer programs, pricing, logistics, or accounting are some 
of the reasons why retailers continuously require higher bandwidth and uptime. Previ-
ously 98% or 99% availability and DSL bandwidths were enough for retailers. Today, 
they are demanding 100% uptime and more upload bandwidth due to the existence of 
digital signage applications and online electronic payments. Each failure or bottleneck 
regarding network access will have a negative impact on cash register transactions and 
customer satisfaction. [54] 
 
Getting reliable Internet service is a critical step in preparing the retail business for 
emerging technologies. Retailers are quickly adopting new technologies and adapting 
operations to offer a more personalised shopping experience to their customers. Mobile 
POS, customer Wi-Fi or kiosk environments, and Internet of Things devices and sensors 
all require reliable Internet. All of the coming changes and devices will put a big strain on 
existing networks, says Carl Mazzanti in his LinkedIn article, published in Nov 2015. [67] 
 
Retailers expect that IoT devices decrease operating costs and improve operational per-
formance in every area. According to Mr Mazzanti, they count on high efficiency gains 
from real-time information applied to everyday processes in their business. IoT devices 
have the potential to create a “responsive” retail environment that is able to inform cus-
tomers’ potential re-purchases to influence their behavior. Customers, in turn, can benefit 
from a more personalised, appealing and adequate shopping experience, Mazzanti 
points out. [67] Enhanced connectivity provided by WAN bonding can enable numerous 
applications for supermarket environment, such as shopping-cart level checkouts 
(RFID). Applications for preventing shoplifting can also be designed on top of this solu-
tion. 
 
Detailresult B.V., a Dutch supermarket chain, migrated towards a Viprinet-based solution 
using DSL and 4G as a seamless back-up and upstream booster. According to the com-
pany, they have realised 100% uptime since then with 12 times the bandwidth for the 
same cost compared to their previous connectivity solution. [54] 
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5.4 Broadcasting 
 
Live broadcast radio activity has traditionally required redundant leased lines. By bond-
ing links of several 3G and 4G providers, broadcasting stations can utilise the flexibility 
and redundancy of the solution. Some international broadcasters use Viprinet’s solution 
for connecting their broadcast units and Satellite News Gatherings (SNGs), for transmit-
ting data from ships, busses, and cabs, and for reporters doing street interviews. [54] 
 
Internet research could earlier only be implemented when the vehicle was parked with 
extended and aligned antenna. The process needed to be started from scratch whenever 
the vehicle had to move (e.g. for parking violation). The result was often an inflexible and 
expensive Internet connection with a high latency. Some broadcasters use Viprinet’s 
vehicle mounted bonding instead of the satellite connection. As a result, they achieve 
flexibility in location without the need for line of sight, lower latency and cost savings. [54] 
 
There are high demands in terms of packet loss and latency with 2-way live audio. The 
latency must remain below 250ms with hardly any packet loss in order to keep the inter-
activity of the conversation. This requirement means high costs. Broadcasters can utilise 
multiple DSL lines in static environments. In mobile scenarios, broadcasters are using 
relay helicopters or even airplanes like during the Tour de France. In that case, audio is 
being transmitted via VHF to the intermediate, from which high-quality leased lines are 
used for forwarding the data. [54] 
 
   
Figure 35: Left: Multichannel VPN Router 300 by Viprinet assembled in a portable case and 
Multiport LTE from Wired Broadcast (based on VPN51x series) [68] 
 
A bonding router combines the networks of different service providers enabling a low-
latency connection with no packet losses. A low latency can be achieved by sending 
each packet across each of the different provider networks and always taking the one 
that arrives first. In addition, to achieve minimum latency it requires a data centre located 
as close to an IXP as possible. This also explains good audio quality without any packet 
drops. According to Viprinet, if a packet is lost on one network, it is going to show up 
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shortly after on a different provider’s network. Viprinet says that hundreds of its systems 
are being used in broadcasting. [54] Routers can be assembled also in special portable 
cases, as shown in Figure 35 on previous page. This enables easy carrying in the field. 
 
Finnish public service broadcasting company Yle operates six national radio and four 
national television channels. In addition, Yle produces 20 regional radio programmes in 
Finland. [69] The company would achieve desired cost savings by extending or replacing 
their currently used connectivity solutions with a WAN bonding solution instead of invest-
ing e.g. in expensive new satellite equipment. The WAN bonding technology would offer 
seamless connectivity in national sport events and street interviews for daily news. 
 
 
5.5 Ferries, Ships and Oil Platforms 
 
Tourists and travelers need proper Internet connections regardless of the location. A 
tourist on a river cruise or a business traveler on a ferry need to access the Internet for 
travel plans or business communications. Previously, connectivity was possibly delivered 
by one 3G/4G provider, which led to very poor performance in terms of bandwidth and 
latency. In addition, poor network coverage, especially in rural areas such as river and 
sea shores, often leads to frequent disconnects. [54] 
 
The challenging connection scenarios can be resolved even in the maritime and off-
shore industries. This includes regions without mobile reception or ferries frequently 
crossing borders. With bonding technology, ship, cruise, and ferry operators have a new 
opportunity to offer better service quality and create new services and applications for 
travelers. At the same time, the solution reduces the latency and disconnects due to 
better coverage by combining different provider networks. [6] As a consequence, an in-
creased customer satisfaction can be achieved which, in the long run, leads to growth in 
number of customers. 
 
Boat owners often suffer from the lack of reliable and cost-effective Internet connectivity 
especially, when boats are away from shore. Since with bonding technology provided by 
Viprinet, it is possible to bond 4G and VSAT along with other WAN technologies, man-
agement activities, videoconferencing, and other bandwidth consumptive activity can 
take place near and away from shore. In other words, e.g. a floating remote office is easy 
to set up on boats or bigger yachts without having to depend only on one ISP and access 
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technology. Viprinet solution has already been implemented on some cruise ships and 
yachts where it delivers a seamless Internet connection even when crossing country 
borders. In addition, this solution is already used on some oil platforms in order to reduce 
the cost of satellite links during emergencies. [54] 
 
5.6 Law Enforcement 
 
Law enforcement organisations have recognised a need for fast and reliable broadband 
data applications. A secure and reliable broadband access increases efficiency and se-
curity regarding the everyday work tasks of authorities, says Goodmill Systems Ltd, a 
Finnish company providing critical broadband operator independent connectivity for ve-
hicles. It saves money, time and even lives. [70]. Law enforcement organisations require 
Internet access at the point of need regardless of the coverage of a single service pro-
vider. They were previously dependent on satellite links with the need for line of sight 
and fixed location or mobile network coverage of a single provider. These approaches 
did not work well for first responders where coverage and line of sight did not correspond 
with the actual need. [54] 
 
Land mobile radio systems (LMR) have been implemented by police organisations 
around the world for better field operations communication. These systems, whether 
TETRA, TETRAPOL or P25 technologies, were designed for specific public safety voice 
applications. In addition, they often use technology which is similar to the first digital 
mobile networks. These systems provided a great improvement for voice-only services, 
but the networks based on these technologies have nowadays limitations in terms of 
data capacities.  Data traffic carried over digital LMR networks may even endanger pri-
mary voice services. [70] 
 
According to Goodmill Ltd, the required connectivity solution must improve the function-
ality of voice. In addition, it must provide data communication that meets the require-
ments of public safety. The requirements for current and future data connectivity for law 
enforcement agencies are e.g. availability, bandwidth, coverage, data integrity, interop-
erability and cost efficiency. [70] 
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5.6.1 Police Specific Requirements 
 
Jurisdictions are sharing an increasing amount of information between each other. This 
has become a useful tool for improving the efficiency of police operations, says Goodmill 
in its case study “Broadband Data for Police Vehicles”. [70]. This means that data is 
collected and forwarded between different jurisdiction databases. These kinds of appli-
cations are impossible to implement with voice and SMS-type data services since they 
have technical limitations. Broadband capabilities which meet public safety requirements 
are essential in order to improve efficiency.   
 
Combining multiple connections and access technologies is a reasonable way to enable 
new data applications designed for police and security force activity, the case study un-
derlines. The idea is, as Figure 36 illustrates, to combine two or more relatively well 
functioning links into one connection that meets the requirements of field operations. The 
bonding technology gives the possibility to utilise existing parallel commercial and/or pri-
vate networks without having to re-negotiate with the service provider. The used routers 
are equipped with several wireless hot plug modules supporting certain radio technolo-
gies or operators’ networks. Routing of mission critical traffic should always be performed 
using the best connection available. [70] 
 
 
Figure 36: A principle of combining links by Goodmill Systems Ltd [70] 
 
There are many services police authorities can utilise with the high-speed bonded con-
nection. The future seems to offer several capabilities. The first step is to enable basic 
functionality such as e-mails with large data files to be sent without interruption. The 
increased bandwidth also improves situational awareness. It enables seeing in real time 
where all other units are and what their status is. With increased broadband capabilities 
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provided by Goodmill, it is possible to expand the area within which units can be sur-
veyed. It also provides for faster and secure sharing of confidential information since the 
data packets are fragmented across different provider networks and backbone infrastruc-
tures. [70] 
 
Goodmill Systems Ltd provides equipment for Finnish authorities. Their services include 
real time blogging, where units can write their observations to specific shared pages on 
a region by region basis. According to Goodmill, this service has been well received by 
the authorities. [68] Their connectivity solution enables faster and secure sharing of con-
fidential information. It is possible to call up a suspect’s criminal record, outstanding and 
previous fines or vehicle information. All the required tasks can be done on the spot, 
while needed documents can be created and printed immediately. This includes many 
tasks, such as on the spot fines, crime enquiries, sentence claims, weapon register 
checks, personal ID and passport checks. [70] 
 
Some law enforcement agencies and SWAT teams utilise Viprinet’s solution since it is 
able to bond several 3G and 4G signals of different providers. Through this, location 
becomes almost irrelevant since the sum of several providers’ coverage is bigger than 
the coverage of one provider alone could be. In addition, bonding several providers also 
provides users with the ability to move from fixed locations to mobile environments (e.g. 
moving vehicles). And one reason is that the bonding of mobile connections is also 
cheaper than satellite. [54] 
 
5.7 High Speed Trains and Buses 
 
People today also expect reliable Internet connections when they are travelling. There is 
a strong market demand for enhanced passenger Wi-Fi experience. However, in some 
environments such as high-speed trains, this can be very challenging. Due to the fre-
quent handovers between cells, low network coverage, and the high amount of traffic 
generated by business travelers, the quality of service can be very low. [54] 
 
Many passengers choose train for long journeys because it gives the opportunity to get 
work done, send email, or watch online videos and films during their trip. As a result, 
WLAN connections on trains are an essential factor in the competition between train 
operators in Europe. However, technical challenges relating to coverage and service 
availability make it hard to offer highly available broadband access on trains. 
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Provider coverage varies greatly and there can be ‘dead zones’ for a single operator. 
Since trains pass radio towers at very high speeds, there are frequent handovers from 
cell to cell which can mean increasing packet loss rate. Transfer rates between the train 
and the radio tower vary from a few to 200 milliseconds. Long transmission times cause 
frequent disconnections. Going through dead zones, the retransmission of lost packets, 
and frequent handovers lead to a poor user experience. If one network provider does not 
provide satisfactory coverage, improved results can be achieved by combining services 
from multiple providers. 
 
When a highly available bonded connection is in use, one failed link will not bring the 
connection down. If this takes place, the passengers in a train or bus will not notice it. 
When using WAN bonding in trains or buses, there are fewer dead zones, more usable 
bandwidth, and less disconnections, despite the high travel speed and quick cell hando-
vers. Viprinet’s patented forward error correction enables to reconstruct lost packets sent 
over mobile networks instead of resending them. Through this, transmission times can 
be kept at low level and bottlenecks due to frequent retransmissions can be avoided. 
With adaptive data compression, 30% more bandwidth is available for data transmission 
from the train. [103] In addition, network administrators can fine-tune certain parameters 
to deliver a stable link over highly unstable connections. [54] 
 
5.8 Operators Searching for New Business 
 
Many operators are trying to create new use cases and opportunities beyond their core 
services by directing their offerings to specific service areas. [71] For example, home 
automation, health care, security and surveillance, the car industry, transportation, finan-
cial services and insurance are new areas for operators. New value chains are created 
by embedding mobile connectivity into specific services, says Ericsson’s mobility report 
“Mobile Business Trends” from year 2015. [71] Figure 37 shows the things consumers 
think should be connected to make them more efficient according to a study conducted 
by Ericsson. 
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Figure 37: Things consumers think should be connected to make them more efficient (Source: 
Ericsson ConsumerLab Analytical Platform 2015) [71] 
 
“Operators are extending their offerings and incentivising connections of multiple smart 
devices to stimulate usage of mobile data and communication services”, the report says. 
Connected devices (see Figure 37 of examples above) can be used in conjunction with 
bundles and data share plans. According to the report, this leads to increased loyalty 
towards the operator and simplicity for the customer. This is very common in more data-
mature markets. In addition, operators are targeting government and municipalities to 
sponsor services aimed at consumers. These services are paid for by public institutions 
and are usually free for the user. This kind of model is becoming increasingly common 
in education and healthcare, for example. [71] 
 
5.9 Broadband in Finland 
 
Finland is one of the most "connected" countries in the world and a fast Internet access 
is a standard at offices and common in the home. Finnish ISPs services typically include 
mobile broadband, ADSL (connected to a fixed phone line), cable broadband and fibre 
optic broadband which is available only in limited properties.  Competition among ISPs 
has been increasing during the last years. Access speeds are increasing for no additional 
charge for both existing and new clients. Unlike in many other countries, there are usually 
no restrictions on network usage in Finland. Hence, an unlimited amount of data can be 
downloaded with no additional fees or reductions in connection speeds. [72] Customers 
get very reliable service in general. 
 
The Finnish Broadband for All 2015 project was established to ensure that virtually all 
residences, businesses and public administration establishments are located within 2 km 
of at least one fibre access point (100+ Mb/s). [73] The aim was to extend the fast fibre 
63 
 
 
optic network by the end of 2015 to those 130.000 households where it was not possible 
to deliver proper Internet connection on market-basis. However, this has not yet become 
reality in autumn 2016. There are 70.000 households that have managed to get the con-
nection and rest 80.000 are still without, Helsingin Sanomat reveals in its article. [74] The 
Finnish government has decided to continue the project until 2019, but the money is 
running out. The state aid still left (as of March 2016) is 20 M€, while the needed amount 
is many times higher. [74] 
 
For example, in northern Savonia many households are without fixed connection. The 
government’s decision in principle was to bring the connection max. 2 km from each 
residence. The remaining investment to bring the connection to the destination has to be 
funded somewhere else. In practice, the implementation is on cooperative societies and 
municipal companies’ responsibility.  When the money has run out, these households 
with no fixed connection have tried to survive with mobile connections. The main reason 
for this was that the biggest telecom operators were not interested in implementing fixed 
networks. Instead they have put their efforts into 3G and 4G networks. [74] 
 
Fact is that many households are now satisfied with the speed of their mobile connection. 
While in 2009 the speed was 1 Mbit/s it now may exceed 10 Mbit/s. It is probably enough 
at the moment, but in a few years a connection with 600 Mbit/s may be needed. [74] The 
ministry of Finland is discussing now how this problem could be solved in rural areas. 
For example, the automated traffic system and public services’ transition to the Internet 
requires a similar infrastructure to the whole country. 
 
In Finland only 4 % of the broadband subscriptions are fibre optic connections, while in 
Sweden the number is over tenfold. The other Nordic countries and Estonia are also 
ahead. [74] Municipalities with limited wired connectivity can take advantage of WAN 
bonding as a substitute for the fibre network that wasn’t deployed to the respective area 
as planned. The funding can be arranged, at least partially, from the Broadband for All 
2015 project. 
 
5.10 Business Opportunities for ISPs and Network Operators 
 
Opportunities for ISPs to make business with good profit are getting rare. All providers 
offer pretty much the same. Customers most often make decision only based on the 
price since there is not much differentiation in competition. [75] However, the market is 
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gradually heading towards a situation where wheat is getting separated from the chaff. 
By offering cutting-edge connectivity solutions, ISPs more likely get themselves into a 
privileged position in comparison with the competitors. 
 
In case of site-to-site VPNs, big providers in general offer products such as leased lines 
(e.g. SDSL) or MPLS based solutions. Both of these are expensive, inflexible and offer 
nothing special in terms of reliability. Moreover, they usually are available at reasonable 
prices only in cities and urban regions. If a customer has to rely on such a connection in 
a rural area, leased lines and MPLS are either unavailable there, or the monopoly pro-
vider drives up prices for connectivity. [75] 
 
By taking consumer connections like cable, ADSL, 3G and 4G in any combination in to 
the bonding setup, even small and medium-sized ISPs can offer access products that 
provide reliable connectivity. Making business is more simple and straightforward for 
small ISPs when dealing with mobile connections. Here, the VPN router modules are 
equipped with SIM cards that can be delivered as a part of a product package to the 
customer. Hence, the final customer enjoys more reliable and seamless Internet connec-
tion without dependencies on single provider. In addition, they achieve more bandwidth 
and the pricing would be competitive [75] 
 
There are several ways to arrange the necessary data centre facilities for this purposes.  
First, the VPN hubs may be installed in customer premises (e.g. company headquarters) 
In this case, the security issues must be taken into account from the customer’s point of 
view. Second, if the ISP offering bonding service holds suitable data centre space, it may 
do more profit by leasing it to the customer. Alternatively, data centre infrastructure can 
be professionally designed with redundant facilities and accounting functions. It is im-
portant that the data centre is highly secured and sufficiently connected (close to IXP) in 
order to offer reliable service. 
 
A sufficiently connected data centre ensures that VPN routers terminate properly without 
interruptions to the operation on the hub in the respective data centre. A critical issue is 
how big amount of data the data centre is able to receive. A symmetric connection and 
a static public IP address for free usage are an absolute minimum for the operation of a 
Viprinet multichannel VPN hub. 
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Big service providers, who hold the devices and the line access required to have a Point-
of-Presence (PoP) to the Internet for a certain area, may offer fixed and mobile subscrip-
tions to their customers. Fixed-term contracts where such a big ISP offers an ADSL con-
nection with 4G modem with unlimited data for a monthly fee has become a common 
way of providing access in Finland. Companies are nowadays demanding greater 
speeds and reliability than a traditional DSL connection can provide. Fibre might not be 
available and the alternatives such as leased lines can be too expensive to the majority 
of customers. 
 
WAN bonding technology enables ISPs to define new services with much better service 
level agreements in terms of availability, bandwidth, and security. For example, in the 
Netherlands, Viprinet is being used to deliver nearly 100% uptime with a mix of ADSL 
and 4G. Through this, customers can utilise the best features of both media: The high 
download speed of DSL and the high upload speed of 4G. This creates a symmetric 
high-speed broadband connection. [54] Large ISPs can benefit from bonding technology 
to improve the reliability of their connections. The technology can help ISPs to provide a 
scalable and economical way for their customers to improve their connectivity. At the 
same time, their customers’ exposure to one single broadband connection is significantly 
decreased. 
 
By bundling xDSL, 3G and 4G connections offered by one ISP into a virtual high-speed 
link, the end customers dealing with business critical applications get themselves well 
equipped against unpredictable network outages. By utilising the solution, the downtime 
probability decreases significantly comparing to a situation where the ISP offers fixed 
broadband connection, and a mobile connection as separate services. Deploying broad-
band bonding also decreases the demand of fibre optic connections in rural areas. Im-
plementation of broadband bonding complements other high bandwidth products an ISP 
is offering to their customers. Most of all, it enables the ISP to provide fast downstream 
and upstream speeds to customers without any upgrade to the existing infrastructure. 
Competitive offering against other fast broadband services retains customers and con-
tributes selling of additional applications. 
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5.10.1 Mobile Operators in Finland 
 
The three major mobile phone operators in Finland are Elisa, TeliaSonera and DNA. 
46% of Finnish SIM-cards are according to Finnish Communications Regulatory Author-
ity (Ficora) “pay monthly subscribers with unlimited data“. When there are no limits hin-
dering 46% of the Finnish devices to fully exploit mobile data, the usage growth keeps 
continuing. The average Finnish mobile subscription consumed 90% more data in 2015 
than in 2014. [76] Figure 38 illustrates the mobile data usage per subscription of three 
major operators in Finland. 
 
    
Figure 38: The mobile data usage per subscription (SIM-card) [76] 
 
Since DNA and Elisa report their total mobile data traffic, Sonera’s, traffic can be esti-
mated with some certainty. There are also some small Mobile Virtual Network Operators 
(MVNOs). This is likely overemphasising Sonera’s traffic, but in this case, the approxi-
mation is that what isn’t Elisa or DNA is Sonera. 
 
DNA has the highest average data usage with 5.9 GB per SIM and month. This value is 
not only highest in Finland, but most likely in the whole world. Elisa is approaching DNA 
with an annual growth rate of 94% compared to DNA’s 67%. Sonera is last of these three, 
but its growth rate (113%, subject to the MVNO expectation) is the highest. These oper-
ators monetise mobile data on throughput level instead of volume -  A lot of this growth 
in revenue comes from users upgrading from 3G to 4G subscriptions. [76] 
 
67 
 
 
All these three MNOs can achieve increase in subscriptions by adopting WAN bonding 
technology without investing large sums in new network infrastructure. Since they are 
providing services in several different media, they can take the advantage of this by 
combining these media to form more reliable access services with higher availability and 
bandwidth. Through this, they can offer high-class connections as well as value-added 
services to their customers. Bundled WAN connections with high bandwidth and high 
reliability bring new value to MNOs’ consumer and corporate business. [76] 
 
The bundled virtual WAN link, depending on the MNO, can be built of 4G, ADSL and 
cable connections. The VPN hub can be placed in MNO’s cable headend or hubsite. In 
those areas without cable network, the connection can be constructed of ADSL and 3G 
and / or 4G links. In rural areas without wired connections the virtual connection can be 
built up from 3G and 4G links. Figure 39 illustrates a connectivity model for bonding 
UMTS/3G or 4G/LTE, DSL / cable of a single telecommunication provider. 
 
 
 
Figure 39: Connectivity model for bonding UMTS/3G, 4G/LTE, DSL or cable of a single operator 
 
 
By deploying WAN bonding technology, the MNO possibly achieves growth in number 
of mobile subscriptions. As a consequence, their customers would be able to improve 
their own services due to increased bandwidth and availability. In addition, they can for 
their part create new kinds of services for their own customers. When utilising broadband 
bonding, the initial investment for reliable broadband connections remains low. This so-
lution can benefit e.g. retail chains such as Kesko and S-Ryhmä. Instead of paying for 
costly leased line opening fares or wiring to newly opened stores, these chains can be 
offered bonded connections consisting of ADSL and 4G / LTE links. Alternatively, the 
connection can be constructed of two or three 3G and/or 4G links. This requires no 
changes to a service provider’s underlying infrastructure and the hardware costs are 
minimised with the use of standard equipment. The service platform and the devices are 
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simple to install, activate and support. This solution is even more noteworthy when pop-
up stores or selling booths are involved. 
 
5.10.2 Network Operators 
 
Digita Oy is a Finnish network operator responsible for transmission and broadcasting of 
digital terrestrial TV and FM radio. The company operates 38 big transmission towers, 
over 100 sub-stations, and several link stations around the country. The broadcasting 
networks are based on DVB-T/MPEG2 and DVB-T2/MPEG4 technologies, covering al-
most the whole country. The biggest clients for Digita are media houses as well as other 
mobile and broadband operators. [77] 
 
According to a press release from September 2016, Digita and another Finnish network 
operator Cinia have signed an agreement to house a network hub in Digita's data centre 
facilities in Helsinki. “Digita leases its reliable and robust data centre facilities at the Hel-
sinki radio and TV centre for the network, which has huge overall significance for Fin-
land”, says Digita’s CEO Juha-Pekka Weckström. [78] 
 
Cinia's international network utilises the C-Lion1 submarine cable system. The cable will 
be linked to Equinix International Business Exchange (IBX®) data centers in Frankfurt 
and Helsinki. This ties Central and Northern Europe closely together by offering the 
round trip delay into less than 20 ms. In addition, the cable provides a direct access to 
DE-CIX, the largest IXP in the world, along with Kleyrex and DataIX Internet exchanges. 
[79] The connection is reliable and it is said to be the fastest on the market. [80].  
 
“All key ICT network hubs will be connected to Cinia's network, in Finland and in Europe. 
This data centre is one of the most important hubs in Helsinki, hosting a large number of 
national and international operators plus FICIX, the biggest Internet exchange point (IXP) 
in Finland”, says Taneli Vuorinen, Senior Vice President of Cinia Group. The agreement 
between Cinia and Digita offers these operators a direct connection to the submarine 
cable system and Cinia's international network. [78] 
 
The fact that the network hub will be located at Digita’s data centre facilities gives the 
company a head start in Finland for adopting new solutions in the area of telecommuni-
cations. A prerequisite for a reliable bonding service is a sufficiently connected data cen-
tre, as previously stated. Being the host for a network hub with such huge data capacity 
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(including FICIX) gives an excellent opportunity to become a trustworthy provider of 
cloud services on top of WAN bonding concept. Figure 40 illustrates the basic principle 
of bonding service for a cloud service provider. 
 
 
Figure 40: Bonding service basic principle for a cloud provider 
 
Being the owner of IXP data centre facilities, Digita administrates an ideal infrastructure 
for designing new kind of operator activity in Finland. Multiple ways of doing business 
can be applied with bonding technology. Clients of such a service provider may include 
other network operators, as well as ISPs offering services to their own customers. The 
company can utilise its wide infrastructure for this purposes. In other words, Digita would 
lease its capacity and infrastructure for external operators. By acting as a cloud 
(PaaS/IaaS) provider and by utilising bonding technology the company can obtain a sig-
nificant position in the Finnish connectivity business. 
 
5.10.3 Small Business ISPs 
 
In contrast to big providers, small business ISPs usually do not have their own high-
speed leased lines. Nevertheless, they still have opportunities to create new business 
on top of WAN bonding technology. When looking around the current market, there are 
no such bonding solutions provided by the major ISPs. Large service providers often 
industrialise their connectivity and hosting services enabling them provide prices small 
or medium-sized ISPs cannot compete with. Smaller service providers can advance their 
own ISP business by offering their customers the bonding of ADSL broadband in combi-
nation with UMTS / HSPA+ / 3G or LTE / 4G connections from different telecom provid-
ers. Figure 41 illustrates a small ISP business model for bonding service. 
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Figure 41: Small ISP business model for bonding service 
 
The distribution in this case takes place through various media, transmission routes and 
providers, as illustrated in Figure 41. In Viprinet’s solution, the free combinability of sev-
eral WAN media ensures that a certain region can be properly connected. This can prob-
ably mean difficulties for the connectivity monopoly of the big players in certain areas. 
On the other hand, it means that rural areas get gradually more reliable Internet connec-
tions which positively contributes the networking society and brings more playing field 
also to the big service providers. 
 
5.10.4 Mission Critical Networks 
 
State Security Networks Group (Erillisverkot-konserni) is company that secures the crit-
ical leadership in Finland. The parent company, State Security Networks Ltd (Erillisverkot 
Oy), is a non-profit limited company owned by the State. The Prime Minister's Office is 
responsible for the company’s Government Ownership Steering. [81] 
 
The major clients are the ministries and other instances responsible for the security and 
functioning of the government and municipalities, the Rescue Service Organisation, the 
Police, the Finnish Defence Forces, the Emergency Response Centre Administration, 
social welfare and health care, and the Finnish Border Guard. Suomen Virveverkko Oy 
is subsidiary of State Security Networks and it owns and operates the VIRVE network. 
VIRVE is the world's first nationwide Terrestrial Trunked Radio (TETRA) technology-
based radio telephone network introduced in 2002. The VIRVE service covers around 
33,000 subscriptions, and the network relays more than 100,000 group calls and more 
than 5 million SDS messages each day. [82] 
 
Terrestrial Trunked Radio (TETRA) standard was introduced in 1995 by ETSI as a mobile 
communications system for mission critical operations. It has been proven to work well 
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in more than hundred countries, but now it is starting to show its age. The biggest draw-
back of TETRA is the low data rate (still talking about kilobits per second). [87] Due to 
this, and a few other issues, LTE (3GPP Long Term Evolution) and its future extensions 
are appearing to be the dominant technology. This is forecast by Omnitele Ltd, a Finnish 
company providing consulting and expert services for telecom operators and regulators 
in network strategy, design and quality assurance. “I suspect we will see major share of 
the current TETRA operators migrating to LTE in next couple of years.”, foresees senior 
consultant Joni Siltaniemi in his posting in the company’s web site. [83] 
 
Omnitele underlines that TETRA operators have basically four alternative deployment 
strategies when migrating to LTE. First, they can build a completely new own LTE net-
work which would be the most expensive alternative. Second, they can apply a hybrid 
model, meaning that they would build own LTE in selected areas/network functions, 
lease rest from a MNO. Alternatively, they may fully lease or multi lease the whole net-
work from MNO. [83] 
 
Omnitele sees that these aforementioned alternatives are fully feasible migration meth-
ods. All of them have their pros and cons and TETRA operators should study those al-
ternatives. This is a decision that will have strong impact on network security, reliability, 
cost and deployment time. 
 
In 2015 Erillisverkot contracted to lease network capacity from Ukkoverkot Oy [84]. This 
LTE 450 MHz network offers countrywide coverage in Finland. In practice, this means 
that data services of safety and rescue organisations, such as social health care, the 
police and border guard, will be carried out in Ukkoverkot Oy’s LTE network. 
 
The fifth deployment strategy for TETRA operators to migrate to LTE is to use an aggre-
gated solution of several LTE providers. WAN bonding technology offers high reliability, 
scalability and flexibility which meet perfectly the demanding needs of mission critical 
networking. Viprinet’s solution provides good throughput and reliability with 256 bit AES 
encryption on each individual WAN. The ability to aggregate the available bandwidth 
from any available network or access media makes it a considerable choice for imple-
menting mission critical networks of the future. In particular, a combination of e.g. three 
4G/LTE links, including LTE 450 that Erillisverkot is already utilising, would ensure a 
robust high-secure solution for them. New kinds of applications for end users include the 
secure transmission of real-time video, audio and data between vehicles and a command 
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and control centre. See Figure 42 for an image of the data centre facilities of Lei-
jonaverkot. 
 
 
Figure 42: Leijonaverkot Oy’s data centre facilities [85] 
 
 
Leijonaverkot Oy, a subsidiary of State Security Networks as well, owns, administers and 
leases out 18 underground protective facilities with communications system facilities and 
data centres that are security-critical to society. These facilities are claimed to be located 
at the nodal points of the national trunk data transmission network. According to Erillis-
verkot web page, Leijonaverkot has committed to investments to upgrade these facilities, 
thereby securing the continuing reliability of telecommunications networks. 
 
These facilities would possibly offer appropriate data centre space for necessary terminal 
hubs to be installed. Being the owner of the facilities, Leijonaverkot will be in a position 
to govern the development of security at these data centres. Since Leijonaverkot is a 
market-neutral actor, any other company is free to rent space at their facilities for their 
business requirements. Consequently, Leijonaverkot can act as a service provider offer-
ing highly secured facilities to commercial markets as well. The cash flow from the rentals 
would enable a continuous development of the data centre facilities. Hence, the rental 
prices can be kept competitive and the technology up to date. 
 
5.11 Large Construction Companies 
 
Construction companies often operate in areas where infrastructure is not yet available. 
They usually need the connection for a certain amount of time and therefore long-term 
contractual agreements may not be in their interest. However, they need reliable Internet 
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access to communicate with architects, contractors, and clients to ensure smooth oper-
ations at the construction site. [54] During big building projects it is crucial to have direct 
access to the architect’s plans, to technical information related to building materials. [86] 
 
Benefits of utilising WAN bonding concept in construction industry include immediate 
Internet link for every construction site, independent of location. When the building pro-
ject at the construction site is finished, the deployment of the solution goes smoothly at 
the next construction site. This can be carried out with company’s own personnel, without 
having special IT skills, especially when utilising mobile connections for bonding. The 
access point (multichannel router) can be easily carried away from the site. It is then 
ready to be switched on at the next construction site where the work is about to begin. 
 
YIT is a good example of a large construction company that can take advantage of WAN 
bonding for connecting their construction sites and branch offices in Finland and abroad. 
By bonding different technologies (e.g. 3G, 4G, or DSL) or bonding the same technology 
from different providers (e.g. Sonera, Elisa, DNA), a reliable connection can be achiev-
able at every construction site right from the start of a project. Secure VPN tunnels would 
be established between multichannel VPN routers at construction sites (or branch of-
fices) and a multichannel VPN hub in a data centre. All data traffic between the different 
construction sites would be then processed within these VPN tunnels. 
 
The VPN hubs can be installed in the company’s own premises or in an externally oper-
ated data centre. The created encrypted end-to-end connections cannot be accessed 
from the outside. Viprinet’s solution can also be used in cross-border communication. 
For instance, if it is necessary to integrate branch offices abroad into the company’s 
network infrastructure and Finnish IP addresses have to be used at foreign sites. 
Viprinet’s multichannel VPN hub 1020 would be suitable device to use. It provides bond-
ing capacity of up to 200 MBit/s and depending on the bandwidth available at each con-
struction site, company networks consisting of 15 to 25 sites can be covered. If this is 
not enough, multichannel VPN Hub 2030 offers bonding capacity of up to 500 MBit/s and 
possibility to terminate of numerous Multichannel VPN routers on this single hub. 
 
After installing and configuring the multichannel VPN hub, the company can begin equip-
ping their construction sites with VPN routers one by one. A suitable model would be 
VPN Router 300 that enables bonding up to three different Internet lines into a single, 
high-performance virtual link. By adding or removing the different hot plug modems, the 
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network structure can be easily altered to meet changing requirements. The maximum 
bonding capacities are 100 MBit/s (Multichannel VPN router 310) or 50 MBit/s (Multi-
channel VPN router 300). When bonding 3G and 4G links of several Internet providers, 
a company like YIT is able to use a highly available broadband connection at every con-
struction site right from the start of a project. 
 
If more reliability is required later, a second Multichannel VPN hub 2020 can be put in 
operation to form a reliable cluster across two data centres in combination with the al-
ready existing hub 1020. This improves communication between project managers, ar-
chitects, and customers notably, without having to invest too much time and money. 
Since YIT is involved in infrastructure construction, such as tunneling, underground con-
struction, municipal engineering, harbor construction and dredging [87], it has a good 
opportunity to take new generation IT-solutions as part of their business plans. The plan-
ning and implementation of new connectivity solutions can be carried out by external 
service providers and subcontractors who have more in-depth knowledge regarding 
these IT solutions. 
 
5.12 Financial Sector 
 
According to news, there have been lately several connection outages in Finnish banking 
sector. For example, Nordea Bank’s customers have been affected by technical prob-
lems many times [88].  During these incidents some customers have been unable to view 
account transactions and balances, or false information is shown. The failures have also 
caused bogus payments, incorrect balances and double payments to appear in online 
banking and mobile banking applications. In addition, transactions executed within 
Nordea bank might have been delayed. [88] 
 
WAN bonding is a good solution to apply in banking sector. When utilising several pro-
vider links, the bank would diversify the risk exposure to outages. This way, the bank can 
offer more reliable banking services for their demanding customers. From customer’s 
point of view, a user logging to bank’s server appears for external hosts to have only one 
IP address when using a bonded connection. If a user makes a transfer via online bank-
ing and one of his WAN connections fails, nothing would change at the bank’s server. 
From bank’s point of view, the user would still have the same IP address that he used 
for logging into the account. Hence, the user session remains intact even if a WAN con-
nection fails. Only thing that changes is the total bandwidth available for the user. [54]  
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6 Deployment of WAN Bonding Solution 
 
This section describes the main points of the procedure of deploying a WAN bonding 
solution of Viprinet. The instructions regarding the deployment are from Viprinet’s man-
ual (Viprinet Multichannel VPN Hub™ Model 1000/2000) Since there is no company be-
hind this Master’s thesis, there were no resources to perform a practical test similar to a 
real WAN bonding setup especially for this study. However, the vendor arranges tech-
nical trainings where a test configuration is set up for training purposes. This type of 
technical training is a useful event for companies that are designing new connectivity 
solutions based on bonding concept. 
 
In the training a multichannel VPN router is set up for a test configuration and an instruc-
tor helps and gives guidance during the process. The multichannel VPN router interface, 
through which the router is configured, is illustrated in Figure 40 on next page. This en-
ables to assign parts of the configuration such as QoS or bandwidth management to 
departments or customers while the basic configuration remains under the control of a 
central administration or the ISP. The router supports the most common management 
protocols, such as Syslog and SNMP. Figure 43 shows the web interface of the Viprinet 
multichannel VPN router. 
 
 
Figure 43: Viprinet Multichannel VPN router’s web interface 
Source: Viprinet Training Course 
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6.1 General Information 
 
Two different devices must be integrated for WAN bonding implementations provided by 
Viprinet. The multichannel VPN hub serves as VPN concentrator for the VPN tunnels 
built by the multichannel VPN routers for transferring data via several bundled Internet 
lines. Routers are installed in e.g. in branch offices or remote locations. VPN hubs are 
usually installed in secure data centres. See Figure 44 for a graph of a local network with 
a Viprinet router and a data centre with Viprinet VPN hub. [89] 
 
 
Figure 44: Local network with a Viprinet Router (2), data centre with Viprinet VPN Hub (1) [89] 
 
The multichannel VPN hub connects local networks at different locations on the IP level 
and acts as layer 3 router. Data streams coming from the public Internet arrive on the 
LAN/Uplink port, and are forwarded based on their destination IP to one of the connected 
VPN Tunnels. The incoming VPN tunnel connections from the remote VPN nodes are 
arriving at the WAN/VPN port of the multichannel VPN hub. Data packets arriving 
through one of the VPN tunnels are, again depending on their destination IP address, 
either routed to another VPN tunnel, or forwarded unencrypted to the public Internet 
through the LAN/Uplink port. [89] 
 
For each physical Internet connection, a separately encrypted VPN Tunnel (SSL protocol 
using 256 Bit AES encryption) is set up between the VPN Node and the VPN Hub. These 
tunnels are used in a bundled fashion, and all IP traffic is passing through it. 
 
The router is set up for continuous operation and is cooled using regulated redundant 
case fans. Fans are monitored from web interface or optionally by Simple Network Man-
agement Protocol (SNMP). It is important that the ventilation slots are never covered and 
the maximum specified ambient temperature is not exceeded. [89] 
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6.2 Basics of VPN Tunnels 
 
The VPN router usually connects one or multiple branch offices to a nodal point, where 
a VPN hub is placed. Together all these locations form a star topology. A router that is 
not accepting VPN connections from other routers but connecting to a central VPN hub 
is called VPN node. VPN nodes may use multiple physical Internet connections using 
hot plug modules supporting different access technologies. [89] 
 
A router accepting connections from VPN nodes at a central location (data centre, 
company headquarters, ISP) is called VPN hub. Single work stations outside a network 
equipped with a VPN node (e.g. remote workers or field representatives with laptops) 
may use a software-based solution to join VPN network. These are called VPN clients. 
A VPN tunnel to a VPN hub can be created by using the VPN client software. [89] 
 
The LAN/Uplink port of the VPN hub usually is directly connected to an Internet backbone 
router/switch inside a data centre. Unencrypted IP traffic coming from or going to the 
Internet is handled through this port. Also the WAN/VPN port should be connected di-
rectly to an Internet backbone. VPN nodes will establish encrypted VPN tunnel channels 
to the IP address of the VPN hubs' WAN/VPN port. Therefore, all encrypted VPN traffic 
will be handled through the WAN/VPN port. [89] 
 
To connect a VPN node with a VPN hub, the VPN node needs to establish a virtual tunnel 
with a VPN hub. The data from the VPN node's LAN is sent via this encrypted tunnel to 
the VPN Hub which forwards it to another VPN node (to another location) or the Internet. 
Such a logical connection between VPN node and VPN Hub is called a VPN tunnel. [89] 
 
6.3 Creating a Logical VPN Tunnel 
 
In order to create a logical VPN tunnel, TCP/IP connections with the VPN hub have to 
be established through the ISPs used by each WAN Interface. The Viprinet multichannel 
VPN router is able to use several physical lines provided by different ISPs to create such 
a VPN tunnel. Each physical connection created by a VPN tunnel using a WAN Interface 
is called tunnel channel (Layer 2 never to tunnel). A VPN Tunnel contains at least one 
such tunnel channel to make a connection possible. [89] 
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A tunnel channel contains the information which of the existing WAN Interfaces is used 
to create the physical connection. With a VPN node connected to just one VPN hub 
(usual case) a tunnel channel per existing WAN Interface will be created. From VPN 
hub’s point of view things look different: All tunnel channels come in through the single 
WAN/VPN port. A VPN node uses a tunnel consisting of multiple tunnel channels, which 
each refer to a single WAN interface, to link to the VPN hub. A VPN hub connected with 
several branch offices, uses one tunnel per VPN hub, with each tunnel consisting of 
multiple tunnel channels. [89] 
 
6.4 Traffic Classes and Rules / Quality of Service 
 
With the bundling procedure, it is possible to internally combine all tunnel channels used 
by a VPN tunnel for certain services. The bandwidth of all used tunnel channels (physical 
lines of the WAN Interface) can be summed up for up- and downloads. This bundling 
procedure is only sensible for certain kinds of traffic: If the complete bandwidth of all 
tunnel channels should be used with a small number of connections. This is, for example, 
not necessary for IP telephones (VoIP). Latency, which is the time the data needs to 
pass between VPN Node and VPN Hub, is much more important. [89] 
 
It is possible to configure how the router acts with certain types of data traffic. A class 
may be set up for data traffic such as IP telephony, always assigning it to the line with 
the smallest latency. For traffic requiring the highest possible bandwidth, a class may be 
set up where all available tunnel channels are used for the data transfer. [89] 
 
With QoS classes, it is also possible to guarantee or restrict the bandwidth for certain 
classes of data transfers. The router makes sure that a traffic class with a guaranteed 
bandwidth will be preferred, even if the system is running on full capacity, cutting down 
bandwidths of other classes to ensure the guaranteed bandwidth. Other classes, on the 
other hand, might be restricted to a maximum amount of bandwidth. This way some less 
important services like file sharing may be slowed down. QoS traffic classes define how 
individual classes of data transfer are handled. [89] 
 
The Quality of Service system also include QoS Traffic sorting rules. With these rules 
data streams can be sorted by different criteria into the QoS traffic classes. Data may be 
sorted by the TCP port used. A QoS Traffic sorting rule might identify all connections 
from and to port 80 as HTTP connections. A rule might also use source and target ranges 
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of the IP network. This way, a department may be identified by its IP address and sorted 
into a certain QoS Traffic Class that guarantees a minimum bandwidth. [89] 
 
The setup program and monitoring system software must be installed on a workstation 
or desktop. These are delivered with the Viprinet VPN hub. Sufficient network knowledge 
is necessary for correct configuration of the system. [89] 
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7 Network Security 
 
Previously people did not pay that much attention to data security which was often only 
a by-product or nice extra for companies looking for a suitable connectivity solution. Now-
adays it is considered as an essential part of their plans regarding telecommunication 
solutions. However, it is recommended for companies to set resources for security issues 
and not to pick a “whatever comes first” offer for data security. These offers may have 
an affiliation to intelligence services that were meant to be locked out in the first place. 
[7] 
 
When someone puts efforts to unnoticed access to confidential data, he probably uses 
installed entries, so-called “back doors”. That’s why the US-American Foreign Intelli-
gence Surveillance Act (FISA) Court regularly approves monitoring requests from the 
NSA even though its task is to verify the underlying necessity with ultimate inspection. 
[90] By sending out National Security Letters, ‘orders’, issued by a body which lacks 
juridical authority, the FBI may demand telecommunication and network providers to dis-
close their data. In many cases, providers are then even denied to inform their clients 
about such incidents. [91] 
 
It is reasonable to assume that network appliances from countries with influential intelli-
gence services (e.g. USA and China) are fitted with installed back doors. The problem 
with back doors is that everybody can use them, even a potential competitor or criminals. 
This happened to a large US retail chain Target. In December 2013, the company was 
attacked by hackers who stole credit card information of 40 million customers. In this 
incident, malware was installed on the chain’s point-of-sale (POS) devices that enabled 
the attackers to intercept customers’ names, card numbers, expiry dates, and security 
codes. [92] 
 
Similar hacker attacks also take place in Finland. The Finnish Ministry of Foreign Affair 
networks has been targeted in a cyber espionage operation lasting at least four years. 
The cyber espionage was conducted with malware based attacks to spy on communica-
tions between Finland and the European Union. [93] The hackers used a harmful code 
that had many similarities with Red October [94]. Security experts investigated on Red 
October stated that exploits used in the attacks appear to have Chinese origins mean-
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while the analysis of source code revealed the involvement of Russian-speaking individ-
uals. The attacks still might have gone undetected without an outside tip that warned the 
Ministry about it. [95] 
 
If back doors are not installed ex works, intelligence services may choose another option: 
They get hold of the network devices, install the spyware and send the product on to the 
respective customer. [96] In addition, intelligence services deal with various encryption 
standards with the aim to weaken these deliberately. [97] It is presumed that the widely 
used IPSec protocol has been documented in such poorly fashion and is so complicated 
in order to be spied out by intelligence services. [98] It has also been stated that, for 
example, US-American manufacturers of encryption solutions have sold network devices 
designed for government use with intentionally broken encryption against payment by 
the NSA. [99] 
 
All these aforementioned incidents indicate that, it is today recommended to pay more 
attention to network security. Companies should no longer only rely on the security so-
lutions of well-known manufacturers simply because they know their names. Neither 
should they trust that their current Internet provider deals with the transmitted data as 
prescribed by law. In fact, vendors as well as service providers are today obliged to prove 
that they are not collaborating with intelligence services. They can be asked to issue a 
legally-binding warranty that they do not install any back doors into their appliances, use 
any spyware, bypass any encryptions nor cooperate with intelligence services in any 
way. 
 
According to Viprinet GmbH, “intelligence services worldwide choose to monitor data on 
a large scale irrespective of whether well-known router manufacturers and Internet pro-
viders are willing to cooperate deliberately or not.” The problem with this is that security 
holes in appliances and encryption software may also be used by other unwanted in-
stances. This can be a competitor who wishes to spy out the trade secrets of third parties. 
If the provider is unwilling to do so, it is advisable to consider an alternative solution. [7] 
 
The consequences deriving from the NSA scandal seem to have a much wider scope 
than is generally expected. They will not only have an impact on large corporations with 
big number of employees, but also on small companies whose business success is more 
dependent on the confidentiality of their trade secrets. 
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7.1 Encryption Methods 
 
There are many encryption technologies available in the market and it has been argued 
that only a few of them are relatively reliable. According to Viprinet GmbH, it is therefore 
advisable to choose a network solution that uses several encryption technologies on 
different places of the infrastructure. The company highlights that a combination of soft-
ware- and hardware-based encryption mechanisms provides a high level of security. In 
this case, the attacker is forced to launch at least two attacks simultaneously in order to 
get hold of the sought-after data. The attacker would also have to manipulate the respec-
tive network appliances, and make modifications to program code at the same time. [7] 
 
Viprinet provides a VPN bonding solution where only a small portion of the encrypted 
data is transmitted over a single Internet medium. They point out that attack scenarios in 
the networks of network providers fail when used against Viprinet technology. The more 
provider networks can be used, the higher the level of security of the data communication 
will be. Nevertheless, a prerequisite is that several Internet connections can be used 
from different providers across different transmission media and that these connections 
are bonded together. [7] 
 
In a data centre, all encrypted data streams are combined. Attacking the encryption will 
most likely happen in the data centre's network. Thus, attention should be paid to 
whether the data centre is certified in regards to security. For example, in Finland it is 
recommended that the data centre is approved by Finnish Communications Regulatory 
Authority (Ficora).  Especially, the VPN hub and neighboring network devices (e.g. 
switches) have to be protected against physical access. [100] 
 
In an optimal case, the connectivity solution encrypts and “chops up” the data stream in 
a way that the single data fragments are transmitted via multiple WAN connections of 
different providers. This ensures that potential attackers have big difficulties to intercept 
the data because they would then be forced to find out how many connections are used 
and via which media these are established. In addition, the attackers have to intercept 
all the different data fragments and investigate which data fragment belongs to which 
data stream. However, they would only be able to do so after breaking all encryptions 
used by the vendor, every single one of them created particularly for each provider net-
work involved. For implementing this, potential attackers would need to record all data 
traffic of all provider networks which is quite ambiguous. [7] 
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7.2 Right Data Security Solution 
 
Network security is a complicated subject which includes network-internal and -external 
factors. After Edward Snowden disclosures, it is undeniable that, even with network pro-
viders, confidential data is nowadays not secure. Companies as well as individuals find 
their confidence shaken and the state is unable to contend with this problem. [100] 
Viprinet GmbH underlines that when companies are looking for a suitable data security 
solution to pick, it is important to pay some attention to the rights entitled to the intelli-
gence services of the country in which the manufacturer and/or supplier of the network 
components have their legal seats. [7] 
 
Responsible persons for information security should also pay attention to the manufac-
turer’s production chain. The nature of global supply chains demands that organisations 
exchange sensitive information with several partners, some of them multiple tiers re-
moved from the manufacturer. Their capability to secure data can be highly variable. 
Attackers and thieves in the Internet are searching to take advantage of the slightest 
weaknesses. It is not incorrect to say that in today’s business information security is 
primarily a supply-chain problem. [101] 
 
The Information Security Forum report “Securing the Supply Chain” [102] says: “Sharing 
information with suppliers is essential”. Many companies are not quite aware of the seri-
ousness and scope of this issue. They may face an undefined information risk, especially 
when it comes to the extended supply chain. ISF Chief Executive Officer Michael de 
Crespigny points out that: “they understand and manage this risk internally, but have 
difficulty identifying and managing it across their hundreds of thousands of suppliers.” 
Some of the largest and most complex supply chains have so many external partners 
that the companies are unable to evaluate the risk of doing business with each one. [101] 
 
Intellectual property is a highly vulnerable area. It is possible that the threat comes from 
private offenders or governments which might be seeking to protect domestic industries 
by crippling competitors from outside their borders. Alternatively, they might be looking 
to create dominance in global markets by abducting technology from foreign companies. 
Sensitive data can have many forms. The most obvious is personal data about consum-
ers, which may be credit card numbers that can be easily converted to cash in “dark 
markets”. [101] 
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From the development of the hard- and software to the production and quality assurance 
of a network device, all production processes should be preferably made at a single 
location. According to Viprinet, in an ideal case, the whole procedure takes place in a 
country where civil rights are protected according to date. Through this, manufacturers 
are able to exercise sufficient control over their production chains and minimise the risk 
of their products being adjusted without their noticing. [7] 
 
There are secret courts in the USA and in China that may order the installation of 
back doors and spyware into routers and other network products. This is oftentimes com-
bined with a lifelong non-disclosure commitment. Consequently, as far as products from 
the USA and China are concerned, it would be advisable to pay attention with respect to 
data communication. [7] 
 
Viprinet underlines that proper data security can only be achieved in an integrated con-
nectivity infrastructure that has been well planned already from the beginning. They claim 
that with WAN bonding such an infrastructure can be realised. Their solution separates 
the data stream into smaller fragments that pass through several transfer media and 
provider networks. [7] In contrast to a situation where an enterprise relies only on one 
service provider and access technology, it will be more likely exposed to data security 
threats from outside. This issue will come increasingly important not only in the enterprise 
level, but also in the consumer market as everyday used devices are getting connected. 
The more access technologies can be used, the better data security can be achieved. 
However, it is worth understanding that utilising bonding technology does not eliminate 
the fact that users are still exposed to viruses and malware. To prevent exposure to these 
threats, it is advisable to pay attention to proper virus protection and firewall solutions. 
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8 Discussion and Conclusions 
 
Organisations and individuals require reliable communications at a reasonable price de-
spite of their location. Insufficient affordable bandwidth is a challenging issue for many 
businesses that are trying to cope with today’s requirements. Sufficient reliability and 
bandwidth may be available for customers who are willing to pay for it. The challenge for 
service providers is how to deliver a reasonable priced product or service to the rest of 
the market. 
 
An important issue for many service providers is how to ensure higher bandwidth to or 
from their customers' networks within the restrictions of access technologies available. 
This is especially important for service providers that do not have control over the various 
access networks made available to customers by the telcos or other network access 
providers. DSL access technologies are popular to both home and business users as 
they are rather low-priced, easy to install for the end user and run over the existing cop-
per wire network. This market is usually managed by telcos. Service providers can offer 
ADSL services to their customers through the network access providers who sell whole-
sale access to their own DSL networks. 
 
If the end customer asks for more bandwidth than a single DSL link can provide, the ser-
vice provider may be unable to carry it out. Consequently, this may force the customer 
to go back to the telco. Other connectivity options may be available but these are usually 
more expensive. Reliability, another crucial issue, is all about ensuring seamless access 
to the needed data. For the end user connecting to an ISP, this means having a contin-
uous access to the Internet so that inbound or outbound traffic is always transmitted as 
quickly as the service allows. This can be implemented via redundant paths which usu-
ally means an expensive network infrastructure lying idle for the major part of the time. 
A more reasonable way to execute this is to use multiple paths to the network and load 
balance the data across these paths. That way, if a network path suffers an outage, there 
is an-other path for the data to take. 
 
Load balancing is one solution for solving the problems of low bandwidth and deficient 
reliability. However, a shortcoming with load balancing solutions is that they only serve 
at the application level, meaning that they need to be application aware. Increased band-
width and reliability can be achieved more efficiently by using WAN bonding technology, 
i.e. by aggregating several logical links of different access technologies. The advantage 
86 
 
 
with this in comparison to load balancing is that in bonding technology the applications 
can access the bandwidth of the sum of all links while in load balancing they can access 
only an individual link. Contrary to load balancing, where the bandwidth of the individual 
links can be utilised in parallel, bonding technology provides the sum of all individual 
band-widths to the user. If one link fails or the quality suddenly decreases, the connection 
re-mains intact and lost packets can be sent through a different provider link without user 
noticing it. 
 
WAN bonding enables multiple links to be aggregated together between the end user 
and the service provider itself. This has the advantage of providing the needed band-
width and reliability upgrades while not requiring the network access provider to arrange 
any equipment to support this. WAN bonding is a solution that accelerates the deploy-
ment of IoT applications. Since the scale for IoT is in principle global, it is not reasonable 
to limit the scale by deploying closed ecosystems. These solutions, sooner or later, tend 
to be elbowed by competitors innovating globally. 
 
The industries and instances introduced and referred in this thesis should orientate them-
selves deeper in this matter. When they are planning to renew or update their current 
connectivity solution or starting a new business, WAN bonding technology is recom-
mended to be taken into consideration. 
 
A vital condition for IoT is a sufficient level of information security. This results in that a 
company may easily pick a network solution or a fraction of it designed particularly for its 
needs. Such a secure and closed network may easily be implemented with e.g.  with 
numberless SIM cards intended for M2M use. The shortcoming of such a system is that 
it functions separately from the surrounding systems. The doors are getting closed not 
only for bad, but also for all good. When it comes to IoT, the same questions apply: Are 
we creating closed ecosystems or solutions that provide top-level connectivity, infor-
mation security and openness? 
 
A global scale IoT requires an unambiguous address for every single device and censor 
connected to the network. The requirement for individualisation will meet the ones who 
start to design IoT services at the latest when they move the services into cloud environ-
ments. A simple and an existing solution is to deploy right from the start a connectivity 
solution that is IPv6 compatible and utilises several access media. Through this, a direct 
bidirectional communication between censors and terminal devices is enabled. And 
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above all, to implement these services does not necessarily require 5G networks be-
cause there already is existing technology available. 
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