Multilinear and tensor decompositions are a popular tool in linear and multilinear algebra and have a wide range of important applications to modern computing. Our paper of 1972 presented the first nontrivial application of such decompositions to fundamental matrix computations and was also a landmark in the history of the acceleration of matrix multiplication. Published in 1972 in Russian, it has never been translated into English. It has been very rarely cited in the Western literature on matrix multiplication and never in the works on multilinear and tensor decompositions. This motivates us to present its translation into English, together with our brief comments on its impact on the two fields. According to Part 1 of [6, Theorem 2], we can perform M (K, K, K) by using cK ω arithmetic operations for any positive integer K, a constant c independent of K, and ω = 3 log mkn r mkn provided that we are given a bilinear algorithm of rank r mkn for M (m, k, n), that is, a bilinear decomposition of the set of the mn entries of the product AB into the sum of r mkn bilinear products. This reduces square M M (K, K, K) for all K to rectangular M (m, k, n) for any fixed triple of m, k, and n.
Multilinear or tensor decompositions have been introduced by Hitchcock in 1927, but received scant attention until a half of a dozen of papers appeared in 1963-70 in the psychometrics literature. Our paper [6] was the next major step in this history. It presented the earliest known application of nontrivial multilinear and tensor decompositions to fundamental matrix computations. By now such decompositions have become a popular tool in linear and multilinear algebra and have a wide range of important applications to modern computing (see [10] , [4] , [5] , and the bibliography therein). The paper [6] was also a landmark in the history of the acceleration of matrix multiplication, hereafter referred to as MM (see our recent brief review of the history of that study in [8] ).
Let us supply some specific comments. Hereafter M M (m, k, n) denotes the problem of multiplying a matrix A of size m × k by a matrix B of size k × n, which are square matrices if m = k = n. Let D denote an auxiliary n × m matrix and let l s (A), l According to Part 1 of [6, Theorem 2], we can perform M (K, K, K) by using cK ω arithmetic operations for any positive integer K, a constant c independent of K, and ω = 3 log mkn r mkn provided that we are given a bilinear algorithm of rank r mkn for M (m, k, n), that is, a bilinear decomposition of the set of the mn entries of the product AB into the sum of r mkn bilinear products. This reduces square M M (K, K, K) for all K to rectangular M (m, k, n) for any fixed triple of m, k, and n.
[6, Theorem 2] reduces bilinear decomposition of rank R for M M (m, k, n) to decomposition of the trilinear form trace(ABD) of rank R, that is, its decomposition into a sum
That simple but basic result turns the problem of the acceleration of MM into the search for trilinear decompositions of trace(ABD) of smaller rank where A, B, and D denote 3 matrices of fixed sizes. The paragraph following that theorem of [6] demonstrates a novel nontrivial technique of trilinear aggregation for generating such decompositions. The demonstration is by presenting a decomposition of trace(ABD) for M M (n, n, n) generated by means of using this technique. The decomposition has rank 0.5n 3 + 3n 2 for any even n (versus the straightforward decomposition of rank n 3 ). After its refinement in 1978 in [7] , the technique of trilinear aggregation enabled a decomposition of rank 1 3 (n 3 − 4n) + 6n 2 for the trace(ABD) for M M (n, n, n). For n = 70 the rank turns into 143,640, and this implied the decrease of the record exponent of MM, log 2 (7) < 2.8074, established in 1969 in [9] , to 3 log 70 143, 640 < 2.7962, that is, implied the acceleration of M M (n, n, n) from cn 2.8704 for a constant c to O(n 2.7962 ). This was a landmark in the study of MM because since 1969, when the MM exponent was decreased from 3 to 2.8074 in [9] , all leading experts worldwide intensified their effort in competition for decreasing it further, towards the information lower bound 2. The exponent 2.8074, however, has defied these intensive attacks for almost a decade, from 1969 to 1978, until it was beaten in [7] , based on the application of trilinear aggregation. The new exponent was decreased a number of times soon thereafter, and trilinear aggregation remained an indispensable ingredient of almost all algorithms supporting this development (see [1, page 255] ).
The other results of the paper [6] were also of interest for the study of MM. [6, Theorem 1] has established some early upper and lower bounds on the arithmetic complexity of the general problem M M (m, k, n) for any triple of m, k, and n and on its rank, that is, the minimal rank of its bilinear and trilinear decompositions. The theorem has also estimated the arithmetic complexity of MM and its rank in terms of one another and has bounded the rank and arithmetic complexity of the specific 
, and M M (m, n, k). In [3] and [11] the duality technique was applied to the the design of efficient algorithms for MM, convolution, integer multiplication, and the FIR filters. [6, Theorem 3] provides a nontrivial explicit expression for all bilinear algorithms of rank 7 for M M (2, 2, 2) (cf. [2] ).
The paper [6] has been written by the author in his spare time while he was working in Economics to make his living. The paper was published in Russian, never translated into English so far, very rarely cited in the Western literature on MM and never in the works on multilinear and tensor decompositions. This motivates us to undertake its translation into English, which we present below. Consider such programs for computing a matrix product C mn = A mk B kn and the inverse matrix D n = (A n ) −1 . In this case the inputs x h are given by the entries of the matrices A mk , B kn , and A n , and the outputs R l are the entries of the matrices C mn and D n . Let Q mkn and Q − n denote the lengths of the programs. We naturally arrive at the two problems of devising programs of the minimal lengths for matrix multiplication and inversion. Below we reduce both of them to a single problem expressed through identity (1) below (see parts 1-3 of Theorem 1).
Given four positive integers m, k, n, and R and three matrices {U, V, W } = {u 
for l = 0, . . . , m − 1 and q = 0, . . . , n − 1. Then we call (1) elementary program for multiplication of matrices A mk and B kn , call the numbers u
lq the elements of the program, and call R = R mkn its length. Let q mkn and q − n denote the minimums of the lengths Q mhn and Q − n , respectively, over all computational programs and let r mkn denote the minimum of the length R mkn over all elementary programs.
Clearly, identity (1) still holds where c lq , a ij , b gh are not numbers but, say, square matrices of a fixed size. For their multiplication we can again apply elementary program (1) . By repeating this recursively, we can reduce general matrix multiplication to multiplication of matrices of small sizes. More precisely, every decrease of the integer value p = min m,k,n p mkn , for p mkn = 3 log mkn r mkn , implies a decrease of the order of the length q KKK as K → ∞ (see part 1 of Theorem 1 below). The construction in [2] of an elementary program supporting R 222 = 7 has immediately yielded programs of length Q KKK ≤ C(2, 2, 2)K log 2 7 for all K. Furthermore, the orders of magnitude of the values r mkn and q mkn coincide with one another up to within the term mk + kn + mn (see below part 3 of Theorem 1). Let us state these facts formally and complement them with some estimates for r mkn and q mkn . Theorem 1. Fix four natural numbers K, m, k, and n.
2)
5) r mkn = r mnk = r nkm = r nmk = r knm = r kmn .
6) r 22n ≥ 3n + 2 (for n ≥ 3); r 222 ≥ 7 (see [3] ); 15 ≤ r 233 ≤ 16; r 234 ≥ 19; r 333 ≥ 18; r 244 ≤ 27.
Here C 1 and C 2 are positive constants; C(m, k, n) does not depend on K. 
The following identity in a ij , b gh , d ql defines an elementary program (1) where R nnn = 0.5n 3 +3n 2 and n = 2m (for m = 1, 2, . . . ),
Here f ln = f l0 and f nl = f 0l for l = 0, 1, . . . , n, while f stands for a; b; d. It follows that P 34,34,34 ≈ 2.8495, that is, this method multiplies matrices by using less than O(K 3 ) operations. Let us establish a uniqueness property of the algorithm of the paper [2] for computing A 22 B 22 . Two triples {U, V, W } and {U , V , W } defining an elementary scheme (1) are said to be equivalent to one another if where the matrices in the three pairs (σ iv ) and (γ vl ), (∇ jκ ) and (λ vg ), and (µ hκ ) and (β κq ) are the inverses of one another; 1 ≤ t(s) ≤ R; t s1 = t s2 for s 1 = s 2 , and all t s are integers. [2] .
