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Abstract
In this paper we use results from the theory of tensor products of Banach spaces to establish the isometry
of the space of so-called strongly p-integrable functions in a Banach space X to the space of integral
X-valued operators on Lp(μ) and the complete projective tensor product of Lp(μ) with an arbitrary
Banach space X. Although there are similar results in recent papers (for instance in [Q. Bu, P.K. Lin,
Radon–Nikodym property for the projective tensor product of Köthe function spaces, J. Math. Anal. Appl.
293 (2004) 149–159] and [J. Diestel, J.H. Fourie, J. Swart, The projective tensor product II: The Radon–
Nikodym property, Rev. R. Acad. Cienc. Ser. A Mat. 100 (2006) 75–100]), our contribution in the present
paper is to remove all restrictions attached to the Banach space X. Through similar techniques, the re-
sult is then also considered in the context of the complete projective tensor product of a Banach lattice X
(satisfying some conditions) with an arbitrary Banach space Y .
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Throughout this paper (Ω,Σ,μ) is a finite measure space and X, Y , etc. will denote Banach
spaces if not otherwise specified. The closed unit ball in a Banach space X is denoted by BX .
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tion theory of X-valued functions on Ω , in particular for the definitions of μ-measurable (or,
strongly measurable) function and Bochner integrable function. The reader is also reminded of
the following well-known characterization of Bochner integrability:
Theorem 1.1. (Cf. [12, p. 45].) A μ-measurable function f :Ω → X is Bochner integrable if
and only if ∫
Ω
‖f ‖dμ < ∞.
From [12, p. 48], also recall that
Theorem 1.2. If f,g are μ-measurable, then if x∗f = x∗g μ-almost everywhere ∀x∗ ∈ X∗, then
f = g μ-almost everywhere.
We recall the usual notation for vector-valued Lp-spaces. Throughout the paper, for 1 
p < ∞, p′ will be the conjugate number of p, i.e. 1
p
+ 1
p′ = 1.
• If 1  p < ∞, let Lp(μ,X) denote the space of equivalence classes of X-valued Bochner
integrable functions f :Ω → X, such that the scalar function t 
→ ‖f (t)‖ is in Lp(μ). An
f ∈ Lp(μ,X) is called absolutely p-integrable. The norm is given by
‖f ‖Lp(μ,X) =
(∫
Ω
‖f ‖p dμ
) 1
p
.
(Lp(μ,X),‖ · ‖Lp(μ,X)) is a Banach space (cf. [12]).
• L∞(μ,X) will denote the vector space of all (equivalence classes of) essentially bounded
μ-Bochner integrable functions f :Ω → X, where the norm is given by ‖f ‖L∞(μ,X) =
ess supw∈Ω ‖f (w)‖.
(L∞(μ,X),‖ · ‖L∞(μ,X)) is a Banach space (cf. [12]).
If 1  p < ∞ and for x∗ ∈ X∗, the function x∗f :Ω → K is given by x∗f (t) = x∗(f (t)),
then let Lpw(μ,X) denote the space of equivalence classes of weakly p-integrable functions, i.e.
• Lpw(μ,X) =
{
f :Ω → X: f is measurable, x∗f ∈ Lp(μ), ∀x∗ ∈ X∗}.
The norm on this space is given by
‖g‖weakp := sup‖x∗‖1
(∫
Ω
∣∣x∗g(t)∣∣p dμ(t)) 1p .
The space of equivalence classes of weak∗ p-integrable functions is defined by
• Lp
weak∗
(
μ,X∗
)= {f :Ω → X∗: f is measurable, xf ∈ Lp(μ), ∀x ∈ X},
where the norm is defined by
‖g‖weak∗p := sup‖x‖1
(∫
Ω
∣∣〈x,g(t)〉∣∣p dμ(t)) 1p .
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‖g‖weakq  ‖g‖Lq(μ,X) for all g ∈ Lq(μ,X).
For later use, we also need to recall some basic facts about projective tensor products, integral
operators and nuclear operators. The reader is referred to Refs. [11] and [12] for detailed informa-
tion on the definitions and results which we briefly discuss below. For u ∈ X ⊗ Y , the projective
norm is given by
‖u‖ˆ := inf
{
n∑
i=1
‖xi‖‖yi‖: u =
n∑
i=1
xi ⊗ yi
}
.
The completion of (X ⊗ Y,‖ · ‖ˆ) is denoted by X ⊗ˆ Y .Recall that a Banach space operator u :X → Y is called integral (in the sense of Grothendieck)
if the induced bilinear form βu :X × Y ∗ →K : (x, y∗) 
→ y∗(ux) is integral, i.e. if there exists a
measure μ ∈ C(BX∗ × BY ∗∗)∗ such that
y∗(ux) = βu
(
x, y∗
)= ∫
BX∗×BY∗∗
x∗(x)y∗∗
(
y∗
)
dμ
(
x∗, y∗∗
)
.
The integral norm of u is given by ‖u‖int = ‖βu‖. The Banach space of integral operators from X
to Y will be denoted by I(X,Y ). Also, as a result of trace duality, it is well known that u :X → Y
is integral if and only if there exists a constant c > 0 such that∣∣tr(vu)∣∣ c‖v‖
for all finite rank bounded linear operators v :Y → X and moreover, ifF(Y,X) denotes the space
of all finite rank bounded linear operators from Y to X, then the integral norm of u is given by
‖u‖int = inf
{
c > 0:
∣∣tr(vu)∣∣ c‖v‖ for all v ∈F(Y,X)}.
There is an important subclass of operators N (X,Y ) of I(X,Y ), whose elements are called
nuclear operators. Recall that u ∈ L(X,Y ) is said to be nuclear if it has a representation u =∑∞
i=1 λix∗i ⊗ yi (i.e. ux =
∑∞
i=1 λix∗i (x)yi for all x ∈ X), where (λi) ∈ 1, x∗i ∈ BX∗ , yi ∈ BY .
The nuclear norm is given by
ν1(u) = inf
{ ∞∑
i=1
|λi |: u =
∞∑
i=1
λix
∗
i ⊗ yi
}
.
We have ‖u‖int  ν1(u) for all u ∈ N (X,Y ). From results by Grothendieck it follows that in
case of either X or Y being reflexive, every u ∈ I(X,Y ) is nuclear; i.e. I(X,Y ) andN (X,Y ) are
topological isomorphic in this case. Also, from Grothendieck’s work on the metric approximation
property (m.a.p. in short) it follows that in case of X∗ having the m.a.p., we have ‖u‖int = ν1(u)
for all u ∈N (X,Y ). Thus, if X is reflexive and X∗ has m.a.p., then N (X,Y ) isometric= I(X,Y ).
More general, if X∗ has the m.a.p., then N (X,Y ) isometric= I(X,Y ) if and only if X∗ has the
Radon–Nikodým property (cf. [12, Theorem 6, p. 248]). When does X∗ have the m.a.p.? There
are several equivalent conditions. By one of these, again due to Grothendieck, this is so if and
only if for every Banach space Y the unique bounded linear extension of
(
X∗ ⊗ Y,‖ · ‖ˆ
)→ (I(X,Y ),‖ · ‖int) : n∑
i=1
x∗i ⊗ yi 
→
(
x 
→
n∑
i=1
x∗i (x)yi
)
to X∗ ⊗ˆ Y is an isometry. In fact, X∗ ⊗ˆ Y is isometric isomorphic to N (X,Y ) in this case.
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Definition 2.1. Let 1  p  ∞. We call a μ-measurable function h :Ω → X a strongly
p-integrable function if for each weak∗ p′-integrable function g :Ω → X∗, the function
Ω →K :: t 
→ 〈h(t), g(t)〉 is a 1-integrable scalar function.
Let Lp〈μ,X〉 be the vector space of (equivalence classes of) strongly p-integrable functions
h :Ω → X such that t 
→ 〈h(t), g(t)〉 is in L1(μ) for all g ∈ Lp′
weak∗(μ,X
∗) and
‖h‖Lp〈μ,X〉 := sup
‖g‖weak∗
p′ 1
∫
Ω
∣∣〈h(t), g(t)〉∣∣dμ(t) < ∞.
For 1 p < ∞, we need to have Lp〈μ,X〉 ⊆ Lp(μ,X). Lemma 1 in [8] comes to our rescue.
It says
Lemma 2.2. (See [8].) Let f :Ω → X be measurable. Then for each  > 0, there exists a mea-
surable g :Ω → X∗ such that g(t) ∈ BX∗ , μ-a.e. and∥∥f (t)∥∥ ∣∣〈f (t), g(t)〉∣∣+ , μ-a.e.
Using Lemma 2.2, we get
Lemma 2.3. Let 1 p < ∞. Then Lp〈μ,X〉 ⊆ Lp(μ,X) with
‖h‖Lp(μ,X)  ‖h‖Lp〈μ,X〉
for all h ∈ Lp〈μ,X〉. Moreover, in case of p = 1 we have L1〈μ,X〉 = L1(μ,X), isometrically.
Proof. Let h ∈ L1〈μ,X〉. By Lemma 2.2, for given  > 0, there exists a measurable g :Ω → X∗
such that g(t) ∈ BX∗ , μ-a.e. and∥∥h(t)∥∥ ∣∣〈h(t), g(t)〉∣∣+ , μ-a.e.
Thus ∫
Ω
∥∥h(t)∥∥dμ(t) ∫
Ω
∣∣〈h(t), g(t)〉∣∣dμ(t) + μ(Ω)
 ‖h‖L1〈μ,X〉 + μ(Ω).
On the other hand, let h ∈ L1(μ,X). For each g ∈ L∞w (μ,X∗) = L∞(μ,X∗), we have∫
Ω
∣∣〈h(t), g(t)〉∣∣dμ(t) (ess sup
t∈Ω
∥∥g(t)∥∥)∫
Ω
∥∥h(t)∥∥dμ(t).
This shows that h ∈ L1〈μ,X〉 and ‖h‖L1〈μ,X〉  ‖h‖L1(μ,X).
Now let 1 < p < ∞ and let h ∈ Lp〈μ,X〉. For  > 0, there exists by Lemma 2.2 a measurable
g :Ω → X∗ such that, just as before, g(t) ∈ BX∗ , μ-a.e. and∥∥h(t)∥∥ ∣∣〈h(t), g(t)〉∣∣+ , μ-a.e.
J.H. Fourie / J. Math. Anal. Appl. 332 (2007) 753–766 757Take f ∈ Lp′(μ) and observe that t 
→ f (t)g(t) is a measurable function and for every x ∈ X,(∫
Ω
∣∣〈x,f (t)g(t)〉∣∣p′
)1/p′
 ‖f ‖
Lp
′
(μ)
‖x‖.
Therefore,∫
Ω
∥∥h(t)∥∥∣∣f (t)∣∣dμ(t) ∫
Ω
∣∣〈h(t), f (t)g(t)〉∣∣dμ(t) + ‖f ‖L1(μ)
 ‖h‖Lp〈μ,X〉‖f ‖Lp′ (μ) + ‖f ‖L1(μ).
This shows that Lp〈μ,X〉 ⊆ Lp(μ,X) by a norm  1 inclusion. 
The following proof of the fact that the space Lp〈μ,X〉 is complete, can be found in [14] and
is presented here for the sake of completeness.
Proposition 2.4. For 1 p < ∞, (Lp〈μ,X〉, ‖h‖Lp〈μ,X〉) is a Banach space.
Proof. First, suppose that ‖h‖Lp〈μ,X〉 = 0. Taking any x∗ ∈ X∗ and realizing that the function
t 
→ x∗ defines an element of Lp′
weak∗(μ,X
∗), we get∫
Ω
∣∣〈h(t), x∗〉∣∣dμ(t) ‖h‖Lp〈μ,X〉∥∥x∗∥∥μ(Ω)1/p′ .
Thus, ‖h‖Lp〈μ,X〉 = 0 implies that 〈h(t), x∗〉 = 0, μ-a.e. This being so for all x∗ ∈ X∗, it follows
from Theorem 1.2 that h = 0 μ-a.e.
Let (hn) be a Cauchy sequence in Lp〈μ,X〉. For  > 0, there exists N = N() ∈N such that
for all g ∈ B
L
p′
weak∗ (μ,X∗)
we have∫
Ω
∣∣〈hm(t) − hn(t), g(t)〉∣∣dμ(t) < , ∀m,nN;
in particular, (〈hn(·), g(·)〉)n is a mean Cauchy sequence. Therefore, there exists fg ∈ L1(μ) such
that 〈hn(·), g(·)〉 n→∞ fg in L
1
-norm. By Lemma 2.3, (hn) is also a Cauchy sequence in Lp(μ,X),
i.e. there exists h ∈ Lp(μ,X) such that hn(·) n→∞ h(·) in L
p
-norm (i.e. also in mean). By 2.5.1,
2.5.3 in [4, p. 93] there is a subsequence (hnk ) so that ‖hnk (·) − h(·)‖ k→∞ 0 μ-a.e. So, for each
t ∈ Ω , g(t) ∈ X∗, it follows that 〈hnk (t), g(t)〉 k→∞ 〈h(t), g(t)〉, μ-a.e. In sum we have:
(i) (〈hnk (·), g(·)〉) is a mean Cauchy sequence.
(ii) (〈hnk (·), g(·)〉) converges to 〈h(·), g(·)〉, μ-a.e.
(iii) t 
→ 〈hnk (t), g(t)〉 is integrable, since hnk (·) ∈ Lp〈μ,X〉 and g ∈ Lp
′
weak∗(μ,X
∗).
Therefore, t 
→ 〈h(t), g(t)〉 is integrable and 〈hnk (·), g(·)〉 k→∞ 〈h(·), g(·)〉 in mean (cf. [6, p. 104])
for arbitrary g ∈ B
L
p′
weak∗ (μ,X∗)
. Thus, h ∈ Lp〈μ,X〉. Also,∫ ∣∣〈h(t), g(t)〉∣∣dμ(t) = lim
k
∫ ∣∣〈hnk (t), g(t)〉∣∣dμ(t) =
∫ ∣∣fg(t)∣∣dμ(t).Ω Ω Ω
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Ω
∣∣〈h(t) − hm(t), g(t)〉∣∣dμ(t) = lim
n→∞
∫
Ω
∣∣〈hn(t) − hm(t), g(t)〉∣∣dμ(t) < ,
∀mN and ∀g ∈ B
L
p′
weak∗ (μ,X∗).

3. Characterization of integral operators on Lq -spaces
Proposition 3.1. Let 1 < q < ∞. The Banach space (Lq ′ 〈μ,X〉,‖ · ‖
Lq
′ 〈μ,X〉) is isometrically
isomorphic to the Banach space (I(Lq(μ),X),‖ · ‖int) of integral operators.
Proof. Let h ∈ Lq ′ 〈μ,X〉 and define u :Lq(μ) → X by
uf =
∫
Ω
f (t)h(t) dμ(t),
whereby we use the result Lq ′ 〈μ,X〉 ⊂ Lq ′(μ,X) from Lemma 2.3. Then, for each x∗ ∈ X∗ we
have 〈
uf,x∗
〉= ∫
Ω
f (t)
〈
x∗, h(t)
〉
dμ(t).
Since the mapping t 
→ f (t)x∗ is in Lq
weak∗(μ,X
∗), we have∣∣〈uf,x∗〉∣∣ ‖h‖
Lq
′ 〈μ,X〉
∥∥x∗∥∥‖f ‖q .
Therefore, u is bounded and ‖u‖ ‖h‖
Lq
′ 〈μ,X〉. Let v :X → Lq(μ) be a finite rank linear oper-
ator, v =∑ni=1 x∗i ⊗ fi , say. Then uv =∑ni=1 x∗i ⊗ ufi and
tr(uv) =
n∑
i=1
〈
x∗i , ufi
〉= ∫
Ω
〈
n∑
i=1
fi(t)x
∗
i , h(t)
〉
dμ(t).
It follows that
∣∣tr(uv)∣∣ ∫
Ω
∣∣∣∣∣h(t)
(
n∑
i=1
fi(t)x
∗
i
)∣∣∣∣∣dμ(t)
 ‖h‖
Lq
′ 〈μ,X〉
∥∥∥∥∥
n∑
i=1
fi(·)x∗i
∥∥∥∥∥
L
q
weak∗ (X∗)
.
Now, since
‖v‖ = sup
‖x‖1
(∫
Ω
∣∣∣∣∣
〈
n∑
i=1
x∗i fi(t), x
〉∣∣∣∣∣
q
dμ(t)
)1/q
=
∥∥∥∥∥
n∑
i=1
x∗i fi(·)
∥∥∥∥∥
L
q
weak∗ (X∗)
,
it is clear that |tr(uv)| ‖h‖
Lq
′ 〈μ,X〉‖v‖. Since this holds for any finite rank operator v, we may
conclude that u is integral and
‖u‖int  ‖h‖ q′ .L 〈μ,X〉
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i=1 gi ⊗ xi ∈ Lq ′(μ) ⊗ X we associate an element of Lq ′ 〈μ,X〉 as follows: First, notice that
if we have two different representations
∑n
i=1 gi(t)⊗ xi and
∑m
j=1 g′j ⊗ yj for the same u, then
both functions t 
→∑ni=1 gi(t)xi and t 
→∑mj=1 g′j (t)yj are in Lq ′(μ,X) and if we consider u
as an operator from Lq(μ) to X in the usual manner, then
∫
Ω
f (t)
(〈
x∗,
n∑
i=1
gi(t)xi
〉)
dμ =
〈
x∗,
n∑
i=1
(∫
Ω
f (t)gi(t) dμ(t)
)
xi
〉
=
〈
x∗,
(
n∑
i=1
gi ⊗ xi
)
(f )
〉
=
〈
x∗,
(
m∑
j=1
g′j ⊗ yj
)
(f )
〉
=
∫
Ω
f (t)
(〈
x∗,
m∑
j=1
g′j (t)yj
〉)
dμ
for all f ∈ Lq(μ) and all x∗ ∈ X∗. It is thus clear that 〈x∗,∑ni=1 gi(t)xi〉 = 〈x∗,∑mj=1 g′j (t)yj 〉,
μ-a.e. for all x∗ ∈ X∗. Using Theorem 1.2, the function hu :Ω → X : t 
→∑ni=1 gi(t)xi is there-
fore independent of u’s representation. For given g ∈ Lq
weak∗(μ,X
∗), it then follows that
∣∣∣∣
∫
Ω
〈
hu(t), g(t)
〉
dμ(t)
∣∣∣∣=
∣∣∣∣∣
n∑
i=1
∫
Ω
gi(t)
〈
xi, g(t)
〉
dμ(t)
∣∣∣∣∣
 ‖g‖Lq
weak∗ (μ,X∗)
n∑
i=1
‖gi‖Lq′ (μ)‖xi‖.
This being the case for any tensor product representation of u, we may conclude that∣∣∣∣
∫
Ω
〈
hu(t), g(t)
〉
dμ(t)
∣∣∣∣ ‖g‖Lqweak∗ (μ,X∗)‖u‖ˆ,
where ‖u‖ˆ is the projective norm on L
q ′(μ) ⊗ X. It is therefore clear that hu ∈ Lq ′ 〈μ,X〉 with
‖hu‖Lq′ 〈μ,X〉  ‖u‖ˆ = ‖u‖int. Now, note that if f ∈ L
q(μ) is given, then
∫
Ω
f (t)hu(t) dμ(t) =
∫
Ω
f (t)
(
n∑
i=1
gi(t)xi
)
dμ(t)
=
(
n∑
i=1
gi ⊗ xi
)
(f ) = u(f ).
From the first part of the proof, it is therefore clear that
(
Lq
′
(μ) ⊗ X,‖ · ‖ˆ
)→ Lq ′ 〈μ,X〉 : n∑gi ⊗ xi 
→ hu
i=1
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a dense subspace of
I(Lq(μ),X)=N (Lq(μ),X)= Lq ′(μ) ⊗ˆ X
onto a subspace of the Banach space Lq ′ 〈μ,X〉. However, since by the first part of the proof,
each h ∈ Lq ′ 〈μ,X〉 can in this manner be associated with a u ∈ I(Lq(μ),X) (with ‖u‖int 
‖h‖
Lq
′ 〈μ,X〉), it follows that the isometry extends uniquely to an isometry from the completion
I(Lq(μ),X)= Lq ′(μ) ⊗ˆ X
onto Lq
′ 〈μ,X〉. 
The result may of course be formulated so as to present a generalization of the vector sequence
space characterization of q ′(μ) ⊗ˆ X in [7] and [13], to the setting of an Lq(μ)-space:
Corollary 3.2. Let 1 < q < ∞. Then the space Lq ′ 〈μ,X〉 is isometrically isomorphic to the
projective tensor product space Lq ′(μ) ⊗ˆX, the isometry being given by the unique extension of
n∑
i=1
gi ⊗ xi 
→
n∑
i=1
gi(·)xi
to Lq
′
(μ) ⊗ˆ X.
Remark 3.3. We refer to [12, Example 10, p. 228] or [9] for the fact that
J :L1(μ) ⊗ X → L1(μ,X) such that J
(
n∑
i=1
χAi ⊗ xi
)
=
n∑
i=1
xiχAi
is a norm 1 bounded linear operator which maps the dense subspace of L1(μ)⊗ˆX consisting of
elements of the form
∑n
i=1 χAi ⊗xi , where A1, . . . ,An are disjoint sets in Σ and x1, . . . , xn ∈ X,
onto the dense subspace of simple functions in L1(μ,X). Moreover, the unique extension of J
to L1(μ) ⊗ˆ X is an isometry onto L1(μ,X). Now, since L1〈μ,X〉 = L1(μ,X) by Lemma 2.3,
we see that our result Corollary 3.2 completes a picture.
4. The Banach lattice case
To start we recall some basic features of the Banach space theory of Banach lattices. Generally,
a Banach lattice with the Radon–Nikodým property contains no isomorph of c0 and so must be
Dedekind σ -complete. Such Banach lattices have σ -order continuous norms. In sum, a Banach
lattice with the Radon–Nikodým property is Dedekind complete and has an order continuous
norm; it is also norm one complemented in its second dual. Once it is known that a Banach
lattice has an order continuous norm and weak order unit, the Kakutani representation theory of
Banach lattices assures the existence of a probability space (Ω,Σ,μ) such that the given Banach
lattice X can be viewed as a Banach function space (or, in other words, a Köthe function space)
of measurable real-valued functions defined on an Ω with
L∞(μ) ⊆ X ⊆ L1(μ);
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tion. We denote by X′ the Köthe dual of X, that is,
X′ =
{
g ∈ L0(μ):
∫
Ω
|fg|dμ < ∞ for each f ∈ X
}
,
where L0(μ) denotes the linear space of measurable functions.
For our purpose, we need the Banach lattice X to be a Köthe function space with the following
properties:
(∗) X has order continuous norm (so, X′ = X∗) and X′′ = X.
For instance, if X is a Banach lattice with the Radon–Nikodým property and with a weak order
unit, it is well known that X′ = X∗. Of course, X′′ also makes sense in this case, but need not
be X∗∗.
The reader is referred to [8] for the following definitions. For a given Banach space Y we
denote by X(Y) the linear space of all strongly μ-measurable Y -valued functions on Ω , such
that ‖f (·)‖Y ∈ X. Equips X(Y) with the norm
‖f ‖X(Y) =
∥∥∥∥f (·)∥∥
Y
∥∥
X
;
X(Y), with this norm, is a Banach space.
Also important for our discussion is the space Xweak∗(Y ∗) of all strongly μ-measurable
g :Ω → Y ∗ such that g(·)(y) ∈ X for each y ∈ Y ; we norm Xweak∗(Y ∗) by
‖g‖Xweak∗ (Y ∗) = sup
y∈BY
∥∥g(·)(y)∥∥
X
.
X〈Y 〉 denotes the space of strongly μ-measurable functions f :Ω → Y such that for each g ∈
X′
weak∗(Y
∗), the function g(·)(f (·)) is in L1(μ) and equips X〈Y 〉 with the norm
‖f ‖X〈Y 〉 = sup
{∥∥g(·)(f (·))∥∥
L1(μ): g ∈ BX′weak∗ (Y ∗)
}
.
X〈Y 〉, with this norm, is a Banach space, as is proved in [8, Corollary 3].
Next, X〈Y 〉 and X′′(Y ) are related.
Lemma 4.1. [8, Proposition 2] X〈Y 〉 ⊆ X′′(Y ) with ‖f ‖X′′(Y )  ‖f ‖X〈Y 〉 whenever f ∈ X〈Y 〉.
It is moreover showed in [8, Corollary 4] that the inclusion of X〈Y 〉 into X′′(Y ) is a semi-
embedding.
Of fundamental importance in the Bu and Lin paper is their representation of X ⊗ˆ Y , when X
is an order continuous Banach lattice such that X = X′′ which is (norm one) complemented in
its bidual and Y is a separable dual Banach space. With all this in hand, Bu and Lin show X ⊗ˆ Y
is isometrically isomorphic to X〈Y 〉. Following their lead, thereby viewing X as a Köthe space
with X∗ = X′,X′′ = X and X norm one complemented in X∗∗, the authors in the survey paper
[10] discuss a bit more general result (using Y ’s separability fully)—in that the separable Y is
not asked to be a dual space.
Recall that several properties of Banach spaces X may imply that X∗ has the Radon–Nikodým
property. For instance, if every separable subspace of X has a separable dual, then X∗ possesses
the Radon–Nikodým property (cf. [12, p. 82]); as a matter of fact, it follows from Stegall’s
theorem [12, p. 195], that X∗ possesses the Radon–Nikodým property precisely when every
separable subspace of X has a separable dual. This is for instance so, by a result of Kuo, if X∗
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theorem of Phillips, reflexive Banach spaces have the Radon–Nikodým property [12, p. 82], so
that in this case X∗ also has the Radon–Nikodým property.
We now discuss the main result (Proposition 3.1) of Section 3 in the context of Banach lattices.
The proof is the same as in the case of Proposition 3.1; for the sake of completeness we shall
however discuss a brief version thereof.
Proposition 4.2. Suppose the Banach lattice X satisfies the properties in (∗) above. Moreover,
also assume that X∗ has both the approximation property and the Radon–Nikodým property.
Then the Banach space X′〈Y 〉 is isometrically isomorphic to the Banach space (I(X,Y ),‖ · ‖int)
of integral operators, for any Banach space Y .
Proof. Let h ∈ X′〈Y 〉 and define u :X → Y by
uf =
∫
Ω
f (t)h(t) dμ(t),
whereby the existence of the (Bochner) integral in Y follows from X′〈Y 〉 ⊆ X′(Y ). Then, for
each y∗ ∈ Y ∗ we have∣∣〈uf,y∗〉∣∣ ‖h‖X′〈Y 〉∥∥y∗∥∥‖f ‖X.
Therefore, u is bounded and ‖u‖  ‖h‖X′〈Y 〉. Let v :Y → X be a finite rank linear operator,
v =∑ni=1 y∗i ⊗ fi , say. Then
∣∣tr(uv)∣∣ ∫
Ω
∣∣∣∣∣h(t)
(
n∑
i=1
fi(t)y
∗
i
)∣∣∣∣∣dμ(t)
 ‖h‖X′〈Y 〉
∥∥∥∥∥
n∑
i=1
fi(·)y∗i
∥∥∥∥∥
Xweak∗ (Y ∗)
.
Now, since
‖v‖ = sup
‖y‖1
∥∥∥∥∥
〈
n∑
i=1
y∗i fi(·), y
〉∥∥∥∥∥
X
=
∥∥∥∥∥
n∑
i=1
y∗i fi(·)
∥∥∥∥∥
Xweak∗ (Y ∗)
,
it is clear that |tr(uv)| ‖h‖X′〈Y 〉‖v‖. Since this holds for any finite rank linear operator v, we
may conclude that u is integral and
‖u‖int  ‖h‖X′〈Y 〉.
For proving the converse statement, we again use the tensor product techniques of the proof
of Proposition 3.1, i.e. with each u =∑ni=1 gi ⊗ yi ∈ X′ ⊗ Y we associate the function
hu :Ω → Y : t 
→
n∑
i=1
gi(t)yi
and verify that hu ∈ X′〈Y 〉 by showing that for given g ∈ Xweak∗(Y ∗),∣∣∣∣
∫ 〈
hu(t), g(t)
〉
dμ(t)
∣∣∣∣ ‖g‖Xweak∗ (Y ∗)
n∑
i=1
‖gi‖X′‖yi‖.Ω
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∫
Ω
〈
hu(t), g(t)
〉
dμ(t)
∣∣∣∣ ‖g‖Xweak∗ (Y ∗)‖u‖ˆ,
where ‖u‖ˆ is the projective norm on X
′ ⊗ Y . It is therefore clear that hu ∈ X′〈Y 〉 with
‖hu‖X′〈Y 〉  ‖u‖ˆ = ‖u‖int. Now using that
I(X,Y ) =N (X,Y ) = X′ ⊗ˆ Y,
since X∗ has both the approximation property and the RNP [12, p. 248], the desired result follows
as in the proof of Proposition 3.1. 
Corollary 4.3. Suppose the Banach lattice X satisfies the properties in (∗) above. Moreover,
also assume that X∗ has both the approximation property and the Radon–Nikodým property.
Then the space X′〈Y 〉 is isometrically isomorphic to the projective tensor product space X′ ⊗ˆ Y ,
the isometry being given by the unique extension of
n∑
i=1
gi ⊗ yi 
→
n∑
i=1
gi(·)yi
to X′ ⊗ˆ Y .
Remark 4.4.
1. What is the relation between Corollary 4.3 above and the result of Proposition 5 in [8]? The
result is the same, only the conditions on the underlying spaces differ. On the Banach lattice
X we assume X∗ to have RNP and the approximation property, whereas in [8] it is assumed
that X is norm one complemented in X∗∗. The other properties on X are the same (those
in (∗)). On the Banach space Y , we have no restrictions, whereas in [8] it is assumed that
Y should be a separable dual Banach space. The proofs differ largely. We use results from
operator ideals and tensor products, whereas Bu and Lin use vector measure theory. Our
result 4.3 is also an improvement of a result in [10], where Y is assumed to be separable.
2. We could have chosen to present the proof of Proposition 4.2 in detail and then to obtain
Proposition 3.1 as a special case of Proposition 4.2. We are of opinion however, that the
result and proof for the special case X = Lp(μ) are interesting and important enough to be
considered separately.
5. The sequence space case
By means of a short discussion in this section, we intend to put our main results of the present
paper in context with other known results in the literature. We turn to a short discussion of three
well-known vector sequence spaces. Let 1 p ∞ and 1
p
+ 1
p′ = 1. Recall that a sequence (xn)
in a Banach space X is called
1. absolutely p-summable, if
∑
n ‖xn‖p < ∞;
2. weakly p-summable, if
∑
n |x∗(xn)|p < ∞ for all x∗ ∈ X∗;
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∑
n |x∗n(xn)| < ∞ for all sequences (x∗n) in X∗ such that∑
n |x∗n(x)|p′ < ∞ for all x ∈ X.
The vector sequence spaces p(X) (of all absolutely p-summable sequences in X), pw(X)
(of all weakly p-summable sequences in X) and p〈X〉 (of all strongly p-summable sequences
in X) are Banach spaces with respect to the norms
πp((xn)) :=
(∑
n
‖xn‖p
) 1
p
, p((xn)) := sup
‖x∗‖1
(∑
n
∣∣x∗(xn)∣∣p
) 1
p
and
σp((xn)) := sup
{∑
n
∣∣x∗n(xn)∣∣: p′((x∗n)) 1
}
,
respectively. For a fixed Banach space X, these vector sequence spaces satisfy the relations
p〈X〉 ⊆ p(X) ⊆ pw(X) for 1 p ∞ (with p  πp  σp),
1〈X〉 = 1(X) (with π1 = σ1) and ∞(X) = ∞w (X) (with π∞ = ∞). The space pw(X∗) and
the space pw∗(X∗) of all weak∗ p-summable sequences in X∗ coincide.
We recall the definition given in [2] for the space πp,q (X) of (p, q)-summing sequences:
Definition 5.1. (Cf. [2].) For any Banach space X we define the space πp,q (X) of (p, q)-
summing sequences in X, as the set of all sequences (xj ) in X such that there exists a constant
c > 0 for which(
n∑
j=1
∣∣x∗j xj ∣∣p
) 1
p
 c sup
x∈BX
(
n∑
j=1
∣∣x∗j x∣∣q
) 1
q
(1)
for any finite collection of vectors x∗1 , . . . , x∗n in X∗.
πp,q((xi)) := inf
{
c > 0: (1) holds
}
defines is a norm on πp,q (X) and the normed space (πp,q (X),πp,q(·)) is complete.
Notice that
πp,q (X) =
{
(xi) ∈ ∞(X):
(
x∗n(xn)
) ∈ p for all (x∗i ) ∈ qw(X∗)}
and that the norm is also given by
πp,q((xi)) := sup
{(∑
n
∣∣x∗n(xn)∣∣p
) 1
p
: q
((
x∗n
))
 1
}
.
Remark. It is clear from the above definitions that
π1,p′ (X) =
{
(xn) ∈ ∞(X):
∑
n
∣∣x∗n(xn)∣∣< ∞, ∀(x∗i ) ∈ p′w (X∗)
}
= p〈X〉
and π1,p′ = σp , where 1 + 1′ = 1.p p
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Theorem 5.2. (Cf. [3].) Let X be a Banach space and let 1  q < ∞. Then π1,q (X) isometric=
I (q,X). The isometry is given by the mapping (xi) 
→ u :q → X :uej = xj for all j ∈N.
Independently, by a different approach (using tensor product and operator ideal methods) the
following result is proved in [13].
Theorem 5.3. Let 1 < p < ∞. Then p〈X〉 isometric= p ⊗ˆ X. Also 1〈X〉 = 1(X) = 1 ⊗ˆ X.
By yet another approach (by means of vector measure theory), Theorem 5.3 is also proved by
Bu and Diestel in [7].
We have to mention that our proofs of Proposition 3.1 and Proposition 4.2 for the Lp(μ)-case
and the Banach lattice case, are partly modelled on the two proofs (of 5.2 and 5.3) for the p-case
in [2] and [13], respectively.
6. Remarks on the Radon–Nikodým property
We conclude the paper by a short discussion in connection with the Radon–Nikodým property
(RNP). In the paper [1] by K.T. Andrews, we find the following result about the RNP for the space
Np(X,Y ) of p-nuclear operators (of course, N1(X,Y ) =N (X,Y )):
Theorem 6.1. [1, Theorem 7] Let 1 p < ∞. If X∗ and Y have the Radon–Nikodým property,
then the spaces of p-nuclear operators Np(X,Y ) have the Radon–Nikodým property provided
that X∗ has the approximation property.
Now, since in case of X∗ having the RNP, the approximation property on X∗ already implies
the metric approximation property on X∗, it is clear from Theorem 6.1 and Grothendieck’s results
(as are discussed in our introduction) that the projective tensor product space X∗ ⊗ˆ Y has RNP
under the conditions of Theorem 6.1, since in this case X∗ ⊗ˆ Y is isometrically isomorphic to
N (X,Y ). We want to point out that from the above theorem it is clear that when having suitable
conditions on X∗, no extra conditions (apart from having RNP) need to apply to the Banach
space Y . It is thus in particular clear from Theorem 6.1 that the spaces p ⊗ˆ Y and Lp(μ) ⊗ˆ Y
(for 1 < p < ∞) have the RNP when Y does. So, when applying Theorem 6.1 and the results
Proposition 3.2 and Theorem 5.3, we conclude that
Proposition 6.2. Let 1 < p < ∞ and let Y be a Banach space with RNP. Then both spaces p〈Y 〉
and Lp〈μ,Y 〉 have RNP.
In the context of X being a Banach lattice, Bu and Lin prove in [8] that:
Theorem 6.3. [8, Theorem 8] Let X be an order continuous Köthe function space and Y be a
dual Banach space. Then X ⊗ˆ Y has the Radon–Nikodým property if both X and Y do.
By adjusting the arguments of Bu and Lin in the proof of Theorem 6.3, it is showed in [10]
that their result Theorem 6.3 still follows by their lead, using Proposition 5 in [8], without asking
for the space Y to be a dual Banach space.
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to [12, p. 140]) and of course the same result is true for the Banach (vector) sequence spaces
p(Y ). The author in [1] claims that the following result is an improvement (weaker conditions,
that is) of a result by Diestel and Morrison:
Theorem 6.4. (K.T. Andrews [1, Theorem 5]) Suppose the weak∗ closure of every bounded
norm separable subset of X∗ is weak∗-metrizable (for instance, if X is a subspace of a weakly
compactly generated Banach space) and X∗ and Y have RNP and suppose that L(X,Y ) =
K(X,Y ), then L(X,Y ) has RNP.
Now, it is a well-known fact that for 1 < p < ∞, L(p,Y ) = p′w (Y ) and K(p,Y ) = p
′
c (Y )
isometrically, where for any 1 q < ∞, qc (Y ) is the closed subspace of qw(Y ) consisting of all
sequences with the generalized AK-property, i.e.

q
c (Y ) :=
{
(yi) ∈ qw(Y ): (yi) = q − limn→∞(y1, y2, . . . , yn,0,0, . . .)
}
,
normed by the subspace norm inherited from qw(Y ). Also, L(c0, Y ) = 1w(Y ) and K(c0, Y ) =
1c(Y ). Let c0(Y ) denote the space of all norm null sequences in Y . It is a well-known fact that

q
w(Y ) = qc (Y ) if and only if qw(Y ) ⊆ c0(Y ) for 1  q < ∞ (for a proof of this fact, using
sequence space arguments only, refer to [5]). It is therefore a consequence of Theorem 6.4 that:
Proposition 6.5. Let 1 < p < ∞. If pw(Y ) ⊆ c0(Y ) and Y has RNP, then pw(Y ) has RNP.
Since for 1 < p < ∞, the space pc (Y ) is isometrically isomorphic to the injective tensor
product space p⊗ˇY , it thus follows from Proposition 6.5 that if Y has RNP, then p⊗ˇY has
RNP.
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