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Abstract 
We introduce an analog of the Robinson Schensted algorithm for skew oscillating tableaux 
which generalizes the well-known correspondence for standard tableaux. We show that this 
new algorithm enjoys some of the same properties as the original. In particular, it is still true 
that replacing a permutation by its inverse exchanges the two output tableaux. These facts 
permit us to derive a number of identities involving the number of such tableaux. 
1. Introduction 
Les tableaux de Young, introduits en 1902 par Young [18] pour calculer certains 
idempotents de l'alg6bre du groupe sym6trique, ont 6t6 tr6s abondamment  6tudi6s 
sous diff6rents points de vue. En particulier, dans le cadre de la th6orie des repr6senta- 
tions du groupe sym6trique [11], l 'algorithme de Robinson-Schensted [7, 13] donne 
une preuve combinatoire de l'identit6 
n!= ~ (f~)z, {1) 
~,kn 
identit6 dans laquelle n! est la dimension de la repr6sentation r6guli6re, etf  ~ est fi la 
fois le degr6 et la multiplicit6 de la repr6sentation associ6e fi la forme 2. Depuis, une 
riche combinatoire sur ies tableaux de Young a vu le  jour. Ainsi, plusieurs corres- 
pondances analogues fi celle de Robinson-Schensted ont 6t6 propos6es pour divers 
types de tableaux tels les tableaux semi-standard [5], les tableaux oscillants 
I-1,3,6,8, 15, 16], les 'shifted' tableaux [10,17], les tableaux gauches [12] ... .  Ces 
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correspondances ont &6 unifi6es par Fomin [4] dont la th6orie voit actuellement de 
nombreux d6veloppements [8,9]. 
Dans ce travail, nous nous int6ressons fi la famille des tableaux oscillants gauches, 
de tels tableaux correspondant fi des chemins quelconques allant d'une certaine forme 
initiale fi une certaine forme fnale dans le treillis de Young repr6sent6 Fig. 1. 
Ces tableaux oscillants gauches g6n6ralisent donc les notions de tableaux oscillants 
(pour lesquels la forme initiale est la forme vide ~3~), tableaux standard (la forme initiale 
est ~ et le chemin est une chaine dans le poset repr6sent6 Fig. 1), tableaux gauches (la 
forme initiale est quelconque t le chemin est une chaine dans ce m~me poset). 
Dans cet article, nous donnons un analogue de l'algorithme de Robinson- 
Schensted [7, 13] pour cette famille des tableaux oscillants gauches. Nous montrons 
+galement que cette correspondance poss~de les m6mes propri&6s que l'originale, en 
particulier celle qui fait que le remplacement d'une permutation par son inverse a pour 
effet d'6changer les deux tableaux obtenus [14]. De ces r6sultats, nous d6duisons un 
certain nombre d'identit6s faisant intervenir le nombre de ces tableaux. 
Le paragraphe suivant pr6sente les d6finitions et notations que nous utilisons au 
long de ce travail. Ensuite, nous proposons un algorithme (dit fondamental) associant 
un tableau oscillant gauche un triplet constitu6 d'une involution partielle t de deux 
tableaux partiels, correspondance donnant une premi6re formule d'6num6ration pour 
ces tableaux (en fonction des formes initiale et finale et de la longueur des tableaux). 
Dans le paragraphe quatre, nous donnons la correspondance d  type Robinson- 





I I I 1 
I I I I 
I I I I 
Fig. I. 
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Nous obtenons ainsi une formule analogue &la formule (1) sur les dimensions. Darts le 
dernier paragraphe, nous montrons que cette correspondance poss6de une propri6t6 
analogue 5~ l'originale, propri6t6 dont nous d6duisons une formule pour le nombre de 
tableaux oscillants gauches ayant une forme initiale et une longueur fix6es. 
2. Definitions et notations 
Nous utilisons ici la terminologie habituelle sur les tableaux et nous supposons 
connu l'algorithme de Robinson-Schensted tel que pr6sent6 dans [13]. Les d6finitions 
non pr6cis6es ci-dessous pourront 8tre trouvees dans cet article. 
Nous notons indiff6remment par 2 = ()~1,22 . . . . .  2k) une partition et le diagramme de 
Ferrers correspondant, repr6sent6 en notation 'Franqaise', c'est fi dire avec la plus 
longue part 21 sur la ligne inf&ieure (ligne 1), les parts nulles 6tant interdites. La cellule 
du diagramme sur les ligne iet colonne jest notbe c=(i,j) et ainsi, ce2 si et seulement 
si 1 ~<j~<2i. Si/l_c2, laforme gauche 2/# est l'ensemble de cellules {clc~2 et c¢/l I. Si 
12/#b =n, nous 6crivons X//l I-n et parlons de partition (gauche) de n de forme 2//~. 
Un tableau de Youn9 T deforme 2/# est un 6tiquetage des cellules de 2///par des 
entiers positifs de sorte que les lignes et colonnes oient croissantes au sens large. Nous 
notons T~ ou T(i,j) l'6tiquette de la cellule c=(i,j); ainsi, keT  signifie k= T(i,j) pour 
un certain couple i,j. Un tableau de Young est partiel si ses 6tiquettes sont distinctes. 
standard s'il est partiel et les 6tiquettes comprises entre 1 et n= 12/~1. Par exemple, 
losque 2 = (5, 4, 2) et # = (3, 2), les deux tableaux repr6sent6s Fig. 2 sont respectivement 
partiel et standard. 
Les ensembles de tableaux de Young partiels et standard e forme 2//t sont not6s 
respectivement PT()~//l) et ST(2//I), l'ensemble PT(2/#) d6signant les tableaux de 
Young partiels de forme 2//~ avec d6croissance stricte en ligne et colonne. 
Nous notons f  ~/~ le nombre de tableaux standard e forme 2/#. 
Une involution partielle ~ sur In] = '~ 1, 2 ..... n} est un ensemble de paires verticales 
d'entiers de [n] deux fi deux distincts 
( i l  i2 ...ik) Of a ix <i2 <'" '< ik  <net  ip>.jp (1 <~p<~k), 
-~\ J l J2  "'Jk 
ces paires verticales constituant les cycles de l'involution qui sera toujours sans point 
fixe. Nous notons ~z = il iz ... ik et ~ =JlJ2 ...Jk les lignes sup6rieure et inf6rieure de cette 
involution. 
L'ensemble des involutions partielles ur [n] est l'ensemble PINV(n). 
15  13  
25  
Fig. 2. 
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D6finition 2.1. Un tableau oscillant gauche deJbrmes initiale ct et finale fl et de longueur 
nest une suite ~? de diagrammes de Ferrers (ou partitions) 
T=(a=20,21 ..... 2.=fl), 
oft 2k est obtenue fi partir de 2k- 1 par ajout ou suppression d'une cellule. L'ensemble 
de tels tableaux est not6 TOG.(a---,fl) et leur nombref~ a. 
Exemple 2.2. 
 :Eb FFn m D 
Ainsi TeTOG6{(2, 1)~(1)}. 
Cette notion de tableaux oscillants gauches g6n6ralise donc les notions de 
• tableaux oscillants [1, 2, 6, 15, 16,] qui correspondent au cas off ~=~,  
• tableaux de Young standard correspondant au cas off ~--~Z~ et oft les seules 
op6rations admises dans Thistoire' du tableau sont des adjonctions de cellules. 
Dans le prochain paragraphe, nous pr6sentons l'algorithme fondamental fi partir 
duquel nous obtiendrons dans la section suivante une correspondance de type 
Robinson-Schensted pour les tableaux oscillants gauches. Pour terminer, nous 
verrons que cette correspondance poss~de des propri&& analogues fi celle de 
Robinson-Schensted, n particulier lorsque l'on permute les deux tableaux oscillants 
gauches obtenus ce qui a pour effet d'inverser (en un certain sens que nous d6finirons) 
l'involution partietle. 
3. L'algorithme fondamental 
Th6or6me 3.1. Soient ~t et fl deux partitions et nun  entier. I1 existe une bijection 
O:TOG. (~/3)~ U PINV(n) x PT(/~/#) x PT(~//J), 
#=_/] 
~(=,P,Q), 
telle que = 0 P 0 Q = In] (off 0 dbsigne I'opkrateur union disjointe). 
On d6duit imm6diatement de ce th6or6me le r6sultat suivant, 
Corollaire 3.2. Le nombre de tableaux oscillants gauches de formes initiale ct et finale 
fl et de longueur n est donnb par 
f '~P  = k , l ,n -k - I  "" " 
k,l>~O at/iz~ k 
n--k-- lpair I z: fl/l~l-I 
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En considarant des formes particuli6res pour c~ et/3, nous retrouvons les formules 
d'6num6ration suivantes pour les tableaux oscillants [1, 3, 15, 16]. 
Coro l la i re  3.3. (i) j T~ = (1~1) (n -1/31)!! fa ,  
(ii) . [~  =(2n)!!. 
Avant de prouver le Th6or6me 2.1, nous allons d6finir les diff6rents processus de 
suppression dans un tableau de Young gauche partiel que nous serons amen6s 
fi consid6rer. 
Soit PePT(2//~). Trois types de suppression peuvent 6tre rdalis6es ur ce tableau. 
Suppression d'une cellule vide. II s'agit de la suppression d'une cellule appartenant 
/t/~ en position (i, j) telle que les ceilules en position (i, j + 1) et (i + 1,j) n'appartiennent 
ni fi #, ni fi 2//~ (Fig. 3, suppression de la cellule vide (5, 1)). 
Suppression d'une cellule contenant un entier. II s'agit de la suppression d'une cellule 
en position (i,j) de 2/# contenant un certain entier k, sur le mSme principe que dans 
l'algorithme de Robinson-Schensted. Cet entier k vient prendre la place du plus grand 
entier de la ligne i -  1 qui lui soit inf6rieur (lorsqu'il existe), ce processus 6tant it6re 
jusqu'fi ce que l'une des deux situations suivantes e produisent. 
Suppression externe: Le processus se termine par l'expulsion d'un entier de la 
premi6re ligne de 2/p (la Fig. 4 repr6sente [a suppression de la cellule contenant 6 ce 
qui conduit fi l'expulsion de l'entier 3). 
Suppression interne: Le processus e termine lorsque, fi une certaine 6tape, l'entier 
m expuls6 de la ligne p+ 1 est plus petit que tous ceux de la ligne p (p>0)  de 2//~ ou 
lorsque cette ligne p ne comporte aucun entier (cas off 2p=/~p). Dans ce cas, l'entier 
m est plac6 dans la derni6re cellule de p sur la ligne p. Ainsi, une cellule 'coin' de pest 
remplie (la Fig. 5 repr6sente la suppression de la cellule contenant l'entier 1 ce qui 
a pour effet de remplir la cellule (3, 2)). 
1 
6 6 
24  ~ 24  




• " "2 4 ~ ~  " " "26  
• " " " -138  " - ]48  
Fig. 4. 
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• .1 ~ 2  6 1 6 
• " "24  ~ 1 ~  24  
"--]38 38  
Fig. 5. 
Preuve du Theor6me 3.1. Soit T=(~=2o,21 ..... 2.=fl) un tableau appartenant fi 
TOG. (~-*fl). On construit une suite (~,  d6signant le tableau vide de forme ~/:~) 
(Uo, Po, Qo) = (~, ~ ,  ~) ,  (ul, P1, Ol ) . . . . .  (;En, P., Q.) = (~, P, Q) 
5. l'aide de l'algorithme suivant (voir Exemple 3.4). 
Algorithme a. Supposons qu'5. la ki6me 6tape, 2k soit obtenue 5. partir de 2k-1 par: 
(1) ajout d'une cellule en position (i,j); dans ce cas 
Qk = Ok-  1, ~k = ~k-  1, 
Pk(i,j)= k (ajout d'une cellule 5. Pk-1 5tiquet6e k); 
(2) suppression d'une cellule en position (i,j); dans ce cas, on supprime la cellule en 
position (i,j) de Pk-1, le processus conduisant au tableau Pk par 
(a) une suppression externe: 
Qk=Qk-1, 
on ajoute le couple (k) 5, ~ZR-10d m est l'entier expuls6 de Pk-1; 
(b) une suppression i terne: 
Qk(i,j)=k off (i,j) est la cellule de PR-1 ayant 6t6 remplie, 
7~k ~ ~k - l ; 
(c) une suppression de cellule vide: 
Qk(i,j)= k oh (i,j) est la cellule supprim6e, 
7~k -~- I~k-  1 . 
Un exemple de cette construction est donn6 ci-aprSs (Exemple 3.4 dans lequel nous 
n'avons pas r6p6t6 un objet qui n'est pas modifi6 lots d'une 6tape de l'algorithme). 
I1 est facile de voir que, partant de TeTOG.(a~fl), cet algorithme fournit: 
P~PT(fl/#): 5. chaque 6tape de l'algorithme, PkEPT(2k/I~k), 
Q~PT(u/~t): en effet, Qo = l~, et, 5. chaque 6tape, si Pk~PT(2k/#k) alors QkePT(ct/#k) 
(cas 2(b) et 2(c) de l'algorithme), 
uePINV(n) par construction. 
De plus, ~ © P © Q = [n] car 
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Q est &iquet6 par des entiers correspondant aux 6tapes de suppression i terne ou 
de cellule vide (cas 2(b) et 2(c)), 
Pest  6tiquet6 par des entiers correspondant aux &apes d'insertion (cas 1), entiers 
non supprim6s lors d'&apes ult&ieures (cas 2(a)), 
rr est constitute de couples dont les entiers correspondent aux &apes de suppression 
externe (cas 2(a)) et aux entiers expuls6s. 
Exemple 3.4. 
k = 0 1 2 3 4 5 6 7 8 9 
l 1 1 1 7 
3 3 ["]-"]3 [-'[-]4 1"--I-']4 [ -714 ["']1 
~ 52  52  
;I-71 ;l--18 }- 
34 
Pour montrer que cette application est bijective, nous allons construire son inverse. 
Pour cela, nous donnons un algorithme qui, partant d'un triplet (g, P, Q) appartenant 
fi PINV(n) x PT(fl/#) x P-T(~/#) tel que g © P ©Q=[n],  fournit un tableau 7 ~ de 
TOG,{~f l ) .  
Soit donc le triplet (n, P, Q). 
On construit une suite (P.=P,Q.=Q), (P . - I ,Q . -1 )  ..... (Po,Qo) a l'aide de l'algo- 
rithrne suivant. 
Algorithme a-1. Supposons qu'~ l'6tape k, k variant de n ~i 1, 
(1-1) l'entier k soit l'&iquette d'une cellule de Pk: on supprime la cellule de Pk 
contenant cet entier ce qui donne PR-1, Qk 1 = Qk 
(2-1) L'entier k n'appartient pas & Pk. 
(a) le couple (k,m) appartient & ~: on ins6re (en utilisant l'algorithme de Robin- 
son-Schensted) l'entier m dans PR pour obtenir Pk-1, Qk-1 = Qk, 
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(b) Ok(i,j)=k et Pk(i,j)=m: on vide la cellule (i,j) de Qk pour obtenir Qk-1, 
on ins6re l'entier m dans Pk ~ partir de la ligne i+ 1 en utilisant 6galement 
l'algorithme de Robinson-Schensted t la cellule (i,j) de Pk devient vide pour former 
Pk--1, 
(c) Qk(i,j)=k et Pk ne poss6de pas de cellule en position (i,j): on vide la cellule 
(i,j) de Qk pour obtenir Qk-l, on ajoute la cellule vide (i,j) ~ Pk pour obtenir 
Pk-1. 
On obtient ainsi, fi rissue de cet algorithme, la suite de tableaux (P. = P, P._ ~ ..... Po) 
off Pk~PT(2k/Pk). Le tableau Test alors T= (c~ = 2o, 21 ..... 2. = fl). 
I1 est facile de voir que cet algorithme a -  ~ correspond exactement a la construction 
inverse de celle fournie par l'algorithme a, 
l'6tape (1- ~) correspondant fi la suppression d'une cellule, 
l'6tape (2-~) correspondant fi l'insertion d'une cellule: 
(2-~ a) 6tant une insertion externe, 
(2-~ b) 6tant une insertion interne, 
(2-~ c) 6tant l'insertion d'une cellule vide. 
Un exemple d'application de l'algorithme ~-~ est donn6 dans la deuxi6me 
partie de l'Exemple 3.7 (3.7.2). |1 correspond fi la construction inverse de celle de 
l'Exemple 3.4. [] 
I1 est maintenant naturel de consid+rer lemiroir du tableau oscillant gauche, et de se 
demander ce qu'il advient lorsque l'on applique l'algorithme a. Pour cela, nous allons 
dans un premier temps introduire quelques d6finitions. 
D6finition 3.5. (i) A un tableau T= (~ = 20, 21 ..... 2. = fl) appartenant fi TOG.(ct ~fl), 
on associe son miroir ~R =(f l=2 . . . . . .  21,2o = ~) appartenant fi TOG. ( f l~) .  
(ii) Etant donn6s un entier net un tableau P~PT(2//~) (resp. P~PT(2/#)) on d6finit 
le tableau Pc6PT(2/#) (resp. P6PT(2/#)) par W(i,j) = n + 1 - P(i,j) pour toute cellule 
(i,j) 62/I.t. 
(iii) A une involution partielle n~PINV(n) ayant pour cycles les couples (ip,jp), 
on associe l'involution 7ff~PINV(n) dont les cycles sont les couples (n+l - jp ,  
n+l  -ip). 
Th6or6me 3.6. Soit Tun  tableau oscillant gauche tel que O(T)=Or, P,Q). Alors 
O( 7"g )=(Tff , Q% PC). 
Preuve. Nous n'en donnerons ici que le principe. Etant donn6 un tableau 
T= (c~ = 20, 21 ..... 2. = fl) tel q ue 0(i~)= (r~, P, Q), posons (a, A, B)= (re c, Q C pc). 
Consid6rons alors la suite 
(go, Po, Qo)= (~, ~,  ~) ,  (lrx,P,, Q,)  .....  (rc.,P,,Q.)=(Tr, P,Q) 
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obtenue en appliquant ralgorithme a au tableau T, et la suite 
(A.=A.B.=B),  (A._ 1, B._ x) . . . . .  (Ao, Bo) 
obtenue n appliquant ralgorithme a -  1 au triplet (or, A, B). La preuve du thbor6me 
consiste/t montrer que, ~i toute 6tape k, O<~k<_n, les tableaux Pk et A.-k v6rifient 
PkePT(2k/#k) pour une certaine forme ~k, 
A.-kePT(2k/Tk) pour une certaine forme ~/k, 
c'est /l dire que les formes 'globales' de ces deux tableaux sont identiques, fait dont 
nous d6duisons le r6sultant attendu, soit 
0 l(rcc, Q~, PC)= TR. 
La preuve de ce fait consiste 5. examiner les diff6rents cas intervenant dans les 
algorithmes a et a -1 appliquds en parallele aux suites (Trk, Pk, Qk) et (A.-k,B. k), et 
rdsulte essentiellement des propri6tds de ralgorithme de Robinson-Schensted pour un 
tableau gauche. 
Nous nous contentons de donner ici un exemple illustrant ce r6sultat, plut6t que 
d'effectuer cette 6num6ration des diff6rents cas a examiner. 
Exemple 3.7. 
(3.7.1) Le triplet (re, P, Q) obtenu par application de ralgorithme ~z au tableau T, ce 
tableau etant le miroir de celui consid6r6 lors de rexemple 3.4. 
k= 0 1 2 3 4 5 6 7 8 9 
2 5 5 5 5 
~..]  ~_]  ~...] 2 2 4 24 2 2 2 8 5 8 
Pk= 1 1 [ ' -~ l  [--[--]l [-1--]1 [ - -~4 [--[7 ['7--] [--]2 
3 3 
Q k = [--[-] D9  
PkePT(,~k/l~k) pour une certaine forme /~k- 
et, pour O<~k<~n=9. 
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(3.7.2) L'algorithme ~-  1 appliqu~ au triplet (a, A, B) =(~,  Q~, w). 
k= 0 1 2 3 4 5 6 7 
7 1 1 1 
, 




Bn-k  = I--'18 [--I--] 
94) 
On peut constater que An_kEPT(,~,k/Yk) pour une certaine forme 7k, et ceci pour tout 
k compris entre 0 et n = 9. Le tableau ainsi obtenu est donc exactement le tableau 
miroir du tableau pr~c6dent. 
4. La correspondance de Robinson-Schensted pour les tableaux osciilants gauches. 
A partir de l'algorithme fondamental present6 pr~c6demment, nous obtenons une 
correspondance pour les tableaux oscillants gauches analogue ~i celle de Robin- 
son-Schensted. 
Theoreme 4.1. So ient  ct une par t i t ion  et  n un ent ier .  I I  ex i s te  une b i ject ion  
~: U PINV (2n) × PT(~/~) × PTI~/u)--, U TOG.(~/~) × TOG.I~/~), 
#_c~ p 
Oz, P, Q) ~ (P, Q), 
o~ rc © P © Q = [2n]. 
Preuve. Elle est imm6diate compte-tenu du Th6or6me 3.1. En effet 
(it, P, Q) ~ ° T=(c~=2o ... . .  2 .=f l  . . . . .  22.=~) 
Q = (0~ =)~2n, )~2n- 1 . . . . .  ~n = ]~)J " 
Nous d6duisons imm6diatement de ce th~or~me l'identit6 suivante. 
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Corollaire 4.2. 
( 2n ~,~(2n-2k),,  E (f~/u)2. 
La bijection q~ du Th6or6me 4.1 est l'analogue de la correspondance d Robinson- 
Schensted pour les tableaux standard. Elle permet, en la particularisant, deretrouver 
les identit6s connues pour les tableaux oscillants [1, 3, 15, 16], les tableaux standard 
gauches [12] et les tableaux standard [13]. 
Corollaire 4.3. (i) E0 ( j7~)2  =(2n)!!, 
(ii) y~:~,~. (f~/.)z = y k(~,)2 k! Eu:~ u~.-k (f~/u)2, 
(iii) ~F ,  (fp)2 =n!. 
Preuve. (i) Est une cons6quence immediate du Corollaire 3.2 en prenant ~ = ~3. 
(ii) Est une cons6quence du Th6or6me 4.1; il suffit pour cela de se restreindre aux 
tableaux 'oscillants' /~ et Q pour lesquels aucune suppression de cellule n'a lieu 
(tableaux standard gauches). La correspondance fournit alors des triplets (n,P,Q) 
tels que 
n~ PINV(2n), 
PEPT(~/#) avec ~ © P= {1, 2 ..... n}, 
QePY(~/p) avec ~© Q = {n, n + 1 ..... 2n}; 
Ceci correspond fi ne jamais employer la r6gte (2c) (r6ciproquement (2-1c)) de 
l'algorithme ,z (r6ciproquement ,z-a ). 
(iii) M~me raison que pr6c6demment avec ~=~.  [] 
5. Propri~te de la correspondance ¢~ 
Une involution n~PINV(2n) peut 8tre repr6sent6e sous la forme d'un graphe G(n) 
ayant pour ensemble de sommets les entiers de [2n] dispos6s ur deux lignes para- 
ll61es, de sorte que les entiers iet 2n + 1 - i soient en correspondance, et pour ar6tes les 
paires verticales constituant n (les cycles de l'involution). 
Exemple 5.1. 
12 l l 10 9 8 7 
1 2 3 4 5 6 
140 S. Dulucq, B.E. Sagan / Discrete Mathematics 139 (1995) 129-142 
D~finition 5.2. Etant donn6e ~z~PINV(2n), on d6finit son inverse g-I~PINV(2n) 
comme 6tant l'involution dont le graphe G(Tz- 1 ) est le graphe sym6trique de G(g) par 
rapport fi un axe horizontal. Autrement dit, au cycle (ip,jp) de 7z correspond le cycle 
(2n + 1 -jp, 2n + 1 - ip) clans g- 1, et ainsi g-  1 = 7z¢ (D6finition 3.5). 
L'inverse d'une involution partielle ainsi d6fini correspond exactement fi l'inverse 
d'une permutation du groupe sym6trique lorsque celle-ci est repr6sent6e de mani6re 
analogue sous forme d'un graphe. 
Exemple 5.3. A l'involution ~z de l'exemple pr6c6dent correspond l'involution inverse 
7z-1 dont le graphe est le suivant. 
Proposition 5.4. Soit PINVc(n) rensemble des involutions partielles sur [n] 
• dont les cycles de longueur 2 sont bi-coloribs, 
• pouvant admettre des points fixes. 
II existe une bijection (: {~z6PINV(2n): 7z=~z-I }~PINVc(n). 
La Fig. 6 suffit pour se convaincre de la validit~ de ce r6sultat. 
Theor6me 5.5. Soient nun  entier et ct une partition. Soit (g,P,Q) appartenant 
h PINV(2n) × PT(~/p) × PT(~//~) tel que ~b(~z, P Q)=(P, Q-). Alors q~(n- 1, QC, pc)=((~, 13). 
Ce rSsultat est une cons6quence immediate des th6or~mes 3.6 et 4.1. Nous en 
d6duisons l'identit6 suivante. 
Corollaire 5.6. 
oh lp= coefficient de xP/p] dans e x+x2. 
Fig. 6. 
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Preuve. Soient a appartenant/ t  PINVc(n) telle que ~(a) =Tr, et Pun  tableau de PT(:~//~) 
tel que ~z © P © pc = [2n]. Comme lr = n -  1, nous avons 
(a,p) ~,C_~(n,p),,_~(rc, p,p~)=(~ 1,p, pc) ++_%(~,~)+_~. 
On d~duit alors imm~diatement de ce fait la formule du corollaire. [] 
Comme pr6c6demment, en particularisant la correspondance q', nous retrouvons 




(i) E f ,  ~-*¢ = I ,  = coefficient de ~. dans e x+x2 ,
L ./2 J 
k=o (n -2k) !  k! 
[ l  : [ I  ,z F ,~ ,u : :r ,u ~ k 
oh 
x # 
Inv(p)=coefficient de p.V dans e x+x2/2 ,
(iii) ~ f~=Inv(n) .  
/~Fn 
Un raisonnement analogue fi celui prouvant le Corollaire 4.3 permet d'obtenir ces 
r6sultats, compte-tenu du Th6or6me 5.5. 
Remarque 5.8. I1 est possible de mettre en 6vidence d'autres propri6t6s de cette 
correspondance pour les tableaux oscillants gauches, propri6t6s classiques dans le cas 
des tableaux standard. Ceci sera l'objet d'un prochain article. 
Ref6rences 
[1] M. Delest, S. Dulucq et L. Favreau, An analogue to Robinson-Schensted correspondence for 
oscillating tableaux, darts: L. Cerlienco et D. Foata, 6ds., Actes du 20 i6me S6minaire Lotharingien de 
Combinatoire, Alghero, Sardaigne, 1988. 
[2] S. Dulucq and L. Favreau, A combinatorial model for Bessel polynomials, in: C. Brezinski, L. Gori 
and A. Ronveaux, eds., Proc. 3rd Internat. Symp. on Orthogonal Polynomials and their Applications, 
Erice, Sicily, Lecture Notes in Math. (Springer, Berlin, 1990) 243-249. 
[3] L. Favreau, Combinatoire des tableaux oscillants et des polyn6mes de Bessel, Th6se, LaBRI Univer- 
sit6 Bordeaux 1, 1991. 
142 S. Dulucq, B.E. Sagan / Discrete Mathematics 139 (1995) 129-142 
[4] S. Fomin, Schensted algorithms for dual graded graphs, Report 16, Institut Mittag-Leffler, 1992; J. 
Algebraic Combin., submitted. 
[5] D.E. Knuth, Permutations, matrices and generalized Young tableaux, Pacific J. Math. 34 (1970) 
709-727. 
[6] T.J. McLarnan, Tableau recursions and symmetric Schensted Correspondences forordinary, shifted 
and oscillating tableaux, Ph.D. Thesis, UCSD, 1986. 
[7] G. de B. Robinson, On representations of the symmetric group, Amer. J. Math. 60 (1934) 745-760. 
[8] T.W. Roby, Applications and extensions of Fomin's generalization of the Robinson-Schensted 
correspondence to differential posets, Ph.D. Thesis, MIT, 1991. 
[9] T.W. Roby, Schensted correspondences fordifferential posets, preprint 1992; J. Combin. Theory Ser. 
A, submitted. 
[10] B.E. Sagan, Schifted tableaux, Schur Q-functions, and a conjecture of R. Stanley, J. Combin. Theory 
Ser. A, 45 (1987) 62-103. 
[11] B.E. Sagan, The Symmetric Group: Representations, Combinatorial Algorithms, and Symmetric 
Functions (Wadworth & Brooks/Cole, Pacific Grove, CA, 1991). 
[12] B.E. Sagan and R.P. Stanley, Robinson-Schensted algorithms for skew tableaux, J. Cobmin. Theory 
Ser. A 55 (1990) 161-193. 
[13] C. Schensted, Longest increasing and decreasing subsequences, Canad. J. Math. 13 (1961) 179-191. 
[14] M.P. Schfitzenberger, Quelques remarques sur une construction de Schensted, Math. Scand. 12 (1963) 
117-128. 
[15] S. Sundaram, On the combinatorics of representations of Sp(2n, C), Ph.D. Thesis, MIT, 1986. 
[16] S. Sundaram, The Cauchy identity for Sp(2n), J. Combin. Theory Ser. A, submitted. 
[17] D. Worley, A theory of shifted Young tableaux, Ph.D. Thesis, MIT, 1984. 
[18] A. Young, On quantitative substitutional nalysis II, Proc. London Math. Soc. (1) 34 (1902) 361-397. 
