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Let N  3, 2∗ = 2N/(N − 2) and Ω ⊂ RN be a bounded domain
with a smooth boundary ∂Ω and 0 ∈ Ω . Our purpose in this paper
is to consider the existence of solutions of Hénon equation:⎧⎨⎩−u(x) = |x|
α |u(x)|2∗−1 in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
where α > 0.
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1. Introduction
Let N  3, 2∗ = 2N/(N − 2) and Ω ⊂ RN be a bounded domain with a smooth boundary ∂Ω and
0 ∈ Ω . In the present paper, we consider the existence of positive solutions of problem{
−u = |x|α |u|2∗−1 in Ω,
u = 0 on ∂Ω, (Pα)
where α > 0. The existence of solutions of problem
−u = |x|αup−1, u > 0 in B1(0), u = 0 on ∂B1(0), (Pα,p)
has been studied by many authors, where p ∈ (0,2∗] and B1(0) is a unit ball in RN . In [5], Hénon
introduced the problem (Pα,p) as a model of clusters of stars for the case that N = 1. Since then,
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existence of a solution of problem (Pα,p) can be proved by a standard variational argument. In [4],
numerical computational approach for Hénon equation was done by suggesting that the least energy
solution in some cases is nonradial. It was shown in [10] that the least energy solution of (Pα,p) is
not radial in case that p is subcritical and α > 0 is suﬃciently large. The paper [10] was the ﬁrst work
studying Hénon equation using the variational methods and then generated a series of researches on
this kind of problems. The asymptotic behavior of solutions of (Pα,p) as p goes to 2∗ was considered
in [7] in case that α is large enough. On the other hand, the critical case was studied in [6] and [9].
In [6], Ni proved that problem (Pα,p) has at least one radial solution for p ∈ (1, N+2N−2 + 2αN−2 ). Recently,
Serra [9] proved the existence of nonradial positive solutions for the critical case p = 2∗. The case that
Ω is not a ball was considered in [1–3]. In these papers, the existence and the proﬁles of solutions of
(Pα,p) were studied in the case that B1(0) is replaced by a bounded domain Ω and p is subcritical.
In the present paper, we will treat the case that Ω is not necessary a ball and p = 2∗. We now state
our main result.
Theorem 1.1. For α > 0 suﬃciently small, problem (Pα) has at least one positive solution.
Remark 1.1. We note that if Ω is star shaped, the limit case α = 0 of problem (Pα) has no nontrivial
solution. Then we can expect that solutions uα of problem (Pα) blow up as α → 0.
2. Preliminaries
For simplicity, we assume that Ω ⊂ B1(0). Our argument below is valid without this assumption.
Put H = H10(Ω). We denote by ‖ · ‖ the norm of H deﬁned by ‖v‖2 =
∫
Ω
|∇v|2 dx for v ∈ H . For
p  2, we put |v|pp =
∫
Ω
|v|p dx for v ∈ Lp(Ω). For u, v ∈ H, we put 〈u, v〉 = ∫
Ω
uv dx. We use the
same symbols ‖ · ‖, | · |pp, and 〈·,·〉 in case Ω is replaced by RN . It is known that there exists m∗ > 0
such that |v|p m∗‖v‖ for all v ∈ H10(Ω) and p ∈ [2,2∗]. For each A ⊂ H and x ∈ H, d(x, A) denotes
the distance of x from A in H . We denote by Br(x) the open ball in RN centered at x with radius r.
For each x, y ∈RN , x · y denotes the inner product of x and y. For each x ∈RN\{0} and each function
f ∈ C1(RN ), we denote by ∂ f /∂x the differentiation of f deﬁned by
∂ f (z)
∂x
= lim
t→0
f (z + x|x| t) − f (z)
t
for z ∈RN .
Let u ∈ H . We deﬁne the barycenter of u by
β(u) =
∫
Ω
z|u(z)|2∗
|u|2∗2∗
dz.
We also put u+(x) = max{u(x),0} and u−(x) = max{−u(x),0} for x ∈ Ω. Then u = u+ − u−. For each
a ∈ R and a functional F : H → R, we denote by Fa the level set Fa = {v ∈ H: Fa(v) a}. Let α > 0.
We deﬁne a functional I : H → R associated with problem (Pα) by
I(u) =
∫
Ω
( |∇u|2
2
− |z|
α |u|2∗
2∗
)
dz for u ∈ H .
Then u ∈ H is a solution of (Pα) if and only if u is a critical point of I. We put
M =
{
v ∈ H\{0}: ‖v‖2 =
∫
|z|α |v|2∗ dz
}
.Ω
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M to get nontrivial solutions of (Pα). We put
c0 = inf
{
I(u): u ∈ M}.
From the deﬁnition of M, we have that for each u ∈ M, I(u) = S‖u‖2, where S = (2∗ − 2)/2 · 2∗.
We also deﬁne a functional Iμ ∈ C2(D1(RN ),R) for each μ ∈ (0,1] by
Iμ(u) =
∫
RN
( |∇u|2
2
− μ
α|u|2∗
2∗
)
dz for u ∈ D1(RN),
where D1(RN ) = {u ∈ L2∗(RN ): |∇u| ∈ L2(RN )}. Then each nontrivial critical point of Iμ is contained
in the set
Mμ =
{
u ∈ D1(RN)\{0}: ‖v‖2 = μα ∫
RN
|v|2∗ dz
}
for μ ∈ R+.
We put
cμ = inf
{
Iμ(u): u ∈ Mμ
}
for μ ∈ (0,1].
For each x ∈ RN and ε > 0, deﬁne a function Ux,ε by
Ux,ε(z) = μ0ε
(N−2)/2
(ε2 + |z − x|2)(N−2)/2 for z ∈R, (2.1)
where μ0 = (N(N − 2))(N−2)/4. It is known that each Ux,ε is a positive solution of problem
−u = |u|2∗−2u, u ∈ D1(RN). (P0)
By the invariance of the norm of D1(RN ) under translation and scaling
u → uR(y) = R−N/2∗u(y/R), for u ∈ D1
(
R
N) and R > 0, (2.2)
we have that each Ux,ε has the same critical value of the functional I1. Then we put
c1 = I1(Ux,ε) and C1 = ‖Ux,ε‖2 = c1
S
for all (x, ε) ∈RN ×R+.
Let ϕ ∈ C∞([0,∞), [0,1]) such that ϕ is monotone decreasing on [0,∞) with ϕ(t) = 1 on [0,1/2]
and ϕ(t) = 0 on [1,∞). For (x, ε) ∈RN ×R+, we deﬁne a function U˜x,ε by
U˜ x,ε(z) = ϕ
( |z − x|√
ε
)
Ux,ε(z) for z ∈RN .
Then we have that supp U˜x,ε = B√ε(x),
lim ‖U˜ x,ε − Ux,ε‖2 = 0 uniformly for x ∈RN (2.3)
ε→0
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lim
ε→0 I1(U˜ x,ε) = c1 for all x ∈R
N .
For each x ∈ Ω, we put εx = sup{ε > 0: Bε(x) ⊂ Ω}. Set
Ω˜ = {(x, ε): x ∈ Ω and ε ∈ (0, εx)}.
We deﬁne a function u˜x,ε ∈ M by
u˜x,ε(z) = μ˜(x, ε)U˜ x,ε(z) for (x, ε) ∈ Ω˜,
where μ˜(x, ε) is the positive number such that μ˜(x, ε)U˜x,ε(z) ∈ M. From the deﬁnition of Ux,ε(z),
we have
∂Ux,ε(z)
∂x
= lim
t→0
Ux,ε(z + tx/|x|) − Ux,ε(z)
t
= −4μ0(N − 2) ε
(N−2)/2(z − x) · x
(ε2 + |z − x|2)N/2|x| (2.4)
for (x, ε) ∈ Ω˜ . On the other hand, from the deﬁnition of U˜x,ε, we have
∂ U˜ x,ε(z)
∂x
= ϕ′
( |z − x|√
ε
)
(z − x) · x√
ε|z − x||x|Ux,ε(z)
− 4μ0(N − 2)ϕ
( |z − x|√
ε
)
ε(N−2)/2(z − x) · x
(ε2 + |z − x|2)N/2|x| for (x, ε) ∈ Ω˜. (2.5)
The following lemma is well known (cf. Struwe [11]).
Lemma 2.1. Let {un} ⊂ M1 such that limn→∞ I1(un) = c1 , then there exist sequences {εn} ⊂ R+ , {χn} ⊂
{−1,1} and {xn} ⊂RN such that
lim
n→∞‖un − χnUxn,εn‖ = 0.
We also have
Lemma 2.2.
(1) For each μ ∈ (0,1), cμ = μ−
2α
2∗−2 c1 and μ
α
2∗−2 Ux,ε is the minimizer of Iμ on Mμ for all (x, ε) ∈
R
N ×R+ .
(2) For each x ∈ Ω\{0}, limε→0 I (˜ux,ε) = c|x| . Moreover limε→0 I (˜u0,ε) = ∞.
(3) c0 = inf{I(u): u ∈ M} c1 .
Proof. (1) Let u ∈ Mμ such that Iμ(u) = cμ. Then u satisﬁes
‖u‖2 = μα
∫
RN
|u|2∗ dz and I(u) = S‖u‖2 = cμ.
Let s > 0 such that su ∈ M1, i.e., s2‖u‖2 = s2∗ |u|2∗2∗ . Then we have that
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∗−2 = ‖u‖
2
|u|2∗2∗
= μα.
Then we have
I(su) = Ss2‖u‖2 = μ 2α2∗−2 (S‖u‖2)= μ 2α2∗−2 cμ.
Since u is the minimizer of Iμ on Mμ, one can see that su is the minimizer of I1 on M1, i.e.,
cμ = μ−
2α
2∗−2 c1.
(2) For each x ∈ Ω\{0} and ε ∈ (0, εx),
∥∥∥∥μ˜(x, ε)ϕ( |z − x|√ε
)
Ux,ε(z)
∥∥∥∥2 = ∫
Ω
|x|α
∣∣∣∣μ˜(x, ε)ϕ( |z − x|√ε
)
Ux,ε(z)
∣∣∣∣2∗ dz.
Then we have
lim
ε→0
∫
Ω
|z|α
∣∣∣∣μ˜(x, ε)ϕ( |z − x|√ε
)
Ux,ε(z)
∣∣∣∣2∗ dz
= lim
ε→0 |x|
α
∫
Ω
∣∣∣∣μ˜(x, ε)ϕ( |z − x|√ε
)
Ux,ε(z)
∣∣∣∣2∗ dz
= |x|α lim
ε→0 μ˜(x, ε)
2∗
∫
Ω
∣∣∣∣ϕ( |z − x|√ε
)
Ux,ε(z)
∣∣∣∣2∗
= |x|α lim
ε→0 μ˜(x, ε)
2∗
∫
RN
∣∣Ux,ε(z)∣∣2∗
and
lim
ε→0
∥∥∥∥μ˜(x, ε)ϕ( |z − x|√ε
)
Ux,ε(z)
∥∥∥∥2 = limε→0 μ˜(x, ε)2∥∥Ux,ε(z)∥∥2.
Then noting that ‖Ux,ε‖2 = |Ux,ε|2∗2∗ for (x, ε) ∈ RN × R+, we ﬁnd limε→0 μ˜(x, ε) = |x|
−α
2∗−2 . That is
limε→0 I (˜ux,ε) = |x|
−2α
2∗−2 c1 = c|x|. The case that x = 0 can be proved by a parallel argument. This com-
pletes the proof.
(3) Let u ∈ M. Then since Ω ⊂ B1(0),
‖u‖2 =
∫
Ω
|z|α |u|2∗ <
∫
Ω
|u|2∗ . (2.6)
Let s ∈R+ such that su ∈ M1. That is s2‖u‖2 = s2∗ |u|2∗2∗ . Then we have by (2.6) that
c1  I1(su) = s2S‖uδ‖2 < S‖u‖2 = I(u).  (2.7)
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the following conditions:
(1) limδ→0m(δ) = limδ→0 ε(δ) = 0.
(2) For u ∈ M with I(u) < c1 + δ, there exist x ∈ Ω , ε ∈ (0, ε(δ)) and χ ∈ {−1,1} such that
‖u − χ u˜x,ε‖ <m(δ) and ‖u − χUx,ε‖ <m(ε).
Proof. Let δ > 0 and uδ ∈ M such that I(uδ) < c1 + δ. Let sδ ∈ R+ such that sδuδ ∈ M1. That is
sδ2‖uδ‖2 = s2∗δ |uδ |2
∗
2∗ . Then by (2.7) with u replaced by uδ, we have
c1 < Ss
2
δ‖uδ‖2 = I(uδ) < c1 + δ.
Then
s2δ 
c1
S‖uδ‖2 
c1
c1 + δ . (2.8)
Then by Lemma 2.1 and (2.3), we have that there exist {(xδ, εδ)} ⊂ Ω × R+ and {χδ} ⊂ {−1,1}
such that limδ→0 εδ = 0 and limδ→0 ‖sδuδ − χ U˜xδ ,εδ‖ = 0. Noting that (2.8) holds, we have that
limδ→0 d(M, 1sδ U˜xδ ,εδ ) = 0. That is ‖ 1sδ U˜xδ ,εδ‖2/
∫
Ω
|z|α | 1sδ U˜xδ ,εδ |2
∗
dz → 1, as δ → 0. This implies 1sδ −
μ˜(xδ, εδ) → 0, as δ → 0. Then limδ→0 ‖ 1sδ U˜xδ ,εδ − u˜xδ ,εδ‖ = 0, and therefore limδ→0 ‖uδ − u˜xδ ,εδ‖ = 0.
We also have from (2.8) that sδ → 1 as δ → 0. Then we ﬁnd limδ→0 ‖˜uxδ ,εδ − Uxδ ,εδ‖ = 0. That is‖uδ − Uxδ ,εδ‖ → 0, as δ → 0. This completes the proof. 
3. Lemmata
Throughout the rest of this paper, we ﬁx r0 > 0 such that B2r0(0) ⊂ Ω. We can choose r0 suﬃ-
ciently small that
1
2
 ‖U˜ x,ε‖
2
|U˜ x,ε|2∗2∗
 3
2
for all (x, ε) ∈RN × (0, r20). (3.1)
Lemma 3.1. There exists δ0 ∈ (0, c1/2) > 0 such that
(1) for each u ∈ M ∩ Ic1+δ0 , |u|2∗2∗  12C1;
(2) for each u ∈ M ∩ Ic1+δ0 , there exist (x, ε) ∈ Ω˜ and χ ∈ {−1,1} such that
‖u − χUx,ε‖2 < C1
2
and |u − χUx,ε|pp < C18 for all p ∈
[
2,2∗
];
(3) M ∩ Ic1+δ0 = M+ ∪ M− and M+ ∩ M− = ∅, where M± = {u ∈ M ∩ Ic1+δ0 : there exists (x, ε) ∈
Ω˜ such that ‖u ∓ Ux,ε‖2 < C12 };
(4) for each u ∈ M+ with β(u) = 0, ∫
Br0/2(0)
|u|2∗ dz > θ0|u|2∗2∗ ,
where θ0 ∈ (0,1) such that ( r02 )α + (1− θ0) < ( 2r03 )α .
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that the assertions of (1) and (2) hold.
(3) Note that ‖Ux,ε + Ux′,ε′ ‖2 > 2‖U0,1‖2 = 2C1 for all (x, ε), (x′, ε′) ∈ RN × R+. Then (3) follows
directly from (2).
(4) We ﬁrst note that ‖v‖2 = I(v)/S for v ∈ M. Then we have |v|2∗ m∗(I(v)/S)1/2 for v ∈ M.
Let C > 0 such that a2
∗  b2∗ − C |a − b|(a2∗−1 + |a − b|2∗−1) for a,b  0. Then for u ∈ M+ and
u˜x,ε ∈ M+ with (x, ε) ∈ Ω˜ such that B√ε(x) ⊂ Br0/2(0), we have∫
Br0/2(0)
|u|2∗ dz
∫
Br0/2(0)
|˜ux,ε|2∗ dz − C |u − u˜x,ε|2∗
(|u|2∗−12∗ + |u − u˜x,ε|2∗−12∗ )
=
∫
Ω
|˜ux,ε|2∗ dz − C |u − u˜x,ε|2∗
(|u|2∗−12∗ + |u − u˜x,ε|2∗−12∗ )

∫
Ω
|u|2∗ − C |u − u˜x,ε|2∗
(|u|2∗−12∗ + |˜ux,ε|2∗−12∗ + 2|u − u˜x,ε|2∗−12∗ ).
Let δ0 > 0 and u ∈ M+ with β(u) = 0. Then by Lemma 2.3, there exists (x, ε) ∈ Ω × R+ satisfying
‖u − u˜x,ε‖ <m(δ0) and ε ∈ (0, ε(δ0)). Then by choosing δ0 suﬃciently small, we have that B√ε(x) ⊂
Br0/2(0) and
C |u − u˜x,ε|2∗
(|u|2∗−12∗ + |˜ux,ε|2∗−12∗ + 2|u − u˜x,ε|2∗−12∗ )< (1− θ0)|u|2∗2∗ .
Then the assertion follows. 
To ﬁnd a positive solution of (Pα), we will show the existence of a critical point in M+. The proof
is by contradiction. Then in the following, we assume that there exists no critical point of I in M+.
Lemma 3.2. There exists α0 > 0 such that for each α ∈ (0,α0),
c0  sup
{
I (˜ux,r1); x ∈ Br0(0)
}
< c1 + δ0,
where r1 = (r0/4)2.
Proof. We ﬁrst choose a,b ∈ (0,1) and d > 1 such that
[
d
b(1− a)
] 2
2∗−2
<m =
(
c1 + δ0
c1
)1/2
. (3.2)
We may assume, if necessary by taking r0 suﬃciently small, that
‖U˜ x,r1‖2 
mc1
S
and
‖U˜ x,r1‖2
|U˜ x,r1 |2∗2∗
 d for x ∈ Br0(0). (3.3)
Here we choose r ∈ (0, r0/2) so small that∫
B (x)
|U˜ x,r1 |2
∗
dz a|U˜ x,r1 |2
∗
2∗ for all x ∈ Br0(0).r
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have ∫
Ω
|z|α |U˜ x,r1 |2
∗
dz
∫
Ω\Br
|z|α |U˜ x,ε|2∗ dz
 b(1− a)|U˜ x,r1 |2
∗
for all x ∈ Br0(0).
Now let x ∈ Ω\{0} and put s = μ˜(x, r1). That is
s2‖U˜ x,r1‖2 = s2
∗
∫
Ω
|z|α |U˜ x,r1 |2
∗
dz.
Then
s2
∗−2 = ‖U˜ x,r1‖
2∫
Ω
|z|α |U˜ x,r1 |2∗ dz
 1
b(1− a)
‖U˜ x,r1‖2
|U˜ x,r1 |2∗2∗
 d
b(1− a) .
Therefore we ﬁnd by (3.2) and (3.3),
I( u˜x,r1) = I(sU˜x,r1)
= s2S‖U˜ x,r1‖2
 S
[
d
b(1− a)
] 2
2∗−2 ‖U˜ x,r1‖2
<m2c1 = c1 + δ0. 
In the rest of this paper, we ﬁx α ∈ (0,α0).
Lemma 3.3.
c = inf{I(u): u ∈ M+, β(u) = 0} [( r0
2
)α
+ 1− θ0
]− 22∗−2
c1 >
(
2r0
3
) −2α
2∗−2
c1 > c0.
Proof. Let u ∈ M+ with β(u) = 0. Then by Lemma 3.1, we have
‖u‖2 =
∫
Ω
|z|α |u|2∗ dz
=
∫
Br0/2(0)
|z|α |u|2∗ dz +
∫
Ω/Br0/2(0)
|z|α |u|2∗ dz

∫
Br0/2(0)
(
r0
2
)α
|u|2∗ dz +
∫
Ω/Br0/2(0)
|z|α |u|2∗ dz

((
r0
2
)α
+ 1− θ0
)
|u|2∗2∗ .
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s2
∗ |u|2∗2∗ = s2‖u‖2 < s2
((
r0
2
)α
+ 1− θ0
)
|u|2∗2∗ ,
we ﬁnd
s2
∗−2 <
(
r0
2
)α
+ 1− θ0.
Since su ∈ M1, we have I1(su) = Ss2‖u‖2  c1. Therefore we have
I(u) = S‖u‖2  c1
s2

[(
r0
2
)α
+ 1− θ0
]− 22∗−2
c1. (3.4)
On the other hand, we have by (1) and (2) of Lemma 2.2,
lim
ε→0 I( u˜x,ε) = |x|
−2α
2∗−2 c1 
(
2r0
3
) −2α
2∗−2
c1 for x ∈ Ω\B2r0/3(0).
Then c0 = inf{I(u): u ∈ M+} ( 2r03 )
−2α
2∗−2 c1 < [( r02 )α + 1− θ0]−
2
2∗−2 c1. This completes the proof. 
Let c˜ > 0, which will be ﬁxed at the beginning of the next section. By (1) of Lemma 2.2 and
Lemma 3.3, we can choose r2 < r0/2 and δ1 ∈ (0, δ0) such that
c|x| > c˜ + 2δ1 for all x ∈ B3r2/2(0), (3.5)
c|x| < c − δ1 for x ∈ Ω\B2r0/3(0) (3.6)
and
c˜ + δ1 < c1 + δ0. (3.7)
Lemma 3.4. Let {un} ⊂ M+ such that limn→∞ ∇ I(un) = 0. Then there exist sequences {εn} ⊂ R+ and {xn} ⊂
Ω such that limn→∞ εn = 0 and
lim
n→∞‖un − u˜xn,εn‖ = 0.
Proof. Let {un} ⊂ M+ satisfy the assumption. Then there exists u ∈ H such that un → u weakly in H
and strongly in L2
∗−1(Ω). If u ≡ 0, then u is a solution of (Pα) in M+. Since we are assuming that
there exists no nontrivial solution in M+ , we have u ≡ 0. Then noting that limn→∞ ‖∇ I(un)‖ = 0, we
ﬁnd, by the concentrate compactness argument (cf. Struwe [11]), that there exist k ∈ N, {xi}ki=1 ⊂ Ω
and sequences {ε(i)n } ⊂ R+, 1 i  k such that limn→∞ ε(i)n = 0 for all 1 i  k, and
lim
n→∞
∥∥∥∥∥un −
k∑
u˜
xi ,ε
(i)
n
∥∥∥∥∥= 0.
i=1
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xi ,ε
(i)
n
) = |xi |−
2α
2∗−2 c1  c1 for 1  i  k, we have that k = 1. This completes the
proof. 
Lemma 3.5. There exist ε˜ ∈ (0, (r2/4)2) and M˜ > 0 such that
U = {˜ux,ε: (x, ε) ∈ (B2r0(0)\Br2/2(0))× (0, ε˜)}
is a C2-manifold and
sup
{∣∣κ1(p)∣∣, ∣∣κ2(p)∣∣: p ∈ U}< M˜, (3.8)
where κ1(p) and κ2(p) are minimal and maximal principal curvatures at p ∈ U .
The proof of Lemma 3.5 is given in Appendix A. As a direct consequence of Lemma 3.4 and
Lemma 3.5, we have
Lemma 3.6. There exists η1 > 0 satisfying the following conditions:
(1) For each u ∈ M+ such that β(u) ∈ Br0(0)\Br2 (0) and ‖∇ I(u)‖ < η1, there exists a unique element
(xu, εu) ∈ Ω˜ such that εu  (r2/4)2 and
‖u − u˜xu,εu‖ = min
{‖u − u˜x,ε‖: (x, ε) ∈ Ω˜}. (3.9)
(2) The mapping u → u˜xu ,εu is C2 mapping in M, and if |β(u)| r2, then
〈
β(u), xu
〉
 |β(u)||xu |
2
(3.10)
holds.
Proof. (1) By Lemma 3.5, we can choose δ˜ > 0 suﬃciently small that for each u ∈ {v ∈ M: d(v,U) <
δ˜}, there exists a unique element v ∈ U such that
‖u − v‖ = min{‖u − w‖: w ∈ U}< δ˜.
Let δ ∈ (0, δ˜) be so small that for u, v ∈ M satisfying ‖u − v‖ < δ, |β(u) − β(v)| < r2/4. We have
by Lemma 3.4 that there exists η1 > 0 such that for each u ∈ M+ with ‖∇ I(u)‖ < η1, there exists
(xu, εu) ∈ Ω × (0, ε˜) such that εu ∈ (0, ε˜) and
‖u − u˜xu,εu‖ =min
{‖u − u˜x,ε‖: (x, ε) ∈ Ω˜}< δ. (3.11)
By the deﬁnition of δ, we have that for u ∈ M+ satisfying ‖∇ I(u)‖ < η1 and β(u) ∈ Br0(0)\Br2 (0),
xu ∈ B2r0(0)\Br2/2(0). Then we have that u˜xu ,εu ∈ U and u˜xu ,εu is the unique element satisfying (3.11).
(2) u ∈ M+ satisfying ‖∇ I(u)‖ < η1 and β(u) ∈ Br0(0)\Br2 (0). Then since |β(u) − β( u˜xu ,εu )| =|β(u) − xu | < r2/4, (3.10) holds. Since U is C2-manifold, the mapping u → u˜xu ,εu is a C2 mapping.
This completes the proof. 
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By (2) of Lemma 2.2 and (3.6), we can choose ε > 0 so small that
I( u˜x,ε) < c − δ1/2 for all x ∈ ∂B1(0). (4.1)
We put
Γ = {γ ∈ C(B1(0),M+): γ (x) = u˜x,ε for x ∈ ∂B1(0)}
and
c˜ = inf
γ∈Γ maxx∈B1(0)
I
(
γ (x)
)
.
Then by Lemma 3.2 and Lemma 3.3, we have
c0 < c  c˜ < c1 + δ0.
We will show that there exists a critical point u ∈ M+. To prove the theorem, we will construct a
ﬂow associated with functional I. We start from the following lemma.
Lemma 4.1. There exists η2 ∈ (0, η1) such that for each u ∈ M+ with ‖∇ I(u)‖ < η2 ,
(i) If |β(u)| 3r2/2, I(u) > c˜ + δ1 .
(ii) If |β(u)| 2r0/3, then I(u) < c.
Proof. Recall that (3.5) and (3.6) hold. Since (2) of Lemma 2.2 holds, we can choose δ > 0 so small
that if u ∈ M+ satisﬁes ‖u− u˜x,ε‖ < δ for some (x, ε) ∈ RN ×R+, then (i) and (ii) hold. By Lemma 3.4,
we can choose η2 > 0 suﬃciently small that for each u ∈ M+ with ‖∇ I(u)‖ < η2, there exists (x, ε) ∈
R
N ×R+ satisfying ‖u − u˜x,ε‖ < δ. Then the assertion follows. 
Here we put
A(η) = {u ∈ M+: β(u) ∈ Br0(0)\Br2(0), ∥∥∇ I(u)∥∥< η}, for η > 0.
For u ∈ A(η2), we deﬁne a function u(t) ∈ H10(Ω) by
u(t)(z) =
{
u˜xu,εu (z − xu|xu | t) if z + txu ∈ Ω,
0 if z + txu /∈ Ω,
for z ∈ Ω, where (xu, εu) ∈ Ω˜ is the pair obtained in (1) of Lemma 3.6. Let su(t) > 0 such that
su(t)(u + (u(t) − u(0))) ∈ M. We denote by TM the tangent space of M and deﬁne a mapping
v : A(η2) → TM by
v(u) = d
dt
[
su(t)
(
u + (u(t) − u(0)))]∣∣∣
t=0 =
dsu(0)
dt
u − μ˜(xu, εu) ∂ U˜ xu,εu
∂xu
, (4.2)
for u ∈ A(η0).
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〈∇ I(u), v(u)〉< −K1 for all u ∈ A(η0) (4.3)
and ∣∣∣∣dsu(0)dt
∣∣∣∣ K2 for all u ∈ A(η0). (4.4)
Proof. Let u ∈ A(η2). Then by Lemma 3.6, there exists (xu, εu) ∈ Ω˜ satisfying εu  (r2/4)2 and (3.9).
For simplicity of notations, we put x = xu, ε = εu and s(t) = su(t) for t  0. Then by the deﬁnition,
s(t)2
∥∥u + (u(t) − u(0))∥∥2 = s(t)2∗ ∫
Ω
|z|α∣∣u + (u(t) − u(0))∣∣2∗ dz.
Since
∥∥u + (u(t) − u(0))∥∥2
= ‖u‖2 + ∥∥u(t) − u(0)∥∥2 + 2〈∇u,∇(u(t) − u(0))〉
=
∫
Ω
|z|α |u|2∗ dz + ∥∥u(t) − u(0)∥∥2 + 2〈∇u,∇(u(t) − u(0))〉, (4.5)
we have
s(t)2
∗−2 =
∫
Ω
|z|α |u|2∗ dz + ‖u(t) − u0‖2 + 2〈∇u,∇(u(t) − u(0))〉∫
Ω
|z|α |u + (u(t) − u(0))|2∗ dz . (4.6)
Then noting that s(0) = 1, we have
(2∗ − 2)ds(0)
dt
= 1∫
Ω
|z|α |u|2∗ dz
(
2
〈
∇u,∇ du(0)
dt
〉
− 2∗
∫
Ω
|z|α |u|2∗−1 du(0)
dt
dz
)
. (4.7)
From the deﬁnition, we have
du(0)
dt
= lim
t→0 μ˜(x, ε)
U˜ x+tx/|x|,ε − U˜ x,ε
t
= −μ˜(x, ε)∂ U˜ x,ε
∂x
. (4.8)
It then follows that
〈˜
ux,ε,
du(0)
dt
〉
=
〈
u(0),
du(0)
dt
〉
= −μ˜(x, ε)
〈
U˜ x,ε,
∂ U˜ x,ε
∂x
〉
= 0.
Therefore we have
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dt
= 1∫
Ω
|z|α |u|2∗ dz
×
(
2
〈
∇(u − u˜x,ε),∇ du(0)
dt
〉
− 2∗
∫
Ω
|z|α |u|2∗−1 du(0)
dt
dz
)
. (4.9)
Putting w = u − u˜x,ε, we have
∂w(z)
∂x
= lim
t→0
w(z + tx/|x|) − w(z)
t
= ∂u(z)
∂x
− μ˜(x, ε)∂ U˜ x,ε(z)
∂x
.
Then the second term of the right-hand side of (4.9) is rewritten as
2∗
∫
Ω
|z|α |u|2∗−1 du(0)
dt
dz
= −2∗μ˜(x, ε)
∫
Ω
|z|α |u|2∗−1 ∂ U˜ x,ε
∂x
dz
= 2∗
(∫
Ω
|z|α |u|2∗−1 ∂w
∂x
dz −
∫
Ω
|z|α |u|2∗−1 ∂u
∂x
dz
)
. (4.10)
Integrating by parts, we have∫
Ω
|z|α |u|2∗−1 ∂u
∂x
dz = − α
2∗
∫
Ω
|z|α−2 z · x|x| |u|
2∗ dz
= −αμ˜
2∗(x, ε)
2∗
∫
Ω
|z|α−2 z · x|x| |U˜ x,ε|
2∗ dz + O (‖w‖).
Therefore from (4.10) and the inequality above, we have that
2∗
∫
Ω
|z|α |u|2∗−1 du(0)
dt
= αμ˜2∗(x, ε)
∫
Ω
|z|α−2 z · x|x| |U˜ x,ε|
2∗ dz + O (‖w‖). (4.11)
Since
√
ε  r24 , supp U˜x,ε ⊂ Br2/4(x). Then noting that |x| r2, we have that there exists K ′ such that
α
∫
Ω
|z|α−2 z · x|x| |U˜ x,ε|
2∗  K ′.
Then by (A.8) that there exists K ′′ > 0 such that
αμ˜2
∗
(x, ε)
2∗ − 2
∫
Ω
|z|α−2 z · x|x| |U˜ x,ε|
2∗  K ′′, (4.12)
where K ′′ is independent of (x, ε), i.e., K ′′ is independent of u ∈ A(η2). It is also clear from the
deﬁnition of U˜x,ε that there exists K > 0, independent of (x, ε), such that
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∗
(x, ε)
2∗ − 2
∫
Ω
|z|α−2 z · x|x| |U˜ x,ε|
2∗ < K . (4.13)
From (4.9), (4.11) and (4.12), we ﬁnd
(2∗ − 2)ds(0)
dt
 1∫
Ω
|z|α |u|2∗ dz
×
(
2
〈
∇(u − u˜x,ε),∇ du(0)
dt
〉
− (2∗ − 2)K ′′ + O (‖u − u˜x,ε‖)). (4.14)
Then we have
d
dt
I
(
s(t)
(
u + (u(t) − u(0))))∣∣∣
t=0
= S d
dt
[
s(t)2
∥∥u + (u(t) − u(0))∥∥2]∣∣∣
t=0
= 2S
〈
∇u,∇ du(0)
dt
〉
+ 2S ds(0)
dt
‖u‖2
 2S
〈
∇u,∇ du(0)
dt
〉
+ 2S‖u‖
2
(2∗ − 2) ∫
Ω
|z|αu2∗ dz
×
(
2
〈
∇(u − u˜x,ε),∇ du(0)
dt
〉
− (2∗ − 2)K ′′ + O (‖u − u˜x,ε‖))
= C2S
〈
∇(u − u˜x,ε),∇ du(0)
dt
〉
− 2SK ′′ + O (‖u − u˜x,ε‖), (4.15)
where C2 = 2+ 4/(2∗ − 2). Here we note that from (3.9),〈
∇(u − u˜x,ε),∇ lim
t→0
u˜x+tx/|x|,ε − u˜x,ε
t
〉
= −
〈
∇(u − u˜x,ε),∇
(
∂μ˜(x, ε)
∂x
U˜x,ε − μ˜(x, ε)∂ U˜ x,ε
∂x
)〉
= 0
holds. Then we ﬁnd 〈
∇(u − u˜x,ε),∇ du(0)
dt
〉
= −μ˜(x, ε)
〈
∇(u − u˜x,ε),∇ ∂ U˜ x,ε
∂x
〉
= −
〈
∇(u − u˜x,ε),∇ ∂μ˜(x, ε)
∂x
U˜x,ε
〉
. (4.16)
Then by (4.15), (4.16) and (A.10), we have
d
dt
I
(
s(t)
(
u + (u(t) − u(0))))∣∣∣
t=0
−C2S
〈
∇(u − u˜x,ε),∇ ∂μ˜(x, ε)
∂x
U˜x,ε
〉
− 2SK ′′ + O (‖u − u˜x,ε‖)
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(2∗ − 2)r2 ‖u − u˜x,ε‖‖U˜ x,ε‖ − 2SK
′′ + O (‖u − u˜x,ε‖)
= −2SK ′′ + O (‖u − u˜x,ε‖). (4.17)
By Lemma 3.4, we can choose η0 ∈ (0, η2) such that ‖u − u˜xu ,εu‖ is so small that
d
dt
I
(
s(t)
(
u + (u(t) − u(0))))∣∣∣
t=0 < −SK
′′ for all u ∈ A(η0).
Then we have that (4.3) holds with K1 = SK ′′. On the other hand, using (4.13) instead of (4.12), we
have by (4.9), (4.16) that ∣∣∣∣dsu(0)dt
∣∣∣∣ 2SK + O (‖u − u˜x,ε‖).
Then there exists K2 > 0 satisfying (4.4). 
Remark 4.1. From (4.14), (4.16) and the argument in the proof of lemma above, we have that
dsu(0)
dt
< −SK ′′ for all u ∈ A(η0). (4.18)
Lemma 4.3. The mapping v(·)‖v(·)‖ : A(η0) → TM is Lipschitz continuous.
Proof. We ﬁrst see that the mapping u → ∂su
∂x is Lipschitz continuous on A(η0). By (4.7) and (4.8),
(2∗ − 2)dsu(0)
dt
= −μ˜(xu, εu)∫
Ω
|z|α |u|2∗ dz
(
2
〈
∇u,∇ ∂ U˜ xu,εu
∂xu
〉
− 2∗
∫
Ω
|z|α |u|2∗−1 ∂ U˜ xu,εu
∂xu
dz
)
.
Since U is a C2-manifold, we have that the mapping u → (xu,εu) is Lipschitz continuous. We also have
μ˜ ∈ C2(Ω˜) by the proof of Lemma 3.5, and the mapping (x, ε) → ∂ U˜x,ε/∂x is Lipschitz continuous on
(Br0(0)\Br2 (0)) × R+ by the deﬁnition (2.5). Then we ﬁnd that the mapping u → dsu(0)dt is Lipschitz
continuous. Therefore by the deﬁnition (4.2), we ﬁnd that the mapping v : A(η0) → TM is Lipschitz
continuous. Since ‖v(u)‖ = 0 on A(η0), the assertion follows. 
Here we recall that we are assuming that there is no critical point in M+. By a standard argument,
we can deﬁne a pseudo gradient vector ﬁeld w on M+ associated with I on M+. That is w is
Lipschitz continuous, and for each u ∈ M+, w = w(u) ∈ TuM satisﬁes
〈
w,∇ I(u)〉 ∥∥∇ I(u)∥∥2 and ‖w‖ < 2∥∥∇ I(u)∥∥,
where TuM is the tangent space of M at u. Here we put
A =
{
u ∈ M+ ∩ I c˜+δ1 : β(u) ∈ B2r0/3(0)\B3r2/2(0),
∥∥∇ I(u)∥∥< η0
2
}
.
Then since c˜+ δ1 < c1 + δ0, A ⊂ int A(η0). By Lemma 4.3, we can deﬁne a Lipschitz continuous vector
ﬁeld on M+ associated with I by
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where we put v(u) = 0 for u ∈ A(η0)c, and ψ ∈ C∞(M+, [0,1]) such that ψ(u) = 0 on A and
ψ(u) = 1 on A(3η0/4)c . Hence there exists a global solution ρ : M+ ×R → M+ of the initial value
problem {
d
dtρ(u, t) = −v˜(ρ(u, t)) for t > 0,
ρ(u,0) = u.
Proof of Theorem 1.1. By the deﬁnition of c˜, we can choose γ ∈ Γ such that
max
x∈B1(0)
I
(
γ (x)
)
< c˜ + δ1 < c1 + δ0. (4.19)
By the deﬁnition of c˜, we have that there exists x0 ∈ B1(0) such that
lim
t→∞ I
(
ρ(u, t)
)
 c˜, (4.20)
where u = γ (x0). In fact, if (4.20) does not hold for any x ∈ B1(0), we have that for each
x ∈ B1(0), there exists tx  0 such that I(ρ(γ (x), tx)) < c˜. Then by the continuity of the map-
ping (x, t) → I(ρ(γ (x), t)) and the compactness of B1(0), we have that there exists a mapping
t(·) ∈ C(B1(0), [0,∞)) such that t(x) = 0 on ∂B1(0) and sup{I(ρ(γ (x), t(x))): x ∈ B1(0)} < c˜. Since
ρ(γ (·), t(·)) ∈ Γ, this contradicts to the deﬁnition of c˜. From the deﬁnition of I, we have
∥∥ρ(u, t)∥∥2  c˜ + δ1
S
for all t  0.
Then by Sobolev embedding theorem, there exists m1 > 0 such that∣∣ρ(u, t)∣∣p−1p m1 for all t  0 and p ∈ [2,2∗]. (4.21)
On the other hand, we have by (4.19), (4.20) and Lemma 4.1 that if ‖∇ I(ρ(u, t))‖ < η0/2, then
ρ(u, t) ∈ A. Therefore we have that ψ(ρ(u, t)) = 0 for t satisfying ‖∇ I(ρ(u, t))‖ < η0/2. Then we
have from the deﬁnition of ρ,
I
(
ρ(u, t)
)− I(ρ(u, s))
=
t∫
s
〈∇ I(ρ(u, τ )), v˜(ρ(u, τ ))〉dτ
−
t∫
s
(
ψ
(
ρ(u, τ )
)∥∥∇ I(ρ(u, τ ))∥∥2 + (1− ψ(ρ(u, τ )))K‖v(ρ(u, τ ))‖
)
dτ
−
t∫
s
(
η0
2
ψ
(
ρ(u, τ )
)∥∥∇ I(ρ(u, τ ))∥∥+ (1− ψ(ρ(u, τ )))K‖v(ρ(u, τ ))‖
)
dτ
for t  s 0. Then we have
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0
(
η0
2
ψ
(
ρ(u, τ )
)∥∥∇ I(ρ(u, τ ))∥∥+ (1− ψ(ρ(u, τ )))K‖v(ρ(u, τ ))‖
)
dτ < ∞. (4.22)
Put B = {t > 0: ‖∇ I(ρ(u, t))‖ 3η0/4}. Then noting that ψ = 1 on B and (4.22) holds, we ﬁnd that
|B| < ∞. Moreover we have again by (4.19), (4.20) and Lemma 4.1 that
{
β
(
ρ(u, t)
)
: t ∈ [0,∞)\B}⊂ B2r0/3\B3r2/2(0). (4.23)
Next we will show that |ρ(u, t)|p does not go to zero as t → ∞ for p suﬃciently close to 2∗ . Let
p ∈ (0,2∗). Then
d
dt
∫
Ω
∣∣ρ(u, t)∣∣p dz
= p
∫
Ω
ρ(u, t)p−1 dρ(u, t)
dt
dz
= −p
∫
Ω
ρ(u, t)p−1
(
ψ
(
ρ(u, t)
)
w
(
ρ(u, t)
)− (1− ψ(ρ(u, t)))v(ρ(u, t)))dz. (4.24)
For the ﬁrst term of the right-hand side of the equality above, we have
∣∣∣∣∫
Ω
ρ(u, t)p−1ψ
(
ρ(u, t)
)
w
(
ρ(u, t)
)
dz
∣∣∣∣ψ(ρ(u, t))m∗∣∣ρ(u, t)∣∣p−1p ∥∥w(ρ(u, t))∥∥. (4.25)
On the other hand, we have by the deﬁnition of v and (4.17),
∫
Ω
ρ(u, t)p−1
(
1− ψ(ρ(u, t)))v(ρ(u, t))dz
= 1− ψ(ρ(u, t))‖v(ρ(u, t))‖
∫
Ω
ρ(u, t)p−1
(
dsu(0)
dt
ρ(u, t) − μ˜(x(t), ε(t))∂ U˜ x(t),ε(t)
∂x(t)
)
dz
−1− ψ(ρ(u, t))‖v(ρ(u, t))‖
∫
Ω
ρ(u, t)p−1μ˜
(
x(t), ε(t)
)∂ U˜ x(t),ε(t)
∂x(t)
dz, (4.26)
where x(t) = xρ(u,t) and ε(t) = ερ(u,t). Then noting that
∂ρ(u, t)(z)
∂x(t)
= ∂
∂x(t)
(˜
ux(t),ε(t)(z) +
(
ρ(u, t) − u˜x(t),ε(t)
)
(z)
)
= μ˜(x(t), ε(t))∂ U˜ x(t),ε(t)(z)
∂x(t)
+ ∂
∂x(t)
(
ρ(u, t)(z) − u˜x(t),ε(t)(z)
)
,
we ﬁnd by (3.11),
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Ω
ρ(u, t)p−1
(
1− ψ(ρ(u, t)))v(ρ(u, t))dz
 1− ψ(ρ(u, t))‖v(ρ(u, t))‖
∫
Ω
ρ(u, t)p−1
(
∂(ρ(u, t) − u˜x(t),ε(t))
∂x(t)
− ∂ρ(t,u)
∂x(t)
)
dz
 1− ψ(ρ(u, t))‖v(ρ(u, t))‖ m∗
∣∣ρ(u, t)∣∣p−1p ∥∥ρ(t,u) − u˜x(t),ε(t)∥∥
 1− ψ(ρ(u, t))‖v(ρ(u, t))‖ m∗δ
∣∣ρ(u, t)∣∣p−1p . (4.27)
Then by (4.21), (4.25) and (4.27), we ﬁnd
d
dt
∫
Ω
∣∣ρ(u, t)∣∣p dzm1m∗p(ψ(ρ(u, t))∥∥w(ρ(u, t))∥∥+ 1− ψ(ρ(u, t))‖v(ρ(u, t))‖ δ
)
for t  0. Then we can choose s0 > 0 such that
∞∫
s0
m1m∗p
(
ψ
(
ρ(u, t)
)∥∥w(ρ(u, t))∥∥+ 1− ψ(ρ(u, t))‖v(ρ(u, t))‖ δ
)
dt <
C1
8
.
That is we have
∣∣ρ(u, t)∣∣pp  ∣∣ρ(u, s)∣∣pp − C18 for all t  s s0, and p ∈ [2,2∗].
By (1) of Lemma 3.1, we can choose p ∈ (0,2∗) suﬃciently close to 2∗ such that |ρ(u, s0)|pp  C1/4.
Then we have that
∣∣ρ(u, t)∣∣pp  C14 − C18 = C18 for all t  s0. (4.28)
By (2) of Lemma 3.1, |ρ(u, t) − Ux(t),ε(t)|pp < C18 . Since |Ux,ε|p → 0, as ε → 0 uniformly in x, we ﬁnd
from (4.28) that there exists ε0 > 0 such that ε(t) > ε0 for all t  s0. Then we have by (4.2) and (4.4)
that {‖v(ρ(u, t)‖: t  s0} is bounded. It then follows from (4.23) that
∞∫
s0
1− ψ(ρ(u, t))
‖v(ρ(u, t))‖ dt 
∫
[s0,∞)/B
dt
‖v(ρ(u, t))‖ = ∞.
This is a contradiction. Therefore we ﬁnd that there exists a critical point u of I in M+. Finally, we
show that the solution u is positive (or negative). Suppose that u+ ≡ 0 and u− ≡ 0. Then we have that
u+,u− ∈ M. Therefore I(u+) c1 and I(u−) c1 by (3) of Lemma 2.2. That is I(u) = I(u+)+ I(u−)
2c1. This is a contradiction. Thus we ﬁnd that u is positive or negative. This completes the proof. 
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In this section, we will prove Lemma 3.5. We ﬁrst correct some known facts. From the deﬁnition
of Ux,ε , we have 〈
∇Ux,ε,∇ ∂Ux,ε
∂ y
〉
=
〈
∇Ux,ε,∇ ∂Ux,ε
∂ε
〉
= 0 (A.1)
for all (x, ε) ∈ RN ×R+ and y ∈ ∂B1(0). It is known that∥∥∥∥∂Ux,ε∂ε
∥∥∥∥= O(1ε
)
,
∥∥∥∥∂2Ux,ε∂ε2
∥∥∥∥= O( 1ε2
)
,
∥∥∥∥∂Ux,ε∂ y
∥∥∥∥= O(1ε
)
, and∥∥∥∥∂2Ux,ε∂ y2
∥∥∥∥= O( 1ε2
)
for all (x, ε) ∈ RN ×R+ and y ∈ ∂B1(0) (cf. [8]). Then by the deﬁnition of U˜x,ε, we can see that∥∥∥∥∂ U˜ x,ε∂ε
∥∥∥∥= O(1ε
)
,
∥∥∥∥∂2U˜ x,ε∂ε2
∥∥∥∥= O( 1ε2
)
, (A.2)∥∥∥∥∂ U˜ x,ε∂ y
∥∥∥∥= O(1ε
)
, and
∥∥∥∥∂2U˜ x,ε∂ y2
∥∥∥∥= O( 1ε2
)
(A.3)
for (x, ε) ∈ Ω˜ and y ∈ ∂B1(0). It also follows from (A.1) and the deﬁnition of U˜x,ε that
lim
ε→0ε
〈
∇U˜ x,ε,∇ ∂ U˜ x,ε
∂ y
〉
= lim
ε→0ε
〈
U˜2
∗−1
x,ε ,
∂ U˜ x,ε
∂ y
〉
= 0 (A.4)
and
lim
ε→0ε
〈
∇U˜ x,ε,∇ ∂ U˜ x,ε
∂ε
〉
= lim
ε→0ε
〈
U˜2
∗−1
x,ε ,
∂ U˜ x,ε
∂ε
〉
= 0 (A.5)
for (x, ε) ∈ Ω˜ and y ∈ ∂B1(0).
Proof of Lemma 3.5. It is easy to see that U is a C2 manifold for each ε˜ ∈ (0, (r2/4)2). We will show
that (3.8) holds. Let ε˜ > 0 and put
Λ = {(x, ε): (x, ε) ∈ (Br0(0)\Br2/2(0))× (0, ε˜)}.
When the functions u˜x,ε and U˜x,ε are treated as mappings (x, ε) → u˜x,ε ∈ M and (x, ε) → U˜x,ε ∈ M,
we write u˜(x, ε) and U˜ (x, ε) instead of u˜x,ε and U˜x,ε, respectively. Here we regard Λ as a subset of
R
N ×R+. Then to prove that (3.8) holds, it is suﬃcient to show that
sup
{ ‖ ∂2u˜(x,ε)
∂ y2
‖
‖ ∂ u˜(x,ε)
∂ y ‖2
: (x, ε) ∈ Λ, y ∈RN ×R+ with |y| = 1
}
< ∞. (A.6)
Let {xi}i=1 ⊂ RN be an orthonormal basis of RN and put xN+1 = ε. In the following we will prove
that
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{ ‖ ∂2u˜(x,ε)
∂x2i
‖
‖ ∂ u˜(x,ε)
∂xi
‖2 : (x, ε) ∈ Λ, i = 1, . . . ,N + 1
}
< ∞
holds. The general case (A.6) can be proved by the same argument as below. Let x ∈ Br0 (0)\Br2/2(0)
and ε ∈ (0, (r2/4)2). Then since Ω ⊂ B1(0), we have by (3.1) that
1
2
 ‖U˜ x,ε‖
2
|U˜ x,ε|2∗2∗
< μ˜(x, ε)2
∗−2 = ‖U˜ x,ε‖
2∫
Ω
|z|α |U˜ x,ε|2∗ 
‖U˜ x,ε‖2
(r2/4)α|U˜ x,ε|2∗2∗
 3
2( r24 )
α
. (A.7)
Therefore
1
2
< μ˜(x, ε)2
∗−2  3
2( r24 )
α
. (A.8)
Let 1 i  N. Then noting that
∂ U˜ (x, ε)
∂xi
= lim
t→0
U˜ x+txi ,ε − U˜ x,ε
t
= −∂ U˜ x,ε
∂xi
,
we have
(2∗ − 2)μ˜(x, ε)2∗−3 ∂μ˜(x, ε)
∂xi
= 2〈−∇U˜ x,ε,∇
∂ U˜x,ε
∂xi
〉 ∫
Ω
|z|α |U˜ x,ε|2∗ dz + 2∗‖U˜ x,ε‖2
∫
Ω
|z|α |U˜ x,ε|2∗−1 ∂ U˜x,ε∂xi dz
(
∫
Ω
|z|α |U˜ x,ε|2∗ dz)2
= 〈2U˜ x,ε + 2
∗μ˜(x, ε)2∗−2|z|α |U˜ x,ε|2∗−1, ∂ U˜x,ε∂xi 〉∫
Ω
|z|α |U˜ x,ε|2∗ dz
= − μ˜(x, ε)
2∗−2α∫
Ω
|z|α |U˜ x,ε|2∗ dz
∫
Ω
|z|α−2(xi · z)|U˜ x,ε|2∗ dz.
That is
(2∗ − 2) ∂μ˜(x, ε)
∂xi
= − αμ˜(x, ε)∫
Ω
|z|α |U˜ x,ε|2∗ dz
∫
Ω
|z|α−2(xi · z)|U˜ x,ε|2∗ dz. (A.9)
Then ∣∣∣∣∂μ˜(x, ε)∂xi
∣∣∣∣ μ˜(x, ε)α(2∗ − 2) ∫
Ω
|z|α |U˜ x,ε|2∗
∫
Ω
|z|α−2|xi · z||U˜ x,ε|2∗ dz
 μ˜(x, ε)α
(2∗ − 2) ∫
Ω
|z|α |U˜ x,ε|2∗
∫
Ω
|z|α−1|U˜ x,ε|2∗ dz
 4μ˜(x, ε)α∗ . (A.10)(2 − 2)r2
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∂ u˜(x, ε)
∂xi
= ∂μ˜(x, ε)
∂xi
U˜x,ε + μ˜(x, ε) lim
t→0
Ux+txi ,ε(z) − Ux,ε(z)
t
= ∂μ˜(x, ε)
∂xi
U˜x,ε − μ˜(x, ε)∂ U˜ x,ε
∂xi
. (A.11)
Then we have by (A.10),∥∥∥∥∂ u˜(x, ε)∂xi
∥∥∥∥= ∥∥∥∥∂μ˜(x, ε)∂xi U˜x,ε − μ˜(x, ε)∂ U˜ x,ε∂xi
∥∥∥∥
 μ˜(x, ε)
(∥∥∥∥∂ U˜ x,ε∂xi
∥∥∥∥− 4α(2∗−2)r2 ‖U˜ x,ε‖
)

(
1
2
) 1
2∗−2(∥∥∥∥∂ U˜ x,ε∂xi
∥∥∥∥− 4α(2∗−2)r2 ‖U˜ x,ε‖
)
.
Then by (A.3), we have that for ε˜ > 0 suﬃciently small, there exists C2 > 0 such that∥∥∥∥∂ u˜(x, ε)∂xi
∥∥∥∥ C2ε for all (x, ε) ∈ [B2r0(0)\Br2/2(0)]× (0, ε˜ ) and 1 i  N.
Similarly, we have by differentiating (A.11) that ‖ ∂2μ˜(x,ε)
∂x2i
‖ = O (1/ε) for each 1 i  N. Then since
∂2u˜(x, ε)
∂x2i
= ∂
2μ˜(x, ε)
∂x2i
U˜ x,ε − 2∂μ˜(x, ε)
∂xi
∂ U˜ x,ε
∂xi
+ μ˜(x, ε)∂
2U˜ x,ε
∂x2i
and (A.3) holds, we have that there exists C3 > 0 such that∥∥∥∥∂2u˜(x, ε)∂x2i
∥∥∥∥ C3ε2 for all (x, ε) ∈ [B2r0(0)\Br2/2(0)]× (0, ε˜ ) and 1 i  N.
Thus we ﬁnd
‖ ∂2 u˜(x,ε)
∂x2i
‖
‖ ∂ u˜(x,ε)
∂xi
‖2 
C23
C22
for all (x, ε) ∈ [B2r0(0)\Br2/2(0)]× (0, ε˜ ) and 1 i  N.
On the other hand, we have
(2∗ − 2)μ˜(x, ε)2∗−3 ∂μ˜(x, ε)
∂ε
= −〈2U˜ x,ε + 2
∗μ˜(x, ε)2∗−2|z|α |U˜ x,ε|2∗−1, ∂ U˜x,ε∂ε 〉∫
Ω
|z|α |U˜ x,ε|2∗ dz .
Then by (A.4) and the equality above, it follows that
∂μ˜(x, ε)
∂ε
= o
(
1
ε
)
uniformly in x ∈ B2r0(0)\Br2/2(0).
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∂ u˜(x, ε)
∂ε
= ∂μ˜(x, ε)
∂ε
U˜ x,ε − μ˜(x, ε)∂ U˜ x,ε
∂ε
and ‖ ∂ U˜x,ε
∂ε ‖ = O (1/ε), we have that there exists D1 > 0 such that∥∥∥∥∂ u˜(x, ε)∂ε
∥∥∥∥ D1ε for all (x, ε) ∈ [B2r0(0)\Br2/2(0)]× (0, ε˜ ).
While from (A.1), we have that
∂
∂ε
〈
∇Ux,ε,∇ ∂Ux,ε
∂ε
〉
= ∂
∂ε
〈
U2
∗−1
x,ε ,
∂Ux,ε
∂ε
〉
= 0
for (x, ε) ∈ RN ×R+. Then by the deﬁnition of U˜x,ε, one can see by elemental computations that
∂
∂ε
〈
∇U˜ x,ε,∇ ∂ U˜ x,ε
∂ε
〉
= o
(
1
ε2
)
and
∂
∂ε
〈
U˜2
∗−1
x,ε ,
∂ U˜ x,ε
∂ε
〉
= o
(
1
ε2
)
for (x, ε) ∈ Ω˜. Then
∂
∂ε
(
μ˜(x, ε)2
∗−3 ∂μ˜(x, ε)
∂ε
)
= ∂
∂ε
〈2U˜ x,ε + 2∗μ˜(x, ε)2∗−2|z|α |U˜ x,ε|2∗−1, ∂ U˜x,ε∂ε 〉∫
Ω
|z|α |U˜ x,ε|2∗ dz = o
(
1
ε2
)
.
This implies that
∂2μ˜(x, ε)
∂ε2
= o
(
1
ε2
)
.
Since
∂2u˜(x, ε)
∂ε2
= ∂
2μ˜(x, ε)
∂ε2
U˜ x,ε − 2∂μ˜(x, ε)
∂ε
∂ U˜ x,ε
∂ε
+ μ˜(x, ε)∂
2U˜ x,ε
∂ε2
,
‖ ∂2U˜x,ε
∂ε2
‖ = O (1/ε2), ‖ ∂ U˜x,ε
∂ε ‖ = O (1/ε) and ∂μ˜(x,ε)∂ε = o(1/ε), we ﬁnd that there exists D2 > 0 such
that ∥∥∥∥∂2u˜(x, ε)∂ε2
∥∥∥∥ D2ε2 for all (x, ε) ∈ [B2r0(0)\Br2/2(0)]× (0, ε0).
Thus
‖ ∂2u˜(x,ε)
∂ε2
‖
‖ ∂ u˜(x,ε)
∂ε ‖2
 D2
D21
for all (x, ε) ∈ [B2r0(0)\Br2/2(0)]× (0, ε0).
This completes the proof. 
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