Let X 1 , . . . , X n be i.i.d. random points in the d-dimensional Euclidean space sampled according to one of the following probability densities:
Moreover, x = (x 2 1 + . . . + x 2 d ) 1/2 denotes the Euclidean norm of the vector x = (x 1 , . . . , x d ) ∈ R d . We will be interested in various kinds of random polytopes generated by these points. Let us denote in this paper by [a 1 , . . . , a n ] the convex hull of the points a 1 , . . . , a n ∈ R d . Assuming that X 1 , . . . , X n have the beta distribution with parameter β, we define the following random polytopes: (a) the intrinsic volumes V k (including the volume, the surface area and the mean width), (b) the T -functionals (introduced by Wieacker [36] )
where a, b ≥ 0 are parameters, F k (P ) is the set of all k-dimensional faces of a convex polytope P for k = 0, . . . , d, and η(F ) is the Euclidean distance from the affine hull of the k-dimensional face F to the origin.
There exists a large literature about random polytopes. The rapid development started with the influential papers of Efron [17] and Rényi and Sulanke [33] as well as with the thesis of Wieacker [36] , where mainly random polytopes K n generated by n ≥ d + 1 independent and uniformly distributed points in a prescribed convex body K ⊂ R d have been studied. The particular interest was in the goodness of the approximation of K by K n , which is measured, for example, by the expected intrinsic volume difference V k (K) − EV k (K n ), k = 1, . . . , d. More recently, also higher order moments and central limit theorems for various geometric quantities of random polytopes have been investigated intensively. For selected examples we refer to the works of Bárány, Fodor and Vigh [6] , Bárány and Vu [8] and Reitzner [30, 31] , and to the survey articles of Bárány [5] , Hug [20] , Reitzner [32] and Schneider [34] as well as the references cited therein. More closely related to the content of the present paper are the works of Aldous, Fristedt, Griffin and Pruitt [4] , Affentranger [1, 2] , Buchta and Müller [11] , Buchta, Müller and Tichy [12] , Carnal [13] , Dwyer [15] , Eddy and Gale [16] as well as of Raynaud [28] , where random polytopes generated by random points with spherically symmetric distributions in R d were investigated, especially for the beta-and in some cases also for the beta'-distribution. The asymptotic behavior of the expected number of facets and (several special cases of) the expected T -functionals T d,k a,b of the polytopes P β n,d has been determined, as n → ∞ (in some cases restricting to the planar case d = 2). A similar analysis for the Gaussian random polytope is the content of the works of Affentranger and Schneider [3] and Hug, Munsonius and Reitzner [21] ; see also [22] . It is one of the goals of the present paper to unify these approaches, to extend them to other random polytope models (such as symmetric random polytopes) and to develop systematically in each case explicit integral formulae for the geometric functionals described above. We shall also discuss the special cases d = 2 and d = 3 separately, where in some cases our formulae coincide with results known from the existing literature and in other cases they lead to formulae that were not available before. In this context we especially refer to the early results of Buchta [10] , Buchta, Müller and Tichy [12] and that of Efron [17] . In the following, in all our formulae we implicitly assume that n ≥ d + 1.
The rest of this paper is structured as follows. In Section 2 we present the main results of the present work. Moreover, in Section 3 we collect a number of special cases of our results, in particular, for random polytopes generated by random points uniformly distributed in the d-dimensional unit ball and on the (d − 1)-dimensional unit sphere. We also discuss there special formulae for d = 2 and d = 3. Some auxiliary results needed in our proofs are collected in Section 4, whereas Sections 5 and 6 contain all proofs. Remark 1.1. On our web-pages we provide two Mathematica worksheets (one for each distribution), which allow the reader to compute specific values for the expected volume, surface area, mean width and facet number of P
for any fixed dimension, any given number of points and any parameter β of the distribution. They also allow to compute explicitly the expected intrinsic volumes and expected value of the T -functional. Some particular values for dimensions 2 and 3 are collected in the appendix.
Main results

Expected volumes and intrinsic volumes
In the one-dimensional case, the cumulative distribution functions of the probability distributions associated with the densities f 1,β in the beta-andf 1,β in beta'-case, respectively, are denoted by
1)
For all k ∈ N, the k-dimensional volume κ k of the k-dimensional unit ball B k and the surface area ω k of the unit sphere S k−1 = ∂B k are given by
. Theorem 2.1. Let X 1 , . . . , X n be independent beta-distributed random points in B d with parameter β > −1. Then
3)
The formulae for the expected intrinsic volumes can be obtained using the following proposition.
Proposition 2.3. The expected intrinsic volumes EV k (P β n,d ) and EV k (P β n,d ) for k = 1, . . . , d are given by the formulae
Expected surface area and expected mean width
In particular, Proposition 2.3 implies formulae for the expected surface area of the polytopes P
Corollary 2.4. Let X 1 , . . . , X n be independent beta-distributed random points in B d with parameter β > −1. Then
. The constants A Corollary 2.5. Let X 1 , . . . , X n be independent beta ′ -distributed random points in R d with parameter β > d+1 2 . Then
. The constantsÃ Similarly, we can find explicit formulae for the mean width of these random polytopes. We recall that the mean width W d (K) of a convex set K ⊂ R d is defined as the expected length of a projection of K onto a uniformly chosen random line. The mean width is related to the first intrinsic volume by the formula
Corollary 2.6. Let X 1 , . . . , X n be independent beta-distributed random points in B d with parameter β > −1. Then
are the same as in Theorem 2.1.
As in the case of the surface area, a different representation for EW d (P β n,d ) was previously given by Buchta, Müller and Tichy [12] . Corollary 2.7. Let X 1 , . . . , X n be independent beta ′ -distributed random points in R d with parameter β > d+1 2 . Then
are the same as in Theorem 2.2.
Random simplices and parallelotopes
In the case when n = d + 1, the random polytope P β d+1,d is a simplex and a complete characterization of the distribution of its volume through its moments was obtained by Miles [26] ; see also Kingman [23] for the case β = 0 in which the points are uniformly distributed in a ball. We need to recall the results on the moments of the d-volume of a d-simplex and the d-volume of a d-parallelotope spanned by random points distributed according to either the beta-or beta ′ -distribution. The following two results are due to Miles [26, Equations (72) and (74) [26] only considers integer moments, we present an extension to moments of arbitrary (non-negative) real order, which is also needed elsewhere, for example in [19] . In what follows we shall write [26] . This typo has already been observed and corrected by Chu [14] , for example.
The proof of Proposition 2.8 will be based on the following moment formulae of Mathai [25] for the volume of the random d-parallelotope spanned by d points distributed in R d according to the betaor the beta'-distribution. We emphasize that these formulae are known to be valid for arbitrary non-negative real moments; see [25] . 
Expectation of the T -functional
Fix a, b ≥ 0. Recall that for a convex polytope P ⊂ R d , we are interested in the functional
where F k (P ) is the set of all k-dimensional faces of P , and η(F ) is the Euclidean distance from the affine hull aff(F ) of the k-dimensional face F to the origin.
Theorem 2.11. Fix a, b ≥ 0. Let X 1 , . . . , X n be independent beta-distributed random points in B d with parameter β > −1. Then
Remark 2.12. Since the polytopes S 
Then, Theorem 2.11 yields the formulae
This method does not work for P β n,d because this polytope need not contain 0. However, one can consider the following analogue of the T -functional defined for d-dimensional polytopes P ⊂ R d :
where η ± (F ) is the distance from the affine hull of the face F to the origin taken positive if the origin and the polytope P are on the same side of the face F , and negative otherwise. Then, it is easy to see that
The expected value of T
) can be computed in the same way as in Theorem 2.11 yielding the following formula:
The equivalence of these formulae to those given in Theorem 2.1 can be shown using partial integration. Anyway, we shall give an alternative proof of Theorem 2.1 in Section 6.
The analogue of Theorem 2.11 in the case of beta ′ densities can be stated as follows.
Theorem 2.13. Fix a, b ≥ 0. Let X 1 , . . . , X n be independent beta ′ -distributed random points in R d with parameter β that satisfies 2dβ
Remark 2.14. Theorem 2.11 immediately implies exact formulae for the expected facet numbers of random beta-polytopes. Namely, setting a = b = 0, it follows from the definition of T
Here, f k (P ) = |F k (P )| denotes the number of k-dimensional faces of the polytope P . The expected facet numbers of S
3 Special cases
Uniform distribution in the ball
The beta distribution with β = 0 is just the uniform distribution in the ball. As a special case of Theorem 2.1 we immediately obtain the following
Now, we specialize these formulae to dimensions d = 2 and d = 3. We start with the 2-dimensional case and remark that the formula for E Vol 2 (P 0 n,2 ) has previously been obtained by Efron, see Equation (7.13) in [17] .
Proof. Since F 1,
, |h| ≤ 1, the first result follows from the substitution h = − cos y 2 and by relabeling of y by h. The second result follows from the observation that F 1,
by the substitution h = sin y 2 and by relabeling of y by h.
As anticipated above, the computation of E Vol 2 (P 0 n,2 ) is due to Efron [17] . Buchta [10] obtained the following more elegant representation:
We continue with the 3-dimensional case and again remark that the formula for E Vol 3 (P 0 n,3 ) corresponds to Equation (7.14) in [17] . We also refer to Buchta [10] , who derived another representation for the integral.
, |h| ≤ 1 and hence, by factorization of the function under the integral,
, |h| ≤ 1, and the result for E Vol 3 (S 0 n,3 ) follows.
Using the classical Efron identity, we can obtain the following formulae for the expected number of vertices.
Proposition 3.4. The expected number of vertices of P 0 n,d and S 0 n,d is given by
where the expected volumes on the right-hand side were given in Corollary 3.1.
Proof. The first formula is the classical Efron identity, see [17] . The second formula can be obtained as follows:
This completes the argument.
Furthermore, we can state results for the expected surface area and the expected mean width of P 0 n,2 and S 0 n,2 as well as of P 0 n,3 and S 0 n,3 that follow from Corollaries 2.4 and 2.6. Corollary 3.5. In dimension d = 2, we have
Corollary 3.6. In dimension d = 3, we have Finally, let us discuss the explicit formulae for the expected number of facets of P 0 n,2 , P 0 n,3 , S 0 n,2 and S 0 n,3 . They follow by specializing Theorem 2.11 to the case implied by (2.5).
Corollary 3.7. In dimension d = 2, we have
Uniform distribution on the sphere
We shall argue below that the uniform distribution on the sphere S d−1 is the weak limit of the beta distribution, as β ↓ −1. Let X 1 , . . . , X n be independent random points chosen uniformly on the sphere S d−1 . Consider the random polytopes
We claim that the expected volumes of these polytopes can be obtained by formally taking β = −1 in Theorem 2.1:
dh.
An equivalent formula for E Vol d (P n,d ) was obtained in [12, p. 228 ] by a different method; see also [27] for an asymptotic result. A different representation for E Vol d (P n,d ) was obtained by Affentranger [1] . Again, let us specialize the result to the 2-and 3-dimensional case.
Proof. It follows from (2.1) that
2 for |h| ≤ 1. The claim follows by the change of variables h = − cos y (for the first integral) or h = cos y (for the second integral), by elementary transformations and by renaming y by h.
.
The first of these formulae is due to Affentranger [1] .
Proof. We used that F 1,0 (h) = 1 2 (1 + h) for |h| ≤ 1 together with the formulae
where A > 0, and straightforward transformations.
We are also able to give explicit formulae for the expected surface areas and the mean widths in dimensions d = 2 and d = 3.
Corollary 3.12. In dimension d = 2, we have
cos h dh,
Proof. In view of Corollary 2.4, the formula for ES 1 (P n,2 ) follows from the fact that q = 0,
π arcsin h, |h| ≤ 1, by applying the substitution h = sin y and by renaming y by h. The case of ES 1 (S n,2 ) is similar.
Corollary 3.13. In dimension d = 3, we have
Proof. To obtain ES 2 (P n,3 ) and ES 2 (S n,3 ) we note that
2 , |h| ≤ 1. Since q = 2 in this case and since
, the formulae follow again from Corollary 2.4. The computations for EW 3 (P n,3 ) and EW 3 (S n,3 ) are similar.
Note that particular values of ES 1 (P n,2 ), ES 2 (P n,3 ) and EW 3 (P n,3 ), for n = 2, 3, 4 and n = 3, 4, 5, respectively, were calculated by Buchta, Müller and Tichy [12] . We have recovered these special values and found general simple closed expressions for the 3-dimensional case that are valid for all n ≥ 4 and that were not available before.
As above, we finally present formulae for the expected number of facets of P n,2 , P n,3 , S n,2 and S n,3 . Before, we notice that, with probability 1,
since each of the n points X 1 , . . . , X n is almost surely a vertex of P n,d and each of the 2n points ±X 1 , . . . , ±X n is almost surely a vertex of the symmetric random polytope S n,d .
Corollary 3.14. In dimension d = 2, we have
Proof. Indeed, f 1 (P n,2 ) = f 0 (P n,2 ) = n and f 1 (S n,2 ) = f 0 (S n,2 ) = 2n, as argued above.
Corollary 3.15. In dimension d = 3 it holds that f 2 (P n,3 ) = 2(n − 2) almost surely,
Proof. We observe that with probability one the random beta-polytope P n,3 is a simplicial polytope, that is, all faces of P n,3 are almost surely triangles. This implies that 2f 1 (P n,3 ) = 3f 2 (P n,3 ), which together with Euler's polyhedron formula f 0 (P n,3 ) − f 1 (P n,3 ) + f 2 (P n,3 ) = 2 leads to
Similarly, we have that
with probability one.
Expected facet number of spherical convex hulls
Denote by
the d-dimensional closed upper half-sphere in R d+1 . For α > −1 we consider the distribution on S d + whose density with respect to the uniform distribution on S d + is given bŷ
Here, c d,α is a normalizing constant. The spherical convex hullP α n,d of n independent random points on S d + distributed according to the densityf d,α has been studied in [9] (for general α) and [7] (for the special case α = 0). In particular, it has been shown in [9, Section 5] that the expected number of facets of the spherical random polytopeP α n,d coincides with that ofP 
In particular, if α = 0, then
For α = 0 this formula was obtained in [7] , see Theorem 3.1 there.
Proof. The first formula follows from Theorem 2.13 with b = 0 there together with the substitution h = cot y and then by renaming y by h. The second formula follows from the first one by observing
Gaussian distribution
By letting β → +∞ in either beta or beta' model, it is possible to recover the Gaussian distribution on R d as limiting case. Indeed, if the random point X has d-dimensional beta distribution, then X √ 2β has the density
and similarly for the beta' model. The convex hull of an i.i.d. Gaussian sample is called the Gaussian polytope. The expected volume of the Gaussian polytope was computed by Efron [17] ; see also [18, 21] and [22] and for further recent results about Gaussian polytopes.
4 Auxiliary results
Tools from integral geometry
The Euclidean norm of a vector x ∈ R d is denoted by x or by x d if we would like to emphasize the role of dimension d. Let B d r (x) be the ball centered at the point x ∈ R d and having radius r > 0. In particular, we write B d = B 
Similarly as in the case of
L , λ L and σ L the norm, the unit ball, the unit sphere, the Lebesgue measure and the Lebesgue surface measure on the unit sphere, respectively, in a linear subspace L ∈ G(d, k), and by · E , B k E , S k−1 E , λ E and σ E the respective objects in an affine subspace E ∈ A(d, k). This is the same notation as used in the book [35] , to which we refer for further information. Furthermore, we use the symbol ∆ k (x 0 , . . . , x k ) = Vol k ([x 0 , . . . , x k ]) for the k-dimensional volume of the k-simplex spanned by the points x 0 , . . . , x k ∈ R d and ∇ k (x 1 , . . . , x k ) for the k-dimensional volume of the parallelotope spanned by the vectors x 1 , . . . , x k ∈ R d , respectively. These two quantities are related by
A particularly valuable tool in the main proof will be the affine Blaschke-Petkantschin formula; see [35, Theorem 7.2.7] .
Lemma 4.1. (Affine Blaschke-Petkantschin formula) Let q ∈ {1, . . . , d} and ϕ : R d q+1 → R be non-negative and measurable. Then
with the constant b d,q given by
and where
Furthermore, we will make use of Kubota's formula; see [35, Equations (6.11 ) and (5.5)].
where K|L stands for the orthogonal projection of K onto L.
Projections of beta-and beta'-densities
In the next lemma, we show that the beta-and beta ′ -distributions on R d yield distributions of the same type (but with different parameters) when projected onto arbitrary linear subspaces. Fix some k ∈ {1, . . . , d−1} and let L ∈ G(d, k) be a k-dimensional linear subspace. Since the beta-and beta ′ -distribution are rotationally invariant it suffices to investigate the k-dimensional subspace
for the results to come. Furthermore, we will identify L and R k . We will often use these observations implicitly and refrain from restating them at every step of the proof. 
where we used the transformation
and we do not even need to check that c d,β
, because the result must be a probability density. Inductive application of this result yields the desired statement for arbitrary dimensions k.
In the case of the beta ′ -distribution we can apply almost the same argument. Fix some
. The statement in the case of general dimension k again follows by induction.
Probability contents of half-spaces and slabs
The probability content PC β (A), respectively PC β (A), of a measurable set A ⊂ R d is the probability that a random vector with a beta, respectively beta'-distribution, attains a value in A. Consider the hyperplane E 0 = {x ∈ R d :
, h ∈ R, the affine hyperplanes parallel to E 0 . Later on, we will need the d-dimensional probability content of the half-spaces
with respect to the beta-and beta'-distribution. Hence, we are interested in the quantities
respectively. Furthermore, for h ≥ 0 we will be interested in the probability content of the slab between E h and E −h , that is,
respectively. Recall from (2.1) and (2.2) that we denote the distribution function of the onedimensional beta-and beta ′ -distribution by F 1,β andF 1,β , respectively.
Lemma 4.4. Consider the affine hyperplane
In the case of the beta-distribution on B d with parameter β > −1, we have
and
Similarly, in the case of the beta ′ -distribution on R d with parameter β > d 2 , it holds that
Proof. Let X be a random point with density f d,β . In order to calculate the probability contents of E + h and E − h we project X onto the line
that is, the orthogonal complement of E 0 . Clearly,
. Hence,
To complete the proof in the beta case, observe that PC β (E
and we get the corresponding results for the beta ′ -distribution.
Random simplices in affine hyperplanes
We will need the moments of the volume of a random simplex chosen according to the density f d,β orf d,β restricted to an affine hyperplane. Recall the definitions of E β (∆ κ d ) and E β (∆ κ d ) from Proposition 2.8.
be an affine hyperplane at distance h from the origin. In the case of the beta-distribution with parameter β > −1, for all h ∈ [0, 1] and κ ∈ [0, ∞) we have
Similarly, in the case of the beta ′ -distribution with parameter β > d 2 , for all h ≥ 0 and κ ∈ [0, 2β−d) we have
Proof. Without loss of generality we take
x * i for i = 1, . . . , d. The result for the beta ′ -distribution is derived analogously by using the transformation
, and by suitably adapting the range of integration.
Proof of Theorems 2.11 and 2.13
Let X 1 , . . . , X n be independent and beta-distributed random points in B d with parameter β. We start with the polytope P
where in the last step we conditioned on the event {X 1 = x 1 , . . . , X d = x d } and used the formula for the total probability. Applying the affine Blaschke-Petkantschin formula stated in Lemma 4.1 with q = d − 1, we obtain
We denote by h the distance from E = aff(x 1 , . . . , x d ) to the origin. Note that the conditional probability in the right-hand side is the probability that all X d+1 , . . . , X n lie in either the half-space E + or the half-space E − . By using rotation invariance of the density f d,β we may assume that E has the form E h and then apply Lemma 4.4 to get
Since the integrand is rotationally invariant we can use formula (4.1) to rewrite the integration over
where the second equality follows from Lemma 4.5. In the next step we exploit the identities
(−h) to rewrite the integral as
Slight adaptation of this proof yields the result for the symmetric polytope S
Applying the affine Blaschke-Petkantschin formula, see Lemma 4.1, we get
Let h ∈ [0, 1] be the distance from E = aff(x 1 , . . . , x d ) to the origin. The conditional probability on the right-hand side is the probability that the points X d+1 , . . . , X n lie between the hyperplanes E + and −E − . Therefore, by Lemma 4.4,
All the remaining steps are exactly the same as before (except for the last step, where we cannot exploit symmetry this time). Hence, 
if and only if the points X d , . . . , X n are on the same side of the hyperplane passing through 0, x 1 , . . . , x d−1 . It immediately follows that
, we immediately see that the probability
is the same as the probability that all points π E ⊥ (X 1 ), . . . , π E ⊥ (X d ) lie on the same side of π E ⊥ (E) on which 0 lies. By Lemma 4.4, we therefore have
. Using these observations, Equation (4.2), the affine Blaschke-Petkantschin formula, Lemma 4.1, and exploiting the rotational symmetry of the density, we get
for all a, b ∈ R. For the last equation we followed again along the lines of the proof for the polytope P 
Rewriting this as an integral over (R d ) d and applying the affine Blaschke-Petkantschin formula yields
where the second to last equality follows from Lemma 4.5. Here B(·, ·) stands for the beta function. Thus, rearranging and adjusting for the correct indices gives
, from which the claim follows by working out the constants. One sees from the last equality that what we have shown is only true for κ > 0. However, since this is true for all κ ∈ (0, ∞), it follows with a similar argumentation as in the proof of Theorem 2.1 that, by analytic continuation, this also holds for all κ > −1. The corresponding result for the beta ′ -distribution can be shown analogously.
6 Expected volumes and intrinsic volumes: Proof of Theorem 2.1
Proof of Theorem 2.1. We start by investigating the case of a beta-distribution with parameter β > −1. Let first β > − 
Taking the expectation, using Fubini's theorem to change the order of integration, and applying (6.1), we obtain
Since the dth intrinsic volume V d of a (d + 1)-dimensional polytope is half its surface area, we can write the above in terms of the T -functional with a = 0 and b = 1 as follows:
Using Theorem Theorem 2.11, we obtain
where
In order to derive the last formula we used elementary transformations involving Proposition 2.8 and the Legendre duplication formula for the gamma function. So far, we established formula (6.3) for β > − 1 2 only because the proof was based on representation (6.1). In order to prove that (6.3) holds in the full range β > −1, we argue by analytic continuation. First of all, the function β → E Vol d (P β n,d ) is real analytic in β > −1 as one can see from the representation
Secondly, the function on the right-hand side of (6.3) is also real analytic in β > −1. Since these functions coincide for β > − 1 2 , they must coincide in the full range β > −1. Similarly, we obtain in the case of a beta ′ -distribution with parameter β the intrinsic volume V d ofP β n,d as
n,d+1 , (6.4) from which we get
Inserting the expressions from Theorem 2.11 into (6.2)-(6.5) yields the statement of the theorem for P 
Analogously, by Lemma 4.3, i.e., the representatioñ
for every linear subspace L ∈ G(d, k), and the same arguments as before, we have
The corresponding results for S It remains to observe that the expression for E Vol d (P β n,d ) given in Theorem 2.1 converges to the expression for E Vol d (P n,d ) given in Corollary 3.9. This is a consequence of the dominated convergence theorem, the majorant being the function (1 − h 2 ) (d 2 −3)/2 . For symmetric convex hulls, the proof is similar.
A Particular values for small dimensions and a small number of points
We collect some particular mean values for the random polytopes P E Vol 2 (P 0 n,2 ) E Vol 2 (S 0 n,2 ) ES 1 (P 0 n,2 ) ES 1 (S 0 n,2 ) n = 3 Table 1 : Mean area and perimeter length of a random polygon and a symmetric random polygon generated by n points uniformly distributed in the unit disc.
E Vol 2 (P n,2 ) E Vol 2 (S n,2 ) ES 1 (P n,2 ) ES 1 (S n,2 ) n = 3 Table 2 : Mean area and perimeter length of a random polygon and a symmetric random polygon generated by n points uniformly distributed on the unit circle.
EV 3 (P 0 n,3 ) EV 3 (S 0 n,3 ) ES 2 (P 0 n,3 ) ES 2 (S 0 n,3 ) EW 3 (P 0 n,3 ) EW 3 (S 0 n,3 ) Table 4 : Mean volume, surface area and mean width of a random polytope and a symmetric random polytope generated by n points uniformly distributed on the 3-dimensional unit sphere.
Ef 1 (P 0 n,2 ) Ef 1 (S 0 n,2 ) Ef 2 (P 0 n,3 ) Ef 2 (S 0 n,3 ) f 2 (P n,3 ) f 2 (S n,3 ) n = 3 3 6 − Table 5 : Mean number of edges and facets of a random polytope and a symmetric random polytope generated by n points uniformly distributed in the unit ball. The last two columns collect the a.s. number of facets of a random polytope and a symmetric random polytope generated by n random points uniformly distributed on the 3-dimensional unit sphere. Table 6 : The mean number of (spherical) facets of a random polytope generated by n points uniformly distributed on the 2-/3-/4-dimensional upper half-sphere.
