Introduction
We consider the following quasi-linear parabolic system of singular type: with m 1 plays a decisive role in dividing the situation between the global existence and finite time blow-up of solutions. However, up to now, the fast diffusion case 0 < m < 1 is little known. The first purpose of this paper is to construct time local and global weak solutions according to the numbers m, q, N and the size of initial data. We also prove the existence of a blow-up solution with 0 < m < 1 for N = 2 with q = 2,
The existence results for m > 1 have been obtained up to now. For simplicity, let us explain about the known results for the typical case of q = 2. It has been obtained in Sugiyama and Kunii [13, 14] and Sugiyama [15] [16] [17] [18] for all t > 0. In fact, for m > 1, it was shown in [14] and [16] that E(t) has the property that E(t) E(0) for all t > 0.
(1.
2)
The first and second terms of (1.1) come from the diffusion and the flux terms of (KS) m , respectively. Therefore, whether or not E(t) is bounded from below depends on the balance between the powers of diffusion and flux. In fact, like (III), if m is large with the strong diffusion power, we can show the existence of a global solution of (KS) m without any restriction on the size of the initial data. On the other hand, in the case of 0 < m < 1, we find that the Lyapunov function has a different property. Indeed, for 0 < m < 1, (1.1) and (1.2) can be written into the following way:
(x, t)v(x, t) dx E(0) (1.3)
for all t > 0. Since both terms are non-positive, we cannot derive the L m boundedness of u from E(t), which shows a crucial difference between m > 1 and 0 < m < 1. We also expect that (KS) m has a different phenomena between 0 < m < 1 and m > 1 from a viewpoint of diffusion coefficient.
Precisely, since the diffusion coefficient of (KS) m is proportional to u m−1 , the diffusion power is large if u is large for m > 1. However, in the case of m < 1, we come across the reverse situation. In this paper, firstly, we prove the following (i) and (ii) for 0 < m < 1 which are corresponding results to (I)-(II) for m > 1: 
u(x, t)v(x, t) dx + E(0)
for all t > 0. By virtue of this, we can apply the so-called second moment argument. Unfortunately, for the case of 0 < m < 1, E(t) in (1.3) does not yield any L m -bound of solution. However, we introduce the weighted moment such as (1.6) given by Kurokiba and Ogawa [10] and succeed to construct a blow-up solution of (KS) m with 0 < m < 1 for N = 2. As for the higher dimensional cases N 3, Cieślak and Winkler [3] treated the blow-up solution for the quasi-linear parabolic equation in a bounded domain which contains a similar structure to (KS) m with 0 < m < 1. Indeed, they constructed an initial data which still causes a blow-up solution. Their argument seems to be applicable to our problem (KS) m . Hence we expect the existence of the blow-up solutions of (KS) m with 0 < m < 1 for large initial data even for all N 2, which may be regarded as the corresponding result to (II). This implies that for the case of 0 < m < 1, a similar phenomenon to (III) never occurs. Thus, we are led to the conjecture that for all dimensions N 2 and exponents 0 < m < 1, the corresponding result to (III) for m > 1 does not hold. Secondly, we are interested in the question whether there exists a finite time T * > 0 such that the solution u satisfies the property that u(x, t) = 0 for all x ∈ R N and all t T * .
This property is a so-called extinction phenomenon. As for the fast diffusion equation (FD): . This phenomenon can be derived from the strong diffusion when U is small. As for (FD), the well-known explicit solution, the so-called Barenblatt solution B(x, t) is useful to show the extinction phenomenon. In fact, by the explicit representation of backward self-similar structure of B(x, t), we can deal with the initial data u 0 such . Combining these results, we find that the exponent m = 1 − 2 N divides the situation into two cases between the extinction and non-extinction of solution U of (FD). For more details, refer to Vázquez [22] for example. See also Remark 1.5(viii) below.
Our second aim of this paper is to investigate whether the extinction phenomenon holds for our equation (KS) m even if the additional term ∇(u q−1 ∇ v) of (KS) m might cause blow-up phenomena.
We give an affirmative answer to this question. Specifically, we show that (iii) for all N 2, in the case of 1 − 2 N m < 1, the mass conservation law holds for small initial data
, the extinction phenomenon holds.
This kind of problem is non-trivial since the explicit solution is well known for (FD) but not for our equation (KS) m . For (KS) m with m > 1, the mass conservation law was given by [18] . Moreover, by (iii) it is clarified that the power m = 1 − 2 N exhibits the infimum where the mass conservation law holds. By (iii) and (iv), we may say that the exponent m = 1 − 2 N is the borderline between the mass conservation law and the extinction phenomenon.
Thirdly, we investigate the life span of solutions of (KS) m which blow up or vanish within a finite time. As for the blow-up solution in (ii), we estimate the maximal existence time T max is subordinate to the estimate
with δ as in (1.4) and (1.5). Concerning (iv), although the weak solution of (KS) m exists globally in time, we can estimate the life span in the sense that the solution remains as a non-trivial one. Indeed, for the initial data u 0 , we obtain the following upper bound of the exact extinction time:
. It should be noted that, by this exact expression, we see that
. In addition, it will be expected that the extinction time becomes longer for larger initial data in L r .
Finally, we show a decay property and a continuous dependence of its convergence rates on m when the exponent m changes across (1.8) and that for every 0 (1.9) with the same T * as (1.7). Actually, the L r -decay rate d in (1.8) 
Our definition of a weak solution to (KS) m now reads: (u, v) satisfies the following identities:
Our first result on the time local existence of solutions reads as follows. In particular, according to the value of m, we make it clear whether the mass conservation law holds or not. 
(1.12)
Next, we present the decay property for the weak solution of (KS) m under the smallness assumption on u 0
. 17) where 
Theorem 1.2. Let the Assumption hold. Suppose that
Thirdly, we will show the extinction phenomenon which is a significant property of solutions to for some positive constants 
(1.24) What we have done is
However, it is not clear whether we can take T = ∞.
(vi) For the existence of solutions to (KS) m , it seems to be necessary to impose on q the restriction that q 2. Indeed, in comparison with a semi-linear case, it is essential to obtain an a priori bound
By virtue of the scaling property, as in Remark 1.5(i), the usual energy estimate requires us to handle u
as the perturbation from the above principal norm.
To this end, we need to assume that the power 2(q − 2) is non-negative. For details, see (4.10) below. Since the treatment for N = 1 has several different aspects, we will discuss it in a forthcoming paper. (viii) As for the extinction phenomenon of the fast diffusion equation (FD), Herrero and Pierre [5] showed the existence and uniqueness for strong solutions. The extinction phenomenon for (FD) was obtained by Bénilan and Crandall [2] . See also Galaktionov, Peletier and Vázquez [4] .
In what follows, we abbreviate simply as
and C denotes the constant which may change from line to line. In particular, C = C ( * , . . . , * ) denotes a constant depending only on the variables appearing in the parenthesis.
We denote
When the weak derivatives ∇u, ∇
Some lemmas
In this section, we shall prepare several lemmas which will be used often in the next section. 
Then the function z(x) given by
satisfies (E), where G(x) is the kernel of the Bessel potential with the expression
with the constant a N given by
The following lemma gives the local L p -L q estimate for the solution z of (E), which follows from the potential theory.
Lemma 2.2. Let N 2 and let ρ >
. Then, the solution z of (E) satisfies the estimates:
where
Proof. We consider
From Lemma 2.1, the function z 1 given by
is the strong solution of (2.
Next, we consider
From Lemma 2.1, the function z 2 given by
is the strong solution of (2.9).
It is well known that there is a constant
holds for all |x| ρ 1 . Therefore, we have by (2.11) that
By (2.5) and (2.9), we easily see that z := z 1 + z 2 gives the unique strong solution of the following equation:
Thus we observe from (2.7), (2.8), (2.12) and (2.13) that
where 
1−a , (2.15) for all x ∈ R N and all 0 < a < 1, where c is an absolute positive constant.
The following lemma is regarded as a variant of Gagliardo-Nirenberg inequality, which is obtained from the similar argument as that in [16, Lemma 2.4] . See also Nakao [11] .
Lemma 2.5. Let m 0 and let 0 < q 1 ∞. For every 1 < r < ∞, we take q 2 so that r+m−1 2 q 2 and so that 
(2.20)
The following lemma gives us variants of the Sobolev inequality, which play an essential role to prove our main theorem. The proof is essentially given in [19, Lemma 3.5] and [20, Lemma 3.6] . 
, (2.21) where C = C (N, m, q).
(ii) There is an exponent r * depending only on N, m and q such that for every u ∈ L
with the estimate
The following lemma is regarded as an interpolation inequality.
The proof is established by means of variants of the standard Hölder inequality. So, we may omit it.
We estimate the difference between two numbers in the following lemma.
Lemma 2.8. Let a and b be arbitrary positive numbers. Then we have
The proof is standard, so we omit it.
Approximating problem
The first equation of (KS) m is a quasi-linear parabolic equation of singular type. Therefore, it is not obvious whether the problem (KS) m has a classical solution. In order to justify all the formal arguments, we need to introduce the following approximating equation of (KS) m :
ε where q > 1 and ε is a positive parameter and u 0ε is an approximation for the initial data u 0 such
p (Q T ) for some p 1 and the first and second equations in (KS) ε are satisfied almost everywhere.
For the strong solution, we consider the space W(Q T ) defined by
We establish the following existence theorem of the strong solution by the same argument as in [14, 16] . See [14] and [16] for the proof. [14, 16] 
Proposition 3.1 (Time local existence). (See
Repeating a similar argument to that in the proof of Proposition 4.1 in [16] , we establish the proof of Propositions 3.1 and 3.2.
Proof of Theorem 1.1
In this section, we give the proof of Theorem 1.1. To this aim, we shall show that there exists a subsequence {u ε n } such that
for all 1 p < ∞ and all 1 < s ∞, where T 0 is the same one as in Proposition 3.1. By virtue of Proposition 3.1, we can extract a subsequence {u ε n } which converges in 
On the other hand, multiplying the first equation of (KS) ε by u ε and integrating with respect to x and t, we have
We obtain from (3.1) of Proposition 3.1, (4.10) and (4.11) that
). Hence, we can extract a subsequence such that
(4.14)
Again using (3.1) of Proposition 3.1, it holds that
From the Lebesgue dominated convergence theorem, (4.9) and (4.14), we find that
for any 1 p < ∞. From (4.15), we observe that 
for all 1 p < ∞, which proves (4.1). From (4.10), (4.11) and (4.12), we obtain (4.3), (4.4) and (4.5).
On the other hand, since it holds that sup 0<t<T 0
for some constant C independent of ε, we can extract a subsequence {v ε n } such that
Integrating the first and second equations of (KS) ε with respect to x and t, we see that (u ε n , v ε n ) 
for all 0 < m < 1 and q 2. Similarly, we find by (4.1), (4.18), (4.19) that
Thus, we construct the desired weak solution (u, v) of (KS) m . Since the local existence time is given by T 0 = ( u 0 ∞ + 2) −q in Proposition 3.1, we find (1.11).
We shall prove (1.12) and (1.13) of Theorem 1.1. Our argument is based on that as in [18, Appendix] . We here show the strong convergence of the approximating solution u ε to u. For that purpose, the mass conservation law of both u ε and u plays an important role. Although the L 1 -conservation holds also in R N , there is some technical difficulty on account of lack of compactness in R N . Here, we give the proof for reader's convenience. It should be noted that our method is available for all N 2 and all m > 0.
Proposition 4.1. Let the same assumption as that in Proposition 3.1 hold. Suppose that (u ε , v ε ) is a strong solution of (KS) ε in the class W(Q T ) and (u, v) is a weak solution of (KS) m on [0, T 0 )
given by Theorem 1.1. Proof. To prove (4.20), we integrate the first equation of (KS) ε over B R with R > 0. Then, we have
Then, the mass conservation law holds for u ε , i.e., that
where ν denotes the unit outer normal to |x| = R.
), we observe that 
for all ε > 0 and all = 1, 2, . . . . Now letting ε → 0 in the above, we obtain from (4.1) that 
Thus we obtain (4.22 
Integrating by parts once and using v ε = γ v ε − u ε , we have by Lemma 2.4 that
for an arbitrary number 0 < a < 1, where C is a positive absolute constant. Combining (5.2) with (5.3), we obtain from Lemma 2.4 that
for an arbitrary number 0 < a < 1 and all 1 < r < ∞, where C is a positive absolute constant.
Since it holds by Lemma 2.6 that 
On the other hand, since
In addition, (4.1) implies that
→ 0 as ε → 0, which yields that for an arbitrary numberδ > 0, there existsε > 0 such that Later on, we will specify such r 0 precisely. Substituting (5.9) into (5.6), for every R, we find that
for all 0 < t < t 1 and all 0 < ε < ε 0 , where 
for all 0 < t < T 0 , where C = C (N, m, q) . Substituting (5.14) into (5.12) and then integrating in the time variable on (s, t), we have by (4.1) as the limit ε → 0 that
Since N 2, 0 < m < 1 and q 2, we see that 
In what follows, we assume that the initial data satisfy that
For a while, we assume the above Lemma 5. We are now in a position to prove the decay estimates (1.15), (1.17) and extinction phenomenon (1.22), (1.23) and (1.24) 
For that purpose, we need to return the approximating solution u ε of (KS) ε . By Lemma 2.5 and (A.2), it holds that
with C = C (N), where
,
We shall deal with the gradient term in (5.20) . We have by Lemma 2.4 that
for all 0 t < T , where C * is the constant in (5.17). Combining (5.21) with (5.20), we have
and it holds that
with C = C (N). By (5.22), we easily see that
where λ is given by + ε(C * + ε)
with C = C (N, m, q) and combining (5.12) with (5.23) we have
for all 0 t < T and all 0 < ε < ε 0 , where ε 0 is given in (5.9). By integrating and then letting ε → 0 in (5.24), we have that
where C m,r 0 is given by Let us define X(t) by
Since λ > 0, implied by r 0 3, it follows from (5.26) that
Hence, we have
Since it holds by (5.19) that
we obtain from (5.27) that 
This means that
) ,
For 1 p r 0 , by the Hölder inequality and the mass conservation law, it holds that
Therefore, we have
which yields the L p -decay estimates for all p with 1 p r 0 such that 
Hence, letting t tend to infinity in both sides of (5.31), we obtain the desired estimate from below such as ( 
for all 0 < T < ∞.
Letting ε → 0 in (5.34), we have by (4.1) and (4.6) that
In addition, by (4.1) and the mass conservation law for u ε and u, it holds that 
for all 0 < t < T and all 1 < s < ∞ and all 0 < a < 1, where C is a positive absolute constant. Now let us recall that our weak solution (u, v) is constructed as the limit in the sense of (4.1)-(4.8) in Theorem 1.1. Therefore, there exists a subsequence {u ε n }, which is still denoted by {u ε } such we obtain that 
for all 0 < t < T and for all 0 < ε <ε, where C = C (γ ) for N = 2 and C = C (N) for N 3. Using Lemma 2.6 with j = q − 1, there is an exponent
for all s s 2 , where C = C (N, m, q) and A 2 is an arbitrary constant with 0 < A 2 < 1. By taking a and δ so small that
we have 
for all s s 3 , where C = C (N, m, q) and A 3 is an arbitrary constant with 0 < A 3 < 1. Again by taking a and δ so small that
we have
for all 0 < t < T and for all s s 3 , where C = C (N, m, q) . Finally, we estimate the term J 4 . Using Lemma 2.6 with j = q and a = 1 2 , there is an exponent . We have 
for all 0 < t < T , for all s s * and for all 0 < ε <ε, where
Integrating both sides of (5.49) with respect to the time variable from 0 to t, and then letting ε → 0 in the resulting inequality, we find by (4.1) that there is an exponent
It is easily seen that
Hence, we have the right-hand side of (5.50) 
Now we are going to apply Moser's iteration technique:
Now we take p 0 so that 
Taking s = 4 p in (5.53), we have
where C = C (N, m, q). Thus we find that we obtain from Lemma 6.1 that
M(t) H(t)
, for all 0 < t < ∞. 
