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Numerical approximation methods for the Koopman operator have advanced consid-
erably in the last few years. In particular, data-driven approaches such as dynamic
mode decomposition (DMD) and its generalization, the extended-DMD (EDMD),
are becoming increasingly popular in practical applications. The EDMD improves
upon the classical DMD by the inclusion of a flexible choice of dictionary of observ-
ables that spans a finite dimensional subspace on which the Koopman operator can
be approximated. This enhances the accuracy of the solution reconstruction and
broadens the applicability of the Koopman formalism. Although the convergence of
the EDMD has been established, applying the method in practice requires a careful
choice of the observables to improve convergence with just a finite number of terms.
This is especially difficult for high dimensional and highly nonlinear systems. In this
paper, we employ ideas from machine learning to improve upon the EDMD method.
We develop an iterative approximation algorithm which couples the EDMD with a
trainable dictionary represented by an artificial neural network. Using the Duffing
oscillator and the Kuramoto Sivashinsky PDE as examples, we show that our algo-
rithm can effectively and efficiently adapt the trainable dictionary to the problem at
hand to achieve good reconstruction accuracy without the need to choose a fixed dic-
tionary a priori. Furthermore, to obtain a given accuracy we require fewer dictionary
terms than EDMD with fixed dictionaries. This alleviates an important shortcoming
of the EDMD algorithm and enhances the applicability of the Koopman framework
to practical problems.
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Keywords: Koopman operator, dictionary learning, machine learning, nonlinear dy-
namics, EDMD
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Every dynamical system has an associated Koopman operator, which encodes
many important properties of the system. Most notably, it characterizes the
temporal evolution of observables by linear, albeit infinite-dimensional, dynam-
ics even when the underlying dynamical system is non-linear. In recent years,
the growing availability of data and novel numerical techniques have enabled
us to study this operator computationally. Extended Dynamic Mode Decom-
position (EDMD) is one such technique for approximating the spectral prop-
erties of the operator. While effective for some problems, a clear drawback of
EDMD is the requirement to select a priori a suitably efficient collection of
basis functions, called a dictionary. In this paper, we use ideas from machine
learning to optimally adapt the dictionary to data. This enables us to obtain
improved numerical approximations without resorting to large dictionary sizes.
We demonstrate the efficiency of our algorithm by approximating the Koopman
operator for the Duffing oscillator system and also the Kuramoto-Sivashinsky
PDE.
I. INTRODUCTION
In the analysis of dynamical systems, a primary object of study is the state and its evo-
lution. In this traditional setting, powerful tools from differential geometry can characterize
dynamical systems by their trajectories and invariant manifolds in phase space. In recent
years, however, advances in numerical techniques and the broader availability of data have
sparked renewed interest in an alternative, operator view on dynamical systems1,2: the Koop-
man operator framework3. In this framework, the central objects of study are observables,
which are functions of the state of the dynamical system. The Koopman operator then
describes the temporal evolution of these functions driven by the underlying dynamics.
The Koopman formalism is useful in several ways. First, the Koopman dynamics is linear,
albeit infinite-dimensional, and hence amenable to powerful methods from operator theory
such as spectral analysis4–6. Second, it is especially suited for studying high-dimensional
systems, where the phase space is so large that little can be said from the differential geom-
etry point of view. The Koopman approach allows one to focus on the evolution of a lower
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number of observables. In fact, in applications this is often the case: the evolution of a small
number of measurements (observables) of an otherwise high dimensional system is recorded.
Lastly, from a numerical point of view, it allows one to employ traditional techniques in
numerical linear algebra to perform linearization and “normal mode analysis” for nonlinear
systems. This is an important advantage of the Koopman framework for current challenges
in model reduction, prediction, data fusion, and system control7–12. Applications range
from fluid dynamics13,14, energy modeling in buildings15 and oceanography10, to molecular
kinetics16 and beyond.
We note that, given appropriate function spaces, the adjoint of the Koopman operator is
the Perron-Frobenius operator. It operates on phase-space density functions and advances
them in time according to the underlying dynamics. The duality of these two operators
can be described as “dynamics of observables” for the Koopman operator in contrast to
“dynamics of densities” for the Perron-Frobenius operator8. Both are valid descriptions of
the underlying system through the perspective of linear operators.
In effect, the Koopman framework converts a finite-dimensional, possibly non-linear dy-
namical system to an infinite-dimensional linear system. In practice, this amounts to a
simplification only when one can handle the latter numerically. Several numerical tech-
niques have been developed in this regard. Many investigations focus on particular dy-
namical systems (linear systems, nonlinear systems with analytically known linearizations,
ergodic systems) and their associated Koopman operator. Numerical methods for (general-
ized) Fourier and Laplace analysis perform linearization of nonlinear systems close to steady
states and limit cycles13,17, with a particular focus on the relation of isochrons and isosta-
bles to the eigenfunctions of the Koopman operator. These methods are useful in finding
specific eigenfunctions of the dynamical system with desired properties, but are less suited
for obtaining a general spectral decomposition of the Koopman operator. Giannakis18 de-
scribes how to estimate Koopman eigenfunctions with diffusion maps for ergodic systems.
Klus et al.19 discuss several data driven methods approximating transfer operators, includ-
ing the variational approach of conformation dynamics (VAC) and extended dynamic mode
decomposition (EDMD). Sparse identification of nonlinear dynamics (SINDy) searches for
an optimal, sparse representation of the dynamics16,20, requiring a large dictionary of simple
building blocks.
The EDMD algorithm is an extension of Dynamic Mode Decomposition (DMD)7,21, and
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was developed by Williams et al.22,23. The main improvement over DMD is the possibility
to choose a set of observables, called a dictionary. One can then approximate the Koopman
operator as a linear map on the span of the finite set of dictionary elements. The spectral
decomposition of this finite-dimensional linear map is numerically tractable and its spectral
properties can approximate those of the Koopman operator. The original DMD algorithm
can be interpreted as choosing only the system state as the observation of the system. By
a “careful” choice of dictionary containing elements, beyond the system state observation
functions, the EDMD algorithm is seen to have improved performance over DMD23.
A clear drawback of the EDMD algorithm is the need to make an a priori choice of dictio-
nary. It is well-known that the choice significantly impacts the approximation quality of the
spectral properties of the system22–24. For high-dimensional and highly non-linear systems,
it is often not easy to make a judicious selection without prior information of the dynamics.
In this paper, we aim to alleviate this issue by borrowing ideas from machine learning. We
develop an iterative approximation algorithm which couples the EDMD with a trainable
dictionary represented here by an artificial neural network, acting as a universal function
approximator. The dictionary can be trained to adapt to the data it is presented with and
this effectively reduces the need to specify a problem-dependent dictionary. To demonstrate
the efficacy of our algorithm, we use it to perform approximate spectral decompositions of
the Koopman operator for the autonomous Duffing oscillator and the Kuramoto-Sivashinsky
PDE on a two-dimensional quasiperiodic and attracting invariant manifold.
In the next section, we describe briefly the background for the Koopman operator view-
point of dynamical systems. We also introduce the notation used throughout the paper.
Section III provides a summary of the EDMD algorithm, followed by the introduction of our
extension of it to adapt the dictionary elements to the data. In section IV, we use two ex-
amples, namely the Duffing oscillator and the Kuramoto-Sivashinsky PDE, to demonstrate
the efficacy of our approach. Section V discusses the results with respect to accuracy and
possible extensions, and section VI concludes the paper.
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II. PRELIMINARIES
A. The Koopman operator
Consider a measurable space M and a measure ρ : σ (M) → R. Define a dynamical
system
x(n+ 1) = f (x(n)) , x(n) ∈M, n ≥ 0, (1)
on this space. The Koopman formalism focuses on the evolution of observables, which are
represented by functions onM in a suitable function space. Usually, we consider the Hilbert
space
L2(M, ρ) = {φ :M→ C : ‖φ‖L2(M,ρ) <∞},
where
‖φ‖L2(M,ρ) =
∫
M
|φ(x)|2ρ(dx).
where ρ is a measure on M.
The Koopman operator, K, is defined as an operator acting on L2 (M, ρ), so that for an
observable φ ∈ L2 (M, ρ), we have
Kφ = φ ◦ f. (2)
Intuitively, K describes the evolution of each observable value as driven by the dynamical
system. We shall assume that ρ and M are such that K is bounded. Consequently, since
the Koopman operator is a bounded linear operator, it is amenable to spectral analysis.
The so called Koopman mode decomposition can be described as follows. Given a vector of
observables, O :M→ Cd, we can write
O(n) = O(x(n)) =
∑
k
µnkφk (x(0))m
O
k (3)
where φk ∈ L2 (M, ρ) are eigenfunctions of K with eigenvalues µk ∈ C. The vectors mOk ∈ Cd
are known as the Koopman modes associated with the observable O and the kth eigenfunc-
tion.
In applications we are often interested in the full-state observable O(x) = x. Then, the
Koopman mode decomposition can be viewed as a nonlinear counterpart of normal mode
analysis. In this case, we interpret a finite dimensional nonlinear system (1) as a infinite
dimensional linear system (2), whose spectral evolution follows (3).
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B. Continuous-time systems
The Koopman formalism can be similarly applied to continuous-time systems by consid-
ering infinitesimal generators. Alternatively, we can interpret continuous-time systems as
discrete-time ones by using the flow map. Consider the dynamical system
x˙(t) = g(x(t)).
Let τ > 0 and define the flow map
Φτ (x0) := x(τ)
where x(t) follows the dynamical system above with x(0) = x0. Then, by defining x˜(n) :=
x(nτ) we obtain a discrete-time dynamical system as in (1), with f ≡ Φτ .
III. NUMERICAL METHODS
Although the linear Koopman dynamics is theoretically easier to analyze, in practice
it is often a challenge to compute its spectral properties due to its infinite-dimensionality.
In this section, we briefly review the classical EDMD method for computing Koopman
mode decompositions. We then introduce our numerical method that incorporates machine
learning to address the important shortcoming of traditional methods - the need of selecting
a fixed dictionary that may be generally “inefficient”.
A. The EDMD algorithm
Since our dictionary learning algorithm is built upon the extended dynamic mode decom-
position (EDMD)23, we begin by describing briefly the EDMD algorithm. The main idea is
to estimate a finite-dimensional representation of the Koopman operator K in the form of a
finite-dimensional linear map K, whose spectral properties will then approximate those of
K. To do this, pick a dictionary Ψ = {ψ1, ψ2, . . . , ψM} where
ψi :M→ R for i = 1, 2, . . . ,M.
Now, consider the span U(Ψ) = span{ψ1, . . . , ψM} =
{
aTΨ : a ∈ CM}, which is a linear
subspace of L2(M, ρ). For any φ = aTΨ ∈ U(Ψ), we have Kφ = aTKΨ = aTΨ ◦ f .
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If K(U(Ψ)) = U(Ψ), then we also have Kφ = bTΨ for some b ∈ CM . Hence, a finite
dimensional representation of K is realized as the matrix K ∈ RM×M with b = KTa. Thus,
we have the equality aTΨ ◦ f = aTKΨ. For this to hold for all a we must have Ψ ◦ f = KΨ.
To find K, we use pairs of data points {x(n), y(n)}Nn=1 with y(n) = f (x(n)) and solve the
minimization problem
K = argmin
K˜∈RM×M
J(K˜) =
N∑
n=1
‖Ψ(y(n))− K˜Ψ(x(n))‖2. (4)
If U(Ψ) is indeed invariant under K, then J(K) = 0. Otherwise, J(K) > 0 and the procedure
above seeks to find K that minimizes the residual J . The solution to (4) is
K = G+A
with
G =
1
N
N∑
n=1
Ψ (x(n))T Ψ (x(n)) ,
A =
1
N
N∑
n=1
Ψ (x(n))T Ψ (y(n)) , (5)
and G+ denotes the pseudo-inverse of G. With K derived, it is straightforward to find
eigenfunctions and eigenvalues of K, and likewise modes associated with an observable O.
For example, one can check that for each right eigenvector ξj of K with eigenvalue µj, the
function
φj = ξ
T
j Ψ
is an approximation of an eigenfunction of K with the same eigenvalue µj. Also, for any
vector of observables O = BΨ, the jth Koopman mode associated with u is given by
mj = Bζj
where ζj is the j
th left eigenvector of K.
The matrix K found in this way is shown to converge to KΨ, the L2 orthogonal projection
of the Koopman operator K onto U(Ψ), as N →∞23,25. It has been further established that
if Ψ consists of linearly independent basis functions, then as M → ∞ one has KΨ → K in
the strong operator topology24.
In practice, however, both N,M are finite. Therefore, one primary assumption underlying
EDMD’s application is that the finite dimensional subspace U(Ψ) is approximately invariant
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under K. This is true if either M is very large or more practically, if the dictionary set Ψ
is judiciously chosen23. The choice of dictionary is especially difficult for highly nonlinear
or high dimensional systems, for which even enumerating a standard basis (e.g. orthogonal
polynomials) becomes prohibitively expensive. Although there exist kernel methods22 to
alleviate such problems, the choice of dictionary sets (including kernel functions) remains a
central challenge for the general applicability of EDMD.
In next section, we use ideas from machine learning to show how one can alleviate the
problem of having to choose a fixed dictionary. Most importantly, this holds the promise of
allowing high-quality representation with relatively fewer dictionary terms.
B. EDMD with Dictionary Learning (EDMD-DL)
Dictionary learning (or sparse coding) is a classical problem in signal processing and
machine learning26. The problem statement is as follows: given a set of input data, X =
(x(1) x(2) ... x(N)) ∈ Rd×N , we wish to find a sparse representation of it in the form of
X = DK, where D ∈ Rd×M is a size-M set of dictionary vectors and K ∈ RM×N is a sparse
representation. For any fixed D, it is difficult to fulfill accuracy (X ≈ DK) and sparsity
(‖K‖0 small) at the same time. A better approach is to make D adapted to data and solve
(K,D) = argmin
(K˜,D˜)
J(K˜, D˜) = ‖X − D˜K˜‖2F + λ‖K˜‖1 (6)
where ‖·‖F is the Frobenius norm. The `1 penalty induces sparsity without turning it into a
combinatorial optimization problem, as in the case for `0 penalty. To remove degeneracies,
one may impose further conditions such as {D : ‖D‖F = 1}.
From the above, the key idea we would like to adapt to the EDMD framework is allowing
the dictionary to be trainable, which then enables one to find an “efficient” representation
of the data with a smaller number of adaptive basis elements. In this sense, the procedure is
similar to the Karhunen-Loe`ve decomposition (KLD)27,28, whose sampled versions are also
known as principal component analysis (PCA) and proper orthogonal decomposition (POD).
The goal of KLD is to obtain an expansion of stochastic processes in terms of adaptive basis
functions for which the truncation error is optimal, in the mean-squared sense.
In our case of EDMD decompositions, our goal is to make the dictionary set Ψ adap-
tive so that we can minimize the norm of the residual Ψ ◦ f − KΨ resulting from the
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finite-dimensional projection (see (4)). Hence, instead of (4) we can consider the extended
minimization problem
(K,Ψ) = argmin
(K˜,Ψ˜)
J(K˜, Ψ˜)
=
N∑
n=1
‖Ψ˜(y(n))− K˜Ψ˜(x(n))‖2 + λ(K˜, Ψ˜), (7)
where λ(K,Ψ) is a suitable regularizer. Unlike (6), the dictionary functions in Ψ are not
assumed to be linear functions and hence nonlinear optimization methods must be used.
Nevertheless, provided we can solve (7), this formulation provides us with a means to find
an adaptive set of dictionary elements that give optimal truncation errors, in a similar vein
to sparse coding or the Karhunen-Loe`ve decomposition.
We have outlined the primary idea underlying our adaptive EDMD algorithm. Next, we
present a computational algorithm to solve (7) by parameterizing it with neural networks.
C. A practical algorithm
To solve (7), we parameterize Ψ by a universal function approximator, i.e. Ψ(x) = Ψ(x; θ)
for some θ ∈ Θ to be varied. Here, we choose a simple feed-forward, 3-layer neural network
as the approximator for Ψ (see Fig. 1). Concretely, we choose a hidden dimension ` and set
Ψ(x) = Wouth3 + bout,
hk+1 = tanh(Wkhk + bk), k = 0, 1, 2 (8)
where h0 = x and W0 ∈ R`×d, b0 ∈ Rd, Wout ∈ RM×`, bout ∈ RM and Wk ∈ R`×`, bk ∈ R` for
k = 1, 2. The set of all trainable parameters is θ = {Wout, bout, {Wk, bk}2k=0}, which contains
a total of d(l + 1) + l(2l +M + 3) scalar variables.
With Ψ parameterized, we can then solve (7):
(K, θ) = argmin
(K˜,θ˜)
J(K˜, θ˜)
=
N∑
n=1
‖Ψ(y(n); θ˜)− K˜Ψ(x(n); θ˜)‖2 + λ‖K˜‖2F . (9)
We picked the Tikhonov regularization29,30 with identity matrix for K˜ to improve the sta-
bility of the algorithm. Notice that if there exists θ˜ with Ψ(x; θ˜) ≡ 0, the right hand side
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FIG. 1: Neural network function approximator for the trainable dictionary Ψ(x; θ). The
network is fully connected and consists of 3 hidden layers h1, h2, h3. Arrows connecting
layers corresponds to affine transformations followed by tanh activations. See Eq. (8).
identically vanishes and the minimum is trivially attained. Thus, to obtain meaningful ap-
proximations we need further restrictions. A natural one is to include in Ψ = {ψ1, . . . , ψM}
some fixed (non-trainable) functions, such as the constant and the projection maps. The
presence of the latter is important for reconstructing trajectories. This is because to find
the Koopman modes we require the identity map O(x) = x, whose components are projec-
tion maps, to be in the linear span U(Ψ). The inclusion of these non-trainable dictionary
functions then removes the possibility that Ψ(x; θ˜) ≡ 0.
We solve (9) by iterating the following two steps: (a) Fix θ, optimize K; Then (b) fix K,
optimize θ.
(a) Fix θ, optimize K. For fixed θ (hence fixed Ψ), (9) is almost the same problem as
(4), but with the addition of the Tikhonov regularizer. The solution is31
K˜ = (G(θ˜) + λI)+A(θ˜) (10)
where G,A are defined in (5) and I is the d-dimensional identity matrix.
(b) Fix K, optimize θ. This is a standard machine learning problem. As there is no
linear structure in the problem, we cannot write down its exact solution. Instead, we
proceed by iterative updates in the form of gradient descent, i.e., we set
θ˜ ← θ˜ − δ∇θJ(K˜, θ˜). (11)
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If both the dimension d and the sample size N is large, ∇θJ will be expensive to
evaluate. We can then employ stochastic gradient descent and its variants32, where
the gradient ∇θJ is replaced by randomly sampled unbiased estimators.
The above two steps are iterated until convergence. We have observed (empirically!) that
the algorithm performed stably and converged for general initializations. A rigorous proof
of the convergence of the algorithm will be left as future work. The algorithm is summarized
in Alg. 1 and we hereafter refer to it as EDMD with dictionary learning (EDMD-DL).
Algorithm 1 EDMD with dictionary learning (EDMD-DL)
Initialize K, θ.
Set learning rate δ > 0, tolerance  > 0, regularizer 0 < λ 1
while J(K, θ) >  do:
K ← (G(θ) + λI)−1A(θ)
θ ← θ − δ∇θJ(K, θ)
IV. APPLICATIONS OF EDMD-DL
In this section, we compare the results from the EDMD-DL algorithm with the classical
EDMD results on various example problems to illustrate the advantages of an adaptive,
trainable dictionary. For each example, we evaluate the performance of various methods by
two quantitative metrics:
• Accuracy of trajectory reconstruction. We reconstruct trajectories using the
Koopman mode decomposition formula (3) with O(x) = x. We then monitor the
reconstruction error as
Error =
√√√√ 1
N
N∑
n=1
|x(n)− x˜(n)|2, (12)
where x is the true trajectory data (according to (1)) and x˜ is the reconstructed
trajectory (according to (3)).
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• Accuracy of eigenfunction approximation. For each j = 1, 2, . . . ,M we define
the eigenfunction approximation error
Ej = ‖φj ◦ f − µjφj‖L2(M,ρ), (13)
where φj and µj are the j
th eigenfunction and eigenvalue found by the algorithm. The
quantity above can be approximated by Monte-Carlo integration
Ej ≈
√√√√1
I
I∑
i=1
|φj ◦ f(x(i))− µjφj(x(i))|2,
where x(i) ∼ ρ are identically and independently distributed for all i.
A. Duffing oscillator
We start by applying EDMD-DL to the Duffing oscillator, which describes the evolution
of x = (x1, x2) governed by
x˙1 = x2,
x˙2 = −δx2 − x1(β + αx21). (14)
We take α = 1, β = −1 and δ = 0.5 so that there are two stable steady states at (±1, 0)
separated by a saddle point at (0, 0). We convert the continuous dynamical system to a
discrete one by defining flow maps as discussed in II B, with the choice τ = 0.25. We draw
1000 random initial conditions uniformly in the region [−2, 2]2. Each initial condition is
evolved up to n = 10 steps with the flow-map so that we have a total of 105 data points to
form the training set.
Now, we apply the EDMD-DL algorithm with 22 trainable dictionary outputs (plus
3 non-trainable ones, i.e. one constant map and two coordinate projection maps) and
compare its performance to EDMD with two choices of dictionary sets 1) using 25, two-
dimensional Hermite polynomials, and 2) 100 thin-plate radial basis functions (RBF) with
centers placed on the training data using k-means clustering (scipy.cluster.vq.kmeans,
thin-plates r2 ln(r+δ), regularized with δ = 10−4). In Fig. 2, we show the eigenvalues found
by the three methods. To quantitatively compare the performance, we plot the trajectories
reconstructed by the Koopman decomposition against the exact trajectories obtained by
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FIG. 2: Eigenvalues of the Koopman operator for the Duffing oscillator estimated from
each algorithm. For EDMD-DL and EDMD with Hermite basis, 25 estimated eigenvalues
are shown (since 25 dictionary functions are used). For EDMD with RBF dictionary, 100
RBF functions are used and so 100 estimated eigenvalues are shown. We see that EDMD
with Hermite polynomials has found many more eigenvalues with large magnitudes but
does not improve accuracy significantly over EDMD-DL (see Fig. 3). In this sense, we see
that EDMD-DL has found a more efficient representation.
integrating the evolution equations (14). The results are shown in Fig. 3. We see that
although EDMD-DL uses a small set of trainable dictionary outputs, it out-performs both
EDMD with Hermite polynomials and RBFs, despite the fact that the latter is carefully
chosen to be effective for the Koopman decomposition of the Duffing equation23. To confirm
that EDMD-DL requires a smaller dictionary size, we plot in Fig. 4(a) the reconstruction
error averaged over 50 random initial conditions vs the dictionary size for EDMD-DL and
EDMD with RBF dictionaries. We see that EDMD-DL achieves lower reconstruction error
at smaller dictionary sizes.
As a further quantitative comparison, we evaluate the quality of the eigenfunctions by
calculating for each j the eigenfunction error Ej (See definition (13)) with ρ = 1[−2,2]2 . The
value of Ej for the first 8 leading eigenfunctions are shown in Fig. 5. Again, we can see
that EDMD-DL achieves comparable performance with a well-picked dictionary (RBF), and
outperforms poorly picked ones (Hermite).
The Duffing oscillator is a low dimensional dynamical system, hence enumerating polyno-
mial basis functions is still reasonably tractable. Provided that enough of them are included
in the dictionary, the finite-dimensional approximations for the Koopman operator become
reasonably accurate. Moreover, a priori domain knowledge of the eigenfunctions can also
14
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FIG. 3: Trajectories of the Duffing oscillator reconstructed from Koopman decomposition
using various algorithms. Three different initial conditions in [−2, 2]2 are selected. We
observe that EDMD-DL (with 25 dictionary elements) has better reconstruction accuracy
than classical EDMD with Hermite polynomials with the same number of dictionary
elements. We also see that EDMD-DL performs approximately on par with EDMD with
RBF dictionary (100 dictionary elements), which is known to be especially suited for this
problem23. A quantitative comparison of reconstruction errors vs dictionary size is given in
Fig. 4(a)
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FIG. 4: Trajectory reconstruction error for EDMD-DL vs classical EDMD with
hand-picked dictionary, whose sizes are varied. The errors are averaged over 50(10)
random and unseen initial conditions for the Duffing (Kuramoto-Sivashinsky) system. We
see that EDMD-DL requires much smaller dictionary sizes in order to capture the system’s
dynamics.
allow us to pick better dictionaries, such as the RBFs23. Consequently, standard EDMD is
still reasonable even though EDMD-DL still performs better. For general high dimensional
systems, it is difficult to choose a dictionary in a systematic and efficient way. This situation
is precisely where dictionary learning is most advantageous.
B. Kuramoto-Sivashinsky PDE
Consider the Kuramoto-Sivashinsky PDE
ut + 4uzzzz + α(uzz + uuz) = 0, z ∈ [0, 2pi] (15)
with α = 16 and periodic boundary conditions on [0, 2pi). The initial condition is parame-
terized with a ∈ [0.8, 1], b ∈ [0.5, 1], and given as
u(z, 0) = a sin(2piz) + b exp(cos(2piz)). (16)
We sample a and b with a 100 random, uniformly distributed points, and compute the
solution u(z, t) at 50 equally distributed spatial points on [0, 2pi), and 100 points in time, in
the interval [0, 0.5].
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FIG. 5: Eigenfunction errors for the Duffing oscillator. Both EDMD-DL and EDMD with
Hermite dictionary have 25 dictionary functions. EDMD with RBF dictionary has 100
dictionary elements. Again, we observe that dictionary learning has comparable
performance to the well-chosen (and large) RBF dictionary and has better performance
than the Hermite dictionary.
As discussed before, it is difficult to pick a dictionary for the classical EDMD algorithm.
Here, we use two choices:
1. A dictionary containing the state u(zi, t) and four of its spatial derivatives, all sampled
at 50 equally spaced grid points zi ∈ [0, 2pi). Thus, in total, this dictionary contains
250 elements.
2. A dictionary containing the state u(zi, t), sampled at 100 equally spaced grid points
zi ∈ [0, 2pi), and its Fourier coefficients, separated into real and imaginary parts. In
total, this dictionary contains 150 elements.
These two dictionaries are compared to the results of EDMD-DL, where we pick 50 trainable
dictionary outputs on top of the constant and projection maps (so that M = 101). In Fig.
6, we plot the eigenvalues found by each algorithm. We observe that although EDMD-DL
uses a smaller number of dictionary outputs, the eigenvalue spectrum found is richer than
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FIG. 6: Eigenvalues of the Koopman operator of the Kuramoto-Sivashinsky PDE
estimated from each algorithm. Number of eigenvalues correspond to dictionary sizes,
which are: 101 for EDMD-DL; 250 EDMD with dictionary containing states and
derivatives; 150 for EDMD with dictionary containing Fourier coefficients. Observe that
although EDMD-DL produced less eigenvalues (because of a smaller dictionary), it
produced more meaningful eigenvalues as compared to those of EDMD, where most are
concentrated at 0. This is the opposite case to Fig. 2 because the PDE system necessarily
requires a richer representation. Although both EDMD (state) and EDMD (Fourier)
produced less eigenvalues with large magnitudes, they result in inaccurate representations
of the dynamics (see Fig. 8) and hence cannot be considered sparse representations.
those found by classical EDMD, where many computed eigenvalues are effectively 0. Next,
we plot in Fig. 8 a reconstructed trajectory from a previously unseen initial condition.
We see that classical EDMD with either choices of dictionaries cannot reproduce the fine-
scale structures of the solution, whereas EDMD-DL achieves good reconstruction accuracy
and manages to capture detailed behavior of the trajectory. Fig. 4(b) again confirms that
EDMD-DL achieves good performance with smaller dictionary sizes. In fact, in this PDE
case it is harder to pick a good dictionary and hence we see that the Fourier basis choice
does not become better when more modes are included. This may be partially attributed
to the fact that the Kuramoto-Sivashinsky PDE is known to possess an inertial manifold,
so that the amplitudes of higher Fourier modes are effectively determined by those of the
lower modes33,34.
Lastly, in Fig. 7 we observe that the eigenfunction errors Ej (defined in (13)) are much
lower for EDMD-DL compared with classical EDMD. Here, instead of performing infinite-
dimensional integration with some generic measure, we set ρ to be the sample distribution
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FIG. 7: Eigenfunction errors for various methods. Dictionary learning out-performs
classical EDMD due to the data-adapted dictionary. Here, we used 25 dictionary elements
for both EDMD-DL and EDMD with Hermite polynomial dictionaries, and 100 RBFs for
EDMD with RBF dictionary.
of u of the test trajectory used in Fig. 8.
V. DISCUSSION
Extended Dynamic Mode Decomposition approximates the spectrum of the Koopman
operator, its eigenvalues, eigenfunctions, and modes. Until now, a dictionary in the form
of a set of a priori chosen observables of the system states was not only necessary, but
carefully choosing these was crucial to the performance of the method. In highly nonlinear
and high-dimensional systems, such choices are hard to make. Our main contribution is
formulating a problem (7) to find an optimal (in terms of the norm of the residual) choice of
dictionary given the data. This allows for a low number of optimized dictionary functions
to span a linear subspace on which the Koopman operator can be accurately approximated.
To realize this algorithmically, we introduced an iterative algorithm in combination with
a general approximator, in the form of a neural network. This leads to much more accu-
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FIG. 8: Trajectory of the Kuramoto-Sivashinsky PDE reconstructed from Koopman
decomposition using various algorithms. A random initial condition is picked from the
same distribution as, but not from, the training data. We see that classical EDMD with
both dictionaries cannot reproduce fine structures of the solution, whereas EDMD-DL
performs well by adapting the dictionary to data. Also see Fig. 4 for a quantitative
comparison of the reconstruction error vs number of dictionary functions.
rate reconstructions of the Koopman operator spectrum with fewer (adapted) observation
functions. Furthermore, we see that these adaptive descriptions usually have greater recon-
struction accuracy over longer trajectory lengths, even those exceeding the length of the
training trajectories (see Fig. 3).
These desirable properties of the EDMD-DL method enable a greater range of applications
of spectral analysis of nonlinear dynamical systems in general. For instance, since fewer
dictionary elements are needed by EDMD-DL (see Fig. 4), it can be readily applied to obtain
accurate reconstruction for high dimensional ODE systems or PDE systems. Moreover, this
linearization technique is also useful in enabling control theory of linear systems (which is a
much studied subject) to be applied to nonlinear dynamics36.
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The use of neural networks as dictionary approximators is also interesting on its own.
Besides being a universal approximator, a neural network can also be built with certain
invariance properties if, so desired. For example, for applications involving spatially ho-
mogeneous PDEs, it is natural to seek eigenfunctions that are translation-invariant. Such
symmetries can be built into the neural networks by considering convolution layers as their
main building blocks instead of the fully-connected layers considered in this paper. These
convolution neural networks (CNNs) have been extensively used in image processing and
classification37, and are likely to be highly effective in dealing with PDE systems with spa-
tially homogeneous and local interaction terms. Moreover, CNNs are also useful in picking
up multi-scale features, and hence using CNNs as dictionary approximators is also expected
to be useful in dealing with systems with dynamics that have multiple length scales37–40.
VI. CONCLUSION AND OUTLOOK
In this paper, we combine modern machine learning approaches with the EDMD algo-
rithm for estimating spectral decompositions of the Koopman operator. This allows us to
address an important shortcoming of the EDMD algorithm, namely the choice of a dictio-
nary. In the EDMD-DL framework, we regard the dictionary itself as an additional opti-
mization variable. Consequently, we can seek the optimal finite-dimensional approximation
of the Koopman operator given the size of the dictionary. This allows the application of the
Koopman operator framework to a broader range of problems with improved reconstruction
accuracies.
There are many directions for future research. From the algorithmic point of view, the
conditions which guarantee the convergence of Alg. 1 can be studied. One can also explore
variants of the algorithm with e.g. a different regularization term or a different function
approximator that may be more suited for solving specific problems. If the data are known,
or suspected, to live on a low-dimensional manifold, then the relation of the number of dic-
tionary elements found with the number of “generic observables” suggested by the Whitney,
Nash and Takens embedding theorems41 should be both interesting and informative to ex-
plore. The stochastic counter-part to the Koopman operator is the backward Kolmogorov
operator for stochastic dynamics. It will be also interesting to apply this method to ob-
tain spectral analysis of the evolution of expected values of observables driven by stochastic
21
dynamics.
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