Abstract-In conjugation with the method of moments, the Bayesian compressive sensing algorithm is utilized to fast analyze the monostatic electromagnetic scattering problem. Different from the orthogonal matching pursuit based compressive sensing approach that cannot determine the required measurement times, the proposed method overcomes the difficulty by adopting the Bayesian framework to recover the underlying signal. Error bars of the signal can be obtained in the recovery procedure, which offers a way to adaptively determine the number of compressive-sensing measurements.
I. INTRODUCTION
When utilizing method of moments (MoM) to acquire echo signals from a large amount of aspect angles, one has to run the simulation code multiple times depending on the number of aspect angles for obtaining all the echo signals. Actually, it takes a great amount of CPU times to analyze electrically-large objects per one simulation. Hence there is an urgent demand to accelerate the simulation process of monostatic scattering analysis.
Two kinds of efforts have been made to achieve this goal. One is to speed up the single simulation by using fast algorithms like fast multipole method. An alternative way is to reduce the total number of simulations by using algorithms including asymptotic waveform evaluation (AWE) [1] , modelbased parameter estimation (MBPE) [2] , excitation matrix compression methods [3] , etc. However, these algorithms show some shortcomings. For the AWE and MBPE, a multipoint expansion or interpolation is needed for wide-angle simulations. The major technical challenge is to adaptively choose the expansion points or interpolation points. The excitation matrix compression methods compress the excitation matrix and remove redundancies in the initial excitation assembly. The right-hand-side matrix has to be stored explicitly. Moreover, a SVD-based compression is limited to small-sized matrices due to the high computational complexity.
A compressive sensing (CS) based method is proposed in [4] for fast analysis of wide-angle monostatic scattering problems, which fall into the second category algorithm described above. This method employs CS to construct a new set of right-hand-side vectors for MoM, where the number of constructed right-hand-side vectors is much less than the original ones. Unfortunately, it has been found that for the orthogonal matching pursuit (OMP) algorithm [5] adopted to solve the optimization problem, the number of measurements cannot be determined adaptively, just like that the number of expansion or interpolation points is hard to be predefined in [1] [2] . This sets up a limit for the practical applications of this technique. In this paper, we adopt the Bayesian compressive sensing (BCS) method [6] to remedy the limitation. Bayesian framework is utilized to recover the underlying signals. Error bars of the signal can be obtained in the recovery procedure, leading to an effective strategy for adaptively determining the number of compressive-sensing measurements.
II. PRINCIPLES AND FORMULATIONS
Considering a monostatic scattering problem with multiple incident angles 1 2 , , M θ θ θ , then the following M matrix equations need to be solved
Here, we assume that 
Substitute (5) into (2), ω can be obtained by solving the following matrix equation:
A reconstruction algorithm is required to recover ω from M ′ measurements. Here, we adopt the BCS algorithm [6] . Due to the nature of BCS, the proposed method can adaptively determine the number of measurement.
III. NUMERICAL RESULTS
A PEC missile model as shown in Fig. 1 is analyzed. The maximum size in the x, y and z directions are 1.4 m, 0.62 m and 0.25 m. It is discretized into 6792 unknowns at 1.5 GHz. The warhead is placed towards the positive direction of x-axis. The elevation angle of the incident wave is fixed to be 90°, while the aspect angle ranges from 0° to 180° with the increment of 0.5°. Both the proposed method (BCS) and the method in [4] (CS_OMP) are adopted to analyze the monostatic scattering problem and their results are compared to those of MLFMM as shown in Fig. 1 . Table I lists the measurement number and CPU time for different methods. The number of measurements of the proposed method is determined to be 63 adaptively, and the result agrees well with that of MLFMM. Since the CS_OMP method cannot determine the number of measurement, we tried several different measurement number and selected the smallest one possessing a comparable level of accuracy with the proposed method. The measurement number determined in such a manner for the CS_OMP method is 71. Although the measurement time of the BCS method is less than the CS_OMP method, their CPU time are comparable because the computational complexity of the BCS algorithm is larger. 
