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Abstract—Non-orthogonal multiple access (NOMA) enables
power-domain multiplexing via successive interference cancella-
tion (SIC) and has been viewed as a promising technology for 5G
communication. The full benefit of NOMA depends on resource
allocation, including power allocation and channel assignment,
for all users, which, however, leads to mixed integer programs.
In the literature, the optimal power allocation has only been
found in some special cases, while the joint optimization of power
allocation and channel assignment generally requires exhaustive
search. In this paper, we investigate resource allocation in down-
link NOMA systems. As the main contribution, we analytically
characterize the optimal power allocation with given channel
assignment over multiple channels under different performance
criteria. Specifically, we consider the maximin fairness, weighted
sum rate maximization, sum rate maximization with quality of
service (QoS) constraints, energy efficiency maximization with
weights or QoS constraints in NOMA systems. We also take
explicitly into account the order constraints on the powers of
the users on each channel, which are often ignored in the
existing works, and show that they have a significant impact
on SIC in NOMA systems. Then, we provide the optimal power
allocation for the considered criteria in closed or semi-closed
form. We also propose a low-complexity efficient method to
jointly optimize channel assignment and power allocation in
NOMA systems by incorporating the matching algorithm with
the optimal power allocation. Simulation results show that the
joint resource optimization using our optimal power allocation
yields better performance than the existing schemes.
Index Terms—Non-orthogonal multiple access, power allo-
cation, successive interference cancellation, quality of service,
combinatorial optimization, sum rate, fairness, energy efficiency,
channel assignment.
I. INTRODUCTION
As a result of the popularity of internet-of-things and
cloud-based applications, there is an explosive demand of
new services and data traffic for wireless communications.
Hence, the fifth generation (5G) communication systems pro-
pose higher requirements in data rates, lower latency, and
massive connectivity [1]. In order to meet these high demands,
some potential technologies, such as massive multiple-input
multiple-output (MIMO) [2], millimeter wave [3], small cell
[4]–[6] and device to device communication [7], [8] will be
introduced into 5G communication systems. Recently, non-
orthogonal multiple access (NOMA), which can support over-
loaded transmission with limited resources and further improve
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the spectral efficiency [9], arises as a promising technology for
5G communication systems.
The conventional multiple access schemes, which are cat-
egorized as orthogonal multiple access technologies, are not
sufficient to support a massive connectivity because different
users are allocated to orthogonal resources in order to miti-
gate multiple access interference [10]. On the other side, by
using superposition coding at the transmitter with successive
interference cancellation (SIC) at the receiver, NOMA allows
allocating one (frequency, time, code, or spatial) channel to
multiple users at the same time [11], which can lead to
better performance in terms of spectral efficiency, fairness, or
energy efficiency [12]. Therefore, NOMA has received much
attention recently. In [13] and [14], the authors discussed
an combination of NOMA with MIMO technologies. NOMA
has also been introduced to be used with other technologies,
e.g., visible light communication [15] and millimeter wave
communication [16].
The basic idea of NOMA is to implement multiple access
in the power domain [9]. Hence, the key to achieve the
full benefit of NOMA systems is resource allocation, which
usually include power allocation and channel assignment.
Unfortunately, the joint optimization of power allocation and
channel assignment in NOMA systems leads to a mixed
integer program [17], which has been proved to be a NP-hard
problem in [18]. Hence, finding the jointly optimal resource
allocation generally requires exhaustive search [19], which,
however, causes prohibitive complexity and is not applicable
for practical systems. Therefore, suboptimal but efficient re-
source optimization methods are more preferred in practice.
Such efficient methods are often obtained by optimizing power
allocation and channel assignment alternately [17], [20]–[22].
In this paper, we investigate resource allocation with a focus on
power allocation for downlink NOMA systems under various
criteria.
A. Related Works
In NOMA systems, resource allocation has been studied for
different performance measures. In the literature, the sum rate
maximization is the most commonly adopted objective, and
there are a number of related works [19], [20], [22], [23].
In [23], the authors investigated the optimal power allocation
to maximize the sum rate with QoS constraints only for two
users on one channel. In [20], the problem of maximizing
the weighted sum rate in a downlink orthogonal frequency
division multiplexing access (OFDMA) based NOMA system
2was studied, where the nonconvex power allocation problem
was solved via DC (difference of two convex functions)
programming and thus only a suboptimal power allocation
solution was provided. In [19], the authors also considered
the weighted sum rate maximization and exploited monotonic
optimization to develop an optimal joint power allocation and
channel assignment policy, which, however, has an exponential
complexity and only serves as a system performance bench-
mark. In [22], the authors introduced a resource allocation
method based on waterfilling to improve the total achieved
system throughput but there is no guarantee for the optimality
of the obtained solution.
Fairness is also an important issue in NOMA systems, where
the most common fairness indication is the maximin fairness
(MMF). Therefore, a number of works has studied resource
allocation for MMF, e.g., [24]–[26]. In [24] and [26], the
authors investigated the optimal power allocation based on
MMF for users on one channel using statistical channel state
information (CSI) and instantaneous CSI, respectively. The
proportional fairness scheduling that maximizes the weighted
MMF was studied in [25], where the optimal solution was
only derived for two users on a single channel.
As energy efficiency (EE) becomes an important perfor-
mance measure of wireless communication systems, the re-
source problem that maximizes the EE in NOMA systems
has also been considered but only in two works [21], [27].
In [27], the authors developed the optimal power allocation
for maximizing the EE with QoS constraints but only for
the users on one channel. The joint power allocation and
channel assignment for maximizing the EE was considered
in [21], whereas only a suboptimal solution was obtained via
DC programming.
In summary, so far the optimal power allocation was only
found for users on a single channel under particular per-
formance criteria, but unknown in the general case for all
users on multiple channels. Furthermore, in almost all existing
works, the order constraints on the powers of users were either
ignored or not explicitly taken into account.
B. Contributions
In this paper, we investigate resource allocation in downlink
NOMA systems with a focus on seeking the optimal power al-
location for multiple channels and users under various perfor-
mance criteria. The contributions in this paper are summarized
in the following:
• We consider different criteria that lead to different prob-
lem formulations, including the maximin fairness, the
weighted sum rate maximization, the sum rate max-
imization with QoS constraints, the energy efficiency
maximization with weights or QoS constraints.
• We take explicitly into account the order constraints on
the powers of users on each channel that guarantee the
decoding order of SIC on each channel unchanged in
NOMA systems.
• Then, we analytically characterize the optimal power al-
location and provide closed-form or semi-closed solutions
to the formulated power optimization problems.
• It is shown that the power order constraints could result
in an equal signal strength, which may cause a failure of
SIC or a large error propagation. Thus, we introduce the
concept of SIC-stability and identify the conditions that
avoid equal power allocation in NOMA systems under
different criteria.
• We propose an efficient method to jointly optimize the
channel assignment and power allocation by incorpo-
rating the matching algorithm with our optimal power
allocation and iteratively using them to refine the solution.
• The obtained optimal power allocation can also be used
with other channel assignment algorithms and can even
reduce the complexity of the exhaustive search for jointly
optimal resource allocation.
• Finally, it is shown via simulations that the proposed joint
resource optimization method outperforms the existing
schemes and achieves near-optimal performance.
The rest of the paper is organized as follows. Section II
introduces the NOMA system model and various resource
optimization problems under different performance criteria
and constraints. In Section III, Section IV, and Section V,
we investigate the optimal power allocation for the MMF,
sum rate maximization, and EE maximization, respectively. In
Section VI, a joint channel assignment and power allocation
optimization algorithm is proposed. The performance of the
proposed power allocation is evaluated in section VII by
simulations and the conclusion is drawn in Section VIII.
II. PROBLEM STATEMENT
A. System Model
Consider a downlink NOMA network wherein a base station
(BS) serves N users throughM channels. The total bandwidth
B is equally divided to M channels so the bandwidth of each
channel is Bc = B/M . Let Nm ∈ {N1, N2, ..., NM} be the
number of users using channel m for m = 1, 2, · · · ,M and
UEn,m denotes user n on channel m for n = 1, 2, · · · , Nm.
The signal transmitted by the BS on each channel m can be
expressed as
xm =
Nm∑
n=1
√
pn,msn
where sn is the symbol of UEn,m and pn,m is the power
allocated to UEn,m. The received signal at UEn,m is
yn,m =
√
pn,mhn,msn+
Nm∑
i=1,i6=n
√
pi,mhn,msi + zn,m
where hn,m = gn,md
−α
n is the channel coefficient from the
BS to UEn,m, gn,m follows a Rayleigh distribution, dn is
the distance between the BS and UEn,m, α is the path-
loss exponent, and zn,m ∼ CN (0, σ2m) is the additive white
Gaussian noise (AWGN).
According to the principle of NOMA, one channel can
be assigned to multiple users, who will use SIC to decode
their signals. Specifically, let Γn,m = |hn,m|2 /σ2m be the
channel to noise ratio (CNR) of UEn,m
3of generality (w.l.o.g.) that the CNRs of the users on channel
m are ordered as
Γ1,m ≥ · · · ≥ Γn,m ≥ · · · ≥ ΓNm,m
i.e., UE1,m and UENm,m are the strongest and weakest users
on channel m, respectively. Then, the NOMA protocol allo-
cates higher powers to the users with lower CNRs [9], [28],
leading to p1,m ≤ · · · ≤ pn,m ≤ · · · ≤ pNm,m. Hence, UEn,m
is able to decode signals of UEi,m for i > n and remove
them from its own signal, but treats the signals from UEi,m
for i < n as interference. Therefore, the signal to interference-
plus-noise ratio (SINR) of UEn,m using SIC is given by
γn,m =
pn,mΓn,m
1 +
∑n−1
i=1 pi,mΓn,m
.
Thus, the data rate of UEn,m is
Rn,m(pn,m) = Bc log
(
1 +
pn,mΓn,m
1 +
∑n−1
i=1 pi,mΓn,m
)
.
Using SIC at each user’s receiver causes additional com-
plexity, which is proportional to the number of users on
the same channel. Thus, in practice, each channel is often
restricted to be assigned to two users [21], [28], [29], which
is also beneficial to reduce the error propagation of SIC. In
this paper, we would also like to focus on this typical situation
and assume that Nm = 2 for m = 1, 2, · · · ,M and N = 2M .
In this case, suppose w.l.o.g. that the CNRs of UE1,m and
UE2,m are ordered as Γ1,m ≥ Γ2,m. Then, the rates of UE1,m
and UE2,m on channel m are given respectively by
R1,m = Bc log (1 + p1,mΓ1,m) ,
R2,m = Bc log
(
1 +
p2,mΓ2,m
p1,mΓ2,m+1
)
.
B. Problem Formulation
The performance of a NOMA scheme relies on resource
allocation, including power allocation and channel assignment,
for all users. In this paper, we investigate optimization of
resource allocation for NOMA systems. For this purpose, we
consider the following performance measures.
1) Maximin fairness: A common criterion is the maximin
fairness (MMF), which aims to provide fairness for all
users. The corresponding resource allocation problem is
given by
max min
m=1,...,M
{R1,m, R2,m} . (1)
The similar problems have been studied in [24]–[26],
whereas the optimal power allocation was only found
for a few users on a single channel but unknown for all
users over multiple channels.
2) Sum rate: The most common objective is to maximize
the sum rate (SR) of all users. To avoid that the resource
on each channel is occupied by one user, weights or QoS
constraints are often introduced into SR maximization.
In this paper, we consider both the weighted SR maxi-
mization:
max
M∑
m=1
(W1,mR1,m +W2,mR2,m) (2)
where Wn,m is the weight of UEn,m, and the SR
maximization with QoS constraints:
max
M∑
m=1
(R1,m +R2,m) (3)
s.t. Rn,m ≥ Rminn,m, n = 1, 2, ∀m
where Rminn,m is the QoS threshold of UEn,m. Although
two problems have been studied in a number of works,
e.g., [19], [20], [22], [23], the optimal power allocation
was only found for two users on one channel [23], while
the joint resource optimization is either suboptimal [20],
[22] or needs exhaustive search [19].
3) Energy efficiency: In this paper, we also consider im-
proving energy efficiency (EE) of the NOMA system,
which is defined as the ratio between the sum rate
and the power consumption of the whole system. When
weights or QoS constraints are introduced, the EE max-
imization problem can be formulated as
max
∑M
m=1 (W1,mR1,m +W2,mR2,m)
PT +
∑M
m=1 (p1,m + p2,m)
(4)
or
max
∑M
m=1 (R1,m +R2,m)
PT +
∑M
m=1 (p1,m + p2,m)
(5)
s.t. Rn,m ≥ Rminn,m, n = 1, 2, ∀m
where PT is the power consumption of the circuits and
SIC on all channels. This problem has only been studied
in [27] but only for one channel.
In addition to the above objectives and QoS constraints, one
shall also consider power constraints in NOMA systems. The
transmit power constraint of the BS is given by
M∑
m=1
(p1,m + p2,m) ≤ P
where P is the total power budget of the BS. In NOMA
systems, there is an implicit power constraint for the users
on each channel m, i.e .,
p1,m ≤ p2,m, m = 1, . . . ,M
which is to guarantee that a higher power is allocated to the
user with a lower CNR (i.e.,UE2,m) on channel m so that the
decoding order of the SIC is not changed. However, in most
existing works, the power order constraints were ignored. In
this paper, we will show that it is important to take such
constraints into account explicitly in power allocation for
NOMA.
The joint optimization of power allocation and channel
assignment in NOMA systems is, unfortunately, a mixed
integer problem. Finding the jointly optimal solution requires
exhaustive search [17], which results in prohibitive compu-
tational complexity. Therefore, in practice, power allocation
and channel assignment are often separately and alternatively
optimized, i.e., fix one and optimize the other [17], [20],
[21], which may lead to, though possibly suboptimal, efficient
resource allocation solutions. In this paper, we would also
4like to use this methodology. Specifically, we first optimize
power allocation with given channel assignment, and then
optimize channel assignment. The most exciting thing is that,
different from all existing works, we are able to find the
optimal power allocation for all users over multiple channels
for all above considered performance measures. The optimal
power allocation is either given in a closed-form expression or
can be efficiently obtained via the proposed algorithms. Our
results will dramatically simplify the joint resource allocation
and improve the system performance.
III. OPTIMAL POWER ALLOCATION FOR MAXIMIN
FAIRNESS
The NOMA scheme enables a flexible management of
the users’ achievable rates and provides an efficient way to
enhance user fairness. In this section, we study the optimal
power allocation to achieve the maximin fairness (MMF) in
the NOMA system. According to (1), with given channel
assignment, the MMF problem is equivalent to the following
power allocation problem:
OPMMF1 :
max
p1,p2
s.t.
min
m=1,...,M
{R1,m(p1,m, p2,m), R2,m(p1,m, p2,m)}
0 ≤ p1 ≤ p2,
∑M
m=1 p1,m + p2,m ≤ P
where p1 = {p1,m}Mm=1 and p2 = {p2,m}Mm=1. However,
OPMMF1 is a nonconvex problem, as its objective is not
concave. Its optimal solution has only been found in the special
case M = 1 [24]–[26], i.e., a single channel, but unknown in
the general case yet.
To address this problem, we first introduce auxiliary vari-
ables q = {qm}Mm=1, where qm represents the power budget
for channel m with p1,m + p2,m = qm. Suppose that the
channel power budgets {qm}Mm=1 are given. Then, OPMMF1
is decomposed into a group of subproblems for each channel
m:
OPMMF2,m :
max
p1,m,p2,m
min {R1,m(p1,m, p2,m), R2,m(p1,m, p2,m)}
s.t. 0 ≤ p1,m ≤ p2,m, p1,m + p2,m = qm.
We first solve subproblem OPMMF2,m and show that its optimal
solution is given in a closed form.
Proposition 1. Suppose that Γ1,m ≥ Γ2,m. Then, the optimal
solution to OPMMF2,m is given by p ⋆1,m = Λm and p⋆2,m = qm−
p⋆1,m, where Γl,m , |hl,m|2 /σ2m and
Λm ,
− (Γ1,m + Γ2,m)+
√
(Γ1,m + Γ2,m) 2 + 4Γ1,mΓ22,mqm
2Γ1,mΓ2,m
.
Proof. From the constraint p1,m+p2,m = qm, we have p2,m =
qm − p1,m, so p1,m ≤ p2,m is equivalent to p1,m ≤ qm/2.
Substituting p2,m = qm−p1,m into R1,m and R2,m, we obtain
R1,m(p1,m) , Bc log (1 + p1,mΓ1,m) ,
R2,m(p1,m) , Bc log
(
qmΓ2,m+1
p1,mΓ2,m+1
)
.
If p1,m ≥ Λm, then R1,m(p1,m) ≥ R2,m(p1,m) and the
objective of OPMMF2,m is R2,m(p1,m), which is decreasing in
p1,m. So the maximizer is the lower bound p1,m = Λm. If
p1,m ≤ Λm, then R1,m(p1,m) ≤ R2,m(p1,m) and the objective
of OPMMF2,m is R1,m(p1,m), which is increasing in p1,m. So the
maximizer is the upper bound p1,m = Λm. Therefore, the
optimal point is p⋆1,m = Λm. Finally, it can be verified that
p⋆1,m = Λm ≤ qm/2 .
Remark 1. From Proposition 1, we obtain R1,m(p
⋆
1,m, p
⋆
2,m) =
R2,m(p
⋆
1,m, p
⋆
2,m) = f
MMF⋆
m , where
fMMF⋆m ,
Bc log

Γ2,m−Γ1,m+
√
(Γ1,m+Γ2,m) 2+4Γ1,mΓ22,mqm
2Γ2,m

,
(6)
i.e., UE1,m and UE2,m achieve the same rate at the optimal
point. This indicates that, under the MMF criterion, the
NOMA system will provide absolute fairness for two users
on one channel.
To elaborate another important insight, we introduce the
following definition.
Definition 1. A NOMA system is called SIC-stable if the
optimal power allocation satisfies p1,m < p2,m on each
channel m.
Remark 2. In NOMA systems, SIC is performed according
to the order of the CNRs of the users on one channel [9],
[28], which is guaranteed by imposing an inverse order of the
powers allocated to the users, i.e., p1,m ≤ p2,m on channel m.
Specifically, UE1,m (the strong user with a higher CNR) first
decodes the signal of UE2,m (the weak user with a lower CNR)
and then subtracts it from the superposed signal. Therefore,
from the SIC perspective, a difference between the signal
strengths of UE2,m and UE1,m is necessary [30]. However,
even with the power order constraint, the power optimization
may lead to p1,m = p2,m, i.e., UE1,m and UE2,m have the
same signal strength, which is the worst situation for SIC. In
this case, SIC may fail or has a large error propagation and
thus is unstable. Indeed, the authors in [31] pointed out that
the power of the weak user must be strictly larger than that
of the strong user, otherwise the users’ outage probabilities
will always be one. Definition 1 explicitly concretizes such a
practical requirement in NOMA systems.
Lemma 1. The NOMA system is SIC-stable for OPMMF1 .
Proof. Given Γ1,m ≥ Γ2,m, we have
Λm =
2Γ2,mqm
(Γ1,m + Γ2,m) +
√
(Γ1,m + Γ2,m) 2 + 4Γ1,mΓ22,mqm
<
Γ2,mqm
Γ1,m + Γ2,m
≤ qm
2
,
which indicates p⋆1,m < p
⋆
2,m for each m. Therefore, the
NOMA system is SIC-stable.
Remark 3. According to Definition 1 and indicated by Lemma
1, the NOMA system is always SIC-stable under the MMF
criterion, as in this case the optimal power allocation always
satisfies p⋆1,m < p
⋆
2,m, ∀m. On the other hand, in the sub-
sequent sections, we will show that a NOMA system is not
always SIC-stable under different criteria and constraints.
5To obtain the optimal power allocation for all channels,
we shall optimize the power budget qm for each channel m.
According to OPMMF1 and OPMMF2,m , the corresponding power
budget optimization problem is given by
OPMMF3 :
max
q
min
m=1,...,M
fMMF⋆m (qm)
s.t.
∑M
m=1 qm ≤ P, q ≥ 0
where fMMF⋆m (qm) is the optimal objective value of OPMMF2,m
and given in (6).
Lemma 2. fMMF⋆m (qm) is a concave function.
Proof. It can be verified that ∂2fMMF⋆m /∂q
2
m < 0 and hence
fMMF⋆m (qm) is concave.
From Lemma 2, OPMMF3 is actually a convex problem,
whose solution can be efficiently found via standard convex
optimization tools, e.g., CVX. Nevertheless, we are able to
analytically characterize the optimal solution to (8).
Theorem 1. The optimal solution to OPMMF3 is given by
q⋆m =
(Z (λ) Γ2,m + Γ1,m) (Z (λ)− 1)
Γ1,mΓ2,m
, ∀m (7)
where
Z (λ) ,X +
√
X2 +
Bc
2λ
∑M
m=1 1/Γ1,m
,
X ,
∑M
m=1 (Γ2,m − Γ1,m) / (Γ1,mΓ2,m)
4
∑M
m=1 1/Γ1,m
and λ is chosen such that
∑M
m=1 q
⋆
m = P .
Proof. We first transform OPMMF3 into
max
q,t
t
s.t. q ≥ 0, ∑Mm=1 qm ≤ P, fMMF⋆m (qm) ≥ t, ∀m (8)
where fMMF⋆m (qm) ≥ t is equivalent to qm ≥ (atΓ2,m +
Γ1,m)(a
t − 1)/(Γ1,mΓ2,m) with a = 21/Bc . Then, the La-
grange of (8) can be written as
L =t+
M∑
m=1
µm
[
qm − (a
tΓ2,m + Γ1,m) (a
t − 1)
Γ1,mΓ2,m
]
− λ
(
M∑
m=1
qm − P
)
where {µm}Mm=1 and λ are the Lagrange multipliers. Since
(8) is a convex optimization problem, its optimal solution is
characterized by the following Karush-Kuhn-Tucker (KKT)
conditions:
∂L
∂qm
= µm − λ = 0, (9)
∂L
∂t
=1−a2t
M∑
m=1
2µm ln a
Γ1,m
+at
M∑
m=1
µm ln a
Γ1,m
−at
M∑
m=1
µm ln a
Γ2,m
=0,
(10)
µm
(
qm − (a
tΓ2,m + Γ1,m) (a
t − 1)
Γ1,mΓ2,m
)
= 0, (11)
λ
(
M∑
m=1
qm − P
)
= 0.
It follows from (9) and (10) that µm = λ 6= 0. Then, (10) is
equivalent to
C1a
2t − C2at − 1 = 0
where C1 = 2λ lna
∑M
m=1 1/Γ1,m and C2 =
λ ln a
∑M
m=1(Γ2,m − Γ1,m)/(Γ1,mΓ2,m). By solving this
quadratic equation, we obtain
at =
C2
2C1
+
√(
C2
2C1
)2
+
1
C1
= X +
√
X2 +
Bc
2λ
∑M
m=1 1/Γ1,m
= Z (λ) .
Finally, from (11), we have
qm =
(atΓ2,m + Γ1,m) (a
t − 1)
Γ1,mΓ2,m
=
(Z (λ) Γ2,m + Γ1,m) (Z (λ)− 1)
Γ1,mΓ2,m
≥ 0 (12)
which completes the proof.
Corollary 1. Under the MMF criterion, the optimal power
allocation achieves the absolute fairness for all the users on
all channels, i.e., R1,m = R2,m = r, m = 1, . . . ,M , for some
r ≥ 0.
Proof. Given the optimal qm in (12), it can be verified that
fMMF⋆m (qm) = t for m = 1, . . . ,M .
The optimal power allocation under the MMF criterion is
fully characterized by Theorem 1 and Proposition 1. It follows
from (7) that q⋆m is monotonically decreasing in λ, so the
optimal λ satisfying
∑M
m=1 q
⋆
m = P can be efficiently found
via a simple bisection method.
IV. OPTIMAL POWER ALLOCATION FOR SUM RATE
In this section, we seek the optimal power allocation for
maximizing the weighted sum rate (SR) or maximizing the
SR with QoS constraints.
A. Weighted SR Maximization (SR1)
According to (2), with given channel assignment, the prob-
lem of maximizing the weighted sum rate is equivalent to the
following power allocation problem:
OPSR11 :
max
p
1
,p
2
∑M
m=1 g(p1,m, p2,m)
s.t. 0 ≤ p1 ≤ p2,
∑M
m=1 (p1,m + p2,m) ≤ P
where g(p1,m, p2,m) , W1,mR1,m(p1,m, p2,m) +
W2,mR2,m(p1,m, p2,m). As the objective of OPSR11 is
not a concave function, OPSR11 is also a nonconvex problem.
Although this problem has been studied in [19], [20], [22],
the solution is either suboptimal or needs exhaustive search.
Introduce auxiliary variables q = {qm}Mm=1 that represent
the power budgets on each channelm with p1,m+p2,m = qm.
6Then, OPSR11 is decomposed into a group of subproblems for
each channel m:
OPSR12,m :
max
p1,m,p2,m
g(p1,m, p2,m)
s.t. 0 ≤ p1,m ≤ p2,m, p1,m + p2,m = qm.
We first solve the subproblem OPSR12,m for each channel m.
Note that OPSR12,m is still a nonconvex problem due to the
interference between UE1,m and UE2,m. Nevertheless, its
optimal solution can be characterized in a closed form.
Proposition 2. Suppose that Γ1,m ≥ Γ2,m, 1 <
W2,m/W1,m < Γ1,m/Γ2,m and qm > 2Ωm, with
Ωm ,
W2,mΓ2,m −W1,mΓ1,m
Γ1,mΓ2,m (W1,m −W2,m) .
Then, the optimal solution to OPSR12,m is given by p⋆1,m = Ωm
and p⋆2,m = qm − p⋆1,m.
Proof. Since p2,m = qm − p1,m, p1,m ≤ p2,m is equal to
p1,m ≤ qm/2, and the objective becomes
F (p1,m) ,W1,mBc log (1 + p1,mΓ1,m)
+W2,mBc log
(
qmΓ2,m + 1
p1,mΓ2,m + 1
)
.
By setting the derivative of F to zero, we have
dF
dp1,m
=
W1,mBc
1/Γ1,m + p1,m
− W2,mBc
1/Γ2,m + p1,m
= 0,
leading to a unique root p1,m = Ωm, which satisfies the con-
straint p1,m ≤ qm/2 since Ωm < qm/2. Given Γ1,m ≥ Γ2,m
and 1 < W2,m/W1,m < Γ1,m/Γ2,m, it follows that
∂2F
∂p21,m
=
BcW2,m
(1/Γ2,m +Ωm) 2
− BcW1,m
(1/Γ1,m +Ωm) 2
=
BcΓ
2
1,mΓ
2
2,m (W1,m −W2,m)2
(Γ2,m − Γ1,m)2
(
1
W2,m
− 1
W1,m
)
<0,
indicating that Ωm is a maximizer.
Remark 4. In Proposition 2, the conditions 1 < W2,m/W1,m <
Γ1,m/Γ2,m and qm > 2Ωm are both to avoid a failure of SIC.
Indeed, ifW2,m/W1,m < 1 orW2,m/W1,m > Γ1,m/Γ2,m, the
solution to OPSR12,m is p⋆1,m = p⋆2,m = qm/2 , i.e., the NOMA
system is unstable according to Definition 1. SIC may also
fail on channel m if qm ≤ 2Ωm, which will lead to p⋆1,m =
p⋆2,m = qm/2 too. Therefore, the NOMA system is SIC-stable
on channel m if and only if 1 < W2,m/W1,m < Γ1,m/Γ2,m
and qm > 2Ωm. For all channels, we have the following result.
Corollary 2. For OPSR11 , the NOMA system is SIC-stable only
if P > 2
∑M
m=1Ωm and 1 < W2,m/W1,m < Γ1,m/Γ2,m for
m = 1, . . . ,M .
Next, we further optimize the power budget qm for each
channelm. To guarantee that the NOMA system is SIC-stable,
it is reasonable to assume that qm ≥ Θm > 2Ωm and P ≥∑M
m=1Θm for some positive Θm. Then, from OPSR11 and
OPSR12,m, the corresponding power budget optimization problem
is given by
OPSR13 :
max
q
∑M
m=1 f
SR1⋆
m (qm)
s.t.
∑M
m=1 qm ≤ P, qm ≥ Θm, ∀m
where fSR1⋆m (qm) is the optimal objective value of OPSR12,m and
given by
fSR1⋆m (qm) =W1,mBc log (1 + ΩmΓ1,m)
+W2,mBc log
(
qmΓ2,m + 1
ΩmΓ2,m + 1
)
. (13)
It is easily seen that fSR1⋆m (qm) is a concave function, so
OPSR13 is a convex problem, whose solution is provided in
the following result.
Theorem 2. The optimal solution to OPSR13 is given by
q⋆m =
[
W2,mBc
λ
− 1
Γ2,m
]∞
Θm
(14)
where λ is chosen such that
∑M
m=1 q
⋆
m = P .
Proof. The solution of OPSR13 is given by the well-known
waterfilling form.
Consequently, the optimal power allocation for the sum
rate maximization with weights in NOMA systems is jointly
characterized by Theorem 2 and Proposition 2 under the SIC-
stability.
B. SR Maximization with QoS (SR2)
Now, we consider maximizing the SR with QoS constraints.
According to (3), in this case the power allocation problem is
given by
OPSR21 :
max
p
1
,p
2
∑M
m=1 (R1,m(p1,m, p2,m) +R2,m(p1,m, p2,m))
s.t. 0 ≤ p1 ≤ p2,
∑M
m=1(p1,m + p2,m) ≤ P,
Rn,m ≥ Rminn,m, n = 1, 2, m = 1, . . . ,M.
As a special case of OPSR21 , [23] studied the power allocation
for one channel. Thus, OPSR21 is still an open problem and its
optimal solution is unknown yet.
We use the similar method to address OPSR21 . By intro-
ducing the power budget qm on each channel m, OPSR21
decomposes into the following subproblems for each channel
m:
OPSR22,m :
max
p1,m,p2,m
R1,m(p1,m, p2,m) +R2,m(p1,m, p2,m)
s.t. 0 ≤ p1,m ≤ p2,m, p1,m + p2,m = qm,
R1,m ≥ Rmin1,m, R2,m ≥ Rmin2,m.
The optimal solution to OPSR22,m, although it is nonconvex, is
provided in the following result.
Proposition 3. Suppose that Γ1,m ≥ Γ2,m, A2,m ≥ 2, and
qm ≥ Υm, with
Al,m = 2
Rmin
l,m
Bc , Υm ,
A2,m(A1,m−1)
Γ1,m
+
A2,m−1
Γ2,m
,
Ξm ,
Γ2,mqm−A2,m+1
A2,mΓ2,m
.
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and p⋆2,m = qm − p⋆1,m.
Proof. Since p2,m = qm − p1,m, p1,m ≤ p2,m is equal to
p1,m ≤ qm/2 and the objective becomes
T (p1,m) , Bc log (1 + p1,mΓ1,m)+Bc log
(
qmΓ2,m + 1
p1,mΓ2,m + 1
)
.
Given Γ1,m ≥ Γ2,m, we take the derivative of T (p1,m) and
have
dT
dp1,m
=
Bc
1/Γ1,m + p1,m
− Bc
1/Γ2,m + p1,m
≥ 0,
implying that T (p1,m) is monotonically nondecreasing, so
the maximum is achieved at the upper bound of p1,m. From
R1,m ≥ Rmin1,m and R2,m ≥ Rmin2,m, we obtain
A1,m − 1
Γ1,m
≤ p1,m ≤ Ξm
which holds if and only if (A1,m−1)/Γ1,m ≤ Ξm, i.e., qm ≥
Υm. Finally, since A2,m ≥ 2, p1,m = Ξm < qm/2 holds. Thus
the optimal solution is p⋆1,m = Ξm.
Remark 5. Similarly, in Proposition 3, the conditions A2,m ≥
2 and qm ≥ Υm are to guarantee the SIC-stability. Indeed, if
A2,m < 2, then Ξm > qm/2 and the optimal solution will be
p⋆1,m = p
⋆
2,m = qm/2, which may leads a failure of SIC. At
the same time, SIC may also fail on channel m if qm < Υm,
which will lead to p⋆1,m = p
⋆
2,m = qm/2 as well. Therefore,
the NOMA system is SIC-stable on channel m if and only if
A2,m ≥ 2 and qm ≥ Υm. For all the channels, we have the
following result.
Corollary 3. For OPSR21 , the NOMA system is SIC-stable only
if P ≥∑Mm=1 Υm and A2,m ≥ 2 for m = 1, . . . ,M .
Remark 6. According to Proposition 3, if the NOMA system
is SIC-stable, the optimal solution will be p⋆1,m = Ξm and
p⋆2,m = qm−p⋆1,m. Hence, we have R2,m(p⋆1,m, p⋆2,m) = Rmin2,m,
implying that the user with a lower CNR (i.e., UE2,m) receives
the power to meet its QoS requirement exactly, while the
remaining power is used to maximize the rate of the user with
a higher CNR (i.e., UE1,m).
Then, we focus on optimizing the power budget qm for
each channel. Similarly, to guarantee the NOMA system is
SIC-stable, we assume that qm ≥ Υm and P ≥
∑M
m=1 Υm.
According to OPSR21 and OPSR22,m, the corresponding power
budget optimization problem is as follows
OPSR23 :
max
q
s.t.
∑M
m=1 f
SR2⋆
m (qm)∑M
m=1 qm ≤ P, qm ≥ Υm, ∀m
where fSR2⋆m (qm) is the optimal objective value of OPSR22,m and
given by
fSR2⋆m (qm) = w(qm) +R
min
2,m (15)
where w(qm) = Bc log
(A2,mΓ2,m−A2,mΓ1,m+Γ1,mΓ2,mqm+Γ1,m)
A2,mΓ2,m
.
Since fSR2⋆m (qm) is a concave function, OPSR23 is a convex
problem, whose solution is also given in a waterfilling form.
Theorem 3. The optimal solution to OPSR23 is given by
q⋆m =
[
Bc
λ
− A2,m
Γ1,m
+
A2,m
Γ2,m
− 1
Γ2,m
]∞
Υm
where λ is chosen such that
∑M
m=1 q
⋆
m = P .
Proof. The proof is simple and thus omitted.
Therefore, the optimal power allocation for the SR maxi-
mization with QoS constraints in NOMA systems is jointly
characterized by Proposition 3 and Theorem 3. Note that,
unlike the MMF criterion, for the SR maximization with
weights or QoS constraints, NOMA systems are not always
SIC-stable but have to satisfy some conditions on the weights,
power budgets, and QoS thresholds as indicated in this section.
V. OPTIMAL POWER ALLOCATION FOR ENERGY
EFFICIENCY
In this section, we investigate the optimal power allocation
for maximizing the energy efficiency (EE) of the NOMA
systems with weights or QoS constraints.
A. EE Maximization with Weights (EE1)
According to (4), with given channel assignment, the prob-
lem of maximizing the EE with weights is equivalent to the
following power allocation problem:
OPEE11 :
max
p1,p2
∑M
m=1
g(p1,m,p2,m)
PT+
∑
M
m=1
(p1,m+p2,m)
s.t. 0 ≤ p1 ≤ p2,
∑M
m=1 (p1,m + p2,m) ≤ P
where g(p1,m, p2,m) , W1,mR1,m(p1,m, p2,m) +
W2,mR2,m(p1,m, p2,m). The difficulties in solving OPEE11
lie in its nonconvex and fractional objective. In the literature,
only [21], [27] investigated this problem, whereas [27] only
found the optimal solution in the special case M = 1, i.e.,
a single channel, and [21] obtained a suboptimal power
allocation solution. In the following, we will show that this
problem can also be optimally solved.
We use the similar trick to address this problem, i.e., intro-
ducing the auxiliary variables {qm}Mm=1 with p1,m + p2,m =
qm for each channel m. Then, OPEE11 is decomposed into the
following subproblems for each channel m:
OPEE12,m :
max
p1,m,p2,m
g(p1,m,p2,m)
PT+
∑
M
k=1 qk
s.t. 0 ≤ p1,m ≤ p2,m, p1,m + p2,m = qm
whose optimal solution is provided in the following.
Proposition 4. Suppose that Γ1,m ≥ Γ2,m, 1 <
W2,m/W1,m < Γ1,m/Γ2,m and qm > 2Ωm, with
Ωm ,
W2,mΓ2,m −W1,mΓ1,m
Γ1,mΓ2,m (W1,m −W2,m) .
Then the optimal solution to OPEE12,m is same with OPSR12,m, i.e.,
p⋆1,m = Ωm and p
⋆
2,m = qm − p⋆1,m.
Remark 7. It is not difficult to see that with given channel
power budgets {qm}Mm=1, OPEE12,m is actually equivalent to
OPSR12,m, so they have the same optimal solution. Therefore,
8we obtain the same SIC-stability conditions for OPEE12,m: the
NOMA system is SIC-stable on channel m if and only if
qm > 2Ωm and 1 < W2,m/W1,m < Γ1,m/Γ2,m, and is
SIC-stable on all channels only if P > 2
∑M
m=1Ωm and
1 < W2,m/W1,m < Γ1,m/Γ2,m for m = 1, . . . ,M .
Then, we concentrate on searching the optimal power bud-
get qm for each channel. Similarly, to guarantee the NOMA
system is SIC-stable, it is assumed that qm ≥ Θm > 2Ωm and
P ≥ ∑Mm=1Θm for some positive Θm. According to Propo-
sition 4, OPEE11 , and OPEE12,m, the power budget optimization
problem is formulated as
OPEE13 :
max
q
η(q) ,
∑M
m=1 f
SR1⋆
m (qm)
PT+
∑
M
m=1 qm
s.t.
∑M
m=1 qm ≤ P, qm ≥ Θm, ∀m
where fSR1⋆m (qm) is the optimal value of OPSR12,m and given
in (13). Although fSR1⋆m (qm) is a concave function, OPEE13 is
nonconvex due to the fraction form. To solve it, we introduce
the following objective function:
H(q, α) ,
M∑
m=1
fSR1⋆m (qm)− α
(
PT +
M∑
m=1
qm
)
=
M∑
m=1
(
R˜1,m +W2,mBc log
(
qmΓ2,m + 1
ΩmΓ2,m + 1
))
− α
(
PT +
M∑
m=1
qm
)
where R˜1,m , W1,mBc log (1 + ΩmΓ1,m) and α is a positive
parameter. Then, we consider the following convex problem
with given α:
OPEE14 :
max
q
H (q, α)
s.t.
∑M
m=1 qm ≤ P, qm ≥ Θm, ∀m.
The relation between OPEE13 and OPEE14 is given by the
following lemma.
Lemma 3. ( [32, pp. 493-494]) Let H⋆ (α) be the optimal
objective value of OPEE14 and q⋆(α) be the optimal solution
of OPEE14 . Then, q⋆(α) is the optimal solution to OPEE13 if
and only if H⋆ (α) = 0.
Lemma 3 indicates the optimal solution to OPEE13 can
be found by solving OPEE14 parameterized by α and then
updating α until H⋆ (α) = 0. For this purpose, we first
solve OPEE14 with given α, whose solution is provided in the
following result.
Theorem 4. The optimal solution to OPEE14 is
q⋆m =
[
W2,mBc
α+ λ
− 1
Γ2,m
]∞
Θm
(16)
where λ is chosen such that
∑M
m=1 q
⋆
m = P .
Proof. The solution is obtained by exploiting the KKT condi-
tions of OPEE14 .
After the optimal solution to OPEE14 is obtained, we shall
find an α such that H⋆ (α) = 0. This can be achieved by
Algorithm 1 Channel Power Budget Optimization for EE
1: Initialization: set αini = 0,H
⋆
ini =∞ and precision δ > 0.
2: While |H⋆ (α)| > δ do
3: Find the optimal q⋆ according to Theorem 4;
4: Calculate H⋆ (α) ;
5: Update α = η (q⋆);
6:.Return α and q⋆.
Algorithm 1, which is guaranteed to converge to the desirable
α [32]. Thereby, the optimal power allocation for the EE
maximization with weights in NOMA systems is provided by
Algorithm 1, Proposition 4 and Theorem 4.
B. EE Maximization with QoS (EE2)
In this subsection, we consider maximizing the EE with QoS
constraints. According to (5), in this case the power allocation
problem is given by
OPEE21 :
max
p
1
,p
2
∑M
m=1
(R1,m(p1,m,p2,m)+R2,m(p1,m,p2,m))
PT+
∑
M
m=1
(p1,m+p2,m)
s.t. 0 ≤ p1 ≤ p2,
∑M
m=1(p1,m + p2,m) ≤ P,
Rn,m ≥ Rminn,m, n = 1, 2, m = 1, . . . ,M.
Similarly, OPEE21 is a nonconvex fractional optimization prob-
lem. In the literature, the EE maximization with QoS con-
straints has only been studied in [27], but the optimal solution
was only found for one channel, i.e., M = 1. Therefore,
OPEE21 is an open problem and its solution in the general
case is still unknown.
To solve OPEE21 , we also adopt {qm}Mm=1 with p1,m +
p2,m = qm and decompose OPEE21 into a group of subprob-
lems for each channel m:
max
p1,m,p2,m
R1,m (p1,m, p2,m) +R2,m (p1,m, p2,m)
PT +
∑M
k=1 qk
OPEE22,m : s.t. 0 ≤ p1,m ≤ p2,m, p1,m + p2,m = qm,
R1,m ≥ Rmin1,m, R2,m ≥ Rmin2,m
whose solution is given in the following closed form.
Proposition 5. Suppose that Γ1,m ≥ Γ2,m, A2,m ≥ 2, and
qm ≥ Υm, with
Al,m = 2
Rmin
l,m
Bc , Υm ,
A2,m(A1,m−1)
Γ1,m
+
A2,m−1
Γ2,m
,
Ξm ,
Γ2,mqm−A2,m+1
A2,mΓ2,m
.
Then, the optimal solution to OPEE22,m is p⋆1,m = Ξm and
p⋆2,m = qm − p⋆1,m.
Remark 8. It is not surprising that the solutions of OPEE22,m and
OPSR22,m coincide, since OPEE22,m is equivalent to OPSR22,m with
given {qm}Mm=1. Therefore, the same SIC-stability conditions
hold for OPEE22,m and OPEE21 : the NOMA system is SIC-stable
on channel m if and only if qm ≥ Υm and A2,m ≥ 2, and
is SIC-stable on all channels only if P ≥ ∑Mm=1 Υm and
A2,m ≥ 2 for m = 1, . . . ,M .
Next, we optimize the channel power budget qm for each
channel. First, we assume that qm ≥ Υm and P ≥
∑M
m=1 Υm
9to guarantee the SIC-stability. Then, according to Proposition
5, OPEE21 , and OPEE22,m, the power budget optimization prob-
lem is given by
OPEE23 :
max
q
η(q) ,
∑
M
m=1 f
SR2⋆
m (qm)
PT+
∑
M
m=1 qm
s.t.
∑M
m=1 qm ≤ P, qm ≥ Υm, ∀m
where fSR2⋆m (qm) is the optimal value of OPSR22,m and given
in (15). To solve OPEE23 , we also introduce a parameterized
objective function
Q(q, α) ,
M∑
m=1
fSR2⋆m (qm)− α
(
PT +
M∑
m=1
qm
)
=
M∑
m=1
(
w(qm) +R
min
2,m
)− α
(
PT +
M∑
m=1
qm
)
where w(qm) = Bc log
(A2,mΓ2,m−A2,mΓ1,m+Γ1,mΓ2,mqm+Γ1,m)
A2,mΓ2,m
,
α is a positive parameter, and formulate the following problem
with given α:
OPEE24 :
max
q
Q (q, α)
s.t.
∑M
m=1 qm ≤ P, qm ≥ Υm, ∀m.
Then, according to Lemma 3, the optimal solution to OPEE23
can be found by solving OPEE24 for a given α and then updat-
ing α until the optimal objective value of OPEE24 , denoted by
Q⋆(α), satisfies Q⋆(α) = 0. Therefore, we first solve OPEE24 ,
which is a convex problem since Q(q, α) is concave in q.
In particular, the optimal solution to OPEE24 is provided as
follows.
Theorem 5. The optimal solution to OPEE24 is
q⋆m =
[
W1,mBc
λ+ α
− A2,m
Γ1,m
+
A2,m
Γ2,m
− 1
Γ2,m
]∞
Υm
where λ is chosen such that
∑M
m=1 q
⋆
m = P .
Proof. The solution is obtained by exploiting the KKT condi-
tions of OPEE24 .
After obtaining the optimal solution to OPGEE24 , we shall
find an α such that Q⋆(α) = 0. This can also be achieved
by Algorithm 1, where Theorem 4 and H⋆ (α) are replaced
by Theorem 5 and Q⋆(α), respectively. Consequently, the
optimal power allocation for the EE maximization with QoS
constraints in NOMA systems is obtained by using Theorem
5, Proposition 5, and Algorithm 1.
VI. CHANNEL ASSIGNMENT
In the previous sections, we have found the optimal power
allocation with given channel assignment under various per-
formance criteria for NOMA systems. Specifically, we first
achieve the optimal power allocation of the users on each
channel, which can be expressed as functions of the power
budget of each channel. Then, we further optimized the
power budgets of all channels and thus obtained the optimal
multichannel power allocation, which can be characterized in
a closed or semi-closed form. In this section, we consider the
joint optimization of power allocation and channel assignment
in NOMA systems. Unfortunately, such a joint optimization
problem has been shown to be NP-hard [18]. Hence, find-
ing the jointly optimal solution generally requires exhaustive
search [17], which results in prohibitive computational com-
plexity. Therefore, in practice suboptimal but efficient joint
optimization methods are more preferred [17], [20]–[22].
Enlightened by the optimal multichannel power allocation
obtained above, in this paper we propose a low-complexity
method to jointly optimize the power allocation and channel
assignment in NOMA systems. Specifically, we incorporate
the dynamic matching algorithm [33], which is an efficient
method to deal with assignment problems, with our optimal
power allocation, and iteratively exploit them to refine the
solution.
To describe the dynamic matching between the users and
the channels, we consider channel assignment as a two-sided
matching problem between the set of N users and the set of
M channels, where N = 2M since each channel is shared by
two users. Denote channelm by Cm. We say UEn and Cm are
matched with each other if UEn is assigned on Cm. Moreover,
denote PF (UEn) for n = 1, 2, · · ·N and PF (Cm) for m =
1, 2, · · ·M to be the preference lists of the users and channels,
respectively. We say UEn prefers Ci to Cj if UEn has a higher
channel gain on Ci than on Cj , and it can be expressed as
Ci(n) ≻ Cj(n).
In addition, we say that Cm prefers user set ςl to user set ςk
(where ςl and ςk are the subsets of {1, 2, · · ·N}) if the users
in set ςl can provide better performance than the users in set
ςk on Cm. This preference is expressed as
Om(ςl) > Om(ςk), ςl, ςk ⊂ {UE1,UE2 · · ·UENm}
where Om(ςl) denotes the performance measure of user set
ςl on Cl, which could be the maximin fairness, sum rate,
or energy efficiency introduced in Section II-B. Now, we are
ready to formulate the channel assignment optimization as a
two-side matching problem according to matching theory [34].
The following definition formally introduces a matching in the
NOMA system.
Definition 2. Consider the users and channels as two disjoint
sets. A two-to-one matching Φ is a mapping from all the
subsets of users N into the channels set M , which satisfies
the following properties for UEn ∈ N and Cm ∈M
(a) Φ (UEn) ∈M ;
(b) Φ−1 (Cm) ⊆N ;
(c) |Φ (UEn)| = 1,
∣∣Φ−1 (Cm)∣∣ = 2;
(d) Cm ∈ Φ (UEn) ⇐⇒ UEn ∈ Φ−1 (Cm).
In Definition 2, property (a) states that each user matches
with one channel, property (b) indicates that each channel
can be matched with a subset of users, property (c) states
that each channel can only be assigned to two users, and
property (d) means that UEn and Cm are matched with
each other. Consequently, the channel assignment problem is
to identify a matching between the users and the channels.
However, the globally optimal matching that maximizes the
aggregate performance of all users is hard to find and usually
requires exhaustive search. Instead, in practice, people are
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Algorithm 2 Channel Assignment via Matching
1: Initialize:
1) SMatch(m) is the matched list to record users matched
on Cm, m = {1, 2 · · ·M}.
2) SUnMatch is the set of unmatched users.
3) Obtain preference lists PF (UEn) , n = {1, 2, · · ·N}
and PF (Cm) ,m = {1, 2 · · ·M} according to CNRs.
2: while {SUnMatch} is not empty
3: for n = 1 to N do
Each user sends matching request to its most preferred
channel m∗ according to its preference list PF (UEn).
4: if |SMatch (m∗)| < 2 then
Channel m∗ adds UEn to SMatch (m
∗) and removes
UEn from {SUnMatch} .
end if
5: if |SMatch (m∗)| = 2 then
1) Identify the power allocation for every two users
in SςL ,SςL ⊂ {SMatch(m∗), n} according to the
corresponding proposition with qm∗ .
2) Channel m∗ selects a set of 2 users SςL satisfying
the objective functions Om∗ (ςl) > Om∗ (ςk) ,
ςl, ςk ⊂ {SMatch (m∗) , n}.
3) Channel m∗ sets SMatch (m
∗) = ςl,and reject other
users. Remove the allocated users from {SUnMatch},
add the unallocated user to{SUnMatch}.
4) The rejected user remove channel m∗ from their
preference lists.
end if
end for
end while
more interested in seeking a so-called stable matching, which
can be efficiently found by the deferred acceptance (DA)
procedure [35].
Definition 3. Given a matching Φ such that UEn /∈ Φ−1 (Cm)
and Cm /∈ Φ (UEn). If Om(Snew) > Om
(
Φ−1 (Cm)
)
where
Snew ⊆ {UEn} ∪ S and S = Φ−1 (Cm), then Snew is the
preferred user set for Cm and (UEn, Cm) is a preferred pair.
According to the DA procedure, each user sends a matching
request to its most preferred channel according to its prefer-
ence list, while this preferred channel has the right to accept
or reject the user according to the performance that all users
can achieve on this channel. Thus, the DA procedure is to
find preferred pairs for each user and each channel, which is
formally described in Algorithm 2. In Algorithm 2, the first
step is to initialize the preference lists of channels and users
according to the CNRs. Meantime, SMatch(m) and SUnMatch(m)
for m = 1, 2, · · ·M are respectively initialized to record the
allocated users on Cm and unallocated users. The next step is
the matching procedure, where at each round each user sends a
matching request according to its preferred list PF (UEn) for
n = 1, 2, · · ·N . Then, the channel accepts the user directly
if the number of the users on this channel is less than two,
otherwise only the user that can improve the performance will
be accepted. This matching process will terminate when there
is no user left to be matched.
Algorithm 3 Joint Channel Assignment and Power Allocation
Optimization
1: Initialize: qm =
P
M for m = 1, . . . ,M ;
2: Repeat
3: Obtain channel assignment {S Match (m)}Mm=1 using
Algorithm 2;
4: Compute p⋆1, p
⋆
2, q
⋆ according to the results in this
paper;
5: Until the prescribed iteration number is reached;
6: Output: {S Match (m)}Mm=1, p⋆1, p⋆2.
Now, we are able to jointly optimize channel assignment
and power allocation by using Algorithm 2 and the optimal
power allocation obtained in this paper, which is described in
Algorithm 3. In the initialization, the BS allocates equal power
budgets to all channels. In the next step, we obtain the channel
assignment using Algorithm 2, then update the optimal power
allocation for each user and power budget for each channel,
and so on.
Remark 9. It is worth pointing out that the optimal power
allocation provided in this paper can be jointly used not
only with the DA matching algorithm (i.e., Algorithm 2) but
also with any other assignment algorithms. One just needs
to replace Algorithm 2 by the desirable assignment algorithm
in Algorithm 3. Furthermore, our results can also reduce the
complexity of exhaustive search. Indeed, in [19], the exhaus-
tive search was performed in the joint continuous-discrete
dimension of powers and channels. Now, given the optimal
power allocation of all users over multiple channels for fixed
channel assignment, one can focus on searching the optimal
channel assignment by, e.g., checking all possible user-channel
matchings, which is a pure combinatorial problem but not a
mixed one anymore. In fact, we will show in the next section
that the performance of the proposed low-complexity joint
resource optimization method is quite close to that of the
globally optimal solution found by exhaustive search.
VII. NUMERICAL RESULTS
In this section, we evaluate the performance of the optimal
power allocation and the proposed joint resource optimization
method via numerical simulations. In simulations, the base
station is located in the cell center and the users are randomly
distributed in a circular range with a radius of 300m. The
minimum distance between users is set to be 30m, and
the minimum distance between users and BS is 40m. Each
channel coefficient follows an i.i.d. Gaussian distribution as
gm ∼ CN (0, 1) for m = 1, . . . ,M and the path loss exponent
is α = 2. The total power budget of the BS is P = 41dBm
and the circuit power consumption is PT = 30dBm. The noise
power is σ2m = BN0/M , where the bandwidth is B = 5MHz
and the noise power spectral density is N0 = −174dBm. We
set the user weights to be W1,m = 0.9 and W2,m = 1.1
for ∀m and the QoS thresholds to be Rminl,m = 2 bps/Hz
for l = 1, 2, ∀m. We compare the proposed joint resource
allocation (JRA) method that uses the optimal power alloca-
tion and matching algorithm, with OFDMA where each user
11
occupies a bandwidth B/N and the power is optimized in a
waterfilling manner, the DC method used in [20], [21] where
the power allocation was optimized via DC programming, the
conventional user pairing (CUP) method used in [36] where
the same channel is assigned to the users with a significant
channel gain difference, and the exhaustive search.
Fig. 1 depicts the minimum user rates of the NOMA system
using the proposed JRA method under the MMF criterion
(NOMA JRA), the CUP method with our optimal power
allocation for MMF (NOMA CUP), and the OFDMA system
for different total power budgets and user numbers. It is
clearly seen that NOMA is better than OFDMA in terms of
user fairness and the performance gap between NOMA and
OFDMA becomes larger as the number of users increases.
Meantime, the proposed JRA method outperforms the CUP
method.
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Fig. 1. Minimum user rate for different number of users versus
BS power
In Fig. 2, we display the sum rates achieved by various
schemes. SR1 JRA and SR2 JRA denote the proposed JRA
method for maximizing the weighted SR and the SR with QoS
constraints, while SR1 DC represents the DC method for max-
imizing the weighted SR. Meanwhile, SR1 CUP and SR2 CUP
use the CUP method with our optimal power allocation under
the criteria of maximizing the weighted SR and the SR with
QoS constraints, respectively. The number of users is 10 in this
scenario. As expected, all NOMA schemes (SR1 JRA, SR2
JRA , SR1 CUP, SR2 CUP and SR1 DC) outperform OFDMA.
Moreover, it is also observed that SR1 JRA outperforms SR1
DC. This is because the proposed resource allocation uses
the optimal power allocation while the DC method leads to a
suboptimal power allocation. In addition, both SR1 JRA and
SR2 JRA achieve better performance than SR1 CUP and SR2
CUP, which implies the proposed channel assignment method
is essential to the performance of the NOMA system.
Fig. 3 shows the spectral efficiency versus the number of
users. One can observe the similar phenomenon as in Fig.
2. where the spectral efficiency of NOMA outperforms that
of OFDMA and the proposed JRA method leads to higher
spectral efficiency than the DC method and the CUP method.
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Fig. 3. Spectral efficiency versus the number of users
Fig. 4 and Fig. 5 display the EE versus the power budget
of BS and the number of users, respectively. The proposed
methods for maximizing EE with weights or QoS constraints
are denoted by EE1 JRA and EE2 JRA, respectively, while
EE1 DC denotes the EE maximization using DC programming.
EE1 CUP and EE2 CUP represent the method of CUP with
our optimal power solutions to maximize EE with weights or
QoS constraints, respectively. From Figs. 4 and 5, one can
see that the EE of NOMA is significantly higher than that of
OFDMA. Meanwhile, EE1 JRA achieves better performance
than EE1 DC as a result of using the optimal power allocation.
EE1 JRA and EE2 JRA are respectively better than EE1 CUP
and EE2 CUP because the channel assignment is optimized
by the proposed joint optimization method.
Finally, in Fig. 6, all of our JRA methods are compared
to the exhaustive search (ES). Due to the high complexity
of ES, we set the number of users N = 6 and the power
budget of the BS ranges from 2W to 12W. From Fig. 6,
the performance achieved the proposed methods is very close
to the globally optimal value and the maximum gap is less
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Fig. 5. Energy efficiency versus the number of users
than 5%. Therefore, the proposed joint channel assignment
and power allocation method is able to achieve near-optimal
performance with low complexity.
VIII. CONCLUSION
In this paper, we have studied the power allocation in down-
link NOMA systems to maximize the MMF, sum rate, and EE
with weights or QoS constraints. The optimal power allocation
has been characterized in closed or semi-closed forms for all
considered performance criteria. We have explicitly considered
the power order constraints in power allocation problems and
introduced the concept of the SIC-stability to avoid an equal
power allocation on each channel in NOMA systems. We
have proposed an efficient method to jointly optimize the
channel assignment and power allocation in NOMA systems
by exploiting the matching algorithm along with the optimal
power allocation. The simulation results have shown that the
proposed joint resource optimization method achieve near-
optimal performance.
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