In this paper, we explore the dynamical features of a neural network model which presents two types of adaptative parameters : the classical weights between the units and the time constants associated with each arti cial neuron. The purpose of this study is to provide a strong theoretical basis for modeling and simulating dynamic recurrent neural networks. In order to achieve this, we study the e ect of the statistical distribution of the weights and of the time constants on the network dynamics and we make a statistical analysis of the neural transformation. We examine the network power spectra (to draw some conclusions over the frequential behavior of the network) and we compute the stability regions to explore the stability of the model. We show that the network is sensitive to the variations of the mean values of the weights and the time constants (because of the temporal aspects of the learned tasks). Nevertheless, our results highlight the improvements in the network dynamics due to the introduction of adaptative time constants and indicate that dynamic recurrent neural networks can bring new powerful features in the eld of neural computing.
Introduction
In recent years, arti cial neural networks have attracted considerable attention as candidates for novel computational systems. These types of large-scale dynamical systems, in analogy to biological structures, take advantage of distributed information processing and their inherent potential for parallel computation. The rst arti cial neural network models were feedforward; they are now widely considered as powerful tools to approximate functions, to execute classi cation tasks or to act as an associative memory. Their learning phase, the algorithm of error backpropagation, has been proposed by several researchers and readjusted to neural networks by Rumelhart, Hinton and Williams 63] ; moreover, it was proved that any continuous function can be approximated to any degree of accuracy by a feedforward network if there are enough hidden units 39] . This latter universality theorem gives a theoretical basis for the applications of multilayer feedforward neural networks to various problem domains; nevertheless, these domains are restricted to static tasks : recognition of characters, patterns, images, sequences, etc. Following the development of feedforward networks, some models were introduced presenting a generalization of the basic backpropagation algorithm dealing with feedback connections. Such recurrent neural networks have important capabilities not found in feedforward networks, including attractor dynamics and the ability to store information for later use 9, 66] . Hop eld proposed a content addressable memory model based on a recurrent neural network; it could be viewed as minimization of an energy function where memories corresponds to local minima in energy spaces. Nevertheless, unlike many other neural network learning techniques, the Hop eld network relies on a \single-shot" learning; the learning algorithm sums the auto-correlation for each pattern (these auto-correlations become the weight matrix) 36, 37, 38] . The rst important theoretical extension of backpropagation to recurrent networks that evolve toward xed points is given by Fernando Pineda 55, 57, 56] . A variety of approaches to learning in recurrent networks that settle to stable states, often regarded as associative memory networks, have been proposed by Lapedes and Farber in 43], Almeida 2, 3, 4] , and Rohwer and Forrest 58] . These authors have proposed new neural models including feedback connections to solve more e ciently typical feedforward networks tasks. Other researchers have focused on learning algorithms for more general networks that use recurrent connections to deal with time-varying input and/or output in nontrivial ways. A general framework for such problems was laid by Rumelhart, Hinton and Williams 63] , who unfolded the recurrent network into a multilayer feedforward network that grows by one layer on each time step. Other approaches to train recurrent networks to handle time-varying input and/or output have been suggested or investigated, among others, by Jordan 40 Being concerned with recurrent neural networks dealing with time-varying input/output, we introduce here a continuous-time neural model which presents two types of adaptative parameters : the classical weights between the units and the time constants associated with each arti cial neuron; these time constants represent the membrane time constants of the biological neurons 41]. The purpose of this paper is to study these dynamic recurrent neural networks (the term \dynamic" refers to the adaptative time constants). This kind of neural model can learn non-xedpoint attractors and presents high-level temporal behavior. An algorithm that learns non-xedpoint attractors and produces a desired temporal behavior over a bounded interval was developed and is known as TimeDependent Recurrent Backpropagation (TDRBP) 54] . It is important to notice that despite the huge amount of work and studies in the eld of feedforward networks, only very few results concern dynamic recurrent neural networks. But, it is very apparent that computation with non-xedpoint attractors has great potential with respect to temporal applications such as speech recognition, motor control, signal processing, etc. Moreover, as arti cial neural networks claim to be, even a little, inspired by the brain, concepts like dynamics, chaos, route to chaos and non-xedpoint attractors will be more and more introduced. Accordingly, if feedforward networks are universal approximators for continuous functions, it has been proved that recurrent neural networks are universal approximators of dynamical systems 17] . The goal of the paper is to provide a strong theoretical basis for modeling and simulating dynamic recurrent neural networks. The analysis of the dynamical behavior will help to understand the capabilities and limitations of these architectures. Our goal will be achieved by studying the e ect of the statistical distribution of the weights and the time constants on the network dynamics. In order to conduct this study, we make a statistical analysis of the neural transformation, we examine the network power spectra (to draw some conclusions over the frequential behavior of the network) and we compute the stability regions to explore the stability of the model. The paper is structured as follows: we will rst present the framework of our recurrent model (Section 2) and then discuss about the mathematical precautions that we have to take into account when considering the discrete-time version of a continuous-time model (Section 3). Later, we present a statistical analysis of our neural transformation for totally random networks; this analysis allows us to study the e ect of the distribution of the weights and their mean value w on the network behavior (Section 4). The in uence of the time constants on the network dynamics is considered in Section 5 where we compute the network power spectra and present a stability analysis of the models. Some practical applications are presented in Section 6. Finally, some concluding remarks are drawn in Section 7.
Notation
Normal typed characters denote scalar variables (x i ; y i ; r; :::) whereas a bold character denotes a vector eld (y = y 0 ; y 1 ; :::; y N ] T ). As far as a neural network is concerned, w ij represents the weight of the connection out of neuron i to neuron j. The variable x i is the total or e ective input of neuron i, y i , its output or activation and T i , its time constant. F( ) is the squashing function (sigmoidlike function). A y is the mean activity of the network (A y = 1=n: y j ) and A y 2 is the mean power of the network (A y 2 = 1=n: y 2 j ). We follow the propositions of Eberhart 24] and Fiesler 26] concerning the formalization of the neural network notations. Once considering statistics, a capital character represents the statistical distribution of its associate variable (X is the distribution of variables x i ). Overlined characters denote a mean value, 2
x the variance of x and f x its density function. The notation N( w; w ) denotes a gaussian distribution with a mean value w and a standard deviation w .
All the calligraphic characters (F, D, V, ...) are associated to the stability analysis using the Lyapunov functions. (2) which is the propagation equation of the network (x i is called the total or e ective input of the neuron). The time constants T i will act like a relaxation process. The correction of the time constants will be included in the learning process in order to increase the dynamical features of the model. The network consists of a series of fully-connected neurons. Therefore, each neuron in a n neuron network will have n connections (including a self-connection).
Some neurons will get the inputs, some will give the outputs and there will be a certain number of hidden units whose inputs and outputs stay within the network. These hidden units allow the network to discover and exploit regularities of the task at hand (such as symmetries or replicated structures). We should also notice that training algorithms that do not operate with hidden units (such as the Widrow-Ho rule procedure 74]) can be used to train recurrent networks without hidden units. Since we want our network to exhibit some particular temporal behavior, the error function will be a functional de ned as (8) Due to the integration of the system of equations (6) backward through time, this algorithm is sometimes called backpropagation through time. In order to avoid a misleading confusion, we have to di erentiate the algorithm of backpropagation through time proposed by Rumelhart et al 63] and the algorithm, also named backpropagation through time, presented in this paper. In the algorithm of Rumelhart, the behavior of a recurrent network is achieved in a feedforward network at cost of duplicating the structure many times (the recurrent network is unfolded into a multilayer feedforward networks that grows by one layer on each time step). Unfortunately, this simple solution is su ering from its growing memory requirement in considerably long training sequences. We use an algorithm that does not unfold the recurrent network but computes the learning equations using a forward and a backward step through time (time appears explicitly in the equations).
In the present algorithm, the error gradients are computed from the di erential equations. The resulting equations then must be numerically integrated for simulation (see Section 3). Williams and Zipser 75], for their algorithm called Real-Time Recurrent Learning (RTRL), adopted a di erent approach by rst discretizing the di erential propagation equation (1) and then calculating the gradients from the discretized equations (note that this latter algorithm does not include the correction of adaptative time constants). RTRL and its variants have been called forward gradient methods, as opposed to TDRBP and BPTT (proposed by Rumelhart) which are backward gradient methods. The learning equations (7) and (8) can be derived either using a nite di erence approximation, the calculus of variation, the Lagrange multiplier, or even from the theory of optimal control in dynamic programming using the Pontryagin Maximum Principle 12] .
In Appendix I, we use the Pontryagin Maximum Principle to derive the learning equations (7) and (8 3 Numerical Discretization of a Continuous-time model
To simulate a network governed by the equations (1) and (2) on a digital computer, we take the rst order nite di erence approximation (with a step t) to get a discrete-time model :
where we assume that terms I i (t) of equation (1) 
using Euler's method with a positive constant time step t : u(t + t) = u(t) + t G(u) (11) We could thus derive the map g t : IR n ! IR n :
The local asymptotic stability of a hyperbolic xedpoint u of (10) and thus (12) (14) where rG(u ) and rg t (u ) are the respective Jacobians of G and g t at u 31].
We want the discrete-time ow of the map g t to be asymptotically consistent with the continuous-time ow G de ned by (10) ; that means that, at a hyperbolic xedpoint u , the linear map (14) has the same stable and unstable subspaces as the linear ow (13) .
The Asymptotic Consistency Criterion gives the condition on time step t to ensure the map g t to be asymptotically consistent with G (let and be respective eigenvalues of rG(u ) and rg t (u ) related by = 1 + t ) :
Asymptotic Consistency Criterion : Let u be a hyperbolic xedpoint for both G in (10) and g t in (12) for a given t. The following are equivalent (i) g t is asymptotically consistent with G at u ;
(ii) j1 + t j < 1 for all attracting eigenvalues of the Jacobian rG(u ); (iii) t < ?2 Re( ) j j 2 for all attracting eigenvalues of the Jacobian rG(u );
The reader can nd a proof of this theorem in 73]. One can clearly understand how important it is to include the Asymptotic Consistency Criterion test in all our simulations since we are interested in a correct study of the dynamical behavior of recurrent neural networks. Another precaution that we have to take into account is that the adaptative time constants T i of the system do not approach too closely the time step t so that the system remains stable even after discretization. Therefore, the condition t T i must imperatively be respected for all i 10].
Statistical Analysis of the Neural Transformation for Totally Random Networks
A network transforms a vector input signal x (which is applied to the input neurons) to a vector output signal z (provided by the output neurons). For dynamic neural networks, this transformation occurs during the processing time interval 0 T] and will be denoted by z = T w :x where T w is a non-linear mapping function de ned by equations (1) and (2).
In this section, we will characterize analytically this neural transformation T w and give an e cient model that simulates the behavior of totally random recurrent networks. The goal of this statistical analysis is to study the e ect of the distribution of the weights on the neural model. This analysis is divided in two parts : a computation of the temporal evolution of a network macroscopic state variable (the network activity level) and a study of the stability of the transformation T w where we will compare the features of dynamic recurrent neural networks to feedforward networks ones.
In this section, we restrict ourselves to study the e ect of the distribution of the weights w ij on the network dynamics, the time constants T i are thus set to 1:0 and will remain unchanged.
Temporal evolution of the network activity level
Our goal in this part is to study and develop an analytical model that gives the evolution of a macroscopic state variable of the network versus time. In particular, we will consider the evolution of the mean activity level A y which is equal to the mean value of the neurons' activations (A y = 1=n y j ). We also want to quantify the impact of the mean value of the weights over the network behavior.
To evaluate the properties of our network, we consider a totally random system where the weights w ij are the realization of independent random variables subject to a gaussian distribution N( w; w ).
We can easily determine the distribution of the variables x i using equation (2) . These variables are independently, identically and normally distributed. The parameters are the following:
Mean : where A y = 1=n y j (the mean activity of the network) and A y 2 = 1=n y 2 j (the mean power of the network).
With these parameters, we will determine the distribution of variables y i (which are calculated with equation (1)). For this purpose, we will use the discretized equation (9) with a proper choice of a time step t (see Section 3). First, we will determine the distribution of the variables F(x i ), i.e. the distribution of a function of normally distributed variables. Since the distribution of X is given by N( x; x ) (see (15) ), the density function f sigmoid (u) of the variables F(x i ) can be calculated :
This density function can be approximated by a Gaussian function which parameters are shown below :
Mean : (17) Figure 1 shows the density function of the distribution F(x i ) (eq. (12)) and its normal approximation (eq. (17)) respectively. The di erence between the curves is simply due to the saturation e ect of the sigmoid function F( ). This di erence can be noticed for u < 0 and u > 1 : in these regions, the density function f sigmoid (u) is equal to zero (solid line).
Figure 1. to be inserted around here
The results of this rst step of computation give us the distribution of the last term of the discretized equation (9) (i.e. the distribution of the sigmoid of a normally distributed function).
We now replace the parameters of the distribution of variables x i in the parameters of the approximated distribution of F(x i ) (i.e. combining (15) and (17)). Afterwards, we use these parameters in equation (9) to compute the mean of variables y i versus time, or, as de ned previously, the mean activity A y of the network versus time :
A y (t + t) = (1 ? t) A y (t) + t 1 
With this postulate, it is almost guaranteed that M t = M(T t w :x 0 ) is close to M t which is the solution of an equation like (19) after t iterations with the initial condition M 0 = M(x 0 ) (for further details, see 6]). These statistical precautions allow us to consider eq. We see that a mean value of the weights w as small as 0:2 leads to the complete saturation of the network after about 40 iterations (indeed, A y , the mean value of the neurons' activations, is then approximately equal to 1). Such a sensibility to the mean value of the weights is quite obvious as the network will establish itself into a stable xedpoint after several time iterations : if the mean value is a little di erent than zero, a snow ball e ect happens that drives the network activations in the saturation zone of the sigmoid function.
This conclusion can help to choose an appropriate learning rate during the rst iterations of the learning. The learning rate must imperatively keep the mean value of the weights within an acceptable interval of values. A proper choice of the learning rate will help to avoid unstabilities inherent to the learning phase of recurrent neural networks.
Stability of the transformation T w
We have just seen that a recurrent network is sensitive to its weights distribution. After studying the evolution of some macroscopic variables, let us now examine some microscopic properties of the mapping T w : the stability of the transformation T w . Let us consider the input vector x 0 belonging to a neighborhood of an initial input vector x, it is interesting to study the evolution of the distance D 5 In uence of time constants on the network dynamics Section 4 looked at the in uence of the weights distribution on the network, the present Section will study the in uence of the other adaptative parameter on the neural model : the time constant. This study will be divided in two parts : rst we will examine the network power spectra and study the frequential behavior of the network; secondly, we will compute the stability regions around xedpoints to qualitatively study the dynamical behavior of the network in respect to the values of time constants.
Note that, from here, the squashing function F( ) is de ned between ?1:0 and 1:0 (instead of between 0:0 and 1:0) in order to obtain a symmetry of the stability regions around 0:0.
Network power spectra
Our aim here is to characterize the network behavior and its accessible dynamics by computing power spectra of nodes. This characterization will give us interesting considerations concerning the in uence of the time constants on the frequential characteristics of the temporal sequences generated by dynamic recurrent neural networks. We consider below 200 neuron networks whose weights and time constants are the realization of independent normal gaussian variables. 
The FFT data was summarized into two numbers per node : a. P i , mean power over frequency
b. S i , entropy measure of power over frequency S i = ?
where P 0 (k) is the normalized power spectrum. We averaged these values for the whole network and got two mean values : P and S. We can interpret the mean power measure P as an indication of the ranges of oscillations present in the network. The entropy measure S gives an indication of the width of the power spectrum : a single peak spectrum will have S equals 0. A complex periodic oscillation behavior will have larger values of S, large values indicate a chaotic oscillation behavior with a broadband power spectrum 59].
We simulated the network as described previously for each value of the ( w; T) parameter pair. The weights mean value w varied from 0:0 to 0:2 whereas the time constants mean value T ranged from 1:0 to 2:0 (we used a time step t = 0:01 to ful ll the requirements We see from Figure 4 that an increase of w will increase the mean power P : this con rms the result of Section 4.1 (we can make an analogy between the mean power of the network based on the activities A y 2 and the frequential mean power measure P ). The proportional relation between w and P is due to the fact that a higher mean value of the weights makes the network evolve quickly to the saturation zones of the sigmoid. Figure 4 also shows that an increase of the mean value of the time constants T has no e ect on the frequential mean power P but it will a ect the entropy measure. Figure 5 shows the entropy measure S versus w and T. S is much higher for low values of w : a quite normal fact because, for these values of w, the network remains far away from the clipping zones and works in the linear part of the sigmoid functions : the oscillations can be wide. For a given w, we see that the entropy measure increases with T. Indeed, if the time constants T i 's have higher values, the network will settle itself more slowly to a stable state, allowing a more complex frequential behavior.
In conclusion, w will a ect the frequential mean power P and the entropy measure S because it determines the working region of the sigmoid where the network will mainly operate (linear, non-linear or saturation). When saturation occurs, the mean power measure will be nearly maximum whereas the oscillations (and thus the entropy measure) quite weak. The time constant mean value T will only modify the frequential behavior and thus S.
Computation of the stability regions
The analysis of the network power spectra gives us insights of the in uence of time constants on the frequential behavior of the network. An alternative study to characterize the in uence of T i 's on the network dynamics is to compute the stability regions corresponding to some particular equilibrium points and to study their evolutions with respect to time constants. Indeed, the success of regenerating a desired temporal behavior, leading to a particular nal state, from a partial information is directly related to the stability boundaries of attraction of the corresponding nal state. This success, as we will see, depends on the time constant values. We will use the method described by Michel et al in 49] that calculates the boundaries of stability regions using the classical Lyapunov functions. Moreover, we will improve the computation using an iterative method of re nement described in 14]. This method has been applied to simple two neurons networks (see 15])
We are interested here in the stability region of a locally stable equilibrium point y of a dynamic recurrent neural network. The concept of stability regions is de ned as the set of all initial conditions which have the property that any solution trajectories starting from them eventually approach the corresponding stable equilibrium point 50]. If we consider the particular case of our network, which can be described as a nonlinear dynamical system by the equation : dy(t) dt = F net (y(t)) (27) where F net summarizes the action of the network (through eq. (1) and (2)) during the interval of processing. The solution curve of (27) starting from y 0 at time t = t 0 is called a trajectory denoted by (y 0 ; t) (and thus (y 0 ; 0) = y 0 ). The stability region of the equilibrium point y can thus be written as :
S(y ) = y 0 2 IR n ; lim t!1 (y 0 ; t) = y (28) That means that S(y ) contains all the point of the state space IR n that will induce a curve that ends at y . The problem is now to estimate this domain of attraction, denoted by S. 
where is a positive constant and F net ( y) is the function de ned in equation (27) . It has been proved that the set D V 1 (r ) is also included in the exact stability region S(y ).
The expansion scheme continues with the generation of new Lyapunov functions : 
At each step, a new stability region estimate is obtained using the same critical level value of the original Lyapunov function V(y) : r 15, 49] .
In order to get exploitable results, we applied this method to a network of three neurons; the network was limited to such a small size just to allow us to visualize the stability regions in the three-dimensional space IR 3 of the activations (y 1 ; y 2 ; y 3 ).
As opposed to the methods exposed in Sections 4 and 5.1, the studied three-neuron network has been trained with the backpropagation through time algorithm. We trained the network in a particular way : we set the initial state (y 0 1 ; y 0 2 ; y 0 3 ) of the three neurons and the network has to learn to evolve alone to the desired xedpoint (y 1 ; y 2 ; y 3 ) corresponding to the initial state. The rst training set is given by Table 1 and it is analogous to the truth table of a logical AND. Figure 6a The activation of neuron 3 is always set to 0.0 at the beginning and it gives the result of the AND operation. Table 1 . to be inserted around here
After the training, we modi ed the time constants in a decreasing way to examine the e ect of the time constant values on the network dynamics (being careful that the network still exhibits the same xedpoints behavior). Figures 6b, 6c and 6d shows the stability regions associated to the xedpoints (-1.0;-1.0;-1.0) and (1.0;1.0;1.0). Each gure presents the comparison between the stability regions of the system with normal and small time constants. Inner regions are always associated with small T i 's. The axis labels are the respective activations y i of the three neurons. The stability regions were computed with the method described previously. The rst e ect of small time constants is to make the stability regions shrink dramatically. Figure 6 . to be inserted around here
The second training set is given by Table 2 . We introduce a bit more complex dynamics : we force the network to exhibit three xedpoints. To sum up the e ects of time constants, we can say that T i 's play an important role in the network dynamics. They can heavily increase the dynamics and improve the features of the network but their variations can also induce deep modi cations in the dynamical asymptotic behavior. Note that we did not simulate the classical exclusive-or problem because it requires a four neuron network and it would have been impossible to visualize the stability regions with 3D plots. The joint research between P.I.P. Laboratory and the Neuroscience Department of the Faculty of Medicine of Mons uses dynamic recurrent neural networks to simulate some particular parts of the brain. We apply this kind of neural model to two applications concerning the simulation of the neural integrator of the human oculomotor system and the simulation of the kinematics of the human arm.
Simulation of the integrator of the human oculomotor system
The oculomotor system is responsible of all the eye movements. These movements are either volunteer (such as pursuit or saccadic movements) or re ex (such as the vestibuloocular re ex : VOR). This latter re ex (VOR) is very important in the study of ocular movements : the VOR moves the eyes whenever the head moves, so that the line of sight does not change in space and images remain relatively stationary on the retina. The oculomotor system receives thus di erent input signals : from the paramedian pontine reticular formation (PPRF) for the execution of volunteer saccadic movements; from the retina which gives a signal proportional to the error between the fovea (the center of the retina) and the target in an ocular pursuit movement; from a push-pull pair of semicircular canals (located in the ears) which sense angular head velocity and use it as an eye-velocity command to execute the VOR. All these signals are treated by the oculomotor system which, then, sends command signals to the eye-muscle motoneurons (responsible of the movements).
In the brain, the signals are coded in the modulation of each discharge rate around a steady background rate of about 100 spikes/s. The motoneurons of the extraocular muscles drive the eyes with discharge rate (also coded as modulation around a background rate of about 100 spikes/s) that are proportional to a combination of desired eye velocity and position : the eye-velocity component overcoming orbital viscosity (it initially moves the eye), the eye-position component counteracting orbital elasticity (it maintains the eye in an eccentric position). When the neurophysiologists studied the oculomotor system, they noticed that all the incoming signals were coded in term of velocity but the command signals sent to the eye-muscles motoneurons were coded in term of velocity and position : an integration was clearly occurring. Cheron et al (1986) 13] showed that the neural integrator lies in the nucleus prepositus hypoglossi of the brainstem. This neural integrator has something fascinating : it is the rst time that the role of a biological neural network is described in a very sharp way in mathematical form : y(t) = R x(t)dt.
We use dynamic recurrent neural networks to e ciently model this network and we got extraordinarily plausible results 22]. Indeed, the neural integrator network is composed with individual neurons that have a time constant around 5 ms; this time constant must be increased to get the experimentally observed time constant of the biological network (roughly 20 s). A dynamic recurrent neural network with adaptative time constants is the best way to achieve this increase of four order magnitude.
Simulation of the kinematics of the human arm
We also successfully used dynamic recurrent networks to e ciently explore and identify the complex temporal relationship between the patterns of muscle activation represented by the electromyography signal (EMG) and their mechanical actions in three-dimensional space 21].
The cause-and-e ect sequence of events that takes place for a human movement to occur is complex : after a registration of the movement command in the central nervous system, there is a transmission of the movement signals to the peripheral nervous system; these signals induce the contraction of the muscles that develop tension (with concomitant generation of electromyographic signals). These contractions generate forces at synovial joints; these joint forces are regulated by the anthropometry of the skeleton and induce the movement of the rigid skeletal segments in a manner that it is recognized as the functional movement desired by the central nervous system. We are interested in the relationship between the electromyographic (EMG) signals (which are a re ect of the command signals sent by the central nervous system to the muscles) and the movements of the skeletal systems. Unfortunately, the application of traditional methods to explore this relationship (such as mechanical and statistical rules) lack the satisfaction of some required conditions : for example, in the case of biomechanics, some values cannot be measured (e.g. inner forces can only be estimated). Nevertheless, the identi cation of this relationship enable to discern the role of each muscle during a particular movement. This is a particular important problem, e.g. in order to help persons with pathological movements (for example pathological gait) due to a bad synchronization of a particular muscle during the movement. Several techniques have been proposed to solve this complex problem using techniques such as the theory of optimization, the identi cation using mathematical high-order functions or statistical correlation between EMG and limb movements. All these techniques require important approximations on the EMG signals and/or provide poor simulation results. We used an alternative approach based on an arti cial dynamic recurrent neural network. The goal that we assign to our network is to map the biomechanical transformation : EMG signals to limb position. In particular, the network has to identify the complex relationship between muscle activity and upper-limb dynamics when subjects draw complex movements with the extended arm in free-space. Right-handed subjects were asked to draw as fast as possible a gure eight with the right extended arm in free-space. The range of duration of the gure eight movement oscillates between 1200 and 1500 ms. The movements of the arm were recorded and analyzed using the optoelectronic ELITE system including 2 TV cameras working at a sampling rate of 100 Hz (that means about 4000 sampled data points per sequence). Our results highlight the success of the dynamic neural computing solution : the network converges to a plausible dynamical behavior of the human arm; random perturbations to the EMG input signals lead to similar output predictions and changes to a single muscle EMG give biomechanically plausible trajectories. Moreover, we also proved 20] that, as opposed to simply replicating training examples, the network can generalize the behavior of the human arm (the network can generate unlearned trajectories).
The main interest of this application lies in the insight it gives about the mapping from arm muscle activation states to arm motion. The quality of the network identi cation of the mapping will allow to clearly interpret the role of each muscle in any particular movement. Our method succeeds whereas several others (estimating individual muscle forces by means of mathematical optimization theory, study of the mechanical action of each muscle, even feedforward networks) have failed or gave poor results to solve the complex problem of muscular redundancy.
Concluding remarks
This paper presented applied results from the analysis of complex dynamical systems to qualitatively and quantitatively study the underlaying mathematical foundations of dynamic recurrent neural networks. After a presentation of the learning algorithm which allows the training of dynamic networks (that deal with time-varying inputs and outputs), we showed how the discrete-time model of a network can preserve the continuous-time model's dynamical features. The Asymptotic Consistency Criterion gives us strong conditions on the choice of time step t. We applied statistical results to elaborate a model of our neural transformation for totally random networks. This model points out the importance of the mean value of the weights w on the network behavior. Moreover, when studying the stability of the network transformation T w , we showed how important it is to choose a recurrent network for a strong mapping.
The above results only concern the in uence of w on the network. Furthermore, we studied the e ects of the new adaptative parameters on the network, the time constants T i 's. In order to do that, we rst led a study of the network power spectra that showed the evolution of frequential parameters with w and the mean value of T i 's, T. Our experiments demonstrate that w a ects the frequential power (the amplitude of oscillations present in the network) and the entropy measure (proportional to the width of power spectrum).
Indeed, high w values drive the network to the saturation zone of the sigmoid functions.
The time constants mean value only a ects the entropy measures allowing the network a more complex frequential behavior. We reinforced the study of the in uence of time constants by using methods for estimating the domain of attraction of an asymptotically stable equilibrium. We established the variation of the volume and the numbers of these regions with a variation of T i 's.
All the results highlight numerous interesting aspects of dynamic recurrent neural networks that show that these networks can bring new powerful features in the eld of neural computing. Therefore, in Section 6, we showed how dynamic recurrent neural networks can help the simulation and the understanding of complex human systems. We are presently studying some other applications of dynamic neural networks in the eld of mathematics (such as interpolation tasks i.e., for the forecasting of stock market value), of engineering (active noise control) and of neuroscience and biomechanics.
Appendix I.
In Section 2, we present the framework of our neural network as well as the learning equations. In this Appendix, our aim is to demonstrate the formulas (7) and (8) which give the corrections to apply to weights and time constants. These equations can be derived either using a nite di erence approximation, the calculus of variation, the Lagrange multiplier. To establish these equations, we will use the theory of optimal control in dynamic programming using the Pontryagin Maximum Principle.
The Pontryagin Maximum Principle
In 1956, a principle, leading to the solution of the general problem of nding a control process was proved by L. S. Pontryagin 12] . This principle gives an interesting framework to solve the general case of minimizing an arbitrary functional of the integral function of variable systems. So, let us consider the dynamical system which is described by a system of di erentiable equations of the n-th order : dy i dt = f i (y 1 ; ::: ; y n ; u 1 ; ::: ; u r ; t) i = 1; :::; n (I.1) where (y 1 ; ::: ; y n ) is the phase point describing the system in the n-dimensional phase space Y n and (u 1 ; ::: ; u r ) the control vector. The optimal problem can be formulated in the following way : 0 ; 1 are two given points in Y n ; from the class of permissible controls, it is necessary to select a control u(t); t 0 t t 1 , for which there is a suitable path y(t) from equation (I.1), de ned over the whole segment t 0 t t 1 and joining the points 0 ; 1 : y(t 0 ) = 0 ; y(t 1 These latter equations are the Hamilton-Pontryagin equations.
Time-Dependent Recurrent Backpropagation (Backpropagation Through Time)
Our goal is to train recurrent neural networks (with n neurons) represented by the following mathematical model (see eq. (1) and (2)). Note that, for this rst step, we do not take the time constants into account. where F(x) is the classic sigmoid function and w ji the connection weights. As we want our network to exhibit some particular temporal behavior, the error function has been de ned as a functional : E = R t 1 t 0 q (y(t); t) dt (see eq. (3)).
We will use the Maximum Principle to demonstrate the learning equations (7) and (8) We have shown in Section 4.1, how we can calculate a gaussian approximation for the density function f sigmoid (u) of the distribution of the sigmoid of a normally distributed function. This gaussian approximation helps us to compute the temporal evolution of the mean activity level A y . Nevertheless, using the approximation, we lose the saturation e ect of the sigmoid; in this appendix, we will show how we can take it into account.
We use the following parameters to approximate f sigmoid (u) with a gaussian function : Mean : The idea is to calculate the proportion of variables which is lower than 0 and bigger than 1 using the approximation of F, that we will denote byF, whose density function is the gaussian function de ned in (II.1). Indeed, the mean value of the approximation is equal to (using (15) where N X>0 is the statistical number of neurons whose variable x is lower than zero, AF ;X<0 is the mean value of the functionF(X) for the neurons whose variable x is lower than zero,and n is the total number of neurons. The di erence between F andF is that AF ;X<0 is not equal to 0; for the sigmoid function F, if the variable x is lower than zero, F(x) is mapped to 0 and A F;X<0 vanishes. This conclusion applies also to the last term : AF ;X>1 is di erent from A F;X>1 which equals 1.
To improve the computation of AF (X) , we will calculate N X<0 , N 0<X<1 , AF ;0<X<1 , N X>1 , and set AF ;X<0 to 0 and AF ;X>1 to 1.
The new terms of (II. With all these modi cations, we have an approximation of the density function f sigmoid (u) and we take into account the saturation e ects. Legend for Figure 1 Density function f sigmoid of the distribution of the sigmoid of a normal distribution F(X) (solid line).
This function can be approximated by the density function of a normal distribution (line-squares -see text for the parameters). The main di erences between the two functions can be noticed for the values of u near 0.0 and 1.0 due to the saturation e ect of the sigmoid.
Legend for Figure 2 Comparison between the evolution of the predicted (dotted line) and the real mean activity A Legend for Figure 4 Mean power measure P of a 200 neuron network versus weights mean value w and time constant mean value T. These parameters w and T were varied and each resultant system was run with 30 initial weights and time constants chosen at random, each of them was run with 10 di erent random initial state of the neuron activations. Each entropy measure has been computed using a 512-point fast Fourier transform. We can interpret the mean power measure as an indicator of of the ranges of oscillation present in the network. We see that an increase of w increase the mean power P whereas a change in the mean time constant does not a ect the mean power.
Legend for Figure 5 Mean entropy measure S of a 200 neuron network versus weights mean value w and time constant mean value T. The mean entropy measure has been computed in the same way that the mean power measure.
The mean entropy measure gives an indication of the width of the power spectrum. Note that, as opposed to w, S depends on both w and T.
Legend for Figure 6 Legend for Figure 7 Plots corresponding to the dynamics with three xedpoints (see Table 2 .). Fig. 7a and 7b show the stability regions for normal time constants; Fig. 7c , 7d the stability regions for small time constants. The xedpoint (0.0;0.0;0.0) gave birth to two distinct di erent xedpoints. Fig. 7e shows the comparison of the stability regions with normal (dotted areas) and small time constants (solid areas).
