The eigenvalues of the radial Schr6dinger equation are calculated very accurately by obtaining exact upper and lower bounds. By truncating the usual unbounded domain [0,cx~) of the system to a finite interval of the form [0,g], two auxiliary eigenvalue problems are defined. It is then proved that the eigenvalues of the resulting confined systems provide upper and lower bounds converging monotonically to the true eigenvalues required. Moreover, each auxiliary eigenvalue problem gives rise to an orthonormal set involving Bessel functions. The matrix representation of the Hamiltonian is, therefore, derived by expanding the wave function into a Fourier-Bessel series. Numerical results for single-and doublewell polynomial oscillators as well as Gaussian type non-polynomial potentials illustrate that the eigenvalues can be calculated to an arbitrary accuracy, whenever the boundary parameter g is in the neighborhood of some critical value, denoted by Ecr. (~
Introduction
In the last decade there has been a great deal of interest in studying the discrete spectrum of the radial Schr6dinger equation where (, v2k and ck denote the coupling constants. Anharmonic oscillators and well potentials remain in the first class whenever the limit operation is removed and M is set to be a positive integer in (1.4), giving simply a polynomial of degree 2M with v2M > 0. In general, any potential, for instance, the Gaussian potential of the form -A e -~, which possesses a convergent power series in r 2 about r = 0 can be represented by (1.4) . The second class includes the hydrogen-like systems such as the screened Coulomb potentials. In particular, a perturbed Coulomb problem is encountered when the series in (1.5) is truncated. Hence, the problem of solving a radial Schr6dinger equation occurs frequently in quantum field theory and molecular physics and is of importance for both theory and applications [1, 12] . The mathematical problem in (1.1)-(1.3) is a singular Sturm-Liouville problem for which the closed form analytical eigensolutions are available only for a few classes of potentials [16, 26] . It is, therefore, necessary to solve the eigenvalue problem approximately. Several particular forms of potentials in (1.4) and (1.5) have been treated by direct numerical integration techniques [5-7, 15, 23, 27, 32] by Rayleigh-Ritz variational and Hill determinant approaches [4, 17, 18, 21, 22, 30, 31] by Rayleigh-Schrrdinger and inner product perturbation series [1, 10, 24, 25, 29] and by moment [2, 8] and phase-integral methods [13] . We do not feel that it would be appropriate here to attempt comparing the relative efficiencies of established methods. Indeed, they could be regarded as useful and worthy depending on their special limitations. For more discussions on the methods in [1, 2, 4-8, 10, 13, 15-18, 21-27, 29-32] we refer the reader to the aforementioned papers and references cited therein.
Although many methods produce good numerical results, almost all of them are potential function dependent and, in fact, their applicability is usually not uniform with respect to the parameters of a chosen potential function. Furthermore, most of them provide only some approximations to the eigenvalues, giving no bounds at all. For some methods providing eigenvalue bounds, see [27, 30, 31] . In the preceding papers [21, 22] of the present authors, highly accurate results were achieved by finding approximations which converge from above to the eigenvalues of the radial Schrrdinger equation, when the potential is a polynomial.
In this work, we first prove a theorem in Section 2 which makes it possible to determine two-sided bounds for the eigenvalues E. In Section 3, expanding the solutions of two auxiliary eigenvalue problems, we obtain approximations to both upper and lower bound eigenvalues. The method is applied, in Section 4, to a general potential given by (1.4). Although we deal, in this paper, explicitly with a potential in the form of (1.4), the method can also be applied effectively to solve hydrogen-like systems in (1.5). In fact, the two classes of problems are related in higher-dimensional spaces, and there exists certain passage formulas between the anharmonic oscillators and the perturbed Coulomb problem [11, 14, 22] . The last section concludes the paper with a discussion of the results as usual.
The auxiliary eigenvalue problems
Transforming the dependent variable in (1.1) from ~ to y, y = r(N-2)/2~, we shall consider the differential equation We should note that in this set up, the asymptotic boundary condition in (1.2) has been replaced by the condition in (2.2) on truncating the infinite interval of r to [0,Z] . Note also that the eigenvalues E(f) of A a tends to E of the original Schrrdinger operator in (1.1) as f---~cc, when a ~ 0 and b=0.
For finite values of f, a solution y is said to satisfy Dirichlet-type boundary condition if a = 1 and b = 0, and von-Neumann-type boundary condition if a --0 and b = 1. We denote by E+(f) and E-(~) the corresponding eigenvalues of 5¢. In what follows, we make use of the inner product defined by (2.4) relative to which the eigenfunctions of ~e are orthogonal.
We may now state our theorem on which the main idea of this paper based. 
In view of (2.4) it follows from (2.7) that d_E_E __dE (~ O~-~ 'y) -E (~,y) .
(2.8)
Applying integration by parts formula to the first integral on the right-hand side of (2.8) we find implying that E+(() decreases monotonically to its limit E as E-+ c~. Case 2: Neumann-type boundary condition: Now, we deal with an eigenfunction y-(r,E) of LP subject to yi(f,f)=0, in which case Eq. (2.11) leads to y~(f,E)= -y~(E,g').
Setting r=E and solving (2.1) for y;r(E,E) we see that E 1 Clearly, E-(f) has a minimum at f = d0 for which
and increases monotonically for f > ~0, if V(~) >E-((). It is well known, from the classical oscillation and comparison theorems [3] , that the Dirichlet eigenvalues E+(f) for any fixed quantum number n are always greater than the von Neumann eigenvalues E~-(() with the same quantum number n. As a result, the limiting value of E~-(#) as E---~oc is bounded from above by E,. Therefore, (2.13) and (2.16) now imply that E<E+(f) (2.18) for all f > 0, and that E>E-(f) (2.19) for all positive values of f for which V(~)>E-(E). Note that V(E)>E-(d) can be replaced by V(f)>E, and it is a sufficient condition for (2.19) . This suggests evidently that the boundary parameter f should lie beyond the classical turning points of a specific state in question, which completes the proof. In conclusion, the auxiliary eigenvalue problems produce upper and lower bounds to the eigenvalues E of the original non-confined system. Thus accurate calculation of E can be accomplished, provided that a method is developed for computing E+(() and E-(f) to any desired accuracy for each fixed f. The difference [E+(f)-E-(f)[ is then a rigorous measure of the error in the determination of E.
The Fourier-Bessel expansion
The Schr6dinger equation (2.1) for which
reduces again to the Bessel differential equation
of form (2.22) . This equation accompanied with the boundary conditions in (2.2) and (2.3) describes the motion of a free particle, which is regarded as the unperturbed eigenvalue problem in this work. The same approach was used in [19, 20] for solving two-and three-dimensional non-separable potentials, where the unperturbed problem similarly defined produces orthonormal basis sets in terms of simple trigonometric functions. In the present case, we see that the sequence of the Bessel functions ~n(r)=CnJv(2nr), (3.3) contains the required solution of the unperturbed eigenvalue problem for each natural number n, provided that 2, is chosen in such a way that
is a root of (3.5) where ( which is referred to as the orthogonality property of Bessel functions [28] . Because of (3.6), the normalization constant C, is taken as The orthonormality relation suggests evidently that the wave function of the perturbed problem formulated in (2.1)-(2.3) be expanded in terms of the eigenfunctions ~b, of the unperturbed problem. Hence, we may propose a solution of the form y(r)= ~-'~a,~,(r), (3.9) n=l which is the Fourier-Bessel expansion of the wave function with the linear combination coefficients a, to be determined. The infinite series representation of y(r) converge correctly to the exact solution since x/Ty(r) is integrable on [0,/]. This follows directly from (2.3) since v~>0, and from the fact that the only singularity of the differential equation is located at the origin. A detailed discussion about the validity and convergence of such a series expansion, however, may be found in [28] .
It should be noted that, if (a, b)= (0, 1 ) then 0~ 1 = 0 is a zero of Jd(x) with a non-zero contribution to (3.9 ) and yet (3.6) is assumed to hold for positive zeros. This fact does not create any problem, since we also have
when v = 0, for all n.
Truncated matrix eigenvalues for E+(f) and E-(E)
The numerical implementation of the method can be accomplished by means of a truncated Fourier-Bessel series. Thus, we propose the trial solution 
og.- our numerical experiments show that there exists a critical value of ( for which
where e > 0 can be made as small as we please. At the numerical side of this work, c is prescribed to be 10 -z° so that the bound state eigenvalues E will be computed to about 20 significant figures. The derived expressions are very general in the sense that no assumption is made about ~n. If, however, ~n'S are the zeros of either J~(x) or J'~(x) with a specific #~>0, then it can be shown that the integrals j~u,k) can be expressed in terms of the zeros ~n. Therefore, no evaluation of any Bessel function is required, which makes our method even more desirable.
Under the Dirichlet-type condition, we obtain a two-dimensional array [M, N] of approximants for E+(f). Similarly, the use of the von Neumann-type boundary condition leads to the estimation of E-({) for sufficiently large values of M and N. Clearly, Theorem 1 implies that E+(E) -E-(t ~) with a given f stands for the uncertainty in the eigenvalues E of the non-confined system. Despite the lack of a rigorous mathematical proof of To illustrate the performance of our method, we deal explicitly with the harmonic oscillator V(r)=r 2, q=2, (4 Note that some examples of two-and three-dimensional problems are to be solved only without any loss of generality. In fact, as discussed in [9, 13, 18, 22 ] the spectrum of the eigenvalue problem remains unchanged for a prescribed value of 2l + q. Hence, the eigenvalues in q dimensions, denoted by JT(q) with the radial and angular quantum numbers n~ and l, respectively, are degenerate in such 
r,l --L'nr,l--1 =L'n,-,l--2 = " " " --L"nr,2 --'t'anr, l --L'nr,O '
when q is even, and 
~,l --~"n,,l--I --~'n~,l--2 --" " " --~"nr,2 -~ ~"nr, l --~"n,,O '
when q is odd, where ~,(2) and p(3) ~,,,0 "-',r,0 are single in the system. Thus, it suffices to handle the cases q--2 and 3 to cover the whole spectrum of the q-dimensional case. It is clear, from (2.1), that the parameter v is an integer and half an odd integer when q =2 and 3, respectively, so that the numerical algorithm requires the zeros ~, of either the Bessel functions of integer order or the spherical Bessel functions, which are calculated by making use of the Mathematica software. Another remark is that the harmonic potential in (4.13) is an analytically solvable system in the unbounded domain, which provides a convenient testing ground to deduce the confidence in the accuracy of our two-sided bounds. It should also be noted that the polynomial potentials in (4.13)-(4.15) are exactly represented by the general form of V(r) in (4.4), for special values of the parameters v2k and the degree M. Therefore, in these cases the general approximation scheme for finding the eigenvalues reduces to a single sequence of N, the truncation size of the eigenfunctions. Table 2 Lower and upper bounds to eigenvalues E (2) , for several quantum numbers m and l, of the potentials V(r)= r zK as a 
Numerical results and discussion
In this article, an extensive numerical analysis of the aforementioned quantum mechanical potentials are presented. In Table 1 , N-truncated eigenvalue bounds for the two-dimensional harmonic oscillator are tabulated and compared with the exact analytical results. It is shown that both lower and upper bounds converge from above as N increases, and their significant digits so determined provide indeed two-sided bounds on the eigenvalues of the unbounded system. Furthermore, more accurate bounds can be achieved by way of increasing •, confirming the mathematical analysis in Section 2. Tables 2 and 3 list eigenvalue bounds for two-and three-dimensional potentials of the type r 2K in (4.14). To denote lower and upper bounds, we employ the notation in which, for example, 2.344...2098/9 in the first row of Table 2 Table 4 , we report eigenvalues of the potential in (4.15) as a function of Z 2. This potential is interesting, because it stands for a two-well potential with two minima in Cartesian coordinate system. It is well known that many numerical difficulties are encountered in finding the eigenvalues for large values of Z 2. In fact, the system does not describe a physical phonemena since the discrete eigenvalue spectrum does not exist as Z2---~ oo. We see, from Table 4 , that the eigenvalues for Z2= 100 stabilize to a 20 figure accuracy at a truncation size which is relatively very large. Tables 5 and 6 characterize the exact solution more precisely and to obtain a better approximation for the potential function, respectively. Thus, the conforming digits of consecutive approximants are regarded as significant digits. There is an important difference between the spectra of the two exponential-type potentials considered here. The potential in (4.16) with ~,>0 has solely a discrete positive spectrum in both the truncated and the original unbounded intervals. In contrast, the Gaussian potential in the unbounded domain possesses a finite number of discrete states located on the negative real axis together with a continuous spectrum which covers the entire positive real axis in the eigenvalue complex plane, for proper (small) values of y. When ~, exceeds a so-called threshold value, the discrete negative spectral points can not survive any more and merge fully into the continuous spectrum. In the truncated interval, however, the spectrum of the Gaussian potential becomes a purely discrete one for all 7, since an infinite potential is assumed for r I> d. We see, from Table 6 , that this discrepancy in the spectral nature of the original and the confined Gaussian potentials does not affect at all the accuracy of our method in computing the discrete states. Only the number of terms M we should take in the series representation of the potential increases to this end. We observe that the trivial eigenvalue ordering properties E (q) >E (q) and P(q) >E (q) (5. which is independent of the potential under consideration and the space dimension q.
To conclude, accurate numerical bounds for the discrete states of a wide class of Schr6dinger potentials can be determined by the method developed in this paper. In principle, it may also be extended to a general Sturm-Liouville system defined on an infinite domain. The treatment of the eigenvalue spectrum of this more general problem along the same lines is in progress.
