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INTRODUCTION 
Background Information 
The computer is being used in more ways today than were 
even thought to be remotely possible twenty years ago. Boehm 
(8, p. 57), reporting on the results of an Air Force study, 
says that in the 1980's "perhaps forty percent of the labor 
force will be trusting implicitly in the results produced by 
computer software." Computer software is defined (59, p. 99) 
as "(a) computer's programs, plus the procedure for their 
use." Developments in software have played a significant role 
in the growth of computing by making the use of computers 
easier for and more accessible to persons with a wide range of 
problems. Special purpose languages have been developed so 
human beings can instruct the computer using a language 
similar to that with which they are familiar. Such languages 
are called programming languages. Two decades ago computer 
programmers were primarily persons who had majored in other 
fields, such as engineering or mathematics, and they were 
self-taught as far as programming languages were concerned. 
Schools have since accepted the responsibility of teaching 
computer programming languages and their use. Not only do 
students who plan to become full-time programmers take such 
courses but students who may use the computer as an aid in 
their work also enroll. 
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Teaching computer programming has its own unique features 
as compared to teaching other subjects. Gruenberger (28) 
elaborated on those differences. One point he emphasized was 
the fact that computing is a dynamic subject. A good example 
is the current emphasis on "structured programming." Dijkstra 
(22) is generally credited with having started the special 
emphasis by writing a letter to Communications of the ACM in 
which he expressed his belief that the "GO TO" statement in 
programming languages was the cause of many problems 
encountered when programs are tested and/or modified. One 
reason that interest in structured programming has grown is 
because of the increase in the ratio of software costs to 
hardware costs (the costs of the machines themselves). 
Prywes (51) predicted that software costs would increase from 
the ten billion dollars in 1970 to two-hundred billion dollars 
in 1985. By comparison, he predicted the increase in revenue 
for hardware would be from the five billion dollars in 1970 
to twenty billion dollars in 19 85. In earlier days of com­
puter programming cleverness and trickery were desirable, and 
sometimes necessary, traits so teachers passed these traits 
along to their students. The current role of the teacher was 
described by Lecarme (37, p. 62). 
We think one of the most important ideas a 
teacher must give his students is that a 
tricky program is not a good program. He 
must make them capable of attaining conciseness, 
structure, and clarity, which are probably the 
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most important qualities of any program. We 
intentionally omit efficiency, because we 
believe that a program that is concise, 
structured and clear must be efficient, 
otherwise the programming language is bad. 
Since the goals of structured programming are in line 
with this concept, it appears that structured programming may 
become an integral part of programming courses. As the con­
cepts of structured programming become generally accepted in 
the computing world, programmers will be expected to be 
familiar with those concepts. Admittedly, FORTRAN is not the 
best language to illustrate structured programming but 
students can begin to develop an awareness of these concepts 
in FORTRAN programming courses. Basic concepts of structured 
programming may help students to organize their thoughts and 
thus improve their problem-solving capabilities. 
Teachers of computer programming, like other teachers, 
are faced with the problem of trying to determine, early in 
the course, which students may need extra help or may not be 
prepared to take the course. Changing admissions require­
ments, affirmative action efforts, the abolishment of the 
draft, and the economy have all helped to bring about changes 
in the student bodies at most universities. As a result, 
classes have become more heterogeneous. Researchers have 
used aptitude, personality, abilities, and interest tests in 
attempts to acquire the ability to be able to predict students' 
success in courses in many areas, including computer 
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programming. They have met with varying degrees of success. 
Unfortunately, even the successful results may not be appli­
cable today because of changes in the student body. Continual 
research is needed to keep up with changes in technology and 
the composition of the student population. This research is 
needed to form a basis on which improved predictive capabili­
ties and teaching techniques can be developed. 
Statement of the Problems 
The purpose of this study was two-fold. First, it was 
an attempt to find an aid that instructors of computer pro­
gramming could use to help their students become better 
programmers by current standards. Second, it was an attempt 
to find measures which could be used to help students ascer­
tain the probability of taeir success in computer programming 
courses. More explicitly, the main problems were: 
To determine if students who have been exposed to the 
structured coding and documentation concepts of 
structured programming in a FORTRAN programming course 
become better problem solvers and are more successful in 
the course than students who have not been exposed to 
ihose concepts 
and 
To determine which of the more widely available measures 
are most useful as predictors of success in a FORTRAN 
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programming course. 
Associated with those two main problems were two sub-problems : 
To investigate the possibility that there are measures 
that can be used to separate students who would profit 
more from exposure to basic concepts of structured 
programming from those students who would profit less 
and 
To investigate the possibility that prediction could be 
improved by blocking with respect, to factors such as sex. 
Hypotheses 
S tructured programming as an aid to learning FORTRAN 
1) For each of the six criterions there were no 
significant differences between the mean of the criterion for 
the experimental group and the mean of the criterion for the 
control group. 
Predictors of success in a FORTRAN programming course 
1) The linear coefficients of each of the independent 
variables used in the regression models for each of the 
criterions were equal to zero. 
2) For each of the criterions there was no significant 
difference between the mean of the criterion for those 
students who scored above average on the Group Embedded 
Figures Test and those who scored below average. 
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3) For each of the criterions there was no significant 
difference between the mean of the criterion for those 
students who had less than four years of high school mathe­
matics, those students who had four years of high school 
mathematics, and those students who had more than four years 
of high school mathematics or its equivalent. 
4) For each of the criterions there was no significant 
difference between the mean of the criterion for those 
students who expected to receive an "A" in the course, those 
students who expected to receive a "B" in the course and those 
students who expected to receive a "C" in the course. 
5) For each of the criterions there was no significant 
difference between the mean of the criterion for those 
students who thought they would spend seven or more hours each 
week in preparation for the course and those students who 
thought they would spend less than seven hours in preparation. 
6) For each of the criterions there was no significant 
difference between the mean of the criterion for those 
students whose socioeconomic ranking was above the average 
ranking for the students in this study, as determined by the 
Duncan Socioeconomic Index, and those students whose ranking 
was below the average. 
7) For each of the criterions there was no significant 
difference between the mean of the criterion for those 
students whose high school ranking was above the average 
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ranking for the students in this study and those students 
whose ranking was below the average. 
8) For each of the criterions there was no significant 
difference between the mean of the criterion for those 
students whose scores on the SVIB introversion/extroversion 
scale were above the average and those students whose scores 
were below the average. 
9) For each of the criterions there was no significant 
difference between the mean of the criterion for those 
students whose scores on the SVIB social service Basic 
Interest Scale were above the average and those students 
whose scores were below the average. 
Interaction between the experimental treatment and the 
selected predictors 
1) For each criterion there was no significant inter­
action between mathematics background and exposure to basic 
concepts of structured programming. 
2) For each criterion there was no significant inter­
action between scores on the Group Embedded Figures Test and 
exposure to basic concepts of structured programming. 
3) For each criterion there was no significant inter­
action between the grade the students expected and exposure 
to basic concepts of structured programming. 
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4) For each criterion there was no significant inter­
action between the number of hours the students thought they 
would spend in preparation for the course and exposure to 
basic concepts of structured programming. 
5) For each criterion there was no significant inter­
action between the socioeconomic ranking of the students and 
exposure to basic concepts of structured programming. 
6) For each criterion there was no significant inter­
action between the students' high school rankings and exposure 
to basic concepts of structured programming. 
7) For each criterion there was no significant inter­
action between introversion/extroversion scores on the SVIB 
and exposure to basic concepts of structured programming. 
8) For each criterion there was no significant inter­
action between SVIB social service basic interest scores and 
exposure to basic concepts of structured programming. 
Blocking tests 
1) For each of the eighteen independent variables there 
was no significant difference between the appropriate descrip­
tive statistic for the female students and the corresponding 
statistic for the male students. 
2) For each of the eighteen independent variables there 
was no significant difference between the appropriate descrip­
tive statistic for the upper classmen and the corresponding 
statistic for the lower classmen. 
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3) For each of the eighteen independent variables there 
was no significant difference between the appropriate descrip­
tive statistic for the foreign students and the corresponding 
statistic for the American students. 
4) For each of the eighteen independent variables there 
was no significant difference between the appropriate descrip­
tive statistic for the students in the control group and the 
corresponding statistic for the students in the experimental 
group. 
Importance and Usefulness of the Study 
The need, selection, and training of computer programmers 
The drastic change in the ratio of software to hardware 
costs that was alluded to in the introduction is reflected in 
the Air Force study reported on by Boehm (8). In 1955 soft­
ware expenditures accounted for less than twenty percent of 
the total Air Force computing budget. It was estimated that 
by 1985 software expenditures would account for more than 
ninety percent of that budget. If the results of that study 
are any indication, there will certainly be a need, at least 
through the 1980's, for well trained persons who can develop 
and maintain the software. Universities, colleges, community 
colleges, and vo-tech institutes will continue to supply most 
of the trained persons entering the programming field. 
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Boehm (8, p. 52) said: 
Clearly, selecting the right people provides 
more leverage than anything else in improving 
software productivity. But this isn't easy. 
He also stressed the need for research into selection 
and training techniques: 
Still, the potential payoffs are so large that 
further work in the areas of personnel 
selection, training, and evaluation should be 
closely followed (8, p. 52). 
Judging by comments made by some computer programming 
teachers, they feel frustrated at not being able to do as 
good of a job as they would like. Gruenberger (27), an 
experienced teacher in computer science, said that he would 
not trust ninety-seven percent of his programming students 
with access to the computer master files when they begin their 
job. Wegner (71, p. 471) said; 
Practical training programs require a great 
deal of instructor's time and computer time. 
Moreover, we do not know how to teach "good" 
programming habits. 
Contributing to the frustration that some teachers feel 
is the fact that the preparation of their students is changing 
from year to year. For example, in 1970-71 the ACT or the SAT 
scores were required for all new freshmen at the University of 
Wisconsin - Superior. That requirement for admission was 
dropped and now only those students who graduate from high 
school in the bottom one-fourth of their class have to supply 
scores. Some schools have adapted an open-admissions policy. 
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Ambitions of the students also have a role. When they began 
college, seven percent of the class of 1975 at the University 
of Wisconsin - Superior stated that they planned to obtain a 
doctorate degree. Fourteen percent of the following class 
had similar aspirations. When asked if they need help in 
choosing a major, thirty to forty percent of the freshmen 
students at the University of Wisconsin - Superior answered 
in the affirmative (14, 15, 34). Students will waste less of 
their time searching for the right major if good counseling 
and advice is available. 
Choice of what to teach 
In giving highlights of the 1974 Lake Arrowhead Workshop 
which focused on structured programming, Ross (58) said that 
the drop in hardware costs had brought software development 
costs into proper focus. Brown (9, p. 148) stated that in 
the sixties the emphasis was "on inventiveness, cleverness, 
and exotic solutions to problems." He estimated that the last 
twenty percent of the development of a program took eighty 
percent of the time. He recalled how often programmers say 
that the job would be done as soon as a few more "bugs" were 
corrected. Quite often it takes too long to find and correct 
those "last few bugs." Bloom (6,- p. 128) supported that view= 
point: 
12 
Execution and initial coding . . . are a part 
of a multi-step process of code/debug/execute/ 
maintain, and they are the two least costly 
elements of the process. Debugging and 
maintainence are the time, money, and resource 
e a t e r s  . . . .  
Wirth (72, p. 257) offered a possible solution to the 
problem: 
It is the very fact that computation has 
become very cheap in contrast with the 
salaries of programmers, that squeezing the 
machine to yield their utmost in speed has 
become much less important then reliability, 
correctness, and organizational clarity. 
Not only is the teacher faced with the problem of what 
aspects of programming to emphasize in the course but he(she) 
is also faced with the problem of which programming language(s) 
to teach, Boehm (8) traced computer language developments. 
In 1955 machine language was used primarily. Programmers at 
that time wrote the computer instructions in a code that the 
machine could interpret directly. By 1970, high level 
languages, such as FORTRAN, were used extensively^ The com­
puter software translates the high-level instructions into 
machine language which the computer can then execute. Boehm 
believed that by 1985 programmers will be using structured 
programming approaches predominantly- Since FORTRAN is not 
easily adaptable to the structured programming approach maybe 
the time has come to abandon FORTRAN and teach languages that 
are more adaptable. Opinions vary. 
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Gries (25, p. 85) said; 
FORTRAN was at the time of its creation a 
great step forward, and its creators are to 
be commended for it. However, as we look at 
what we want today, we find it is completely 
out of date. For example, it has none of the 
control statements we feel are necessary. 
Lecarme (37) suggested that if a clear, concise, and 
structured program was inefficient then it was the language's 
fault. He believed that FORTRAN was a "dirty" language and 
that it did not allow the teaching of proper programming 
techniques. Wirth (72) agreed. He defined programming as 
the art of systematically developing algorithms and then went 
on to say that using FORTRAN to teach programming cannot be 
defended in the context of computer science education. Some 
persons disagreed with these opinions, however. 
Ten years ago McCormick (41, p. 6) supported the teaching 
of FORTRAN by saying, "It is easier to learn ALGOL once one 
has mastered FORTRAN." Perhaps he still has a valid point 
because it so happens that ALGOL is more adaptable to struc­
tured programming than FORTRAN. Brown (9, p. 150) said, 
"Old programming languages never die, and so a new language 
complicates programming by giving yet another language to 
learn." In trying to determine the potential market for a 
new text he was writing, McCracken (42) surveyed a sample of 
the universities. Thirty-five thousand students were repre­
sented by the replies which revealed that seventy percent 
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would be taught FORTRAN in their first computing course. In 
response to the question, "If FORTRAN is the predominant 
language for beginners at your school, how would you estimate 
the probability that it will still be the predominant language 
in five or ten years?" Forty percent answered "High" for over 
the next decade, twenty-seven percent answered "Low" and 
twenty-four percent answered "Who knows." McCracken concluded 
that "FORTRAN is very thoroughly entrenched, and that it is 
not likely to be displaced in a big way any time soon" (42, 
p. 237). Horowitz (30) gave as reasons why FORTRAN maintained 
pre-eminence the lack of a successor, existing subroutine 
libraries, a standardized subset, economy, and the availability 
of good compilers (translators) everywhere. Withington (73) 
did not believe the functional capabilities of FORTRAN would 
change much through the early eighties. At that time dialects 
of FORTRAN to accommodate structured programming will have 
been developed. Twenty preprocessors that would accept 
structured FORTRAN had already been developed by 1975. A 
report on them was given by Horowitz (30). 
The available hardware is another factor that must be 
considered when the decision of what language to teach is 
made. Instructional languages that emphasize structured 
programming are being developed. Their use at colleges 
having limited computer facilities is questionable. Where 
there is already a wide range of users vying for the use of 
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the computer it is doubtful if the addition of a new language 
would meet with approval. For the time being instructors at 
such colleges will probably have to tolerate the use of 
FORTRAN, COBOL, and Assembler languages as the primary batch-
process computer languages. 
Suggestions that may be helpful to teachers facing this 
dilemma have been made. Rosin (57, p. 435) said: 
It is possible to teach the rules for creating 
well-formed statements in a given programming 
l a n g u a g e  . . . .  
Smoliar (64, p. 294) gave three commandments for FORTRAN 
programming : 
1- The source code should be built on a 
foundation of readable and relevant 
comments . . . 
2- The program structure should reflect 
the design strategy . . . 
3- Find ways to implement any desirable 
constructs which are not built into the 
la n g u a g e  . . . .  
Summary of importance and usefulness of the study 
It seems, then, that there will continue to be a need 
for well-trained computer programmers. Some will make 
computer programming their career; others will use computer 
programming as a tool in other careers. Instructors in 
computer programming will be faced with the problem of 
choosing the languages to be taught and the techniques to be 
used in developing good programming skills - by current 
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standards. At institutions where computer facilities are 
somewhat limited it is especially desirable to have available 
the results of studies that can be used to help make intelli­
gent choices in this area. 
Limitations of the Study 
1 - CSCI 210 was d three-credit, one-semester course. The 
basic objective of this course was to teach the funda­
mentals of the FORTRAN programming language as given in 
the outline in Appendix B. Results are not necessarily 
applicable for courses with other objectives and/or 
schedules. 
2 - The students in CSCI 210 formed a heterogeneous group with 
respect to majors, preparation, previous experience, year 
in college, and motivation. Results are not necessarily 
applicable to more homogeneous classes or to classes in 
which students have different preparation, motivation, 
etc. 
3 - The University of Wisconsin - Superior had a hands-on 
policy with the instructional IBM-1130 computer used by 
the students in CSCI 210. Results of this study are not 
necessarily applicable at institutions with other 
facilities. 
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The results of this study are limited by the limitations 
of the measuring devices used. 
The two interest tests were given at different times, two 
months apart. 
"Structured programming" as used in this context is a 
very limited interpretation of the term as it is usually 
understood in the computing world of 1975. 
The final selection of the best predictors for each of 
the criterions was conditional on the fact that the number 
of independent variables under consideration was first 
reduced by using the correlation-intercorrelation matrix 
and then by using a preliminary step-wise regression 
analysis. 
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REVIEW OF LITERATURE 
Selection and Prediction Studies 
Computer programming is a relatively new field but there 
has been a substantial amount of research and investigation 
into the problem of selecting persons who can be trained to 
be good programmers. Discussion here will be mainly limited 
to studies that were directed toward the determination of 
measures that could be used to predict success in computer 
programming courses at the post-secondary level. Discussion 
includes aptitude tests for computer programmers, aptitude 
tests in other areas, mental abilities tests, personality 
traits tests, interest scales, pictorial reasoning tests, 
socioeconomic factors, and achievement scores. 
Aptitude tests for computer programmers 
Mayer and Stalnaker (40) reported on a survey of organiza­
tions in Canada and the United States that was made by Dickman 
in 1966. He wanted to determine to what extent computer pro­
grammer aptitude tests were being used in the selection of 
computer personnel. The results were that sixty percent of the 
sample of 581 organizations were using the International Busi­
ness Machines (IBM) Programmer Aptitude Test (PAT) either alone 
or in conjunction with other instruments. He also commented 
that up until that time there had been few substantial 
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validity studies made of the IBM-PAT. Nevertheless, this 
test had gained wide acceptance in industry and business. 
Reinstedt et (52) did make a validation study and found 
there was a wide variation among organizations in the correla­
tion between the IBM-PAT scores and supervisor ratings. 
One purpose of a study made by Bauer et al. (5) was to 
examine the validity of the use of existing instruments, 
including the IBM Aptitude Test for Programmer Personnel 
(ATPP) which is a revision of the IBM-PAT, as predictors of 
success in programming courses. They found a correlation 
coefficient of 0.51 between the course grade and the IBM-ATPP. 
Grade point average (GPA) showed the highest correlation ratio 
of 0.68. When two variables were considered at a time the 
best combination was GPA and the figures series part of the 
IBM-ATPP. The multiple correlation coefficient between those 
two variables and the course grade was 0.76. 
Correnti (17) reported on a test-retest reliability 
study of the IBM-ATPP. The correlation coefficient between 
the first total score and the retest total score, taken one 
month later, was 0.88. The coefficients for the number series, 
the figure series, and the arithmetic reasoning parts of the 
test were 0.79, 0.73, and 0.57, respectively. He used the 
total score as one of sixteen variables in his study to 
determine which of the cognitive as well as the conative 
(such things as motivation, perseverance, flexibility, ability 
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to work with others, ability to work under pressure, find 
adjustability) factors were the most useful in predicting 
success in a computer programming course. He found the 
correlation coefficient between course grade and the IBM-ATPP 
total score was significantly different from zero but it was 
not included in the best pair of predictors. 
Alspaugh (1) also used the IBM-ATPP scores in her selec­
tion of the best predictors of success in a FORTRAN pro­
gramming course. The correlation between the course grade 
and the arithmetic reasoning part of the IBM-ATPP was 0.309. 
Between course grade and the number series part it was 0.290. 
Both of those were significantly different from zero at the 
0.05 level. The correlation coefficient between the course 
grade and the figures part of the IBM-ATPP, the measure that 
Bauer et al. found useful, did not differ significantly from 
zero in Alspaugh*s study. Also, the correlation coefficient 
bstwssn grade and the total score of the IBM-ATPP did not 
differ significantly from zero. Alspaugh found that none of 
the IBM-ATPP scores contributed significantly in the multiple 
regression analysis. 
At Chattanooga State Technological Institute the IBM-
ATPP was given to students entering the Computer Science and 
Data Processing curriculum. Ritch (55) made a historical 
survey comparing graduates with drop-outs from that 
curriculum. The drop-outs had taken at least three of the 
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core courses. Ritch found that the correlation coefficient 
between the GPA for the computer core courses and the IBM-ATPP 
score was 0.383 for the graduates and 0.364 for the drop-outs. 
(The last five digits of the coefficients given in Ritch's 
paper have been dropped.) 
Mussio and Wahlstrom (45, p. 28) reported that a pre­
liminary study they made "revealed that the commonly used IBM 
(1964) Aptitude Test for Programming Personnel (ATPP) is not 
a useful instrument for post high school candidates and 
recommended that use of the test for selection purposes be 
discontinued at the community college level." 
The IBM tests are not the only ones being used. Wolfe 
(75) was author of the Aptitude Assessment Battery: Pro­
gramming. It was a four-hour test. The test, however, was 
not available to individuals. Using his test, Wolfe (76) did 
find that females were more predictable than males when it 
came to predicting course grades. Although Mussio and 
Wahlstrom (45, pp. 26-46) found the IBM-ATPP test unsatis­
factory for their use, they did use the Computer Programmer 
Aptitude Battery (CPAS), a ninety minute test. The correla­
tion coefficients between course grade and the diagramming, 
the reasoning, and the verbal meaning scores were 0.49, 0.41, 
and 0.28, respectively. The first two were significant at the 
0.01 level; the third was significant at the 0.05 level. In 
his summary of results using the CPAB, Johnson (35) reported 
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that the correlation coefficients between the CPAS scores and 
course grades range from 0.46 to 0.71. Coefficients between 
CPAB scores and supervisor rating had been disappointingly 
low, he said. 
Aptitude tests in other areas 
Bauer et (5) used the College Qualification Test 
(CQT) scores as possible predictors of success in a programming 
course. As mentioned earlier, the best predictor in their 
study was CPA and the correlation coefficient between GPA and 
course grade was 0.68. Between course grade and the numerical 
part of the CQT the correlation coefficient was 0.53. With­
out the GPA, the multiple correlation coefficient between 
course grade and the CQT-numerical score with the figures 
analogies score of the IBM-ATPP was 0.61. 
The Cooperative School and College Abilities Test (SCAT) 
verbal and quantitative scores were used by Alspaugh (1) in 
her study. Neither of these correlated significantly differ­
ent from zero with course grade. 
Four of the sixteen variables that Correnti (17) used 
were aptitude scores from the State University of New York 
(SUNY) Admissions Examination. Just like the IBM-ATPP score 
in his test, none of the four aptitude scores contributed 
significantly to the regression analysis. The quantitative 
measure Or the SUNY Admissions Examination was the only one 
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of the four whose correlation coefficient with final grade 
was significantly different from zero. 
Two of the ten variables used by Buff (10) in his 
attempt to develop a prediction equation for success in a 
programming course were the Scholastic Aptitude Test (SAT) 
verbal and mathematics scores. If it is assumed that correct 
formulae were used throughout Buff's analysis and not formulae 
such as the one for variance given on page thirty-six of his 
dissertation, then perhaps his results can be considered. 
Each of the two SAT scores added significance to the regres­
sion equation which had seven variables. The numerical 
coefficients of both scores in the regression equation turned 
out to be negative. Buff defended the decision to keep these 
"suppressor" variables in the equation with a discussion in 
the appendix of his paper. 
Jacobs (32, pp. 98-110) used both SAT scores as possible 
predictors of success in FORTRAN programming courses. He 
found a zero-order correlation between final exam grade and 
the SAT-math score of 0.140. Between exam grade and SAT-
verbal it was 0.293. In a step-wise multiple linear regres­
sion analysis the SAT-verbal was the only one of the two to 
appear. The regression equation had three variables and 18,1% 
of the variance was accounted for using the equation. The 
three variables were found to be a significant predictor of 
final exam scores at the 0.1 level. 
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Some of the Chattanooga State students in Ritch's study 
had taken the SAT examinations. Ritch (55) compared the 
correlation coefficient between GPA and SAT-math for the 
graduates with that of the drop-outs. The coefficients were 
0.427 and 0.238, respectively. This variable was the most 
useful in his study but he concluded that the percent of 
explained variance was too low for the measure to be of use 
as a high predictor of success in the curriculum. 
Mental abilities tests 
The use of mental abilities tests as aids in the selec­
tion of computer personnel has a relatively long history. In 
1957 Rowan (60) reported that scores from the Primary Mental 
Abilities Test had been used in the selection of computer 
personnel with some success but he cautioned that validation 
studies had not been made. In 1962 Sweetland (66) used the 
Otis Higher Examination Form D with twenty minutes allocated 
as one predictor of success in a programming course. The 
correlation coefficient between grades in the course and the 
Otis scores was 0.39. Two years later Reinstedt et (52) 
reported on a study in which the Test of Sequential Instruc­
tions (TSI) had been used as a predictor. Just as in the case 
of the IBM-PAT he found a wide variation in the correlation 
between the TSI scores and the supervisor ratings. 
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Mussio and Wahlstrom (45, pp. 26-46) used the Thurstone 
Test of Primary Mental Abilities in their study. Three of 
the six scores from this test correlated significantly dif­
ferent from zero with final course grade. Verbal meaning 
(0.26) and word grouping (0.29) were significant at the 0.05 
level. Number facility (0.30) was significant at the 0.01 
level. None of the six variables, however, appeared in the 
best regression equation resulting from a step-wise multiple 
regression technique. 
The Watson-Glaser Critical Thinking Appraisal (WGCTA) 
was used in three studies that were reviewed. This appraisal 
had five parts: 1-Inference, 2-Recognition of Assumptions, 
3-Deduction, 4-Interpretation, and 5-Evaluation of Arguments. 
There is also a total test score. None of the six scores 
correlated significantly different from zero with the FORTRAN 
grade in Alspaugh's (1) study. Hunt and Randhawa (31) 
attempted to find tests that could be used to measure differ­
ences between students that computer programming instructors 
had observed in their classes. The five test scores of the 
WGCTA accounted for 17.6% of the observed variation whereas 
the total WGCTA accounted for only 9.1%. The best combina­
tion of variables that Hunt and Randhawa found for explanation-
of-differences had four variables. The deduction score of the 
WGCTA was the only one of the Watson-Glaser scores to appear. 
The four variables accounted for 23.1% of the observed 
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variance. Hunt and Randhawa divided the class into two groups 
based on the grade they had received in the course. The mean 
deduction score of the WGCTA for the high group was 19.6 and 
for the low group it was 17.4. The F-ratio of 10.9 indicates 
that these scores were significantly different at the 0.05 
level. Jacobs' study (32, pp. 98-110) was the third to use 
the Watson-Glaser Appraisal. The correlation coefficient 
between parts 1, 3, 4, and 5 of the WGCTA and the final grade 
were -0.215, 0.277, 0.148, and 0.177, respectively. It has 
already been mentioned that SAT-verbal was one of three 
variables in the best regression equation that Jacobs found. 
The other two variables were the inference (1) and the deduc­
tion (3) scores of the WGCTA. The success of that regression 
equation was described on page 23. 
Some Chattanooga State students in Ritch's study (55) 
had taken the Otis IQ test. He compared the correlation 
coefficient between GPA and Otis score for the graduates with 
that of the drop-outs. The coefficients were 0.391 and 0.305, 
respectively. Ritch concluded that the Otis score was not 
useful in predicting success at Chattanooga State in computer 
programming. 
Personality traits tests 
Correnti (17) used Form C of the Brown and Holtzman 
Survey of Study Habits and Attitudes in his research. Four 
scores are obtained with that survey. The "teacher approval" 
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score and the "education acceptance" score each correlated 
significantly different from zero with the final grade. 
Correnti concluded, however, that neither was useful as a 
predictor of success in the programming course. 
The Job Analysis and Interest Measure (JAIM) instrument 
was used by Cross (19, pp. 69-91) in his study. This instru­
ment was designed to measure personal qualities of the worker 
which influence his job. From that standpoint it does not 
appear that the results of Cross' study are appropriate to 
the present study. The results of his study are included, 
however, because of the possibility that the "portrait of a 
programmer" that he found can be used as a guide in finding 
ways of predicting success in programming courses. Cross 
(19, p. 84) wrote: 
In summary then, this author perceives the 
programmer as a rather special individual, 
wishing to work in isolation, or at least 
willing to; avoiding the various features of 
the organization which involve interaction 
and possible confrontation with others, 
including supervision and being supervised, 
avoiding structure and routine, and being 
motivated primarily by achievement rather 
than external reward, status, or approval 
of others. 
In the second phase of his study Cross (20, pp. 140-166) 
attempted to improve the JAIM profile for computer programmers. 
The results of the first phase were basically supported but in 
addition the "social service" value was correlated signifi­
cantly with job satisfaction, in the negative direction. 
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Cross concluded from his validation study that the JAIM pro­
file could be used for job placement. Like other self-report 
inventories, the J AIM is susceptible to possible faking if 
the respondent knows what the desired profile happens to be. 
Alspaugh (1) used the Thurstone-Temperament Schedule in 
her study. The correlation coefficients between the impulsive 
score, the sociable score, and the dominant score with the 
FORTRAN course grade were -0.383, -0.313, and -0.285, respec­
tively. The first was significant at the 0.01 level while 
the other two were significant at the 0.05 level. 
Zabarenko et al. (78, pp. 92-108) were developing a test 
that could be used to select persons having personality traits 
similar to those of successful programmers and to help those 
who were developing training programs. The test, called the 
TABRA (tabula rasa), had three parts: a semantic differ­
ential test, a sentence completion test, and a test where the 
respondents were asked to rank pictures of objects and ink­
blots in the order of their similarity with the computer. The 
test was not ready for use at that time and no reference has 
been found to it since then. It may have very limited use on 
campuses. They reported that "for one graduate student the 
idea of a 'personality test' induced frank panic" (78, p. 99). 
Interest scales 
Sweetland (66) used the Kuder Occupational Preference 
Record in his study. He recommended at that time that the 
29 
test be used conservatively, at least until it had been 
validated. 
Reinstedt et (52) gave the programmers in their 
study the Strong Vocational Interest Blank (SVIB) and found 
that programmers tended to be scientific, professionally 
oriented, and esthetic individuals. He concluded that the 
SVIB could be useful but at that time there were no programmer 
keys for the SVIB. The keys were later developed and vali­
dated by Perry and Cannon (48, 49). As for other occupations, 
there were separate keys for males and females. In the case 
of the male programmers in their study they found that 
seventy-three percent scored in the range 45 - 90 on the 
programmer key whereas they estimated that only six percent 
of men-in-general would score in that range. 
The correlation coefficient between the SVIB computer 
programmer scores and course grade in the study made by 
Bauer et (5) was 0.33. It was already mentioned that the 
best pair of predictors in that study was GPA and IBM-ATPP(II). 
The best combination of predictors that they found included 
those two plus the SVIB-Programmer score. By adding on the 
latter, the multiple correlation coefficient was increased 
from 0,76 to 0.81. 
Mussio and Wahlstrom (45, pp. 26-46) believed that 
interest scores may significantly add to the predictability 
of other measures. They used the SVIB-Programmer scores in 
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their study. It has been mentioned that the best single 
predictor in their study was the diagramming subtest score of 
the Computer Programmer Aptitude Battery. The SVIB-Age 
Related score contributed more than any of the other variables 
when paired with the diagramming score. The correlation co­
efficient between SVIB-Programmer and course grade was 0.37 
which was significantly different from zero at the 0.01 level. 
This measure did appear in the regression equation which 
included the best four predictors. The multiple correlation 
coefficient for the four was 0.67. Mussio and Wahlstrom 
found that the mean grade for the course among those students 
who scored above fifty on the SVIB-Programmer scale was 3.13. 
For those students who scored less than fifty the mean grade 
was 1.96. These means were significantly different at the 
0.01 level. 
Earlier versions of the SVIB had separate tests for 
males and females. A combined version, the SVIB-SCII:T235, 
was later published (12). In this revision items with sex 
bias and items with a reference to gender were deleted. New 
scales were developed so both sexes were scored on all scales. 
Four types of scores were given on the reports. (1) Six 
scores were given on "General Occupational Themes." These 
scores were a measure of how the examinee's responses to the 
items on the test which were related to the basic theme com­
pared to those of adults in general. (2) Twenty-three "Basic 
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Interest Scale" scores were given. Occupations were grouped 
in the twenty-three categories and items were selected which 
differentiated persons with common interests in those occupa­
tions. The score was a measure of how the respondent's 
replies on those items compare with replies given by adults 
in general. (3) Occupational scale scores were given for 
many occupations including those for computer programmer. 
This score was a measure of how the respondent's replies to 
the test items compared with those of satisfied persons who 
were working as computer programmers. (4) Three special 
scores were given. A negative score on the "Infrequent 
Responses" scale indicated that the replies that were made 
were very unusual and the other scores on the test must be 
questioned as to their validity. The "Academic Orientation" 
(AOR) was a measure of how the respondent replied to items 
that were found to discriminate between successful and non-
successful high school and college students. The "Intro­
version-Extroversion" score (IE) was the third special 
interest score. It was a measure of how the respondent 
replied to items that were found to discriminate between 
introverts and extroverts as measured by the MMPI social 
introversion-extroversion scale. 
There is another popular interest test, the Kuder Occupa­
tional Interest Survey (KOIS). The KOIS-Form DD gave scale 
scores for college majors as well as for occupations. 
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Separate listings were given for males and females but 
respondents were given a score for each occupation and each 
college major in both lists. The KOIS also gave a warning 
score, the "v" score. A score of 45 or less would cast some 
doubt on the validity of the scores that were reported for 
that individual. Cronbach (18, p. 471) said, "One might sup­
pose that scores having similar titles in various inventories 
would correlate highly, but this is not the case." He 
reported that median correlations between the SVIB and the 
KOIS for several similar scales was 0.25. He offered a pos­
sible explanation in that the two tests were normed differ­
ently. 
The occupational keys for the SVIB were developed by 
comparing responses made by a sample of satisfied persons in 
the occupation with those made by a sample of the population-
in-general. If a somewhat larger percent of the occupational 
group responds "Like" to an item that response on the key was 
assigned a +1 value. If a somewhat larger percent responds 
"Dislike" to an item then that response on the key was also 
assigned a +1 value. If the sample of the population-in-
general should respond to an item with a somewhat larger per­
cent than the occupational sample then that response was 
assigned a -1 value. Thus, each of the three choices on 
every item is assigned one of the values: -1, 0, or +1. The 
score an examinee received on a particular key was determined 
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from the algebraic sum of the values corresponding to his 
choices. The important point to note is that the key for a 
particular occupation was developed by making a comparison of 
responses between a sample of persons satisfied with their 
work in that occupation and a sample of the population-in-
general. That was the essential difference between the two 
norming procedures. 
In the case of the KOIS, the examinee was given a score 
on an item based on the percent of the occupational sample 
group that responded similarly. For example, if the responses 
of the occupational sample group had a percentage distribution 
as indicated here: 
Most Least 
Choice 1 60 32 
Choice 2 15 33 
Choice 3 25 35 
and the examinee decides that he would most like Choice 2 and 
least like Choice 1, then his score on the item would be 
15 + 32 or 47. His overall score on a key for a particular 
occupation was a comparison of the total of his item scores 
with the maximum score he could have gotten, 60 + 35 on the 
above example. The scores, then, just depended on the 
responses made by the persons in the sample of satisfied 
employees in that occupation. 
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Another difference was pointed out by Zytowski (79, 
p. 121): 
It is generally accepted that the SVIB 
concentrates on white-collar occupations 
and the MVII (Minnesota Vocational Interest 
Inventory) on blue-collar ones: perhaps 
one strength of the KOIS is that it samples 
both these composite levels. 
One of the special scales given on the SVIB was the 
academic orientation (AOR) score. In Mussio and Wahlstrom's 
study (45, pp. 26-46) the correlation coefficient between 
the AOR scores and the final course grades was 0.33 which was 
significantly different from zero at the 0.01 level. Campbell 
(13) pointed out that a person's AOR score was subject to a 
possible change of ten points during his four years in col­
lege. In the manual for the test Campbell (12, p. 79) said 
that the "level of score (AOR) is only slightly related to 
grades received." It was more a measure of college persist­
ence. 
Pictorial reasoning tests 
Testa (67, pp. 49-61) pointed out that recent state and 
federal legislation had forced employers to refrain from 
using screening tests that may be culturally or language 
biased. Many of the aptitude, mental abilities, and interest 
tests would not qualify under these regulations. There is a 
need, therefore, to develop screening procedures that are not 
biased. 
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Neil MacDonald, an editor of Computers and Automation 
(Computers and People, since January 1975) ran a survey in 
1971-1972. The theme of that survey was: 
There undoubtedly is a place for non-verbal, 
non-mathematical testing which is not culture 
limited, not occupation limited, and not back­
ground limited . . . and which would enable 
finding and employing many useful people who 
do not have American, middle-class backgrounds 
(39, p. 24). 
Twenty sets of five figures each were given by MacDonald. 
For each of the twenty, readers were asked to pick out the 
"different" one of the five or to mark it ambiguous if that 
was the case. Answers were to be mailed in with some bio­
graphical information. Of the 309 responders, other than 
several large groups of students, fifty-nine percent had 
twelve or more correct. One-hundred-twenty-nine of the 309 
classified themselves as being good or excellent programmers. 
Eighty percent of the 129 scored twelve or better so it seems 
that programmers may have more ability to answer such 
questions than do nonprogrammers. Incidentally, the students' 
scores were somewhat lower than the scores of the readers. 
This nonscientific survey seemed to indicate that there 
possibly was something in pictorial reasoning tests that 
could be used. 
Testa (67, pp. 49-61) used the Embedded Figures Test 
(EFT) in his study. This test was individually given. 
Examinees were timed to see how long it took them to find 
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basic shapes that were "embedded" in complex designs. His 
study was made using a group of volunteer students in a COBOL 
programming course. The correlation analysis between the EFT 
scores and the averages of the test grades in the course 
(-.80) showed significance beyond the 0.001 level. 
The Group Embedded Figures Test (GEFT) was also available. 
In the case of the EFT the total time that it took the 
examinee to find and show to the examiner the embedded figure 
was the measure of success on the test. The GEFT was a fixed 
time test. Each examinee was given a booklet containing the 
problems. To answer a problem he noted the letter which told 
him which basic design he was to look for. He then looked on 
the back cover to see which design it was. He returned to 
the problem and tried to find the basic design in the complex 
figure. Having done so, he outlined the basic shape with 
pencil and proceeded to the next problem. The test had three 
parts. The first was easy. It was not scored but was used 
to determine if the instructions were being followed. Each 
of the second and third parts had nine problems. In each 
part the problems were in an order of increasing difficulty. 
Overall difficulty of the two parts were judged to be equal 
by the test authors and these scores could be compared for a 
reliability check, witkin et al. (74, p. 28) reported a 
reliability estimate of 0.82, comparable to reliability 
estimated for the EFT. The score was the total number of 
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correct answers (eighteen maximum) given in the allotted time. 
Witkin et (74, p. 26) believed that 
The ease of administration and scoring of 
the test, as well as the preliminary 
evidence . . . with respect to reliability 
and validity, make it appear at this time 
that the GEFT is a satisfactory substitute 
for the EFT in research requiring group 
testing. 
Hunt and Randhawa (31) used the Hidden Patterns Test 
(HPT) as one measure in their study. This test differs from 
the EFT in that the examinee has to find which of the basic 
shapes is embedded in the complex design instead of looking 
for a particular basic shape (4). The HPT score was one of 
four measures that accounted for twenty-three percent of the 
variance. As mentioned earlier. Hunt and Randhawa divided 
the class into two groups. The mean HPT score for the high 
group was 82.6 and for the low group was 75.6. As in the 
case of the deduction scores, the F ratio indicates that the 
HPT means for the two groups were significantly different at 
the 0.05 level. 
Cronbach (18, p. 240) discussed different types of 
ability tests and pointed out that, "as practical testing 
developed, information and vocabulary were seen to have 
predictive value greater than that of tests that place more 
emphasis on relational thinking and judgment." He continued; 
Today there is increased discussion of these 
two types of tests as representing opposite 
ends of a continuum= At one end are tests 
calling for "analytic" or "fluid" ability; 
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at the other, tests of trained or "crystallized" 
ability (18, p. 240). 
Tests such as the EFT "require that the subject analyze a 
complex whole, paying attention to relevant information and 
disregarding the irrelevant. They are said, then, to measure 
fluid or analytic abilities" (18, p. 240). 
Socioeconomic factors 
Correnti (17) used Roe's classification of occupational 
level in his study. The correlation coefficient between this 
variable and the course grade was not significantly different 
from zero. 
Buff (10) used the average of the score for categories 
of occupation component and the score for categories of years 
of school completed from the Bureau of the Census : Working 
Paper Number 15 as a measure of socioeconomic status in his 
study. Unlike studies that had been made in other subject 
areas, the majority of which showed a positive correlation 
between socioeconomic and success in the courses. Buff found 
a negative correlation between his measure of status and 
success in the computer programming course. The socio­
economic factor was one of seven variables that appeared in 
Buff's regression equation. In discussing uses for its socio­
economic values. Working Paper # 15 stated: 
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In testing particular hypotheses involving 
socioeconomic components, a more appropriate 
procedure may be to use a multiple regression 
equation incorporating the variables whose 
effect is to be tested (68, p. 5). 
Other measures of socioeconomic status are available. 
Warner (70) started with Edwards' (23) classification, 
modified it, and ended up with a two-way classification 
scheme. He had seven groups (Professionals, Proprietors and 
Managers, Business Men, Clerks and Kindred Workers, Manual 
Workers, Protective and Service Workers, and Farmers). Occu­
pations were assigned ratings, dependent on skill and prestige, 
within each of the groups. Whereas in Roe's (56) classifica­
tion system occupations were distributed over most of the six 
levels, Warner did not necessarily subdivide each group over 
all levels. For example, all professionals were given a 
rating of 1, 2, or 3 and all manual workers were given a 
rating of 3, 4, 5, 6, or 7. 
In 1947 the National Opinion Research Center (NORC), the 
President's Scientific Advisory Board, the College Study in 
Intergroup Relations at Wayne University, and the Graduate 
School of Ohio State conducted a survey to obtain a prestige 
ordering of occupations. See Reiss (53). Duncan, who wrote 
several chapters in Reiss' book, used census information on 
education and income with regression analysis to devise a 
formula that could be used to find a socioeconomic index for 
any occupation listed in the census directory. Reiss (53, 
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p. 7) said, "Few empirical studies have achieved a place in 
the scientific literature of sociology comparable to that of 
the NORC-North-Hatt investigation." Duncan's index was an 
extension of the NORC ranking to occupations not covered in 
the original survey. Smyth (65, p. 381) did not share Reiss' 
enthusiasm. He wrote that the Duncan index "is not a 
plausible index either of the relative prestige of occupations 
or of social status." He argued that in the original survey 
those interviewed were asked their opinion of the general 
standing of the various occupations. If they answered 
"excellent standing" then they were asked what about the 
occupation gave them this standing. Only fourteen percent 
mentioned the prestige factor. Smyth concluded that the 
Duncan index was more a mreasure of class than prestige. 
Achievement scores 
Correnti (17) used five achievement scores from the SUNY 
Admissions Examination. They were in the areas of English, 
Social Studies, Art and Music, Science, and Mathematics. He 
also used accumulated GPA as an independent variable. The 
two best predictors were the GPA and the Math achievement 
score. The inclusion of any of the other variables that he 
used did not significantly improve the predictability. 
Buff (10) used Mathematics, English, Social Sciences, 
and Natural Sciences achievement scores in part of his study. 
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He also used accumulated CPA. All but the English score were 
included in the group of seven variables that appeared in the 
best regression equation. The other three, as has already 
been mentioned, were the two SAT scores and the socioeconomic 
factor. 
One measure of achievement that is usually available is 
ranking in the high school graduating class. Buff (10) used 
high school rank along with the other variables mentioned. 
He found that the intercorrelation coefficient between high 
school rank and accumulated GPA was 0.525 for the combined 
group in his study. 
Other factors 
Alspaugh (1) found a correlation coefficient of 0.382 
between the math background code and the grade in a FORTRAN 
programming course. That was the highest coefficient in that 
part of her study. She concluded that math background was 
the major influencing characteristic. 
Ritch (55), in his recommendations for further study, 
suggested that math background be used as an independent 
variable. He also suggested that the number of hours a 
student works for pay may have a significant bearing on his 
success in programming courses, 
Mussio and Wahlstrom (45, pp. 26-46) used Russell's 
Motivation Scale in their study. The correlation coefficient 
between this scale and course grade was -0.07 which was not 
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significantly different from zero. The scale value did, 
however, significantly improve the predictability of the 
regression equation. 
Structured Programming 
The 1974 Lake Arrowhead Workshop sponsored by the 
Western Area Committee of the IEEE Computer Society is indica­
tive of the amount of interest that structured programming is 
currently receiving. In the introductory remarks Ross (58, 
p. 21) said; 
The 1974 workshop was especially significant 
from at least two standpoints: it was the 
first time a programming topic had been 
selected as a Lake Arrowhead Workshop theme, 
and it constituted an implicit recognition 
of structured programming as a software 
engineering activity. The latter is an 
important step towards achieving the discipline 
needed to make software costs and quality 
behave in a manner similar to that of computer 
hardware. 
There does not seem to be a generally agreed upon defini­
tion of structured programming. Cries (25) emphasized the 
fact that it was more than avoiding "GO TO" statements in 
programs. He quoted five general impressions given by 
Denning (21) and then went on to add eight observations of 
his own. These range from "it is a return to common sense" 
to "it is the process of controlling the number of inter­
actions between a given local task and its environment so 
that the number of interactions is some linear function of 
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some parameter or parameters of the task" (25, p. 656). 
Basing his remarks on discussions at the Lake Arrowhead Work­
shop, Ross (58, p. 21) stated that a broad definition of 
structured programming would have to include structured code, 
top down design, chief programmer teams, the reduction of 
complex problems into smaller modules, a clear understanding 
of which modules are dependent on what other ones, structured 
design, and "all the related programming activity that could 
reasonably be associated with the preceding." Maxon's 
classification of the activities of structured programming, 
as quoted by Naughton, seemed to express the consensus of 
what structured programming was all about: 
ci' 
structured programming activities fall into 
three categories: methods, means, and 
management. Within methods are structured 
design, structured programming, and structured 
walkthroughs. Both design and programming use 
top-down development for the developing process. 
The means employed to record the structured 
methods are the development support library, 
HIPO (Kisrarchial Input, Process, Output) 
diagrams, and structure charts. Finally, the 
management used is the chief programmer team 
(46, p. 23). 
Programming instruction is primarily concerned with the 
"methods" aspect, McGowan (43) discussed some concepts that 
he felt were pertinent. (1) The design process should 
include consideration of modifications that may be desirable 
and it should adapt appropriate means of storing and manipu­
lating the data it will use. (2) The coding should be 
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structured. That is, the basic constructs of sequence, 
selection, and iteration should be used thereby producing a 
readable program. (3) Documentation should be a logical out­
growth of design and implementation rather than an unpleasant 
add-on. (4) The implementation and testing should be top-
down. That is, the main part of the program will be tested 
first using "stubs" to provide information similar to that 
which sub-programs will eventually supply to the main program. 
These sub-programs that the main program depend on would then 
be similarly tested, etc. He felt that computer programming 
instructors should consider these concepts when they plan 
their courses. The second and third concepts he listed were 
the basic structured programming concepts that constituted 
"exposure to basic concepts of structured programming" as 
used in this study. 
Some structured programming applications have been 
successful. One of the first reported on was a New York Times 
project (2, 3) in which case an information data bank that 
could be used for easy retrieval of information was developed. 
More than 83,000 lines of original, high-level source code 
were written in twenty-two months. It was estimated that if 
the procedure that was common practice at the time had been 
used the project would have teiken several times the eleven 
man-years of effort that actually was required. The code 
was accurate according to these reports. In 1973 there had 
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been only one detected error per man-year of effort. Later, 
however, Leavitt, reporting on the NCC conference related; 
The guidelines suggested by discussions of 
structured programming are "useful to some 
reasonably successful programmers," Denning 
said, but admitted in answer to a question 
from the audience that the New York Times 
project - often cited by "structured" 
advocates - was a "disaster." It didn't do 
everything the implementors claimed. It 
had more bugs than at first admitted and 
was, at least, extremely hard to fix and 
complete, he said (36, p. 15). 
Another project was that of the preparation and training 
simulation for the Sky lab project. Over a two year period 
400,00 lines of structured programming code were written. 
The productivity was considered high (3). 
Session II of the Lake Arrowhead Workshop was "Structured 
Programming: A Quantitative Assessment." In the overview for 
that session, Boehm (7) summarized the results of five pro­
jects that were reported on in that session. In an IBM 
project the estimated saving was 40%. A Hughes project was 
estimated to have saved 50%. Holmes (29) reported on the 
experiences at McAuto. The 1973 project had a "savings" of 
minus forty-five percent. They decided that they had tried 
to innovate too many new concepts at once. A second try was 
made in 1974. The savings on that project were estimated to 
have been between five and forty percent. Holmes reported 
that now McAuto has an effective training program to teach 
structured programming techniques. 
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Boehm cautioned that, as usual, only the finished, very 
successful projects were reported in the literature. Many 
failures and incomplete projects had not been publicized. 
He concluded, however, that at 
this point, there is no good reason for an 
organization not to take steps toward 
adapting some variant of structured programming 
techniques. There is no way to predict the 
magnitude of the benefits your installation 
will derive using structured programming (7, 
p. 53). 
Yourdon (77) and Peters (50) wrote articles to business 
and industrial leaders informing them of steps that they 
could take in making the transition to structured programming, 
Yourdon warned that the two-fold to five-fold improvements in 
productivity that were advertised might not be realistic. 
Savings may only be ten percent. Yourdon said that at 
installations where FORTRAN is used more than PL/1 or COBOL 
the training is somewhat more difficult. 
Scott's (62) research was the only paper found that 
mentioned some of the concepts of structured programming. 
He conducted a Delphi study to determine which program 
project variables the panel felt correlated with program 
productivity. The panel was composed of persons who either 
were managing large programming projects or, because of their 
research and experience, were considered experts. Each 
variable was rated on a scale from -7 to +7. A rating of 
zero meant there was no relationship between the variable and 
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programming productivity. A rating of +4 meant the variable 
was moderately important and contributed toward better 
productivity while a rating of -4 meant the variable was 
moderately important but it tended to detract from produc­
tivity. 
Two of the variables that Scott included in his survey 
are of particular interest to this study. They are "Use of 
structured programming" and "Number of unconditional transfer 
statements (GO TO's, for example) in the source program." 
The first ended with a rating of +2 while the second had a 
rating of zero. This panel seemed to feel that the number 
of GO TO statements did not have a relationship on produc­
tivity and that structured programming may help a little. 
Admittedly, Scott's study was conducted when structured 
programming was first gaining interest industry-wide. 
Summary 
Judging by the results of the studies reviewed the only 
consistently good predictor of success in computer program­
ming courses was past academic success, such as CPA. Both 
studies that used the GPA as an independent variable con­
cluded that GPA was the best single predictor of success. 
The use of scores from mental abilities tests had not, as yet, 
been settled. Results using IQ-type measures had been 
marginal. Encouraging, but limited, results had been found 
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using tests which measure more of the "fluid" aspect of 
intelligence. Such tests include the Embedded Figures Test. 
Math background was a useful predictor in one study where it 
was used. 
Interest scores had not been consistently good pre­
dictors. However, results indicated that interest scores, 
both occupational and the special ones, did improve predicta­
bility capabilities. 
Whether or not socioeconomic measures improve predicta­
bility significantly had not been definitely determined, at 
least in the case of computer programming students. In one 
study the measure did not add significantly to the regression 
equation; in the other study the socioeconomic variable did 
appear in the equation but with an unexplained negative sign. 
Two studies indicated that successful programmers and 
programming students tend to be persons who prefer to work 
with things and individually rather than with other persons 
or in groups. General aptitude scores had not been found to 
be useful predictors. Specialized aptitude test scores for 
computer programmers had met with varying degrees of success 
as predictors. Earlier studies indicated that the IBM=ATPP 
scores would be helpful predictors but more recent studies 
indicated that they were not useful in post-secondary pro­
gramming courses. Not as many studies had been made using 
the CBPS as had been made using the IBM-ATPP but available 
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results indicated that it had some potential as a predictor. 
The amount of coverage that structured programming was 
receiving in current literature indicated that it was becoming 
firmly entrenched in the business-industry world of computing. 
In a programming language course the aspects of structured 
programming that are of main interest include (1) structured 
coding which is the concept of using only the basic constructs 
of sequence, selection, and iteration in analyzing and writing 
a program and (2) useful documentation. No research into the 
usefulness of structured programming as an aid to learning 
FORTRAN was found. 
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METHOD AND PROCEDURE 
This study was an evaluation of an innovation into the 
teaching of a FORTRAN programming course and a search for 
useful predictors of success in that course. Class size, 
method of instruction, student body composition, and computer 
facilities are all factors that must be taken into account 
when the results of a study such as this one are compared 
with results found at other institutions. In the first part 
of this chapter a description of the course, the classes, the 
instructional computer facilities, and the criterions are 
given. Following that part the procedure and analysis used 
in the two-part study are described. 
Setting for the Study 
All students who were enrolled in CSCI 210 (FORTRAN 
Programming) at the University of Wisconsin-Superior (UW-S) 
during the second semester 1974-75 and the first semester 
1975-76 participated in this study. There were two sections 
each semester. This investigator was the instructor in all 
four sections. Class periods were fifty minutes in length 
and classes met Mondays, Wednesdays, and Fridays. CSCI 210 
was a three-credit course. The primary goals of the course 
were the learning of the FORTRAN programming language and 
the use of the IBM-1130 computer system. 
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The academic year 1974-75 was the first year that UW-S 
offered a minor in computer science. CSCI 210 was a require­
ment for that minor. Students who took the course were of 
three types: (1) those who took it to satisfy a requirement, 
(2) those who took it because it was a recommended elective 
for their major or minor, and (3) those who took it because 
of a general interest in the subject. As a result the 
classes were quite heterogeneous. There was a mixture of 
upper and lower classmen, males and females, as well as 
foreign and American students. 
At registration, students chose the section they wanted 
and there was no effort made to balance the sizes of the 
sections. Because of key courses and labs in certain majors 
it was not unusual to find that all students with a common 
major and taking CSCI 210 were enrolled in the same section. 
Students could drop the course without penalty anytime during 
ths first two-thirds of the semester. Students who dropped 
the course near the deadline usually did so because they were 
failing it. All students who took the first three 50-minute 
tests were included in this study even though they later 
dropped the course or, for some reason, did not take the 
final examination. Graduate students were not included in 
the study. 
The text used in the course was Standard FORTRAN; A 
Problem Solving Approach by Cooper and Smith (16). A 
52 
schedule and a summary of the objectives of the course are 
given in Appendicies A and B, respectively. 
Computer Facilities 
The University of Wisconsin-Superior used an IBM-1130 
computer for instructional purposes where a batch-processing 
mode was desirable. An Eastern Michigan University compiler 
was used which permitted the use of the "logical IF" state­
ment, the "END" option and READ statements, REREAD statements, 
and other refinements not supported by the standard IBM-1130 
FORTRAN compiler. A hands-on policy prevailed so students 
keypunched and then ran their own programs. A special pass 
was required for a student to use the computer except during 
the regular hours which were 8:00 a.m. until 10:00 p.m. each 
day, Monday through Friday. Work-study students were on duty 
during the evening hours to assist students needing help. 
Two time-sharing terminals were installed early in 1975^ 
Some CSCI 210 students used those terminals, with the BASIC 
programming language, either on an informal basis or as part 
of another course. The use of those terminals was not con­
sidered to be a part of CSCI 210. 
six criterions were used as measures of success in the 
course, CSCI 210. A description of these measures and how 
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they were obtained is contained in the following paragraphs. 
Yl-Test average 
Four 50-minute tests were given during the course. These 
tests were instructor-written and were designed to cover the 
material that had been discussed since the previous test. The 
material that was covered on each test is given in the 
schedule in Appendix A. The average of the four test scores 
that a student received contributed one-half of the final 
percent score for the course. It was computed on a basis of 
a maximum of fifty points. 
Y2-Score on part A of the final examination 
The final examination was written by the investigator. 
Its development began during the first semester of the 1974-
75 school year, before this study began. It consisted of 
four parts: 
I 2 2 Multiple-choice questions 88 points 
II 3 Short-answer questions 12 points 
III Error detection in a given code 15 points 
IV Writing a program 35 points 
The original draft was given as the final examination 
for the two sections in that first semester. The scores on 
Parts I and II for each student were combined to give him a 
score on "Fart A" of the final. The scores on Parts m and 
IV for each student were combined to give him a score on 
"Part B" of the final. À correlation study between the Part 
A scores and the Part B scores (r = 0.09) revealed that 
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something different was being measured. Consequently, it was 
decided that the final examination for this study would have 
the same format. 
Y2, the combined score on Parts I and II of the final, 
corresponds to the criterion used in some of the studies 
reviewed in that a multiple-choice test was used to measure 
success in the course. 
Y3-Score on part IV of the final examination 
The score that was earned on the fourth part of the 
final examination, the writing of a program, was used as a 
criterion to determine differences in problem-solving ability, 
if any, between students in the experimental groups and 
students in the control groups. It was also used to ascertain 
if problem-solving ability was better measured by any one of 
the independent variables. 
Y4-Total score on the final examination 
The total score on the final examination, 150 points 
maximum, was used as a criterion. It was the best available 
measure- at the conclusion of the course, of the overall 
comprehension of the material that had been taught. 
Y5-Percent course grade 
The grade for the course, expressed as a percent, was 
determined using the following distribution ; 
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Test average 50 points 
6 Program assignments 25 points 
Final examination 25 points 
Total 100 points 
Y6-Letter course grade 
The letter grades earned by the students were determined 
from the percent course grades, Y5, using the following 
distribution; 
Percent Grade Numerical Equivalent 
86 or above A 4 
7 8 - 8 5  B  3  
6 2 - 7 7  C  2  
5 0 - 6 1  D  1  
Less than 50 F 0 
This is the criterion that is usually equated with "success 
in a course." 
Structured Programndng as an Aid 
to Learning FORTRAN 
Determination of experimental and control groups 
Each of the two sections in the spring semester 1974-75 
were divided into a control group and an experimental group. 
This was done by randomly selecting one-half of each section 
using a table of random numbers. A flip of a coin was then 
used to determine which of the two groups in a section would 
be the experimental group, the group that would be instructed 
in basic concepts of structured programming. Thus, each of 
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these sections had its own experimental and control groups. 
The two sections in the fall semester 1975-76 were not 
divided into experimental and control groups because of their 
smaller size. Both sections were instructed as the experi­
mental groups had been in the spring. In total, then, there 
were four experimental and two control groups. 
The experimental treatment 
As can be seen from the schedule for the spring semester 
(Appendix A) there were six times during that semester when 
classes were divided into control and experimental groups. 
As an illustration, the experimental group from Section 1 met 
with the instructor during the fifth period and the problem 
solving procedure was discussed. During that same period, 
the control group students were taught how to use the key­
punch machine by a student assistant. During the next period, 
the sixth, the control group met with the instructor and the 
experimental group was taught how to use the keypunch machine. 
A similar schedule was followed the other five times when the 
two groups in a section were separated. As indicated in the 
schedule, groups not meeting with the instructor were either 
given instructions on the use of the computer system or were 
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free to work on their own programs. Of course during the 
fall semester the classes did not have to be separated since 
all were experimental groups. The schedule given for the 
experimental groups was followed except that there were 
fewer class periods so the number of periods the students 
were free to work on their own programs was reduced. Since 
the basic concepts of structured programming were not taught 
to the students in the control groups there was more time 
during those class periods to go over examples and to answer 
questions from the students. 
A brief discussion of the six periods during which the 
groups were separated is given in the next several para­
graphs. The objectives, examples, and activities used with 
the experimental groups is given in Appendix B. 
The first special sessions were relatively early in the 
semester; only flow-charting had been covered. Students in 
the experimental groups were told of the time basic con­
structs of sequence, selection, and iteration. It was sug­
gested that they look for those features when analyzing a 
problem. Students in the control groups were presented 
essentially the same material but without the special 
emphasis. 
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No additional special emphasis was given to the experi­
mental groups during the second special session but the same 
basic concepts, especially the sequence construct, were 
reemphasized. 
The third special sessions were devoted to the IF-THEN-
ELSE, a selection construct. The suggestion was made to 
experimental groups that they use indentation of statements 
to set off the IF instructions and the THEN instructions from 
the rest of the program. 
Modularization of programs was emphasized during the 
fourth special session. The suggestion was made to students 
in the experimental groups that they declare all variable 
types instead of relying on the language defaults. They were 
shown how structured programs could be documented to point 
out the basic constructs. 
The fifth and sixth special sessions were devoted to 
iteration constructs. Students in the experimental groups 
were shown how DO-WHILE's and DO-UNTIL's could be implemented. 
No special test questions were given the students in the 
experimental groups to ascertain the extent to which they 
comprehended the concepts of structured programming that were 
offered to them. 
Statistical analysis 
For each of the independent variables an appropriate 
descriptive statistic was chosen. Tests were made to 
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determine if there were significant differences in those 
statistics for the experimental and control groups. The 
statistic used for continuous variables was the t-test. 
Significant differences in the variance implied that the 
separate formula should be used. Otherwise, the pooled test 
was used. The chi-square statistic was used for categorical 
variables. The purpose of this test was to ascertain if there 
were basic differences between the experimental and control 
groups. 
Analysis of variance was used to test for significant 
differences in the means of the criterion variables for the 
experimental and control groups. Three tests were made. 
First, the means for each of the six groups, four experimental 
and two control, were tested for differences. Second, the 
means for the combined spring control group, the combined 
spring experimental group, and the combined fall experimental 
group were tested for differences. Finally, all of the 
experimental groups were combined and the mean for each 
criterion of that combined group was compared with the corre­
sponding mean for the combined control group. Therefore, 
since there were six criterion variables, there were 18 ANOVA 
tests made. In making use of the ANOVA test it must be kept 
in mind that violation Of thë assumption ot equal Variances 
among the groups can lead to erroneous conclusions when the 
groups are of unequal size (24). 
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Predictors of Success in a FORTRAN 
Programming Course 
Independent variables from which the predictors were selected 
The review of literature revealed that many types of 
measures had been investigated as potential predictors of 
success in programming language courses. Conflicting and/or 
inconclusive results for some measures were obtained. Sug­
gestions of other possibly useful measures were made. The 
selection of measures to be used in this study was made 
primarily on the results and recommendations found in the 
review of literature. Secondary factors that had to be con­
sidered were the instruction time that would be lost if tests 
were given during class periods, the costs involved, and the 
availability of the measure. 
Eighteen measures were included in the set of possible 
predictors from which the best predictor(s) were selected. 
These independent variables can be roughly classified into 
interest measures, background and preparation measures, 
motivation measures, socioeconomic measures, and measures of 
special characteristics. 
Interest inventory measures In previous research 
interest scores by themselves were not found to be 
particulary good predictors of success in programming courses. 
However, there was usually a positive correlation, signifi­
cantly different from zero, between interest scores and 
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course grades. Interest scores did improve predictability 
equations. The Strong Vocational Interest Blank (SVIB) scores 
were used in more studies of success in computer programming 
courses than the Kuder Occupational Interest Survey (KOIS) 
scores. In order to correlate the two computer programmer 
scores, one from SVIB and one from KOIS, and in an effort to 
determine if one score was a better predictor of success than 
the other, it was decided to use both. Differences in the 
norming procedures for the two tests were discussed in the 
review of literature. 
XI- The SVIB computer programmer score A score 
of fifty indicated that the respondent's interests were 
similar to those of the average satisfied person working as 
a computer programmer. Validity studies suggested that, "in 
general, about seventy-five percent of college students wind 
up in jobs that are compatible with their earlier SVIB 
profile" (13, p. 49). Thirty-day test-retest reliability 
studies for the computer programmer key showed coefficients 
of 0.88 and 0.99 for females and males, respectively (12). 
In their validation check for the male computer programmer 
key. Perry and Cannon (48) found that seventy-three percent 
of the satisfied programmers in the validation group scored 
in the range forty-five to ninety on the SVIB-CP. It was 
estimated that only six percent of men-in-general would score 
in that range. Their validation check of the female 
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programmer key revealed similar results (49). 
X2- KOIS computer programmer score In validation 
studies of the Kuder Occupational Interest Survey eighty per­
cent of the satisfied persons in a particular occupation 
scored over 0.45 on the scale for that occupation (79). In 
his review of the test Walsh (69) stated that the test-retest 
reliability was 0.9 over a 14-day period. Other reliability 
studies given in the manual did not specify the time interval. 
Survey scores were given as a decimal between 0 and 1. Those 
scores were multiplied by 100 when used in this study. 
Background and preparation measures It was found in 
the review of literature that the best predictor of success 
in programming courses was past academic success. Not all 
measures were available for each student so several measures 
of this type were selected. 
X3- High school rank High school rank was one 
measure of past success and it was available for most 
graduates of high schools in the United States. It had the 
advantage of being availcible when the student entered college. 
The measure that was used was given in the form of a per­
centile which was computed using the formula 
.... _ Number in class - Position in class „ 
Number in class 
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X4- Math background One study reviewed found 
that math background was a good predictor of success in a 
programming course. The scale for math background that was 
used in this study was: 
1- One year of high school math or equivalent 
2- Two years of high school math or equivalent 
3- Three years of high school math or equivalent 
4- Four years of high school math or equivalent 
5- One semester of the calculus (Math 240) 
6- Two semesters of the calculus (Math 240, 241) 
7- More math than two semesters of the calculus 
X5- Computer experience Some students had al­
ready obtained some experience in using the computer and in 
programming using FORTRAN. Some students in the study had 
taken "Computers and Society," a nonprogramming course. The 
objectives of that course were to acquaint the students with 
ways the computer was used and abused in the 1970's. The 
code that was used for classifying computer experience was: 
0 - No past experience 
1 - Had taken the course "Computers and Society" 
2 - Had used some FORTRAN on a self-taught basis 
3 - Had taken a course in FORTRAN programming from 
another department 
X6- SVIB - Academic orientation (AOR) This 
score was named "academic achievement" on former versions of 
the SVIB, Campbell (11) reported on a study that showed AOR 
and high school rank were similar in their ability to predict 
the GFA of college students. Hê waifnêu that it represented 
only one kind of achievement and it must be used wisely. 
Thirty-day test-retest reliability correlation coefficient 
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was 0.9 (12). Since this score was available along with the 
other SVIB scores and since all students did not have a high 
school ranking it was decided to include the AOR. 
Motivation measures Three self-estimates of motiva­
tion for success in the course were used. 
X7- Expected grade Students were asked at the 
beginning of the course what grade they expected to earn in 
the course. The usual five-point scale was used: 
4 - A, 3 - B, 2 - C, 1 - D, 0 - F. 
X8- Reason for taking the course The code used 
for this measure was; 
0- A general interest 
1- The course was recommended for the major 
2- The course was a required course 
X9- Hours spent on course preparation Each 
student was asked to estimate the number of hours per week 
that he expected to devote outside of the classroom to 
preparation for the course. 
Socioeconomic status measures The question of what 
effect socioeconomic status has on the success of students 
in computer programming courses was not answered by the 
investigations reviewed. The level of education attained by 
the student's father and the occupation of the student's 
father were used as socioeconomic status measures in this 
study. All four of the occupational scales that were reviewed 
were compared. 
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XIO- Father's level of education The scale that 
was used for the level of education attained by the student's 
father was: 
1 - Did not graduate from high school 
2 - High school graduate 
3 - Two years of college or vo-tech training 
4 - Bachelor's degree received 
5 - Graduate degree (s) received 
Xll- Father's occupation; Roe's level Roe (56) 
classified occupations in a two-way matrix. The "Level" 
coordinate, which rated occupations according to the skill 
involved, was used in this study. It was a classification 
from one to six, inclusive. 
XI2- Father's occupation ; Bureau of Census -
Working Paper #15 The "Scores of Categories of Occupation 
Component" were based on income and education for males in all 
occupations in 1950. The score indicated the percentile rank 
of the "average" male in a given occupation. These scores 
could be expected to differ from prestige-type scores (68). 
XI3- Father's occupation; Duncan's socioeconomic 
index This index was derived from the NORC prestige 
ranking of occupations. The census information for education 
level and income was used in the derivation. These scores 
were in the range from one to one-hundred (53). 
X14- Father's occupation ; Warner's rating 
Warner (70) devised a two-way classification similar to Roe's 
but he also took the prestige factor into account. His 
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ratings were a classification from one to seven, inclusive. 
Measures of special characteristics In addition to 
differences among the subjects that may be measured with the 
use of the independent variables that have already been 
defined, other differences would exist. Four measures of 
some of these characteristics were used. 
XI5- Pictorial reasoning (GEFT score) Because 
of requirements for the use of bias-free tests in the selec­
tion of personnel and because of the encouraging results 
found with the use of the Embedded Figures Test (EFT) it was 
decided to use a pictorial reasoning test. The Group Embedded 
Figures Test (GEFT) was chosen for its convenience as a group 
test. 
X16- Introversion-extroversion (SVIB-IE) A study 
of satisfied computer programmers and a study of successful 
computer programming students both revealed that persons who 
were doing well in the field tended to prefer working with 
ideas and things rather than persons. A score of 44-56 on 
the SVIB-IE was considered average. A score of fifty-seven 
or more indicated that the person probably preferred working 
with things rather than people. A score of forty-three or 
less indicated a preference for working with other people (33). 
The thirty-day test-retest reliability correlation coefficient 
was 0.9 (12). A cross-validation comparison with scores from 
the MMPI social introversion test revealed a correlation of 
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0.51 (11). The SVIB-IE score was included as a measure of 
this characteristic of computer programmers. 
X17- Social service (SVIB-SS) One study found 
that successful programmers scored low on a "social service" 
measure. An attempt to support that finding was made in this 
study by using the Basic Interest Scale for social service of 
the SVIB. A score of fifty on this scale indicated that the 
respondent was similar to the average adult in his replies. 
Like the other SVIB scores the thirty-day test-retest 
reliability correlation coefficient was 0.9 for this score 
(12). Campbell reported that there was a tendency for a 
person's score on this scale to increase as the person got 
older. Campbell (12) summarized validity studies of the 
Basic Interest Scales. He stated that the highest scores, 
with the exception of the "Adventure" scale, that a student 
received were related to the type of work that he did later 
in life. 
X18- Hours working One investigator recommended 
that this measure be used. Students were asked to estimate 
the average number of hours per week that they expected to be 
working for pay. 
Rationale for not including certain variables 
One of the more consistent predictors of success that 
was found by other investigators was the accumulated grade 
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point average (CPA). Correnti (17, p. 15) emphasized a 
point and it was for that reason that GPA was not used in 
this investigation. The point was that a student has not 
accumulated a record of college grades until he has completed 
his first semester. One purpose of this study was to select 
a measure or measures that a student could use to ascertain 
the probability of his success in a programming course. If 
the GPA had been included and was selected as a good predictor 
then that would mean the results of this study could not be 
used by first-semester students. Some of those students would 
be the most desirous of the help that the results of the study 
could give. So, in order to make the results available to 
students just beginning their post-secondary education, it 
was decided not to include GPA in the set Df possible pre­
dictors to be studied. 
Achievement scores as predictors were used by other 
invp.st'i era tors wifh somo snrr'oce; . Mai-V» coomorl l-n 
have the most potential. A preliminary correlation study 
made during the first semester by the investigator showed a 
correlation coefficient of 0.2 between the course average 
and scores on a basic mathematics concepts test. Because of 
the limited usefulness of achievement scores as based on past 
studies and the fact that UW-S did not give a standardized 
achievement test to incoming freshmen it was decided not to 
include achievement scores in the set of possible predictors 
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to be studied. 
The IBM Aptitude Test for Programmer Personnel (IBM-ATPP) 
was not chosen because recent results indicated it was not a 
good predictor of success in post-secondary programming 
courses. Part of the reason for the lack of success may be 
due to the fact that the IBM-ATPP was developed with the 
intention that it be given to college graduates to determine 
their aptitude for computer programming. The Computer Pro­
gramming Aptitude Battery (CPAB), although it has some 
potential, was turned down because it is a ninety minute test 
and it is fairly expensive. 
If the SAT or the ACT scores were still required for 
admission to UW-S, those scores would have been used. Results 
of studies that have used these measures have not been 
encouraging so it was decided that giving the test would 
probably not be worthwhile. 
Whether or not mental abilities test scores, such as the 
Watson-Glaser scores, are useful as predictors of success in 
computer programming courses was an unanswered question. It 
was decided not to use a test of this type because of their 
questionable usefulness and the feeling that many students 
would be reluctant to take it even if it was given. 
Statistical analysis 
The independent variables that were considered in this 
study were introduced under the five broad categories of 
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(1) interest, (2) preparation and background, (3) motivation, 
(4) socioeconomic, and (5) special characteristics. It was 
desirable to reduce the number of independent variables within 
the categories since the total number of students in the study 
was relatively small. To test for the possibility that the 
number of variables could be reduced the correlation between 
the variables within a category and the intercorrelation 
between the variables and the criterions were computed. In 
cases where there was a significant correlation between 
variables within a category, other than the fifth, the number 
of variables in that category could be reduced by choosing 
the one(s) that correlated best with a particular criterion. 
(Different independent variables could conceivably correlate 
better with the various criterions.) Thus, a correlation-
intercorrelation matrix which included all of the independent 
and dependent variables was computed. The Pearson product 
moment correlation was the statistic used to measure the 
correlation between two continuous variables. If either 
variable was categorical then the Spearman rank correlation 
was the statistic used. A correlation coefficient of +1 or 
-1 indicated perfect linear correlation; a coefficient of 0.0 
indicated no linear correlation. By including this step to 
reduce the number of independent variables under considera­
tion all of the subsequent results in the study become condi­
tional on that fact. 
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The best predictors were selected from the variables 
that remained after the reductions, if any, as outlined in 
the preceding paragraph were made. A step-wise regression 
analysis was made for each criterion using the set of 
variables that had been chosen for that criterion. A measure 
of effectiveness of the resulting model was the square of the 
multiple regression coefficient, R. This was a measure of 
that part of the total variance that could be explained by 
the variables selected for the model. McNemar (44, p. 184) 
gave a shrinkage formula that could be used to correct the 
2 
R resulting from a regression analysis where n independent 
variables and N observations were used. It was 
^ 1.23...n = ^ f 1.23...n^ - n^ 
corrected observed 
The importance of such a correction became more significant 
as the number of independent variables, n, approached the 
number of observations, N. 
Once the best predictors had been chosen using the step­
wise regression analyses their effectiveness as discriminators 
was studied. Two-factor analysis of variance tests were made. 
Interaction between the best predictors and the experimental 
treatment could then be Studied. For each of the predictors, 
the subjects were divided into either two or three appropriate 
groups. Significant differences between the means of a 
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criterion for the groups determined by one of the predictors 
was evidenced by a significant F-test of the ratio of the mean 
square for the predictor to the mean residual square in the 
analysis of variance. Tests were made for each criterion and 
for each of the chosen predictors. 
Interaction between Experimental Treatment 
and the Chosen Predictors 
There was the possibility that students with a certain 
level of a characteristic would profit more, or less, from 
the exposure to basic concepts of structured programming than 
would students at a different level. To test that possibility 
two-factor analyses as described in the preceding section were 
used. Experimental-control was one source while appropriate 
levels of the predictors chosen was another. Interaction 
between those two provided a third source. Significant inter­
action between the predictor and the experimental treatment 
was evidenced by a significant F-test of the ratio of the 
mean square for the interaction source to the residual square 
in the analysis of variance. Tests were made for each pre­
dictor with each criterion. 
Blocking Tests 
In a model building study of this type there was the 
possibility that predictability could be improved by blocking 
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the subjects according to sex, academic class, or by some 
other classification. To test for this possibility the means 
of the independent variables for the following classifications 
were tested for significant differences: (1) male versus 
female, (2) upper classmen (64 or more credit hours on their 
record) versus lower classmen, (3) foreign students versus 
American students, and (4) experimental-group students versus 
control-group students. The statistic used to compare means 
of the continuous variables was the t-test. Chi-square was 
the statistic used to test for significant differences in the 
distribution of the categorical variables. Significant dif­
ferences between the groups in a classification would indicate 
that separate models for those groups was worthy of investi­
gation. 
Miscellaneous Tests 
Kuder versus Strong-Campbell 
One minor issue that was under investigation in this 
study was to determine which of the interest scales for 
computer programmers, the Kuder or the Strong-Campbell, was 
the best discriminator of success in a FORTRAN programming 
course. The students in the study were divided into two 
groups, those above the mean of the Kuder computer programmer 
scores (X2) and those below the mean. For each criterion, 
the mean of that criterion for one group was compared with 
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the mean for the other group using a t-test. The tests were 
then repeated for the Strong-Campbell computer programmer 
scores (XI) . 
Reliability of the GEFT 
Witkin et (74) suggested that the Spearman-Brown 
prophecy formula be used to estimate the reliability of the 
Group Embedded Figures Test (GEFT). The scores on Part II 
and Part III were used. The difficulty of those two parts 
was similar, according to the authors of the test, and the 
parts are individually timed so the examinee has the same 
length of time to work on the two parts. He cannot return 
to Part II if he completes Part m before the time is up. 
If r is used to represent the correlation coefficient between 
the scores on Part II and Part III then the reliability 
coefficient according to the Spearman-Brown prophecy formula 
is 
Reliability Coefficient = ^ (44, p. 150). 
A basic assumption in the use of this formula was that of 
equal variance in the scores on the two parts. 
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FINDINGS 
The procedure for the statistical analysis of the data 
collected in this study was outlined in the preceding chapter. 
The statistical computations used in the study were performed 
at the Iowa State University Computation Center using the 
Statistical Analysis System (63) and the Statistical Package 
for the Social Sciences (47). Unless otherwise specified the 
level of significance was 0.05. 
Collection of the Data 
The Group Embedded Figures Test (GEFT) was administered 
by the investigator early in the semester. The tests were 
scored by the investigator after the course was over. During 
the same class period at which the GEFT was given the students 
were asked to fill out the Informational Survey (Appendix C), 
The Kuder Occupational Interest Survey (KOIS) and the 
Strong-Campbell Vocational Interest Blanks (SVIB) were 
administered under the supervision of Allan D. Scholbrock, 
a counselor at UW-S. The KOIS forms were given to the 
students and they were to be returned the following class 
period. The completed forms were processed by Science 
Research Associates. The SVIB's were completed by the 
students in class two month's later. Completed blanks were 
processed by National Computer Systems. Lofchriuge (38, 
pp. 47-53) observed that interest scores could have a 
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motivational effect so the results of the two interest surveys 
were returned to the students late in the semester to minimize 
that effect. 
The Office of the Registrar at UW-S supplied the high 
school ranks for those students for which it was available. 
The 50-minute tests were given and the assigned programs 
were collected as indicated on the schedule (Appendix A). 
Slight changes in the 50-minute tests for the two sections in 
one semester were made. Different 50-minute tests, covering 
the same material, were given during the fall semester. 
Since the final examinations for the two sections in one 
semester were scheduled two days apart it was thought best to 
make slight changes in the final examination for the second 
section. Multiple-choice questions were rearranged and a 
different program in Part IV was given. Both programs and 
the rest of the examination are given in Appendix D. The 
same final examinations were given in the fall as had been 
used in the spring. 
The information as compiled from the data obtained from 
the students and from the results of the tests that were 
taken is presented in Appendix E. A demographic summary is 
given in Table 1. 
Not all of the raw data were obtained. High school rank 
was not available for foreign students. Some students did 
not take the interest tests. Complete data were available for 
only forty of the fifty-five participants. 
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Table 1. Frequency distribution of participants 
Classification Spring semester Fall semester 
Sec. 1 Sec. 2 Sec. 1 Sec. 2 
Total number 21 19 7 8 
Males 16 15 6 6 
Females 5 4 1 2 
Upper classmen 5 7 1 6 
Lower classmen 16 12 6 2 
American 17 15 5 8 
Foreign 4 4 2 0 
Took 3 tests, then 
dropped 1 1 0 0 
Did not take final 0 3 0 0 
Structured Programming as an Aid 
to Learning FORTRAN 
The first tests were to determine if there were basic 
differences between the experimental and control groups— 
differences that could be measured by comparing the statistics 
of the independent variables. Chi-square techniques were 
used if the variable was categorical. Otherwise, t-test 
techniques were used. 
The CROSSTABS procedure of the Statistical Package for the 
Social Sciences (SPSS) was used for the chi-square tests. Such 
tests are questionable approximations when there are expected 
cell frequencies of less than five. In the case of two-by-two 
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tables, Yates' correction can be used. Otherwise, the number 
of cells can be reduced by consolidating some of the categories. 
Because of the small cell frequencies in parts of this study, 
some of the scale values were combined. The mathematics back­
ground scale, X4, was divided into three categories: (1) Less 
than four years of high school math, (2) Four years of high 
school math, and (3) More than four years of high school math. 
The computer experience scale, X5, was reduced to two values: 
(1) No experience with FORTRAN and (2) Some experience with 
FORTRAN. The reason-for-taking-the-course scale, X8, was 
reduced to two values; (1) Taking the course to satisfy a 
requirement and (2) Not taking the course to satisfy a require­
ment. The father's educational scale, XIO, was reduced to two 
values: (1) Father had some post-secondary training and 
(2) Father had no training beyond high school. The father's 
occupation scale using the Roe classification, Xll, was re­
duced to two values by combining the first three levels into 
one and then the other three levels into another. Similarly, 
the first three levels of the Warner scale were combined as 
were the last four. Thus, the father's occupation scale using 
the Warner classification, X14, was also reduced to two values. 
The results of these tests are presented in Tables 2, 3, 4, 5, 
6, and 7. 
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Table 2. Chi-square test for significant distribution differ­
ences in mathematics background 
Group Cell counts 
Less than four Four years More than four 
years H.S. math H.S. math years H.S. math 
Control 6 10 6 
Experimental 10 7 16 
Chi-square = 4.04 with two degrees of freedom 
Significance = 0.13 
Table 3. Chi-square test for significant distribution differ­
ences in computer experience 
Group Cell counts 
No FORTRAN Some FORTRAN 
experience experience 
Control 18 4 
Experimental 21 12 
Corrected chi-square = 1.33 with one degree of freedom 
Significance = 0.25 
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Table 4. Chi-square test for significant distribution differ­
ences in reason for taking the course 
Group Cell counts 
Not a required course A required course 
Control 19 3 
Experimental 20 13 
Corrected chi-square = 3.09 with one degree of freedom 
Significance = 0.08 
Table 5. Chi-square test for significant distribution differ­
ences in father's education 
Group Cell counts 
No post-secondary Some post-secondary 
training training 
Control 10 11 
Experimental 20 13 
Corrected chi-square = 0.43 with one degree of freedom 
Significance = 0.51 
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Table 6. Chi-square test for significant distribution differ­
ences in Roe's classification of father's 
occupation 
Group Cell counts 
Levels 1, 2, or 3 Levels 4, 5, or 6 
Control 14 8 
Experimental 17 16 
Corrected chi-square = 0.12 with one degree of freedom 
Significance = 0.54 
Table 7. Chi-square test for significant distribution differ­
ences in Warner's classification of father's 
occupation 
Group Cell counts 
Levels 1, 2, or 3 Levels 4, 5, 6, or 7 
Control 12 10 
Experimental 22 11 
Corrected chi-square = 0.39 with one degree of freedom 
Significance = 0.53 
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The T-TEST procedure of the Statistical Package for the 
Social Sciences (SPSS) was used for the t-tests of differences 
in the means for the continuous variables. In order to deter­
mine if the pooled or separate formula for the t-test should 
be used, an F-test of the ratio of the variances was used. 
If there was a significant difference between the variances 
then the separate formula was used; otherwise, the pooled 
formula was used. and represent the numbers of persons 
in the experimental and control groups, respectively. 
Pooled variance formula 
where 
, _ E(Xei - Xe»' + ZtXçj -
p - 2 
Separate variance formula 
e c 
2 2 
where S^ and S^ are the variances of the experimental and 
control groups, respectively. 
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The counts, means, standard deviations, F-test values 
for variance differences, t-values, degrees of freedom, and 
the two-tail probabilities of no difference for these t-tests 
are presented in Table 8. 
Except for the independent variable X8, reason for 
taking the course, the differences between the descriptive 
statistics of the independent variables for the experimental 
and control groups did not approach significance. In that 
one case, a comparison of the cell frequencies indicated that 
the students in the experimental group were taking the course 
more to satisfy a requirement than were the students in the 
control group. In summary, then, there was little basic 
difference between the experimental and control groups as 
measured by the independent variables. 
The next tests in the experimental-control analysis 
were the analysis of variance (ANOVA) tests for differences 
of the Statistical Package for the Social Sciences (SPSS) 
was used. This procedure also gave the results of the 
Cochran-C test for homoscedasticity. A typical analysis is 
presented in Table 9. 
Eighteen ANOVA tables of this type were computed. For 
each of the six criterions tables were computed (1) for the 
six separate groups (four experimental and two control), 
(2) for the one combined control (spring) and two combined 
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Table 8a. List of variable names 
Symbol Variable 
XI 
X2 
X3 
X6 
SVIB-Computer programmer 
KOIS-Computer programmer 
High school rank 
SVIB-Academic orientation 
X7 
X9 
X12 
XI3 
Expected grade 
Hours spent in preparation for course 
Bureau of Census rating of father's occupation 
Duncan's socioeconomic index of father's 
X15 
X16 
X17 
occupation 
Group Embedded Figures Test score 
SVIB-Introversion/Extroversion 
SVIB-Social Service 
X18 Hours working for pay 
Table 8b. t-test probabilities of no difference between the 
means of the continuous independent variables for 
the experimental and control groups 
Variable Group N Mean S.D. Variance t- D.F. 2-tail 
test F-
value 
value prob. 
XI Con. 17 40.8 16.1 
2.3* -0.57 24 0.58 Exp. 30 43.2 10.6 
X2 Con. 
Exp. 
19 
31 
46.2 
43.5 
9.6 
12.2 1.6 0.80 48 0.43 
X3 Con. 
Exp. 
18 
25 
75.1 
79.0 
26.6 
16.7 2.6* -0.54 26 0.59 
X6 Con. 17 44.2 14. 7 
-0.16 45 0.87 
X7 
Exp. 30 44.9 12.9 1.3 
COFx . 
Exp. 
2 2 
33 
3. 5 
3.5 
0.57 
0.62 1.2 -0.09 53 0.93 
X9 Con. 22 7.6 2.7 1.02 52 0.31 Exp. 32 6.7 3.9 2.0 
X12 Con. 22 64.5 23.9 0.07 53 0.94 Exp. 33 64.0 25.9 1.2 
XI3 Con. 22 48.0 22.6 0.42 53 0.68 Exp. 33 45.2 26.2 1.3 
X15 Con. 22 14.6 3.9 0.44 53 0.66 Exp. 33 14.2 3.5 1.2 
XI6 Con. 17 57.1 11.7 
Exp. 30 54.1 11. 6 J. 5 U 'iO 0. 41 
X17 Con. 17 44.9 10.0 
-0.39 45 0.70 Exp. 30 46.0 9.5 1.1 
X18 Con. 22 11.4 11,2 
52 0.63 Exp. 32 9.9 10.9 1.1 0.49 
*Significant at the 0.05 level so separate test made. 
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Table 9. ANOVA for six separate groups: Test average 
Source Degrees Sum Mean 
freedom squares squares Ratio Probability 
Between groups 5 797 159 1.89 0.11 
Within groups 49 4138 84 
Total 54 4935 
= ::-or::::ces = »•« 
Probability = 0.015 (approximately) 
experimental groups (one spring and one fall), and (3) for 
the combined control and total experimental groups. The 
means and standard deviations are presented in Table 10. 
The F-ratios, the F-probabilities, and the Cochran-C 
probabilities for the eighteen tests are given in Table 11. 
Two of the Cochran-C tests revealed significant differ­
ences among the variances of the various groups. That means 
that the assumption of homoscedasticity that is made for the 
analysis of variance was probably violated in those cases. 
If the F-ratios had been larger in those two cases it may 
have been fruitful to try a transformation that would reduce 
the variance differences» Since that was not the case no 
further tests were made. 
Table 10. Means, counts, and standard deviations for all criterions and for three 
groupings of the subjects 
Group Type N 
Yl Y2 Y3 Y4 Y5 Y6 
Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S. D 
Six groups 
1 Exp. 10 38 .6 8.2 54.4 27.0 14.3 9.4 81.5 38.9 74.7 16. 3 2.5 1. 4 
2 Con. 11 39.1 5.9 62.4 15.4 9.8 11.7 85.7 24.9 77.5 10.4 2 . 7 0. 9 
3 Exp. 3 30.0 14.7 39.6 24.9 14.0 12.6 72.1 35.4 61.0 26.1 1.9 1. 6 
4 Con. 11 31.0 10.9 30.3 26.2 10.5 10.3 59.6 44.5 56.5 26.8 1.6 1. 4 
5 Exp. 7 38.0 4.4 56.3 11.9 13.9 5.2 84.6 16.1 74.9 6.8 2.3 0. 5 
6 Exp. 8 38.1 7.3 63.0 13.3 10.0 11.6 87.0 21.9 75.6 11.8 2.4 1. 1 
Three groups 
1 + 3 Exp. 13 34. 8 12.0 47. 8 26.4 14.2 10. 6 77.3 36.6 68.6 21. 7 2.2 1. 4 
2 + 4 Con. 22 35.0 9.5 46.3 26.6 10.1 10.7 72.7 37.6 67.0 22.6 2.2 1. 3 
5 + 6 Exp. 15 38.1 5.9 59.9 12. 7 11.8 9.1 85.9 18.8 75.3 9.4 2. 3 0. 8 
Two groups 
Exp. 33 36.3 9.7 53.3 21.9 13.1 9.9 81.2 29.7 71.6 17.3 2.3 1. 2 
Con. 22 35. 0 9.5 46.3 26.6 10.1 10.7 72. 7 37. 6 67.0 22.6 2.2 1. 3 
Yl is the test average 
Y2 is the grade on Part A of the final 
Y3 is the grade on the program part of the final 
Y4 is the total final score 
Y5 is the percent grade 
Y6 is the letter grade 
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Table 11. ANOVA for ail six criterions and for three 
groupings of the subjects 
Grouping Criterion F-ratio F-probability Cochran-C 
probability 
4 Exp. 
2 Control Yl 1.89 0.11 0.02* 
Y2 3.81 0.01** 0.39 
Y3 0.40 0.63 0.75 
Y4 1.05 0.40 0.16 
Y5 2.31 0.06 0.06 
Y6 1.17 0.34 0.37 
2 Exp. 
1 Control Yl 0. 58 0.56 0.04* 
Y2 1.64 0.20 0.21 
Y3 0.76 0.48 0.66 
Y4 0.71 0.50 0.20 
Y5 0.84 0.44 0.13 
Y6 0.07 0.43 0.16 
1 Exp. 
1 Control Yl 0.21 0.64 0.46 
Y2 1.13 0.29 0.16 
Y3 1.10 0.30 0.33 
Y4 0.88 0.36 0.11 
Y5 0.74 0.40 0.09 
Y6 0.07 0.69 0.31 
* 
Significant at the 0.05 level. 
** 
Significant at the 0.01 level. 
The hypothesis that the mean for the control group was 
equal to that of the experimental group could not be rejected 
for any of the criterions at the 0.05 level. When all six 
groups were considered separately there was a significant 
difference between the mean of the Part-A-of-the-final scores. 
Both the Tukey-B and the Student-Newman-Keuls procedures to 
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determine homogeneous subsets produced two such subsets. One 
subset contained groups 1, 3, 4, and 5. The second homog­
eneous subset contained all six groups except group 4. No 
explanation for that observed difference could be found. 
Predictors of Success in a FORTRAN 
Programming Course 
A three-step procedure was used to build a model that 
could be evaluated in further studies. First, a correlation-
intercorrelation study was made to reduce the number of pre­
dictors under consideration. This was done because of the 
relatively small number of subjects in the study. It must 
be emphasized that this step makes subsequent results ob­
tained in this study conditional on the decisions made in 
this step. Second, the remaining predictors under considera­
tion were used in a step-wise regression analysis to choose 
the best predictor(s). The third step was to evaluate the 
best predictors as discriminators of success as measured by 
each of the criterions. 
Correlation-intercorrelation matrix study 
The Pearson product moment correlation was the statistic 
used to find a correlation coefficient between two continuous 
variables. Otherwise, the Spearman rank correlation was the 
statistic used. The CORRELATION and SPEARMAN procedures of 
the Statistical Analysis System (SAS) were used for these 
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computations. The results are presented in Table 12. 
Interest inventory measures The correlation (r = 
0.27) between the Strong-Campbell computer programmer interest 
scores and the Kuder computer programmer interest scores 
approached significance (prob. = 0.06). The Kuder scores 
appeared to correlate better with each of the criterions 
except Y3, the program part of the final. Thus, the Kuder 
computer programmer scores were used in the step-wise regres­
sion procedure to build the prediction model for each of the 
criterions except Y3. The Strong-Campbell computer programmer 
score was used in the model building for Y3. 
Background and preparation measures The correlations 
between the variables in this category did not show a clear 
pattern that would lead to the elimination of one or more of 
the variables from further consideration. The coefficient 
(r = 0.25) for mathematics background versus high school rank 
versus Strong-Campbell academic orientation scores differed 
significantly from zero at the 0.1 level. However, the 
mathematics background versus Strong-Campbell academic 
orientation score correlation coefficient (r = -0.15) was 
significantly different from zero only at the 0.3 level. 
High school rank was not available for ten foreign students. 
It was decided, at least for the first analysis, not to use 
high school rank so that the foreign student information 
could be included in the regression study. Mathematics 
Table 12. Correlation-intercorrelation matrix for independent and dependent variables^ 
XI X2 X3 X4 ;x5 X6 X7 X8 X9 XIO Xll X12 X13 
X2 2 72 
X3 -2 52 02 8 
X4 131 335* 250 
X5 137 001 188 137 
X6 211 078 337* -151 010 
X7 050 323* 120 088 234 057 
X8 -0 83 -282* 154 122 411** 050 085 
X9 -021 06 7 052 207 059 -009 -150 096 
XIO 149 -02 8 -194 -118 -196 — 063 080 -229 -035 
Xll -019 00 0 109 021 284* 117 -032 214 063 -770** 
X12 103 035 -090 -001 -299* -035 -050 -031 095 738** -788** 
XI3 0.94 04 4 -257 060 -2 78* -135 -050 — 086 097 771** -831** 927** 
X14 039 -023 121 -091 196 165 -009 179 019 — 67 0 * * 837** -799** -818* 
X15 2(52 008 -095 197 -003 068 -025 -198 -147 166 -020 061 035 
X16 262 22 2 -023 240 065 -385** -158 -152 147 287* -278 155 251 
X17 -210 -288* 060 -269 -133 463** 066 267 068 -204 108 041 —046 
X18 106 -067 -025 -192 038 -192 081 -041 -232 057 017 -150 -139 
Yl -077 108 494** 356** 223 004 205 216 012 -180 174 -153 -241 
Y2 023 118 500** 325** 081 039 144 -032 -182 -135 105 -122 -205 
Y3 188 02 5 144 027 232 066 318* 153 -119 066 016 064 013 
Y4 083 145 364** 262* 196 153 257 054 -218 -117 125 -057 -147 
Y5 -049 118 487** 368** 196 056 218 154 -060 -166 180 -134 -239 
Y6 018 126 493** 252 163 100 345** 185 -063 -151 155 -108 -207 
^Decimal points have not been printed. 
A 
Significantly different from zero at the 0.05 level. 
it 
Significantly different from zero at the 0.01 level. 
Table 12 (Continued) 
X14 X15 X16 X17 X18 Y1 Y2 Y3 Y4 Y5 Name 
X2 KOIS-CP 
X3 High sch. 
X4 Math 
X5 Comp. Exp. 
X6 SVIB-AOR 
X7 Exp. Grade 
X8 Reason 
X9 Hrs. Prep. 
XIO Father Ed. 
Xll Occ. Roe 
X12 Occ. WP15 
XI3 Occ. Duncan 
X14 Occ. Warner 
X15 -054 GEFT 
X16 -166 117 SVIB-IE 
X17 152 -080 —594** SVIB-SS 
XI8 114 032 025 -034 Hrs. Work 
Y1 096 332** 196 -122 023 Test Avg. 
Y2 029 218 245 -230 004 785** Final - A 
Y3 -023 294* 244 029 -108 578** 510** Final - Prog. 
Y4 031 281* 183 -014 -054 775** 890** 747** Final - Tot. 
Y5 111 286* 202 -110 -014 951** 866** 645** 902** Percent 
Y6 091 280* 107 016 -008 901** 842** 702** 906** 933** Grade 
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background, Strong-Campbell academic orientation scores, and 
computer experience were used in the model building. 
Motivational measures None of the correlation 
coefficients between the variables in this category were 
significantly different from zero. Thus, all three of the 
variables in this category were used in the model building. 
Socioeconomic measures Relatively high correlations 
did occur between variables in this category. The range of 
magnitudes was from 0.67 to 0.93. The Roe and Warner measures 
of father's occupation were inverse. That is, smaller ratings 
on these scales corresponded to higher prestige occupations. 
The other three measures in this category were direct. This 
observation explains the sign differences. By comparing the 
intercorrelations between the variables in this category with 
the criterions it was observed that X13, the Duncan Socio­
economic Index correlated better with all of the criterions 
except Y3, the program part of the final. Thus, the Duncan 
Socioeconomic Index measure of socioeconomic status was used 
in the step-wise regression procedure to build the prediction 
model for each of the criterions except Y3. Father's educa­
tion was used in the model building for Y3. 
Step°wise regression analysis 
A summary of the variables that were thus selected for 
the step-wise regression analysis on each of the criterions 
is given in Table 13. 
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Table 13. Independent variables used in the regression 
analysis for each criterion 
Analysis Criterion Independent variables used 
1 Yl X2,X4,X5,X6,X7,X8,X9,X13,X15,X16,X17,X18 
2 Y2 X2,X4,X5,X6,X7,X8,X9,X13,X15,X16,X17,X18 
3 Y3 X1,X4,X5,X6,X7,X8,X9,X10,X15,X16,X17,X18 
4 Y4 X2,X4,X5,X6,X7,X8,X9,X13,X15,X16,X17,X18 
5 Y5 X2,X4,X5,X6,X7,X8,X9,X13,X15,X16,X17,X18 
6 Y6 X2,X4,X5,X6,X7,X8,X9,X13,X15,X16,X17,X18 
It was pointed out in the "collection of the data" that 
different 50-minute tests covering the same material were 
given during the two semesters. To test for the possibility 
that these test differences were significant a "semester" 
variable was also included in the analyses for Yl (test 
average), Y5 (percent grade), and Y6 (letter grade). It was 
not necessary to include such a variable in the other three 
analyses since those criterions were all associated with the 
final examination and the same final examinations were used 
in the two semesters. 
The STEPWISE procedure of the Statistical Analysis 
System (SAS) was used for these computations. A significance 
level of 0.5 was used for entering new variables into the 
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model. A significance level of 0.1 was used for keeping 
variables in the model. 
The variables (in the order they were selected for entry 
into the particular model), the square of the multiple 
regression coefficient (R ), the number of subjects included 
in the analysis (N), and the shrunken multiple regression 
coefficient as calculated from the formula on page 70 are 
given in Table 14. 
Table 14. Results of the step-wise regression analysis 
Analysis^ Variables 
selected 
R^ 
(observed) 
N n R^ 
(shrunken) 
1 X4,X15 0.21 45 2 0.19 
2 X4 0.16 45 1 0.16 
3 X7,X15,X16,X17 0.32 46 4 0.27 
4 X15,X7 0.16 45 2 0.14 
5 X4,X7 0.18 45 2 0.16 
6 X4,X7 0.18 45 2 0.16 
^Refer to Table 13. 
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It can be noted that none of the variables corresponding 
to the Kuder and Strong-Campbell interest measures (XI, X2, 
X6, X16, and X17) appeared in the models for Yl, Y2, Y4, Y5, 
and Y6. Since most of the missing data, other than high 
school rank, were the interest scores it was decided to 
delete those variables from the set of independent variables 
used in the regression analyses and to repeat those computa­
tions. This had the effect of increasing the number of sub­
jects from forty-five to fifty-three. Once again it must be 
emphasized that by including this step in the analysis, all 
results following it were conditional on that fact. The SVIB 
introversion/extroversion score and the SVIB social service 
score did appear in the model for Y3, the program part of the 
final, so that part of the regression analysis was not 
repeated. The variables that were used in the repeated 
analyses are given in Table 15. A "semester" variable was 
also included in the analysis for Yl, Y5, and Y6 to test for 
significant differences due to the use of different 50-minute 
tests in the two semesters. The results are presented in 
Table 16. 
The observed values of the multiple regression coeffi­
cients increased when the data for the additional students 
were used. The increase varied from 0.03 to 0.11. The same 
variables appeared in the five revised models as had appeared 
in the original models but in four of the five cases 
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Table 15. Reduced sets of independent variables used in the 
regression analysis 
Analysis Criterion Independent variables used 
7 Y1 X4,X5,X7,X8,X9,X13,X15,X18 
8 Y2 X4,X5,X7,X8,X9,X13,X15,X18 
9 Y4 X4,X5,X7,X8,X9,X13,X15,X18 
10 Y5 X4,X5,X7,X8,X9,X13,X15,X18 
11 Y6 X4,X5,X7,X8,X9,X13,X15,X18 
Table 16. Results of the regression analysis using the 
reduced sets 
Analysis^ Variables 
selected 
N n R^ 
(observed) (shrunken) 
7 X4,X15,X7 0.28 53 3 0.25 
8 X4,X9 0.22 53 2 0.20 
9 X7;X15 0.19 53 2 0.17 
10 X4,X7,X15,X13 0.29 53 4 0.25 
11 X7,X15,X4 0.29 53 3 0.26 
^Refer to Table 15. 
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additional variables were added. 
To get some idea of what improvement, if any, could be 
expected if high school rank had been included, the five 
analyses as described in Table 15 were repeated except that 
X3, high school rank, was included in the set of independent 
variables. The effect of including X3 was to decrease the 
number of subjects used in the analyses from fifty-three to 
forty-two. The results are given in Table 17. 
High school rank did appear in all five models. However, 
when the results given in Table 16 are compared with those 
given in Table 17 it can be noted that four of the observed 
squares of the multiple regression coefficients increased by 
amounts from 0.01 to 0.12 while the fifth coefficient squared 
decreased by 0.06. The shrunken multiple regression 
coefficients for Yl, the test average, and for Y6, the letter 
course grade, each increased by 0.10 when high school rank 
was included in the model. Little improvement in the other 
2 three shrunken R values was obtained by including high school 
rank. 
High school rank was also included in an analysis for 
Y3, the program part of the final. Analysis 3 in Table 13 
was used. Only GEFT (X15) and the expected grade (X7) 
appeared in the model that was thus obtained. The observed 
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Table 17. Results of the regression analysis when high school 
rank was included in the set of variables 
Analysis^ Variables 
selected 
R^ 
(observed) 
N n R^ 
(shrunken) 
7' X3,X15,X13,X7 0.40 42 4 0.35 
8' X3 0.24 42 1 0.24 
9' X3,X7 0.20 42 2 0.18 
10' X3 0.23 42 1 0.23 
11' X3,X7,X15 0.39 42 3 0.36 
^Refer to Table 51 and include X3 in the set of 
independent variables used. 
negative computed value so assumed to be zero. 
2 2 R was 0.25. The shrunken R was 0.23. Thus no improvement 
was noted by including high school rank in the analysis for 
Y3 and high school rank did not appear in the model for Y3. 
The best predictors that were chosen by this step-wise 
regression procedure are summarized in Table 18. These 
results are conditional since the correlation-intercorrelation 
matrix was used to reduce the number of independent variables 
under consideration and the results of the first step-wise 
regressions were used to further reduce that nuiriber. 
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Table 18. Best predictors for each criterion 
Criterion Best predictors 
Test average 
Part A of the 
final 
Math background. Group Embedded Figures Test 
scores. Expected grade, (H.S. rank) 
Math background. Hours preparation, 
(H.S. rank) 
Program on the 
final 
Expected grade, Group Embedded Figures Test 
scores, SVIB-introversion/extroversion, 
SVIB-social service 
Total score on 
the final 
Percent course 
grade 
Letter course 
grade 
Expected grade. Group Embedded Figures Test 
scores, (H.S. rank) 
Math background. Expected grade, Group 
Embedded Figures Test scores, Duncan 
Socioeconomic Index, (H.S. rank) 
Expected grade. Group Embedded Figures Test 
scores. Math background, (H.S. rank) 
Evaluation of the best predictors as discriminators 
Each of the predictors that were chosen in the preceding 
section were used in two-factor analysis of variance, with 
experimental-contro1, to determine their effectiveness as 
discriminators of success. To do this the students were 
divided into either two or three groups on the basis of their 
ranking with respect to a particular predictor. 
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In the cases of high school rank (X3), hours preparation 
for the course (X9), Duncan Socioeconomic Index (X13), Group 
Embedded Figures Test score (X15), SVIB-introversion/ 
estroversion (X16), and XVIB-social service (X17) the students 
were divided into above average and below average groups. In 
the analyses for these variables there were two groups for 
each of the two factors. Experimental-control was one factor. 
Above average and below average for the predictor under inves­
tigation was the other. 
In the case of expected grade (X7), the students were 
divided into three groups: (1) those students who expected 
an "A," (2) those students who expected a "B," and (3) those 
students who expected a "C." In the case of mathematics 
background, the students were also divided into three groups: 
(1) those who had less than four years of high school math or 
its equivalent, (2) those who had four years of high school 
math or its equivalent, and (3) those who had more than four 
years of high school math or its equivalent. Thus, in the 
analyses for X4 and X7 there were two groups for the experi­
mental-control factor and three groups for the predictor 
factor. 
A typical two-factor analysis of variance table is given 
in Table 19. The ANOVA procedure of the Statistical Analysis 
System (SAS) was used for these computations. 
100 
Table 19. Two-factor ANOVA for experimental-control (C4) and 
math background (X4) 
Criterion: letter course grade 
Source Degrees Sum Mean F 
freedom squares squares value probability 
C4 1 0.11 0.11 0.08 0.77 
X4 2 10.79 5.39 4.12 0.02* 
C4 X4 2 4.94 2.47 1.89 0.16 
Residual 49 64.09 1.31 
Total 54 79.93 
* 
Significant at the 0.05 level. 
The degrees of freedom and F values for each of the 
criterions are presented, for each of the predictors, in 
Table 20. 
Table 20a. List of variable names 
Symbol Variable 
C4 Experimental-control 
X3 High school rank 
X4 Mathematics background 
X7 Expected grade 
X9 Hours in preparation for the course 
X13 Duncan Socioeconomic Index for father's occupation 
XI5 Group Embedded Figures Test score 
X16 Strong-Campbell introversion/extroversion 
XI7 Strong-Campbell social service Basic Interest Score 
Table 20b. Results of two-factor analysis of variance for predictors chosen and for 
experimental-control 
Source D.F. Y1 
F-value 
Y2 
F-value 
Y3 
F-value 
Y4 
F-value 
Y5 
F-value 
Y6 
F-value 
C4 1 1.46 2.55 0.63 2.35 1.99 0.76 
X3 1 11.87** 9.19** 0. 88 5.02* 8-96** 13.44** 
X3 C4 1 1.17 1.70 0.68 1.59 1.41 0.93 
Residual 39 
C4 1 0.43 1.26 1.10 0.98 0.91 0.08 
X4 2 5.56** 3.49* 0.93 2.90 5.44** 4.12* 
X4 C4 2 1.24 1.23 0.98 2.16 2.49 1.89 
Residual 49 
C4 1 0.36 1.08 1.18 0.89 0.73 0.08 
X7 2 1.60 0.55 3.25* 1.93 1.29 3.32* 
X7 C4 2 0.06 0.20 0.60 0.35 0.49 0.06 
Residual 49 
C4 1 0.60 1.82 1.41 1.58 1.32 0.23 
X9 1 0.02 0.81 0.01 0.58 0.00 0.03 
X9 C4 1 0.06 -0.04* 1.25 0.05 0.01 -0.01* 
C4 1 0.37 1.13 1.07 
XI3 1 3,51 1.93 0.55 
XI3 C4 1 -0.17* 0.00 0.20 
Residual 51 
C4 1 0.39 1.16 1.14 
XI5 1 5.62* 2.50 1.63 
XI5 C4 1 0.71 0.85 2.47 
Residual 51 
C4 1 0.27 0.37 0.63 
XI6 1 1.87 3.23 2.16 
X16 C4 1 0.00 4.47* 0.40 
Residual 43 
C4 1 0.26 0.34 0.59 
XI7 1 0.63 1.33 0.04 
XI7 C4 1 0.37 2.75 0.02 
Residual 43 
^Unequal cell frequencies meant weighted analysis 
* 
Significant at the 0.05 Level. 
Significant at the 0.01 level. 
0 .  8 8  
2.15 
-0.14& 
0.90 
2.96 
0.38 
0.06 
1.10 
0.43 
0 . 0 6  
0.01 
0.31 
0. 76 
3.76 
-0.25* 
0.77 
3.66 
0.66 
0.20 
1.68 
-0.03* 
0.20 
0.57 
0.09 
0.07 
2.90 
0.31 
0.07 
3.71 
0.15 
0 . 2 6  
0.91 
0.09 
0 . 2 6  
0 . 0 0  
0.65 
computed. 
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The hypothesis that there was no significant difference 
between the mean of a criterion for those students who scored 
above average on the Group Embedded Figures Test and those who 
scored below the average could be rejected only in the case of 
Yl, the test average criterion. 
The hypothesis that there was no significant difference 
between the mean of a criterion for those students who had 
less than four years of high school mathematics, those 
students who had four years of high school mathematics, and 
those students who had more than four years of high school 
mathematics could be rejected for the criterions Y1 (test 
average), Y2 (part A of the final), Y5 (percent course grade), 
and Y6 (letter course grade). 
The hypothesis that there was no significant difference 
between the mean of a criterion for those students who 
expected to receive an A in the course, those students who 
expected to receive a B in the course, and those students who 
expected to receive a C in the course could be rejected for 
the criterions Y3 (program part of the final) and Y6 (letter 
course grade). 
The hypothesis that there was no significant difference 
between the mean of a criterion for those students who thought 
they would spend seven or more hours in preparation for the 
course each week and those students who thought they would 
spend less time than that could not be rejected for any of 
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the criterions. 
The hypothesis that there was no significant difference 
between the mean of a criterion for those students whose 
socioeconomic ranking was above the average ranking for the 
students in the study and those students whose ranking was 
below the average could not be rejected for any of the 
criterions. 
The hypothesis that there was no significant difference 
between the mean of a criterion for those students whose 
high school ranking was above the average ranking for the 
students in the study and those students whose ranking was 
below the average could be rejected for the criterions Y1 
(test average), Y2 (part A of the final), Y4 (the total score 
on the final), Y5 (percent course grade), and Y6 (letter 
course grade). 
The hypothesis that there was no significant difference 
between the mean of a criterion for those students whose 
introversion/extroversion scores on the SVIB were above the 
average for students in the class and those students whose 
scores were below the average could not be rejected for any 
of the criterions. 
The hypothesis that there was no significant difference 
between the mean of a criterion for those students whose 
SVIB-social service Basic Interest Scores were above the 
average for students in the study and those students whose 
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scores were below the average could not be rejected for any 
of the criterions. 
Not all of the predictors were chosen for any one of the 
criterions. Table 18 gives the predictors that were chosen 
for each of the criterions. A summary of the results from 
Table 20 that apply to the variables listed in Table 18 is 
presented in Table 21. 
Table 21. Significance of the usefulness of the chosen 
predictors when used alone as discriminators 
Criterion 
X3 X4 X7 
Chosen predictors 
X9 X13 X15 X16 X17 
Yl S S NS S 
Y2 S S NS 
Y3 S NS NS NS 
Y4 S NS NS 
Y5 S S NS NS NS 
Y 6 S S S NS 
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Interaction between the Experimental 
Treatment and the Chosen Predictors 
Tests for significant interaction between the chosen 
predictors and the experimental treatment were made when the 
two-factor analysis of variation tests were made to determine 
the usefulness of the chosen predictors as discriminators. 
The results of those tests are presented in Table 20. 
None of the hypotheses that there was a significant 
interaction between the predictors and exposure to basic con­
cepts of structured programming could be rejected except in 
the case of X16 (SVIB-introversion/extroversion). With Y2 
(part A of the final) as a criterion, there was a significant 
interaction between X16 and the experimental treatment. That 
interaction is illustrated in Figure 1. Above average scores 
on X16 indicated that those persons tended to be more intro­
verted. It would appear that students in the experimental 
group who tended to be more introverted did not do as well, 
according to Y2, as did the more introverted students in the 
control group. 
Blocking Tests 
The statistics for the independent variables which 
compared the experimental and control groups were given in 
Tables 2, 3, 4, 5, 6, 7, and 8. Similar comparisons were 
made for (1) male versus female, (2) upper classmen versus 
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Y2 
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65 
60 
55 
50 
45 
40 
Below Above XI6 
average average 
Figure 1. Interaction between experimental treatment and 
introversion/extroversion of SVIB (X16) 
lower classmen, and (3) American versus foreign students. 
The CROSSTABS and T-TEST procedures of the Statistical Package 
for the Social Sciences (SPSS) were used. Chi-square was the 
procedure used to compare the distribution of categorical 
variables. The t-test was the procedure used to compare the 
means of continuous variables. Upper classmen were defined 
as students having already taken and passed sixty-four or 
more semester credits. The results of the comparisons for 
these classifications are given in Tables 22, 23, 24, 25, 26, 
27, 28, 29 and 30. Since high school ranks were not available 
for foreign students that comparison could not be made. 
C 
C 
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Table 22. Chi-square tests for significant distribution 
differences in mathematics background (two degrees 
of freedom) 
Cell counts 
Group Less than Four yrs. More than Chi- a Signif 
4 yrs. H.S. math 4 yrs. square icance 
H.S. math H.S. math 
Female 4 5 3 
1.53 0.46 
Male 12 12 19 
Upper class. 4 4 11 
3.88 0.14 
Lower class. 12 13 11 
American 14 15 16 
2.04 0.36 
Foreign 2 2 6 
Caution—low expected cell counts. 
Table 23. Chi-square tests for significant distribution 
differences in computer experience (one degree of 
freedom) 
Cell 1 counts 
Group No FORTRAN Some FORTRAN Chi- Signif­
experience experience square icance 
Female 8 4 
0.00 0.99 
Male 31 12 
Upper class. 10 9 
3.44 0.06 
Lower class. 29 7 
American 30 15 
1.18 0.28 
Foreign 9 1 
^Corrected value. 
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Table 24. Chi-square tests for significant distribution 
differences in reason for taking the course (one 
degree of freedom) 
Cell counts 
Group Not required Required Chi-square^ Significance 
Female 8 4 
0.00 0.99 
Male 31 12 
Upper class. 15 4 
0.41 0.52 
Lower class. 24 12 
American 32 13 
0.10 0.75 
Foreign 7 3 
^Corrected value. 
Table 25. Chi-square tests for significant distribution 
differences in father's occupation (one degree of 
freedom) 
Group 
Cell counts 
No post- Some post-
secondary secondary 
Chi-square Significance 
rtîuiaxe / 
Male 23 
Upper class. 12 
Lower class. 18 
American 24 
Foreign 8 
19 
7 
17 
21 
2 
0.01 
0.29 
0.14 
0.91 
0.59 
0.71 
Corrected value. 
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Table 26. Chi-square tests for significant distribution 
differences in Roe's classification of father's 
occupation (one degree of freedom) 
Cell 1 counts 
Group Levels 1 , Levels 4, Chi-square^ Significance 
2, or 3 5, or 6 
Female 5 7 
0.69 0.41 
Male 26 17 
Upper class. 9 10 
0.48 0.49 
Lower class. 22 14 
American 23 22 
1.73 0.19 
Foreign 8 2 
^Corrected value. 
Table 27. Chi-square tests for significant distribution 
differences in Warner's classification of father's 
occupation (one degree of freedom) 
Cell counts 
Group Levels 1 ., Levels 4, Chi-square^ Significance 
2, or 3 5,6, or 7 
Female 6 6 
0.38 0.54 
Male 2 8 15 
Upper class. 11 8 
0.02 0.89 
Lower class. 23 13 
-Ainerican 26 19 
0.90 0.34 
Foreign 8 2 
^Corrected value. 
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Table 28. t-test probabilities of no difference between the 
means of the continuous independent variables for 
the male and female groups 
Var. Group N Mean S.D. Variance 
test F-
value 
t-value D.F. 2-tail 
prob. 
XI F 
M 
10 
37 
39.7 
43.1 
13.2 
12.7 1.1 -0.73 45 0.47 
X2 F 
M 
12 
38 
41.6 
45.4 
7.4 
12.2 2.7 -1.04 48 0.31 
X3 F 
M 
10 
33 
91.9 
72.9 
13.2 
21.3 2.6 2.65 41 0.01** 
X6 F 
M 
10 
37 
52.9 
42.4 
16.9 
11.6 2.1 2.29 45 0.03* 
X7 F 
M 
12 
43 
3.4 
3.5 
0.67 
0.63 1.1 -0.57 53 0.57 
X9 F 
M 
12 
42 
6.4 
7.2 
3.20 
3.55 1.2 -0.72 52 0.47 
X12 F 
M 
12 
43 
69.6 
62.7 
26.3 
24.6 1.1 0.84 53 0.40 
X13 F 
M 
12 
43 
49.3 
45.4 
27.4 
24.1 1.3 0.48 53 0.63 
XI5 F 
M 
12 
43 
16.3 
13.8 
1. 56 
3.85 6.13* 3.47 46 O.OOl* 
X16 F 
M 
10 
37 
51.6 
56.2 
13.0 
11.1 1.4 -1.11 45 0.27 
XI7 F 
M 
10 
37 
52.4 
4 3 . 8  
12.3 
8.0 2.4 2.69 45 0.01** 
XI8 F 
M 
11 
43 
9.0 
10.9 
10.4 
11.1 1.1 -0.50 52 0.62 
* 
Significant at the 0.05 level. 
** 
Significant at the 0.01 level. 
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Table 29. t-test probabilities of no difference between the 
means of the continuous independent variables for 
the upper (U) and lower (L) classmen 
Var. Group N Mean S.D. Variance 
test F-
value 
t-value D.F. 2-tail 
prob. 
XI U 
L 
18 
29 
41.8 
42.7 
13.2 
12.7 1.1 0.21 45 0.83 
X2 U 
L 
18 
32 
48.2 
42.5 
9.9 
11.6 1.4 -1.75 48 0.09 
X3 U 
L 
17 
26 
75.7 
78.4 
20.9 
21.7 1.1 0.41 41 0.69 
X6 U 
L 
18 
29 
46.8 
43.3 
12.0 
14.2 1.4 -0.85 45 0.40 
X7 U 
L 
19 
36 
3.47 
3.53 
0.70 
0.61 1.3 0.30 53 0.77 
X9 U 
L 
19 
35 
7.42 
6. 86 
3.69 
3.37 1.2 -0.57 52 0.57 
X12 U 
L 
19 
36 
52.0 
70.6 
27.2 
21.3 1.6 2.80 53 0.01** 
X13 U 
L 
19 
36 
37.6 
50.9 
29.0 
21.0 1.9 1.95 53 0.06 
XI5 U 
L 
19 
36 
15.2 
13.9 
2.53 
4.05 2.6 + -1.32 51 0.14 
X16 U 
L 
18 
29 
54.4 
55.7 
8.7 
13.1 2.3 0.35 45 0.73 
XI7 U 
L 
18 
29 
44.2 
46.5 
8.5 
10.2 1.5 0.81 45 0.42 
X18 U 
L 
19 
35 
9.2 
11.2 
8.6 
12.1 2.0 0.65 52 0.52 
Significant at the 0.05 level. 
** 
Significant at the 0.01 level. 
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Table 30. t-test probabilities of no difference between the 
means of the continuous independent variables for 
the foreign (F) and American (A) students 
Var. Group N Mean S.D. Variance 
test F-
value 
t-value D.F. 2-tail 
prob. 
XI A 
F 
40 
7 
43.2 
37.4 
11.7 
17.9 2.3 1.11 45 0.27 
X2 A 
F 
42 
8 
46.0 
37.0 
10.4 
13.4 1.7 2.13 48 0.04* 
X3 A 43 77.3 21.2 
Information not available 
1.2 1.28 45 0.21 
1.3 3.01 53 0.004** 
6.2* -1.98 9 0.08 
3.0 -0.91 53 0.37 
2.5 -1.12 53 0.27 
1.3 0.89 53 0.38 
1.7 -1.20 45 0.24 
1.9 -0.41 45 0.68 
5.2* 4.11 33 0.00** 
Significant at the 0.05 level. 
** 
Significant at the 0.01 level. 
X6 A 40 45.7  13.5  
F 7 38.7  12.1  
X7 A 45 3 .62 0 .58 
F 10 3 .00 0 .67 
X9 A 45 6 .40 2 .36 
F 9 10.3  5 .85 
X12 A 45 62.8  26.5  
F 10 70.7  15.2  
X13 A 45 44.5  26.0  
F 10 54.2  16.3  
A15 A 45 14.5  3 .54 
F 10 13.4  4 .09 
X16 A 40 54.4  11.0  
F 7 60.0  14.3  
X17 A 40 45.4  9 .1  
F 7 47.0  12.6  
X18 A 44 12.2  11.2  
F 10 2 .8  4 .9  
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The hypothesis that there was no significant difference 
between the comparative statistic for an independent variable 
of the female students and the similar statistic of the male 
students could be rejected for X3 (high school rank), X6 
(SVIB-academic orientation), X15 (Group Embedded Figures Test 
score), and Xl7 (SVIB-social service). 
The hypothesis that there was no significant difference 
between the comparative statistic for an independent variable 
of the upper classmen and the similar statistic of the lower 
classmen could be rejected for X12 (Bureau of Census ranking 
of father's occupation). 
The hypothesis that there was no significant difference 
between the comparative statistic for an independent variable 
of the American students and the corresponding statistic of 
the foreign students could be rejected for X2 (KOIS computer 
programmer score), X7 (expected grade), and XI8 (hours working 
for pay). The latter could have been expected since very few 
foreign students were working for pay. 
Miscellaneous Tests 
Kuder versus Strong-Campbell 
Total group means were computed for the Kuder computer 
programmer scores and the Strong-Campbell computer programmer 
scores. Students were divided into two groups: those with 
scores above the mean and those with scores below the mean. 
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T-tests were used to compare the mean of a criterion for the 
above-average group with the mean of that criterion for the 
below-average group. Tests for each of the criterions were 
made. The T-TEST procedure of the Statistical Package for 
the Social Sciences (SPSS) was used. The results are pre­
sented in Table 31. 
The hypothesis that there was no significant difference 
between the mean of a criterion for the above average group 
and the mean for the below average group could not be 
rejected for any of the criterions using either the Kuder or 
the Strong-Campbell computer programmer scores. 
Reliability of the GEFT 
The CORRELATION procedure of the Statistical Analysis 
System (SAS) was used to find the Pearson product moment 
correlation between the scores on Part II of the Group 
Embedded Figures Test (GEFT) with those on Part III. The 
correlation coefficient was 0.71. The variances of the 
scores did not differ significantly. Using the Spearman-
Brown prophecy formula (see page 73), the reliability 
coefficient was found to be 0.83. Witkin et al. (74) had 
observed a reliability coefficient of 0.82 so there was 
agreement. 
Table 31. Comparison of the Kuder and Strong-Campbell computer programmer scores as 
dis criminators 
Kuder computer prog. Strong-Campbell computer prog. 
Criterion Group N Mean S.D. t-value^ Prob. N Mean S.D. t-value^* Prob. 
Y1 Below 
Above 
23 
27 
35.0 
38. 8 
7.1 
9.3 -1.62 0.11 
24 
23 
38.1 
37.0 
5.9 
10.4 0.45 0. 65 
Y2 Below 
Above 
23 
27 
51.4 
56.4 
20.4 
21.9 -0.83 0.41 
24 
23 
55.3 
56.4 
16.1 
20.6 -0.21 0. 83 
Y3 Below 
Above 
23 
27 
11.3 
13.4 
8.3 
10.9 -0.73 0.47 
24 
23 
11.5 
14.5 
8.5 
11.1 -1.02 0. 31 
Y4 Below 
Above 
23 
27 
77.9 
86. 8 
27.6 
26. 8 -1.15 0.25 
24 
23 
84.5 
87.6 
18.3 
25.0 — 0.48 0. 63 
Y5 Below 
Above 
23 
27 
69.6 
76.1 
13.9 
15.6 -1.55 0.13 
24 
23 
75.4 
74.0 
9.8 
16.4 0.37 0. 72 
Y6 Be low 
Above 
23 
27 
2.13 
2.59 
1.01 
1.08 -1.55 0.13 
24 
23 
2.46 
2.52 
0.78 
1.16 -0.22 0. 83 
^All pooled tests (forty-eight degrees of freedom). 
^Pooled tests for Y2, Y3, Y4, Y6 (forty-five degrees of freedom). Separate tests 
for Y1 (thirty-five degrees of freedom) and Y5 (thirty-six degrees of freedom). 
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DISCUSSION 
There were shortcoming in this study but the results 
should still be helpful in the development of further 
research. The greatest shortcoming was the small number of 
students available for the study. The fact that there were 
only fifteen persons taking the course in the fall semester 
of 1975, as compared to forty students in the fall of 1974, 
was not anticipated. The very fact that hundreds of students 
were not available for the study emphasizes the point made 
in the Introduction that results obtained in many large 
institutions are not necessarily applicable at smaller (less 
than 3000 students) institutions. There is still the need 
for continuing research at these smaller schools. Other 
aspects of this study are discussed in this chapter and it 
concludes with recommendations for further study. 
Choice of Criterion 
Lothridge (38, pp. 47-53) made the suggestion that 
instead of using only one criterion it was desirable to 
explore several. Six were used in this study and there were 
observed differences in the results. Since one-half of the 
percent grade {Y5) was derived from test average (Yl) and 
then letter grade (Y6) was derived from percent grade it was 
not surprising that the predictive capabilities of the 
independent variables used were similar as far as Yl, Y5, and 
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Y6 were concerned. The program part of the final (Y3) seemed 
to be different from the others, however. For example, high 
school rank was a poor predictor of success on Y3 but a good 
predictor of the other five criterions. Wolfe (75) believed 
that one advantage of his four-hour test was the fact that 
slow readers would have adequate time. He also believed that 
slow readers could be good programmers. Reading ability 
could have been a factor on the three final examination 
criterions used in this study but one would not expect that 
to be a limiting factor for students who were above average 
in high school ranking. It seems, then, that the program 
criterion (Y3) measures something different from the other 
criterions used in the study. That observation is also sup­
ported by the fact that the correlation coefficients between 
Y3 and the other criterions were lower than the correlation 
coefficients between the other criterions. 
It could be expsctcu. that there would be s relatively 
high correlation between computer experience (X5) and the 
program part of the final (Y3) but that was not the case, 
ïhe Group Embedded Figures Test score (X15), for example, 
correlated higher with Y3 than did X5. Reynolds (54, p. 129) 
observed at Orange Coast College that computer experience 
did not automatically imply success in their program. He 
said, "Some of our most difficult students are those refugees 
from industry who claim years of experience." 
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There is a choice of criterion available. The researcher 
must choose the one that best measures "success" according to 
his study. In one study "success" might be grade in a course 
but if computer programmers are being trained then a criterion 
such as Y3, the program part of the final, could very well be 
a better one. 
The Experimental Treatment 
The researcher is at a disadvantage in conducting a study 
of this type because he is not free to completely utilize all 
of the opportunities that arise in connection with the experi­
mental procedure. For example, if a question was asked at a 
lecture where both control and experimental groups were 
present and if the answer could very nicely be presented in 
terms of the structured programming concepts then that reply 
could not be given since only one-half of the class would 
comprehend it= Even during the fall semester the same condi­
tion existed because every effort was made to conduct the 
experimental groups in exactly the same manner during both 
semesters. Cries (26) emphasized the importance of instruc­
tors practicing what they were preaching. In this study the 
instructor could not practice structured programming while 
giving examples before the combined group. 
An alternative procedure during each semester would have 
been to teach one section using the concepts of structured 
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programming and the other without using those concepts. If 
that alternative had been taken then sections, not individuals, 
would have been the experimental units and even smaller 
numbers of experimental units would have been available. 
There was certainly no evidence to indicate that instruc­
tors should not introduce basic concepts of structured pro­
gramming in a programming language course. It may be that if 
those concepts were used throughout a FORTRAN programming 
course that the students would become better problem solvers 
and/or computer programmers. Structured programming will 
probably be in use in the computer world for years to come. 
Even if students who are exposed to structured programming in 
a computer language course do not become better problem 
solvers, the fact remains that if they are knowledgeable in 
structured programming then they will become more useful 
employees. 
ahAiil (S Ka fakan infn f ha 
fact that the ability of the students to obtain a method of 
solving the problem and then to translate that method into a 
program was being measured by Y3, the program part of the 
final examination. Program debugging and verification is 
another very important aspect. It was not measured. It 
could be expected, however, that students who used structured 
codings would have less trouble-shooting to do. Consequently, 
they would he considered better programmers even though there 
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was no statistical difference between the mean of the Y3 
scores for those students who had been exposed to basic con­
cepts of structured programming and those who had not been 
exposed. 
Students may be more receptive to the concepts of 
structured programming in a second programming language 
course than they would be in the first. Samelson (61) 
expressed the opinion that to try to teach both subject mat­
ter (programming skills) and a programming language in the 
same course is poor pedagogical practice. 
Selection of Predictors of Success 
It was pointed out that the results of this study are 
conditional on the fact that the number of independent 
variables under consideration was reduced by first using the 
correlation-intercorrelation matrix and then by using a 
preliminary step-wise regression analysis= Nevertheless, the 
results may still be useful. Predictors should be chosen 
according to the criterion used. 
Neither the Kuder nor the Strong-Campbell computer pro­
grammer scores proved to be helpful predictors. Of the two, 
the Kuder may be slightly better. 
High school rank appeared to be the best predictor, 
except in the case of Y3 (the program part of the final), 
from among the background and preparation measures. When 
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used with other measures, however, mathematics background was 
almost as useful. 
Expected grade seemed to be the most useful motivational 
measure used in this study, especially in the case of Y4, 
total score on the final. Since that criterion is frequently 
used in studies, expected grade has some potential as a use­
ful predictor. 
Socioeconomic status did not appear to be a helpful 
predictor. Of those measures considered, the Duncan Socio­
economic Index seemed to be the most useful. 
The Group Embedded Figures Test does seem to have some 
usefulness as a predictor, especially when it is used in 
conjunction with other measures. Hours working for pay was 
not helpful. When studies are made where the criterion is to 
solve a problem and write the program, an introversion/ 
extroversion type of measure may be useful. 
Recommendations 
Further study into the usefulness of the Group Embedded 
Figures Test (GEFT) is needed. The male and female means 
that Witkin et (74) reported were 12.0 and 10.8, respec­
tively. The standard deviations were 4.1 and 4.2. For this 
study the means were 13.8 and 16.3; the standard deviations 
were 3.9 and 1.6. Since the maximum was eighteen it seems 
that the five minutes for each part may have been too long. 
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Perhaps a shorter time would give a better distribution and 
thus improve the predictability. 
An evaluation of the models found in this study is 
needed. The linear coefficients of the variables in the 
predictor equations need to be established and then that 
equation needs to be tested as a predictor. 
The advantage, if any, of teaching structured programming 
in a second programming language course should be investigated. 
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SUMMARY 
Review of the Study 
This study was made to evaluate the introduction of basic 
concepts of structured programming into a FORTRAN programming 
course and to select useful predictors of success in that 
course. All students at the University of Wisconsin-Superior 
who took CSCI 210 (FORTRAN programming) in the spring and fall 
semesters of 1975 participated in the study. There were four 
experimental groups of students and two control groups. The 
experimental treatment consisted of teaching the basic con­
structs of structured programming (sequence, selection, and 
iteration) so that students could write programs in terms of 
those constructs. They were shown how a program could be 
written in FORTRAN so that those basic constructs were 
emphasized in the code. 
The review of literature revealed a wide assortment of 
variables that had been studied as potential predictors of 
success in computer programming courses. That review and the 
suggestions made in the literature were used as a guide in 
the selection of measures to be studied as possible pre­
dictors. The measures used were in the categories of occupa­
tional interest scores, background and preparation, motiva­
tional, socioeconomic status, and special characteristics. 
Because of the small number of persons available for the 
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study (fifty-five) it was necessary to reduce the number of 
variables under consideration. Consequently, the results of 
the selection of predictors was conditional on those reduc­
tions. 
Tests were made to see if there was significant inter­
action between the experimental treatment and the selected 
predictors. Also, tests were made to see if blocking by sex, 
academic class, nationality, or experimental-control was 
advisable. 
Resolution of the Hypotheses 
Structured programming as an aid to learning FORTRAN 
The hypothesis that there was no significant difference 
between the mean of a criterion for the experimental group 
and that of the control group could not be rejected for any 
of the criterions. 
Predictors of success in a FORTRAN programming course 
The predictors that were selected for each of the 
criterions is given in Table 18 and further test results of 
how good the predictors were as discriminators is given in 
Table 21. 
ground, and Group Embedded Figures Test (GEFT) were the best 
discriminators. Expected grade could also be useful as a 
predictor. 
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High school rank and mathematics background were also 
good discriminators for the multiple-choice part of the final. 
Hours spent in preparation for the course had some potential 
as a predictor. 
For the program part of the final; expected grade was 
the only good discriminator. Predictability could be improved 
by using the GEFT, SVIB introversion/extroversion scores, and 
the SVIB social service basic interest scores. 
High school rank was the best discriminator of success 
as measured by the total final examination score. Expected 
grade and the GEFT were potential useful predictors. 
For the percent course grade, high school rank and 
mathematics background were the best discriminators. Expected 
grade, the GEFT. and socioeconomic status could improve 
predictability. 
For letter course grade; high school rank, mathematics 
t.totô 4-Xa Kise-I- a r»*"-! tni n 
The GEFT had some potential as a predictor. 
Interaction between experimental treatment and the chosen 
predictors 
The hypothesis that there was no significant interaction 
between the experimental treatment and a chosen predictor 
could be rejected only in the case of the SVIB-introversion/ 
extroversion predictor for Y2, the multiple-choice part of 
the final. There was some evidence that students in the 
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experimental group who tended to be more introverted did not 
do as well, according to Y2, as did the more introverted 
students in the control group. 
Blocking tests 
The hypothesis that there was no significant difference 
between the mean of an independent variable for the female 
students and the corresponding mean for the male students 
could be rejected in the case of five of the eighteen inde­
pendent variables under consideration. Thus, predictability 
possibly could be improved if separate predictor equations 
were developed for males and females. 
Otherwise, the tests showed that blocking by academic 
class, nationality, and experimental-control would probably 
not be helpful. 
Comparison with Previous Results 
Since there were not reported investigations to ascertain 
the effect of teaching structured programming in a FORTRAN 
programming course it was impossible to compare the results 
of that part of this study with previous results. Compari­
sons were possible, however, with respect to the determina­
tion of good predictors of success in computer programming 
courses. 
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Interest inventory measures 
Cronbach (18) reported correlation coefficients in the 
neighborhood of 0.25 when Kuder and Strong interest scales 
for similar occupations were compared. The 0.272 coefficient 
found in this study supports that observation. 
Bauer (5) and Mussio and Wahlstrom (45, pp. 26-46) 
reported correlation coefficients between 0.3 and 0.4 when 
the SVIB computer programmer scores were compared with course 
grade. The 0.18 coefficient found in this study was much 
lower and was not significantly different from zero at the 
0.05 level. In fact, neither the Kuder nor the Strong computer 
programmer scores correlated significantly different from zero 
with any of the criterions in this study. Mussio and 
Wahlstrom also found that the mean SVIB-Computer Programmer 
score for the above-average students differed significantly 
from the mean for the below-average students at the 0.01 
level. Neither the Strong nor the Kuder computer programmer 
scores proved to be discriminators of success at less than 
the .05 significance level in this study. 
Background preparation measures 
Buff (10) reported a correlation coefficient of 0.253 
between high school rank and course grade. The 0*493 
coefficient found in this study was somewhat greater. 
Alspaugh (1) reported a correlation coefficient of 0.382 
between math background and course grade. The 0.252 
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coefficient was less. However, the 0.356 and 0.368 coeffi­
cients for test average and percent grade for the course 
criterions were comparable. 
The correlation coefficient of 0.1 found in this study 
when the SVIB-Academic Orientation scores were compared with 
course grades was less than the coefficient of 0.33 found by 
Mussio and Wahlstrom (45, pp. 26-46). 
Motivation measures 
Mussio and Wahlstrom (45, pp. 26-46) reported a correla­
tion coefficient of -.07 when a motivational scale was com­
pared with course grade. That scale was not used in this 
study. Of the three motivation measures that were used, 
expected grade seemed to correlate better with the criterions. 
Thus, students who expected to do well in the course tended 
to be more successful. 
Socioeconomic status measures 
None of the socioeconomic measures used in this study 
correlated significantly different from zero with any of the 
criterions. Correnti (17) and Buff (10) found similar 
results. Buff found, however, that the socioeconomic measure 
used in his study (from the Bureau of the Census Working 
Paper 15) did appear in his regression equation. A similar 
finding was observed in this study since the Duncan Socio­
economic Index appeared in the model for the percent grade 
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criterion. In general, the negative correlation observed by 
Buff was supported in this study. Students whose fathers' 
occupations gave them lower status tended to do better in the 
course. 
Measures of special characteristics 
The correlation coefficient between the GEFT scores and 
all but one of the criterions differed significantly from 
zero at the 0.05 level. However, these coefficients were 
much lower than the -.81 correlation coefficient that Testa 
(67, pp. 49-61) reported. The language taught in his study 
was COBOL so that was one difference between his study and 
this one. Another difference was that he used the 
individually-administered Embedded Figures Test. It could 
not be determined if either of these differences contributed 
to the observed differences in the correlation coefficients. 
Hunt and Randhawa (31) found that the Hidden Patterns Test 
(HPT) score was a good discriminator of success. The mean 
test average for students scoring below the class average in 
the GEFT differed significantly from zero at the 0.02 level 
from that for the above average students in this study. 
Likewise, the mean course grade for students scoring below 
the class average in the GEFT differed significantly from 
zero at the 0.06 level from that of the above average students 
in this study. Thus, the GEFT does have some use as a 
discriminator. 
131 
Alspaugh (1) found a significant correlation coefficient 
(-.31) between the Sociable score of the Thurston Temperament 
Scale and course grade. The SVIB-Social Service score used 
in this study did not correlate significantly different from 
zero with any of the criterions. Cross (19, pp. 69-91) found 
that successful computer programmers tended to be persons who 
prefer working alone. The correlation coefficient when the 
SVIB introversion/extroversion scores were compared with the 
criterions in this study were not significantly different 
from zero at the 0.05 level. However, both the SVIB-Social 
Service and the SVIB-Introversion-Extroversion scores did 
appear in the regression equation for Y3, the program on the 
final. 
Multiple regression tests 
Bauer et al. (5), Mussio and Wahlstrom (45, pp. 26-46) , 
Jacobs (32, pp. 98-110), Hunt and Randhawa (31), and Buff (10) 
reported R'' values of 0.37, 0.45, 0.18, 0.23, and 0.28, 
2 
respectively. The observed R of 0.29 for course grade found 
in this study was in that same range of values. Other 
studies did not give corrected R values. Since fewer 
variables were used in those studies and all but one had more 
subjects in ths investigation than was used in this study it 
is probable that their corrected values would not differ very 
much from their observed values. 
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APPENDIX A. CSCI 210 - SCilEDULE 
(Spring 1975) 
Section Material 
1 2 
History and use of computers 
Problem-solving with flowcharts 
Take GEFT and fill out Survey 
Flowcharts 
E C Chapter 3 - Problem solving procedure 
C E Learn use of keypunch 
Same as Period 5 but E and C reversed 
Use of columns, variables and expressions 
Formula translation 
Test on first five chapters 
C E Writing a program 
E C Use of IBM-1130 (Program 1 cards due) 
Same as Period 10 but E and C reversed 
FORTRAN statements 
Input 
Output 
E C Decision statements 
C E Work on own programs 
Same as Period 15 but E and C reversed 
Computer built-in subprograms 
Review (Program 2 due) 
Test on chapters 6 and 7 
More on input 
More on output 
C E Readibility and documentation 
E C Work on own programs 
Same as Period 22 but E and C reversed 
(Program 3 due) 
Single subscripted variables 
Single subscripted variables 
A specifications 
A specifications 
Work on own programs 
Review (Program 4 due) 
Test on chapters 8 and 9 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
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Spring break 
Section Material 
1 2 
EC DO loops 
C C Work on own programs 
Same as Period 31 but E and C reversed 
C E Nested DO's 
E C Work on own programs 
Same as Period 33 but E and C reversed 
Double subscripted variables 
Double subscripted variables 
(Program 5 due) 
Miscellaneous commands 
Work on own programs 
Triple subscripted variables 
(Term project proposal due) 
Review (Program 6 due) 
Test on chapters 10 and 11 
Miscellaneous topics 
Miscellaneous topics 
Work on own projects 
Work on own projects 
Review (Semester project due) 
Final examination 
One class period of grace will be granted before 
programs are considered late. 
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APPENDIX B. CSCI 210 OBJECTIVES 
Upon completion of the course the student will have a working 
knowledge of the following aspects of the FORTRAN language 
and computer programming. 
I - Flowcharting 
Purpose 
Interpretation 
Translation from flowchart to FORTRAN 
II - Assignment statements 
Syntax 
Order of operations and use of parentheses 
Use of supplied functions 
Use of subscripted variables 
Restriction on index 
Importance of initialization of variables 
III - READ statements 
Write READ and FORMAT statements that will assign 
values from specified card columns to designated 
variables, both simple and subscripted 
Know syntax of implied do 
Interpret READ and FORMAT statements by giving values 
that would be assigned 
Use of the slash (/) and the rules of repetition 
Input of alphanumeric information 
IV - WRITE statements 
Write WRITE and FORMAT statements that could be used 
to position output in a specified way 
Use of carriage control 
Know syntax of implied do 
Interpret WRITE and FORMAT statements by giving the 
resulting output 
Use of the slash (/) and the rules of repetition 
Use of the H specification 
Output of alphanumeric information 
V - IF statements 
Arithmetical 
Syntax 
Follow branches taken 
Logical 
Syntax 
Follow branches taken 
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VI - DO - CONTINUE statements and loops 
Syntax and restrictions on parameters 
Trace through a loop 
Restrictions on branches to and from the range 
Restrictions on nesting 
VII - Specification statements 
DIMENSION 
Restriction on the index 
Position in the program 
Purpose 
Type statements (REAL and INTEGER) 
Purpose 
Use and interpretation 
VIII - Miscellaneous 
Proper use of columns in the source program 
General operation of the IBM-1130 computing system 
General knowledge of how a program is processed 
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Objectives for Experimental Treatment 
Sessions 1 and 2 
1) A student in an experimental group will know the 
basic constructs of sequence, selection, and iteration and 
will be able to recognize them in problems to be solved using 
the computer. 
2) A student in an experimental group will attempt to 
organize his solution of a problem in a straight forward (top 
down) approach. 
Example A record for each employee of a company is 
kept on file. Data included in the file are name, social 
security number, hourly wage, and number of hours worked. 
Employees receive time-and-a-half for overtime (more than 
forty hours). Draw a flowchart that could be used to process 
the payroll. 
Iteration: Something is done for each employee. 
Selection; Did the employee work more than forty hours? 
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hrs. 40, 
Selection 
pay= 
write check 
stop ast card?. 
read data 
Iteration 
Activities The students were given the opportunity 
to recognize the basic constructs in the problems given at 
the end of the first chapter of the text. 
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Session 2 
1) A student in an experimental group will be able to 
translate a selection construct into structured coding for 
IF-THEN-ELSE. 
Example Real and imaginary solutions of quadratic 
equations are to be computed. Values of the coefficients "a," 
"b," and "c" are to be read from cards. Assume "a" is not 
equal to zero. The problem was: If the discriminate is 
greater than or equal to zero, find the real roots; else find 
the imaginary roots. 
Code for experimental group 
D = B*B - 4.*A*C 
IF(D .LT. 0.) GO TO 100 
R1 = (-B + D**0.5)/(2.*A) 
R2 = (-B - D**) .5)7(2.*A) 
WRITE(2,10)R1,R2 
GO TO 200 
100 CONTINUE 
PR = (-b)/(2.*A) 
PIl = (-D)**0.5/(2.*A) 
PI2 = -PIl 
w Rl T E ( 2 2 0 ) P R ; P11 ; P R ; P12 
200 CONTINUE 
Code for control group 
D = B*B - 4.*A*C 
IF(D .GE. 0.) GO TO 100 
PR = (-B)/(2.*A) 
PIl = (-D)**0.5/(2.*A) 
PI2 = -PIl 
WRITE(2,20)PR,PIl,PRfPI2 
GO TO 200 
100 R1 = (-B + D**0.5)/(a.*A) 
R2 = (-B - D**0. 5)/(2. *A) 
WRITE(2.10) R1,R2 
2 0 0  . . .  
Activities Students were given a problem from the 
text and told to write the code in the structured form. 
"then" code 
"else" code 
"else code" 
"then code" 
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Session 4 
1) A student in an experimental group will choose 
variable names that are descriptive using the INTEGER and REAL 
declarations. 
2) A student in an experimental group will realize that 
the basic contructs give a natural subdivision for modulariza­
tion and will document his programs accordingly. 
Note All students were told to modularize their 
program solutions. The students in the experimental groups 
were shown it could be done using the basic constructs. 
Example Using the same example as had been used 
in Session 3: 
REAL REAL, ROOTl, ROOT2, IMAGl, IMAG2, DISC 
C IF THE DISCRIMINATE IS POSITIVE OR ZERO FIND REAL ROOTS 
DISC = B*B - 4.*A*C 
IF(DISC .LT. 0.) GO TO 100 
ROOTl = (-B + DISC**0. 5)/(2.*A) 
R00T2 = (-B - DISC**0.5)/(2.*A) 
WRITE(2,10) ROOTl, R00T2 
GO TO 200 
C ELSE FIND THE COMPLEX ROOTS 
100 CONTINUE 
REAL = (-B)/(2.*A) 
IMAGl = (-DISC)**0.5/(2.*A) 
IMAG2 = - IMAGl 
WRITE(2,20) REAL, IMAGl, REAL, IMAG2 
200 CONTINUE 
Activities The students were asked to show how the 
solution to the second program assignment could be improved 
using these techniques. 
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Sessions 5 and 6 
1) A student in an experimental group will know the 
difference between a DO-WHILE and DO-UNTIL and will be able 
to write structured code for each with paragraphing. 
2) A student in an experimental group will recognize 
that the DO loop of FORTRAN is useful in writing a DO-UNTIL 
construct when the number of iterations is known. 
DO-WHILE code 
100 IF (not test) GO TO 200 
code for what is to be done 
GO TO 100 
200 CONTINUE 
DO-UNTIL code 
> % 
\ ^ 
code 
4 
F 
N'-
100 CONTINUE 
code for what is to be done code ] 
IF (not test) GO TO 100 
Activities The students analyzed problems at the 
end of chapter six for the DO-WHILE'S and the DO-UNTIL's. 
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APPENDIX C. INFORMATIONAL SURVEY FOR STUDENTS IN CSCI 210 
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Informational Survey for Students in CSCI 210 - January 1975 
In order to get as much information as possible from a study 
that will be conducted throughout this semester you are asked 
to complete this questionnaire as completely and as 
accurately as possible. Your cooperation is sincerely 
appreciated. 
Your name ; 
Your Major: 
Your Minor: 
The number of college/university credits earned to date (do 
not include credits currently being taken): 
Mathematics background: 
Please list the high school math courses that you took and 
passed with a C or better. 
Course Name Length of course 
Please list the college math courses you have taken and 
passed with a C or better. If the course was taken at UW-S 
give the course number - otherwise give the name of the course. 
Courne Name or Number 
Briefly state your reason for taking this course. 
Describe any previous computer programming experience you have 
had and list the languages used. 
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Informational Survey - Page 2 
Your father's occupation; 
Your father's educational level (Check one, the highest) 
Did not graduate from high school 
Graduated from high school 
Vocational/Technical school graduate 
Two years of college 
Bachelor's degree 
Master's degree 
Doctorate degree 
The grade you expect to earn in this course: 
The average number of hours per week during the semester you 
expect to work for pay 
The average number of hours per week you expect to spend 
outside of the classroom on this course 
Note; Your responses on this questionnaire will have no 
effect whatsoever on your grade in the course. 
Thank you. 
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APPENDIX D. FINAL EXAMINATION - CSCI 210 
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CSCI 210 Section 2 Final 5/15/75 
I - Multiple choice - Draw a circle around the letter corre­
sponding to the only correct, or best, answer. Four 
points each. 
The following program segment applies to questions 1, 2, 3, 
and 4. The Hollerith card you have been given is the data 
card that is to be read. 
INTEGER CODE 
E = 2. 
READ(2,10) CODE, HRS, SCALE, X, A, B, C 
10 FORMAT (2OX, 12, F8.3, F6.1, 4X, 4F10.3) 
1 IF(2.*HRS - SCALE) 20, 30, 40 
50 X = X / 2. 
ROOT = (-B + SQRT(B*B - 4.*A*C)) / 2.*A 
BOX = C**(CODE / 6) 
1) The value that would be assigned to the variable X 
a) = 0.984 d) = 0.000125 
b) = 0.015625 e) cannot be determined. 
c) = 125. 
2) Assuming statement 1 is executed, transfer will be made 
to statement 
a) 20 b) 30 c) 40 d) 50 
3) The value assigned to ROOT would be 
a) 0.25 (10. + /224Ô. ) c) 4. 
b) 10. + /224Ô. d) 16. 
4) The value assigned to BOX would be 
a) 2. 
b) 512. 
c) 2 to the tenth power 
d) None of the others. 
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5) Which of the following is not an acceptable FORTRAN 
variable name? 
a) X c) COUNT 
b) K2 d) NO/GO 
e) AP12G 
6) If D has been assigned the value 2.0 then the assignment 
statement C = D + D**D / D*2. will assign to C, the 
value 
a) 1. d) 24. 
b) 2.66666 e) None of the others. 
c) 8. 
7) Using the statements 
DIMENSION A(5), B(5,2) 
DO 100 K = 1,5 
READ(2,10) A(K), (B(K,L), L= 1,2) 
100 CONTINUE 
10 FORMAT(Flo.2 / 2F10.3) 
the value assigned to B(3,2) would be determined from 
a) columns 21-30 of the third card. 
b) columns 11-20 of the fifth card. 
c) columns 11-20 of the sixth card. 
d) columns 1-10 of the tenth card. 
e) None of the above. 
S) If X is to be read from columns 1-10 and the data card 
has 2. 2 É JL 2 in the first few 
columns and if the statement READ(2,10) Y is used, 
then an acceptable FORMAT statement would be 
a) 10 FORMAT(FlO.l) 
b) 10 FORMAT(FIO.2) 
c) 10 FORMAT(FIO.3) 
d) 10 FORMAT (FIO. 4) 
e) Any of the above. 
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9) The following program segment was written to compute and 
print out the average of a set of numbers that were to 
be read from cards (one number per card). 
N = 1 
SUM = 0. 
5 READ(2,10,END=20) X 
10 FORMAT (FIO.O) 
SUM = SUM + X 
N = N + 1 
GO TO 5 
20 AVG = SUM/FLOAT(N) 
WRITE(3,29) AVG 
29 FORMAT(IHl, 15HTHE AVERAGE IS , F6.2) 
The number that will be printed is 
a) the average. 
b) less than the average. 
c) greater than the average. 
d) is impossible to compare with the average. 
10) DIMENSION T(3,2) 
WRITE (3,10) ((T(K,J) ,J=1,2),R=1,3) 
The order that the elements of array T would be printed 
by the above program segment is 
a) T(l,l) T(2,l) T(3,l) T(l,2) T(2,2) T(3,2) 
b) T(l,l) T(2,-l) T{l,-2) T(2,-2) T(l,3) T(2.-3) 
c) T(l,l) T(l,2) T(2,l) T(2,2) T(3,l) T(3,2) 
d) T(l,l) T(l,2) T(l,3) T(2,l) T(2,2) T(2,3) 
11) In an IBM-1130 the computer program instructions are 
stored 
a) in the card reader. 
b) in the compiler. 
c) in the storage area as binary digits. 
d) in the control section of the CPU. 
12) The source program is 
a) the set of data cards from which information is 
obtained. 
b) translated by the compiler. 
c) written in machine language. 
d) All of the above. 
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e) None of the above. 
13) If k is a five-digit number (an integer less than 32767) 
how many storage locations are required to store the 
value of k as an integer? 
a) 1 b) 2 c) 3 d) 5 
14) IF(U.LT.V) SMALL = U 
SMALL = V 
The combined effect of these two statements would be to 
a) assign the smaller of U and V to SMALL. 
b) assign the larger of U and V to SMALL. 
c) always assign U to SMALL. 
d) always assign V to SMALL. 
15) How many alphanumeric characters could be stored in the 
array MAT if the declaration REAL MAT(3,2,4) is used? 
a) 24 b) 36 c) 48 d) 96 
16) Which of the following would be a proper use of the 
FLOAT function? 
a) X = FLOAT(R) 
b) FLOAT(X) = I 
C) GAIN = FLOAT(INT) / 100.*PRIN 
d) None of the above. 
17) What value of SUM would be printed? 
INTEGER SUM 
DO 100 I = 1,10,2 
SUM = SUM + I 
100 CONTINUE 
WRITE(3,10) SUM 
10 FORMAT(5X,110) 
a) 25 d) 55 
b) 30 e) The value cannot be 
c) 36 determined. 
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18) Select the correct translation of the following flowchart 
into FORTRAN. 
X 1 
y c  \  yes  
A X ^ /VI ) f 
f 
A'C 
1 
a) DO 1 I = 1,MAX2 
IF(A(I) .GT.BIOGO TO 1 
BIG = A (I) 
1 CONTINUE 
b) DO 1 I = 1,MAX 
IF(A(I).LE.BIG)GO TO 1 
BIG = A(I) 
I CONTINUE 
c) DO 1 I = 1,MAX 
IF(A(I).LE.BIG)GO TO 1 
BIG = A(I) 
II = 1 + 2 
d) DO 1 I = 1,MAX 
IF(A(I) .GT.BIG)BIG = A(I) 
1 = 1 + 2 
1 CONTINUE 
e) DO 1 I = I.MAX,2 
IF(A(I).GT.BIG)BIG = A(I) 
1 CONTINUE 
19) During execution of the following program segment how 
many cards win he read, 
REAL INT (10) 
N = 8 
READ (2,10) INT(N),A,B 
10 FORMAT{8F6,2 / F6,0 /F6.0) 
a) 1 b) 3 c) 4 d) 10 
20) DIMENSION A(2,2,2) 
READ (2,. 10) A 
10 FORMAT(FIG.0) 
The value assigned to A(l,l,2) will be determined from 
card number 
a) 1 c) 5 
b) 2 d) None of the others. 
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21) INTEGER G(3,3) 
K = 0 
DO 100 J = 1,3 
DO 200 I = 1,3 
G(J,I) = K 
K = K + 1 
200 CONTINUE 
100 CONTINUE 
In the above program segment the value that would be 
assigned to G(2,3) is 
a) 5 b) 6 c) 7 d) 8 
22) As a result of a court decision in January 1974 the 
person(s) credited with having built the first electronic 
computer was (were) 
a) Eckert and Mauchly d) John von Neumann 
b) Berry and Atanasoff e) Howard Aiken 
c) Herman Hollerith 
II- Short answer. 4 Points each. 
23) 
If this flowchart was 
correctly translated into 
FORTRAN and the program 
executed what would be the 
output? 
ANSWER 
W x + I  /  
I ) 
y^ 
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24) WRITE(3,10) (A(I), 1=1,7) 
10 FORMAT(IH , 2A4, 2A2) A(l) I A M 
A(2) N 0 T 
What would be printed assuming A(3) 0 p E N 
that in the array A the A(4) T I M E 
information at the right has A(5) M I S T 
been stored. A(6) I c N 
A(7) 0 w N 
Answer 
25) A(l,l) A(2,l) N(l) B(l) 
A(l,2) A(2,2) N(2) B(2) 
A(l,3) A(2,3) N(3) B(3) 
Assuming A, B, and N have been appropriately dimensioned 
and have been assigned values give statements that could 
be used to yield the output as arranged above. Have the 
output printed at the top of a page. 
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Ill-Program Debugging 15 points 
List all the errors you can find in the following 
listing. Some lines may contain more than one error. 
F I R g T T R I A L 
R E A D ( 2 3 ) ) N 
D I M E N S I 0 N A ( N ) 
D 0 1 Û 0 K = 1 N -
R E A D ( 2 r 4 0 ) A ( K ) 
A ( 1 + K = A ( 1 ) + A ( 2 ) 
A ( i  ) + A ( 3 ) = A ( N ) 
3 0 F 0 R M A T ( I 5 ) 
F 0 R M A T ( F 5 ) 
W R I T E ( 3 F 3 0 ) A ( L ) L = 1 F N 
E N D 
Column 1 
IV- Writing a program- 35 Points 
A biology student has accumulated a lot of data on the 
weights of insects. He has data on 30 different types of 
insects. He wants to produce a report that shows the 
number of insects weighed, the heaviest weight, and the 
average weight of the insects for each type. You are 
given the following data cards and are asked to write a 
program that will give the desired report. The report 
should be printed on a new page and should have 
appropriate headings. 
A) A set of thirty cards. In columns 1-16 on each card 
is a type name. 
Card 1 has the name of the first type. 
Card 2 has the name of the second type. 
Card 3 has the name of the third type. 
and so on 
Card 30 has the name of the thirtieth type. 
B) A group of data cards. 
Columns 1=2 A  type number (A number between 1 
and 30, incl.) 
Columns 5-8 A weight (A positive real number 
punched xx.x) 
Devise your own dummy data card. 
160 
Alternate Program for Part IV 
A psychology student has accumulated hundreds of test scores. 
Each score falls in one of thirty groups. He wants to pro­
duce a report that shows the number of scores, the high score, 
and the low score in each group. You are given the following 
data cards and are asked to write a program that will give 
the desired report. The report should be printed on a new 
page and should have appropriate headings. 
A) A set of thirty cards. In columns 1-16 on each card is a 
group name. 
Card 1 has the name of the first group. 
Card 2 has the name of the second group. 
Card 3 has the name of the third group. 
and so on 
Card 30 has the name of the thirtieth group. 
B) A group of data cards. 
Columns 1-2 a group number (A number between 1 and 30, 
inc. ) 
Columns 5-7 a score (A number between 0 and 100, 
inclusive) 
Devise your own dummy data card. 
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APPENDIX E. RAW DATA 
Raw Data 
Subject CI C2 C3 C4 Y1 Y2 Y3 Y4 
1 1 0 0 0 33 44 1 57 
2 1 1 0 1 40 76 15 106 
3 0 0 1 1 37 52 12 79 
4 1 0 0 0 38 42 10 67 
5 0 0 0 1 37 49 17 81 
6 1 0 0 0 43 79 28 122 
7 1 0 0 0 48 80 35 130 
8 1 1 0 0 37 68 0 83 
9 1 1 0 0 42 70 3 93 
10 1 1 0 0 33 53 13 79 
11 1 0 0 0 30 47 3 62 
12 1 1 1 0 46 82 2 99 
13 1 0 0 1 37 46 7 66 
14 0 0 0 1 43 87 27 129 
15 1 0 0 0 44 71 8 94 
16 0 0 0 1 50 80 27 122 
17 1 0 0 1 45 54 23 90 
18 1 0 0 0 36 50 0 57 
19 0 0 0 1 46 75 12 102 
20 1 0 0 1 24 25 3 40 
21 1 1 0 1 39 47 8 70 
22 1 0 0 1 33 61 5 76 
23 0 1 0 0 41 40 25 99 
24 0 0 1 0 45 27 12 87 
25 1 1 0 0 35 24 9 68 
26 1 0 0 0 34 27 12 83 
27 1 0 1 0 15 25 0 32 
28 1 1 1 1 44 72 20 107 
Y5 Y6 
67 2 Classification codes 
82 3 
74 2 CI Sex 
73 2 0 female 
73 2 1 male 
87 4 C2 Lower-upper class 
95 4 0 lower classman 
74 2 1 upper classman 
83 3 
70 2 C3 Foreign-American 
0 American 
65 2 1 Foreign 
88 4 
70 2 C4 Experimental-control 
89 4 0 control 
85 3 1 experimental 
95 4 
83 3 
66 2 
86 4 
51 1 
75 2 
66 2 
82 3 
84 3 
68 2 
67 2 
26 0 
87 4 
Raw Data 
Subject CI C2 C3 CI Y1 Y2 Y3 Y4 Y5 Y6 
29 1 0 0 0 36 66 12 93 71 2 
30 1 1 0 1 36 51 28 94 75 2 
31 0 0 0 c 44 80 30 125 89 4 
32 1 0 0 1 43 48 33 111 87 4 
33 0 0 0 0 22 0 0 0 29 0 
34 1 1 0 0 33 44 15 69 63 2 
35 1 1 0 0 17 0 0 0 17 0 
36 1 0 0 1 9 10 0 63 20 0 
37 1 0 1 1 22 0 0 0 26 0 
38 1 0 0 1 23 28 18 56 52 1 
39 1 0 1 1 27 0 0 0 44 0 
40 1 0 0 0 19 0 0 0 25 0 
41 1 0 0 1 37 35 10 59 69 2 
42 1 0 0 1 36 50 6 71 67 2 
43 1 0 0 1 39 56 15 86 77 2 
44 1 0 1 1 42 73 22 110 83 3 
45 0 1 0 1 45 64 12 90 84 3 
46 1 0 0 1 32 55 17 86 70 2 
47 1 0 1 1 35 61 15 90 74 2 
48 1 1 0 1 40 69 1 84 76 2 
49 1 1 0 1 37 64 17 96 76 2 
50 0 1 0 1 26 44 1 60 58 1 
51 1 1 0 1 44 84 8 107 85 3 
52 1 0 0 1 44 73 35 122 89 4 
53 1 0 0 1 44 67 8 90 84 3 
54 0 1 0 1 42 55 10 79 79 3 
55 1 1 0 1 28 48 0 58 58 1 
Raw Data 
Sxibj XI X2 X3 X4 X5 X6 X7 X8 X9 XIO 
1 50 44 93 4 0 55 4 1 6 4 
2 28 62 70 5 0 33 4 0 9 1 
3 21 32 5 0 16 3 1 3 4 
4 51 48 5 1 37 2 1 9 2 
5 39 60 3 0 3 0 5 5 
6 35 96 4 0 4 1 4 5 
7 56 64 92 5 0 39 4 0 8 3 
8 29 48 91 4 0 59 3 0 5 1 
9 16 61 97 4 0 55 4 0 9 1 
10 59 42 57 4 0 34 4 0 6 1 
11 18 34 84 4 0 26 4 2 8 2 
12 58 48 7 0 47 3 1 15 4 
13 49 48 92 7 0 34 3 2 6 2 
14 46 43 100 5 0 70 4 0 6 4 
15 28 53 94 5 1 32 4 1 8 3 
16 43 44 100 5 1 58 4 2 7 2 
17 49 47 77 3 3 21 4 1 7 3 
18 4 8 42 60 3 0 22 3 1 8 2 
19 49 40 98 4 3 37 4 2 6 1 
20 52 35 1 2 75 4 1 5 1 
21 43 53 99 7 3 50 3 1 10 1 
22 39 41 71 3 0 57 3 2 9 3 
23 40 53 99 4 1 74 4 1 8 4 
24 13 33 4 0 53 3 2 13 1 
25 40 34 71 5 2 43 4 2 8 2 
26 54 56 7 1 0 47 4 0 3 3 
27 3 0 2 0 9 
28 56 44 7 2 44 4 2 15 2 
Xll XI2 XI3 XI4 
3 89 57 3 
4 32 22 3 
2 96 84 1 
3 72 57 3 
1 99 96 1 
1 94 86 1 
3 89 57 3 
6 18 9 7 
6 26 7 7 
6 26 7 7 
3 82 56 4 
3 72 57 3 
4 90 57 2 
2 84 48 2 
3 41 32 4 
4 73 44 3 
4 81 53 3 
3 63 57 3 
4 36 18 5 
6 26 7 7 
6 26 7 7 
4 82 60 4 
2 97 85 1 
4 74 40 5 
6 36 19 6 
5 56 47 5 
3 72 57 3 
3 72 57 3 
X16 X17 X18 
48 47 0 
52 45 0 
67 33 0 
76 43 0 
0 
17 
69 37 0 
57 47 6 
54 43 0 
51 49 15 
40 53 8 
69 33 10 
47 45 16 
39 61 16 
69 30 26 
71 61 6 
60 37 30 
67 39 45 
57 53 
36 47 0 
65 41 14 
40 61 27 
51 55 0 
34 69 5 
50 49 15 
47 53 20 
0 
59 49 0 
X15 
4 
8 
13 
15 
18 
17 
17 
12 
14 
18 
13 
18 
16 
18 
8 
16 
16 
16 
17 
11 
18 
6 
17 
18 
13 
18 
7 
13 
Raw Data 
Subj XI X2 X3 X4 X5 X6 X7 X8 X9 XIO 
29 56 44 73 4 1 46 3 0 6 4 
30 58 54 65 5 3 50 4 1 10 5 
31 53 56 97 4 2 62 4 1 5 2 
32 44 66 4 1 39 4 2 9 2 
33 34 98 3 2 3 1 9 2 
34 24 51 59 3 3 21 4 1 6 3 
35 25 3 0 3 0 6 5 
36 53 60 62 3 0 48 4 1 2 2 
37 6 1 4 1 4 
38 48 36 37 3 0 37 4 2 9 5 
39 53 5 0 3 2 20 1 
40 59 4 0 4 0 9 3 
41 35 45 82 4 0 30 4 1 3 4 
42 22 31 85 4 3 53 4 2 8 4 
43 54 55 83 5 1 39 3 2 7 3 
44 28 16 4 0 32 3 1 3 2 
45 52 38; 92 3 2 53 4 2 3 2 
46 40 21 1 0 52 3 0 8 2 
47 35 22 2 0 42 3 1 6 2 
48 55 71 76 6 0 :8 4 0 4 4 
49 50 34 45 5 2 49 2 2 4 1 
50 45 43 77 4 0 46 2 0 10 4 
51 34 48 84 7 3 33 4 1 8 1 
52 50 53; 89 4 3 48 4 2 3 1 
53 43 58 84 6 0 50 4 1 3 2 
54 35 44 98 3 0 60 3 1 2 2 
55 31 39 82 5 2 43 3 1 3 2 
XI1 X12 X13 X14 X15 X16 XI7 XI8 
2 90 66 2 18 69 30 14 
2 89 84 2 15 67 45 16 
4 73 37 4 17 60 47 7 
6 40 16 6 14 45 35 0 
5 42 36 6 14 28 
3 54 57 3 14 59 39 11 
2 79 75 1 16 13 
2 92 78 2 9 46 59 12 
3 72 57 3 15 0 
2 95 82 2 15 71 43 0 
3 72 57 3 6 0 
3 72 57 3 17 10 
2 61 36 3 7 66 47 30 
2 92 78 1 13 35 57 0 
4 76 49 5 18 69 35 0 
3 72 57 3 13 66 47 0 
5 20 15 6 16 42 45 27 
3 63 31 3 13 59 43 27 
6 33 19 6 16 49 55 13 
2 89 72 3 18 65 30 12 
6 33 19 6 17 51 49 0 
3 89 66 2 16 58 35 0 
6 33 19 2 15 47 33 0 
5 20 15 6 13 66 39 16 
3 77 50 2 17 46 43 19 
4 52 23 5 16 37 65 10 
3 45 14 3 15 46 43 25 
