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Abstract
Using the fermionic basis discovered in the 6-vertex model, we derive exact for-
mulas for the expectation values of local operators of the sine-Gordon theory in any
eigenstate of the Hamiltonian. We tested our formulas in the pure multi-soliton sector
of the theory. In the ultraviolet limit, we checked our results against Liouville 3-point
functions, while in the infrared limit, we evaluated our formulas in the semi-classical
limit and compared them upto 2-particle contributions against the semi-classical limit
of the previously conjectured LeClair-Mussardo type formula. Complete agreement
was found in both cases.
1 Introduction
The knowledge of finite volume form-factors of integrable quantum field theories became
important in string theory and in condensed matter applications, as well. In string-theory,
they arise in the AdS/CFT correspondence when heavy-heavy-light 3-point functions are
considered [1, 2, 3, 4, 5]. In condensed matter physics the finite volume form-factors
are necessary to represent correlation functions for describing various quasi 1-dimensional
condensed matter systems [6].
So far two basic approaches have been developed to compute finite volume matrix
elements of local operators in an integrable quantum field theory. In the first approach
[7, 8], the finite-volume form-factors are represented as a large volume series in terms
of the infinite volume form-factors of the theory. In this approach the polynomial in
volume corrections are given by the Bethe-Yang quantizations of the rapidities, while
the exponentially small in volume Lu¨scher corrections come from contributions of virtual
particles propagating around the compact dimension [9, 10, 11]. In a diagonally scattering
theory, the diagonal matrix elements of local operators can be computed by means of the
LeClair-Mussardo series [19, 20, 21], provided the connected diagonal form-factors of the
operator under consideration are known. In a non-diagonally scattering theory, so far the
availability of such a series representation is restricted to the sine-Gordon model [24, 25].
The second approach, which works well for non-diagonally scattering theories, as well,
is based on some integrable lattice regularization of the model under consideration. The
so far elaborated models are the sine-Gordon [13, 24] and the N = 1 super sine-Gordon
theories [14]. The results of [13] for the sine-Gordon model made it possible to conjecture
exact formulas for the finite volume diagonal matrix elements of the sinh-Gordon model
[15, 16], as well. The main advantage of the lattice approach is that, it provides exact
formulas for the (specific ratios of) finite-volume form-factors. From this approach, the
corresponding LeClair-Mussardo series can be obtained by the large volume series expan-
sion of the formulas. In [13] the finite volume ground state expectation values of the
exponential fields and their descendants have been determined in the sine-Gordon model.
In this paper we extend these results to get formulas for the expectation values of local
operators in any excited state of the theory.
The outline of the paper is as follows: In section 2, we formulate the sine-Gordon model
as perturbed conformal field theory. In section 3, we review the equations governing the
finite volume spectrum of the theory. In section 4, we derive equations for the function
ω, which is the fundamental building block of the expectation value formulas of local
operators. In section 5, we recall from [13], how the expectation values of the exponential
fields and their descendants are built up from the function ω. In section 6, we perform
the large volume checks of our formulas for the expectation values. The most important
of them is a comparison to the classical limit of the previously conjectured [24] LeClair-
Mussardo type large volume series representation. Section 7, contains the ultraviolet tests
of our formulas. Finally, the paper is closed by our conclusions.
1
2 Sine-Gordon model as a perturbed conformal field theory
In this section, we recall the perturbed conformal field theory (PCFT) descriptions of the
sine-Gordon model defined by the Euclidean action:
ASG =
∫ {
1
4π
∂zϕ(z, z¯) ∂z¯ϕ(z, z¯) +
2µ2
sinπβ2
cos(β ϕ(z, z¯))
}
i dz ∧ dz¯
2
, (2.1)
where z = x + i y and z¯ = x − i y, with x, y being the coordinates of the Euclidean
space-time.
In the paper, we will use two perturbed conformal field theory formulations of this
model. The first one is, when it is considered as a perturbed complex Liouville CFT, and
the second one is when it is described as a perturbed c = 1 compactified boson.
In the original paper [13], the formulation with complex Liouville CFT is used. Nev-
ertheless, it turned out from the detailed [32, 33, 34] UV analysis of the finite volume
spectrum, that all eigenstates of the Hamiltonian are in one to one correspondence to the
operators of the c = 1 modular invariant compactified boson CFT. Thus, we find eligible
to describe the finite volume form factors of the operators corresponding to the c = 1
PCFT description of the model.
In the later sections, we will see that in some sense, this set of operators plays a special
role among the operators of the complex Liouville-theory. Namely, in the exact description
of finite-volume form-factors [13], only the ratios of diagonal form-factors can be computed.
But, for the operators corresponding to the c = 1 CFT, the explicit expectation values
themselves can be computed exactly, and not only their ratios.
2.1 Perturbed Liouville CFT formulation
In [13], the sine-Gordon model is considered as a perturbed complex Liouville theory:
ASG = AL +
µ2
sinπβ2
∫
e−i β ϕ(z,z¯)
i dz ∧ dz¯
2
, (2.2)
where AL denotes the action of the complex Liouville CFT:
AL =
∫ {
1
4π
∂zϕ(z, z¯) ∂z¯ϕ(z, z¯) +
µ2
sinπβ2
ei β ϕ(z,z¯)
}
i dz ∧ dz¯
2
. (2.3)
The central charge of the CFT is
cL = 1− 6 ν
2
1− ν , ν = 1− β
2, (2.4)
where we introduced the parameter ν = 1 − β2 in order to fit to the notations of ref.
[13]. We just mention, that 0 < ν < 1 is the range of the parameter, such that the ranges
1
2 < ν < 1, and 0 < ν <
1
2 correspond to the attractive and repulsive regimes of the model.
The primary fields are labeled by the real continuous parameter α:
Φα(z, z¯) = e
i αβν
2(1−ν) ϕ(z,z¯), (2.5)
2
and have scaling dimensions 2∆α with:
∆α =
ν2
4(1− ν)α (α− 2). (2.6)
Primary fields (2.5) and their descendants span the basis in the space of operators of the
theory.
2.2 Compactified free boson description
The sine-Gordon theory can be formulated as the perturbation of a free compactified boson
CFT. Now, the whole potential term of (2.1) plays the role of the perturbation:
ASG = AB +
2µ2
sinπβ2
∫
cos(β ϕ(z, z¯))
i dz ∧ dz¯
2
, (2.7)
where AB denotes the action of the free boson compactified on a circle of radius R =
1
β :
AB =
∫
1
4π
∂zϕ(z, z¯) ∂z¯ϕ(z, z¯)
i dz ∧ dz¯
2
. (2.8)
The primary states of this CFT are created by the vertex operators Vn,m(z, z¯) which are
labeled by two quantum numbers n ∈ R and m ∈ Z. Their left and right conformal
dimensions are given by:
∆±n,m =
(
n
R
± 1
4
mR
)2
. (2.9)
Here n is the momentum quantum number, and m is the winding number or topological
charge. The requirement of the locality of the operator product algebra of the CFT imposes
further severe restrictions on the possible values of the pair of quantum numbers (n,m).
It turns out [45], that only a bosonic and a fermionic maximal subalgebras of the vertex
operators Vn,m(z, z¯) are allowed. The bosonic subalgebra is characterized by the quantum
numbers {n ∈ Z,m ∈ Z}. It corresponds to the modular invariant partition function and
this CFT describes the UV limit of the sine-Gordon model [45].
In the fermionic subalgebra the allowed set of quantum numbers is given by {n ∈
Z,m ∈ 2Z} ∪ {n ∈ Z+ 12 ,m ∈ 2Z+1}. It corresponds to a Γ2 invariant partition function
and this CFT describes the UV limit of the massive-Thirring model [45].
The perturbing term in the action (2.7) is given in terms of these vertex operators as
follows:
Apert =
µ2
sinπβ2
∫
i dz ∧ dz¯
2
(V1,0(z, z¯) + V−1,0(z, z¯)) . (2.10)
In this paper we will mostly focus on computing the diagonal matrix elements of the
primaries and their descendants belonging to the bosonic subalgebra of the c = 1 CFT.
Diagonal matrix elements are non-zero only in the zero winding number sector (m = 0),
thus our primary goal is to derive formulas for the diagonal matrix elements of the vertex
operators Vn,0(z, z¯), and of their descendants with n ∈ Z. In the Liouville formulation they
correspond to the primaries Φ
2n
1−ν
ν
(z, z¯) and their descendants.
3
3 Integral equations for the spectrum
In this section, we summarize the nonlinear integral equations governing the finite volume
spectrum of the sine-Gordon theory. The equations are derived from an inhomogeneous
6-vertex model, which serves as an integrable light-cone lattice regularization [26] of the
sine-Gordon model. The derivation of the equations can be found in the papers [27]-[34].1
The unknown-function of the nonlinear integral equations (NLIE) is the counting-function
of the 6-vertex model2. The counting-function Z(λ) is an iπ periodic function. In the
fundamental regime: |Im(λ)| < min(πν, π(1− ν)), it satisfies the equations as follows [34];
Z(λ) = ℓ sinh λν + g(λ|{hj}, {λj}, {yj})−
∞∫
−∞
dλ′
i
R(λ− λ′ − i0|0)L+(λ′ + i0) +
∞∫
−∞
dλ′
i
R(λ− λ′ + i0|0)L−(λ′ − i0),
(3.1)
where ℓ = ML with M and L being the soliton-mass and the size of the compactified
dimension,
L±(λ) = ln
(
1 + (−1)δe±iZ(λ)
)
, δ ∈ {0, 1}, (3.2)
g(λ|{hj}, {λj}, {yj}) =− 2π
mH∑
j=1
χR(λ− hj) + 2π
mC∑
j=1
χR(λ− cj) + 2π
mW∑
j=1
χR,II(λ− wj)+
2π
mS∑
j=1
(χR(λ− yj − i 0) + χR(λ− yj + i 0)).
(3.3)
The functions R and χR entering the equations are of the form:
R(λ|α) =
∞∫
−∞
dω
2π
eiωλR˜(ω|α), R˜(ω|α) = 1
2
sinh
[
πω
2 (2ν − 1)− iπα2
]
cosh πνω2 sinh
[
πω
2 (1− ν) + iπα2
] , (3.4)
χR(λ) =
∞∫
−∞
dω
2π
sinh(ω λ)
ω
R˜(ω|0). (3.5)
The label II on any function means second determination with the definition as follows
[31]:
fII(λ) =
{
f(λ) + f(λ− i π νsign(Imλ)), 0 < ν < 12 ,
f(λ)− f(λ− i π (1− ν) sign(Imλ)). 12 < ν < 1.
(3.6)
The objects {hj}, {λj}, {yj} entering the source term (3.3), are zeros of the nonlinear
expression 1 + (−1)δ eiZ(λ), with the properties as follows:
1For the final, in every respect correct form of the equations see [35].
2To be more precise, what we call counting-function in this paper, is the continuum-limit of the counting-
function of the 6-vertex model.
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• holes: hk ∈ R, k = 1, ...,mH are those real solutions of 1+(−1)δ eiZ(hj) = 0, which
are not Bethe-roots.
• close roots: ck, k = 1, ...,mC , with 0 < |Imck| ≤ min(πν, π(1 − ν)), are complex
solutions of 1 + (−1)δ eiZ(cj) = 0. They are complex zeros of the Bethe-equations.
• wide roots: wk, k = 1, ...,mW , with min(πν, π(1− ν)) < |Imwk| ≤ π2 , are complex
Bethe-roots satisfying the equation 1 + (−1)δ eiZ(wj) = 0.
• special objects : yk ∈ R, k = 1, ...,mS are either holes or real Bethe-roots satisfy-
ing the equation 1+(−1)δeiZ(yk)=0 with Z ′(yk) < 0.
The topological charge Q of the state described by these objects, is given by the so-called
counting-equation [34]:
Q = mH − 2mS −mC − 2H(1/2 − ν)mW , (3.7)
where here H(x) denotes the Heaviside-function. The equations satisfied by the source
objects can be rephrased in their logarithmic form, as well:
• holes: Z(hk) = 2π Ihk , Ihk ∈ Z+ 1+δ2 , k = 1, ..,mH , (3.8)
• close roots: Z(ck) = 2π Ick , Ick ∈ Z+ 1+δ2 , k = 1, ..,mC , (3.9)
• wide roots: Z(wk) = 2π Iwk , Iwk ∈ Z+ 1+δ2 , k = 1, ..,mW , (3.10)
• special objects: Z(yk) = 2π Iyk , Iyk ∈ Z+ 1+δ2 , k = 1, ..,mS .(3.11)
This formulation shows, that the actual value of the parameter δ ∈ {0, 1} determines
whether the source objects are quantized by integer or half integer quantum numbers.
The choice of δ is not arbitrary, but should follow the selection rules [34]:
• Q+ δ +Msc
2
∈ Z, sine-Gordon, (3.12)
• δ +Msc
2
∈ Z, massive Thirring, , (3.13)
where here Msc stands for the number of self-conjugate roots, which are such wide roots,
whose imaginary parts are fixed by the periodicity of Z(λ) to π2 . Here we recall, that due to
the periodicity of Z(λ), the complex roots can be restricted to the domain: −π2 < λj ≤ π2 .
The form (3.1) is appropriate to impose the quantization equations (3.8), (3.9),(3.11), but
to impose the quantization equations (3.10) for the wide roots, the form of (3.1) should be
analytically continued to the strip min(πν, π (1− ν)) < Imλ ≤ π2 , as well. In this domain
the equations take the form as follows [31, 32, 33, 34]:
Z(λ) = ℓ sinhII
λ
ν + g(λ|{hj}, {λj}, {yj})II−
∞∫
−∞
dλ′
i
RII(λ− λ′ − i0|0)L+(λ′ + i0) +
∞∫
−∞
dλ′
i
RII(λ− λ′ + i0|0)L−(λ′ − i0),
(3.14)
5
where II denotes the second determination (6.66).
The energy and momentum of the eigenstates in units of the soliton mass are given by
the expressions as follows:
E(L)−Eb ℓ
M
=
mH∑
j=1
cosh
hj
ν −
mC∑
j=1
cosh
cj
ν −
mW∑
j=1
coshII
wj
ν −
mS∑
j=1
{
cosh
yj+i0
ν + cosh
yj−i0
ν
}
−
∞∫
−∞
dλ
2πνi
sinh λ+i0ν L+(λ+ i0) +
∞∫
−∞
dλ
2πνi
sinh λ−i0ν L−(λ− i0),
(3.15)
P (L)
M
=
mH∑
j=1
sinh
hj
ν −
mC∑
j=1
sinh
cj
ν −
mW∑
j=1
sinhII
wj
ν −
mS∑
j=1
{
sinh
yj+i0
ν + sinh
yj−i0
ν
}
−
∞∫
−∞
dλ
2πνi
cosh λ+i0ν L+(λ+ i0) +
∞∫
−∞
dλ
2πνi
cosh λ−i0ν L−(λ− i0),
(3.16)
where L±(λ) is defined in (3.2) and Eb =
M
4 cot
π
2ν is the bulk energy constant.
4 The function ω for excited states
As it will be summarized in the next section, the expectation values of all primaries (2.5)
and their Virasoro descendants can be expressed in terms of a single function ω(µ, λ|α)
[13]. This function depends on two spectral parameters µ, λ, a twist parameter α, and
although it is not indicated, it depends on the state which sandwiches the operators. Thus
it can be considered as a functional of the counting-function of the sandwiching state. The
derivation of this function for the ground state can be found in papers [12, 13]. The result
for the sine-Gordon model takes the relatively simple form [13]:
ω(µ, λ|α)
4πi
= −(F+ ⋆ F−)(µ, λ) + (F+ ⋆ Rd ⋆ F−)(µ, λ), (4.1)
where
F±(λ) =
i
4πν
1
sinh λ∓i 0ν
, (4.2)
Rd(µ, λ) is the solution of the equation:
Rd(µ, λ) + (Rd ⋆ R)(µ, λ) = R(µ− λ|α), (4.3)
where R(λ|α) is given in (3.4) and the definition of the ⋆ convolution is as follows:
(f ⋆ g)(µ, λ) =
∞∫
−∞
dm(t) f(µ, t) g(t, λ), (4.4)
6
where the integral measure contains the counting-function:
dm(t) =
(
1
1 + a(t− i 0) +
1
1 + a¯(t+ i 0)
)
,
a(λ) = (−1)δei Z(λ), a¯(λ) = 1a(λ) = (−1)δe−i Z(λ).
(4.5)
Equations (4.1)-(4.5) give the function ω for the ground state of the model. Now,
we extend it to any excited state of the model. To do so, first we introduce the usual
convolution as well:
(f ∗ g)(µ, λ) =
∞∫
−∞
dt f(µ, t+ i 0) g(t + i 0, λ). (4.6)
If one starts to analyze the singularity structure of the function 11+a(λ) , it turns out, that
it has simple poles at the positions of holes or at the positions of the Bethe-roots with
residues 1a′(λ) taken at the position of the singularity. It is known, that the ground state
is a state without any hole, such that all Bethe-roots are real. Thus the ⋆ convolution can
be written in the following equivalent way:
(f ⋆ g)(µ, λ) =
∮
γ
1
1 + a(t)
f(µ, t) g(t, λ) − (f ∗ g)(µ, λ), (4.7)
where γ is a contour encircling all the Bethe-roots, but none of the holes. But this formu-
lation of the convolution can be easily extended to excited states, only the contributions
of holes and of the complex Bethe-roots should be taken into account by the appropriate
application of the residue theorem, when the contours are deformed to run parallel to the
real axis. Thus for a generic excited state, the ⋆ convolution takes the form as follows:
(f ⋆ g)(µ, λ)=
∞∫
−∞
dm(t) f(µ, t) g(t, λ)−2πi
mH∑
j=1
f(µ, hj) g(hj , λ)
a′(hj)
+2πi
mK∑
j=1
f(µ, λj) g(λj , λ)
a′(λj)
,
(4.8)
where λj denotes the complex Bethe-roots, which are exactly the complex Bethe-roots
of the NLIE (3.1): {λj}mKj=1 = {cj}mCj=1 ∪ {wj}mWj=1 . The only point where the counting-
function, which characterizes the sandwiching state, arises in the formulas for ω, is the ⋆
convolution. Consequently, the original formulas of (4.1)-(4.3) of [13] remain unchanged
for excited states, provided the new definition (4.8) is used for the ⋆ convolution. The
only subtle point, which should be clarified is how to interpret the function R(µ, λ|α) in
(4.3), when its arguments have large enough imaginary parts. To clarify this point, one
needs to use another representation of (4.3), which defined Rd(µ, λ) for arbitrary complex
values of its arguments3 [12];
Rd(µ, λ) +
∮
γ
1
1 + a(t)
Rd(µ, t)Kα(t− λ) = Kα(µ− λ), µ, λ ∈ C, (4.9)
3See (3.9) in [12].
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where here the curve γ is the same as in (4.7), the function Kα(λ) is given by:
Kα(λ) =
eαλ
2πi
(
eiπνα [coth(λ+ iπν)− 1]− e−iπνα [coth(λ− iπν)− 1]) , (4.10)
or equivalently in Fourier space:
Kα(λ) =
∞∫
−∞
dω
2π
eiωλK˜α(ω), K˜α(ω) =
1
2
sinh
[
πω
2 (2ν − 1)− iπα2
]
sinh
[
πω
2 +
iπα
2
] . (4.11)
Then using (4.7) and acting on (4.9) with (1 − Kα)−1 from the right by means of the
usual ∗ convolution, one ends up with (4.3). The only subtlety is that one has to take into
account the poles of Kα(λ), when the arguments µ and ν have large enough imaginary
parts. The detailed study of all possible cases shows, that the form of (4.3) remains the
valid for arbitrary complex values of λ and µ, provided, the kernel R(µ, ν|α) in (4.3) is
defined by the formula:
R(µ, λ|α)=Kα(µ− λ)+
∞∫
−∞
dτKα(µ−τ)Kα(τ−λ)+
∞∫
−∞
dτ dτ ′Kα(µ−τ)R(τ−τ ′|α)Kα(τ ′−λ),
(4.12)
where on the right hand side R(τ |α) is given by the Fourier integral (3.4). When µ and λ
are close to the real axis, from the identity, that R = Kα∗(1−Kα)−1, it can be easily seen,
that this definition gives back the original definition (3.4) for R(λ|α) in the appropriate
neighborhood of the real axis.
As it will be clear from the next section, to compute expectation values of local oper-
ators, one does not need to have the functional form of ω(µ, λ|α), but only some of the
coefficients of its small and/or large argument series representation. Thus, it is worth to
define the matrix ω2j−1,2k−1(α) with the definition [13]:
ω(µ, λ|α)=
∞∑
j,k=1
e−ǫ1µ
2j−1
ν e−ǫ2λ
2k−1
ν ωǫ1(2j−1),ǫ2(2k−1)(α), ǫ1,2=±, ǫ1 µ→∞, ǫ2 λ→∞.
(4.13)
Fortunately, to compute the matrix elements ω2j−1,2k−1, it is not necessary to solve the
equation (4.3) for the two-argument function Rd. It is enough to solve linear equations for
functions of a single variable. Define the function:
ej(λ) =


ej
λ
ν , |Imλ| < min[πν, π(1− ν)],(
ej
λ
ν
)
II
, min[πν, π(1 − ν)] < |Imλ| < π2 .
(4.14)
Let Gj(λ) be the solution of the linear integral equation as follows;
G
(2)
j +R ⋆ G
(2)
j = e
(2)
j . (4.15)
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Here for short we introduced an upper index in order to be able to use the short notation
(4.8) for the convolution. Thus the interpretation of (4.15) is as follows, each function
Gj , R, ej in (4.15) can be considered as two-argument functions, but the upper index ”(2)”
means that Gj and ej are constant in their second argument, i.e. they are functions of
only one variable. Then from (4.1) and (4.3), it can be shown, that the matrix elements
of ω can be expressed in terms of solutions of (4.15) as follows:
ωǫ1(2j−1),ǫ2(2k−1)(α) =
−i
2πν2
e
(1)
ǫ1(2j−1)
⋆ G
(2)
ǫ2(2k−1)
, ǫ1,2 = ±, j, k ∈ Z. (4.16)
The main advantage of this formula is that, it requires to solve integral equations for func-
tions with a single argument, which is much simpler, than to determine the full function
ω(µ, ν|α) from (4.1) and (4.3).
5 Formulas for the expectation values
Now, we are in the position to summarize how to compute expectation values of local
operators in the fermionic basis in terms of the single function ω(µ, λ|α) defined in the
previous section.
Local operators of the theory are labeled by their conformal counterparts. The fermionic
basis spans the space of local operators modulo the action of the integrals of motion [13].
In [12, 13] it was discovered, that there exist an anti-commuting set of operators acing
on the space of local operators of the theory, which allows one to construct an alternative
to the Virasoro basis in the Verma-module.
There are two types of fermions for each chirality. The creation and annihilation
operators are denoted by β∗j , γ
∗
j , and βj , γj respectively for one chirality, and by β¯
∗
j , γ¯
∗
j ,
and β¯j , γ¯j for the other. The fermions satisfy the anti-commutation relations as follows:
{βj , β∗k} = {γ¯j , γ¯∗k} = δjk tk(α), tk(α) = 1i ν cot π2ν (ν α+ k). (5.1)
They span the basis of the Verma module4 created by the primary Φ
α+2m
1−ν
ν
(0), as follows
[13]:
β∗I+ β¯
∗
I¯+ γ¯
∗
I¯− γ
∗
I− Φ
(m)
α (0), (5.2)
where Φ
(m)
α (0) denotes the m-fold screened primary field [39], I± and I¯± stand for multi-
indexes, namely:
I+ = {2i+1 − 1, ..., 2i+p − 1}, βI+ = β∗2i+1 −1...β
∗
2i+p −1
, 1 ≤ i+1 < ... < i+p ,
I− = {2i−1 − 1, ..., 2i−q − 1}, γI− = γ∗2i−q −1...γ
∗
2i−1 −1
, 1 ≤ i−1 < ... < i−q ,
(5.3)
and similarly for the other chirality. For a multi-index I, let #(I) the number of quantum
numbers in it. Then in (5.2) the following constraints should hold: #(I+) = #(I−) +m,
4More precisely the Verma module factored out by the action of the local integrals of motion [13].
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#(I¯−) = #(I¯+) +m. The lowest dimensional element of the set (5.2) gives the primary
field:
Φ
α+2m
1−ν
ν
(0) ≃ Cm(α)β∗Iodd(m) γ¯∗Iodd(m) Φ(m)α (0), (5.4)
where
Iodd(m) = {1, 3, ..., 2m − 1}, (5.5)
and Cm(α) is a constant given in [13] by the formula for m > 0:
Cm(α) =
m−1∏
j=0
C1(α + 2j
1−ν
ν ), (5.6)
where
C1(α) = i νΓ(ν)
4x(α) Γ(−2νx(α))
Γ(2νx(α))
Γ(x(α))
Γ(x(α) + 1/2)
Γ(−x(α) + 1/2)
Γ(−x(α)) cot(πx(α)),
with x(α) =
α
2
+
1− ν
2ν
.
(5.7)
For m < 0, Cm(α) can be determined from the equation [13]:
C−m(α)Cm(α− 2m1−νν ) = ν2m
m∏
j=1
tan2
(
π
2 (α− jν )
)
. (5.8)
The main result of [13] is that the expectation values of the operators (5.2) can be expressed
in terms of the matrix-elements (4.16) as follows:
〈β∗I+ β¯∗I¯+ γ¯∗I¯− γ∗I− Φ
(m)
α (0)〉
〈Φα(0)〉 =
µ2mα−2m
2+
1
ν (|I
+|+|I−|+|I¯+|+|I¯−|)
DR(I
+ ∪ (−I¯+)|I− ∪ (−I¯−)|α),
(5.9)
where |I| denotes the sum of elements of I, and for the sets A = {aj}nj=1, B = {bj}nj=1,
DR(A|B|α) is given by the determinant:
DR(A|B|α) = detΩjk(α), with
Ωjk(α) = ωaj ,bk(α) +
i
ν sign(aj) δaj ,−bk cot
(
π
2ν (aj + να)
)
.
(5.10)
Here µ is the coupling constant in the action (2.1) of the sine-Gordon model. It is related
to the soliton mass M, by the formula [40]:
µ = Mν Π(ν)ν , where Π(ν) =
√
π
2
Γ
(
1
2ν
)
Γ
(
1−ν
2ν
) Γ (ν)− 1ν . (5.11)
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The expectation values of the descendants of the field Φ
α+2m
1−ν
ν
can also be computed
from (5.9) by the application of the formula [13]:
β∗I+ β¯
∗
I¯+ γ¯
∗
I¯− γ
∗
I− Φα+2m1−νν
(0) ∼=
Cm(α)β
∗
I++2m β¯
∗
I¯+−2m γ¯
∗
I¯−+2m γ
∗
I−−2m β
∗
Iodd(m)
γ¯∗Iodd(m) Φ
(m)
α (0),
(5.12)
where ∼= means identification of operators under expectation value and for any ”vector” I
with elements {ij} the vector I± 2m denotes a vector with elements {ij ± 2m}. The main
formula (5.9) implies, that actually only ratios of expectation values can be computed in
terms of the function ω. Nevertheless, as a consequence of (5.4), there is a set of operators
whose expectation values can be computed by (5.9). These operators are nothing but the
primaries Φ
2m
1−ν
ν
and their descendants, which form the operator content of the sine-
Gordon model, when it is defined as a perturbed c = 1 CFT (See section 2.2). Here
we just note, that under expectation value, we mean a diagonal matrix element of the
operator under consideration, such that the sandwiching eigenstate of the Hamiltonian is
normalized to one.
6 Large volume checks
In this paper we performed 3 important checks in the large volume limit. Each check
is done in the pure multi-soliton sector of the model. The reason for this specialization
is that the LeClair-Mussardo type series conjecture of [24] is valid only for the solitonic
expectation values of the theory. The 3 checks are as follows. First, we check an identity
for the function ω(α), which ensures the compatibility of the formulas (5.9) and (5.12)
in the large volume limit. Then, for the operator Φ4(1−ν)/ν we check upto 3 particle
contributions, that the solitonic connected form-factors extracted from the ground state
expectation value, are the ones which enter the formulas for the multi-soliton diagonal
form-factors as coefficient functions of the different multi-particle densities. Finally, we
compute the classical limit of our formula (5.9) for the multi-soliton expectation values
of the operators Φ2n(1−ν)/ν , n ∈ N, and from the results, we extract the classical limit
of connected diagonal form-factors upto two soliton states. The form of these classical
connected diagonal form-factors agree with the those coming from direct semi-classical
computations in the sine-Gordon model [36].
6.1 Compatibility check of the formulas (5.9) and (5.12)
In the original paper [13], it has been shown, that the compatibility of formulas (5.9) and
(5.12) require ω(α) to satisfy the following identities under the analytical continuation of
the parameter α→ α± = α± 21−νν :
ωPQ(α±) =
sign(P ± 2) sign(Q∓ 2)
sign(P ) sign(Q)
[
ωP±2,Q∓2(α) − ωP±2,∓1(α)ω±1,Q∓2(α)
ω±1,∓1(α) +
i
ν cot
(
π
2ν ± π2α
)].
(6.1)
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This formula is valid for any P,Q ∈ Z, such that the range of validity in α is restricted to
the ranges 0 < α < 2(1− p), and 2p < α < 2 for the analytical continuations α→ α+ and
α→ α−, respectively. Here, the parameter p is defined by:
p =
1− ν
ν
, 0 < ν < 1. (6.2)
When expectation values in excited states are considered, additional source like terms
arise in the equations with respect to the ground state description. The equations with
these additional source terms should respect the identities (6.1). Since these source terms
are present also in the large volume limit, to show that the excited state equations (4.16)
with (4.8) for ω(α) satisfy (6.1) in the infrared limit, is a nontrivial test on the excited
state formulation of the expectation values. In this part, we show that for multi-soliton
expectation values, the identities (4.16), are satisfied in the infrared limit.
The first step is to determine ω(α) in the large volume limit. To do so, equation (4.15)
with convolution (4.8) should be solved at large ℓ. As a consequence of (3.1), in the ⋆
convolution the integral terms become exponentially small in the volume, thus at leading
order we neglect them. Thus for large volume and for pure multi-soliton states equation
(4.15) takes the form:
Gs(λ)− 2π i
m∑
j=1
R(λ− hj |α)Gs(hj)
a′(hj)
= es(λ). (6.3)
It contains the discrete values: Gs(hj), which can be determined from the linear equations
obtained by taking (6.3) at the positions of the holes:
Gs(hk)− 2π i
m∑
j=1
R(hk − hj |α)Gs(hj)
a′(hj)
= es(hk), k = 1, ..,m. (6.4)
The solution can be written as:
Gs(hj) =
m∑
k=1
a′(hj)
(
ψ(α)(~h)−1
)
jk
es(hk), j = 1, ..,m, (6.5)
where the α dependent m×m matrix ψ(α)(~h) is of the form:
ψ
(α)
jk (
~h) = a′(hj)− 2π iR(hj − hk|α) j, k = 1, ..,m. (6.6)
Inserting this into (6.3) one obtains the large volume solution for Gj(λ) :
Gs(λ) = es(λ) + 2π i
m∑
j,k=1
R(λ− hj |α)
(
ψ(α)(~h)−1
)
jk
es(hk). (6.7)
Inserting (6.7) into (4.16), one ends up with the following result for the large volume limit
of the matrix ω(α) :
ωsq(α) = − 2ν2 sign(s) sign(q)
m∑
j,k=1
es(hj)
(
ψ(α)(~h)−1
)
jk
eq(hk) +O(e
−ℓ). (6.8)
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In this limit, the α dependence of ω(α) is given by the α-dependence of the function R
in (6.6). We just note, that a′(λ) is α independent. The key point in the derivation of
(6.1), is to know, how ω(α) changes, when the analytical continuation α→ α± = α±21−νν
is achieved. Since the α dependence is coming from the function R of (3.4), one should
know, how it transforms under the α→ α± analytical continuation.
From (3.4), it is easy to see, that in the Fourier-space the following relations hold:
R˜(ω|α±) = R˜(ω ± 2iν |α). (6.9)
In the λ-space, it implies the transformations:
R(λ|α+) = e
2λ
ν R(λ|α) + e
λ
ν
πν
tan
[
π
2ν +
πα
ν
]
+
[α/2+p]∑
k=1
e
(
2
ν−
2k−α
1−ν
)
λ
π(1− ν) tan[
π ν
2
2k−α
1−ν ],
R(λ|α−) = e−
2λ
ν R(λ|α) + e
−
λ
ν
πν
tan
[
π
2ν − παν
]− 0∑
k=[α/2−p]+1
e
−
(
2
ν+
2k−α
1−ν
)
λ
π(1− ν) tan[
π ν
2
2k−α
1−ν ],
(6.10)
where [..] stands for integer part in the summation limits. The ranges 0 < α < 2(1 − p),
and 2p < α < 2 for the continuations α → α+ and α → α−, respectively, are chosen to
avoid dealing with the last sum in (6.10). Then, the matrix ψ(α)(~h) at the analytically
continued points α± takes the form:
ψ
(α±)
jk (
~h) = e±2(hj) ψ˜
(α±)
jk (
~h) e∓2(hk), j, k = 1, ..,m, (6.11)
where ej(λ) is given in (4.14) and
ψ˜
(α±)
jk (
~h) = ψ
(α)
jk (
~h)− C±ν e∓1(hj) e±1(hk), with C±ν = 2iν tan
(
π
2ν ± πα2
)
. (6.12)
To express ω(α±) in terms of ω(α) from (6.8), the inverse matrix of ψ˜
(α±)
jk (
~h) or equivalently
of ψ
(α±)
jk (
~h) should be expressed in terms of the inverse of ψ˜
(α)
jk (
~h). The determination of
the inverse can be done with the help of the following lemma:
Lemma:
Let H an m×m invertible matrix, and e± are m-dimensional vectors. Then, the inverse
of the matrix:
Mij = Hij − C e−i e+j , i, j = 1, ...,m, (6.13)
takes the form as follows:
(M−1)ij = (H
−1)ij − C
C e+r (H−1)rq e
−
q − 1
[
(H−1)is e
−
s
] [
e+t (H
−1)tj
]
, i, j = 1, ...,m,
(6.14)
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where for the repeated indexes summation is meant.
The application of the lemma (6.14) to the matrices ψ(α±)(~h) leads to the following for-
mulas for the inverses:
(ψ(α±))−1jk (
~h) = e±2(hj) (ψ˜
(α±))−1jk (
~h) e∓2(hk), j, k = 1, .., n, (6.15)
where
(ψ˜(α±))−1jk (
~h) = (ψ(α))−1jk (
~h)−
C±ν
m∑
l,r=1
[
(ψ(α))−1jl (
~h) e∓1(hl)
] [
e±1(hr) (ψ
(α))−1rk (
~h)
]
C±ν
m∑
s,q=1
e±1(hs) (ψ(α))
−1
sq (~h) e∓1(hq)− 1
.
(6.16)
Now, ωPQ(α±) can be computed by inserting (6.15) into (6.8). The special form of the in-
verse matrix (6.15) and the identity ej(h) ek(h) = ej+k(h), immediately give the identities
(6.1).
6.2 Connected diagonal form-factors of Φ
4
1−ν
ν
(0)
In this subsection, we perform a consistency check on the structure of the large volume
expansion of the expectation value formula (5.9). This check is based on the conjecture of
[24] for the large volume series representation of expectation values of local operators in
pure multi-soliton states. The conjecture was based on the analogous conjecture [19, 22,
23, 20, 21] for purely elastic scattering theories. For the sake of completeness we recall it.
Conjecture: Let O(x) a local operator in the sine-Gordon model. Its expectation value
in a pure n-soliton state with rapidities {θ1, θ2, ..., θn} can be written as:
〈θ1, ..., θn|O(x)|θ1, ..., θn〉 = 1
ρˆ(θ1, .., θn)
×
∑
{θ+}∪{θ−}
DO({θ+}) ρˆ({θ−}|{θ+}),
(6.17)
where ρˆ(~θ) is the determinant of the exact Gaudin-matrix:
ρˆ(θ1, .., θn) = det Φˆ(~θ), Φˆkj(~θ) =
d
dθj
Z(νθk|ν~θ), j, k = 1, ..,m, (6.18)
Z(λ|~h) is the counting-function satisfying (3.1) with only hole-type source terms, and the
sum in (6.17) runs for all bipartite partitions of the rapidities of the sandwiching state:
{θ1, .., θn} = {θ+} ∪ {θ−}, such that
ρˆ({θ+}|{θ−} = det Φˆ+(~θ), (6.19)
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with Φˆ+(~θ) being the sub-matrix of Φˆ(~θ) corresponding to the subset {θ+}. The quantity
DO({θ}) in (6.17) is called the dressed form-factor [21] and it is given by an infinite sum
in terms of the connected diagonal form-factors of the theory:
DO({θ1, ..., θn}) =
∞∑
n+=0
∞∑
n−=0
1
n+!n−!
∞∫
−∞
n++n−∏
i=1
dθi
2π
n+∏
i=1
F+(θi + i η)
n++n−∏
i=n++1
F−(θi − i η)
×FOc (θ1, θ2, ..., θn, θ1+i η, ..., θn++i η, θn++1−i η, ..., θn++n−−i η),
(6.20)
where FOc denotes the connected diagonal multi-soliton form factors of O(x),
η ∈ (0, min(pπ, π)) is a small contour deformation parameter and F±(θ) are the nonlinear
expressions of the counting function given by5:
F±(θ) =
(−1)δ e±iZ(ν θ)
1 + (−1)δ e±iZ(ν θ) . (6.21)
The idea of the consistency check is as follows. As a consequence of the nonlinear integral
equations for Z(λ) (3.1), the functions F±(θ± i η) are exponentially small at large volume.
Thus the large volume series for a multi-soliton expectation value can be rephrased as an
expansion in the functions F±(θ). Conjecture (6.20) suggests, that the coefficient functions
in this series are the connected diagonal multi-soliton form factors. But, that point of the
formula, where a specified connected form-factor enters the series, depend on the state in
which the expectation value is taken. This allows us to make a consistency check on (5.9).
In papers [24, 25] the conjecture was tested for the U(1) current and for the trace of the
stress-energy tensor. Both operators are related to some conserved quantity of the theory.
To test the conjecture, we choose a simple operator, which is not related to conserved
quantities of the theory. Our choice is the primary: Φ4(1−ν)/ν(0), which is the simplest
one in the series Φ2m(1−ν)/ν(0), after the trace of the stress-energy tensor T
µ
µ ∼ Φ2(1−ν)/ν .
The testing method goes as follows: with the help of (6.17-6.20) from the large volume
series of the vacuum expectation value, the k-particle connected diagonal multi-soliton
form-factors can be extracted as coefficient functions of the combination F+(θ1)...F+(θk).
We did it upto 3-particle contributions. For the first sight, the method seems ambiguous,
since everything is valid under integration, but the sought form-factors are symmetric in
the rapidities, thus after symmetrization in the rapidities, the results for the connected
form-factors become unique.
Having extracted the connected solitonic form-factors from the ground state expec-
tation values, one can check, whether the same functions enter the large volume series
expansion of the expectation values in multi-soliton states.
From the ground state expectation value, we determine the first three connected diag-
onal multi-soliton form-factors of Φ4(1−ν)/ν(0), and check, that the large volume expansion
of the expectation value formula (5.9) is consistent with the form of the Bethe-Yang limit
of conjecture (6.17-6.20) for 1-, 2- and 3-soliton states.
5Here the counting-function is used in the λ variable and not in the usual rapidity one. The connection
is a simple scaling: λ = ν θ.
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To achieve this computation, one should apply (5.9) for our specific operator Φ4(1−ν)/ν(0),
to get a formula for the expectation value. To avoid carrying unnecessary constants, we
compute connected solitonic form-factors of the operator:
Φ¯
4
1−ν
ν
(0) =
Φ
4
1−ν
ν
(0)
C2(0)µ
8
ν−8
. (6.22)
According to (5.9), its expectation value takes the form:
〈Φ¯
4
1−ν
ν
(0)〉 = ϕ0 + ϕ1 ω3,−3(0) + ϕ2 ω1,−1(0) + ω1,−1(0)ω3,−3(0)− ω1,−3(0)ω3,−1(0),
(6.23)
where the constants take values:
ϕ0 = − 1ν2 cot π2ν cot 3π2ν , ϕ1 = iν cot π2ν , ϕ2 = iν cot 3π2ν . (6.24)
This implies, that the large volume expansion of 〈Φ¯
4
1−ν
ν
(0)〉 requires the expansion ωjk(0)
in terms of the functions F±(θ). The matrix ωjk(α) is a functional of the function Gj(λ)
which satisfies (4.15). Thus, to get the large volume series for an expectation value, the
following steps should be taken. From (4.15) the large volume series for Gj(λ) should be
computed. Then one should insert it into the formula (4.16) to get the analogous series
for ωjk(0). Finally, substituting the large volume series representation of ω(0) into (6.23),
gives the required large volume series expression for the expectation value.
Thus, we start the computations by the ground state expectation value, and extract
the connected solitonic form-factors from the large volume series representation obtained.
The whole computation is very straightforward. The only subtle point is, that one should
treat more carefully the integration contour shifts, than it was treated in (4.8) by a ±i0
prescription in the integration measure. For the ground state Gj(λ) satisfies the equation:
Gj(λ) = ej(λ)−
∑
ǫ=±
∞∫
−∞
dτ R(λ− τ − iǫη|0)Fǫ((τ + iǫη)/ν). (6.25)
To get this equation in the language of F±, we used (6.21) and (4.5). At large volume,
the equations can be solved by a straightforward iterative method. The iteration process
can be done in the easiest way, by introducing an abstract multi-index notation as follows.
For a pair of variables (ǫ, λ), we introduce an abstract capital letter index A, such that
summation for A unifies summation for ǫ and integration for λ :
(ǫ, λ)→ A,
∞∑
ǫ=±
∞∫
−∞
→
∑
A
. (6.26)
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Then it is worth to introduce the ”vectors” and ”matrices” as follows:
e
(ǫ)
j (λ) = ej(λ+ iǫη) → e(A)j ,
Rǫ1ǫ2(λ1 − λ2) = R(λ1 − λ2 + i(ǫ1 − ǫ2)η|0) → RA1A2 ,
Fˆǫ(λ) = Fǫ((λ+ iǫη)/ν) → FA,
G
(ǫ)
j (λ) = Gj(λ+ iǫη) → G(A)j ,
QAB = RAB FB , (No summation for B),
eˇ
(A)
k = e
(A)
k FA. (No summation for A).
(6.27)
In this language the large volume series for Gj and ω(0) take the form:
G
(A)
j = (1 +Q)
−1
AB e
(B)
j ,
ωjk(0) = − i
πν2
sign(j) sign(k) eˇ
(A)
j (1 +Q)
−1
AC e
(C)
k ,
(6.28)
where summation is meant for repeated indexes. The matrix Q = O(F), thus the power
series of (1 +Q)−1 admits, the required large volume series:
ωjk(0) = − i
πν2
sign(j) sign(k) eˇ
(A)
j
∞∑
n=0
(−1)n (Qn)AC e(C)k . (6.29)
Inserting (6.29) into (6.23) and returning to the original integration variables, upto O(F3)
one ends up with the following result for the ground state expectation value:
〈Φ¯
4
1−ν
ν
(0)〉0=
∑
ǫ1=±
∞∫
−∞
dτ
2π
Fˆǫ1(τ) F¯
(1)
c (τ
(ǫ1))+
∑
ǫ1,ǫ2=±
∞∫
−∞
dτ dτ ′
(2π)2
Fˆǫ1(τ)Fˆǫ2(τ
′)
F¯
(2)
c (τ (ǫ1), τ ′(ǫ2))
nǫ1,ǫ2
+
∑
ǫ1,ǫ2,ǫ3=±
∞∫
−∞
dτ dτ ′ dτ ′′
(2π)3
Fˆǫ1(τ)Fˆǫ2(τ
′) Fˆǫ3(τ
′′)
F¯
(3)
c (τ (ǫ1), τ ′(ǫ2), τ ′′(ǫ3))
nǫ1,ǫ2,ǫ3
+O(F4),
(6.30)
where we introduced the short notation τ (ǫ) = τ + iǫη. The symmetry factors are given
as a product of two factorials: nǫ1,.. = (# of + indexes)! (# of - indexes)!. In the ”λ-
convention”, the connected diagonal form-factors of ¯Φ4(1−ν)/ν(0) take the form:
F¯ (1)c (τ) =
2i
ν2 (ϕ1 + ϕ2),
F¯ (2)c (τ, τ
′) = −4π i
ν2
ϕ1
(
e3(τ) e−3(τ
′) + e−3(τ) e3(τ
′)
)
R(τ − τ ′|0)
− 4π iν2 ϕ2
(
e1(τ)e−1(τ
′)+e−1(τ)e1(τ
′)
)
R(τ − τ ′|0)+ 4ν4
(
e2(τ)e−2(τ
′)+e−2(τ)e2(τ
′)−2) ,
(6.31)
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F¯ (3)c (τ1, τ2, τ3) = (2π)
3
∑
σ∈S3
{
i
π ν2 ϕ1 e3(τσ(1))Rσ(1),σ(2) Rσ(2),σ(3) e−3(τσ(3))
+ i
π ν2
ϕ2 e1(τσ(1))Rσ(1),σ(2) Rσ(2),σ(3) e−1(τσ(3)) +
1
π2ν4
[
e1(τσ(1))Rσ(1),σ(2) e−1(τσ(2))
+ e3(τσ(2))Rσ(2),σ(3) e−3(τσ(3))− e1(τσ(1))Rσ(1),σ(2) e−3(τσ(2)) e2(τσ(3))
− e−2(τσ(1)) e3(τσ(2))Rσ(2),σ(3) e−1(τσ(3))
]}
,
(6.32)
where in the expression of F¯
(3)
c , the sum runs for all permutations of the 3 indexes, and
we introduced the short notation Rjk = R(τj − τk|0).
Now, one can compute the large volume limit of the expectation values from (5.9) for
multi-soliton states. From (6.7) and (6.8), for ω(0), the result as follows is obtained:
ωBYjk (0) = −
2 i
ν2
sign(j) sign(k)
m∑
s,q=1
ej(hs)Φ
−1
sq (h) ek(hq), (6.33)
where ej(h) is defined in (4.14) and the Gaudin-matrix is given by:
Φjk(h) =

 ρ1(hj)− 2π
m∑
s 6=j
R(hj − hs|0), j = k,
2π R(hj − hk|0), j 6= k,
with ρ1(h) =
ℓ
ν cosh
h
ν .
(6.34)
The positions of the holes in this formula are related to the rapidity variables of (6.17)
by
hj
ν = θj. We note, that here Φjk is the Gaudin-matrix in the λ variable, which is
related to that of in rapidity variable by a scaling with ν : Φjk(ν θ1, ...) =
1
ν Φˆjk(θ1, ...).
As a consequence, the corresponding n-particle densities are related by a scaling with
νn : ρ(n)(νθ1, νθ1, ...) =
1
νn ρˆ
(n)(θ1, θ2, ...).
From inserting (6.33) into (6.23), the large volume limit of the expectation values of
Φ¯
4
1−ν
ν
(0), in 1-, 2-, and 3-soliton states can be determined. For 1-particle the result takes
the form:
〈h1|Φ¯41−νν (0)|h1〉 = ϕ0 +
1
detΦ(h1)
F¯ (1)c (h1). (6.35)
For the 2-particle expectation value, one obtains:
〈h1, h2|Φ¯
4
1−ν
ν
(0)|h1, h2〉 = ϕ0 + F¯
(1)
c (h1) ρ
(1)(h2) + F¯
(1)
c (h2) ρ
(1)(h1) + F¯
(2)
c (h1, h2)
detΦ(h1, h2)
,
(6.36)
where ρ(1)(hj) =
ℓ
ν cosh
hj
ν − 2π R(h1 − h2|0), j = 1, 2.
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For the 3-particle case the result is as follows:
〈h1, h2, h3|Φ¯41−νν
(0)|h1, h2, h3〉 = ϕ0 + 1
detΦ(h1, h2, h3)
{
F¯ (1)c (h1) ρ
(2)
3 (h2, h3|h1)
+F¯ (1)c (h2) ρ
(2)
3 (h1, h3|h2) + F¯ (1)c (h3) ρ(2)3 (h1, h2|h3) + F¯ (2)c (h1, h2) ρ(1)3 (h3|h1, h2)
+F¯ (2)c (h1, h3) ρ
(1)
3 (h2|h1, h3) + F¯ (2)c (h2, h3) ρ(1)3 (h1|h2, h3) + F¯ (3)c (h1, h2, h3)
}
,
(6.37)
where the densities take the forms:
ρ
(1)
3 (hj |hk, hl) = ρj − Rˆjk − Rˆjl,
ρ
(2)
3 (hk, hl|hj) = ρkρl − ρk(Rˆkl + Rˆlj)− ρl(Rˆkl + Rˆkj) + RˆklRˆlj + RˆklRˆkj + RˆkjRˆlj,
with ρj =
ℓ
ν cosh
hj
ν , and Rˆjk = 2π R(hj − hk|0).
(6.38)
The results (6.35)-(6.37) are in perfect agreement with the conjecture (6.17).
To summarize the results, we close this section by listing the multi-soliton connected
diagonal form-factors of the operator Φ
4
1−ν
ν
(0) in rapidity variables. They take the form
as follows:
F (0)c (∅) = C2(0)µ
8
ν−8 ϕ0,
F (1)c (θ1) = C2(0)µ
8
ν−8 ν F¯ (1)c (νθ1),
F (2)c (θ1, θ2) = C2(0)µ
8
ν−8 ν2 F¯ (2)c (νθ1, νθ2),
F (3)c (θ1, θ2, θ3) = C2(0)µ
8
ν−8 ν3 F¯ (3)c (νθ1, νθ2, νθ3),
(6.39)
with the functions F¯c(h1, ...) given in (6.31) and (6.32). Here the prefactor in front of the
functions F¯c comes from either the proper normalization factor of the operator Φ
4
1−ν
ν
(0)
and the transformation from the λ-type variables to the rapidity variables.
6.3 Classical limit of connected diagonal form factors
In this subsection, starting from the formulas (5.4) and (5.9), we compute the classical
limit of the multi-soliton connected diagonal form-factors of the operators Φ
2n
1−ν
ν
(0) and
compare the results with the direct semi-classical computation of reference [36].
The connected diagonal form-factors can be extracted from the expectation values with
the help of the Bethe-Yang limit of the conjectured expectation value formula (6.17)-(6.21).
For pure soliton states, in the Bethe-Yang limit the expectation values take exactly the
same form as those in a purely elastic scattering theory [22, 8, 17]. This is in accordance
with the earlier conjecture of [18], for the Bethe-Yang limit of expectation values in non-
diagonally scattering theories.
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For an m-soliton state with rapidities {θ1, θ2, ..., θm} the large volume limit of an
expectation value takes the form:
〈θ1, ..., θm|O(x)|θ1, ..., θm〉 = 1
ρ(θ1, .., θm)
×
∑
{θ+}∪{θ−}
FOc ({θ+}) ρ({θ−}|{θ+}),
(6.40)
where again the sum in (6.40) runs for all bipartite partitions of the rapidities of the
sandwiching state: {θ1, .., θn} = {θ+}∪ {θ−}, such that the partial densities are made out
of the infinite volume Gaudin-matrix of (6.34) by the formula;
ρ({θ+}|{θ−} = detΦ+(~θ), (6.41)
with Φ+(~θ) being the sub-matrix of Φ(~θ) corresponding to the subset {θ+}. Now, the
coefficients of the densities are directly the connected diagonal form-factors FOc ({θ}) .
The strategy of computing the classical limit of the connected diagonal form-factors
upto two soliton-states is as follows. From (5.4) and (5.9), one can write down explicit
formulas for the expectation values of On = Φ
2n
1−ν
ν
in multi-soliton states. First, one
should take the vacuum expectation value. Then from (6.40) at m = 0, one obtains
FOn0,c ({∅}). Then by comparing the 1-particle expectation value and (6.40) applied for
m = 1, and by knowing FOn0,c ({∅}), one can extract the 1-particle connected form-factors:
FOn1,c ({θ}). As a last step, the 2-particle expectation value should be compared to (6.40) at
m = 2, and by knowing FOn0,c ({∅}), and FOn1,c ({θ}), one can extract the 2-particle connected
form-factors: FOn2,c ({θ1, θ2}). Finally, the classical limit should be taken in the resulting
connected form-factors.
For general values of n, and for more than 2 soliton states, the computation described
above would be very complicated to achieve. Nevertheless, as we will see in the case of
two-soliton expectation values, the whole computation can be simplified, if the classical
limit is taken appropriately in the internal steps of the computation.
To treat the classical limit appropriately, as a first step, we collect some important
formulas concerning the classical limit of some basic building blocks of the computations.
The classical limit is the ν → 1 or equivalently the p→ 0 limit of the theory. In this limit
both the normalization factor Cn(α) in (5.6) and the kernel R(λ|0) given in (3.4) diverge:
Cn(0) =
1
(π p)n
Cclassn (0) + ..., with
Cclassn (0) =
(2 i)n
n∏
j=1
(2j − 1)
,
2π R(λ|0) = −1
π p
(
2 ln tanh λ2 + ...
)
.
(6.42)
The expectation value of the operators On(0) requires the matrix ωjk(0) of (4.13) in the
ℓ→∞ limit. This is given in formula (6.33).
20
The application of the formulas (5.4) and (5.9) gives the following representation for
the Bethe-Yang limit of expectation values of the operators On = Φ2n1−νν
:
〈On(0)〉 = Cn(0) detn×nM (quant), (6.43)
where M (quant) denotes the Bethe-Yang limit of Ωjk in (5.10):
M
(quant)
jk = ω
BY
2j−1,1−2k +
i
ν cot
[
π
2ν (2j − 1)
]
δjk, j, k = 1, ..., n, (6.44)
Using this formula, the vacuum expectation value can be computed with ease. In this
case there are no particles present, thus ωBY = 0, allowing to compute the necessary
determinant easily:
〈On(0)〉0 = Cn(0)
(
i
ν
)n n∏
j=1
cot
[
π
2ν (2j − 1)
] p→0
= 1 +O(π p). (6.45)
Comparing (6.45) and (6.40) gives the classical limit of the 0-particle connected form-
factors:
FOnc,class({∅}) = 1. (6.46)
The computation of the 1-soliton connected form-factor goes as follows. Let A a
diagonal matrix:
Ajk = Aj δjk, Aj =
i
ν cot
[
π
2ν (2j − 1)
]
, j, k = 1, ..., n. (6.47)
In this case the matrix ωBY2j−1,1−2k takes the form of a dyadic product:
ωBY2j−1,1−2k =
2i
ν2
1
ρ1(h)
e+j (h) e
−
k (h), j, k = 1, .., n,
e±j (h) = e
±
2j
ν h, j = 1, .., n,
(6.48)
where ρ1(h) is given in (6.34). The matrix M
(quant) takes the special form:
M (quant) = A+ λ0 e
+
O e−, with λ0 =
2i
ν2
1
ρ1(h)
, (6.49)
where O stands for the dyadic product. The determinant of such a matrix is given by the
simple formula:
det (A+ λ0 e
+
O e−) = detA · (1 + λ0 e+A−1e−). (6.50)
With the help of this formula, one obtains the result as follows for the 1-soliton expectation
value,
〈On(0)〉1 = FOn0,c (∅) +
FOn0,c (∅)
ρ1(h)

 2i
ν2
n∑
j=1
1
Aj

 , (6.51)
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where we exploited the previous result (6.45) for the vacuum expectation value: FOn0,c (∅) =
Cn(0) detA. Comparing (6.51) to (6.40) applied for m = 1, the 1-particle connected diag-
onal form-factor can be obtained:
FOn1,c (θ) = F
On
0,c (∅)

 2i
ν2
n∑
j=1
1
Aj

 p→0= − 1
π p
F
On,(0)
c,class(∅) 4
n∑
j=1
1
2j − 1 . (6.52)
This result agrees with that of the classical computations [36] for the 1-particle solitonic
connected diagonal form-factors. From (6.52), it can bee seen that the 1-particle connected
form-factors of On(0) scale as
1
π p in the classical limit.
As the number of sandwiching solitons increase, it is helpful for the computations to
know, how the connected form-factors scale in the classical limit. As a consequence of the
scaling (6.42) of the function R(λ|0), the multi-soliton connected form-factors admit the
following scaling property in the classical limit6:
FOnm,c(θ1, ..., θm)
p→0
=
1
(π p)m
F
On,(m)
c,class (θ1, ..., θm) +O((π p)
1−m), (6.53)
where F
On,(m)
c,class (θ1, ..., θm) is what we call now the classical limit of connected form factors.
Beyond the level of 1-particle expectation values, the computations become so complicated,
that to simplify them, it is worth to exploit this scaling property at the internal steps of
the computations.
For the 2-soliton expectation values, as a first step we write down the densities ap-
pearing in (6.40). We consider (6.40) as the function of particle’s rapidities and the corre-
sponding 1-particle densities. Thus, we write down the Bethe-Yang limit of the 2-particle
Gaudin-matrix in this spirit:
Φˆ(θ1, θ2) =
(
ρ1(νθ1)− 2π ν R(ν(θ1 − θ2)|0) 2π ν R(ν(θ1 − θ2)|0)
2π ν R(ν(θ1 − θ2)|0) ρ1(νθ2)− 2π ν R(ν(θ1 − θ2)|0)
)
. (6.54)
From (6.42) and (6.34), one can see, that ρ1(θ) ∼ O(1), while R(νθ|0) ∼ O( 1π p) in the
classical limit. Thus for computational reasons it is worth to rewrite Φˆ(θ1, θ2) in terms of
a scaled 1-particle density:
ρc(θ) = πp ρ1(ν θ). (6.55)
One can write down (6.40) in terms of the rapidities and the new densities ρc(θ) and take
the p→ 0 classical limit such that ρc(θ) and the rapidities are kept finite. In the classical
6This scaling property can be seen in two ways. First, for fixed low values of n, one can do the
computations such that the classical limit is taken only at the end. And for each case this scaling is
obtained. (E.g. for n = 2, the quantum result can be found in the previous subsection.) Second, the
solitonic connected diagonal form-factors of O1(0) are known explicitly, since this operator is proportional
to the trace of the stress-energy tensor. They are composed of simple products of the function R(λ|0),
which allows one to compute easily the classical limit.
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limit the Gaudin-matrix will behave as follows:
Φˆ(θ1, θ2)
p→0
=
1
π p
Φˆcl(θ1, θ2) + ...,
Φˆcl(θ1, θ2) =
(
ρc(θ1) + 2 lnu −2 lnu
−2 ln u ρc(θ2) + 2 lnu
)
, u = tanh θ1−θ22 .
(6.56)
Then the densities entering (6.40) take the form:
ρ2(θ1, θ2) =
1
(πp)2
detΦˆcl(θ1, θ1) + ...,
ρ(θ1|θ2) = 1
πp
(ρc(θ1) + 2 ln u) + ...,
ρ(θ2|θ1) = 1
πp
(ρc(θ2) + 2 ln u) + ....
(6.57)
Inserting (6.57) and the scaling property (6.53) into (6.40), the expectation value can be
written in the p→ 0 limit as follows:
〈On(0)〉2 p→0= FOn,(0)c,class(∅) +
1
detΦˆcl(θ1, θ2)
(
F
On,(2)
c,class(θ1, θ2) + F
On,(1)
c,class(θ1) (ρc(θ1) + 2 lnu)+
F
On,(1)
c,class(θ2) (ρc(θ2) + 2 lnu)
)
+ ...,
(6.58)
With the help of (6.58) the extraction of the classical 2-soliton connected form-factor goes
as follows. The expectation value 〈On(0)〉2 is considered as a function of many parameters:
〈On(0)〉2 = F(ρc,1, ρc,2, u|p), where ρc,j = ρc(θj). (6.59)
(6.56) suggests a similar reparameterization for the classical 2-particle density:
detΦˆcl(θ1, θ2) = ρ2(ρc,1, ρc,2, u|p). (6.60)
Formula (6.58) implies , that the classical 2-soliton connected form-factor can be obtained
as follows:
F
On,(2)
c,class(θ1, θ2) = limρ→0
F(ρ, ρ, u|0) ρ2(ρ, ρ, u|0) − 4FOn,(1)c,class(θ1) lnu. (6.61)
We just note, that we exploited, that the 1-particle connected form-factor is independent
of the rapidity. Finally formula (6.60) together with (6.56), (6.43),(6.33), (6.44) admit the
following representation for the 2-soliton diagonal connected form-factors in the variable
u = tanh θ1−θ22 :
F
On,(2)
c,class(u) = C
class
n (0) lim
ρ→0
detM (class)(u|ρ) det Φcl(u|ρ)− 4FOn,(1)c,class(θ1) lnu, (6.62)
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where the matrix Φcl(u|ρ) is equal to Φˆcl of (6.56) taken at ρc,1 = ρc,2 = ρ :
Φcl(u|ρ) =
(
ρ+ 2 lnu −2 lnu
−2 lnu ρ+ 2 ln u
)
, u = tanh θ1−θ22 , (6.63)
the matrix M (class)(u|ρ) can be considered as the classical limit of M (quant) of (6.44). It
is expressed i term of the classical limit of ωBYjk :
ωBYjk (u|ρ) = −2 i sign(j) sign(k)
{
t(u)j+k Φcl,−111 +Φ
cl,−1
22 + t(u)
j Φcl,−112 + t(u)
k Φcl,−121
}
,
(6.64)
where t(u) = u+1u−1 and Φ
cl,−1
jk denotes the jk matrix element of the inverse of Φ
cl(u|ρ) of
(6.63). Then M (class(u|ρ) is given by the formula:
M (class)(u|ρ) = ωBY2j−1,1−2k(u|ρ) − i2 (2j − 1) δjk, j, k = 1, .., n. (6.65)
For the first few values of n, we just list the classical limit of connected diagonal 2-soliton
form factors:
F
On,(2)
c,class(u)
F
On,(0)
c,class(∅)
=


16(u2+1) log(u)
u2−1 , n = 1,
− 256u2
3(u2−1)2
+
64(u2+1)
3
log(u)
3(u2−1)3
, n = 2,
−512u
2(3u4+2u2+3)
5(u2−1)4
+
16(u2+1)(23u8+132u6+458u4+132u2+23) log(u)
15(u2−1)5
, n = 3,
etc....
(6.66)
We compared these results upto n = 8 with the ones obtained by semi-classical com-
mutations in [36], and found perfect agreement7.
7 Small volume checks
In this section in the pure multi-soliton sector, we compare our results to 3-point functions
of the Liouville theory on the cylinder. Let {hj}nj=1 the rapidities of the pure multi-soliton
state. We consider the ultraviolet limit of the expectation value 〈h1,..,hn|O(0)|h1,...hn〉〈h1,...,hn|h1,...,hn〉 . The
operator under consideration is a primary field or a Virasoro descendant of a primary
field: O(0) → l−k1 ...l−kjΦα(0), and the sandwiching state tends to a primary state or a
descendant state of the theory: |h1, ...hn〉 → L−n1 ...L−ni |∆〉. If we introduce the complex
coordinate on the cylinder of radius one as z = x+ i y, such that y ≡ y + 2π, then in the
previous lines ln and Ln are the coefficients of the Laurent-expansion of the stress-energy
tensor T (z) around the origin and z → ±∞, respectively:
T (z) =
∞∑
n=−∞
lnz
−n−2, T (z) =
∞∑
n=−∞
Lne
nz − c24 . (7.1)
7The semi-classical results of Bajnok and Janik can be found in [36] upto n = 4. For higher values of
n, we could use the unpublished Mathematica notebook file of the authors.
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Figure 1: The pictorial representation of the cylindrical geometry for the small volume checks.
The PCFT formulation of the sine-Grodon model, suggests that the following formula
should hold in the ultraviolet limit:
lim
ℓ→0
{(
ℓ
2π
)2∆O 〈h1, .., hn|O(0)|h1, ...hn〉
〈h1, ..., hn|h1, ..., hn〉
}
=
〈∆|Ln1 ...Lnj O(0)L−n1 ...L−nj |∆〉
〈∆|Ln1 ...LnjL−n1 ...L−nj |∆〉
, (7.2)
where ∆O is the scaling dimension of the local operator O in the complex Liouville CFT.
In order to refer more easily to the soliton states, we introduce the notation:
|I1, .., In〉 = |h1, ..., hn〉, (7.3)
where Ijs are the hole quantum numbers (3.8) in the NLIE (3.1). In this paper for our
numerical checks we use the following pure hole states:
• | − 12 , 12 〉 → |∆〉, ∆ = 1− 1ν ,
• | − 12 , 32 〉 → |∆,∆+ 1〉, ∆ = 1− 1ν ,
• | − 32 , 32 〉 → |∆+ 1,∆+ 1〉, ∆ = 1− 1ν ,
• | − 32 ,−12 , 12 , 32 〉 → |∆,∆〉, ∆ = 1− 2ν ,
where on the right hand side the (Liouville) CFT limit of the states are indicated, with
the notation |∆+ 1〉 = L−1|∆〉. The set of operators we will consider is as follows:
O(0) ∈ {Φ
2
1−ν
ν
,Φ
4
1−ν
ν
, l−2Φ21−νν
, l−2 · 1, , l2−2 · 1, l−4 · 1}. (7.4)
The Liouville prediction for the case, when both the operator and the sandwiching state
associated to some primary field is given by the formula (See section 6. of [13]):
V(α, κ) ≡
〈Φ1−κ(−∞)Φα+21−νν
(0)Φ1+κ(∞)〉
〈Φ1−κ(−∞)Φα(0)Φ1+κ(∞)〉 = µ
2 Γ(ν)2 Y (x(α))W (α, κ)W (α,−κ),
(7.5)
where µ and x(α) are defined in (5.11) and (5.7) respectively, and
Y (x) = −2 ν x · Γ
2(νx+ 1/2− ν/2) Γ(ν − 2νx)
Γ2(1/2 + ν/2− νx) Γ(2νx+ 1− ν) ·
Γ(−2νx)
Γ(2νx)
,
W (α, κ) =
Γ(αν/2 − ν + 1 + κν)
Γ(−αν/2 + ν + κν) .
(7.6)
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Using (7.5) it can be shown, that
〈Φ1−κ(−∞)Φα+41−νν (0)Φ1+κ(∞)〉
〈Φ1−κ(−∞)Φα(0)Φ1+κ(∞)〉 = V(α, κ)V(α + 2
1−ν
ν , κ).
(7.7)
With the help of the cylinder conformal Ward-identities, the 3-point functions of de-
scendants can be related to those of the primaries [37, 16]. Again, for short we denote
|∆+ 1〉 = L−1|∆〉. Then the following relations are obtained:
〈l−2Φα〉∆
〈Φα〉∆ = ∆−
c
24
− ∆α
12
, (7.8)
〈l−4Φα〉∆
〈Φα〉∆ =
∆α
240
,
〈l2−2Φα〉∆
〈Φα〉∆ = ∆
2 −∆2∆α + c+ 2
12
+
20∆2α + 56∆α + 20c∆α + 5c
2 + 22c
2880
.
〈Φα〉∆+1
〈Φα〉∆ = 2∆ +∆
2
α −∆α , (7.9)
〈l−2Φα〉∆+1
〈Φα〉∆ = 2∆
2 +∆
12∆2α + 34∆α + 24 − c
12
− (∆α − 1)∆α(2∆α − 24 + c)
24
,
〈l−4Φα〉∆+1
〈Φα〉∆ = ∆
241∆α
120
− ∆
2
α
240
+
∆3α
240
,
〈l2−2Φα〉∆+1
〈Φα〉∆ = 2∆
3 +∆2
70 − c+ 40∆α + 6∆2α
6
+ ∆
2400 − 218c + 5c2 + 4616∆α − 340c∆α + 1940∆2α − 120c∆2α − 240∆3α
1440
+
(∆α − 1)∆α(2400 − 218c + 5c2 − 424∆α + 20c∆α + 20∆2α)
2880
.
Now, we are in the position to check whether the ultraviolet limit our formulas (4.15),
(4.16) and (5.9) for the expectation values is described by the complex Liouville CFT.
Unfortunately, we can not solve analytically the equations in the small volume limit, thus
the comparison with CFT predictions, is performed through the numerical solution of the
equations. In the rest of this section, we set M = 1 and measure everything in the units
of soliton-mass.
7.1 The case of primaries Φ
2
1−ν
ν
(0) and Φ
4
1−ν
ν
(0)
The expectation values of these operators are given by the formulas (5.9):
〈Φ
2
1−ν
ν
(0)〉 = C1(0)Π(ν)2−2ν
(
ω1,−1(0) +
i
ν cot
π
2ν
)
,
〈Φ
4
1−ν
ν
(0)〉 = C2(0)Π(ν)8(1−ν)
{− 1
ν2
cot π2ν cot
3π
2ν +
i
ν cot
π
2νω3,−3(0) +
i
ν cot
3π
2νω1,−1(0)+
ω1,−1(0)ω3,−3(0)− ω1,−3(0)ω3,−1(0)
}
.
(7.10)
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Let us define the CFT limit of a finite volume expectation value by the formula:
〈O(0)〉CFT = lim
ℓ→0
{
〈O(0)〉
(
ℓ
2π
)2∆O}
. (7.11)
Then for the four states we considered under (7.3), the CFT computations imply the
following small volume limits for the primaries Φ2m(1−ν)/ν :
• | − 12 , 12 〉 :
〈Φ
2m
1−ν
ν
〉CFT = 〈Φ
2m
1−ν
ν
〉
∆=1−
1
ν
, (7.12)
• | − 32 ,−12 , 12 , 32 〉 :
〈Φ
2m
1−ν
ν
〉CFT = 〈Φ2m1−νν 〉∆=1− 2ν , (7.13)
• | − 12 , 32 〉 :
〈Φ
2m
1−ν
ν
〉CFT =
2∆+∆2
2m(1−ν)/ν
−∆2m(1−ν)/ν
2∆ 〈Φ2m1−νν 〉
∣∣∣∣
∆=1−
1
ν
, (7.14)
• | − 32 , 32 〉 :
〈Φ
2m
1−ν
ν
〉CFT =
(
(2∆+∆2
2m(1−ν)/ν
−∆2m(1−ν)/ν )
2
2∆
)2
〈Φ
2m
1−ν
ν
〉
∣∣∣∣
∆=1−
1
ν
, (7.15)
where according to (7.5):
〈Φ
2m
1−ν
ν
〉∆=1−κ =
m−1∏
j=0
V(2j 1−νν , κ). (7.16)
The numerical results are obtained at ν = 47 are summarized in table 1. The CFT limit
of the numerical results are taken from computing 〈O(0)〉 ( ℓ2π)2∆O at ℓ = 10−2.
7.2 Expectation values of descendant fields
In order to consider expectation values of descendant fields, one needs to know how the
fermionic basis in (5.2) is related to the Virasoro basis used in the Liouville 3-point func-
tions. For our studies we need to know this relation upto some low lying levels. The
relation is known upto level 8 [37]. Nevertheless, here we summarize from [13], only the
most important formulas, we need.
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〈Φ
2
1−ν
ν
〉CFT 〈Φ41−νν
〉CFT
state Numerics CFT prediction Numerics CFT prediction
| − 12 , 12〉 2.7862399017 2.7862399479 0.7017902707 0.7017903948
| − 32 ,−12 , 12 , 32〉 2.3026776339 2.3026776429 1.5315414850 1.5315415383
| − 12 , 32〉 3.3651982417 3.3651988981 0.4830504382 0.4830505315
| − 32 , 32〉 4.0644590918 4.0644610068 0.3324887760 0.3324893268
Table 1: Numerical data for the expectation values of primaries Φ2m(1−ν)ν(0), with m =
1, 2, at the (ν = 47 , ℓ = 10
−2) point of the parameter space.
The fermionic basis can be expressed in terms of the Virasoro descendants according
to formula:
β∗I+γ
∗
I−Φα(0) =
∏
2j−1∈I+
D2j−1(α)
∏
2j−1∈I−
D2j−1(2− α)[P evenI+,I− + dαP oddI+,I− ], (7.17)
where
dα =
ν(ν − 2)
ν − 1 (α− 1),
D2j−1(α) = −
√
i
ν
Γ(ν)−
2j−1
ν (1 − ν)
2j−1
2
Γ
(
α
2 +
1
2ν (2j − 1)
)
(j − 1)! Γ (α2 + 1−ν2ν (2j − 1)) ,
(7.18)
and P evenI+,I− and P
odd
I+,I− are polynomial expressions of the even Virasoro generators {l−2k}.
For the first few levels they take the form as follows [13]:
P even{1},{1} = l−2, P
odd
{1},{1} = 0,
P even{1},{3} = P
even
{3},{1} =
1
2 l
2
−2 +
c−16
9 l−4, P
odd
{1},{3} = P
odd
{3},{1} = −13 l−4.
(7.19)
The descendants of the ”shifted-primaries” Φ
α+2n
1−ν
ν
(0) can be computed from the for-
mula (5.12).
7.2.1 The case of 〈l−2Φ21−νν
〉
Using (5.12), (7.17) and (5.1) one obtains the following expression for 〈l−2Φ21−νν
〉 :
〈l−2Φ21−νν 〉 =
C1(0)
1
i ν cot
π
2ν Π(ν)
4−2ν
D1
(
21−νν
)
D1
(
2− 21−νν
) ω3,−1(0). (7.20)
Then for the four states under consideration the Liouville CFT gives the following predic-
tions:
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〈l−2Φ21−νν
〉CFT ω1,1(0)CFT
state Numerics CFT prediction Numerics CFT prediction
| − 12 , 12〉 1.5423829631 1.5423828283 1.2069251545 1.2069249851
| − 32 ,−12 , 12 , 32〉 5.3043825168 5.3043824274 5.1062212309 i 5.1062210908 i
| − 12 , 32〉 4.4320078359 4.432008303 3.4350943930 i 3.4350941884 i
| − 32 , 32〉 5.3529430027 5.3529450933 3.4350944355 i 3.4350941884 i
Table 2: Numerical data for the expectation values of the level 2 descendant fields;
l−2Φ2(1−ν)/ν and l−21, at the (ν =
4
7 , ℓ = 10
−2) point of the parameter space.
• | − 12 , 12 〉 :
〈l−2Φ21−νν 〉CFT =
(
∆− c
24
− ∆2(1−ν)/ν
12
)
〈Φ
2
1−ν
ν
〉
∣∣∣∣
∆=1−
1
ν
, (7.21)
• | − 32 ,−12 , 12 , 32 〉 :
〈l−2Φ21−νν
〉CFT =
(
∆− c
24
− ∆2(1−ν)/ν
12
)
〈Φ
2
1−ν
ν
〉
∣∣∣∣
∆=1−
2
ν
, (7.22)
• | − 12 , 32 〉 :
〈l−2Φ21−νν 〉CFT =
F−2(∆,∆2(1−ν)/ν)
2∆
〈Φ
2
1−ν
ν
〉
∣∣∣∣
∆=1−
1
ν
, (7.23)
• | − 32 , 32 〉 :
〈l−2Φ
2
1−ν
ν
〉CFT =
2∆+∆2
2(1−ν)/ν
−∆2(1−ν)/ν
(2∆)2
F−2(∆,∆2(1−ν)/ν) 〈Φ21−νν
〉
∣∣∣∣
∆=1−
1
ν
, (7.24)
where we introduced the function from the right hand side of second line of (7.9):
F−2(∆,∆α) = 2∆
2 +∆
12∆2α + 34∆α + 24− c
12
− (∆α − 1)∆α(2∆α − 24 + c)
24
. (7.25)
The corresponding numerical results obtained at ℓ = 10−2 and ν = 47 , can be found in
table 2.
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7.2.2 Expectation values of the descendants of the unity
Now, instead of expressing the expectation values of the operators under consideration,
we express the ωij(α) matrix elements in terms of the expectation values of the low lying
descendants of the primary field Φα(0). The formulas one obtains are as follows:
ω1,1(α) = µ
−2/ν D1(α)D1(2− α) 〈l−2Φα(0)〉〈Φα(0)〉 ,
ω3,1(α) = µ
−4/ν D3(α)D1(2− α)
{
1
2
〈l2−2Φα(0)〉
〈Φα(0)〉 +
(
c− 16
9
+
dα
3
) 〈l−4Φα(0)〉
〈Φα(0)〉
}
,
ω1,3(α) = µ
−4/ν D1(α)D3(2− α)
{
1
2
〈l2−2Φα(0)〉
〈Φα(0)〉 +
(
c− 16
9
− dα
3
) 〈l−4Φα(0)〉
〈Φα(0)〉
}
.
(7.26)
For the comparison of numerical and the CFT results, we define the CFT limit of the
above ωs as follows:
ωjk(α)CFT = lim
ℓ→0
{
ωjk(α)
(
ℓ
2π
)dimωjk(α)} , (7.27)
where dimωjk(α) is the length dimension of ωjk(α). For the 3 special cases in (7.26)
dimωjk(α) = j + k. We check (7.26) in the α → 0 limit. As a consequence of (7.8) and
(7.9), in this case in the small volume limit 〈l−4 1〉 = 0. Thus, ω1,3(0)CFT = ω3,1(0)CFT .
Using the formulas (7.8) and (7.9), for the four specific states, one obtains the CFT
predictions as follows:
• | − 12 , 12 〉 :
ω1,1(0)CFT = Π(ν)
−2D1(0)D1(2)
(
∆− c
24
) ∣∣∣∣
∆=1−
1
ν
, (7.28)
• | − 32 ,−12 , 12 , 32 〉 :
ω1,1(0)CFT = Π(ν)
−2D1(0)D1(2)
(
∆− c
24
) ∣∣∣∣
∆=1−
2
ν
, (7.29)
• | − 12 , 32 〉 :
ω1,1(0)CFT = Π(ν)
−2D1(0)D1(2)
F−2(∆, 0)
2∆
∣∣∣∣
∆=1−
1
ν
, (7.30)
• | − 32 , 32 〉 :
ω1,1(0)CFT = Π(ν)
−2D1(0)D1(2)
F−2(∆, 0)
2∆
∣∣∣∣
∆=1−
1
ν
. (7.31)
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Before turning to the case of ω3,1(0)CFT , from (7.8) and (7.9) taken at ∆α = 0, it is worth
to introduce the functions as follows:
F0(∆) = 〈l2−2 · 1〉∆ = ∆2 −∆
c+ 2
12
+
5c2 + 22 c
2880
,
F1(∆) =
〈l2−2 · 1〉∆+1
〈1〉∆ = 2∆
3 +∆2
70− c
6
+ ∆
5c2 − 218c + 2400
1440
.
(7.32)
Then one obtains the following results in the CFT limit:
• | − 12 , 12 〉 :
ω3,1(0)CFT = Π(ν)
−4D3(0)D1(2)
1
2
F0 (∆)
∣∣∣∣
∆=1−
1
ν
, (7.33)
• | − 32 ,−12 , 12 , 32 〉 :
ω3,1(0)CFT = Π(ν)
−4D3(0)D1(2)
1
2
F0 (∆)
∣∣∣∣
∆=1−
2
ν
, (7.34)
• | − 12 , 32 〉 :
ω3,1(0)CFT = Π(ν)
−4D3(0)D1(2)
F1(∆)
4∆
∣∣∣∣
∆=1−
1
ν
, (7.35)
• | − 32 , 32 〉 :
ω3,1(0)CFT = Π(ν)
−4D3(0)D1(2)
F1(∆)
4∆
∣∣∣∣
∆=1−
1
ν
. (7.36)
The corresponding numerical results obtained at ℓ = 10−2 and ν = 47 , can be found in
tables 2. and 3.
8 Summary and Conclusions
In the fundamental paper [13], 1-point functions or in other words ground state expectation
values of exponential fields and of their Virasoro descendants have been determined in the
sine-Gordon model defined in cylindrical geometry. The derivation was done in the so-
called fermionic basis discovered in the integrable light-cone lattice regularization [26] of
the model8. The relation of the fermionic basis of operators to that of the Virasoro basis,
has been determined upto level 8 [37]. The main advantage of the fermionic basis is that
in this basis, the 1-point functions can be given by simple determinant expressions of a
8Namely, in the 6-vertex model with appropriate alternating inhomogeneities.
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ω1,3(0)CFT ω3,1(0)CFT
state Numerics CFT prediction Numerics CFT prediction
| − 12 , 12〉 1.9427100198 i 1.9427092046 i 1.9427100198 i 1.9427092046 i
| − 32 ,−12 , 12 , 32〉 47.1269102712 i 47.1269074676 i 47.1269102712 i 47.1269074676 i
| − 12 , 32〉 35.7155944324 i 35.7155920899 i 35.7155944324 i 35.7155920899 i
| − 32 , 32〉 35.7155949192 i 35.7155920899 i 35.7155949192 i 35.7155920899 i
Table 3: Numerical data for the expectation values of the level 4 descendants of the unity,
at the (ν = 47 , ℓ = 10
−2) point of the parameter space.
single nontrivial matrix ωjk(α), whose matrix elements can be obtained by solving linear
integral equations containing the counting-function of the ground state as a fundamental
building block of its kernel.
In this paper, we extended these results from ground state expectation values to expec-
tation values in any eigenstate of the Hamiltonian of the sine-Gordon model. Structurally
all formulas of [13] remain the same, but in the case of expectation values in excited states
the matrix ωjk(α) will depend on the sandwiching state. Thus, the linear equations, which
determine the matrix ωjk(α), are needed to be modified by appropriate source terms, which
characterize the sandwiching state.
Having these equations at hand, we performed several tests on the equations in the
pure multi-soliton sector. In the large volume limit we performed three tests. We have
shown, that the excited state formulation of the matrix ωjk(α) still respects the nonlinear
compatibility equation, which is necessary to get unique answer for each expectation value
of each operator. We also checked, that our excited state formulation of the expectation
values is consistent with the previous LeClair-Mussardo type large volume series conjec-
ture of [24]. Finally, from the multi-soliton expectation values of the set of primaries
Φ2n(1−ν)/ν , n ∈ N, we computed the classical limit of connected diagonal form-factors
upto two soliton states, and compared them to the results of semi-classical computations
coming from direct field theoretical computations of ref. [36]. The comparison gave perfect
agreement.
The equations were checked in the ultraviolet limit, as well. In this limit, the expecta-
tion values tend to 3-point functions of the complex Liouville conformal field theory. While,
in the large volume limit the equations determining the expectation values, can be solved
analytically, in the ultraviolet limit they can be solved only numerically. Nevertheless, the
accurate solution of the equations allowed us to check our results for various operators and
low lying multi-soliton excitations, against Liouville 3-point functions. Perfect agreement
was found in this regime, too.
The sine-Gordon was the first integrable model with non-diagonally scattering theory,
where all finite volume diagonal matrix elements of local operators could have been deter-
mined. The volume dependence in the final formulas for the expectation values is encoded
into the volume dependence of the counting-function. This function satisfies certain non-
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linear integral equations and governs the finite volume dependence of the energy of the
sandwiching state. This description of the finite volume spectrum is very specific for the
sine-Gordon model and there is no general method to find an analogue of this description
to other models. For some specific examples see references [41, 42, 43, 44] etc. Neverthe-
less, there is another method to describe the finite volume spectrum in integrable quantum
field theories with non-diagonally scattering theory. This is Thermodynamic Bethe Ansatz
(TBA) method, where the rapidity dependent pseudo-energies satisfy the nonlinear TBA
integral equations and govern the volume dependence of the energies. Though the concrete
form of the TBA equations are more complicated than that of the counting function, this
formulation has the advantage, that it can be generalized to any non-diagonally scattering
theory. Thus, rephrasing the results of this paper in the language of the TBA pseudo-
energies, could give a deeper insight into the structure of the formulas and help in finding
a generalization to other important models.
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