This work provides a strong baseline for the problem of multi-source multi-target domain adaptation and generalization in medical imaging. Using a diverse collection of ten chest X-ray datasets, we empirically demonstrate the benefits of training medical imaging deep learning models on varied patient populations for generalization to out-of-sample domains.
Introduction
Recent advancement in machine learning has created a surge in developing neural-networkbased computer-aided diagnostic algorithms (Mazurowski et al., 2018) . Despite widely acclaimed performance accompanied by rigorous regulatory assessments, most models rarely make their way into real world clinical environments. One major barrier that stops the successful technology transfer is that models do not generalize well to diverse patient populations. The situation is further aggravated by differences in acquisition parameters and manufacturing standards of medical devices. It is therefore not surprising that models trained on data from particular institutions perform well on in-domain validation sets while inevitably suffer from performance degradation when used in other domains. We refer to this as the problem of domain over-fitting.
Machine learning research has produced strategies and algorithms to mitigate domain over-fitting with the study of domain adaptation (DA) (Wang and Deng, 2018) and domain generalization (DG) (Li et al., 2017) . Modeling in medical imaging, however, comes with unique challenges that are not faced in day-to-day computer vision tasks. For instance, medical images are typically of much higher resolution in 2D (and often are 3D or 4D), contain subtle artifacts, and have small regions of interest. Moreover, the interpretation of medical images can involve a high degree of uncertainty, even for highly-trained radiologists.
Reliable predictive modeling in medical imaging calls for remedies from DA and DG. This work illustrates the problem of domain over-fitting in the context of classifying chest Xrays (CXRs), the most commonly prescribed imaging exams worldwide. Experimental data are gathered from ten domains varied by their patient distributions, clinical environments, and global locations. We empirically show the phenomenon of performance degradation with inter-domain generalization. In this preliminary work, we a simple solution suggested which quantitatively shows its promise as a strong baseline for better generalization. (2019) also discussed a similar issue of coping with data heterogeneity, but offered no practical recommendations. Unlike previous work, we conduct an unprecedented study with ten datasets collected internationally, measuring the ability of state-of-the-art machine learning models to perform domain adaptation and domain generalization in the context of medical imaging. We establish baseline solutions that are intuitive and practical, and lead to better generalization performance in experiments.
Experiments
Data. We utilize ten datasets from diverse sources to empirically show the benefits of training with data from multiple domains for model generalization. For training, we use four publicly available datasets: ChestX-ray14 (Wang et al., 2017) , and one private data set from Australia (AUS). In addition, to evaluate generalization, we use one public data set, Open-i (Demner-Fushman et al., 2015) (OPI), and four private sets -one from Canada (CAN) and three from different sources in China (CHN 1 , CHN 2 , CHN 3 ) . Table 1 below summarizes the data used in our experiments. For all of the following experiments, we use a DenseNet-121 pretrained on ImageNet, and we are concerned with classifying CXRs as normal or abnormal. In the first set of experiments, we train a model on each of the five training datasets and test on all ten sets. Table 2 shows AUCs from training on each source domain and evaluating on all target domains. We notice a couple of nice effects of training on all source domains. First, when aggregating all source domain data for training, test performance on those domains is essentially as good as training on any single source. Moreover, training on all sources simultaneously results in consistent improvement and yields the best performance on each of the five target domains, on which models are never trained on. Figure 1 shows AUCs for experiments where one of the five source domains is left out during training. We observe that for NIH and CHX, leaving them out has a negligible impact on the model's performance. For AUS, PAD, and MIM, however, we notice what we expect: a moderate decrease in performance when the source is held out during training. There are many possible reasons to explain why performance is hurt more for some domains than for others, which we leave for further research. 
